For any complex reductive Lie algebra g and any locally finite g-module V , we extend to the tensor product U(g) ⊗ V the Harish-Chandra description of g-invariants in the universal enveloping algebra U(g).
Introduction
Let g be a complex semisimple Lie algebra with a given decomposition g = n − ⊕ t ⊕ n + to a Cartan subalgebra t and the nilpotent radicals n + and n − of two opposite Borel subalgebras containing t. Take the projection of the universal enveloping algebra U(g) to U(t) parallel to n − U(g) + U(g) n + . Harish-Chandra proved [6] that the restriction of the projection map to the center Z(g) of U(g) establishes an isomorphism of Z(g) with the subalgebra of invariants in U(t) relative to the shifted action of the Weyl group W of g. In the graded commutative setting, the Harish-Chandra theorem reduces to the Chevalley theorem, which states that restriction from g to t yields an isomorphism between the algebra of g-invariant polynomial functions on g and the algebra of W -invariant polynomial functions on t. Now let V be any g-module which is a direct sum of its irreducible finite-dimensional submodules. Take the tensor product M = U(g)⊗V of g-modules, and consider its subspace of invariants M g . We provide an explicit description of this subspace, thus generalizing the Harish-Chandra theorem. Namely, the vector space M has a natural U(g)-bimodule structure, see the definitions (2), (3) . The diagonal action of g on M coincides with the action adjoint to the U(g)-bimodule structure. Consider the quotient vector space Z = M/(n − M + Mn + ) and the projection map M → Z . This map turns out to be injective on the subspace M g ⊂ M , and we describe the image of this subspace in Z . Let r be the rank of g, and let ∆ ⊂ t * be the root system of g. Let α 1 , . . . , α r ∈ ∆ be simple roots, and let s 1 , . . . , s r ∈ W be the corresponding simple reflections. For each i = 1, . . . , r let H i = α
The quotient vector space Z can be identified with the tensor product U(t)⊗V . We prove that an element of Z = U(t) ⊗ V lies in the image of M g if and only if for each i = 1, . . . , r it can be written as a finite sum of products of the form Θ Ψ ij ⊗ v where v ∈ V 0 ∩ V ij , Θ ∈ U(t) is invariant under the shifted action of s i ∈ W , and Ψ ij = (H i + 2)(H i + 3) . . . (H i + j + 1).
This description of the image of M g in Z = U(t) ⊗ V has a graded commutative version, which generalizes the Chevalley restriction theorem. Namely, let S(g) be the symmetric algebra of g. Take the tensor product S(g) ⊗ V of g-modules. The projection map
yields a map S(g) ⊗ V → S(t) ⊗ V , which is injective on the subspace of g-invariants.
We prove that the image of this subspace in S(t) ⊗ V consists of all W -invariant elements F ∈ S(t) ⊗ V 0 satisfying the following property: for every i = 1, . . . , r the projection of F to each S(t) ⊗ (V 0 ∩ V ij ) with j = 0, 1, 2, . . . is divisible by H j i in the first tensor factor. Here we use the standard actions of the Weyl group W on S(t) and on V 0 . A criterion on V , for all W -invariant elements of S(t)⊗V 0 to be images of g-invariant elements of S(g)⊗V , was given by Broer [3] . The sufficiency of Broer's condition also follows from our result, see Remark 3.
We also give another description of the image of M g in Z , which does not need splitting V into the sum of its g i -isotypical components. Let U(t) be the ring of fractions of the commutative algebra U(t) relative to the set of denominators (5) . Consider the left U(t)-module
where we use the left action of U(t) on Z . If the quotient vector space Z is identified with U(t) ⊗ V , then Z is identified with U(t) ⊗ V . The right action of U(t) on Z also extends to a right action of U(t) on Z . We use certain linear operators ξ 1 , ξ 2 , ..., ξ r on Z , which we call the Zhelobenko operators. They originate from the extremal cocycle on the Weyl group W , defined in [20] . Using this cocycle, for any pair (f, g) with a finite-dimensional Lie algebra f containing g, Zhelobenko constructed a resolution of the subspace N n + of n + -invariants of any f-module N. Here N is regarded as a g-module by restriction. In their present form, the operators ξ 1 , ξ 2 , ..., ξ r have been defined by Khoroshkin and Ogievetsky [9] as automorphisms of Mickelsson algebras [12] . They satisfy the braid relations corresponding to g. This braid group action is closely related to the dynamical Weyl group action due to Etingof, Tarasov and Varchenko [5, 18] .
The Zhelobenko operators ξ 1 , . . . , ξ r on Z preserve the zero weight subspace Z 0 relative to the adjoint action of t on Z , and moreover are involutive on this subspace. So we get an action of the Weyl group W on Z 0 , such that each s i ∈ W acts as the operator ξ i . We prove that the image of M g in Z consists of all elements of Z ∩ Z 0 which are invariant under the latter action of W .
This result is remarkably similar in spirit to those of Kostant and Tirao [11] , who studied the subalgebra U(f) g ⊂ U(f) where f and g are the complexified Lie algebras of a real connected semisimple Lie group and of its maximal compact subgroup respectively. In [11] the subalgebra of g-invariants U(f) g was mapped injectively to the tensor product U(g)⊗U(a) where a is the Cartan subalgebra of the symmetric pair (f, g). To describe the image of U(f) g under this map, a version of the intertwining operators of Knapp and Stein [10] was used in [11] , instead of the shifted action of the Weyl group of (f, g). A certain localization of the ring U(g) ⊗ U(a) was also used in [11] . This result has been generalized by Oda [15] .
We will work in a setting slightly more general than used in the beginning of this section. Our g will be any reductive complex Lie algebra. Then we will fix a connected reductive complex algebraic group G with the Lie algebra g. Our V will be any G-module which can be decomposed into a direct sum of irreducible finite-dimensional G-submodules. We regard M = U(g) ⊗ V as a G-module, and study its subspace of G-invariants. Our Theorem 1 and Proposition 4 describe this subspace explicitly. Theorem 2 is a graded commutative version of this description. We give a geometric proof of Theorem 2. Then we prove Theorem 1, and extend it to disconnected algebraic groups.
Our work is motivated by the publication [7] , which was inspired by the results of Tarasov and Varchenko [18] . The publication [7] established a correspondence between Zhelobenko automorphisms of certain Mickelsson algebras, and canonical intertwining operators of tensor products of the fundamental of representations of Yangians. Namely, these are the Yangian Y(gl n ) of the general linear Lie algebra, and its twisted analogues Y(sp n ) and Y(so n ) which correspond to the symplectic and orthogonal Lie algebras. For an introduction to the theory of Yangians see the recent book by Molev [13] .
In a forthcoming publication [8] of the first two authors of the present article, Theorem 1 is used to solve a basic problem in the representation theory of Yangians. Up to the action of the centre of Y(sp n ), every irreducible finite-dimensional Y(sp n )-module is realized as the image of an intertwining operator of tensor products of fundamental representations of Y(sp n ). For the Yangian Y(gl n ) such realizations were provided by Akasaka and Kashiwara [1] , by Cherednik [4] , and by Nazarov and Tarasov [14] . Our Theorem 1 yields new proofs of these results for Y(gl n ). For the twisted Yangian Y(so n ), the images of our intertwining operators realize, up to the action of the centre of the algebra Y(so n ), all those irreducible finite-dimensional representations, where the action of the subalgebra U(so n ) of Y(so n ) integrates to an action of the complex special orthogonal group SO n .
Notation
Let g be any reductive complex Lie algebra of semisimple rank r. Choose a triangular decomposition
where t is a Cartan subalgebra, while n + and n − are the nilpotent radicals of two opposite Borel subalgebras of g containing t. Let ∆ ⊂ t * be the root system of g. Let α 1 , . . . , α r ∈ ∆ be simple roots.
For each i = 1, . . . , r let H i = α Let W be the Weyl group of the root system ∆. Let s 1 , . . . , s r ∈ W be the reflections corresponding to the simple roots α 1 , . . . , α r . Let ρ be the half-sum of the positive roots. Then the shifted action • of the group W on the vector space t * is defined by setting
In particular,
The action • extends to an action of W by automorphisms of the symmetric algebra S(t) = U(t), by regarding elements of this algebra as polynomial functions on t * :
It follows that for the elements Ψ ij defined in the Introduction
For any g-module M we denote by M 0 its zero weight subspace relative to t. Let G be a connected reductive complex algebraic group with Lie algebra g. Let V be a locally finite G-module. This means that V can be decomposed into a direct sum of irreducible finite-dimensional G-submodules. Put M = U(g) ⊗ V . Since the adjoint action of the group G on U(g) is locally finite, the same holds for the diagonal action of G on M. We will also consider the action of the Lie algebra g on M corresponding to that of G.
We will also regard M as a U(g)-bimodule by using the left and right actions defined for X ∈ g by the formulas
where u ∈ U(g), v ∈ V . Then the initial (diagonal) action of g on M coincides with the action ad adjoint to the U(g)-bimodule structure:
(adX)m = X m − mX for X ∈ g and m ∈ M .
Note that M is a free left and a free right U(g)-module. Further, M admits the following decomposition into a direct sum of U(t)-bimodules:
see [9, Proposition 3.3] . Set Z = M/(n − M + Mn + ). By (4), the restriction of the projection M → Z to the subspace U(t) ⊗ V ⊂ M provides a bijection
Moreover, Z is a free left and a free right U(t)-module. Let Z 0 ⊂ Z be the zero weight subspace relative to the adjoint action of t.
For each root α ∈ ∆ let H α = α ∨ ∈ t be the corresponding coroot. Denote by U(t) the ring of fractions of the commutative algebra U(t) relative to the set of denominators
If the elements of U(t) are regarded as polynomial functions on t * , then the elements of U(t) can be regarded as rational functions on t * . The shifted action • of the Weyl group W on U(t) extends to U(t).
Let U(g) be the ring of fractions of U(g) relative to the set of denominators (5). Put
The left action of U(g) on M extends to an action of U(g) on M in a natural way, via left multiplication in the first tensor factor of M . Since M is a locally finite g-module, it is spanned by its weight vectors relative to t. For any weight vector m ∈ M and any α ∈ ∆ there is l ∈ Z such that mH α = (H α + l)m. Then by setting
for each k ∈ Z, we extend the right action of U(g) on M to a right action of U(g) on M . Thus the space M becomes an U(g)-bimodule. It is obviously free as a left and as a right U(g)-module. The decomposition (4) extends to the following decomposition of M into a direct sum of U(t)-bimodules:
Thus we have a natural embedding Z → Z . Due to (6), the restriction of the canonical map M → Z to the subspace U(t) ⊗ V ⊂ M provides a bijection
Using this bijection, the above embedding Z → Z corresponds to the natural embedding U(t) → U(t). Moreover, Z is a free left and a free right U(t)-module. Let Z 0 ⊂ Z be the zero weight subspace relative to the adjoint action of t.
Let T be the maximal torus of the group G with the Lie algebra t. Let Norm(T) be the normalizer of T in G. The adjoint action of the group Norm(T) on t establishes an isomorphism Norm(T)/ T → W.
Since this action preserves the set of coroots, the induced action of Norm(T) on U(t) extends to its action on U(t), so that for any w ∈ W (w Φ)(λ) = Φ(w −1 (λ)), when the element Φ ∈ U(t) is regarded as a rational function on t * . The adjoint action of Norm(T) on U(g) then extends to its action by automorphisms of U(g), and the adjoint action of Norm(T) on M extends to a U(g)-bimodule equivariant action of Norm(T) on M .
For each i = 1, . . . , r let g i denote the sl 2 -subalgebra of g spanned by the elements E i , F i , H i . Let G i be the corresponding connected subgroup of G. Choose a representative of s i in Norm(T) lying in G i and denote it bys i . The elementss 1 , . . . ,s r ∈ Norm(T) satisfy the braid relationss isjsi . . . where m ij is the order of the element s i s j in the group W , see [19] .
Zhelobenko operators
For i = 1, . . . , r define a linear map η i : M → M by setting η i (m) for any m ∈ M to be
Since the adjoint action of g on M is locally finite, for any given m ∈ M only finitely many terms of the sum (7) may differ from zero. Hence the map η i is well defined. The definition (7) and the next two propositions go back to [20, Section 2] . See [7, Section 3] for detailed proofs of these two propositions.
Due to this proposition, the map η i induces a linear map ξ i : Z → Z .
Proposition 2. For any Φ ∈ U(t) and z ∈ Z we have
The latter proposition allows us to extend ξ i to Z by setting
In their present form, the operators ξ i were introduced in [9] . We call them the Zhelobenko operators. The next proposition states the key property of these operators. For its proof see [20, Section 6] . Note that our notation differs from that used in [7, 9, 20] . 
of any m ∈ M , one can replace E i by adE i in (7). That is, modulo n − M + M n + , the sum (7) equals
Harish-Chandra isomorphism
By regarding Z 0 ⊂ Z as a subspace of Z, let Q be the subspace of all elements of Z 0 invariant under all the Zhelobenko operators : A proof of this theorem will be given in Section 6. When V = C and M = U(g), our theorem reproduces the classical description of the centre of the universal enveloping algebra U(g) due to Harish-Chandra [6] . In the general case, we will call the map γ :
Remark 1. To justify this terminology further, let us consider the special case of our general setting, when M is also an associative algebra which contains U(g) as a subalgebra, such that the U(g)-bimodule structure on M comes from the multiplication in M . As an algebra, M is then generated by its subspaces g and 1 ⊗ V , and we have the commutation relations
The group G then acts on M by algebra automophisms, and the subspace M G ⊂ M is a subalgebra. The vector subspaces n − M and Mn + of M now become the right and left ideals generated by n − and n + respectively. Multiplication of the cosets in Z of elements of M G 7 by using the algebra structure on M is now well defined. The map γ : M G → Q becomes an isomorphism of algebras.
Furthermore, one can equip the vector space Z with a natural structure of an associative algebra, such that the subspace Q ⊂ Z with the above defined multiplication is a subalgebra. Namely, there is a certain completion U(g) of the algebra U(g) and a unique element P of this completion such that
The element P is called the extremal projector for the Lie algebra g; its definition is due to R. Asherova, Y. Smirnov and V. Tolstoy [2] . Multiplication in Z is defined by setting the product of the cosets of two elements m, n ∈ M to be the coset of mP n. 
Description of the space Q
In this section, we identify the vector space V with the image of the subspace 1 ⊗ V ⊂ M under the canonical projection M → Z . Then we can write Z = U(t)V and Z 0 = U(t)V 0 . If we decompose V into a sum of irreducible g i -submodules, then the zero weight subspace V 0 will lie in the sum of odd-dimensional summands of V . For each j = 0, 1, 2, . . . denote by V ij the sum of (2j + 1)-dimensional irreducible g i -submodules of V . It follows from (8) and the observation made at the very end of Section 2, that
Hence for each i = 1, . . . , r the subspace Q ⊂ U(t)V 0 is the sum of its intersections with the subspaces U(t)(
Hence
The sum in brackets is a particular value F(−j , j +1, −H i ; 1) of the hypergeometric function F. By the Gauss formula
valid for a, b, c ∈ C with c = 0, −1, . . . and Re(c − a − b) > 0, we get
where Ψ ij has been defined in the Introduction. It now follows from Proposition 2 that for any Φ ∈ U(t) we have
In particular, the equality ξ i (Φv) = Φv holds if and only if
But it follows from (1) that Ψ ij and s i • Ψ ij are mutually prime as polynomials on t * . Hence the last displayed equality holds if and only if Φ is divisible by Ψ ij and the ratio Φ/Ψ ij is invariant under the shifted action of s i . Thus we get 
Symmetric algebra calculation
Let S(g) be the symmetric algebra of g. Consider the filtration on the U(g)-bimodule M = U(g) ⊗ V arising from the natural filtration on the algebra U(g). Let gr M = S(g) ⊗ V be the associated graded S(g)-module. The action of the group G on M induces an action of G on gr M, which coincides with the diagonal action of G on S(g) ⊗ V . The graded subspace of gr
This space inherits a structure of an S(t)-module. By identifying the quotient vector space S(g)/(n − + n + ) S(g) with S(t), we can identify gr Z with S(t) ⊗V . Then gr Z 0 gets identified with S(t) ⊗ V 0 . The map γ : M G → Z defined in Section 3 induces a map gr γ : (gr M) G → gr Z, which is nothing but the restriction to (gr M)
G of the canonical projection gr M → gr Z . Note that, when passing to the graded objects, the shifted action of the Weyl group W on U(t) becomes its usual action on S(t). Obviously, the image of gr γ lies in (gr Z 0 ) W . The next theorem describes this image precisely. Proof. By identifying g * with g using a G-invariant inner product on g, we can regard the elements of gr M as morphisms (polynomial maps) from g to V . Then (gr M)
G is identified with the space of G-equivariant morphisms from g to V , and the map gr γ is interpreted as the restriction of these morphisms to t.
Since generic G-orbits in g intersect t, a G-equivariant morphism F : g → V is uniquely determined by its restriction to t. This shows that the map gr γ is injective. Now let ϕ : t → V 0 be a W -equivariant morphism. Let us try to extend it to a Gequivariant morphism from g to V . To this end, we will first show that ϕ can be extended to the subset g sr of semisimple regular elements of g.
Consider the complement D = g\g sr . This is the set of the elements X ∈ g such that the semisimple part of X is not regular, that is the multiplicity of the zero root of the characteristic polynomial det(t · 1 − adX) of adX is bigger than dim t. Hence D is the divisor defined by the equation P (X) = 0, where P (X) is the coefficient of t dim t in the characteristic polynomial of adX . In particular, g sr is Zariski open in g.
The geometry of the action of G on g sr is described as follows. Let t reg = t ∩ g sr be the set of regular elements of t. Consider the homogeneous fibering
where the action of any n ∈ Norm(T) on G ×t reg is defined by
The quotient in (9) is geometric, see for instance [17, Section 4.8]. Denote by g, H the element of (9) with a representative (g, H) ∈ G ×t reg . The action of G on G ×t reg defined by
commutes with the action of Norm(T) and induces an action of G on the quotient (9) . We have a G-equivariant morphism
Since any regular semisimple element of g is conjugate by G to an element of t reg , and two elements of t reg are G-conjugate if and only if they are W -conjugate, p is an isomorphism of algebraic varieties. Since the morphism G ×t reg → V : (g, H) → g ϕ(H) sends each Norm(T)-orbit to one point, it factors through a morphism G * Norm(T) t reg → V : g, H → g ϕ(H). 10
Hence there is a morphismF : g sr → V such that F ((Adg)H) = g ϕ(H) for g ∈ G and H ∈ t reg .
Clearly,F is G-equivariant and coincides with ϕ on t reg . This means that ϕ can be extended to a G-equivariant rational map F : g → V which is regular (and coincides withF ) on g sr . The question is whether F is regular on the whole of g. To find out this, we should study the behaviour of F on the irreducible components of the divisor D .
The divisor D can be described as follows. For any H ∈ t denote by g H the set of elements of g whose semisimple part is conjugate to H. Then g H is a fiber of the categorical quotient map g → g / G. Hence g H is an irreducible closed subvariety of codimension dim t ; see [17, The subset (Ad G) C i ⊂ g is Zariski open in the divisor D i . If the rational map F has a pole at D i , then there exists a point H − 2E i ∈ C i such that F (X) tends to infinity every time when X ∈ g sr tends to H − 2E i . Take such a point and consider the curve X(t) = (Ad(exp t −1 E i ))(H + tH i ) = H + tH i − 2E i .
Here X(t) ∈ g sr for t = 0, and X(t) tends to X(0) = H − 2E i when t tends to 0. We have F (X(t)) = (exp t −1 E i ) ϕ(H + tH i ).
For the projection F ij (X(t)) of F (X(t)) to the g i -isotypic component V ij of V , we have
where ϕ ij (H + tH i ) stands for the projection of ϕ(H + tH i ) to V ij . Thus F ij (X(t)) does not tend to infinity if and only if ϕ ij (H + tH i ) is divisible by t j . Using our identification of t
