In [4] , starting from an automorphism θ of a finite field F q and a skew polynomial ring R = F q [X; θ], module θ-codes are defined as left R-submodules of R/Rf where f ∈ R. In [4] it is conjectured that an Euclidean self-dual module θ-code is a θ-constacyclic code and a proof is given in the special case when the order of θ divides the length of the code. In this paper we prove that this conjecture holds in general by showing that the dual of a module θ-code is a module θ-code if and only if it is a θ-constacyclic code. Furthermore, we establish that a module θ-code which is not θ-constacyclic is a shortened θ-constacyclic code and that its dual is a punctured θ-constacyclic code. This enables us to give the general form of a parity-check matrix for module θ-codes and for module (θ, δ)-codes over F q [X; θ, δ] where δ is a derivation over F q . We also prove the conjecture for module θ-codes who are defined over a ring A[X; θ] where A is a finite ring. Lastly we construct self-dual θ-cyclic codes of length 2 s over F 4 for s ≥ 3 which are asymptotically bad and conjecture that there exists no other self-dual module θ-code of this length over F 4 .
Introduction
Starting from the finite field F q and an automorphism θ of F q , a ring structure is defined in [7] on the set: R = F q [X; θ] = {a n X n + . . . + a 1 X + a 0 | a i ∈ F q and n ∈ N} .
The addition in R is defined to be the usual addition of polynomials and the multiplication is defined by the basic rule X · a = θ(a) X (a ∈ F q ) and extended to all elements of R by associativity and distributivity. The ring R is called a skew polynomial ring and its elements are skew polynomials. It is a left and right Euclidean ring whose left and right ideals are principal (cf. [4] ). In the following we denote (F q ) θ the fixed field of θ in F q . Following [4] we define linear codes using skew polynomial rings F q [X; θ].
Definition 1 Consider R = F q [X; θ] and let f ∈ R be of degree n. A module θ-code (or module skew code) C is a left R-submodule Rg/Rf ⊂ R/Rf in the basis 1, X, . . . , X n−1 where g is a right divisor of f in R. The length of the code is n = deg(f ) and its dimension is k = deg(f ) − deg(g), we say that the code C is of type [n, k] q . If the minimal distance of the code is d, then we say that the code C is of type [n, k, d] q . We denote this code C = (g) n,θ .
If there exists an a ∈ F * q such that g divides X n − a on the right then the code (g) n,θ is θ-constacyclic. We will denote it (g) a n,θ . If a = 1, the code is θ-cyclic and if a = −1, it is θ-negacyclic. In this paper we will always assume that the constant term g 0 of g is nonzero. According to the above generator matrix, this is not a strong restriction, since it is equivalent to the fact that the first entry of a code word in (g) n,θ is not always zero.
Note that the skew polynomial f does not appear in the generating matrix, but that divisibility properties in the noncommutative ring R = F q [X; θ], which is not a unique factorization ring, determine most properties of the module θ-code Rg/Rf . In particular the code C = (g) n,θ is θ-constacyclic if and only if there exists an a ∈ F * q such that g is a right divisor of X n − a in R.
The material is organized as follows. In section 2, we characterize the θ-constacyclic codes in terms of their group of semi-linear automorphisms (Proposition 1) and establish that a module θ-code which is not θ-constacyclic is a shortened θ-constacyclic code (Proposition 2). In section 3, we show that the dual of a module θ-code is a module θ-code if and only if it is a θ-constacyclic code (Theorem 1). As a consequence (Corollary 1), we prove the conjecture given in [4] which states that an Euclidean self-dual module θ-code is a θ-constacyclic code. Furthermore, we establish that the dual of a module θ-code which is not θ-constacyclic is a punctured θ-constacyclic code (Proposition 3). This enables us to give the general form of a parity-check matrix for module θ-codes (Corollary3) and to extend this result in section 4 to module (θ, δ)-codes over F q [X; θ, δ] where δ is a derivation over F q (Corollary 4). In section 5, we show that the conjecture remains true for module θ-codes who are defined over a ring A[X; θ] where A is a finite ring (Corollary 5). In the last section, we construct self-dual θ-cyclic codes of length 2 s over F 4 for s ≥ 3 which are asymptotically bad (Theorem 2) and conjecture that there exists no other self-dual module θ-code of this length over F 4 .
Some remarks about module θ-codes
For a θ-constacyclic code (g) a n,θ we have (c 0 , . . . , c n−1 ) ∈ (g) a n,θ ⇒ (a θ(c n−1 ), θ(c 0 ), . . . , θ(c n−2 )) ∈ (g) a n,θ . The following proposition characterize a θ-constacyclic code in terms of its group of semi-linear automorphisms.
Proposition 1 A module θ-code is a θ-constacyclic code if and only if it is invariant under the semi-linear map σ a • Θ, where Θ : F n q → F n q is defined by Θ((c 0 , . . . , c n−1 )) = (θ(c 0 ), . . . , θ(c n−1 )), a ∈ F * q and σ a is an F q -linear map of F n q whose matrix is 
If the code is a θ-constacyclic code (g) a n,θ , then we have
showing that the code is invariant under σ a • Θ.
Conversely if a module θ-code C corresponding to Rg/Rf is invariant under σ a • Θ, then for
. . , θ(c n−2 )) and the code word corresponding to X · c belong to C. Therefore
Since g 0 = 0 there exists a code word with θ(c n−1 ) = 0, showing that X n − a belongs to Rg/Rf . Therefore f is a right divisor of X n − a, and since both are of degree n they must differ by a constant multiple. We obtain that Rg/Rf = Rg/R(X n − a) showing that C is the θ-constacyclic code (g) a n,θ . We will need the following classical notion for linear codes:
Definition 2 Let C be a [n , k ] linear code over a finite field F q and let n ∈ N * be such that n < n . A code C of length n is
In particular, if G is a generator matrix of C , then a generator matrix of ρ n →n (C ) is formed of the n first columns of G and its k = k − (n − n) first rows while a generator matrix of π n →n (C ) is formed of the n first columns of G .
In Proposition 2 below, we establish that any code (g) n,θ which is not θ-constacyclic is a shortened θ-constacyclic code.
Proposition 2 Let C = (g) n,θ be a module θ-code (with g 0 = 0) which is not θ-constacyclic, then C is a shortened θ-constacyclic code :
∃n > n, ∃a ∈ F * q such that C = ρ n →n ((g) a n ,θ ) Proof. Let C = (g) n,θ be a module θ-code (with g 0 = 0) which is not θ-constacyclic. Then for all n > n, C = ρ n →n ((g) n ,θ ). It remains to prove that there exists n > n such that C = ρ n →n ((g) a n ,θ ) for some a ∈ F * q i.e. that there exists n > n such that g divides on the right X n − a for some a ∈ F * q .
From Theorem 15 in [9] , g is a right divisor of a central element
proof of Lemma 10 in [3] ). As g 0 = 0, we can assume b 0 = 0. As (F q ) θ [X |θ| ] is a commutative subring of (F q ) θ [X] and b 0 = 0, the central element f divides some polynomial X n − 1 in the commutative polynomial ring (F q ) θ [X] . Let h be the polynomial in (F q ) θ [X] such that X n − 1 = h × f where the multiplication × is done in the commutative polynomial ring (F q ) θ [X] . Since the coefficients are all in the fixed field of θ, we get
and by transitivity, we get that g divides X n − 1 on the right in F q [X; θ].
3 Duals of module θ-codes over F q To characterize the duals of module θ-codes, we will introduce the notion of the skew reciprocal polynomial of a polynomial.
In order to describe the property of the skew reciprocal polynomial we need the following morphism of rings ( [8] , Lemma 5):
be a skew polynomial of degree n such that f = h · g, where h and g are skew polynomials of degrees k and n − k. Then
be skew polynomials of degrees n, r, k with n = k + r.
1. For l ∈ {0, . . . , n}, the l-th coefficient of f is
Remark 1 One can also define the skew reciprocal polynomial as h * = X k · ϕ(h) where ϕ is the map from F q [X; θ] to its right field of fractions
This map is an anti-morphism (Corollary 18 of [3] ) and enables to prove the point 1 of the previous lemma. We do not use it here because we have the purpose to define the skew reciprocal polynomial more generally over rings (section 5) without having to consider any field of fractions.
According to Theorem 8 of [4] , the dual code of a module θ-code is a module θ-code if and only if there exists a b ∈ F * q such that g divides X n − b on the left. For such a code to be a θ-constacyclic code, it must also divide some polynomial X n − a on the right. The following result allows to show that such a polynomial X n − a must exist:
Lemma 2 Let k ≤ n be integers, let g and h be elements of
and λ is the leading coefficient of g.
Proof.
1. If the order of θ divides n, then X n is a central element and X n · g = g · X n . Therefore
Comparing the degrees we see that X n −h·g is a constant b . From the lowest coefficient we obtain
The opposite direction is similar.
Suppose that h is monic and that
Multiplying this equality on the left by Θ n (h) yields
showing that h is a right divisor of
Conversely, suppose that h is monic and X n − a = Θ n (h) · g. Then g is also monic and applying the above result we obtain
3. Let G in F q [X; θ] be the monic skew polynomial defined by g = λ G.
Suppose that g divides on the left
As G is monic, according to the previous point, G divides on the right X n − a where a = θ k (b θ −n (λ)/λ) and g = λ G also divides on the right X n − a.
Conversely, suppose that g divides on the right X n − a for some a in F * q , then G also divides X n − a on the right and, as G is a monic polynomial, according to the point 2 of the lemma, it divides also X n − θ −k (a) on the left. So g divides on the left
The following theorem is a generalization of Theorem 8 of [4] where duality means duality for the Euclidean scalar product.
with constant term g 0 = 0 and C be the module θ-code (g) n,θ of length n generated by g. The dual C ⊥ of C is also a module θ-code generated by a polynomial of degree k with constant term = 0 if and only if C is a θ-constacyclic code, i.e. ∃a ∈ F * q such that C = (g) a n,θ . In this case C ⊥ is a θ-constacyclic code generated by h
Proof. Let C = (g) n,θ be the module θ-code generated by g with g 0 = 0 and g monic of degree n − k.
• Suppose that C is θ-constacyclic and let a ∈ F * q be such that C = (g) a n,θ . As g divides on the right X n − a and as g is monic, according to the second statement of Lemma 2, g divides on the left X n − b where b = θ −k (a). Let h ∈ F q [X; θ] be the corresponding right factor, i.e. g · h = X n − b. According to the proof of Theorem 8 of [4] , we have ∀i ∈ {0, . . . , k − 1}, ∀j ∈ {0, . . . , n − k − 1},
and, as k + j − i ∈ {1, . . . , n − 1}, we get < X i · g, X j · h * >= 0, so that C ⊥ = (h * ) n,θ . Let us now prove that C ⊥ = (h * ) a * n,θ , i.e. that h * divides on the right X n − a * . According to
Let λ be the leading term of h * i.e. λ = θ k (h 0 ) = −a/θ k (g 0 ). According to Lemma 2, h * divides on the right X n − a * where a
, which proves that C ⊥ = (h * ) a * n,θ is θ-constacyclic.
• Conversely, suppose that C ⊥ is a module θ-code and let p ∈ F q [X; θ] be its monic generator polynomial. Then ∀i ∈ {0, . . . , k−1}, ∀j ∈ {0, . . . , n−k−1}, < X i ·g, X j ·p >= 0. Let h be the skew polynomial defined by h = Θ −k (p * ), then h * = Θ −k (p * * ) = p (according to Lemma 1) . Hence according to (2) < X i · g, X j · p >=< X i · g, X j · h * >= θ i ((g·h) k+j−i ) and g·h is a polynomial of degree n whose terms of degrees in {1, . . . , n−1} vanish. Consequently there exists some b ∈ F * q such that g · h = X n − b (b = 0 because h 0 = 1 and g 0 = 0) and according to Lemma 2, g divides on the right X n − θ k (b) which implies that C is θ-constacyclic.
We can now prove a refined version of the conjecture stated in [4] :
and g ∈ R monic with nonzero constant term g 0 . If the module θ-code (g) n=2k,θ is self-dual then (g) n=2k,θ is necessarily a θ-constacyclic code where g divides X n − a on the right and a ∈ F * q is defined by
Proof. Let C = (g) n=2k,θ be a self-dual module θ-code. According to Theorem 1, C is a θ-constacyclic code and there exists some b ∈ F * q such that g divides X n − b on the left and X n − a on the right, where a = θ k (b). The generator polynomial of C ⊥ is h * where g · h = X n − b and h * is a right factor of X n − a * , where a * =
. As C = C ⊥ , we get g = 1/θ k (h 0 ) h * so h * divides on the right X n − a. As it divides X n − a * on the right, it divides a − a * on the right, so a = a * which means a θ k (a) g 0 = θ 2k (g 0 ).
Note that if the length of a self-dual module θ-code is a multiple of the order of θ, then a θ k (a) g 0 = θ 2k (g 0 ) ⇒ a θ k (a) = 1. Furthermore, according to Lemma 2 point 1, g divides on the right and on the left both X n − a and X n − θ −k (a) so a = θ −k (a) hence a 2 = 1 and a self-dual module θ-code whose length is a multiple of the order of θ is either θ-cyclic or θ-negacyclic. In particular, over F 4 , self-dual module θ-codes are θ-cyclic (Proposition 13 of [4] ) and over F p 2 with p a prime number, they are either θ-cyclic or θ-negacyclic.
The above theorem can also be restated in terms of the group of semi-linear automorphisms of the module θ-code thanks to Proposition 1.
Corollary 2 Let C be an F q -linear code of length n having a generator matrix of the form
The dual of C has a generator matrix of the same form
if and only if C is invariant under the semi-linear map σ a • Θ where a ∈ F * q , Θ : F n q → F n q is defined by Θ((c 0 , . . . , c n−1 )) = (θ(c 0 ), . . . , θ(c n−1 )) and σ a is an F q -linear map of F n q whose matrix is 
Since there are much more factors of X n − a in the nonunique factorization ring F q [X; θ] than in the commutative case, there are many codes of the above form that are invariant under the semi-linear map σ a • θ.
We have established that the dual of a module θ-code C is a module θ-code if and only if C is θ-constacyclic. If the code is not θ-constacyclic, it is still possible to characterize the dual as the punctured code of a θ-constacyclic code :
Proposition 3 Let k ≤ n be integers, g ∈ F q [X; θ] of degree n − k with nonzero constant term and C be the module θ-code of length n generated by g. Let us assume that C is not θ-constacyclic, then C ⊥ is a punctured code of a θ-constacyclic code. More precisely, ∃(n , a ) ∈ N * × F * q such that : n > n and C ⊥ = π n →n C ⊥ where C = (g) a n ,θ is a θ-constacyclic code and C = ρ n →n (C ) . Proof. Let C = (g) n,θ be a module θ-code (with g 0 = 0) which is not θ-constacyclic. According to Proposition 2, there exists (n , a ) ∈ N * × F * q such that n > n and C = ρ n →n (C ) where C = (g) a n ,θ . For c ∈ F n q , c ∈ C is equivalent to (c 0 , . . . , c n−1 , 0, . . . , 0) ∈ C ⇔ ∀c ∈ C ⊥ , < (c 0 , . . . , c n−1 , 0, . . . , 0), (c 0 , . . . , c n−1 , c n , . . . , c n −1 ) >= 0 ⇔ ∀c ∈ C ⊥ , < (c 0 , . . . , c n−1 ), (c 0 , . . . , c n−1 ) >= 0 so the words of C are orthogonal to the words of π n →n (C ⊥ ) and C ⊥ = π n →n (C ⊥ ).
One can deduce an expression for the parity check matrix of a module θ-code (which generalizes the result of Corollary 9 [4] for θ-constacyclic codes).
Corollary 3 (Parity check matrix of a module θ-code) Let k ≤ n be integers, g ∈ F q [X; θ] be of degree n − k with a nonzero constant term and C = (g) n,θ be the module θ-code of length n generated by g. A parity check matrix of C is the (n − k) × n matrix H g,n,θ formed by the n first columns of the (n − k) × n matrix:
where n ≥ n and h ∈ F q [X; θ] are such that
4 Parity check matrix of module (θ, δ)-codes over a field
For θ ∈ Aut(F q ) a θ-derivation is a map δ : F q → F q such that for all a and b in F q :
For a finite field F q , all θ-derivations are of the form δ β (a) = β (θ(a)−a) where β ∈ F q and are therefore uniquely determined by β ∈ F q . According to [7] the most general skew polynomial rings in the variable X (such that deg(f · g) = deg(f ) + deg(g)) over F q , whose elements are written n i=0 a i X i , are defined with the usual addition of polynomials and a multiplication that follows the commuting rule X · a = θ(a)X + δ(a). We note the resulting ring F q [X; θ, δ] and call it skew polynomial ring again. It is a left and right Euclidean ring in which left and right gcd and lcm exist [7] .
Definition 4 ([5])
Consider R = F q [X; θ, δ] and let f ∈ R be of degree n. A module (θ, δ)-code C is a left R-submodule Rg/Rf ⊂ R/Rf in the basis 1, X, . . . , X n−1 where g is a right divisor of f in R. The length of the code is n = deg(f ) and its dimension is k = deg(f ) − deg(g), we say that the code C is of type [n, k] q . If the minimal distance of the code is d, then we say that the code C is of type [n, k, d] q . We denote this code C = (g) n,θ,δ .
A change of variable Z = X + β transforms the ring F q [X; θ, δ] into a pure automorphism ring F q [Z; θ]. A generator matrix of a module (θ, δ)-code (g) n,θ,δ can be related to the generator matrix of a module θ-code (g) n,θ (cf. [5] ) :
More generally, we can give a parity check matrix for module (θ, δ)-codes.
Corollary 4 (Parity check matrix of a module (θ, δ)-code) Let k ≤ n be integers, let g ∈ F q [X; θ, δ] be of degree n − k with constant term = 0 . Let C = (g) n,θ,δ be the module (θ, δ)-code of length n generated by g. A parity check matrix of C is the (n − k) × n matrix
T where Hg ,n,θ is the parity check matrix of the code (g) n,θ defined in Corollary 3 andg is defined in
On can find examples which show that the conjecture (Corollary 1) is not true for module (θ, δ)-codes defined over finite fields so it remains to determine when the dual of a module (θ, δ)-code is a module (θ, δ)-code. In the next section we consider module θ-codes over rings.
The notion of θ-constacyclic codes over Galois rings appears in [2] where the notion of module θ-codes is extended to module θ-codes over a ring A with zero divisors. The skew polynomial ring A[X; θ] is nonprincipal and we restrict ourselves to codes defined by principal modules generated by polynomials whose leading terms are invertible.
Definition 5 Let θ be an automorphism of the finite ring A and R = A[X; θ]. A module θ-code C is a left R-submodule Rg/Rf ⊂ R/Rf in the basis 1, X, . . . , X n−1 where f ∈ R is monic and g is a monic right divisor of f in R. The length of the code is n = deg(f ) and its rank is k = deg(f ) − deg(g), we say that the code C is of type [n, k] q . If the minimal distance of the code is d, then we say that the code C is of type [n, k, d] q . We denote this code C = (g) n,θ . If there exists an a ∈ A such that a is invertible in A and g divides X n − a on the right then the code (g) n,θ is θ-constacyclic. We will denote it (g) a n,θ . If a = 1, the code is θ-cyclic and if a = −1, it is θ-negacyclic.
Similar to the case of a field we neglect module θ-codes where the first entries of any code word is always zero by assuming that the constant term of the generator polynomial g is nonzero. One verifies that the skew reciprocal polynomial is still defined, that the application Θ is still a morphism of rings and therefore that the Lemma 1 remains true. Furthermore Lemma 2 remains true if we assume that the leading term of g is invertible in A. Consequently, Theorem 1 remains valid if one assumes that the constant term of the generator polynomial g of the code (or of the polynomial h) is invertible.
Corollary 5 Consider a finite ring A, θ ∈ Aut(A) and let g be a monic skew polynomial of A[X; θ] with a constant term g 0 invertible in A. If the module θ-code (g) n,θ is self-dual then it is necessarily a θ-constacyclic code where g divides X n − a on the right and
6 Self-dual Euclidean module skew codes of length 2 s over F 4
In [1] , [6] the authors construct cyclic codes of length n = p α over F p m (p prime number) whose rates are ≥ R (R fixed) and whose minimal distances d min are bounded by some value which is independent of α (which implies that d min /n tends to 0 when n increases to infinity). In F 4 [X], the polynomial X 2 s + 1 = (X + 1) 2 s has only one factor of degree 2 s−1 , g = (X + 1) 2 s−1 , and it therefore generates the unique [2 s , 2 s−1 ] 4 cyclic code. Its minimal distance is 2 and it is a self-dual code.
In F 4 [X; θ], the polynomial X 2 s + 1 has many factors on the right of degree 2 s−1 (X 2 + 1 has three factors of degree 1 on the right, X 4 +1 has seven factors of degree 2 on the right, . . . ) but it seems that only two of them generate self-dual θ-cyclic (noncyclic) codes (according to experimental results of [3] obtained for s = 2, 3, 4, 5).
In this section, we give a partial explanation to this experimental result. Namely, we construct two sequences of self-dual θ-cyclic codes (which are not cyclic) over F 4 of length 2 s (with rate 1/2) and with minimal distance 4. We conjecture that there is no other [2 s , 2 s−1 ] 4 self-dual module θ-codes.
generates a self-dual θ-cyclic code (which is not cyclic) of length 2 s over F 4 with minimal distance d s,i satisfying d 2,i = 3 and d s,i = 4 if s ≥ 3.
Proof. Let s be an integer ≥ 2. As g s,2 = Θ(g s,1 ), g s,1 generates a self-dual θ-cyclic code if and only if g s,2 generates a self-dual θ-cyclic code. Furthermore, the minimal distances of the two codes are equal. Namely (g s,2 ) n,θ = {Θ(c), c ∈ (g s,1 ) n,θ } where Θ(c) = (θ(c 0 ), . . . , θ(c n−1 )). Hence in the following we will give the proof only for i = 1 and we will denote g s = g s,1 .
• We first prove that g s generates a θ-cyclic code of length 2 s . For h s = (X + 1) 2 s−1 −1 · (X + α 2 ) we have
and as the order of θ divides 2 s , according to Lemma 2, we have h s ·g s = g s ·h s = X 2 s −1.
Hence g s generates a θ-cyclic code of length 2 s . Its dual is generated by h * s .
• We now prove that this code is self-dual by showing that h * s is a constant times g s . We have h s = f 1 · f 2 where f 1 = (X + 1) 2 s−1 −1 and f 2 = X + α 2 . According to Lemma 1, Therefore h * s = α 2 g s .
• Let us compute the minimal distance of (g s ) 2 s . The minimal distance (computed using Magma) of (g 2 ) 4 is 3. Let s be an integer ≥ 3 and let us find a code word of weight 4 in (g s ) 2 s . The polynomial h s−1 · g s (written in the basis (1, X, X 2 , . . .)) represents a code word of (g s ) 2 s because deg(h s−1 ) = 2 s−2 < 2 s−1 . As g s = g s−1 · (X + 1) 2 s−2 , we have h s−1 · g s = h s−1 · g s−1 · (X + 1) Let us prove by induction on s that there is no code word of weight < 4 in (g s ) 2 s for s ≥ 3. It is true for s = 3 as the minimal distance of (g 3 ) 8 (computed using Magma) is equal to 4. Let s be an integer ≥ 3 and suppose that there is no code word of weight < 4 in (g s ) 2 s . If (g s+1 ) 2 s+1 has a code word c of weight < 4, then by definition of the code there exists a polynomial m of degree < 2 s such that c = m · g s+1 . As g s+1 = g s · (X + 1) 2 s−1 and as the polynomial (X + 1) 2 s−1 is central, we get c = m · (X + 1) 2 s−1 · g s Let c be the remainder in the right division of c by X 2 s − 1. As c is a right multiple of g s , c belongs to the θ-cyclic code (g s ) 2 s . By hypothesis, the weight of c is < 4 and for i ∈ N, the remainder in the right division of X i by X 2 s − 1 is X i mod 2 s so the weight of c is < 4, which is impossible by induction hypothesis. So (g s+1 ) 2 s+1 contains no nonzero code word c of weight < 4 and its minimal distance is 4.
Remark 2
The only self dual skew code of length 2 over F 4 is (X + 1) 2 . It is a [2, 1, 2] cyclic code.
The theorem enables to construct a sequence (C s ) s∈N of self-dual θ-cyclic codes over F 4 of length n s = 2 s which are not cyclic codes and which satisfy lim ns→∞ dmin(Cs) ns = 0, namely the θ-cyclic codes generated by g s = (X + α) · (X + 1) 2 s−1 −1 .
Conjecture 1
The only self-dual module θ-codes of length 2 s over F 4 (with θ : a → a 2 ) are the cyclic code generated by (X + 1) 2 s−1 and the θ-cyclic codes generated by g s,1 and g s,2 .
One can check that this conjecture is true for s = 6.
