Abstract-The classification of airborne lidar data is a relevant task in different disciplines. The information about the geometry and the full waveform can be used in order to classify the 3-D point cloud. In Wadden Sea areas, the classification of lidar data is of main interest for the scientific monitoring of coastal morphology and habitats, but it becomes a challenging task due to flat areas with hardly any discriminative objects. For the classification, we combine a conditional random field framework with a random forest approach. By classifying in this way, we benefit from the consideration of context on the one hand and from the opportunity to utilize a high number of classification features on the other hand. We investigate the relevance of different features for the lidar points in coastal areas as well as for the interaction of neighboring points.
I. INTRODUCTION
T HE description of the marine environment and the analysis of morphological as well as biological processes and their changes are important tasks in coastal systems like the Wadden Sea in the German Bight. In the context of an interdisciplinary research project [1] , it is our part to derive useful information about the morphology and the distribution of habitats from airborne lidar data which eventuate in a classification task. The classification of lidar data in coastal zones was investigated in several studies in the past. For instance, in [2] , a binary classification of lidar profiles is performed in order to distinguish erosions and accretions of beaches. The authors determine the relative importance of the extracted classification features using information divergence measures. In [3] , elevations obtained by lidar are integrated as an additional feature in a supervised classification approach based on high-resolution satellite imagery which significantly improves the results for coastal classification. A comprehensive review of coastal-vegetation habitats using lidar data is given in [4] . The authors describe the extraction of vegetation features from point clouds such as height and density of vegetation in coastal forests. In the Wadden Sea, the analysis of remote sensing data is often based on satellite images, e.g., for mapping the surface sediment A. Schmidt, J. Niemeyer, and F. Rottensteiner are with the Institute of Photogrammetry and GeoInformation, Leibniz Universität Hannover, 30167 Hannover, Germany (e-mail: alena.schmidt@ipi.uni-hannover.de; niemeyer@ ipi.uni-hannover.de; rottensteiner@ipi.uni-hannover.de).
U. distribution on intertidal areas [5] or for their classification using a hierarchical method [6] .
In this letter, we classify lidar data of Wadden Sea areas using a supervised approach based on random forests (RFs) and conditional random fields (CRFs). For each echo, the 3-D coordinates, the intensity, and the echo width are provided. We derived several features from the local geometry of point distribution and the signal waveform and focus on two issues. First, we are interested in the benefit of full waveform (FW) information on the classification. For this reason, we distinguish two groups of features, namely, geometry-based and FW features, and compare both classification results. We also vary the size of the local neighborhood which is considered for the feature computation. Second, we analyze the influence not only of feature groups but also of each individual feature to our specific application by a permutation importance measurement [7] . Whereas this method is used in [8] to investigate the variable importance for each class, we expand the approach to interactions between neighboring points. In this way, we answer the question which features are relevant for these interactions and whether the feature importance for them is consistent with the one for the individual classification.
II. CLASSIFICATION OF LIDAR DATA
In the Wadden Sea, the classification of the lidar point cloud is required for several reasons. On the one hand, the representation of the terrain by digital terrain models (DTMs) is of main interest in several coastal applications. Because the near-infrared laser pulses used by standard lidar devices cannot penetrate water, the measured elevation represents the water surface instead of the actual terrain level underneath as would be desired. Thus, the lidar point cloud has to be classified into water and non-water areas. The DTM could be completed in the water-covered surfaces by data of an additional data source, e.g., sonar, afterward. In order to contribute to the mapping of habitats, the lidar data can be further classified, which is difficult because lidar data do not offer much spectral information. Given these properties, only habitats characterized by their roughness can be expected to be distinguished. One such type of land cover is mussel beds, which are of particular interest for our project because they are considered to be a key habitat of the Wadden Sea. Consequently, the classification of the point cloud was designed to focus on the three classes mussel bed, land, and water.
In general, several methods have been developed for the classification of lidar point clouds in the past, such as support vector machines (SVMs) [9] or RF [10] . RFs are able to handle a large amount of data and features [11] . They do not require any assumptions on the distribution of the data. Another 1545-598X © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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benefit of the method is that a value for the feature importance can easily be obtained. However, SVM and RF label each point without considering its neighborhood and thus may lead to inhomogeneous results. An improvement can be achieved by incorporating contextual information, e.g., [12] . For our classification task, we make use of an RF classifier integrated in a CRF framework. In this way, we benefit both from the consideration of context and from the opportunity to utilize a high number of classification features. We apply our method to the raw lidar point cloud and do not preprocess the data (e.g., by rasterization). In this section, a short overview on our method is given. More details can be found in [12] .
A. Conditional Random Fields
CRFs are undirected graphical models with an underlying graph G(n, e) consisting of nodes n and edges e. In our case, each node n i ∈ n corresponds to a 3-D point. We assign class labels y i to all points simultaneously based on observed data x. The vector y contains the labels y i for all nodes, and hence, it has the same number of elements as n. The graph edges e ij are used to model the relations between pairs of adjacent nodes n i and n j and thus enable representing contextual relations. Therefore, each point n i is linked to its k nearest neighbors (n j ∈ N i ) in 2-D by edges (in our case, k = 4). CRFs are discriminative classifiers that model the posterior distribution p(y|x) directly [13] 
In (1), the two terms ϕ i (x, y i ) and ψ ij (x, y i , y j ) are called the unique and pairwise potentials, respectively. The partition function Z acts as normalization constant, turning potentials into probabilities. The unary potential ϕ i (x, y i ) determines the most probable class label corresponding to a node feature vector h i (x) for each node. It is modeled to be proportional to the probability for y i given the data ϕ i (x, y i ) ∝ p(y i |h i (x)). The pairwise potential ψ ij (x, y i , y j ) incorporates the contextual relations explicitly in the classification. It is proportional to p(y i , y j |μ ij (x)) and models the dependencies i of a node n i from its adjacent node n j by comparing both node labels and considering the observed data x. An interaction feature vector μ ij (x) is computed for each edge based on the absolute values of the differences of both adjacent node feature vectors
We make use of two independent RF classifiers for defining both potentials [12] .
In the training step, all trees are grown until there are only samples of one class in the individual leaf nodes. Each tree of the forest casts a vote for the most likely class. A posterior for a sample can be obtained by normalizing the number of votes cast for each class by the number of trees. The unary potential ϕ i (x, y i ) is modeled to be proportional to this posterior. We apply RF also for ψ ij (x, y i , y j ) in order to determine a probability for each combination of labels. Note that both RF classifiers for ϕ i (x, y i ) and ψ ij (x, y i , y j ) are trained separately. In the case of the pairwise potential, each undirected pair of classes is considered as a single class by the RF, which results in six relations for three object classes. This information modeling the context is utilized to improve the quality of classification by supporting more probable class interactions given the data. The computational load mainly depends on the number and the depth of the trees in the RF classifiers. We use 500 trees and set the number of features which are evaluated at each node for splitting the data into two parts to the square root of the number of all features according to [11] . As RFs optimize the overall accuracy, a class with many samples might lead to a bias in the training step. Thus, the training set is balanced by selecting the same number of samples for each class. For this work, training was carried out with 3000 samples per class and per class relation, respectively. The RF implementation [14] is used, which considers the Gini-Index for training of the trees [7] . For inference on the CRF, we use the standard message passing algorithm loopy belief propagation [15] as implemented in [16] . It was shown as one of the best performing approaches comparing different state-of-the-art methods for energy minimization within Markov random fields [17] .
B. Features
Waveform processing was carried out by the data provider by fitting an appropriate modeling function to the echoes [18] . As a result, our data provide for each echo the features "width" and "intensity" which are derived from the standard deviation and the maximum value of the related Gaussian curves. We have no direct access to the original waveform. In our scene, we deal with various kinds of surfaces: rough dry sand beaches but also quite smooth mudflats and even significant amount of mirrorlike water bodies. Therefore, we did not apply any correction which relies on the assumption of special surface conditions (e.g., Lambertian reflection). The only correction that we applied is for the range dependence [21] . Even though multiple echoes are recorded, we do not benefit from this information in our application. As there is no vegetation in the Wadden Sea, the number of multiple echoes to be expected in the data set is very low (0.04% in our test data). Thus, the FW information is limited to the intensity, width, and features derived from these variables. In addition, several features are determined, considering the local geometry of point distribution, e.g., based on the matrix of second central moments of the 3-D coordinates or on an approximated local plane. They were shown to be suitable for the classification of lidar data [10] , [19] , especially in urban areas. We adapted some of the features proposed in [10] and expand the model by additional features for this certain classification task of coastal zones [20] The features considering the local point distribution within a sphere or cylinder are computed for multiple scales with radii r = 1, 2, 3, 4, and 5 m. In total, 129 features are used for each point representing the feature vector h i (x) for node n i, and μ ij (x) for edge e ij . Because the edge features are determined by the difference of adjacent node features, we used Δ for their notation, e.g., μ ij (x 1 ) = ΔI.
III. EXPERIMENTS
We perform three different experiments. First, we analyze the influence of FW information by evaluating the completeness (percentage of reference data which is explained by the classified data) and correctness rates (percentage of correctly classified points) for two test sites using geometry-based and/or FW features (Section III-B). Second, we investigate the relevance of each node or edge feature for the classification (Section III-C). Then, we sort the features by their importance and analyze the overall accuracy as a function of the number of features used in the classification (Section III-D).
A. Data Set
We evaluate our method on lidar data sets of two test sites in the German North Sea which are located south of the East Frisian Islands Langeoog and Baltrum. Both test sites contain some water-filled tidal channels and are covered with several mussel beds. The data were acquired in February 2011 using a RIEGL LMS-Q560. This system is equipped with a 1550-nm laser; according to manufacturer's specification, it provides vertical and horizontal accuracies that are better than ±0.15 and ±0.4 m. The mission parameters were the following: 600 m flight altitude, 100 kHz pulse repetition frequency, and ±22.5
• scan angle. The average point density is 2 points/m 2 . We manually generate a reference for water in the point cloud based on height and amplitude information. The reference data for mussel bed are derived from multispectral orthoimages. We manually choose thresholds for each channel and close gaps in the result by performing a morphological closing. All lidar points whose corresponding pixels are above threshold are assigned to mussel bed. The remaining point cloud is labeled as land. Because only a small number of points are assigned to mussel bed by referencing in this way, we also take into account mussel beds' boundaries which are generated manually based on orthoimages by an expert. However, these boundaries are rather uncertain and include spots of surrounding rough mudflat areas, too. Lidar points in these uncertain areas are labeled with the index * such as mussel bed * and the remaining points as land * . We use all classes for the evaluation but train the point cloud only based on water, mussel bed, and land points. According to this, area 1 has 87% land (76% land * ), 10% water, 3% mussel bed (14% mussel bed * ), and, in total, 1.9 million points (Fig. 1) . Area 2 consists of 0.7 million points [90% land (70% land * ), 5% water, and 5% mussel bed (25% mussel bed * )].
B. Classification Results
For the classification, we distinguish between FW features and geometry-based features. We also tested the impact of different radii for the feature calculation on the classification accuracy. The results of the correctness and completeness are depicted in Fig. 2 . In all cases, the correctness for the class land is very high (> 90%), especially by classifying with the geometry-based features. It can be slightly improved if FW features are integrated. Some misclassifications occur between land and musselbed, as well as between land * and mussel bed * . The difference between the results of classifying with features derived from one or multiple radii is not significant. For the class water, most points are even detected using solely FW features. This can be seen in a high completeness of up to 94% for area 1. However, the correctness is not on the same level in that case. In order to minimize the number of false positives, it helps to integrate features based on the geometry. The use of multiscale features only slightly improves the results. Lower completeness and correctness values are obtained for area 2. Here, the size of the detected water areas is often too large. Mussel bed is classified with a high completeness rate of up to 95%. However, due to false positives in rough mudflat areas, the correctness is much lower. For mussel bed * , the correctness is significantly improved, and in turn, the completeness decreases. Whereas the use of multiscale features does not improve the results for the geometry-based classification, it helps if FW features are integrated.
C. Feature Importance
The feature importance can be investigated by the mean decrease permutation accuracy [7] . Such an analysis was conducted for each class and, as we learn interactions between neighboring points, for each class combination. For nodes, four important values are calculated (one for each class and one overall importance value), and six values for the edges are calculated (one for each class combination). We investigate the data of area 1 with r = 3 m for the feature calculation. For the nodes, the most important features are based on the geometry. The highest importance for each class is given by the elevation z and the average elevation m r in a local neighborhood (Fig. 3) . For mussel beds, features based on the roughness are relevant for the classification. Thus, the mean importance of σ The analysis of the edge features shows high importance values for the average elevation Δm r in a local neighborhood again. However, the influence of the difference of absolute elevation Δz is significantly lower compared to the node features. The variation Δσ 2 z of the elevation helps for the interaction of mussel bed-mussel bed or water-water as well as in distinguishing between land and mussel bed. Similar to the node features, some of the eigenvalue-based features show a high significance. This can be seen especially for edges between two land and two mussel bed points. The difference of the direction of the normal vector ΔN is relevant for edges between land and water. In contrast to the importance values of the node features, the Gaussian curvature ΔG is relevant for the classification task, too. We also tested the influence of FW features for different radii (Fig. 4) . The evaluation shows that the node feature importance for the signal width W is lower than that for the intensity I. For the variance of the width σ 2 w , the importance is significantly higher and improves with increasing radius. Especially for water areas, it is a relevant feature which confirms our results from previous work [21] . However, in general, the relevance of FW features is low in comparison to geometry-based features. 
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D. Classification Results Considering Important Features
The information about the relevance of the features can be used in order to reduce the number of classification features. We take the union set of the node and edge features and sort them in decreasing order corresponding to their maximum importance value for one of the classes. Then, we iteratively add the best feature to the classification and investigate the influence on the results. The overall accuracy increases from 75.4% (2 features) to 87.1% (15 features; Fig. 5 ). Adding more features leads to marginal improvement of only 0.5%.
IV. CONCLUSION
In this letter, we have investigated the influence of features on the classification of lidar data in Wadden Sea areas. We have differentiated between geometry-based and FW features. For the classification, we have combined CRFs with RFs. In this way, contextual information as well as a high number of features can be integrated. We have evaluated our method by two test sites from coastal areas and have distinguished three classes (land, water, and mussel bed). The best classification results are obtained by using geometry-based features. If FW information is further considered, the results improve by up to 2%. For classes of smooth surface like water and land, the significance of the FW features was expected to be low. However, the only moderate rise of the shape features' relevance even for rough mussel beds was against our expectations. We have also analyzed the relevance of features for the classes of each point and interactions between neighboring points, respectively, which can be used to reduce the number of features and, thus, the parameters for the classification. In particular, features considering the average elevation in a local neighborhood or eigenvalue-based features have a high importance. For the interactions, also features derived from the normal vector and the principle curvatures are relevant. In this investigation, we had no direct access to the original waveform and only considered FW features derived from the standard deviation and the maximum value of the related Gaussian curves. In the future, we intend to analyze the original waveform in more detail to obtain additional FW features (e.g., skewness) and propose to integrate different sensor data such as optical or SAR data.
