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Rollout scheduling and control for disturbed systems via tube MPC:
extended version∗
Stefan Wildhagen and Frank Allgöwer
Abstract—Rollout control is an MPC-based control method,
in which a controller is periodically activated to schedule the
transmission of sensor or actuator data. Therein, a preassigned
traffic specification acts as a constraint on the scheduled
transmissions, ensuring that they are triggered at an admissible
rate for the underlying communication network. In this paper,
we extend the theory of rollout control by considering bounded
disturbances on the controlled plant in the presence of state
and input constraints. We use methods from tube MPC, where
the error between the nominal (undisturbed) system, used as a
prediction model, and the real system is kept in a robust control
invariant set. This approach requires satisfaction of a maximum
inter-transmission interval in closed loop, a guarantee that is
not straightforward to obtain in rollout control. Our main
contribution is to introduce a novel tube MPC scheme adapted
for rollout control, which contains an additional constraint on
the predicted transmission schedule. We show that by virtue
of this schedule constraint, the inter-transmission interval is
bounded in closed loop. We also establish recursive feasibility
of this novel MPC scheme and show convergence of the system.
I. INTRODUCTION
Cyber-physical systems, in which physical processes are
governed by digital devices, experience a continuously in-
creasing prevalence in application and industry. Since the
components of cyber-physical systems are in most cases
spatially distributed, coordination and control of the indi-
vidual components require the communication of sensor
measurements and actuation signals over a common medium,
i.e., a digital communication network. In contrast to classical
hard-wired, analog communication links, such networks may
feature unwanted characteristics such as a limited bandwidth
and, especially when congested, transmission delay or packet
loss. These challenges gave rise to the research direction
of Networked Control Systems (NCSs), which explicitly
considers the network as an additional component of the
control loop, and studies its impact on the satisfaction of
control goals, e.g., stability and control performance.
To ensure a reliable Quality of Service (QoS) of the com-
munication network, it is typically crucial that the adjacent
control applications do not congest the network with their
transmissions, i.e., that they do not demand a higher data
rate than the network is able to provide. Otherwise, if the
QoS deteriorates, the Quality of Control (QoC) might suffer
with it and even become unpredictable. One way to handle
this requirement is to assign a certain share of transmission
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rate to a control application beforehand, which is captured
in a so-called traffic specification (TS). Typically, these
specifications do not allow a transmission at every sampling
instance, but they do allow that transmissions are scheduled
by the applications so as to maximize control performance.
In the literature, TSs like in [2], [3] (referred to herein as
window-based TS) and the token bucket TS [4], [5] were
considered recently.
Predictive, optimization-based controllers can integrate
such TSs directly as constraints in the optimization. Two
model predictive control (MPC)-based approaches which
may handle a TS have emerged in the literature: self-
triggered MPC [6], [7] and rollout control [2], [3], [8], [9].
In the former, the controller is only activated at transmission
time instances, such that both transmissions from sensor
to controller and from controller to actuator fulfill a given
TS. The latter, in contrast, assumes that only one of these
communication links must fulfill a TS, while the other is
unrestricted. In practice, this requires that either the actuator
or the sensor has computational abilities and may implement
a controller. The controller is then activated periodically
or in each time step. If the NCS architecture allows to
apply rollout approaches, a reason to prefer them over self-
triggered MPC is that since the controller continues to
operate in between transmission instances, they may react
more quickly to disturbances.
Nonetheless, there is a number of self-triggered MPC
approaches that guarantee satisfaction of state- and input
constraints and convergence in the presence of bounded dis-
turbances (e.g., [7], [10]). In the case of rollout approaches,
the picture for disturbed systems is much less complete:
In [8], the authors consider a robust rollout approach in
which sensor data must fulfill a TS, while the communication
between controller and actuator is unrestricted. In [2], as in
the present work, a TS between controller and actuator is
considered. However, unconstrained systems and stochastic
disturbances are regarded therein, such that the derived
results on stability and performance provide purely stochastic
guarantees.
The above-mentioned works, except [2], make use of so-
called tube MPC [11]. Therein, the MPC controls a nominal
model of the plant, disregarding the disturbances, while the
crucial idea is that the error between real and nominal system
is kept in a so-called robust control invariant (RCI) set
(a “tube”) with the help of an additional error feedback
term. When using tube MPC in case the communication
between controller and actuator is restricted, one must take
into account that due to the constraints of the TS, there might
be no control update available for several consecutive time
steps. Hence, the error must be kept in the RCI set despite
the fact that the error feedback is applied in open loop. Such
“multi-step” RCI sets already appeared in the literature on
robust self-triggered MPC for linear systems [7], [10], which
may handle any inter-transmission interval in between 1 and
H ∈ N steps. If such a set and feedback are known, all that
is left to do is to ensure that in closed loop, the phases in
between transmissions are no longer than H . Since in self-
triggered MPC, the controller is activated at transmission
instants and the prediction horizon spans exactly the time
until the next triggering instant, this guarantee is obtained
simply by a prediction horizon less than or equal to H .
In this paper, we consider an NCS setup where the
communication between sensor and controller is unrestricted,
but new control inputs must be transmitted to the actuators
under satisfaction of a TS. The controlled plant is subject to
bounded additive disturbances and state and input constraints.
We use a rollout approach, where a controller with cyclically
shrinking horizon (cf. [12]) is activated at each time instant,
to schedule transmissions and compute the corresponding
control updates simultaneously. In such a setup, the controller
is activated independently of transmission instances and the
length of the prediction horizon is purely time-dependent,
such that at times, it might not even span the time until
the next transmission. As a result, guaranteeing a certain
maximum inter-transmission interval in closed loop is much
more challenging than for self-triggered MPC.
Our main contribution is to enable rollout control to
handle bounded disturbances in the presence of state and
input constaints. On a technical level, we adapt tube MPC
approaches by, first, giving a suitable, more general definition
of a [1, H ] RCI set for NCS. Second, we introduce a schedule
constraint in the prediction and prove that it ensures a
maximum inter-transmission interval of H in closed loop.
Third, we propose an adapted tube MPC scheme, in which
in contrast to [11], the nominal system’s initial condition
is an optimization variable only in case a transmission is
scheduled at initial time. Further, we provide an analysis of
recursive feasibility of the novel scheme with the additional
schedule constraint, and establish convergence using methods
of economic tube MPC [13], [14].
The remainder of this paper is organized as follows: In
Section II, we present the considered NCS architecture,
where the transmissions between controller and actuator
need to satisfy a certain TS. In Section III, we give the
definition of a [1, H ] RCI set for this NCS. We introduce
the schedule constraint and the control scheme in Section IV
before we comment on recursive feasibility, robust constraint
satisfaction and convergence in Section V. A numerical
example is given in Section VI to demonstrate the derived
results before a summary and an outlook are given in Section
VII. Throughout the main body of this paper, we focus on
the token bucket TS [4], but in Section V-A, we will argue
that all derived results hold for the window-based TS used
in [2], [3], too.
Let I and R denote the set of all integers and real numbers,
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Fig. 1. Considered configuration of the NCS with token bucket network.
respectively. We denote I[a,b] := I ∩ [a, b] and I≥a := I ∩
[a,∞), a, b ∈ I. We denote by A > 0 (A ≥ 0) a symmetric
positive (semi-)definite matrix A ∈ Rn×n. For a function
f : Rn → Rn, define the image of the set S ⊆ Rn as f(S) :=
{f(x) : x ∈ S}. A compact and convex set containing the
origin is called a C set. We denote by ⊕ the Minkowski set
addition and by ⊖ the Pontryagin set difference. The symbols
∨, ∧ denote the logical or, and, respectively.
II. SETUP
Consider a disturbed, linear, time-invariant plant
xp(k+1) = Axp(k)+Bup(k)+wp(k), xp(0) = xp,0, (1)
where k ∈ I≥0 denotes the discrete time instance, xp(k)
the state, up(k) the input and wp(k) an additive disturbance
which cannot be measured. Both the plant state and plant
input are subject to the constraints xp(k) ∈ Xp ⊆ R
np and
up(k) ∈ Up ⊆ R
mp with closed constraint sets Xp and Up
containing the origin. The disturbance acting on the plant is
assumed to be bounded within a C set Wp ⊆ R
np , i.e.,
wp(k) ∈Wp, ∀k ∈ I≥0.
Furthermore, a quadratic cost
x⊤p Qxp + u
⊤
p Rup, Q,R > 0 (2)
is associated with the plant as an index for performance.
As depicted in Figure 1, in the NCS setup considered
here, an update of the control input uc cannot be applied
to the plant directly, but instead must be transmitted to the
actuator via a limited-bandwidth network. Throughout the
main body of this paper, we will assume that transmissions
over the network must fulfill the so-called token bucket
TS [4]. Therein, tokens are added to a bucket at a rate of
g ∈ I≥1 whenever the maximum level of tokens b ∈ I≥c−g
is not reached. Otherwise, excessive tokens are discarded.
A transmission incurs the cost of c ∈ I≥g tokens (where
typically c > g, such that a transmission is not possible in
every time step). The decision whether to transmit over the
network at a given time is taken by the controller to be either
γ = 1 (if a transmission is triggered) or γ = 0 (if not). Hence,
the bucket level β is governed by the difference equation
β(k + 1) = min{β(k) + g − γ(k)c, b}, β(0) = β0. (3)
The token bucket TS is fulfilled if a transmission is only
triggered when the bucket level is high enough to support the
cost of a transmission, as captured in the constraint β(k) ∈
I[0,b] for all k ∈ I≥0. We presume throughout this paper that
if this constraint is met, transmission delays and packet loss
probabilities are negligible. Note that effectively, the token
bucket TS prescribes an average transmission rate of g
c
.
According to Figure 1, the state of the disturbed plant xp
is measured by the smart sensor, which runs the MPC and
determines both the control input uc and the transmission
decision γ. Control inputs are sent via the network to a zero-
order hold (ZOH) actuator, which holds the last received
input and stores it in a state us according to
us(k + 1) = γ(k)uc(k) + (1− γ(k))us(k) = up(k)
with us(0) = us,0 ∈ Up. A more detailed description of the
NCS setup and the token bucket TS can be found in [9].
We collect all state and input variables in
x := [x⊤p u
⊤
s β]
⊤ and u := [u⊤c γ]
⊤,
and write the nonlinear overall dynamics of the NCS as
x(k + 1) = f(x(k), u(k)) + w(k), (4)
f(x, u) :=

Axp +B(1 − γ)us +Bγuc(1− γ)us + γuc
min{β + g − γc, b}

 , w :=

wp0
0

 .
The associated constraints can be formulated as x(k) ∈ X :=
Xp×Up× I[0,b], u(k) ∈ U := Up×{0, 1} and w(k) ∈W :=
Wp × {0} × {0}. The performance index (2) becomes
ℓ(x, u) := x⊤p Qxp + (1− γ)u
⊤
s Rus + γu
⊤
c Ruc. (5)
III. [1, H ] ROBUST CONTROL INVARIANT SET
For the predictions in the tube MPC approach, we rely on
the definition of a so-called nominal system
x¯(k + 1) = f(x¯(k), u¯(k)), x¯(0) = x¯0 (6)
which neglects the disturbance. Approaches in the lit-
erature [13], [14] apply an error feedback u(k) =
Φ(u¯(k), x(k), x¯(k)) to the real system in order to bound the
error x(k)− x¯(k) between the real and nominal state within
a robust control invariant (RCI) set. Thereby, the influence
of all possible disturbance realizations can be captured.
However, unlike in the above-mentioned works, in our
setup a control update (and hence an updated version of the
error feedback) can in general not be sent to the actuator
at each sampling time k due to the constraints of the token
bucket TS. For this reason, we consider an error feedback
φ : Up ×Xp ×Xp → Up which is held by the actuator over
H consecutive time steps. We say a set is [1, H ] RCI if it has
the following property: If the error between real and nominal
state is contained in the set at t = 0 and the zero-order-held
error feedback is applied over H time steps, the error does
not leave the set in any of these H steps. Hence, in order
to capture the influence of the disturbance on the error, we
require knowledge of a [1, H ] RCI set.
Next, we introduce a formal definition. To this end, con-
sider that the control
v¯(0) :=
[
v¯c(0)
1
]
, v¯(i) :=
[
0
0
]
, ∀i ∈ I[1,H−1] (7)
is applied to the nominal system (6) with v¯c(0) ∈ Up. Then
the error feedback applied to the real system (4) is
Φ0(v¯(0), x(0), x¯(0)) :=
[
φ(v¯c(0), xp(0), x¯p(0))
1
]
Φi(v¯(i), x(i), x¯(i)) := v¯(i) =
[
0
0
]
, ∀i ∈ I[1,H−1].
(8)
Let us consider the state sequences of the nominal system
under (7) and of the real system under (8), i.e., that u¯(i) =
v¯(i) and u(i) = Φi(v¯(i), x(i), x¯(i)) for all i ∈ I[0,H−1]:
x¯(i+ 1) = f(x¯(i), v¯(i))
x(i + 1) = f(x(i),Φi(v¯(i), x(i), x¯(i))) + w(i).
(9)
The error between the nominal and real system is then for
all i ∈ I[0,H] defined by
e(i) := x(i)− x¯(i),
where x¯(i) and x(i) evolve according to (9).
Definition 1: A set Ω ⊆ Rn is [1, H ] RCI for the error if
and only if there exists a φ : Up ×Xp ×Xp → Up such that
for all x(0), x¯(0) ∈ X with e(0) ∈ Ω, all v¯c(0) ∈ Up and all
{w(0), . . . , w(H − 1)} ∈WH it holds that
e(i) ∈ Ω, ∀i ∈ I[1,H].
Remark 1: We assume here that v¯c(i) = 0 for all i ∈
I[1,H]. Note, however, that since there is no input transmitted
to the actuator when γ = 0, this is without loss of generality.
Let us define Ai := A
i and Bi :=
∑i−1
j=0 A
iB, i ∈ I[0,H].
Lemma 1: Suppose there exist an H ∈ I≥1, a K ∈
Rmp×np and a set Ωp ⊆ R
np , containing the origin, which
satisfy
(Ai +BiK)Ωp ⊕
( i−1⊕
j=0
AjWp
)
⊆ Ωp, ∀i ∈ I[1,H]. (10)
Then, with the feedback law φ(v¯c, xp, x¯p) = v¯c+K(xp−x¯p),
Ω := Ωp ×KΩp × {0} is a [1, H ] RCI set for the error.
The proof can be found in Appendix A. Due to lack of
space, we do not comment on how to find a suitable K and
Ωp.
IV. ROBUST ROLLOUT MPC SCHEME
Tube MPC relies on the fact that since the difference
between real and nominal state is bounded by the [1, H ] RCI
set Ω independent of the disturbance realization, the nominal
system can be considered in the optimization problem. In
order to follow this approach, we tighten the constraints by
the [1, H ] RCI set Ω according to
X¯ := X⊖ Ω = (Xp ⊖ Ωp)× (Up ⊖KΩp)× I[0,b],
U¯ := (Up ⊖KΩp)× {0, 1},
(11)
where X¯ and U¯ are to be used in the prediction. This
ensures that the real state satisfies the original state and input
constraints. In addition, we need to make sure that at least
every H time steps, the error feedback for the real plant is
updated, i.e., that there is a transmission in closed loop at
least everyH time steps. This is crucial in order to guarantee
that the error between real and nominal state remains in the
tube, i.e., the [1, H ] RCI set.
Remark 2: The exact choice of H poses a tradeoff: for
larger H , longer inter-transmission intervals can be tolerated,
which gives more flexibility for scheduling. However, this
would likely increase Ω as can be seen from (10), which
would result in tighter constraints for the nominal plant. In
effect, the feasible set (the set of all states such that the MPC
optimization problem is feasible) would shrink as well.
To bound the inter-transmission interval in closed loop, we
introduce a counter s(k) which keeps track of the time since
the last transmission occurred. To be precise, at time k, the
last transmission was at k − s(k) − 1. The idea is now to
require that the predicted schedules lie in the set ΓHN (s) as
a constraint in the optimization problem. The set ΓHN (s) is
defined as the set of all schedules of length N , wherein the
first transmission occurs after at most H − s − 1 steps and
in which the remaining ones are at most H steps apart. If N
is smaller than H − s, the schedule does not have to contain
a transmission. Define the ordered sequence of indices for
which the schedule γ(·) ∈ {0, 1}N is 1 by
τγ(·)(·) := {j ∈ I[0,N−1]|γ(j) = 1} ∈ I
nγ(·)
[0,N−1],
where nγ(·) :=
∑N−1
i=0 γ(i) is the number of transmissions
in γ(·). Then, a formal definition of ΓHN (s) is given by
ΓHN (s) := {γ(·) ∈ {0, 1}
N |(τγ(·)(0) ≤ H − s− 1
∧ τγ(·)(j + 1)− τγ(·)(j) ≤ H, ∀j ∈ I[0,nγ(·)−2] (12)
∧N − τγ(·)(nγ(·)) ≤ H − 1) ∨ N ≤ H − s− 1}.
At the end of this section, we will prove that indeed, a
transmission is triggered in closed loop at least everyH steps
with this additional constraint in the optimization problem.
Also in the disturbance-free case, rollout approaches in
NCS require special care when designing the underlying
MPC law. Since the transmission of an updated control law
is not possible at every time step, standard techniques to
ensure recursive feasibility and stability cannot be directly
applied. In this paper, we follow the approach of MPC
with a cyclically time-varying prediction horizon instead of
a traditional constant horizon (see [12], [15]). Therein, the
prediction horizon at time k is defined by
N(k) := N − kmodM (13)
for a cycle length M ∈ I≥1 and a maximum horizon N ∈
I≥M . We introduce the predicted nominal state and input
trajectories at time k as x¯(·|k) := {x¯(0|k), . . . , x¯(N(k)|k)}
and u¯(·|k) := {u¯(0|k), . . . , u¯(N(k) − 1|k)}. The objective
function is then defined by
V (x¯(·|k), u¯(·|k), k) := λ(x¯(0|k)) (14)
+
N(k)−1∑
i=0
ℓ(x¯(i|k), u¯(i|k)) + Vf (x¯(N(k)|k)),
where λ(x¯) := u¯⊤s Su¯s, R ≥ S > 0 is an additional weight
on the initial state, and Vf : X→ R is the terminal cost.
Remark 3: The term λ(·) is included in the objective
function to establish convergence later, where the analysis
relies on results from economic tube MPC [13], [14]. It is
indeed essential for this guarantee, but in our case, its effect
on the closed loop can be made negligibly small since S may
be arbitrarily small as long as it is positive definite.
Now, we are ready to state the MPC optimization problem.
Given the system state x(k), the nominal state x¯(k) and the
counter s(k), the problem P(x(k), x¯(k), s(k), k) solved at
each time step k is defined by
min
x¯(·|k),u¯(·|k)
V (x¯(·|k), u¯(·|k), k)
s.t.
{
x(k) ∈ {x¯(0|k)} ⊕ Ω γ¯(0|k) = 1
x¯(0|k) = x¯(k) γ¯(0|k) = 0
(15a)
x¯(i + 1|k) = f(x¯(i|k), u¯(i|k)) (15b)
x¯(i|k) ∈ X¯, u¯(i|k) ∈ U¯, ∀i ∈ I[0,N(k)−1] (15c)
γ¯(·|k) ∈ ΓHN(k)(s(k)) (15d)
x¯(N(k)|k) ∈ X¯f (15e)
with the closed terminal region X¯f ⊆ X¯. We comment on
the exact choice of terminal ingredients to ensure recursive
feasibility and convergence in the next section.
We denote by the superscript ∗ the nominal state and
input trajectories which solve P(x(k), x¯(k), s(k), k). The
tube MPC then operates with the following scheme.
Algorithm 1: Robust Rollout MPC Scheme
0) Set k = 0, enforce γ¯∗(0|0) = 1, choose an arbitrary
x¯(0) that fulfills x(0) ∈ {x¯(0)} ⊕ Ω and set s(0) = 0.
1) At time k, measure x(k), solve P(x(k), x¯(k), s(k), k).
2) Set x¯(k + 1) = x¯∗(1|k). Apply the error feedback
u(k) =
{
[u¯
∗
c
(0|k)+K(xp(k)−x¯
∗
p
(0|k))
1
] γ¯∗(0|k) = 1
u¯∗(0|k) γ¯∗(0|k) = 0
to the real system (4), i.e., transmit u¯∗c(0|k) +
K(xp(k) − x¯
∗
p(0|k)) to the actuator if γ¯
∗(0|k) = 1,
otherwise do not transmit. Finally, set
s(k + 1) =
{
0 γ¯∗(0|k) = 1
s(k) + 1 γ¯∗(0|k) = 0
.
3) Set k ← k + 1 and go to 1).
Remark 4: We enforce γ¯∗(0|0) = 1 to ensure that an
error feedback is transmitted at initial time. This restricts
the feasible set at k = 0 to a subset of Xp × Up × I[c−g,b].
Note that according to (15a), the initial nominal state
is an optimization variable only if there is a transmission
predicted at initial time, otherwise it is fixed to x¯(0|k) =
x¯(k) = x¯(1|k − 1). This can be seen as a mixed strategy
between [13, Section 6], [14], [11] where the initial state is
allowed to be an optimization variable at each time instant,
and [13, Section 3] where the initial state is always fixed. The
reason why we employ this strategy is the following: at all
time instances where no transmission takes place in closed
loop, one cannot reoptimize the nominal plant state, since
also the error feedback (which would depend on the newly
chosen x¯∗p(0|k)) could not be updated at the actuator due to
the lacking transmission. In effect, one could not guarantee
anymore that the error between real and nominal state is
bounded by Ω. It would be possible in principle to enforce
x¯(0|k) = x¯(k) also at times when a transmission does take
place. Note, however, that in this case, there would be no
feedback whatsoever from the real state back to the controller,
which is indeed provided by our strategy.
The following result establishes that under application of
Algorithm 1, there is indeed a transmission at least every H
time steps in closed loop.
Lemma 2: Suppose that N ≥ H ≥M and that for a k ∈
I≥0, P(x(k), x¯(k), s(k), k) is feasible for all k ∈ I[0,k−1].
Then under application of Algorithm 1, for any k ∈ I[0,k−H],
it holds that
k+H−1∑
i=k
γ(i) ≥ 1.
The proof can be found in Appendix B.
Remark 5: This result can be described as a transient
average constraint known from economic MPC [16] or as a
weakly-hard real-time constraint from task scheduling [17].
V. RECURSIVE FEASIBILITY AND CONVERGENCE
In this section, conditions for the terminal region and
cost are given, such that recursive feasibility of the MPC
optimization problem and convergence can be guaranteed.
Furthermore, we comment on satisfaction of the original
constraints for system (4). We design the terminal ingredients
similarly as in [9], where the cycle length M := ⌈ c
g
⌉ is
the base period of an a priori chosen periodic transmission
schedule, which is feasible according to the token bucket TS.
Assumption 1: There exists a closed set X¯f,p ⊆ Xp ⊖ Ωp
containing the origin and a Kf ∈ R
mp×np , such that it holds
that Kf X¯f,p ⊆ Up ⊖ KΩp, (Ai + BiKf)X¯f,p ⊆ Xp ⊖ Ωp
for all i ∈ I[1,M−1] and (AM +BMKf)X¯f,p ⊆ X¯f,p.
Assumption 2: There exists a 0 < Pf ∈ R
np×np such that
(AM +BMKf)
⊤Pf (AM +BMKf )− Pf (16)
≤ −
M−1∑
i=0
(Ai +BiKf )
⊤Q(Ai +BiKf )−MK
⊤
f RKf .
Remark 6: If the pair (AM , BM ) is controllable, an ad-
missible choice for Kf and Pf is given in [9, Lemmas 1,2].
If Xp⊖Ωp and Up⊖KΩp are polytopic, a suitable set X¯f,p
can be constructed using methods as in [18, Remark 2].
We choose Vf (x¯) := x¯
⊤
p Pf x¯p as a terminal cost and
X¯f := X¯f,p × (Up ⊖KΩp)× I[c−g,b]
as a terminal region. We consider the terminal control
sequence κ0(x) := [(Kf x¯p)
⊤1]⊤ and κi(x) := [0 0]
⊤, for
all j ∈ I[1,M−1]. We note that Kf can be different from K .
Remark 7: Note that the terminal region is chosen differ-
ently than in [9]. This is done to facilitate establishing recur-
sive feasibility of the schedule constraint (15d). However at
the same time, this choice limits our analysis to the notion of
convergence instead of asymptotic stability as in [9]. This is
because [15, Assumption 5], which is used in [9] to establish
stability, is not fulfilled with our choice of terminal region.
Assumption 3: There exist an Ωp and K such that (10) is
fulfilled with a H ≥ M . Further, Xp ⊖ Ωp and Up ⊖KΩp
are closed and contain the origin.
In other words, the admissible inter-transmission interval
H with which robust invariance can be guaranteed must be
at least as long as the base period M of the token bucket.
Theorem 1 (Recursive Feasibility and Robust Constraint
Satisfaction): Suppose that P(x(0), x¯(0), 0, 0) is feasible
with the additional constraint γ¯∗(0|0) = 1, that Assumptions
1 and 3 hold, and that N ≥ H ≥ M . Then, P is feasible
for all k ∈ I≥0 and the state and input satisfy x(k) ∈ X and
u(k) ∈ U for all k ∈ I≥0.
Theorem 2 (Convergence): Suppose, additionally to the con-
ditions of Theorem 1, that Assumption 2 holds and that
R ≥ S > 0. Then, the nominal state x¯(k) converges to
A := {0} × {0} × I[0,b] as k → ∞. Furthermore, the real
state x(k) converges to A⊕Ω = Ωp×KΩp×I[0,b] as k →∞.
The proofs of Theorems 1 and 2 can be found in Appendices
C and D.
A. Results for window-based TS as in [2], [3], [8]
Another TS used in the literature on rollout control is the
following: in each disjoint window of length M ∈ I≥1, there
are r ∈ I[1,M ] transmissions possible; these transmissions
can be arbitrarily scheduled by the MPC over each interval
of length M (cf. [2], [3], [8]).
We will give the following statements without proof, since
they can be easily inferred from the preceding analysis.
Unlike in the token bucket TS, the network is not a dynamical
component of the NCS and the overall system can be
described by the state variables x := [x⊤p u
⊤
s ]
⊤, such that
the right-hand side of (4) is defined by
f(x, u) :=
[
Axp +B(1 − γ)us +Bγuc
(1− γ)us + γuc
]
and w :=
[
wp
0
]
.
The constraint sets are X := Xp × Up, u(k) ∈ U := Up ×
{0, 1} and w(k) ∈W := Wp×{0}. A [1, H ] RCI set is then
Ω := Ωp ×KΩp where Ωp fulfills (10). The tightened state
and input constraint sets are defined as in (11).
For ease of presentation, we assume r = 1, and note that
the following considerations could be easily extended to r >
1. In the optimization problem P , we allow Sk transmissions
in the predicted schedule at time k, where Sk is given in [8,
Section IV-B], to fulfill the window-based TS in closed loop.
We change the terminal region to X¯f := X¯f,p× (Up⊖KΩp),
we require that Assumptions 1-3 still hold and set S = 0.
Then Lemma 2 as well as Theorems 1 and 2 (if we define
A := {0} × {0}) hold without further adaptation.
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Fig. 2. Trajectories of closed-loop system and Ωp for H = 5 (blue).
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Fig. 3. Time points of a transmission.
VI. NUMERICAL EXAMPLE
For a brief numerical analysis, we consider a disturbed
double integrator
xp(k+1) =
[
1 0.1
0 1
]
xp(k)+
[
0.005
0.1
]
up(k)+wp(k) (17)
subject to the constraints xp(k) ∈ [−8, 8]
2, up(k) ∈
[−15, 15] and where the bounded disturbance satisfies
wp(k) ∈ [−0.02, 0.02]
2. The parameters of the token bucket
TS are g = 1, c = 3 and b = 10, such that the base period is
M = 3. Hence, the maximum inter-transmission interval H
for the error feedback must satisfy H ≥ 3. The numerical
results were obtained using Matlab, Yalmip [19], SeDuMi
[20] and MPT3 [21].
A closed-loop simulation was conducted with a maximum
prediction horizon of N = 6, maximum inter-transmission
interval of H = 5, cost matrices Q = 10I , R = 1, S =
10−6, and initial conditions xp(0) = [6 − 2]
⊤, us(0) = 0
and β(0) = 10. A suitable terminal region and cost were
constructed as discussed in Remark 6. Figure 2 shows the
closed-loop trajectories of the plant, where one can see that
the real plant state converges into Ωp. Actually, the region of
ultimate convergence is much smaller than the computed Ωp,
which shows that the theoretical statement of Theorem 2 can
be rather conservative. In Figure 3, it is indicated at which
time points a transmission of control inputs takes place. Due
to the schedule constraint, the inter-transmission interval is
never longer than H = 5, which ensures robust constraint
satisfaction.
VII. SUMMARY AND OUTLOOK
In this paper, we have modified tube MPC methods for
the control and network access scheduling of disturbed,
constrained plants via rollout control. Three steps were
necessary to achieve this: First, the definition of a tube (an
RCI set), which bounds the error between real and nominal
plant despite the fact that the error feedback is zero-order
held for up to H time steps; second, an additional schedule
constraint in the optimization, which ensures that the inter-
transmission interval is upper bounded by H in closed loop;
and third, a modified MPC scheme in which the initial state
is fixed in case there is no transmission predicted initially.
In a networked control setting, one could also imagine
that an actuator is able to implement the error feedback by
a prediction of the real plant’s state, instead of the pure
ZOH error feedback considered in this paper. Furthermore,
we have seen that the tubes might grow quite large for a high
admissible inter-transmission interval. A different design of
the tubes, e.g. as in [22], might provide a better estimate of
the disturbance’s effect on the plant and in effect will come
with less conservatism. Finally, we are confident that the case
of output feedback in rollout control may also be considered
using techniques known from tube MPC.
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APPENDIX
A. Proof of Lemma 1
We prove first that if for an arbitrary i ∈ I[0,H−1] it holds
that e(i) ∈ Rnp+mp × {0}, then
e(i+ 1) =
{
A1e(0) + w(0) i = 0
A0e(i) + w(i) i ∈ I[1,H]
(18)
where
Aγ¯ :=

A+ γ¯BK (1− γ¯)B 0γ¯K (1− γ¯)I 0
0 0 0

 .
Consider first the case i = 0 for which we have
e(1)= f(x(0), [v¯c(0)+K(xp(0)−x¯p(0))
1
]+w(0)−f(x¯(0), [v¯c(0)
1
])
=

A(xp(0)− x¯p(0)) +BK(xp(0)− x¯p(0)) + wp(0)K(xp(0)− x¯p(0))
min{β(0) + g −c, b} −min{β¯(0) + g − c, b}

 .
The last line is zero since β(0) − β¯(0) = 0 from e(0) =
x(0)− x¯(0) ∈ Rnp+mp × {0}.
For i ∈ I[1,H−1], we have again β(i)− β¯(i) = 0 and hence
e(i+ 1) = f(x(i), [00]) + w(i)− f(x¯(i), [
0
0])
=

A(xp(i)− x¯p(i))+ B(us(i)− u¯s(i))+wp(i)us(i)− u¯s(i)
0

 .
Second, we prove by induction that if e(0) ∈ Ω, then
e(i) = Ai−10 A1e(0) +
∑i−1
j=0A
j
0w(i − j − 1) and e(i) ∈ Ω
for all i ∈ I[1,H], such that the claim follows immediately.
We begin the induction for i = 1. Denoting ep(0) the entries
of e(0) corresponding to the plant state, we have with e(0) ∈
Ω ⊆ Rnp+mp × {0} and (18)
e(1) = A1e(0) + w(0) =

(A+BK)ep(0)Kep(0)
0

+ w(k)
ep(0)∈Ωp,
w(0)∈W
∈ (A+BK)Ωp ⊕Wp ×KΩp × {0} ⊆ Ω,
where the last inclusion holds due to (10).
For the induction step, assume that for i ∈ I[2,H], it holds
that e(i − 1) = Ai−20 A1e(0) +
∑i−2
j=0A
j
0w(i − j − 2) and
e(i− 1) ∈ Ω. Then with (18)
e(i) = A0e(i− 1) + w(i − 1)
= A0
(
Ai−20 A1e(0) +
i−2∑
j=0
Aj0w(i − j − 2)
)
+ w(i − 1)
= Ai−10 A1e(0) +
i−1∑
j=0
Aj0w(i − j − 1).
We calculate further, using the definitions of Ai and Bi,
e(i) =

(Ai +BiK)ep(0)Kep(0)
0

+


∑i−1
j=0 Aiwp(i− j−1)
0
0


ep(0)∈Ωp,
wp(i)∈Wp
∈ (Ai +BiK)Ωp⊕
( i−1⊕
j=0
AjWp
)
×KΩp×{0} ⊆ Ω
where the last inclusion is again from (10).
B. Proof of Lemma 2
Suppose, for contradiction, that for an arbitrary k ∈
I[0,k−H], γ(k) = 1 and γ(k+ i) = 0 for all i ∈ I[1,H] under
application of Algorithm 1, i.e., that the inter-transmission
interval is longer than H although the predicted schedules
always fulfill the constraint (15d).
In this case, s(k + i) = i − 1, i ∈ I[1,H]. The interval
until the next time instance at which the full horizon N is
used, is denoted by h, i.e., N(k + h) = N . According to
the cyclic horizon scheme, h ∈ I[1,M ] ⊆ I[1,H], where the
inclusion is from H ≥ M . Hence, γ¯∗(l|k + h) = 1 for
some l ∈ I[0,H−s(k+h)−1] = I[0,H−h] since γ¯
∗(·|k + h) ∈
ΓH
N
(h − 1). Note that since N ≥ H , it cannot happen that
N(k+h) = N ≤ H−s(k+h)−1 due to s(k+h) = h−1 ≥ 0
and in effect, γ¯∗(·|k + h) must contain a transmission (cf.
(12)).
Due to the cyclic horizon, N(k + i) ≥ N − i + h for all
i ∈ I[h,H]. Equality holds if the horizon just decreases in the
remaining time while the strict inequality comes into effect
if the horizon recovers to N at some point. Hence,
N(k+i) ≥ N−i+h
N≥H
≥ H−i+h
h≥1
≥ H−i+1 = H−s(k+i).
In consequence, since γ¯∗(·|k + i) ∈ ΓH
N(k+i)(i− 1), it must
hold that γ¯∗(l|k + i) = 1 for some l ∈ I[0,H−s(k+i)−1] =
I[0,H−i] for all i ∈ I[h,H]. Finally, it follows for some i ∈
I[h,H] that γ¯
∗(0|k+ i) = 1 and then according to Algorithm
1, γ(k + i) = 1. This contradicts the premise, such that the
statement of the lemma must hold.
C. Proof of Theorem 1
Suppose that P was feasible at all instances up to time
k ∈ I≥0. Consider the candidate initial condition at k + 1
x¯(0|k + 1) = x¯∗(1|k). (19)
It easily holds that x(k+1) ∈ x¯∗(1|k)⊕Ω, since Ω is a [1, H ]
RCI set from Lemma 1 and there was a transmission at least
every H time steps according to Lemma 2. In conclusion,
the constraint (15a) is fulfilled by (19).
Now consider the case (k + 1)modM 6= 0 where N(k +
1) = N(k)− 1, for which the candidate input sequence is
u¯(·|k + 1) = {u¯∗(1|k), . . . , u¯∗(N(k)− 1|k)}, (20)
and the case (k + 1)modM = 0, where N(k + 1) = N =
N(k) +M − 1 and for which the candidate input is
u¯(·|k + 1) = {u¯∗(1|k), . . . , u¯∗(N(k)− 1|k), (21)
κ0(x¯(N −M − 1|k + 1)), . . . , κM−1(x¯(N − 1|k + 1))}.
We refer to the proof of [9, Theorem 1] and [12] to conclude
that u¯(·|k + 1) fulfills (15b), (15c) and (15e) in both cases.
Next, we focus on the schedule constraint (15d). We will
show only that the candidate sequences (20) and (21) fulfill
the schedule constraint of the “first” and “last” transmission
in (12), since it is obvious that the “middle transmissions”
are just shifted in (20) and (21) compared to γ¯∗(·|k), and are
still no more than H time steps apart. Consider 1) N(k) ≥
H − s(k). Then, γ¯∗(i|k) = 1 for an i ∈ I[0,H−s(k)−1]
and γ¯∗(j|k) = 1 for a j ∈ I[N(k)−H,N(k)−1]. In case
γ¯∗(0|k) = 0, both candidate input sequences (20) and (21)
guarantee that γ¯(i|k + 1) = 1 for an i ∈ I[0,H−s(k)−2] =
I[0,H−s(k+1)−1] since then, s(k+1) = s(k)+1 and s(k) ≥ 0
and the previously optimal schedule was just shifted in
the candidate schedules. In case where γ¯∗(0|k) = 1, we
can conclude the same but forgo a derivation due to space
constraints. Consider 1a) that (k + 1)modM 6= 0. With
(20), if τγ¯∗(·|k)(nγ¯∗(·|k)) ≥ 1, then γ¯(j|k + 1) = 1 for a
j ∈ I[N(k)−H−1,N(k)−2] = I[N(k+1)−H,N(k+1)−1] due to
N(k + 1) = N(k) − 1. If τγ¯∗(·|k)(nγ¯∗(·|k)) = 0, one may
conclude that N(k + 1) ≤ H − s(k + 1) − 1, such that it
must not contain a transmission. In conclusion, γ¯(·|k+1) ∈
ΓH
N(k)−1(s(k+1)). In case 1b) (k+1)modM = 0, we have
N(k + 1) = N = N(k) +M − 1 and γ¯(N −M |k+ 1) = 1
due to the scheduled transmission in κ0. Since H ≥M , we
have again γ¯(·|k + 1) ∈ ΓH
N(k)+M−1(s(k + 1)). Consider
2) that N(k) ≤ H − s(k) − 1, such that γ¯∗(·|k) might not
contain a transmission at all. If 2a) (k+1)modM 6= 0, then
N(k + 1) = N(k) − 1, such that N(k + 1) = N(k) − 1 ≤
H−s(k)−2 ≤ H−s(k+1)−1 since s(k+1) ∈ {0, s(k)+1}
and s(k) ≥ 0. In effect, γ¯(·|k+1) is not required to contain
a transmission and hence, γ¯(·|k + 1) ∈ ΓHN(k)−1(s(k + 1)).
If 2b) (k+1)modM = 0, then γ¯(N −M |k+1) = 1 due to
κ0. It holds on the one hand that γ¯(i|k + 1) = 1 for an i ∈
{N −M} = {N(k)− 1}
N(k)≥1
⊆ I[0,N(k)−1]
N(k)≤H−s(k)−1
⊆
I[0,H−s(k−2)] ⊆ I[0,H−s(k+1)−1] , where the last inclusion is
again from s(k + 1) ∈ {0, s(k) + 1}. On the other hand,
γ¯(j|k+1) = 1 for a j ∈ {N−M} ⊆ I[N−H,N−1] since H ≥
M . In conclusion, we have γ¯(·|k+1) ∈ ΓHN(k)+M−1(s(k+1))
for this last case as well.
So far, we have proven feasibility of P(x(k), x¯(k), s(k), k)
for all k ∈ I≥0. Hence, the second statement of the theorem
follows directly from Lemma 2, the tightened constraint sets
(11) and the fact that Ω is a [1, H ] RCI set.
D. Proof of Theorem 2
We analyze convergence with the help of so-called rotated
cost functions. We refer first to the proof of [9, Theorem 1] to
conclude that [15, Assumption 1] is fulfilled for the nominal
system (6) with the control invariant set A, ℓ∗av = 0 and any
storage λ(x¯) = u¯⊤s Su¯s for which S fulfills R ≥ S > 0. It is
also proven therein that [15, Assumptions 2-4] are fulfilled
as well. Define L(x¯, u¯) = ℓ(x¯, u¯) +λ(x¯)−λ(f(x¯, u¯))− ℓ∗av
and V˜f (x¯) = Vf (x¯) + λ(x¯), the rotated objective function
V˜ (x¯(·|k), u¯(·|k), k):=
N(k)−1∑
i=0
L(x¯(i|k), u¯(i|k))+V˜f (x¯(N(k)|k))
and the so-called rotated optimization problem
P˜(x(k), x¯(k), s(k), k):
min
x¯(·|k),u¯(·|k)
V˜ (x¯(·|k), u¯(·|k), k) s.t. (15a)− (15e).
The crucial observation is now that since λ is a storage of
the nominal system, P and P˜ have the same optimizer (cf.
[14]). In effect, we may prove convergence of the nominal
state to A using the value function of P˜ , which goes along
the same lines as the proof of [15, Theorem 1].
The theorem’s second statement follows immediately with
x(k) ∈ {x¯(k)} ⊕ Ω for all k ∈ I≥0 from Theorem 1.
