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ABSTRACT
Crystalline silicon solar cells are a promising candidate to provide a sustainable, clean energy
source for the future. In order to bring about widespread adoption of solar cells, much work is
needed to reduce their cost. Herein, I discuss the development of a new experimental technique
to investigate solar cell materials under simulated processing conditions. I present the first
applications and results using this technique, including observations of novel impurity
interactions at elevated temperatures, and discuss their importance to the solar cell
manufacturing process.
One of the key drivers for reducing solar cell cost is developing a fundamental understanding of
the behavior of defect and impurities in solar cell materials. Since solar cell processing occurs at
high temperatures, experiments are needed that allow characterization of solar cell materials at
high temperatures representative of manufacturing conditions, at the length-scales of the defects
that are present. To achieve this, I have developed a novel in situ high temperature sample stage
for measuring samples via synchrotron-based X-ray microprobe. This technique allows for
mapping and chemical state determination of metal impurity clusters on the order of 100 nm to
100 pm, over sample areas of several square millimeters, at temperatures in excess of 12000C
and under controlled ambient atmosphere.
The application of this technique has yielded novel insights concerning the behavior of metal
impurities at high temperature. For the first time, the phenomenon of retrograde melting (i.e.
melting on cooling) has been observed in a semiconductor material. Internal gettering of
dissolved metal to liquid metal-silicon droplets within the silicon matrix is observed.
Understanding of this phenomenon provides the potential to improve solar cell devices by
reducing the more-detrimental dissolved metal content within the material by concentrating it
into precipitates. Finally, I provide results and a model that explains the formation and resulting
morphology of mixed-metal silicide precipitates in multicrystalline silicon.
Thesis Supervisor: Tonio Buonassisi
Title: Professor of Mechanical Engineering
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CHAPTER
1
INTRODUCTION
The motivations for development of inexpensive, domestic, and sustainable sources of
energy for powering society are manifold. The reasons are widely elaborated elsewhere, and
outlined below; while the precise motivation for pursuing new energy sources may vary from
person to person, there is near-unanimous agreement that any one of the reasons is large enough
to drive research.
1.1 Motivation for Development of New Energy Sources
The price of conventional energy, and in particular fossil-fuel sourced energy, has shown
great historical volatility. Figure 1.1 shows the historical price of petroleum. In addition to the
volatility of oil prices, one can also see that in recent years, the inflation corrected price of oil has
begun to show an upward trend. While debate continues over whether world oil production has
peaked, or whether new discoveries will continue to increase the world supply, it is agreed that
eventually oil production will peak and decline accompanied by increasing oil prices. The same
argument applies equally to coal and natural gas as power sources, though the time scale on
which the supplies of these energy sources peak varies.
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Figure 1.1: Historical petroleum prices.
The historical price of petroleum (nominal price in solid blue, real price (indexed to 1982-84
dollar) in dashed red). Figure from Reference [1].
In 2002, the United States consumes approximately 103 EJ (1020 J) annually [2],
equivalent to approximately a quarter of the 433 EJ of worldwide primary energy consumption
[3]. Over 75% of US primary energy comes from fossil fuel sources (coal, natural gas, or
petroleum), as demonstrated in Figure 1.2. Coupled with the volatility of fossil fuel energy prices
and eventual exhaustion of these resources, shifting away from a fossil fuel-based energy
economy could provide several economic benefits.
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Figure 1.2: 2002 US Energy Flow.
Energy inputs broken down by energy source are show at left, and outputs broken down byend use are shown at right. Figure from Reference [2].
The price of energy is a complex issue (see, for example, [4,5]), with the source of price
volatility depending on many interwoven factors. Among the most important of these factors
relates to the geopolitical stability of the originating regions of an energy source. Petroleum,
which originates in locations such as the Middle East, Russia, and South America, is particularly
vulnerable to the effects of regional political instability. Thus, new sources of energy are desired
that are more immune to such vulnerabilities. Ideally, energy sources would be domestic,
allowing nations to be self-sufficient at producing their energy. In such a scenario, not only are
energy prices less susceptible to volatility, but countries are also less able to use energy as a tool
of conflict, as has historically often been the case.
An added benefit to domestic production of new energy sources comes from the
economic stimulation that such a developing industry can create. Scientific advances and
technological breakthroughs are necessary in order to bring technology to the cutting edge and
make it cost competitive with current technologies. This could support the long term
development of a robust research and development job market in the area of energy. As well,
manufacturing jobs would be required on a large scale to implement and maintain any suchFigre1.: 00 USEnrg FowEnergy inpt rkndw yeeg suc r hwa et adotusboe onb
end se re sownat rght Figre rom efeence[2]
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economic spectrum.
Finally, a new energy source must be sustainable. While the word "sustainable" can be
used in different contexts and take on different definitions, generally it refers to a source of
energy that can be utilized over very long time periods, and that is benign to the environment.
Durability of the energy source is desired in large part to avoid many of the same
shortcomings of the current energy infrastructure: price fluctuations with supply, political
instability, etc. Developing a long-lasting, stable source of energy will enable its use by the
world population without unduly burdening future generations by the depletion of energy
resources.
Benignity to the environment is perhaps the most pressing of all of the motivations for
developing a new source of energy. To ensure that a source of energy is benign, the total
lifecycle of the energy source must be accounted for, including manufacturing, operation, and
disposal. Chief among the outputs that must be considered is carbon dioxide and other
greenhouse gasses. There is widespread scientific agreement [6] that these gasses are responsible
in large part for the observations of climate change on earth. Carbon-free energy sources are
needed on the terawatt scale in order to meet growing global demand for energy, as well as to
replace existing carbon-producing power sources.
1.2 Solar Power
1.2.1 Solar Energy Availability
Solar power is one promising technology that has the potential to meet the requirements
listed above by providing a (practically) inexhaustible source of domestic, sustainable energy.
Figure 1.3 shows the global exergy (the theoretical maximum extractable work available) of
different renewable energy sources. These data are discussed in more detail in [7].
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Figure 1.3: Global exergy of various renewable energy sources.
Total human power consumption is shown for comparison (Note logarithmic scale). Data are
taken from Reference [7].
The amount of solar power striking the surface of earth is over 1000 times greater than
the global power usage. While thermodynamics limits the efficiency of converting this energy to
perform useful work, it is clear that the sun provides an abundant source of clean energy.
Compared to other clean energy technologies, the abundance of solar power alone makes it an
attractive option for meeting the world's growing energy needs in a sustainable way.
1.2.2 Solar Energy Conversion
In order to take advantage of the vast solar resource, the energy incident upon earth must
be converted into a useful form of energy, so that it can be used to do work. There are several
approaches to converting sunlight to useful work, including solar thermal, solar hydrolysis, and
solar photovoltaics. Solar thermal involves converting solar photons into thermal energy. This
thermal energy can then be used to directly heat buildings or water, reducing heating by other
energy sources, such as direct combustion of fossil fuels. Alternatively, the thermal energy can
be used to drive a heat engine, such as a Stirling engine, to produce electricity.
In solar hydrolysis [8], solar photons are used in conjunction with a catalyst in order to
split water molecules, producing H2 and 02. H2 can then be stored and used directly in fuel cells,
or further refined into hydrocarbons. Although this approach is promising because of its ability
to convert sunlight into an energy source that is easily stored, much work and development is
needed before this approach can scale to meet the global energy needs.
Finally, solar photovoltaics directly convert solar energy into electricity. In a general
application of photovoltaics, a semiconductor material with a bandgap energy in the energy
range of the solar spectrum. Photons incident upon the solar cell can be absorbed and create
excitons (hole-electron) pairs by excitation of an electron from the valence band to the
conduction band (Figure 1.4). Photons that have energy greater than the bandgap can be
absorbed, but the amount of useful energy that can be collected is limited by the bandgap energy;
any excess photon energy is converted to heat by thermalization as the excited electron falls to
the energy minimum of the conduction band. Conversely, photons with energy below the
bandgap are transmitted through the solar cell without being absorbed, and without producing
work.
Thermalization
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Figure 1.4: Light absorption in solar cell material.
Photons with energy greater than or equal to the bandgap can be absorbed.
The excited minority carriers are then swept to the surface of the solar cell by the pn
junction, a built-in electric field in the solar cell device (Figure 1.5). Finally, they are collected
by conductive contacts at the surfaces of the solar cell, contributing to a device current that
allows for work to be done by the solar cell device.
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Figure 1.5: Band diagram of a solar cell.
Excited holes and electrons are separated by the electric field at the pn junction [9].
1.2.3 Photovoltaics Technologies
Photovoltaics research and manufacturing can be roughly divided into three categories,
based on the technology employed: crystalline silicon, thin films, and other technologies.
1.2.3.1 Crystalline Silicon PV
The main technology used today in the production of solar cells is crystalline silicon. A
good review of crystalline silicon solar cell processing is found in [10]; a brief summary of the
process is detailed below.
First, silicon is mined from the earth in the form of Si0 2-bearing compounds. Via
carbothermic reduction, Si is extracted and refined to "metallurgical-grade silicon" (MG-Si),
with purities of approximately 98-99% [11,12]. After this step, further refining is required to
remove impurities. Traditionally, this has been performed using the energy intensive Siemens
process, in which silicon in the form of trichlorosilane (HSiCl 3) is deposited at high temperatures
onto high purity silicon rods, producing electronics-grade silicon (EG-Si) containing impurity
levels lower than 10-7 [13].
In order to produce wafers, the polycrystalline silicon is then melted inside a crucible and
directionally solidified using one of several methods, including the Czochralski method, the
float-zone method, or ingot casting [13]. Directional solidification provides another purification
step, since at high temperatures, the solubility of many impurities in liquid silicon is much higher
than in solid silicon. This provides a driving force for the aggregation of impurities to the last
mass of liquid to solidify, and the solidified silicon is purified. During this step, the silicon is also
"doped" by the addition of trace amounts of dopant elements. In most crystalline silicon solar
cells produced today, boron is used as the base dopant. Current efforts are underway to develop
processes that allow direct production of "upgraded metallurgical grade silicon (UMG-Si) from
MG-Si, bypassing the gaseous phase purification used in the production of EG-Si. If
accomplished, this could lead to significant cost-savings, as well as reduction of the input energy
required for production of silicon for solar cells.
Figure 1.6: Cast multicrystalline silicon brick formed by directional solidification.
Photograph of a brick sawed from a directionally solidified mc-Si ingot. The grain structure is
visible on the top surface of the ingot.
After the ingot is created by directional solidification, it is sawed into vertical "bricks,"
one of which is shown in Figure 1.6. The bricks are then wire-sawed into wafers approximately
180 gm thick. Due to the finite thickness of the wire saw, as much as 50% of the silicon used in
creating the ingot can be wasted as "saw dust," known as "kerf loss." After sawing, the wafers
are chemically etched to remove damage from sawing. At this point, wafers can also be textured
to encourage light-trapping [14].
Next, the pn junction is created by diffusing dopant atoms of the opposite type (e.g. n-
type dopants into a p-type substrate) into the near-surface layer of the wafer. This is typically
done using a POCl3 gaseous-phase precursor that is deposited at high temperature onto the wafer,
forming a "phosphorous glass" on the surface. The wafer is then and annealed at -850-900 0 C for
-30 minutes, causing P to diffuse into the wafer and create a pn junction. The phosphorous
diffusion step can also help to purify the wafer, via external gettering. Because the deposited P-
bearing layer on the surface of the wafer has a higher solubility for many impurities (such as Fe,
Cu, and Ni), and because these elements are mobile at high temperatures (e.g. the diffusion
lengths for Fe atoms at 850'C for 30 min is -850 pm,[15]), a net diffusion of impurities from the
wafer into the P-bearing surface layer can result [16].
After the remaining phosphorous glass is removed via chemical etch, an antireflection
coating is deposited onto the wafer. A typical process consists of the deposition of silicon nitride
(SiNx) via plasma-enhanced chemical vapor deposition (PECVD) at approximately 450'C. This
layer can also serve two additional purposes. Firstly, it can act as a surface passivation layer, by
terminating dangling Si bonds present at the surface of the solar cell, which create mid-bandgap
defect levels and reduce the effective lifetime of the wafer [17]. And second, if the SiNx layer is
deposited at the correct stoichiometry to be hydrogen rich, a subsequent high temperature anneal
can diffuse hydrogen into the wafer, which has a similar passivating effect on several different
types of defects, by passivating dangling bonds at internal defects [18-21].
Next, metal contacts are created, first by applying the metal (often by screen-printing),
and then firing at high temperature to create ohmic contacts with the wafer. The back of the solar
cell is typically metalized with aluminum, which provides the added benefit of creating a back-
surface field that prevents diffusion of minority carriers to the back surface of the solar cell.
Front metallization contacts are made from highly conductive metal (traditionally silver). This
completes the production of the solar cell; further processing is required to create a module by
series-parallel wiring of solar cells into a module. Figure 1.7 shows a small segment (- lxl in2)
of an ingot-cast multicrystalline silicon solar cell.
Figure 1.7: Portion of a multicrystalline silicon solar cell.
The portion of a mc-Si solar cell shown above has been processed as described in section
1.2.3.1. The individual grains of silicon are evident. The white/silver lines are the solar cell
metallization, where photo-generated current is collected.
1.2.3.2 Thin Film and Other PV Technologies
While crystalline silicon solar cells are a well-developed technology, much current work
also focuses on the development of other PV technologies. The most-developed of these
technologies is inorganic thin film photovoltaics. First Solar, the largest producer of thin film
solar modules, uses CdTe as the semiconducting material. Other companies employ amorphous
silicon (a-Si), copper indium gallium selenide (CIGS), and other materials. Thin film
photovoltaics are called such because they are direct bandgap materials (i.e. electron excitation
requires only a photon, as opposed to indirect bandgap materials that require a photon and
phonon for electron excitation). As such, they can absorb sunlight in a much smaller thickness of
material. The primary advantage of thin films is that they require much less material (as much as
100 times less active semiconductor material) than crystalline silicon solar cells, leading to
materials cost reduction. Because of their thinness, they can also be adapted to flexible
substrates, enabling "roll-to-roll" continuous processing, and providing further cost advantages
over the batched processing of crystalline silicon.
Their primary weaknesses of current thin film photovoltaics are twofold: low efficiency
and use of "exotic" materials. Commercially available thin film modules have overall energy
conversion efficiencies of less than 10%, compared with typical conversion efficiencies of 14-
20% for various crystalline silicon technologies. Lower efficiency directly increases system costs
of the technology.
Second, for the main thin film technologies in use today, the choice of materials presents
problems for the long-term sustainability of each technology. For example, CdTe utilizes
tellurium, of which the worldwide supply is estimated (using current annual production of
tellurium) at an equivalent annual PV production of -50-100 GW/year [22]. Other current
technologies face similar challenges related to the abundance and extraction-cost of the active
materials used [22]. Work is ongoing to develop technologies employing earth-abundant
materials for use in low-cost, high efficiency inorganic thin film solar cells.
Other technologies currently under development include organic photovoltaics [23], dye-
sensitized solar cells [24], and nano-engineered devices [25,26]. While these technologies
potentially offer a combination of (very) high efficiency and/or low cost, they are still in the
early stages of development, and are far from being commercialized.
1.2.4 Economics of PV
In order to be adapted at large scale, electricity from PV must compete with electricity
produced by burning coal and other conventional energy sources. Thus, the primary goal of
research in PV is to reduce the total cost of a PV system. One typical cost metric is cost per peak
watt of capacity (where a peak watt is the size of a system needed to produce 1 W of power
under "1 sun" illumination, or 1000 W/m2 from the solar spectrum). Neglecting more complex
cost issues (such as inverter cost, interest rates, capital depreciation, etc.), the total cost can be
roughly approximated as follows:
- Materials Cost$ 2
Total Cost L (1.1)
*r;-( 2 0t [%19 Y [%/]
q is the energy conversion efficiency, Y is the manufacturing yield, and 0 is a constant denoting
1 sun insolation. Thus, total system cost can be decreased by reducing the materials cost,
increasing energy conversion efficiency, or increasing manufacturing yield.
It is also instructive to consider the history of photovoltaics to understand the market
dynamics of the industry. Figure 1.8 shows the cumulative worldwide installed PV since 1992
[27]. Annual PV production has grown with an annual growth rate approaching 40% during this
time period.
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Figure 1.8: Cumulative worldwide solar cell production.
Data are from [27].
The bulk of this growth has been driven by (a good review of the history of PV
technology market share is given in [28]). Motivated by this history, crystalline silicon is chosen
as an area in which research can have an immediate impact upon a large manufacturing base.
However, in order to enable widespread adoption of crystalline silicon PV, significant work is
still needed to reduce cost and improve performance.
1.3 Defects in Crystalline Silicon
As evidenced in Equation (1.1), in order to lower the overall cost of photovoltaics, one
can take three approaches (lowering materials costs, increasing efficiency, increasing yield).
However, use of lower cost materials cannot be accompanied by such a reduction in efficiency as
to offset the overall cost reductions. The focus of my work is to further investigation into various
defects in crystalline silicon, with the goal of enabling improvement of the performance of low-
cost materials, such that they can perform as well as solar cells produced from current "high
quality" material.
1.3.1 Minority Carrier Lifetime
One often-used measure of the quality of electronic material, and solar cell material in
particular, is the minority carrier lifetime. After electron-hole pairs are generated (as seen in
Figure 1.4), the minority carrier has a finite lifetime (on the order of 1-100 Is) before it
recombines (i.e. the electron returns to the valence band). During this excited lifetime, the
minority carrier (in p-type silicon, the electron) must diffuse from where it was created to the pn
junction in order for charge separation to occur. The distance a minority carrier (in this case, an
electron) can travel (diffusion length, Le) is dictated by its lifetime (re) and its diffusivity (De), as
shown below:
Le = DeV e (1.2)
As a result of this relationship, increasing the minority carrier lifetime leads directly to an
increase in cell efficiency up to the point where diffusion length is much greater than the device
thickness, at which point other factors begin to dominate. A more complete derivation of the
relationship between minority carrier lifetime and cell efficiency is given in [29]. The effect of
minority carrier lifetime is shown in Figure 1.9, calculated using the one dimensional solar cell
simulation PC1D [30].
Efficiency vs. T
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Figure 1.9: Dependence of efficiency on minority carrier lifetime.
For a solar cell modeled in PC1D [30] (230 pm thick p-type Si wafer), minority carrier lifetime
is seen to have a large effect on cell efficiency up to 100 pgs, beyond which other cell parameters
begin to dominate.
The total effective lifetime can be calculated as the contribution of the lifetimes due to
various processes and defects, according to the following equation.
1 1 1 1I -+- +...+-
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4ff is the effective lifetime of the sample, and rl, r2, etc. are lifetimes due to different processes,
such as radiative recombination (wherein a hole-electron pair recombines by emission of a
photon) and Auger recombination (whereby the energy of recombination is imparted to a third
carrier) [29]. Because of the form of Equation (1.3), the lowest lifetime tends to dominate the
effective lifetime. Below, some of the most prominent lifetime-degrading defects are discussed.
1.3.2 Extended Defects
Extended defects in crystalline silicon are one- or two-dimensional deviations from the
perfect diamond-cubic crystal structure of silicon. One-dimensional (line) defects are
dislocations, which can generally be classified as edge dislocations or screw dislocations, or
some intermediate combination. Two-dimensional (planar) bulk defects are grain boundaries.
Because of the disruption of the local crystal structure and the resulting presence of dangling
silicon bonds, allowed energy levels can be created within the bandgap, acting as recombination
centers and decreasing minority carrier lifetime. Both the presence of crystallographic defects, as
well as the interaction of these defects with various impurities [18,31-33], can be efficiency-
limiting defects in crystalline silicon solar cells.
1.3.3 Impurities
Impurities in silicon can either be present as dissolved species (i.e. point defects) or
clusters, such as precipitates or inclusions. While the presence of many impurities, including
carbon, oxygen, boron, and phosphorous can all negatively impact solar cell performance, often
the worst effects are observed from contamination of transition-metal impurities. As evident in
Figure 1.10, this is in large part due to the high abundance of several key transition metals,
especially iron, in the natural environment.
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Figure 1.10: Natural abundance of the elements.
The 12 most abundant elements within the crust of the earth. Of interest is that silicon, the
basis for > 90% of today's PV production, is the second most abundant element. Elements that
are detrimental to PV performance, including Fe, Ti, and Mn, are also abundant. Data are from
[34].
1.3.3.1 Dissolved Metals
Metals that are present as dissolved point defects are found to have a harmful impact on
minority carrier lifetime [35]. There are several factors that determine how detrimental different
metals are when present as dissolved species. Chief among these are the diffusivity and solubility
of the metal. Metals with very low solubilities typically are not present in high enough quantities
to significantly impact device performance. The diffusivity of metal species is also crucial in
determining their impact, as it plays a large role in determining how "easily" each metal can be
removed by processing and defect engineering. In solar cell processing, the competing effects of
solubility and diffusivity can dictate an optimal temperature for removal of metals. Solubility-
driven gettering (internal or external) occurs at lower temperatures due to supersaturation,
whereas diffusivity is enhanced at higher temperatures [36]. For crystalline silicon solar cells, the
optimal temperature for reducing dissolved iron content has been found to be between 400 and
7000C, depending on other factors such as the presence or absence of an external gettering layer
[37,38].
Natural Abundance in Earth's Crust
Finally, the capture cross-section and defect level(s) of each metal determine how
efficiently it can capture and recombine minority carriers [39]. Because of its combination of
relatively high solubility, low diffusivity, large capture cross-section, and deep defect level,
dissolved iron in the interstitial form (Fei) is often one of the most detrimental impurities found
in crystalline silicon solar cells. Figure 1.11 shows the impact of dissolved iron in two forms
(FeB complex and Fei) on minority carrier lifetime [40].
u o Zoth 14e81-1() ,i Whra [71 0
10 . .... ... r 200
44 ^ soacost 12771
Ann a1278 1000
+ Roon;ato I77
A SeRcvyz (224)0& o+ Abe 187 0 10 1 0OW00
Fiue .1:Ipato iro poin deet nmioiycrieieie100 FJ% 50206
!CO 100°  !01, i0 1013 1014
Fe Point Defect Concentration (cm-3)
Figure 1.11: Impact of iron point defects on minority carrier lifetime.
Minority carrier lifetime as a function of Fe point defect concentration is plotted for both
interstitial iron (Fei) and the iron-boron complex (FeB). Interstitial iron is observed to be more
detrimental than the FeB complex. Figure from Ref. [40].
1.3.3.2 Precipitated Metals
Metals present in the form of precipitated particles (e.g. metal silicide particles) can also
provide recombination pathways in crystalline silicon material [41]. However, while such
precipitates can lower the performance of solar cells compared to "clean" material (i.e. material
with much lower densities of metal impurities present as precipitates), the overall negative effect
of metal precipitates is typically found to be much lower than that of metals in the form of
dissolved point defects [42]. In fact, if metals that are present as dissolved point defects can be
induced to precipitate via thermal processing, material quality and device can be greatly
improved [43].
Also of interest concerning the behavior of transition metals in crystalline silicon are the
interactions between different metal species, as well as between these impurities and structural
defects. In samples contaminated with multiple metals, precipitates are typically found to form as
mixed-metal silicide precipitates [44,45]. Often, these precipitates are composed of multiple
phases containing different compositions of metals (e.g. a Ni-rich precipitate with an adjacent
Cu-rich "nodule"). In addition, the presence of grain boundaries and dislocations can greatly
affect the precipitation of metal species by changing the energy barrier for nucleation and growth
[46].
1.3.3.3 Other Impurities
While this work focuses on transition metal impurities, other types of impurities can have
detrimental impacts on solar cell manufacturing and performance. For example, carbon, nitrogen,
and oxygen present as precipitates can all reduce electrical performance [47-50]. Additionally,
the unintentional presence of boron and phosphorous during liquid-phase refining steps can be
particularly hard to mitigate, as the segregation coefficients of these elements are close to unity
(i.e. they are not effectively removed during directional solidification) [11,51].
CHAPTER
2
HIGH TEMPERATURE X-RAY
MICROPROBE TECHNIQUES
2.1 Introduction
In many materials systems of technological importance today, physical processes of
interest occur at elevated temperatures, in the range of 100 0C to 20000 C. This is particularly true
in the field of energy conversion. For example, the conversion of chemical to electrical energy
through the operation of solid oxide fuel cells can involve temperatures above 10000 C [52,53],
and the catalytic reforming of methane into hydrogen and syngas can occur at temperatures
above 17000 C [54,55]. As discussed in Chapter 1, in order to engineer desired bulk material and
device properties, crystalline silicon solar cells are subject to high temperatures [56,17] during
crystallization (above 1400 0 C), emitter diffusion (- 850 0 C), annealing of antireflection coatings
(-45 0 'C), and metallization firing (up to 900 0 C). Underlying the changes in material properties
at high temperatures are chemical and structural interactions at the micrometer and nanometer
scales. To understand these phenomena, high resolution (better than 5 tm), high elemental
sensitivity (better than 100 ppm) measurements are needed at variable temperatures under
controlled ambient atmosphere.
X-ray fluorescence microscopy ([t-XRF), with variable spot size ranging from micron
[57,58] to below 100 nm [59,60], probes large volumes of material within a short period of time,
providing high resolution maps of nanometer-scale features. [t-XRF can provide orders of
magnitude higher bulk sensitivity than transmission techniques based on X-ray absorption
contrast [61]. Coupled with X-ray absorption microspectroscopy ( t-XAS) for determination of
the chemical states of trace elements, pt-XRF is an ideal tool for investigating elemental and
chemical properties of bulk materials at the micron to sub-micron scale. For instance, p-XRF and
p-XAS have been combined to shed light on performance-reducing metal impurities in
crystalline silicon solar cell devices and precursor materials [62,63,42].
Extending these techniques to high temperature regimes will permit detailed study of
bulk defect thermodynamics and kinetics, at the sub-micron scale. For instance, in situ high
temperature X-ray microprobe investigations could elucidate how microscopic defects in solar
cell materials respond to high temperatures typical of device manufacturing, enabling the
development of defect engineering techniques that either seek to remove impurities from the
material or otherwise minimize their electrical impact on the device.
Several synchrotron-based in situ X-ray techniques have been previously reported, but
none of these incorporates all of the experimental parameters required for the successful study of
high temperature microscopic phenomena in bulk materials. Studies have been presented of in
situ X-ray microprobe experiments up to -500 'C [64-66], observing the behavior of Cu in fluid
inclusions in quartz. However, the upper temperature limit of 5000 C and the inability to the
control ambient atmosphere limit its extension to our research. High temperature bulk XAS
studies (1 mm spot size) on metal alloys and minerals at very high temperatures (up to 3000'C)
were achieved [67-70], but they lacked the high spatial resolution required to study microscopic
phenomena. High temperature and pressure studies [71] using diamond anvil cells have also been
reported, but their use is limited to bulk powder and homogeneous liquid samples. Finally,
scanning transmission X-ray microscopy has also allowed in situ spectromicroscopic studies of
samples using soft X-rays [72]. However, these studies are limited to very thin samples (less than
-10 gm), and temperatures below 500 0 C. In addition to these synchrotron-based X-ray
techniques, in situ electron microscope capabilities have been described for measuring samples
at high temperatures (up to 1200 0 C) and under various atmospheric conditions [73-75]. While
these techniques can perform controlled-ambient high temperature measurements, none can
provide both high resolution and high sensitivity measurements over large volumes of material.
Herein is described the development of a stable, calibrated high temperature sample stage
capable of measuring "bulk" materials (square millimetres in area, tens to hundreds of microns
deep) at temperatures above 1200 0 C using microfocused hard X-rays. This has been
accomplished while controlling the ambient atmosphere and minimizing thermal drift. I also
present the first applications of the in situ high temperature sample stage to studying defects in
crystalline silicon solar cell materials at realistic processing temperatures, and further posit that
the technique is well suited to study many of other material systems.
2.2 Technical Characteristics
2.2.1 Design Constraints
To enable experimental studies of a wide range of materials systems, temperatures in the
range of 25 to 1200'C are desired. For kinetics studies, temperature accuracy, repeatability, and
spatial homogeneity within the sample are required. Fast heating and cooling rates are also
needed to study non-equilibrium systems and phenomena.
In order to integrate any high temperature device with the geometry of the XY sample
stages at the beamlines used (ALS Beamline 10.3.2 [76] and APS Beamline 2-ID-D [77]), the
sample must be oriented vertically (i.e. sample surface is perpendicular to incoming beam).
Thus, a sample clamp must be employed to hold the sample in a vertical plane. Material selection
of the clamp required consideration of the operating temperature and ambient gas in the
chamber, as well as the avoidance of contamination of the sample or stage.
While physical processes often occur on the nanometer to micrometer length scales,
many systems also exhibit millimeter-scale variations in properties. To effectively study samples
exhibiting such spatial heterogeneity, the in situ sample heating stage for microprobe beamlines
should accommodate samples up to several millimeters in size. In addition, the interaction of
surface and bulk phenomena necessitates accommodating samples that are up to one millimeter
thick. Additionally, to perform spectromicroscopy on the micron to sub-micron level, stability of
the in situ sample heating stage is critical. Both microscopic vibration and macroscopic thermal
drift must be minimized to enable characterization of materials over wide temperature ranges
with high resolution.
In addition to temperature, control of the ambient atmosphere is needed, both for
studying solid-vapor interfacial reactions, and for preventing undesired reactions such as
oxidation. However, care must be taken to ensure the compatibility of the ambient gasses with
the components of the high temperature sample stage itself. One example of material
incompatibility is the exothermic eutectic reaction between Pt/Rh thermocouples and silicon
samples at high temperature in a reducing ambient (e.g. 95% N2, 5% H 2). Any window material
chosen to isolate and maintain the ambient atmosphere must transmit both incoming and
outgoing X-rays without significantly diminishing signal due to attenuation or increasing noise
due to high background impurity levels.
2.2.2 Implementation
2.2.2.1 Sample Stage
To enable studies such as described above, a commercially available Linkam TS1500
high temperature microscope stage has been modified (McCrone Group, Westmont, IL, USA,
60559), shown in Figure 2.1. This stage was chosen because of its integrated temperature control
and compact size.
Figure 2.1: Linkam high temperature sample stage.
Photograph of the Linkam high temperature sample stage, without window.
Figure 2.2(a) shows a cross section diagram of a sample inside the sample holder. The
sample sits inside a ceramic cup, which is heated conductively from the back via a resistive
heating element comprised of a platinum wire, buried inside the ceramic. The aluminum body of
the stage is water-cooled to below 50'C to reduce thermal drift and prevent damage to nearby
components such as the fluorescence detector and incident beam ionization chamber. The water
cooler is physically isolated from the sample stage to minimize water pump induced vibrations.
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Figure 2.2: Schematic cross section of high temperature sample stage.
The sample is held in the vertical plane inside the ceramic cup. The cup is heated by buried
platinum heating wires. Closed loop temperature control (Linkam TMS94 temperature
controller) is provided via thermocouple feedback, and ambient atmosphere is controlled by
flowing gas through the stage.
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2.2.2.2 Sample Clamp
The sample is held in position by a tungsten wire (Figure 2.3, Figure 2.4); in this manner,
sufficient pressure is maintained on the sample to ensure good thermal contact with the ceramic
cup, minimizing the temperature drop due to thermal contact resistance.
Figure 2.3: Silicon sample mounted in hot stage.
A sample of multicrystalline silicon is mounted inside the ceramic cup. It is held in place by a
tungsten wire. A small piece of titanium wire is attached with high-temperature cement
(Omegabond 600). Titanium, which has a very high affinity for oxygen, acts to getter any
oxygen away from the sample, preventing oxidation of metals inside the silicon.
Figure 2.4: Tungsten wire clamp.
A piece of high-purity tungsten wire is bent into a clamp to hold the sample in the sample
stage in the vertical configuration.
2.2.2.3 Window
A thin silicon wafer, approximately 15 ± 5 ptm, commercially available from Virginia
Semiconductor, Inc., is used to contain ambient atmosphere. The window was designed to
optimize transmission while ensuring minimal transition-metal background impurities. Selection
criteria for the window material are discussed further in Section 2.2.2.6. In addition to the
window itself, a window mount was designed (Figure 2.5). The mount is an annular aluminum
disk, -2mm thick, which is sealed to the lid of the stage using vacuum grease. The window itself
is sealed to the Al disk using silicone vacuum grease. The lid has two slots milled on a vertical
milling machine, which enable the stage to be positioned at Beamlines 10.3.2 and 2-ID-D such
that the sample is within the beam focal plane.
Figure 2.5: High temperature stage mounted at Beamline 10-3-2.
A photograph of the high temperature stage mounted at Advanced Light Source Beamline
10.3.2 is shown. The silicon window is in position
2.2.2.4 Beamline Mounting
To adapt the Linkam heating stage to the existing beamline geometry, custom mounting
hardware was built. Titanium was selected in order to accommodate the weight limit of the XY
stages at the beamlines used. The choice of titanium also provides for a relatively low linear
coefficient of thermal expansion (8.6x 10-6 C-1 at 22 0 C) compared to steel (17x10- 6 oC- at 22 0C)
and aluminum (23x10-6 OCI- at 22 0C). Figure 2.2(b) and (c) show a photograph and sketch,
respectively, of the Linkam stage mounted on the XY stage of Beamline 10.3.2 at the Advanced
Light Source.
(c)
Figure 2.6: High temperature stage mounted at Beamline 10.3.2.
Photograph and sketch of the high temperature sample stage mounted at Advanced Light Source
Beamline 10.3.2. Numbers in the diagram correspond to lettering in Figure 2.2. The sketch
includes a screw-in window-mount, with slots used to accommodate placing the sample in the
focus region of the beam.
For use in ALS Beamline 10.3.2, the Linkam stage is rotated such that the incident beam
forms a 350 angle from normal to the sample. This constitutes a 100 CW rotation from the
standard sample orientation of 450 with respect to the incident beam. Due to this rotation, as the
sample stage travels in X, the beam spot on the sample surface increases due to slight loss of
focus. The maximum increase of spot size is less than 10% over 8 mm of horizontal travel, for a
beam divergence of 2 mrad and horizontal spot size of 2 tm.
Figure 2.7 shows the high temperature stage mounted at Advanced Photon Source
Beamline 2-ID-D. A minimum spot size of 250 nm was measured by performing a line scan on a
"knife-edge" sample of crystalline silicon with a thin layer of Cr. Spot size is measured as the
FWHM of the resulting Gaussian curve along the line scan. The sample stage is oriented at 450
with respect to the incoming beam.
Figure 2.7: High temperature sample stage mounted at Beamline 2-ID-D.
A bird's-eye view is shown of the high temperature sample stage mounted at Advanced
Photon Source Beamline 2-ID-D.
Software
The temperature of the high temperature stage is controlled using a closed-loop controller
with thermocouple feedback. The temperature profile is remotely controlled using Linksys32
software commercially available with the Linkam TS1500 sample stage (screenshots shown in
Figure 2.8).
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Figure 2.8: High temperature stage software.
Temperature profile was set and recorded automatically using the Linksys32 software package
available with the Linkam TS1500 high temperature stage. Screenshots of the temperature
control (top left), desired temperature profile (top right), and recorded data (bottom) are
shown.
2.2.2.5
2.2.2.6 Ambient Gas
It bears noting that the gasses that can be used in the in situ sample stage are limited by
several factors. Most important to consider is the compatibility of the sample stage equipment
with the gas. Preliminary experiments were conducted using the sample stage in a reducing
ambient of forming gas (-5% H2, 95% (N2 or Ar)), a non-flammable gas that is commonly used
to prevent oxidation at high temperatures. This resulted in several failures of the system (shown
in Figure 2.9 and Figure 2.10).
Figure 2.9: Ceramic cup after failure 1.
Photograph of ceramic cup and remains of platinum sample holder after first failure. The Si
sample and Pt sample clamp formed a liquid eutectic droplet and destroyed the thermocouple
inside the ceramic cup. This occurred under a forming gas ambient.
The first failure occurred when using a platinum (instead of tungsten) wire clamp to hold
a crystalline silicon sample in place. The remains of the Pt wire clamp are shown in the left of
Figure 2.9.
Figure 2.10: Ceramic cup after failure 2.
Photograph of ceramic cup after second failure. The Pt heater wire formed a liquid droplet
with the silicon sample through the bottom of the ceramic cup (silver blob on bottom of
ceramic in photograph). This incident also occurred in forming gas ambient.
The silver blob located roughly halfway between the outer and inner diameters of the
ceramic cup in Figure 2.10 was the location of the second failure. In this case, a reaction
occurred between the Pt heating wire and the silicon sample, again under a forming gas
atmosphere.
2.2.3 Testing
The sample temperature was calibrated on the modified Linkam stage using three
techniques: X-ray diffraction (XRD) to determine the lattice parameter of a crystalline sample as
a function of temperature, optical pyrometry, and thermocouple thermometry. To measure the
temperature using XRD, a sample of monocrystalline silicon grown in the [100] orientation was
mounted inside a PANalytical X'Pert Pro X-ray diffractometer. Due to the physical constraints of
the diffractometer, the high temperature sample stage was placed in a horizontal configuration
for temperature calibration. As a result, the convection heat transfer condition was different for
this measurement, contributing to experimental errors. From the measured lattice parameter as a
function of nominal temperature, the actual temperature was calculated using the temperature-
dependent coefficient of thermal expansion [78].
Temperature above 7500 C was also calibrated using a Spectrodyne DFP2000
Disappearing Filament Pyrometer (DFP) [79,80], shown in Figure 2.11 and Figure 2.12. By
matching the intensity of 650 nm radiation from the sample at high temperature with a calibrated,
resistively heated wire inside the pyrometer, the temperature of the sample is determined. For
this calibration, the silicon window must be replaced by a quartz window, because silicon is
opaque to 650 nm radiation. The measurement relies on the spectral, temperature dependent
emissivity of silicon [81].
Figure 2.11: High temperature stage calibration via optical pyrometry.
The high temperature stage was heated in the vertical configuration, while being water cooled
and with ambient gas being flowed in. The temperature was measured using the disappearing
filament pyrometer mounted on a tripod for stability, pictured at bottom.
Figure 2.12: High temperature sample viewed through optical pyrometer.
A photograph taken through the optics of the optical pyrometer is shown. A knob on the
pyrometer is turned, varying current through the filament seen above. When the correct current
is achieved, the filament "disappears," and temperature can be read from the instrument. In the
image shown, current (and thus filament temperature) is too high.
Finally, temperature was calibrated for the temperature range 25'C to 1200 0 C using a
Type-S platinum-rhodium thermocouple. The thermocouple was cemented to a sample of
multicrystalline silicon (Figure 2.13), and heated in the vertical configuration.
Figure 2.13: Thermocouple temperature calibration.
An S-type thermocouple cemented to a multicrystalline silicon sample is used for temperature
calibration.
Figure 2.14 Figure 2 shows the temperature measurements and a linear fit, with slope
0.95. The overall variation of temperature measurements from the hot stage is determined to be
+8% of the measured value in Kelvins (i.e. 80 K at 1000 K). Approximately 75% of this error
results from the thermal contact resistance between the sample and the heater, which varies
widely as a function of contact pressure, surface termination, and roughness [82]. However, for a
single sample, measured at different temperatures, the uncertainty of temperature differences is
expected to be less than approximately 2%, because thermal contact resistance is unchanged
between measurements, eliminating this source of variability.
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Figure 2.14: Temperature calibration of in situ sample stage.
Three calibration methods were used. Via X-ray diffraction, the lattice parameter of a
monocrystalline silicon sample was measured, and the temperature calculated from the known
coefficient of thermal expansion (squares). An optical disappearing filament pyrometer was
used to measure the sample temperature (circles). A platinum-rhodium type S thermocouple
cemented to a mc-Si sample was used to directly measure the temperature (triangles). The
solid line is a linear regression to the temperature measurement data.
The window, which is necessary to control ambient atmosphere, must transmit both
incoming and outgoing X-rays; thus transmitted signal is proportional to the product of ingoing
and outgoing transmissivities. Figure 2.15(a) shows the theoretical transmissivity of various
window materials [83] for two energies, representing typical values of incoming X-ray energy
(10 keV) and outgoing fluorescence energy (-8 keV). While beryllium has higher X-ray
transmissivity, commercially available beryllium contains transition metal impurities in
concentrations approaching lx10 19 cm -3 . This high level of impurities increases the noise level
when measuring trace amounts of transition metals, reducing measurement sensitivity. Silicon
was selected as the window material because of its combination of high X-ray transmissivity in
the energies of interest, and sub parts-per-trillion background metal impurity content. In order to
optimize overall transmission of X-rays, while maintaining sufficient mechanical strength to
withstand operating conditions, windows of thickness of 15 + 5 tm are chosen. i-XRF maps
taken without the window, Figure 2.15(b), and with the window, Figure 2.15(c), demonstrate the
absorption losses due to the silicon window. 13% transmission of Ni-Ka signal is observed
through the window. This lower-than-predicted transmission through the window likely results
from shadowing of some portion of the fluorescence detector by the Al window mount; in future
experiments, this artifact can be removed, and higher transmission values (approaching the
predicted value of -60%) can be expected.
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Figure 2.15: Selection and evaluation of window material.
(a) Theoretical transmission of Si, Be, and quartz windows as a function of thickness. (b) Ni
Ka g-XRF map of a metal-contaminated grain boundary inside the multicrystalline silicon
sample, with no window. (c) Ni Ka g-XRF map of the same grain boundary, with 15 + 5 gm
Si window. 13% transmission of Ni Ka signal is observed. Note the different intensity scales
in the two images.
CHAPTER
3
HIGH TEMPERATURE STUDIES
OF CRYSTALLINE SILICON
SOLAR CELL MATERIALS
3.1 Introduction
The development of the new sample heating stage for X-ray microprobe discussed in
Chapter 2 enabled experiments on crystalline silicon solar cell materials at high temperatures. As
discussed in Chapter 1, silicon undergoes a series of high temperature processing steps ranging
from <5000 C to >14000 C. By investigating metal impurities in crystalline silicon under realistic
processing conditions, we gain insight into the behavior of these impurities.
This chapter is divided into sections concerning different experiments. The first
experiment on surface diffusion was designed to broadly test and verify the performance and
capabilities of sample heating stage. The following experiments on metal-silicon liquid droplet
formation and behavior elucidate the high-temperature thermodynamics and kinetics of
crystalline silicon under solar cell processing conditions.
3.2 Methods and Materials
To test the hypothesis of retrograde melting in silicon, the X-ray microprobe sample
heating stage whose development is discussed in Chapter 2 was used to investigate silicon
samples contaminated with transition metals at high temperatures.
Solar cell material was obtained from industrial solar cell manufacturers in the form of
as-grown cast multicrystalline silicon (mc-Si) wafers, 200 tm thick. 5x5 mm2 squares were cut
from wafers (to fit within the high temperature sample stage) using a 1064 nm laser cutting and
scribing tool. Figure 3.1 shows an example of such samples. The samples were then cleaned with
acetone and ethanol to remove organic contamination, and then lightly etched in a solution of
hydrofluoric, nitric, and acetic acids to remove any possible remaining surface contamination.
Figure 3.1: Laser-cut and marked samples.
A 1064 nm laser was used to cut samples into 5x5 mm2 squares, and to scribe names into the
samples. On the sample shown above, the center square was experimentally investigated using
the high temperature in situ stage. The squares on either side were used to enable the sample to
be clamped during deposition of thin metal films, for intentional contamination.
3.3 Surface Diffusion
A first experiment was planned to test the capabilities of the developed in situ sample
heating stage, and to verify its ability to enable studies of crystalline silicon samples at high
temperatures. To this end, we chose the phenomenon of surface diffusion as a suitable topic for a
brief study. Surface diffusivity, a property that varies widely with surface preparation [84], is
normally lower than bulk diffusivity [85], with an activation energy for surface diffusion that is
roughly proportional to the bulk diffusion activation energy. In this study, we compare the
surface diffusion of Cu, which has relatively high bulk diffusivity (Dcu = 4.7x10 5 cm 2 s-1 at
8600 C), with that of Fe, which is more than an order of magnitude lower (DFe = 1.0x106 cm2 S-1
at 860 0 C).
In order to study surface diffusion of these transition metal species in silicon, a sample of
multicrystalline silicon was prepared by scratching the surface with iron and copper wires. This
effectively "deposited" a thin layer (non-homogeneous) of the metals along the surface of the
sample. The sample was heated rapidly (100 0 C/min) to 8600 C in N2 ambient atmosphere, and
repeated samples scans were taken to map the distribution of metals as a function of time.
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Figure 3.2: Surface diffusion of metals on me-Si sample at 860°C.
p-XRF elemental distribution maps of Fe-Ka, Cu-Ka, and Cu and Fe together, are shown after
(a) 0 minutes, (b) 30 minutes, and (c) 60 minutes. Cu is seen to rapidly diffuse along the
sample surface; Fe concentration changes due to surface diffusion are below the detection
limits. Maps were collected at ALS Beamline 10.3.2 with pixel size of 10 x 10 pm 2.
Figure 3.2 shows high temperature elemental mapping analyses over the course of 60
minutes. The area of the sample mapped is approximately 1 x 1 mm2, and each map took
approximately 30 minutes. During 60 minutes of high temperature measurements, Cu diffused
hundreds of microns along the surface of the sample. No Fe concentration variations are
conclusively seen in this experiment, likely because they fall below the detection limit. Only
small amounts of Cu diffuse between 30 and 60 minutes of heating, likely due to the Cu being in
a near-equilibrium state after the first 30 minutes at high temperature.
The observation of Cu diffusing faster than Fe at 860' is in good agreement with their
diffusivities being more than an order of magnitude different, and it confirms the ability of the in
situ technique to dynamically map large sample areas as a function of time and temperature.
Ongoing work by others is currently using a similar setup to investigate other metal diffusion
processes in multicrystalline silicon.
3.4 Measuring Liquid Metal-Silicon Droplets
To verify the existence of liquid metal-silicon droplets, and to quantify their XAS
spectrum for identification in further experiments, extended X-ray absorption fine structure
(EXAFS) spectroscopic measurements were performed on a. specially prepared "standard"
sample. Using e-beam evaporation, alternating layers of metal (320 nm Ni0 .8Fe0.2, 300 nm Cu,
300 nm Ni0.sFe0.2, 300 nm Cu) were deposited onto a wafer of cast mc-Si. This was then capped
with a thin piece (<15 jm) of monocrystalline Czochralski Si (CZ-Si), as shown in Figure 3.3(a).
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Figure 3.3: Measurement of liquid Ni-Si Ni-XANES.
(a) Nickel, iron and copper deposited between silicon wafers is heated above the eutectic
temperature. (b) Ni K-edge XANES measurements at 1045 0 C on the resulting liquid metal
silicide at 10450 C. The solid NiSi2 spectrum is shown for comparison.
The sample was heated in N2 ambient to 1045 0C, above the Ni-Si and Cu-Si eutectic
temperatures and the chemical state was determined using p-XAS. Figure 3.3(b) shows the
resulting X-ray absorption spectrum from the liquid sample. Extended X-ray absorption fine
structure (EXAFS) first-shell fitting out to k = 9.4 A was performed using Artemis with
FEFF6L [86]. The results suggest that the high temperature particle observed in Figure 3.3(b) has
a smaller Ni-Si distance and reduced coordination number compared to NiSi 2. These
spectroscopic observations are consistent with the existence of a liquid phase. In addition, visual
inspection of the sample revealed that the Si cap layer was fused to the mc-Si substrate, and the
previously continuous film had dewetted, suggesting the existence of a high temperature liquid
state.
3.5 Retrograde Melting
3.5.1 Background
Retrograde melting, a counterintuitive phenomenon describing a solid-to-liquid phase
transition upon cooling [87,88], has been reported under standard conditions only in a few
metallic and organic systems [89]. The first experimental observation of retrograde melting in a
semiconductor material is presented, and a pathway proposed for its occurrence. Liquid metal
alloy droplets formed via retrograde melting are seen to be efficient sinks for the local internal
gettering of dissolved metal impurities. Further, it is shown that the formation of liquid droplets
on cooling and subsequent re-solidification could account for previous observations [90,91] of
phase-segregated metal-silicide particles in multi-metal contaminated Si. These phenomena
present a promising approach for manipulating impurities in semiconductor materials on the
nanometer scale, potentially offering a means of improving the efficiency of low-cost solar cells
by reducing the bulk concentration of dissolved impurities that act as recombination centers.
Understanding of impurities in semiconductors has proven of fundamental importance for
engineering high performance devices [92]. Impurities directly affect the lifetime and mobility of
carriers and thereby the performance of semiconductor material. Segregation gettering is one
highly effective and widely implemented technique for purifying silicon and other
semiconductor materials during crystal growth [93]. The solubility of impurities can be orders of
magnitude higher in a liquid phase than in solid semiconductors. This differential solubility
results in a driving force for impurity segregation to the liquid, and an effective cleansing of the
crystalline solid [94]. Typically, solid-to-liquid impurity segregation occurs during the cooldown
of molten silicon during a directional solidification step, for example during ingot growth of
multicrystalline silicon [95], or during the Czochralski method of growing monocrystalline
silicon [96].
Herein, the formation of liquid droplets within solid silicon during an annealing process is
observed, and it is hypothesized that their formation results from retrograde melting. Internal
gettering of bulk metal impurities to these liquid droplets is also observed. Upon cooling, they
form multiple metal alloy precipitates in the silicon. A theoretical pathway for the formation of
these particles is proposed. Understanding of impurity precipitation, after crystal growth and
during the processing, offers new possibilities for tailoring the structure of embedded
nanoparticles in a range of semiconductor-based materials systems. Specifically, a theoretical
model of precipitate formation during solar cell manufacturing is offered, which clarifies the
formation mechanism of a common defect in multicrystalline silicon solar cell manufacturing,
and suggests a path towards improving solar cell production and enhancing device performance.
The phenomenon of retrograde melting (in inorganic materials), whereby a liquid phase
forms from a solid phase upon cooling, has been observed and studied in several systems,
including Fe-Zr [97] and Mg-Fe-Si-O [89]. One common pathway for this process to occur is via
the catatectic reaction, occurring at an invariant point on a binary phase diagram involving
transformation from Solid -- Solid + Liquid [98]. Many binary systems exhibit such an invariant
point [99], including Ag-In, Cu-Sn, Fe-Mn, and Fe-S [100] but very few semiconducting
materials possess a catatectic point [101]. Abrosimov proposed a second model for the formation
of liquid droplets within a solid matrix material. In this model, locally-supersaturated impurities
at a grain boundary are included directly from the melt during crystal growth [102]. The
phenomenon observed in the present experiment cannot be explained by either of these pathways
as the material does not possess a catatectic point, nor are the precipitates seen in the original
crystalline material.
A third pathway for the formation of liquid droplets is proposed in systems, such as
silicon, which exhibit the phenomenon of retrograde solubility. Due to the high enthalpy of
formation for point defects, the solid solubility of a second species within the crystal structure
increases with temperature, reaching a maximum well above the eutectic temperature. Most
dissolved elements in silicon demonstrate this property [94], including the 3d transition metals
such as iron, copper, and nickel [103]. It has been hypothesized that retrograde solubility can
lead to the formation of liquid droplets upon cooling [91], if supersaturation occurs at a
temperature above the eutectic temperature, as demonstrated in Figure 3.4(a). However, up to
this time, experimental verification has proven elusive.
3.5.2 Experimental
To test the hypothesis of retrograde melting in crystalline silicon, a sample was prepared
containing high concentrations of transition metals (Fe, Ni, and Cu). A high-purity
multicrystalline silicon (mc-Si) wafer was intentionally contaminated by first sputtering a thin
layer of metals (3 nm Fe, 15 nm Ni, 35 nm Cu) onto the wafer. The sample was then annealed at
1,140 'C for 30 minutes before being quenched to room temperature. The resulting concentration
of metals inside the wafer are given by the solubility limited concentrations of the metals at the
annealing temperature (2.7x10 i cm-3 Cu, 1.3x101 cm -3 Ni, and 5.9x1015 cm 3 Fe) [103,15]. In
addition, the Cu concentration is above the solubility limit at 802 'C, the Cu-Si eutectic
temperature, satisfying the condition for retrograde melting and Cu-Si liquid droplet formation.
The sample was quenched to trap high concentrations of dissolved metals within the bulk, and to
prevent the dissolved metals from forming large precipitates or diffusing to the surface during
cooling. The samples were cleaned in acetone and isopropanol to remove organic contamination,
then hand-polished and chemical-etched to remove any remaining metals, oxides, or silicides
from the sample surface, leaving only metals dissolved or precipitated in the bulk.
At Beamline 10.3.2 of the Advanced Light Source, the sample was then rapidly heated
(100 'C min - ) to 980 'C in the in-situ microprobe heating stage. A p-XRF map of a grain
boundary (GB) region, Figure 3.4(b) 980 'C, shows that no metal precipitates were present
above the detection limits. To bring about retrograde melting, the sample was then cooled to 930
'C and remapped, exhibiting the formation of particles along the GB, Figure 3.4(c). The initial
nucleation of the liquid droplets occurred at a lower temperature than the expected solidus
temperature, likely because there was some out-diffusion of metals during quenching/cooldown
and reheating (lowering total concentration of dissolved metals), and possibly due to a high
nucleation energy barrier for Cu-rich precipitates [104]. A t-XAS spectrum of the particles at the
Ni K-edge was consistent with the short-range order of a liquid (Figure 3.4(c)), as described in
Section 3.4.
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Figure 3.4: Formation of liquid droplets via retrograde melting.
(a) A schematic binary phase diagram for an M-Si system (where M is a 3d transition metal)
demonstrates the pathway for formation of liquid droplets, resulting from the retrograde
solubility of the metal in Si. (b,c) pt-XRF 3D maps of a grain boundary in mc-Si show no large
particles at 980 'C and particles along the GB at 930 'C. (d) Ni K-edge t-XAS reveals that the
droplets are in the liquid state.
The formation of liquid droplets in mc-Si can be explained by examining the schematic
phase diagram shown in Figure 3.4(a). The sample initially has a high concentration of dissolved
metals within the silicon, and is rapidly heated to at a temperature above the eutectic
temperature, in the region of retrograde solubility. As the sample is cooled, the liquidus is
crossed, and liquid droplets form due to supersaturation. In other words, a melting reaction that
occurs while cooling, i.e. retrograde melting.
Thus for the first time the phenomenon of retrograde melting is demonstrated in a
semiconductor material. Additionally, for the first time, we demonstrate the occurrence of
retrograde melting due to retrograde solubility within a binary (or pseudo-binary) phase diagram.
The importance of this discovery, as well as potential applications of this knowledge to solar cell
processing are discussed below. Briefly, we propose that retrograde melting and the resulting
liquid droplets could be used to encourage internal gettering of dissolved metal species (as
discussed in Section 3.6). Another proposed application could be to avoid the formation of liquid
droplets altogether, and thereby reduce total incorporation of detrimental impurities (e.g. Fe) by
reducing the concentration of liquid-droplet forming impurities (e.g. Cu and Ni).
3.6 Internal Gettering to Liquid Metal-Silicon Droplets
After retrograde melting was observed in the sample described in Section 3.5.2, the
sample was maintained at high temperature while further t-XRF measurements were made of
the liquid metal-silicon droplets along the GB. In Figure 3.5(a-f), successive elemental
distribution maps of Cu and Fe along a GB are shown. Copper is present in higher concentration,
in line with its higher bulk solubility in silicon [103]. Both Cu and Fe concentrations at the liquid
droplets along the GB increase with time, indicating that these particles are growing by gettering
dissolved metal species from the bulk. This is demonstrated in Figure 3.5(g) by the background-
subtracted, normalized metal concentration plots. In order to determine relative concentrations of
elements, XRF signal was spatially integrated to quantify the total counts of a given element.
The particle described in Figure 3.5(g) was integrated with a 27 x 27 tm2 box (chosen to include
the entire particle during growth). The background level was subtracted by integrating a box of
the same area from a region away from the grain boundary with no metal particles; the total
counts of the particle were then reduced by this amount. Concentrations are given as relative
quantities because during the experiment, no standard material was measured; thus, no absolute
values for concentrations can be calculated. The final data point (t = 104 min) was selected for
normalization so that the plot scaled to unity.
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Figure 3.5: High temperature gettering of metals to liquid droplets.
(a-f) j-XRF maps, shown in 3D, taken at 930 0 C. (a,d) Elemental distribution maps show the
initial clustering of Cu precipitates along a grain boundary, with very small amounts of Fe.
(b,e) After 67 minutes, both Cu and Fe precipitates have grown. (c,f) After 104 minutes, Cu
and Fe particles continue to grow. (g) Concentration plots (normalized with respect to
concentration at t = 104 min) of Cu, Ni, and Fe in a representative particle as a function of
time show that Fe is effectively gettered to liquid droplets. p-XANES measurements (not
shown) confirm the liquid state of these droplets.
The p-XRF counts of Cu and Ni are seen to grow linearly, consistent with a diffusion-
limited growth process to a favorable non-solubility limited aggregation site (i.e. an "infinite
sink"). Iron is also observed to accumulate at a linear rate, but the amount of iron in these
particles grows more rapidly than copper or nickel. This iron accumulation in the liquid copper
and nickel silicide droplets is consistent with a segregation gettering effect. This experiment thus
illustrates internal liquid gettering, and demonstrates one potential positive benefit of liquid
metal-silicon droplets.
3.7 Metal Silicide Precipitate Solidification
As discussed in Chapter 1.3.3.2, metal silicide precipitates are a common defect in as-
grown multicrystalline silicon wafers, especially in material taken near the top, bottom, and
edges of ingots. These precipitates are often found to have morphologies of the type shown in
Figure 3.6, consisting of separate phases with different elemental compositions. In the example
shown, the precipitate is composed of a NiSi 2-like phase containing large amounts of Fe, and a
Cu3Si-like phase with a lower concentration of Fe.
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Figure 3.6: Distributions of Metals in As-Grown Silicon Sample.
Nickel and iron are observed to be co-located in the upper precipitate. Copper is concentrated
in the lower "nodule." Figure reproduced from [44], with permission.
In order to develop a deeper understanding of the formation of such metal silicide
precipitates, and to connect the observation of liquid metal silicide droplets with previous
observations of mixed-metal silicides in the solid phase, the following experiment was
performed. A sample was prepared by intentionally contaminating a mc-Si wafer with alternating
layers of metal (320 nm Ni0.8Fe0.2, 300 nm Cu, 300 nm Ni0 .sFe0.2, 300 nm Cu) deposited by e-
beam evaporation. The metal-coated side of the sample was then covered with another piece of
mc-Si and annealed at 1,140 oC for -30 minutes, cooled at a rate of -5-30 'C s', and quenched
to room temperature (oil quench, -100-200 'C s-). After quenching, the sample consisted of a
"sandwich" of metals between two mc-Si wafers.
Cleaning in acetone removed any organic contaminants, and light hand polishing and
subsequent chemical etch of hydrofluoric, nitric, and acetic acids in a ratio of 11:2:4 removed
any metals that had diffused to the outer surfaces. This etch is slightly anisotropic, in order to
reveal grain boundaries; high energy grain boundaries were selected as regions of interest for
investigation.
The amount of metal deposited on each sample was much larger than the amount needed
to saturate silicon at the annealing temperatures. Thus the concentration of metals in all samples
was determined solely by the solubility of each metal at the annealing temperature.
The sample was heated to 1,080 'C for approximately 12 hours to allow formation,
growth, and stabilization of liquid droplets at near-equilibrium conditions. To observe liquid
droplet formation, the sample was then slowly cooled (1-3 'C min-'), and characterized by in-situ
t-XRF/XAS during the cool-down. By taking repeated maps of a 100 x 100 tm 2 area while
cooling, the spatial distribution of metals in a large liquid droplet was tracked. j-XAS
measurements taken after each [-XRF map provide information about the chemical states of the
particles observed. The results of this experiment are illustrated in Figure 3.7. At high
temperature, metals were observed homogeneously distributed within the liquid droplets. As the
sample was cooled, the liquid alloy began to decompose and Ni-rich regions formed at the edges
of the particle; but the large central particle remained liquid. Further cooling caused the Ni-rich
regions to grow larger. Between 755 'C and 700 'C, Cu was also observed to segregate from the
core of the precipitate. Between 746 'C and 683 'C, the chemical state changed from liquid to
solid, as evidenced by t-XAS data displayed in Figure 3.7(b).
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Figure 3.7: Precipitation via liquid state.
(a) Successive r-XRF maps of a clustering of particles show its evolution from homogeneous
liquid droplets (higher T) to segregated solid precipitates (lower T). The bicolor coded maps
demonstrate the colocation of Ni (blue) and Cu (red) at higher T and precipitation at lower T.
(b) Successive Ni K-edge rt-XANES measurements of the main particle. At top and bottom,
respectively, are the liquid metal silicide and solid NiSi2 standard spectra. (c) The evolution of
the particle from liquid droplets to solid silicide precipitates is explained by means of a30 no082 0 11pseudo-binary phase diagram.
Figure 3.7(c) illustrates a schematic phase diagram of the evolution of a liquid droplet
during cooling from high temperatures: decomposition of the high temperature liquid into
different phases, and solidification to solid metal silicide cores. In the example shown, the
composition of the particles is initially nickel-rich with respect to the eutectic composition. The
particle begins as a homogeneous liquid droplet at high temperature, and is in the liquid region of
the pseudo-binary phase diagram for the Cu3Si-NiSi2 system (the Si-rich comer of the Cu-Ni-Si
phase diagram). Such an homogeneous phase has been predicted [105] as a precursor to the
formation of the mixed-metal silicides found in as-grown solar cell material [91]. In the liquid
state, the particle acts as an efficient site for the aggregation of metal atoms dissolved in the bulk
by segregation gettering to the liquid droplets, driven by differential solubilities. During cooling,
relaxation gettering can also occur as the remaining dissolved species become supersaturated,
and preferentially diffuse to existing defects to minimize interface strain energy [106].
The pseudo-binary phase diagram shown in Figure 3.7 corresponds to a vertical cut from
the 3-dimensional ternary phase diagram from the Cu-Ni-Si system. One representation of this
system is shown in Figure 3.8, which shows the liquidus contour from the ternary phase diagram
for the Cu-Ni-Si system [107]. The green dashed line signifies the tie-line along which the
pseudo-binary phase diagram of Figure 3.7 is taken. The pseudo-binary phase diagram for the
Cu3Si-NiSi 2 system is a vertical cut from the three-dimensional ternary phase diagram. Because
the droplets being observed in this study are forming from dissolved species present in
concentrations much less than one atomic percent, the composition of precipitates formed is
confined to this vertical plane between the two silicon-rich silicides (NiSi2 and Cu 3Si),
prohibiting formation of the other phases observed in the more metal-rich regions of the ternary
phase diagram. For this reason, the behavior of the alloy is modeled under the assumption that
the composition stays in the plane of the pseudo-binary phase diagram.
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Figure 3.8: Copper Nickel Silicon ternary phase diagram.
Liquidus contour of the ternary phase diagram for the Cu-Ni-Si system, showing the location
of the vertical cut that is represented in the pseudo-binary phase diagram. Reprinted from [107]
with permission of ASM International®. All rights reserved.
Drawing from our experimental observations and our model using the pseudo-binary
phase diagram of the Cu3Si-NiSi2 system, we can describe the formation mechanism of mixed-
metal silicide particles of the type shown in Figure 3.6. Figure 3.9 shows schematically the
formation of a spatially phase-segregated mixed metal silicide. First, the liquid droplet forms,
either by retrograde melting, as in Figure 3.9(b), or by direct inclusion from the melt, as in
Figure 3.9(a), and as described by Abrosimov [102]. As the liquid droplet cools and first passes
through the liquidus (on either the NiSi 2- or Cu 3Si-rich side, depending on initial concentration
of metals), a portion of the droplet solidifies, shown in Figure 3.9(d). Due to the high diffusivity
of nickel and copper at elevated temperatures [103], significant rearrangement of the particles is
possible. Experimentally, this is observed in the changing ratios of Cu and Ni in the bicolor g-
XRF maps in Figure 3.7(a). With further cooling, the initial precipitate grows, and the
composition of the remaining liquid droplet follows the liquidus towards the eutectic
composition. When the eutectic point is reached on the phase diagram, further cooling causes the
droplet to decompose into two solid metal silicide phases: an TI-Cu 3Si phase and a mixed-metal
silicide phase with a NiSi 2 structure, as seen in Figure 3.9(e).
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Figure 3.9: Schematic description of droplet formation, gettering, and precipitation.
(a,b) Two possible formation mechanisms of liquid droplets during crystal growth: (a) direct
incorporation from the melt along grain boundaries, and (b) from supersaturated metals
precipitating at favorable nucleation sites along grain boundaries. (c) At high temperature,
liquid droplets grow by segregation of metals from the bulk. (d) Upon cooling, as the
temperature drops below the liquidus temperature (determined by the starting composition), Ni
begins to precipitate into NiSi2. The composition of the remaining liquid moves towards the
eutectic composition. (e) At the eutectic temperature, the eutectic composition becomes
unstable, and decomposes into two phases: Cu3Si nodules surrounding a mixed-metal silicide
core. The final phases are non-equilibrium phases, as the samples were not cooled sufficiently
slowly to allow equilibration.
liquidus
Both phases present in the precipitate (NiSi2 and Cu 3Si) are known to accommodate up to
atomic percents of substitutional metal species, as reported in alloy experiments [108]. The
phases observed in this experiment, as well as their morphology, agree well with previous
investigations of solid-phase mixed-metal silicides in silicon (see Figure 3.6, and [91],[109]).
The observed decomposition of mixed-metal silicide precipitates into two separate phases
at room temperature from a single phase at high temperatures is postulated to occur in large part
because of the different characters of their crystal structures. Figure 3.10 shows the crystal
structures of (a) ot-NiSi 2 and (b) q'-Cu3Si (an intermediate temperature phase, with similar
structure to the low-temperature phase of fl"-Cu 3Si), along with (c) a mixed-metal silicide
structure previously reported in [44], and (d) a mixed-metal silicide previously observed, but
unpublished. These mixed-metal silicides have the same structure as a-NiSi 2, with cobalt and/or
iron substituting for nickel, and copper substituting for silicon. NiSi 2 is a lattice-matched silicide
with lattice constant close to that of silicon, resulting in relatively low interface strain energy
with the bulk. On the other hand, fl"-Cu3Si has an orthorhombic crystal structure with high
lattice mismatch to the silicon matrix. Thus, Cu 3Si precipitates are characterized by high
interface strain. In addition, this large mismatch likely creates a large energy barrier to
nucleation. Therefore, it is not surprising that Cu 3Si-like phases and NiSi 2 -like phases prove to
be incompatible at low temperatures, and prefer to form separate phases with some amount of
substitutional impurities from the other species.
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Figure 3.10: Crystal structures of precipitates observed.
(a) Ni forms a CaF2-type NiSi2 structure with lattice constant very close to that of the Si
lattice. (b) Cu forms orthorhombic Cu3Si (1r'-Cu3Si shown), which is incoherent with the Si
lattice and has large interface strain. (c,d) Two examples of mixed metal silicide structures,
with the NiSi2 structure and substitutional Cu on the Si site (c), and Fe or Co on the Ni site
(c,d). (c) reproduced from [44], with permission.
3.8 High Temperature Measurements of As-Grown mc-Si
The above results have all been obtained at the Advanced Light Source Beamline 10.3.2,
using intentionally contaminated materials. Intentional contamination was required due to the
larger spot size and lower photon flux at this beamline, as compared with the higher-resolution
beamline 2-ID-D at the Advanced Photon Source. In this section, preliminary results are
presented of high temperature, high resolution (< 1 gm) g-XRF investigations of as-grown (i.e.
non-intentionally-contaminated) mc-Si solar cell materials.
Figure 3.11 shows a grain boundary in multicrystalline silicon that was mapped (total
area 50 x 60 tm2, 0.5 x 0.5 tm 2) steps while cooling from high temperature. Three detector
channels are shown: Fe-Ka, Cu-Ka, and elastically scattered beam signal. The Elastic channel
can be used to give information about the location of the grain boundary. As the temperature
decreases, the sample is mapped from bottom to top. Thus the lowest regions of the map are
highest temperature, and there is a time- and temperature-gradient moving up the map. The red
lines in the map denote the approximate temperatures of several vertical positions.
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Figure 3.11: Precipitate formation upon cooling in as-grown mc-Si sample.
The sample was cooled during mapping, and mapping occurred from the bottom line upwards.
Above 8000 C, both Cu and Fe are dissolved in the Si. Below 800 0 C, Fe begins to precipitate
along the grain boundary. Below 7000 C, Cu also precipitates out of solution along the GB and
in the bulk. The red lines denote the temperatures at various locations on the map.
At the high starting temperature of 8500 C (bottom of the map), both Fe and Cu are
dissolved within the silicon matrix. As temperature decreases, two clear transition temperatures
are evident. First, at -800 0C, Fe begins to precipitate along the vertical GB (seen in the elastic
map below). Between 800'C and 700 0 C, copper is still dissolved, while Fe forms precipitates
along the grain boundary. Finally, below 7000 C, Cu also precipitates out of the solid solution,
forming particles both along the grain boundary, as well as within the grain. The observation of
Fe precipitating before Cu can be explained due to its lower solubility in Si. Thus, it reaches a
supersaturated state at a higher temperature than Cu, providing a driving force for precipitation.
These results are the first high temperature measurements obtained at Beamline 2-ID-D.
High temperature measurements on this beamline proved harder than expected, due to the
exaggerated effect of thermal drift: at smaller length scales (both smaller particles, on the order
of 10-100 nm, and smaller spot size, on the order of 250 nm), thermal expansion on the order of
5 tm can move the scan area completely off of a particle of interest. Thus, tracking the evolution
of small particles with the current setup was abandoned for the approach of taking large maps, as
seen in Figure 3.11.
This could potentially be addressed by the creation of a new sample mounting system
with lower coefficient of thermal expansion (e.g. Ti instead of Al), as was implemented for
Beamline 10.3.2. Additionally, a complete re-design of the sample stage to eliminate
unnecessary features and reduce its overall size could help reduce the detrimental effects of
thermal drift.
CHAPTER
4
CONCLUSIONS AND FUTURE WORK
4.1 Conclusions
4.1.1 Development of X-ray Microprobe High Temperature Sample Stage
The development of the in situ high temperature sample stage for two X-ray microprobe
beamlines has allowed for novel studies in crystalline silicon at temperatures ranges (500 -
1200 0 C) representative of actual manufacturing processes.
The stage has been shown to achieve high temperatures in a controlled ambient, with
sufficient stability to track the evolution of micron-scale features over these temperatures. The
ability has also been demonstrated to map in situ the distribution of 3d transition metal elements,
at high temperature and over large volumes of material. High temperature I-XAS was used to
obtain the first measurements of a liquid metal-silicon phase. Further application of this
technique to crystalline silicon may lead to a thorough understanding of efficiency limiting
defects and provide new pathways to improve device performance. This high temperature
technique combined with X-ray beamline capabilities opens the possibility to study important
phenomena occurring at high temperatures in a wide range of materials.
4.1.2 High Temperature Investigations of Crystalline Silicon
With a deeper understanding of formation and behavior of liquid droplets in crystalline
silicon, new insight can be offered into several unresolved questions concerning the nature and
performance of mc-Si. First, the complex morphology of multiple-metal silicide precipitates
frequently observed [45,110-115] in these materials can be explained. The precipitates analyzed
with high spatial resolution techniques [90,110,111] exhibit the same nanoscale compositional
variation evident in the low-temperature p-XRF maps in Figure 3.7. With intentional engineering
employing these new phenomena, one may better control the distribution of deleterious
impurities such as iron, e.g., by coaxing them into isolated precipitates via solid-liquid
segregation (shown in Figure 3.5 and Figure 3.9). Alternatively, one may diminish the
concentration of deleterious impurities incorporated into the material by reducing the density of
liquid droplet precipitation sites (high-energy grain boundaries) or reducing the density of liquid
droplets themselves, e.g., reducing the concentrations of species that exhibit retrograde melting
and high bulk solubilities.
This effect should have wide applicability beyond the 3d transition metals in silicon; by
comparing the impurity solubility data [94] and phase diagrams [101] as shown in Figure 3.4, it
is apparent that a very similar behavior should occur in other materials wherein the enthalpy of
point defect formation is large, including germanium doped with large concentrations of copper,
silver, lithium, antimony, nickel, zinc, and lead [94]. By precipitating impurities as liquid
droplets within a solid matrix, there exist unique opportunities to tailor the location and
nanoscale phase morphology of embedded particles within semiconductors. The formation of
dual-compound nanoparticles, as shown in Figure 3.7, is possible by controlling the absolute and
relative concentrations of dissolved impurities as well as the cooling rate. Additionally, non-
equilibrium phases can also be formed in these particles, by implementing a relatively quick cool
between the phase transition and room temperatures.
In conclusion, the observation and elucidation of retrograde melting in a semiconductor
material provides valuable new insight into the area of semiconductor processing. The presence
of liquid droplets inside the solid semiconductor presents opportunities for controlling
detrimental impurity species. The subsequent micro/nanoscale phase decomposition of liquid in
semiconductors offers a promising new direction for tailoring the properties of materials at the
sub-micrometer scale.
4.2 Future Work
The work presented in this thesis provides a new characterization tool for studying
crystalline silicon (and potentially other materials systems). Additionally, novel results
concerning the thermodynamics and kinetics of metal impurities in silicon have been produced. I
envision the continuation of this work in several areas being of potential benefit.
4.2.1 Further High Temperature Technique Development
While we have demonstrated that the in situ X-ray microprobe sample heating stage
enables studies of crystalline silicon under realistic operating conditions, there is much room for
improvement.
The first area of such improvement could be refining and optimizing the current setup.
For example, one current limitation to spatial resolution at high temperature comes from the
thermal-expansion-induced vibrations of the on/off control duty cycle of the heating element.
Changing the control loop to enable variable current through the heating element (as opposed to
simply varying the on/off duty cycle) could play a large part in eliminating these vibrations.
Second, continued work on optimizing the window material to reduce its thickness and
increase overall signal-to-noise ratio of measurements could allow detection of smaller quantities
of impurities (e.g. in as-grown materials) and allow for quicker measurements.
Further reduction of thermal drift due to thermal expansion could be envisioned by a
complete redesign of the in situ sample stage. A new design could incorporate a much lower
coefficient of thermal expansion (CTE) material (an example of such a material is Invar, with a
coefficient of thermal expansion that can approach 1x10 -6 K-).
A final experimental setup that could be envisioned would be the implementation of an in
situ crystal growth sample stage for use at the synchrotron beamline. There are countless
technical difficulties involved with creating a sample stage to heat a sample about 14000 C and
contain liquid Si, while maintaining a transparent window for incoming and outgoing X-rays.
However, the insight that could be provided into crystal growth mechanisms would be
invaluable. Such a setup could verify the model of Abrosimov concerning impurity segregation
at grain boundaries during crystal growth [102]. It could also provide further insight into the
behavior of metal impurities during directional solidification, leading to a detailed understanding
of why segregation coefficients are often lower than expected [116]. In theory, this melting-stage
could also be used to study the carbothermic reduction process used in the creation of
metallurgical grade silicon from silicon-bearing rocks and minerals, leading to a better
understanding of the behavior of impurities during the earliest silicon feedstock refining steps.
4.2.2 Interactions of metals
In addition to further development of the high temperature sample stage, further work
could also include designed experiments that further elucidate the interactions of various
transition metals during solar cell processing. Of particular interest could be the effect of large
amounts of copper and nickel present in feedstock materials on the total incorporation of iron.
While Cu and Ni are high solubility, fast-diffusing metals that are easily gettered during later
solar cell processing, it is possible that their presence is leading to increased incorporation of iron
(a lower solubility, slowly-diffusing metal), which is typically much more detrimental to solar
cell performance. Crystal growth experiments could be envisioned in which varying
combinations and amounts of Cu, Ni, and Fe are present in the melt, and the incorporation of Fe
is studied (both by bulk methods such as mass spectroscopy, and by microprobe measurements
to determine spatial distributions).
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