The contents of the paper are as follows: the first section describes the geometry of the space G s of selfadjoint invertible elements of a C * -algebra; the second section contains a more precise description of the set G + of positive invertible elements of G s , which is the connected component of the identity in G s ; an interesting fact is that some well known operator inequalities (one of them is known as Segal's inequality) are equivalent to geometric properties of G + ; the third section discusses the curvature tensor of G s ; in Section 4, we relate the geometry of G + to the operator means theory, due to Anderson, Trapp, Pusz, Woronowicz, Kubo and Ando, among others; in Section 5 a brief description of the geometry of the space of projections of a C * -algebra is given; in Section 6 we show that the geometric study of G + is closely related to the quadratic and complex interpolation methods; finally, Section 7 contains a brief survey on several spaces of operators which also have a rich geometrical structure.
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Notations. In this paper A denotes a C * -algebra with unit, G is the group of invertible elements of A, U is the group of unitary elements and G + is the set of positive elements of G. For a differentiable map f : X → Y and a point x of X, (T f ) x is the tangent map of f at x which maps the tangent space (T X) x into the tangent space (T Y ) f (x) . Because every manifold considered here is a submanifold of some Banach space, one can realize a tangent vector as the velocity vector of a differentiable curve in the manifold. In any case, tangent spaces are identified with subspaces of the corresponding Banach space. For all geometric notions we follow the book of Kobayashi and Nomizu [35] .
1. The geometry of the set of selfadjoint invertible elements. Let G s = G s (A) be the set of all selfadjoint invertible elements of a unital C * -algebra A and consider the action of G on G s defined by
For a fixed a ∈ G s , the orbit
is open and closed in G s and the map g → gag * defines a principal fiber bundle over G s,a with structure group U a = {u ∈ G : u −1 = a −1 u * a}. A smooth local section near a can be defined by means of b → (ba −1 ) 1/2 , where x 1/2 is the usual square root defined by the power series
G s has a natural structure as a real-analytic submanifold of A. Since G s is an open subset of A s = {x ∈ A : x * = x}, (T G s ) a can be identified with A s itself, for every a ∈ G s . In the sequel we shall consider the submanifold P of G s defined by
Observe that, for each ∈ P ,
If we consider the restriction to P of the tangent bundle T G s , T P is a subbundle of T G s | P with a natural complement N given by N = {X ∈ A s : X = X }. We shall pursue this issue below.
Given a differentiable curve γ : [u, v] → G s,a , the fibration properties of π : [49] and [35] ). A particular choice of such a Γ can be made by solving the differential problem Γ =
We shall see that Γ has a very precise geometrical meaning.
The differential equation appears naturally. In fact, given a partition Π of the interval [u, t] one gets, using the local section mentioned above, an invertible element g = g Π such that g · γ(u) = γ(t). It turns out that the limit Γ (t) = lim Π →0 g Π exists, Γ (t) is invertible and the curve Γ is differentiable and satisfieṡ Γ = 1 2γ γ −1 Γ (see [16] for details). There is a natural connection on the principal bundle π a : G → G s,a . In fact, the Lie algebra of the group U a = {u ∈ G :
where S a = {X ∈ A : a −1 X * a = X}. Then, if we identify A with the tangent space of G at 1, (T G) 1 , the map g → H g = {gX : X ∈ S a } defines a C ∞ distribution of horizontal spaces for a connection on π : G → G s,a : for this (see [35] ) it suffices to check that H g u = H gu for all u ∈ U a and g ∈ G, which is equivalent to proving that uS a u −1 ⊂ S a for all u ∈ U a and this inclusion is easily verified.
For every This definition comes from the computation of the derivative of the tangent map of L Γ −1 (t) at the point γ(t) applied to X(t):
where Γ is the solution ofΓ = − 1 2 γ −1γ Γ with Γ (t 0 ) = 1. Recall that a field X is parallel if DX/dt = 0, and a curve γ is a geodesic ifγ is parallel, i.e. if γ satisfiesγ =γγ −1γ .
The connection on the tangent bundle is G-invariant, in the sense that γ is a geodesic if and only if gγg * is a geodesic for all g ∈ G. The unique geodesic γ such that γ(0) = a andγ(0) = X ∈ (T G s ) a is easily seen to be 
where
We shall determine later some spectral properties of R.
Given an invertible operator T on a Hilbert space H there exist the so-called polar decompositions of T : T = V P = P V where V, V are unitary and P, P are positive operators; moreover, P is the (unique) positive square root of T * T , P is the square root of T T * and
Observe that because V and P depend analytically on T , they belong to the closed C * -subalgebra generated by I and T . It follows that, given a C * -algebra A we can consider the analytic map π :
λ, but by the unicity argument discussed above, −1 = and, in consequence, λ = λ. In particular, π(a) ∈ P if a ∈ G s . Thus, we get the map π :
We shall study more carefully the fibers
Thus, in order to know the geometry of the fibers G s it suffices to know the geometry of G + (B) for any unital C * -algebra B. Observe that the group G( ) = {g ∈ G : g = g} acts transitively on G s :
in fact, if λ = λ and µ = µ with λ, µ ∈ G + then g = µ 1/2 λ −1/2 belongs to G( ) and gλ g * = µ . A Finsler structure can be defined on G s as follows: if a ∈ G s and X ∈ (T G s ) a , the decomposition a = λ provides a norm a in (T G s ) a by means of
In particular, X = X if ∈ P . The meaning of this definition is the following. If A is represented in a Hilbert space H, X a is the norm of the symmetric sesquilinear form B X : H a ×H a → C, B X (ξ, η) = Xξ, η where H a is the space H with the scalar product ξ, η a = λξ, η . Observe that if g commutes with then the polar decomposition of gag * , where a = λ , is (gλg * ) . Then g : H gag * → H a is an isometry. This implies that G( ) acts isometrically on G s , i.e. for every X ∈ (T G s ) a and g ∈ G( ) it follows that (1.1) gXg * gag * = X a . In fact, gXg * gag * is the norm of B gXg * : H gag * × H gag * → C and, because g : H gag * → H a is an isometry, B gXg * = B X , which proves the assertion.
Observe that if a ∈ G + then = 1 so that = A. Thus, if a ∈ G + then (1.1) holds for every X ∈ A s and g ∈ G. In particular, G acts isometrically and transitively on G + . The next result contains a complete description of the geometry of the fibers G s .
(ii) The restriction to N of the exponential map
(iii) Any two points in G s are joined by a unique geodesic entirely contained in G s ; this geodesic is the shortest curve in G s joining them.
The proof of this theorem and the main part of the results on G s described in this section are contained in the paper [16] . We shall indicate, however, a short proof of (iii), the non-standard part of the theorem, in the next section.
It is interesting to notice that the fact that the geodesics in G s are short curves strongly depends on the following contractive property of π: the tangent map of π : G s → P decreases norms, i.e.
for any selfadjoint operator S and any bounded operator T . The original proof of this inequality, published in [17] , reduces to the finite-dimensional case, where a Schur product result due to Davis [23] and Walter [51] , together with an elementary equality for determinants from Pólya and Szegö [43] , do the job. More recently G. K. Pedersen proved the following result, which generalizes the inequality and has a shorter proof. Proposition 1.5. For every bounded operator S, T on a Hilbert space H with S invertible,
In the general case, put
and the result follows from the first case.
Added in proof.
In [26] , the authors prove that inequality (1.4) is equivalent to the following:
for every selfadjoint invertible S and R. Indeed, by combining this fact with the proof of 1.5, it can easily be seen that the inequalities are also equivalent to
for any invertible operators S and R.
2. The geometry of the positive invertible elements. We now consider the set G + . There are, at least, two natural ways of thinking of G + with respect to G s : 1) as the connected component of the identity; 2) as the fiber π −1 (1). The first way allows us to study the fiber bundles
(for any a ∈ G + ). Thus we can lift any differentiable curve γ in G + by means of the differential equationΓ =
The second way gives us some geometric information on G 1, d(a, b) is exactly the length of
; the last equality is proved in the next lines (see [19] , Proposition 2 for a discussion of the last formula).
Now we can determine the geodesics in the fibers
is a geodesic entirely contained in G s which satisfies
In order to calculate the integral, let us abbreviate
ν t = log ν . (We have repeatedly used the fact that G acts isometrically on G + .) This shows that
Let us discuss more carefully some properties of G + . Let a ∈ G + and consider the exponential map exp a :
It is easy to see that exp a is a diffeomorphism whose inverse log a is given by
These maps lead us to compare the distances in (T G + ) a with the distances in
(This is a property that G + shares with Riemannian manifolds of non-positive curvature.) Observe that (2.2) shows that exp a increases lengths of curves. An interesting fact proved in [18] is that the inequality above is equivalent to the operator inequality
(valid for all selfadjoint operators X, Y on a Hilbert space), which has been proven by I. Segal in [46] using the fact that, for positive operators, taking the positive square root is a monotone operation: 0 ≤ A ≤ B implies A 1/2 ≤ B 1/2 . Segal's proof holds for not necessarily bounded operators but in our context bounded operators suffice.
There is a beautiful theory which studies the so-called Pick functions: these are real functions f : [a, b] → R which admit an analytic continuation f to the upper semiplane C + such that f (C + ) ⊂ C + . K. Löwner [38] (see also [24] for a modern treatment of the subject) found an integral representation of them and proved that they are exactly those functions which are operator-monotone, i.e. f (A) ≤ f (B), for any selfadjoint bounded operators A ≤ B on a Hilbert space. In particular, f (t) = t s (0 ≤ s ≤ 1) is operator-monotone. It turns out that this fact implies the following property that G + shares, again, with Riemannian manifolds of non-positive curvature:
+ (see [19] ). In fact, the inequality can be written as
which can be proved using the inequality x s y s ≤ xy s , valid for all s ∈ [0, 1] and x, y ∈ G + (see [30] for a proof that the last inequality is equivalent to Löwner's result that 0 ≤ x ≤ y implies x s ≤ y s ; the reader is also referred to [29] and [26] for more information on this type of inequalities).
We now show that Segal's inequality can be deduced from the inequality
(which is (2.3) for a = 1). Abbreviating X = log x, Y = log y we get
and
, which is an equivalent form of Segal's inequality. Finally, we mention without proof another "non-positive curvature" property of G + : given two geodesics γ and δ on G + , the function t → d(γ(t), δ(t)) is convex [20] (see also [47] and [48] ).
3. On the curvature tensor. Recall that, for a ∈ G + and X, Y, Z ∈ (T G + ) a , the curvature tensor is given by
We can easily determine the spectrum σ(R(X, Y )) in the algebra L(A). In fact, by a known result of Lumer and Rosenblum [39] ,
Consider a faithful representation of A on the Hilbert space H and consider on H the scalar product , a defined by
(Observe that the spectrum depends neither on the representation nor on the scalar product on H.) Finally, we get
where L Z (resp. R Z ) denotes left (resp. right) multiplication by Z. [22] ) and, analogously,
In general, we obtain:
4. Operator means. An operator mean is a binary operation m defined on G + (or, more generally, on the closure of G + ) which satisfies
The first non-trivial examples of these operations were, historically, the parallel sum m(a, b) = 2(a −1 + b −1 ) −1 (see [1] ) and the geometric mean m(a, b) = a 1/2 (a −1/2 ba −1/2 ) t a 1/2 (see [45] ). By a result of Ando and Kubo [36] , there is a bijective correspondence between operator means and operator-monotone functions f :
Thus, the geodesic γ of G + joining a to b can be thought of as a parametrization between the left trivial mean m l (a, b) = a and the right trivial mean m r (a, b) = b, the middle point corresponding to the geometrical mean of Pusz and Woronowicz. The velocity vectoṙ
coincides with the so-called relative entropy s(a, b) [28] . Observe that s(a, b) = exp
5. The geometry of the projections. Let Q be the set of all idempotent elements of A. Q has a rich topological and geometrical structure which has been studied in [53] , [25] , [50] , [41] , [13] , [14] , [52] (see also [34] for a semigroup approach). We shall identify Q with the set {ε ∈ A : ε 2 = 1}
by means of the affine transformation x → 2x − 1. With this identification in mind one can easily prove that Q is an analytic submanifold of A and that (T Q) ε = {X ∈ A : Xε + εX = 0}.
We can consider the polar decompositions of ε ∈ Q: ε = λ 2 , ε = µ 2 , where λ, µ are positive and is unitary (recall that the unitary part is the same for both decompositions). It is easy to see that ∈ P = {x ∈ G : x * = x = x −1 } and that λ = λ −1 . Thus, as in the case of G s , we get a map π : Q → P whose fibers can be studied from a geometric viewpoint with rather complete results. In fact, define a Finsler structure on Q as follows: if ε ∈ Q and X ∈ (T Q) ε , we decompose ε = λ 2 and define
It turns out that the fibers Q = π −1 ( ) are geodesically complete: if ε 0 and ε 1 belong to Q , they have polar decompositions of the form ε 0 = λ 0 , ε 1 = λ 1 with λ 0 , λ 1 ∈ G + , and λ 0 = λ 
t λ 0 is a geodesic lying in Q and joining ε 0 and ε 1 . For ε, ε ∈ Q the geodesic from ε to ε is the shortest curve in Q joining them and it lies entirely in Q (see [14] ; see also (5.4) for a remark leading to a simplification of the proof). As in the case of the selfadjoint invertible elements, the last result depends on a certain operator inequality. In fact, we need to prove that (T π) ε : (T Q) ε → (T P ) decreases norms:
The original proof of (5.1) was quite complicated (see [15] ) but A. Maestripieri [40] showed that (5.1) follows easily from (1.4). By a straightforward computation, inequality (5.1) can be transformed into
for every T and a certain selfadjoint operator S. Using Pedersen's proof of (1.5), D. Stojanoff showed that (5.2) holds for every T and every selfadjoint invertible S; moreover, he proved that (5.2) is equivalent to (1.4).
Proposition 5.3. Let S and T be bounded operators on a Hilbert space H and suppose that S is invertible. Then
; combining this with (1.5) we get the result. R e m a r k 5.4. As in the case of G s , we can prove that
where ε 0 = λ 0 and ε 1 = λ 1 . The metric results on G + produce, as before, analogous results on the fiber Q ; in particular, the geodesic
is the shortest curve joining ε 0 and ε 1 .
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G. CORACH 6. Quadratic interpolation and geometry. (This section follows closely the paper [2] .) Let H be a Hilbert space with scalar product , . For every positive invertible operator a on H the scalar product , a defined by
is equivalent to , ; moreover, by the Riesz representation theorem, every equivalent scalar product is one of these , a .
Together with the scalar product , a we consider the norm a on H given by ξ a = ξ, ξ 1/2 a (ξ ∈ H); the corresponding norm on L(N a ) is given by
(Observe that this norm is different from that defining the Finsler structure in Section 1, where X a is the norm of the sesquilinear form on H a defined by X.)
We can consider the Banach-Mazur distance between two quadratic norms a , b on H:
Surprisingly, this number is closely related to the geodesic distance d(a, b).
analogously log sup ξ =0 ξ b / ξ a = log b 1/2 a −1/2 . On the other hand, log c = max{log c , log c
Given norms
a and b , every interpolation method provides a curve of norms γ(t) (0 ≤ t ≤ 1) with some continuity properties and such that γ(0) = a and γ(1) = b. It turns out that the so-called real and complex methods both produce the same curve of norms γ (t) , where γ is exactly the geodesic from a to b,
There is a nice proof by Semmes ( [47] , [48] , [12] ) of the convexity of the function f (t) = d( γ(t) , δ(t) ), which is essentially different from that of [20] . Unfortunately, Semmes' methods are only valid for finite-dimensional spaces: using the notion of superharmonicity and subharmonicity of norm-valued functions z → z , he shows that the distance d(| | z , z ) is subharmonic, which means, when z is restricted to the real line,
R e m a r k. The geodesics on the fibers G s can be thought of as an interpolation method of Krein structures (see [2] for details).
7. Other spaces. Although the main results described in this paper are concerned with the spaces G s and Q, there are several other spaces having a geometrical structure which have been extensively studied. Historically, the first systematic account of Banach-Lie groups of operators has been given by Pierre de la Harpe (see [33] , which also contains a complete bibliography up to 1972). Later on, the papers of Atkin developed a study of Finsler structures on classical groups [9] , [10] .
In [13] there is a geometric study of the space Q n of n-tuples (q 1 , . . . , q n ) of idempotents of A such that q i q j = δ ij q i and n i=0 q i = 1. This space can be identified with the set of solutions of the equation p(X) = 0, where p is a complex polynomial of degree n with only simple zeros. The space Q n can be seen in a number of ways. For instance, Martin [42] considers Q n as the space of representations of Z n in A; he studies the geometry of the space of representations of a compact group on a C * -algebra A; on the other hand, Andruchow, Recht and Stojanoff [5] study the space of spectral measures of a Boolean algebra on A. Under their viewpoint, Q n can be seen as the set of spectral measures of the Boolean algebra generated by n atoms with values in A. Other papers by Andruchow and Stojanoff (see [6] [7] [8] ) study the geometry of orbits of operators under the action of the whole group G or under the action of the unitary group U (see also Lorentz' paper [37] ). The study of the geometry of the space of relatively regular operators has been initiated by B. Gramsch [31] and continued in [21] . Finally, we mention the work of A. Maestripieri [40] , who extended the results of [14] and [16] in the following sense: instead of considering the spaces {ε : ε 2 = 1} and {a ∈ G : a * = a} she studies the spaces {ε : ε 2 = σ} and {a ∈ G : a * a −1 = σ}, where σ is an arbitrary element of G. The results in this context are similar to those obtained in [14] and [16] for the case σ = 1. The study of metric results for the spaces mentioned in this section remains an open problem: apparently, the main point seems to be to find the right Finsler structure.
