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ON TENSOR SPACES FOR ROOK MONOID ALGEBRAS
ZHANKUI XIAO
Abstract. Let m,n ∈ N, and V be a m-dimensional vector space over a field
F of characteristic 0. Let U = F ⊕ V and Rn be the rook monoid. In this
paper, we construct a certain quasi-idempotent in the annihilator of U⊗n in
FRn, which comes from some one-dimensional two-sided ideal of rook monoid
algebra. We show that the two-sided ideal generated by this element is indeed
the whole annihilator of U⊗n in FRn.
1. Introduction
Let m,n ∈ N and V be a m-dimensional vector space over a field F of character-
istic 0. Let U = F ⊕ V and GL(V ) be the general linear group over V . We further
consider F as the trivial GL(V )-module. This allows us to consider U and hence
U⊗n as a GL(V )-module. Let Rn be the rook monoid, see Section 2 for precise
definition. By [13], there is a left action of Rn on U
⊗n which commutes with the
left action of GL(V ). Let ϕ, ψ be the natural algebra homomorphisms:
ϕ : FRn → EndGL(V )
(
U⊗n
)
,
ψ : FGL(V )→ EndFRn
(
U⊗n
)
,
respectively. The following results are proved by Solomon [13, Theorem 5.10 and
Corollary 5.18].
Theorem 1.1. 1) Both ϕ and ψ are surjective;
2) if m ≥ n, then ϕ is an isomorphism.
The above theorem is an analogue, for Rn and GL(V ), of the Schur-Weyl duality
for symmetric groupSn and general linear group GL(V ). Whenm < n, the algebra
homomorphism ϕ is in general not injective. Therefore it is natural to ask how to
describe the kernel of the homomorphism ϕ, i.e., the annihilator of U⊗n in the
algebra FRn. This question is closely related to the invariant theory, see [2, 15].
Let G be an algebraic subgroup of GL(V ) and M be a G-module. One for-
mulation of the invariant theory for G is to describe the endomorphism algebra
EndG(M
⊗n). It should be remarked that, in the classical invariant theory, G-
module M is usually set as the natural representation V . The first fundamental
theorem of invariant theory provides generators of EndG(M
⊗n) and the second
fundamental theorem of invariant theory describes all the relations among the gen-
erators. From this point of view, the above Theorem 1.1 can be seen as the first
fundamental theorem of invariant theory for general linear group GL(V ) about the
module U . Therefore, it is desirable to give out the second fundamental theorem,
2010 Mathematics Subject Classification. Primary 20G05, 20M30; Secondary 05E10.
Key words and phrases. Rook monoid, Tensor space, General linear group, Symmetric group.
The work of the author is supported by the National Natural Science Foundation of China
(Grant No. 11301195) and a research foundation of Huaqiao University (Project 2014KJTD14).
1
2 ZHANKUI XIAO
i.e., a characterization of the annihilator ideal of U⊗n in rook monoid algebra FRn
by its standard generators.
The purpose of this article is to answer the above question. Recently Hu and the
author [6] proved the second fundamental theorem for symplectic group and Lehrer-
Zhang in [8] gave out the second fundamental theorem for orthogonal group, where
they deeply used the different versions of invariant theory. In both symplectic and
orthogonal cases, the annihilator of n-tensor space in the specialized Brauer algebra
is generated by an explicitly described quasi-idempotent. Motivated by the articles
[6, 8], we construct a certain quasi-idempotent Ym+1 (see Section 4) in Kerϕ and
prove that
Theorem 1.2. With notations as above, if m < n, we have
AnnFRn
(
U⊗n
)
= 〈Ym+1〉.
We would like to point out that an analogue of Theorem 1.1 for orthogonal
group and rook Brauer algebra (also called partial Brauer algebra) was obtained by
Halverson-delMas [5] and Martin-Mazorchuk [9] independently. We conjecture that
there exists an analogue of Theorem 1.2 for rook Brauer algebra and will consider
this question in a future separate article.
The content of this article is organized as follows. In Section 2 we recall some
basic knowledge about the structure and representation theory of rook monoids as
well as some combinatorics which are needed later. In Section 3 we construct the
one-dimensional two-sided ideals in the rook monoid algebra FRn. Furthermore,
we can get the block decomposition of FRn by the theory of Specht modules. In
Section 4 we prove our main result Theorem 1.2 and the proof will be proceed in
three steps.
2. Preliminaries
2.1. Rook monoid. LetRn be the set of all n×nmatrices that contain at most one
entry equal to 1 in each row and column and zeros elsewhere. With the operation
of matrix multiplication, Rn has the structure of a monoid. The monoid Rn is
known both as the rook monoid and the symmetric inverse semigroup [12]. The
number of rank r matrices in Rn is
(
n
r
)2
r! and hence the rook monoid has a total
of
∑n
r=0
(
n
r
)2
r! elements.
A presentation of the rook monoid Rn is given in [7] which is more helpful for us
(see also [5, Section 2]). The rook monoidRn is generated by s1, · · · , sn−1, p1, · · · , pn
subject to the following relations:
s2i = 1, 1 6 i 6 n− 1,
sisj = sjsi, |i− j| > 1,
sisi+1si = si+1sisi+1, 1 6 i 6 n− 2,
p2i = pi, 1 6 i 6 n,
pipj = pjpi, i 6= j,
sipi = pi+1si, 1 6 i 6 n− 1,
sipj = pjsi, |i− j| > 1,
pisipi = pipi+1, 1 6 i 6 n− 1.
It is clear that the symmetric group Sn ⊆ Rn.
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Now we recall another presentation of Rn by rook n-diagram (see [5, 7]). A rook
n-diagram is a graph consisting of two rows each with n vertices such that each
vertex in the top row is connected to at most one vertex in the bottom row. We
denote Rdn the set of all rook n-diagram. For each rook n-diagram D, we shall
label the vertices in the top row of D by 1, 2, . . . , n from left to right, and label
the vertices in the bottom row of D by 1−, 2−, . . . , n− also from left to right. For
example, let D be the following rook diagram
1 2 3 4 5 6 7 8
1
−
2− 3
−
4
− 5− 6− 7 8
−
−
Then D ∈ Rd8. For a rook n-diagram, the vertices which are not incident to
an edge are called isolated vertices. The multiplication of two rook n-diagram is
defined using natural concatenation of diagrams. Precisely, we compose two rook
n-diagrams D1, D2 by identifying the bottom row of vertices in D1 with the top
row of vertices in D2. The result is also a rook n-diagram and defined as the
multiplication D1 ·D2.
There is a connection between the above two presentations of rook monoids. For
each integer 1 6 i < n, the standard generator si corresponds to the rook n-diagram
with edges connecting the vertices i (resp. i+1) on the top row with (i+1)− (resp.
i−) on the bottom row, and all other edges being vertical, connecting the vertices
k and k− for all k 6= i, i + 1. For each integer 1 6 j 6 n, the standard generator
pj corresponds to the rook n-diagram with isolated vertices j and j
−, and vertical
edges {k, k−} for all k 6= j. For an integer r with 0 6 r 6 n, we define
Dr := {d ∈ Sn | (1)d < (2)d < · · · < (r)d, (r + 1)d < · · · < (n)d}.
Note that D0 = {1} and Dr is the set of distinguished right coset representatives
of S(r,n−r) in Sn. It is helpful to point out that we consider the elements of
symmetric group as right permutations. From this point of view, the composition of
permutations coincides with the multiplication of rook diagrams. Let F be a field of
characteristic 0. The following proposition follows directly from the diagrammatic
multiplication of rook monoid algebras.
Proposition 2.1. For each D ∈ Rdn there exists a unique quadruple (d1, d2, r, σ)
with 0 6 r 6 n, d1, d2 ∈ Dr, σ ∈ S{r+1,r+2,...,n} and such that D = d
−1
1 p1p2 · · · prσd2.
In particular, the elements in the following set
{d−11 p1p2 · · · prσd2 | 0 6 r 6 n, d1, d2 ∈ Dr, σ ∈ S{r+1,r+2,...,n}}
form a basis of the rook monoid algebra FRn and it coincides with the natural basis
given by rook n-diagram.
Note that in the above proposition, the element d−11 p1p2 · · · prσd2 corresponds
to the rook n-diagram with the isolated vertices (1)d1, (2)d1, . . . , (r)d1 in the top
row, the isolated vertices ((1)d2)
−, ((2)d2)
−, . . . , ((r)d2)
− in the bottom row, and
edges connecting (j)d1 with ((j)σd2)
− for j = r + 1, r + 2, . . . , n.
As is predicated in the introduction, there is a left action of FRn on the n-
tensor space U⊗n which commutes with the left action of GL(V ). We now recall
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the definition of this action. Let δi,j denote the value of the usual Kronecker delta.
We fix a basis {v1, v2, . . . , vm} of V and a basis {v0} of F such that
U⊗n = F − Span{vi1 ⊗ vi2 ⊗ · · · ⊗ vin | ij = 0, 1, . . . ,m}.
The left action of FRn on U
⊗n is defined on generators by (see [13])
sj(vi1 ⊗ · · · ⊗ vin) := vi1 ⊗ · · · ⊗ vij−1 ⊗ vij+1 ⊗ vij ⊗ vij+2 ⊗ · · · ⊗ vin ,
pj(vi1 ⊗ · · · ⊗ vin) := δij ,0vi1 ⊗ · · · ⊗ vij−1 ⊗ v0 ⊗ vij+1 ⊗ · · · ⊗ vin .
2.2. Specht module. Munn demonstrated the representations of rook monoids
stemmed from his work on the general theory of representations of finite semigroups
[10, 11]. He computed the irreducible characters of Rn using irreducible characters
of symmetric group Sr (1 6 r 6 n) and showed that the rook monoid algebra FRn
is semisimple. Motivated by Munn’s work and the theory of Specht modules of
symmetric groups, Grood [4] studied the theory of Specht modules of FRn which we
recall here. It should be pointed out that although Grood worked on the complex
field C, it is clear that all the results in [4] also hold for an arbitrary field F of
characteristic 0.
A partition of r is a sequence of nonnegative integers λ = (λ1, λ2, · · · ) with
λ1 > λ2 > · · · and
∑
i>1 λi = r. In this case, we write λ ⊢ r and |λ| = r. The
length of λ, denoted ℓ(λ), is the maximum subscript j such that λj > 0. The Young
diagram of λ is defined to be the set
[λ] := {(i, j) | 1 6 j 6 λi}.
A λ-tableau is a bijection t : [λ]→ {1, 2, . . . , r}.
Definition 2.2. Let λ ⊢ r with 0 6 r 6 n. An n-tableau of shape λ, also called a
λnr -tableau, is a bijection t : [λ] → S, where S is a subset of r distinct elements of
the set {1, 2, . . . , n}.
Let t be a λnr -tableau. We write tij = t(i, j), the entry contained in the box of
the i-th row and j-th column of t by Grood’s notations. The content of t, denoted
cont(t), is the image of t. For a given λnr -tableau t, let Ri (resp. Cj) be the set of
entries in the i-th row (resp. the j-th column) of t. Two λnr -tableaux t and s are
called row-equivalent if the corresponding rows of the two tableaux contain the same
entries. In other words, the set Ri of t coincides with that of s for 1 6 i 6 ℓ(λ). In
this case, we write t ∼ s.
Definition 2.3. An n-tabloid {t} of shape λ, also called a λnr -tabloid {t}, is the
set of all λnr -tableaux that are row-equivalent to t; i.e.,
{t} = {s | s ∼ t}.
Let λ ⊢ r with 0 6 r 6 n, Nλ the F -vector space generated by all λnr -tableau.
We can define an action of Rn on N
λ by first determining how Rn acts on the
basis of λnr -tableau and then linearly extending this action to the whole space. If t
is a λnr -tableau, for each π ∈ Rn we define πt to be the zero vector if there exists
tij ∈ cont(t) such that π(tij) = 0; otherwise, we say that (πt)ij = π(tij). Let us
rephrase this action by the language of rook n-diagram. Let D = d−11 p1p2 · · · psσd2
be a rook n-diagram as that in Proposition 2.1. Then Dt = 0 if there exists
an integer i with 1 6 i 6 s such that (i)d2 ∈ cont(t). Otherwise (in this case
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cont(t) ⊆ {(s+1)d2, · · · , (n)d2}), Dmaps the entry which equal to (j)d2 to (j)σ−1d1
for some s+ 1 6 j 6 n.
Let Mλ be the F -vector space generated by all λnr -tabloids. If two λ
n
r -tableaux
s, t satisfies s ∼ t, then πs ∼ πt for all π ∈ Rn. Therefore we have an induced action
of Rn on M
λ given by
π{t} =
{
0 if πt = 0,
{πt} otherwise.
For a λnr -tableau t, let Ct := SC1×SC2×· · ·×SCl be the column stabiliser subgroup
of t in symmetric group Sn, where l = λ1. Note that Ct does not consist of all
the elements in Rn that fix the columns of t. For each λ
n
r -tableau t we define the
following element in Mλ:
et :=
∑
σ∈Ct
sgn(σ)σ{t},
where sgn(σ) stands for the sign of the permutation σ. The element et is called the
n-polytabloid associated with t.
Lemma 2.4. ([4, Proposition 3.3]) Suppose π ∈ Rn, t is a λnr -tableau. If πt = 0,
then πet = 0. Otherwise, πet = eπ̂t.
We refer the reader to [4] for the definition of π̂ which will not be used in our
paper. For each partition λ ⊢ r with 0 6 r 6 n, let us define
Rλ := F − Span{et | t is a λ
n
r -tableau}.
It is clear that the subspace Sλ of Rλ generated by those n-polytabloids et with
cont(t) = {1, 2, . . . , r} is exactly the so-called Specht module for symmetric group
Sr. Therefore Grood called R
λ the Specht module for rook monoid algebra FRn.
We conclude the main results of [4] as follows
Theorem 2.5. With notations as above, {Rλ | λ ⊢ r, 0 6 r 6 n} forms a complete
set of pairwise non-isomorphic irreducible FRn-modules.
3. Blocks of rook monoid algebra
In this section, we will decompose the rook monoid algebra FRn as the direct sum
of blocks, the indecomposible two-sided ideals, by constructing elements in FRn
analogous to the Young symmetrizers or anti-symmetrizers of symmetric groups.
Lemma 3.1. Let ρ1, ρ2, ρ3 be the three one-dimensional representations of FRn
which are defined on generators by
ρ1(si) = 1, ρ1(pj) = 0;
ρ2(si) = −1, ρ2(pj) = 0;
ρ3(si) = 1, ρ3(pj) = 1,
where 1 6 i 6 n− 1 and 1 6 j 6 n. For n > 2, then up to isomorphism, ρ1, ρ2, ρ3
are the only three non-isomorphic one-dimensional representations of FRn.
Proof. Using the generators and relations for FRn, one checks easily that ρ1, ρ2, ρ3
are three one-dimensional representations of FRn.
Suppose that Fv affords a one-dimensional representation ρ of FRn. Since s
2
1 = 1
and p21 = p1, there are only three possibilities:
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Case 1. p1v = 0 and s1v = v. Using the relations sisi+1si = si+1sisi+1 and
sipi = pi+1si, we deduce that siv = v and pjv = 0 for all 1 6 i 6 n − 1 and
1 6 j 6 n. Hence ρ = ρ1 in this case.
Case 2. p1v = 0 and s1v = −v. Using the relations sisi+1si = si+1sisi+1 and
sipi = pi+1si, we deduce that siv = −v and pjv = 0 for all 1 6 i 6 n − 1 and
1 6 j 6 n. Hence ρ = ρ2 in this case.
Case 3. p1v = v. Using the relation sipi = pi+1si we get that pjv = v for all
1 6 j 6 n. Then using the relation pisipi = pipi+1, we deduce that siv = v for
all 1 6 i 6 n − 1. Hence ρ = ρ3 in this case. This completes the proof of the
lemma. 
It is clear that the two-sided ideal 〈p1p2 · · · pn〉 generalized by p1p2 · · · pn cor-
responds to the one-dimensional representation ρ3. Since FRn is semisimple with
base field F of characteristic 0 [11], there are two one-dimensional two-sided ideals
corresponding to the two non-isomorphic one-dimensional representations ρ1, ρ2.
Our first task is to construct these two one-dimensional two-sided ideals in an ex-
plicit way. Let w ∈ Sn. We denote ℓ(w) the length function of w, i.e., the length
of any reduced expression of w.
Definition 3.2. Let D ∈ Rdn and (d1, d2, r, σ) the unique quadruple with 0 6 r 6
n, d1, d2 ∈ Dr, σ ∈ S{r+1,r+2,...,n} and such that D = d
−1
1 p1p2 · · · prσd2. We define
ℓ(D) := ℓ(d1) + ℓ(σ) + ℓ(d2) and sgn(D) := (−1)r+ℓ(D).
When r = 0, the definition ℓ(D) coincides with the length function on Sn. For
any D1, D2 ∈ Rdn, note that in general
sgn(D1D2) 6= sgn(D1) sgn(D2).
For each integer 0 6 r 6 n, we use Rdn[r] to denote the set of rook n-diagrams
which have exactly r isolated vertices in each row. Let R
(r)
n be the two-sided ideal
of FRn generated by p1p2 · · · pr. Then there is a filtration
FRn = R
(0)
n ⊃ R
(1)
n ⊃ R
(2)
n ⊃ · · · ⊃ R
(n)
n ⊃ 0
of two-sided ideals of FRn. We have from the multiplication of rook n-diagrams
that the ideal R
(r)
n has a basis Rdn[r] ∪ Rdn[r + 1] ∪ · · · ∪ Rdn[n]. For i = 1, 2, let
Xi ∈ FRn be an element such that the two-sided ideal 〈Xi〉 of FRn generated by
Xi corresponds to the one-dimensional representation ρi.
Lemma 3.3. The elements X1, X2 can be taken of the following form:
X1 =
∑
σ∈Sn
σ +
n∑
r=1
∑
D∈Rdn[r]
CDD,
X2 =
∑
σ∈Sn
sgn(σ)σ +
n∑
r=1
∑
D∈Rdn[r]
C′D sgn(D)D,
where CD, C
′
D ∈ F .
Proof. It is clear that there is an algebra epimorphism
θ : FRn ։ FRn/R
(1)
n
∼= FSn.
Since the algebras FRn and FSn are both semisimple, it follows from Lemma
3.1 that the image of the two one-dimensional two-sided ideals corresponding to
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representations ρ1, ρ2 under θ must be the only two non-isomorphic one-dimensional
two-sided ideals of FSn. The lemma now follows from the well-known results about
Young symmetrizers or anti-symmetrizers of symmetric groups. 
For an arbitrary element a ∈ FRn, we say that the rook n-diagram D is involved
in a, if D appears with nonzero coefficient when writing a as a linear combination
of the basis of rook n-diagrams. The following lemma is well-known for symmetric
groups.
Lemma 3.4. Let r be an integer with 0 6 r 6 n. There exists a unique element
w0 ∈ Dr of maximal length r(n− r). If si1si2 · · · sir(n−r) is a reduced expression of
w0, then for any integer 0 6 j 6 r(n − r), there is si1si2 · · · sij ∈ Dr. Conversely,
for any d ∈ Dr, there exists a reduced expression si1si2 · · · sir(n−r) of w0 such that
d = si1si2 · · · sij for some 0 6 j 6 r(n− r).
Lemma 3.5. For each integer 1 6 r 6 n, and any D1, D2 ∈ Rdn[r], we have
CD1 = CD2 and C
′
D1
= C′D2 .
Proof. We only prove CD1 = CD2 and the other assertion C
′
D1
= C′D2 can be proved
similarly. If D1 = d
−1
1 p1p2 · · · prσd2 and D2 = d
−1
3 p1p2 · · · prσd2 with d1, d2, d3 ∈
Dr and σ ∈ S{r+1,r+2,...,n}, we claim that
CD1 = CD2 .
In fact, by Lemma 3.4 it suffices to prove that
Cd−11 p1p2···prσd2
= Csid−11 p1p2···prσd2
,
whenever d1si ∈ Dr with ℓ(d1si) = ℓ(d1) + 1. Let us compare the coefficients
of D1 = d
−1
1 p1p2 · · · prσd2 in both sides of the equality siX1 = X1. Since si
is invertible in the rook monoid Rn, we have by the concatenation rule of rook
diagrams that siRdn[f ] = Rdn[f ] for each integer 1 6 f 6 n. Hence it is clear that
our claim holds.
Let ∗ be the algebra anti-automorphism of FRn which is defined on generators
by s∗i = si, p
∗
j = pj for each 1 6 i 6 n − 1 and 1 6 j 6 n (see [1] for example).
Using Lemma 3.3, we see that X∗1 = X1 and X
∗
2 = X2. Now combining the fact
X∗1 = X1 and the above claim, we have
Cd−11 p1p2···prσd2
= Cp1p2···prσd2 = Cp1p2···prσ
for all d1, d2 ∈ Dr and σ ∈ S{r+1,r+2,...,n}. Therefore, to prove the lemma, it
suffices to show that
Cp1p2···prσ1 = Cp1p2···prσ2
for all σ1, σ2 ∈ S{r+1,r+2,...,n}. Equivalently, it is enough to show that Cp1p2···prsiσ =
Cp1p2···prσ for any σ ∈ S{r+1,r+2,...,n} and r+1 6 i 6 n satisfying ℓ(siσ) = ℓ(σ)+1.
Let us compare the coefficients of p1p2 · · · prσ in both sides of the equality siX1 =
X1. Since si is invertible in the rook monoid Rn, we have siRdn[f ] = Rdn[f ] for
each integer 1 6 f 6 n and hence Cp1p2···prsiσ = Cp1p2···prσ. This completes the
proof of the lemma. 
The following proposition is the first main result in this section, which reveals a
similarity between the elements X1, X2 with the symmetrizer and anti-symmetrizer
in the symmetric group case.
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Proposition 3.6. The elements X1, X2 can be taken of the following form:
X1 =
∑
σ∈Sn
σ +
n∑
r=1
(−1)rr!
∑
D∈Rdn[r]
D,
X2 =
∑
σ∈Sn
sgn(σ)σ +
∑
D∈Rdn[1]
sgn(D)D.
We divide the proof of Proposition 3.6 into two lemmas for comfortable reading.
Lemma 3.7. The element X1 can be taken of the following form:
X1 =
∑
σ∈Sn
σ +
n∑
r=1
(−1)rr!
∑
D∈Rdn[r]
D.
Proof. By Lemma 3.5, we can take X1 of the following form:
X1 =
∑
σ∈Sn
σ +
n∑
r=1
cr
∑
D∈Rdn[r]
D,
where cr ∈ F for each 1 6 r 6 n. It remains to compute these cr explicitly.
We first compute c1. The strategy we shall use is to compare the coefficients of
p1 in both sides of the equality
0 = p1X1 =
∑
σ∈Sn
p1σ +
n∑
r=1
cr
∑
D∈Rdn[r]
p1D. (3.1)
Note that by the concatenation rule of rook diagrams p1D ∈ Rdn for all D ∈ Rdn
and p1 is involved in p1D only if D ∈ Rdn[0] ∪ Rdn[1]. If D ∈ Rdn[0], then it is
easy to see that p1 is involved in p1D (p1 = p1D in this case) if and only if D = 1,
the identity element of rook monoid Rn. If D ∈ Rdn[1], then p1 is involved in p1D
(also p1 = p1D in this case) if and only if D = p1. Therefore, the coefficient of p1
in the right-hand side of the equality (3.1) is 1 + c1 which implies that c1 = −1.
In general, suppose that 2 6 r 6 n. The strategy we shall use to compute cr is to
compare the coefficients of p1p2 · · · pr in both sides of the equality (3.1). We claim
that p1p2 · · · pr is involved in p1D (in this case, p1D = p1p2 · · · pr since p1D ∈ Rdn)
only if D ∈ Rdn[r−1]∪Rdn[r]. In fact, by the concatenation rule of rook diagrams,
we know that p1D = p1p2 · · · pr only if D ∈ Rdn[0]∪Rdn[1]∪· · ·∪Rdn[r]. However,
if D ∈ Rdn[0] ∪ · · · ∪ Rdn[r − 2], then p1D have at most r − 1 isolated vertices in
each row and this proves our claim.
If D ∈ Rdn[r − 1], then (using the concatenation rule of rook diagrams) it is
clear that p1p2 · · · pr is involved in p1D, i.e., p1D = p1p2 · · · pr, if and only if there
exists an integer 1 6 i 6 r such that
(1) {1, i−} is an edge of D; and
(2) {j, j−} is an edge of D for all r + 1 6 j 6 n; and
(3) all other vertices of D are isolated vertices.
In this case, the number of such rook n-diagram D is r.
If D ∈ Rdn[r], it is easy to see that p1p2 · · · pr is involved in p1D, i.e., p1D =
p1p2 · · · pr, if and only if D = p1p2 · · · pr.
Therefore, the coefficient of p1p2 · · · pr in the right-hand side of the equality (3.1)
is rcr−1 + cr, which implies that cr = (−1)rcr−1 = (−1)rr! by a simple induction
argument. 
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Lemma 3.8. The element X2 can be taken of the following form:
X2 =
∑
σ∈Sn
sgn(σ)σ +
∑
D∈Rdn[1]
sgn(D)D.
Proof. Our proof is similar with that given in the above lemma, but we add it here
for completeness. By Lemma 3.5, we can take X2 of the following form:
X2 =
∑
σ∈Sn
sgn(σ)σ +
n∑
r=1
c′r
∑
D∈Rdn[r]
sgn(D)D.
where c′r ∈ F for each 1 6 r 6 n. It remains to compute these c
′
r explicitly.
We first compute c′1. The strategy we shall use is to compare the coefficients of
p1 in both sides of the equality
0 = p1X2 =
∑
σ∈Sn
sgn(σ)p1σ +
n∑
r=1
c′r
∑
D∈Rdn[r]
sgn(D)p1D. (3.2)
Note that by the concatenation rule of rook diagrams p1D ∈ Rdn for all D ∈ Rdn
and p1 is involved in p1D only if D ∈ Rdn[0] ∪ Rdn[1]. If D ∈ Rdn[0], then it is
easy to see that p1 is involved in p1D (p1 = p1D in this case) if and only if D = 1,
the identity element of rook monoid Rn. If D ∈ Rdn[1], then p1 is involved in p1D
(also p1 = p1D in this case) if and only if D = p1. Therefore, the coefficient of p1
in the right-hand side of the equality (3.2) is 1+ (−1)c′1, since sgn(p1) = −1, which
implies that c′1 = 1.
In general, suppose that 2 6 r 6 n. The strategy we shall use to compute c′r
is to compare the coefficients of p1p2 · · · pr in both sides of the equality (3.2). We
have known that p1p2 · · · pr is involved in p1D only if D ∈ Rdn[r − 1] ∪ Rdn[r].
If D ∈ Rdn[r − 1], then (using the concatenation rule of rook diagrams) it is
clear that p1p2 · · · pr is involved in p1D, i.e., p1D = p1p2 · · · pr, if and only if there
exists an integer 1 6 i 6 r such that
(1) {1, i−} is an edge of D; and
(2) {j, j−} is an edge of D for all r + 1 6 j 6 n; and
(3) all other vertices of D are isolated vertices.
Let D be such a rook diagram. Then ℓ(D) = (r − 1) + (r − i) and hence sgn(D) =
(−1)r−i. At the same time, the number of such rook n-diagram is r.
If D ∈ Rdn[r], it is easy to see that p1p2 · · · pr is involved in p1D, i.e., p1D =
p1p2 · · · pr, if and only if D = p1p2 · · · pr. In this case, sgn(D) = (−1)r.
Therefore, the coefficient of p1p2 · · · pr in the right-hand side of the equality (3.2)
is
c′r−1
r∑
i=1
(−1)r−i + c′r(−1)
r,
which implies that c′2 = · · · = c
′
n = 0 by a simple induction argument. 
Proof of Proposition 3.6. This follows immediately from Lemma 3.7 and Lemma
3.8. 
For convenience, we call X1, X2 the symmetrizer and anti-symmetrizer respec-
tively of rook monoid Rn. Now we turn to study the decomposition of the rook
monoid algebra FRn. Let S be a subset of {1, 2, . . . , n}. We define
RdS := {D ∈ Rdn | {j, j
−} is an edge of D for j 6∈ S}.
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It is easy to verify that the set RdS forms a submonoid of Rn and we denote
this submonoid as RS , which is isomorphic to rook monoid R|S|, where |S| means
the coordinate of S. Especially, we consider Ri as the submonoid R{1,2,...,i} with
1 6 i 6 n. Furthermore, we write XS (resp. YS) the symmetrizer (resp. anti-
symmetrizer) of the rook monoid RS . If sij is the simple transposition which
interchanges i and j with i, j ∈ S, then sijXS = XSsij = XS , sijYS = YSsij = −YS
by definition. If i ∈ S, then piXS = XSpi = 0, piYS = YSpi = 0 by definition.
Let λ ⊢ r be a partition with 0 6 r 6 n. For a given λnr -tableau t, recall that Ri
(resp. Cj) is the set of entries in the i-th row (resp. the j-th column) of t.
Definition 3.9. Let λ ⊢ r with 0 6 r 6 n and t a λnr -tableau. Define
e(t) := YC1YC2 · · ·YCλ1XR1XR2 · · ·XRℓ(λ)
∏
i6∈cont(t)
pi.
It is helpful to point out that e(t) 6= 0. In fact, let φ : FRn ։ FRn/R
(n−r+1)
n be
the canonical epimorphism. Then the image φ(e(t)) 6= 0 by the representation the-
ory of symmetric group (see [14, §14.7]). Note that when r = 0, e(∅) = p1p2 · · · pn,
where ∅ denotes the empty partition. For a partition λ ⊢ r with 0 6 r 6 n, recall
that Rλ is the Specht module corresponding to λ (see the Section 2.2).
Lemma 3.10. Let λ ⊢ r be a partition with 0 6 r 6 n and t a λnr -tableau. For any
partition µ ⊢ f with 0 6 f 6 n, we have e(t)Rµ = 0 unless λ = µ.
Proof. Let a be an arbitrary nonzero element of Rµ. We denote T (µ) the set of all
µnf -tableau for convenience. Write a as a linear combination of n-polytabloids:
a =
∑
s∈T (µ)
ases,
where as ∈ F . We now compute e(t)a and there are three cases occurring.
Case 1. |µ| > |λ|. In this case, for an arbitrary µnf -tableau s, there exists
an integer i ∈ cont(s) but i 6∈ cont(t). Hence pis = 0 (see the paragraph below
Definition 2.3). It follows from the Definition 3.9 and Lemma 2.4 that e(t)es =
e(t)pies = 0 and hence e(t)a = 0.
Case 2. |µ| < |λ|. From the proof of Case 1, we have
e(t)a = e(t)
∑
s∈T (µ),cont(s)⊆cont(t)
ases.
Since |µ| < |λ|, for an arbitrary µnf -tableau s, there exists an integer j ∈ cont(t)
but j 6∈ cont(s). Hence pjs = s and thus pj{s} = {s} by the action of Rn on Mµ.
Note that each term in the linear combination of tabloids that form es contains the
exact same entries as s. Therefore,
pjes =
∑
σ∈Cs
sgn(σ)pj(σ{s}) =
∑
σ∈Cs
sgn(σ)pj{σs} = es.
On the other hand, the elements XR1 , XR2 , . . . , XRℓ(λ) pairwise commute with each
other. Since j ∈ cont(t), there is XR1XR2 · · ·XRℓ(λ)pj = 0. Hence for an arbitrary
µnf -tableau s, we have
e(t)es = e(t)(pjes) = YC1YC2 · · ·YCλ1 (XR1XR2 · · ·XRℓ(λ)pj)
∏
i6∈cont(t)
pies = 0.
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Then e(t)a = 0 when |µ| < |λ|.
Case 3. |µ| = |λ|. From the proof of Case 1, we have
e(t)a = e(t)
∑
s∈T (µ),cont(s)⊆cont(t)
ases
= e(t)
∑
s∈T (µ),cont(s)=cont(t)
ases.
Recall that Ct is the column stabiliser subgroup of t in symmetric group Sn. Let
Rt := SR1 ×SR2 × · · · ×SRℓ(λ) be the row stabiliser subgroup of t in symmetric
group Sn. At the same time, for any s ∈ T (µ) satisfying cont(s) = cont(t), we have
pjes = 0 for all j ∈ cont(t) by Lemma 2.4. Hence it follows from the definition of
e(t) that
e(t)a =
∑
q∈Ct
∑
p∈Rt
sgn(q)qp
∑
s∈T (µ),cont(s)=cont(t)
ases.
Now by the representation theory of symmetric group (see [14, §14.7]), we have
e(t)a = 0 unless λ = µ. This completes the proof of the lemma. 
Let λ ⊢ r be a partition with 0 6 r 6 n. Let tλ be the λnr -tableau in which the
numbers 1, 2, . . . , r appear in order along successive rows.
Definition 3.11. Let λ ⊢ r with 0 6 r 6 n. Define a two-sided ideal
I(λ) := FRne(t
λ)FRn.
We now at the position to give out the decomposition of rook monoid algebra
FRn as the direct sum of blocks.
Theorem 3.12. For each partition λ ⊢ r with 0 6 r 6 n, I(λ) is a minimal
two-sided ideal and the rook monoid algebra can be decomposed as
FRn =
n⊕
r=0
⊕
λ⊢r
I(λ).
Proof. Munn proved that the rook monoid algebra FRn is semisimple in [11, The-
orem 3.1]. By the well-known Wedderburn-Artin Theorem and Theorem 2.5, there
is
FRn =
n⊕
r=0
⊕
λ⊢r
Iλ ∼=
n⊕
r=0
⊕
λ⊢r
Mnλ(Dλ), (3.3)
where Iλ is a simple subalgebra which is isomorphic to the full matrix algebra
Mnλ(Dλ) of degree nλ and Dλ is a finite dimensional division algebra over F .
Furthermore, Mnλ(Dλ) corresponds to the irreducible Specht module R
λ, i.e., Rλ
is the unique (up to isomorphism) irreducible module of simple algebra Iλ. On the
other hand, East [1] proved that the rook monoid algebra FRn is a cellular algebra
in the sense of Graham and Lehrer [3]. By the general theory of cellular algebra [3,
Proposition 2.6 and Theorem 3.4], EndFRn(R
λ) ∼= F for all λ ⊢ r with 0 6 r 6 n,
i.e., each Specht module Rλ is absolutely irreducible. That means the field F is a
splitting field for FRn and hence Dλ = F .
Let λ ⊢ r be a partition with 0 6 r 6 n and t, s ∈ T (λ). We have from the
equation (3.3) that IλR
µ = 0 unless λ = µ and IλR
λ = Rλ. Note that the nonzero
ideal 〈e(t)〉 is a sum of certain ideals Iµ. Then it follows from Lemma 3.10 that the
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nonzero two-sided ideal 〈e(t)〉 = Iλ and hence 〈e(t)〉 = 〈e(s)〉 is minimal. Especially,
I(λ) = 〈e(tλ)〉 = Iλ and the theorem is proved. 
4. Proof of Theorem 1.2
In this section we shall give the main result of this paper. That is, the proof of
Theorem 1.2.
For any positive integer k 6 n, the natural mapsi 7→ si, pj 7→ pj for all 1 6 i 6
k − 1 and 1 6 j 6 k extends to an algebra embedding from FRk into FRn, i.e.,
Rk considered as the submonoid R{1,2,...,k}. From this point of view, when m < n
(where m = dim(V )), the anti-symmetrizer Ym+1 := Y{1,2,...,m+1} of FRm+1 is an
element of FRn. That is
Ym+1 =
∑
σ∈Sm+1
sgn(σ)σ +
∑
D∈Rdm+1[1]
sgn(D)D ∈ FRn.
By Theorem 3.12, the two-sided ideal AnnFRn
(
U⊗n
)
= Ker(ϕ) is a sum of certain
ideals I(λ). We define a two-sided ideal
Im+1 =
n∑
r=0
∑
λ⊢r
ℓ(λ)>m+1
I(λ).
We shall prove Theorem 1.2 in three parts by showing that
〈Ym+1〉 ⊆ Ker(ϕ) ⊆ Im+1 ⊆ 〈Ym+1〉.
For convenience, we set I(m,n) := {(i1, . . . , in) | ij ∈ {0, 1, . . . ,m}, ∀j}. For any
i = (i1, . . . , in) ∈ I(m,n), we write vi = vi1 ⊗ · · · ⊗ vin for a simple tensor. Let’s
start the proof by a technical lemma.
Lemma 4.1. Let D = d−11 p1p2 · · · prσd2 be a rook n-diagram defined in Proposition
2.1. For any simple tensor vi ∈ U
⊗n, if Dvi 6= 0, then Dvi = d
−1
1 σd2vi.
Proof. By Proposition 2.1, the isolated vertices in the bottom row of D are labeled
by ((1)d2)
−, ((2)d2)
−, . . . , ((r)d2)
−. Hence if Dvi 6= 0, there is i(1)d2 = i(2)d2 =
· · · = i(r)d2 = 0. In this case, we have
Dvi1 ⊗ vi2 ⊗ · · · ⊗ vin = (d
−1
1 p1p2 · · · prσd2)vi1 ⊗ vi2 ⊗ · · · ⊗ vin
= d−11 σp1p2 · · · prvi(1)d2 ⊗ · · · ⊗ vi(r)d2 ⊗ vi(r+1)d2 ⊗ · · · ⊗ vi(n)d2
= d−11 σvi(1)d2 ⊗ · · · ⊗ vi(r)d2 ⊗ vi(r+1)d2 ⊗ · · · ⊗ vi(n)d2
= d−11 σd2vi1 ⊗ vi2 ⊗ · · · ⊗ vin .
This completes the proof of the lemma. 
Lemma 4.2. With notations as above, there is 〈Ym+1〉 ⊆ Ker(ϕ).
Proof. For any simple tensor vi ∈ U⊗n, we only need to proof Ym+1vi = 0. By
the actions of rook monoids on n-tensor spaces defined in Section 2.1, we know
that Ym+1 only acts on the first m + 1 components of vi. Hence we can assume
n = m + 1 without lose of the generality. For an arbitrary simple tensor vi =
vi1 ⊗ vi2 ⊗· · ·⊗ vim+1 , if the (m+1)-tuple (i1, i2, . . . , im+1) has a repeated number,
for instance, ij = ik with j < k, then obviously Ym+1vi = Ym+1sjkvi = −Ym+1vi
and hence Ym+1vi = 0, where sjk is the transposition which interchanges j and k.
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Then, we assume that i1, i2, . . . , im+1 are different with each other. Noting
that dim(V ) = m, we can assume vi = v0 ⊗ v1 ⊗ · · · ⊗ vm without lose of the
generality. Therefore, for each D ∈ Rdm+1[1], Dvi 6= 0 implies that the first vertex
in the bottom row of D is isolated. In other words, D = d−11 p1σ with d1 ∈ D1,
σ ∈ S{2,3,...,m+1}. Then we have from Lemma 4.1 that
Ym+1vi =
∑
σ∈Sm+1
sgn(σ)σvi +
∑
D∈Rdm+1[1]
sgn(D)Dvi
=
∑
σ∈Sm+1
sgn(σ)σvi +
∑
D=d−1p1σ
d∈D1,σ∈S{2,...,m+1}
sgn(D)Dvi
=
∑
σ∈Sm+1
sgn(σ)σvi −
∑
d−1σ
d∈D1,σ∈S{2,...,m+1}
sgn(d−1σ)d−1σvi
=

 ∑
σ∈Sm+1
sgn(σ)σ −
∑
d−1σ
d∈D1,σ∈S{2,...,m+1}
sgn(d−1σ)d−1σ

 vi
= 0,
where the last identity follows from the fact that {d−1|d ∈ D1} is a set of left coset
representatives of S{1} ×S{2,...,m+1} in Sm+1. 
Lemma 4.3. With notations as above, there is Ker(ϕ) ⊆ Im+1.
Proof. As mentioned at the beginning of this section, Ker(ϕ) is a sum of certain
ideals I(λ). We equivalently show that if I(λ) * Im+1, then I(λ) * Ker(ϕ). Taking
a partition λ such that I(λ) * Im+1, there exists an integer 0 6 r 6 n such that
λ ⊢ r and ℓ(λ) 6 m. We shall prove I(λ) * Ker(ϕ) by finding a simple tensor
vi ∈ U⊗n such that e(tλ)vi 6= 0.
Let
vi = v1 ⊗ · · · ⊗ v1︸ ︷︷ ︸
λ1 copies
⊗ v2 ⊗ · · · ⊗ v2︸ ︷︷ ︸
λ2 copies
⊗ · · · ⊗ vm ⊗ · · · ⊗ vm︸ ︷︷ ︸
λm copies
⊗ v0 ⊗ · · · ⊗ v0︸ ︷︷ ︸
n− r copies
.
For each rook n-diagram D ∈ R
(n−r+1)
n , it is clear that Dvi = 0. Therefore,
e(tλ)vi =
∑
q∈C
tλ
∑
p∈R
tλ
sgn(q)qpvi
= |Rtλ |
∑
q∈C
tλ
sgn(q)qvi,
where |Rtλ | = λ1!λ2! · · ·λm! is the order of the group Rtλ . For each q ∈ Ctλ , if
q 6= 1, then qvi 6= vi, since each element of Ctλ except the identity takes at least
one entry of some column of tλ to a different row. Hence the coefficient of vi in
e(tλ)vi is |Rtλ | 6= 0, and this completes the proof of this lemma. 
Let λ ⊢ r be a partition with 0 6 r 6 n. Let tλ be the λnr -tableau in which the
numbers 1, 2, . . . , r appear in order along successive columns.
Lemma 4.4. With notations as above, there is Im+1 ⊆ 〈Ym+1〉.
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Proof. Let λ ⊢ r with 0 6 r 6 n and ℓ(λ) > m+1. We need to prove I(λ) ⊆ 〈Ym+1〉.
It follows from the proof of Theorem 3.12 that I(λ) = 〈e(tλ)〉 and hence we only
need to show e(tλ) ∈ 〈Ym+1〉.
Since ℓ(λ) > m+ 1, the set C1 of entries in the first column of tλ is {1, 2, . . . , l},
where l = ℓ(λ). By a direct computation, we have
Ym+1e(tλ) = Ym+1YC1YC2 · · ·YCλ1XR1XR2 · · ·XRℓ(λ)
∏
i6∈cont(t)
pi
= Ym+1YlYC2 · · ·YCλ1XR1XR2 · · ·XRℓ(λ)
∏
i6∈cont(t)
pi
= (m+ 1)!YlYC2 · · ·YCλ1XR1XR2 · · ·XRℓ(λ)
∏
i6∈cont(t)
pi
= (m+ 1)!e(tλ).
Therefore e(tλ) ∈ 〈Ym+1〉 and this completes the proof of the lemma. 
Proof of Theorem 1.2. It follows immediately from Lemmas 4.2, 4.3 and 4.4. 
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