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ABSTRACT OF THE DISSERTATION
The Bessel-Plancherel theorem and applications
by
Raul Gomez
Doctor of Philosophy in Mathematics
University of California San Diego, 2011
Professor Nolan Wallach, Chair
Let G be a simple Lie Group with finite center, and let K ⊂ G be a maximal
compact subgroup. We say that G is a Lie group of tube type if G/K is a her-
mitian symmetric space of tube type. For such a Lie group G, we can find a
parabolic subgroup P = MAN , with given Langlands decomposition, such that N
is abelian, and N admits a generic character with compact stabilizer. We will call
any parabolic subgroup P satisfying this properties a Siegel parabolic.
Let (π, V ) be an admissible, smooth, Fréchet representation of a Lie group of
tube type G, and let P ⊂ G be a Siegel parabolic subgroup. If χ is a generic
character of N , let Whχ(V ) = {λ : V −→ C | λ(π(n)v) = χ(n)v} be the space
of Bessel models of V . After describing the classification of all the simple Lie
groups of tube type, we will give a characterization of the space of Bessel models
of an induced representation. As a corollary of this characterization we obtain
a local multiplicity one theorem for the space of Bessel models of an irreducible
representation of G.
As an application of this results we calculate the Bessel-Plancherel measure of a
Lie group of tube type, L2(N\G;χ), where χ is a generic character of N . Then we
use Howe’s theory of dual pairs to show that the Plancherel measure of the space
L2(O(p−r, q−s)\O(p, q)) is the pullback, under the Θ lift, of the Bessel-Plancherel
measure L2(N\Sp(m,R);χ), where m = r + s and χ is a generic character that
depends on r and s.
xi
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Introduction
In the classical theory of modular forms, there is a construction that associates
to every cusp form f on the upper half plane H an L-function
L(s, f) =
∑
n>0
an
ns
.
This L-function is related to other objects of interest in number theory, like elliptic
curves over number fields, and its study is of critical importance in a wide range of
applications. The L function L(s, f) can also be constructed using a representation
theoretic point of view, by considering the space of Whittaker models of a discrete
series representation of SL(2,R), associated with the modular form f . If we also
include Mass forms, then we can extend this construction to include all types of
representations of SL(2,R). This point of view has been incredibly successful and
has given rise to an intricate and beautiful theory of L-functions associated to
automorphic representations of GL(n).
Unfortunately, this theory has not been as successful with other groups like
GSp(n). Part of the problem is that not all automorphic representations of GSp(n)
admit a Whittaker model. In [21] Siegel developed a technique, analogous to the
theory of modular forms, to construct L-functions associated with holomorphic
representations of Sp(n,R) [25]. In this construction, the space of Whittaker mod-
els is replaced by the space of generalized Bessel models
Whχ(V ) = {λ : V −→ C | λ(π(n)v) = χ(n)λ(v), for all n ∈ N},
where P = MAN is a Siegel parabolic subgroup of Sp(n,R), with given Langlands
decomposition, and χ is a generic character of N , i.e., the P -orbit of χ on Nˆ is
1
2open. This construction has been adapted by Novodvorsky and Piatetski-Shapiro
[15] to construct L-functions associated to automorphic representations of GSp(4).
The study of the space of generalized Bessel models is the subject of the first
chapter of this thesis. In order to describe the results obtained in that chapter we
need to introduce a little bit of notation. Let G be a simple Lie group with finite
center, and let K be a maximal compact subgroup. We say that G is a Lie group
of tube type if K\G is a Hermitian symmetric space of tube type. In section 1.2
we use the correspondence between Euclidean simple Jordan algebras over R and
simple Hermitian symmetric spaces of tube type to describe a classification of the
simple Lie groups of tube type. As a consequence of this classification we have the
following proposition.
Proposition 0.0.1. If G is a Lie group of tube type, then
1. There exists a parabolic subgroup P = MAN, with given Langlands decom-
position, such that N is abelian.
2. There exists a unitary character χ on N, such that its stabilizer in M,
Mχ = {m ∈M |χ(m
−1nm) = χ(n) ∀n ∈ N},
is compact.
If P ⊂ G is a parabolic subgroup satisfying 1 and 2, then we say that P is a
Siegel parabolic subgroup.
Let G be a Lie group of tube type, and let P = MAN be a Siegel parabolic sub-
group, with given Langlands decomposition. Let (σ, Vσ) be an admissible, smooth,
Fréchet representation of M , and let ν ∈ a′
C
(a = Lie(A)). Define
I∞σ,ν =
{
φ : G −→ Vσ
∣∣∣∣∣ f is smooth and f(n¯amk) = aν−ρσ(m)f(k)for all n¯ ∈ N¯ , a ∈ A and m ∈ M
}
.
Here ρ is half the sum of the roots associated to the p-pair (P,A) [23], and P¯ =
MAN¯ is the parabolic opposite to P . If we set (π(g)f)(x) = f(xg), for all f ∈ I∞σ,ν ,
x, g ∈ G, then (π, I∞σ,ν) defines and admissible, smooth, Fréchet representation of
G. Let
Whχ(I
∞
σ,ν) = {λ : I
∞
σ,ν −→ C | λ(n · f) = χ(n)λ(f), for all n ∈ N}
3be the space of generalized Bessel models for a generic character χ ∈ Nˆ . This
space has been subject of careful study during recent years. In the real case the
more general results can be found in [22], where a multiplicity one result is proved
in the case where P = MAN is a very nice parabolic subgroup [26], and (σ, Vσ)
is finite dimensional representation of M . In this context multiplicity one means
that
dimWhχ(I
∞
σ,ν) = dimVσ. (0.1)
In 2007 Dipendra Prasad asked if a similar result was true in the case where
(σ, Vσ) is an admissible, smooth, Frechet, moderate growth representation of M .
In this case the statement about dimensions in equation (0.1) has to be replaced
by an Mχ-intertwiner isomorphism between V
′
σ and Whχ(I
∞
σ,ν), where
Mχ = {m ∈M |χ(mnm
−1) = χ(n), for all n ∈ N}.
Let Iσ be the representation smoothly induced from KM = K∩M to K. Given
f ∈ I∞σ define
fν(namk) = a
ν−ρσ(m)f(k).
The map f 7→ fν defines a K-equivariant linear isomorphism from I
∞
σ to I
∞
σ,ν .
Consider the integrals
Jχσ,ν(f) =
∫
N
χ(n)−1fν(n) dn.
These integrals are called generalized Jacquet integrals and converge absolutely and
uniformly on compacta for Re ν ≪ 0 [22]. Let µ ∈ V ′σ and define γµ(ν) = µ ◦ J
χ
σ,ν .
Observe that if Re ν ≪ 0 then γµ defines a weakly holomorphic map into (I
∞
σ )
′.
Theorem 0.0.2. Assume that Mχ is compact.
i) γµ extends to a weakly holomorphic map from a
′
C
to (I∞σ )
′
ii) Given ν ∈ a′
C
define
λµ(fν) = γµ(ν)(f), f ∈ I
∞
σ .
Then λµ ∈ Whχ(I
∞
σ,ν) and the map µ 7→ λµ defines an Mχ-equivariant iso-
morphism between V ′σ and Whχ(I
∞
σ,ν).
4When Mχ is not compact, the above theorem as it is stated is false. This is
mainly due to the fact that the orbits of the symmetric space X := Mχ\M under
the action of a minimal parabolic subgroup of M are much more complicated
than in the case where Mχ is compact [14]. However something can still be said
about Whχ(I
∞
σ,ν). Assume that the center of Mχ is compact, and let (τ, Vτ ) be an
irreducible, admissible, tempered, infinite dimensional representation ofMχ. As in
the case were Mχ is compact, define γµ(ν) = µ ◦ J
χ
σ,ν and observe that if Re ν ≪ 0
then γµ defines a weakly holomorphic map into Hom(I
∞
σ , Vτ). Let
Whχ,τ(I
∞
σ,ν) = {λ : I
∞
σ,ν −→ Vτ | λ(π(mn)f) = χ(n)τ(m)λ(f), ∀m ∈Mχ, n ∈ N}.
Theorem 0.0.3. With assumptions as above.
i) γµ extends to a weakly holomorphic map from a
′
C
to Hom(I∞σ , Vτ ).
ii) Given ν ∈ a′
C
define
λµ(fν) = γµ(ν)(f), f ∈ I
∞
σ .
Then λµ ∈ Whχ,τ(I
∞
σ,ν) and the map µ 7→ λµ defines a linear isomorphism
between HomMχ(Vσ, Vτ) and Whχ,τ (I
∞
σ,ν).
We will now describe an application of the results given so far. Let
L2(N\G;χ) =
{
f : G −→ C
∣∣∣∣∣ f(ng) = χ(n)f(g) and∫
N\G |f(g)|
2 dNg <∞
}
.
We will call this the space of generalized Bessel functions. Observe that there is a
natural action of Mχ×G on this space with G acting on the right, and Mχ acting
on the left. In chapter 2 we compute the “Bessel-Plancherel” measure, i.e., the
spectral decomposition of the space of generalized Bessel functions with respect to
this action. The calculations are based on the work of Wallach described in [24]
and depend on theorem 0.0.2 and 0.0.3. The main result of that chapter is:
Theorem 0.0.4. Let G be a Lie group of tube type, and let P =MAN be a Siegel
parabolic subgroup of G, with given Langlands decomposition. Let χ be a generic
5unitary character of N , and let Mχ be its stabilizer in M . Then the spectral
decomposition of L2(N\G;χ), with respect to the action of Mχ ×G, is given by
L2(N\G;χ) ∼=
∫
Gˆ
∫
Mˆχ
Wχ,τ (π)⊗ τ
∗ ⊗ π dν(τ) dµ(π),
where Wχ,τ is some multiplicity space, µ is the usual Plancherel measure of G,
and ν is the Plancherel measure of Mχ. Furthermore, if Mχ is compact, then
Wχ,τ (π) ∼= Whχ,τ (π) is finite dimensional.
Given an irreducible unitary representation (π,Hπ), let (π
∗, H∗π) be the associ-
ated contragradient representation. Then, in chapter 2, we also have the following
theorem
Theorem 0.0.5. Let G be a Lie group of tube type, and let P =MAN be a Siegel
parabolic subgroup with given Langlands decomposition. Let Ω be the set of open
P -orbits in Nˆ . If χ is a generic character of N , let Oχ be its associated P -orbit
in Nˆ . Then, for µ-almost all irreducible tempered representations (π, Vπ) of G,
π∗|P ∼=
⊕
Oχ∈Ω
∫
Mχ
Wχ,τ (π)⊗ Ind
P
MχN τ
∗χ∗ dν(τ).
Here the spaces Wχ,τ (π) are the same as the ones appearing in the spectral decom-
position of L2(N\G;χ).
Let G be a reductive group and let X be a G-spherical variety. In [20] Sakel-
laridis and Venkatesh give a conjecture describing the spectral decomposition of
L2(X) in terms of the representation theory of another group. This conjecture
generalizes the results of Harish-Chandra for L2(G) and of Delorme, Schlichtkrull
and Van Den Ban for L2(X), where X is a symmetric space [3, 4, 5, 6]. More
precisely the Sakellaridis-Venkatesh conjecture postulates the existence of a group
GX and a correspondence
Θ : GˆX −→ Gˆ,
between the unitary duals of GX and G, such that
L2(X) =
∫
GˆX
m(π)⊗Θ(π) dµ(π),
6where µ is the Plancherel measure of GX , and m(π) is some multiplicity space
whose dimension is finite, and typically ≤ 1. If X satisfies some technical hypoth-
esis, then the group GX has the property that its dual group is GˇX , the dual group
associated to X by Gaitsgory and Nadler [7], and hence the conjecture fits nicely
into the setting of a proposed “relative Langlands program” [19].
Using the theory of dual pairs of the oscillator representation to construct
the map Θ, Howe [9], parameterized the spectral decompositions of the space
L2(O(p−1, q)\O(p, q)) in terms of the unitary dual of SL(2,R). Following the same
ideas it’s possible to obtain examples in the spirit of the Sakellaridis-Venkatesh
conjecture, but that lie beyond the spherical variety case. For example, consider
the dual pair (Sp(m,R) × O(p, q)) ⊂ Sp(mn,R), p + q = n, and assume that
p ≥ q > m. The last condition states that we are in the stable case. To simplify the
exposition, assume also that n is even (the n odd case is very similar, but involves
a double cover of Sp(m,R)). Let P = MAN be the Siegel parabolic subgroup of
Sp(m,R), with given Langlands decomposition, and let χr,s, r + s = m, be the
character of N given by
χr,s
([
Im X
Im
])
= χ(tr Ir,sX),
where
Ir,s =
[
Ir
−Is
]
and χ is some fixed nontrivial unitary character of R. Let
L2(N\Sp(m,R);χr,s) =
{
f : Sp(m,R) −→ C
∣∣∣∣∣ f(ng) = χr,s(n)f(g) and∫
N\Sp(m,R) |f(g)|
2 dNg <∞
}
.
Observe that MA ∼= GL(m,R) in a natural way, and Mχr,s
∼= O(r, s). In this
setting theorem 0.0.4 says that
L2(N\Sp(m,R);χr,s) ∼=
∫
Sp(m,R)∧
∫
O(r,s)∧
Wχr,s,τ (π)⊗ τ
∗ ⊗ π dη(τ) dµ(π), (0.2)
where η is the Plancherel measure of O(r, s) and µ is the Plancherel measure of
Sp(m,R). Moreover, by theorem 0.0.5, we have that for µ-almost all tempered
7representation π of Sp(m,R)
π∗|P ∼=
⊕
r+s=m
∫
O(r,s)∧
Wχr,s,τ(π)⊗ Ind
P
O(r,s)N τ
∗χ∗r,s dη(τ). (0.3)
On the other hand, Howe showed that in the stable range the Oscillator represen-
tation (ξ, L2(Rmn)) of Sp(mn,R) decomposes in the following way when restricted
to Sp(m,R)× O(p, q):
L2(Rmn) ∼=
∫
Sp(m,R)∧
π ⊗Θ(π) dµ(π). (0.4)
where µ is the Plancherel measure of Sp(m,R) and Θ(π) is a representation of
O(p, q) called the Θ-lift of π. A lot of work has been done to describe the explicit
Θ-correspondence, and in the stable range this correspondence can be described
using the work of Jian-Shu Li [12] among others. Using equations (0.2), (0.3), (0.4)
and the explicit formulas for the action of (Sp(m,R)×O(p, q)) on L2(Rmn) given
in [1, 17, 18, 16] we obtain the following description of L2(O(p− r, q− s)\O(p, q))
Theorem 0.0.6. As an O(r, s) × O(p, q)-module with O(r, s) acting on the left,
and O(p, q) acting on the right
L2(O(p− r, q − s)\O(p, q)) ∼=
∫
Sp(m,R)∧
∫
O(r,s)∧
Wχr,s,τ (π)⊗ τ
∗ ⊗Θ(π∗) dη(τ) dµ(π)
where η and µ are the Plancherel measures of O(r, s) and Sp(m,R) respectively,
and Wχr,s,τ(π) are the multiplicity spaces appearing in equation (0.3).
Observe that when m = 1 we regain Howe’s result [9]. Also observe that in
this case the decomposition given in equation (0.2) is contained in Wallach’s work
on the Plancherel-Whittaker measure for minimal parabolic subgroups [24].
Chapter 1
Bessel models for representations of
Lie groups of tube type
1.1 Siegel modular forms on the upper half plane
Let H = {z = x + iy ∈ C | y > 0} denote the complex upper half plane. For
each integer k > 0, we will consider the space of holomorphic functions f : H −→ C
such that
f
(
az + b
cz + d
)
= (cz + d)kf(z), (1.1)
for all integers a, b, c, d, such that ad−bc = 1. Observe that this condition implies
that f(z + 1) = f(z), for all z ∈ H, and hence we have a Fourier series expansion
f(z) =
∑
n∈Z
anq
n (1.2)
where q = e2πiz. We say that f is a modular form of weight k, if an = 0 for all
n < 0. If, in addition to this conditions, we have that a0 = 0, then we say that f
is a cusp form.
Given a cusp form f of weight k, we can define a Dirichlet series
L(s, f) =
∑
n>0
an
ns
,
where the an are the Fourier coefficients appearing in the expansion of f (1.2).
Observe that this Dirichlet series defines a holomorphic function for Re s ≫ 0.
8
9Moreover, it can be shown that L(s, f) has meromorphic continuation to all of
C, and that it satisfies a functional equation. The L-functions constructed this
way are related to other objects of interest in number theory, like elliptic curves
over the rational numbers via the modularity theorem, and its study is of central
importance in a wide range of applications.
The numbers an, appearing in this construction, have a beautiful representation
theoretic interpretation, that we will now describe. Given a holomorphic function
f on H, and an element g ∈ SL(2,R), define
(f |kg)(z) = (cz + d)
−kf
(
az + b
cz + d
)
, g =
[
a b
c d
]
.
This equation defines a right action of SL(2,R) on the space of holomorphic func-
tions on H. Given a modular form f of weight k, define a function φ on SL(2,R)
by
φ(g) = (f |kg)(i).
It is then clear, using equation (1.1), that φ ∈ C∞(Γ\SL(2,R)), where Γ =
SL(2,Z). Furthermore it can be shown that if
k(θ) =
[
cos θ sin θ
− sin θ cos θ
]
∈ SO(2),
then
φ(gk(θ)) = eikθφ(g).
Let U(g) be the universal enveloping algebra of g = Lie(SL(2,R)), and set VK =
U(g)φ. Then, it can be shown that VK is isomorphic to the space of SO(2,R)-finite
vectors of a discrete series representation (π,H) of SL(2,R), with lowest weight k.
Let V = H∞ be the space of smooth vectors of H . Then for each n ∈ Z there is a
natural choice of a linear functional λn : V −→ C such that
λn
(
π
([
1 x
1
])
v
)
= e2πinxλ(v).
This family of linear functionals has the property that λn(φ) = an for all n ∈ Z.
10
The theory of Maass forms extends this theory to include all types of unitary
representations of SL(2,R). The analogous functionals λn are called, following
Jacquet, Whittaker functionals corresponding to the unitary character χn of N
given by
χn
([
1 x
0 1
])
= e2πinx.
We will now move to the Siegel upper half plane, Hm, consisting of elements
Z = X + iY with X and Y symmetric m × m matrices over R and Y positive
definite. Let G = Sp(m,R) realized as the set of 2m × 2m matrices with block
form
g =
[
A B
C D
]
,
with A,B,C,D, m×m matrices such that if
J =
[
0 I
−I 0
]
,
with I the m×m identity matrix, then
gJgT = J.
Observe that we can define an action of G on Hm by “linear fractional transforma-
tions”
g · Z = (AZ +B)(CZ +D)−1.
In this case C.L.Siegel [21] considered subgroups Γ of finite index inGZ = Sp(m,Z),
and holomorphic functions f on Hm, such that (with g in block form as above)
f(gZ) = det (CZ +D)k f(Z),
for g ∈ Γ and a growth condition at ∞. As above one has the subgroup N
consisting of the elements of the form
n(L) =
[
I L
0 I
]
11
with L anm×m symmetric matrix over R. Observe that Γ∩N contains a subgroup
of finite index in NZ = GZ ∩ N . We will assume, just as we did in the classical
case, that Γ ∩N is actually equal to NZ. Then,
f(Z + L) = f(Z)
for L an m × m symmetric matrix with entries in Z. We can thus expand this
Siegel modular form in a Fourier series.∑
aSe
2πiTr(SZ),
where the sum runs over the m×m symmetric matrices S over Z. One finds that
if aS 6= 0 then S must be positive semi-definite.
Once again this coefficients have a beautiful representation theoretic interpre-
tation. We can consider
χS(n(X)) = e
2πiTr(SX),
with S a symmetric m×m matrix over R. Let M be the image of GL(m,R) in G
via the embedding
g 7−→
[
g 0
0 gT
]
.
Then P = MN is the Siegel parabolic subgroup of G, and we have an action of
M on N (and hence in its space of characters Nˆ) by conjugation. One finds that
if a character is generic (that is, the M-orbit in the character group is open) then
the character must be given by χS with detS 6= 0. The stabilizer of the character
is compact if, only if, S is positive or negative definite. If (π, Vπ) is an irreducible
representation of Sp(m,R), we will set
WhχS(Vπ) = {λ : Vπ −→ C | λ(n(L)v) = χS(n(L))λ(v)}.
If the stabilizer of the character χS is compact, we will call any element λ ∈
WhχS(Vπ) a Bessel model. If χS is just a generic character, then we will call
any λ ∈ WhχS(Vπ) a generalized Bessel model. One can show (c.f. W[5]) that
the only such models for holomorphic (resp. antiholomorphic) representations are
those corresponding to positive definite (resp. negative definite) such S. Thus
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the only generic characters that can appear if we consider holomorphic or anti-
holomorphic Siegel modular forms are the ones with compact stabilizer, and the
relevant space here is the space of Bessel models of holomorphic or antiholomorphic
representations of G. As in the case of SL(2,R) (m = 1) this theory can be
extended to include other types of representation of Sp(m,R). In this case we
need to broaden or scope to include the space of generalized Bessel models for a
generic character χS.
1.2 Classification of Lie groups of tube type and
its generalized Bessel characters
Let G be a connected simple Lie group with finite center and let K be a max-
imal compact subgroup. We assume that G/K is Hermitian symmetric of tube
type. This can be interpreted as follows. There exists a group homomorphism, φ,
of a finite covering, S of PSL(2,R) into G such that if H = φ(S) then H ∩K is
the center of K. We take a standard basis h, e, f of Lie(H) over R with the stan-
dard TDS (three dimensional simple) commutation relations ([e, f ] = h, [h, e] =
2e, [h, f ] = −2f). If g = Lie(G), then we have g = n¯⊕m⊕ a⊕ n with n¯,m⊕ a, n
respectively the −2, 0, 2 eigenspace of ad(h), a = Rh, and m the orthogonal com-
plement of a in m⊕ a with respect to the Cartan-Killing form. In particular, n¯
and n are commutative and e ∈ n, f ∈ n¯. Let θ be the Cartan involution of G
corresponding to the choice of K, then we may assume, θn = n¯, f = −θe and
R(e − f) = Lie(H ∩ K). Set p = m⊕ a⊕ n and let P = {g ∈ G|Ad(g)p = p}.
Then P is a parabolic subgroup of G, and if we take its Langlands decomposition
P = MAN , then m = Lie(M), a = Lie(A) and n = Lie(N). Let χ be a generic
character of N , and let
Mχ = {m ∈M |χ ◦ Ad(m) = χ}.
In this section we will describe representatives for all the equivalence classes of
generic characters on N . For the rest of the section we will fix a unitary character
χR of R. This is the list of examples.
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1. G = Sp(n,R) realized as 2n× 2n matrices such that gJng
T = Jn with
Jn =
[
0 In
−In 0
]
with In the n×n identity matrix (upper T means transpose). θ(g) = (g
−1)T . With
this description
MA =
{[
g 0
0 (g−1)T
]
|g ∈ GL(n,R)
}
,
N =
{[
I X
0 I
]
|X ∈M(n,R), XT = X
}
.
The list of generic characters is described as follows: let p, q be two positive integers
such that p+ q = n. Define a character χp,q as follows
χp,q
([
I X
0 I
])
= χR(tr Ip,qX).
From this definitions it is clear that
Mχp,q = O(p, q)
using the natural identification M = GL(n,R).
2. G = SU(n, n) realized as the 2n × 2n complex matrices, g, such that
gLng
∗ = Ln with
Ln =
[
0 iIn
−iIn 0
]
.
In this case the centralizer, MA, of h in G is the set of all[
g 0
0 (g∗)−1
]
with g ∈ GL(n,C), and
N =
{[
I X
0 I
]
|X ∈M(n,R), X∗ = X
}
.
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Representatives of equivalence classes of characters are again parameterized by
positive integers p, q such that p+ q = n and we can define
χp,q
([
I X
0 I
])
= χR(tr Ip,qX).
In this case
Mχp,q = U(p, q).
3. G = SO∗(4n) realized as the group of all g ∈ SO(4n,C) such that gJ2ng∗ =
J2n. We can describe g = Lie(G) as a Lie subalgebra of M2n(H) as the matrices
in block form [
A X
Y −A∗
]
with A,X, Y ∈ Mn(H) and X
∗ = X, Y ∗ = Y . In this form g ∩ M2n(R) =
Lie(Sp(n,R)). We take e, f, h as above and note that MA ∼= GL(n,H). If
we define χp,q as before it is then easy to check that
Mχp,q = Sp(p, q).
4. G the Hermitian symmetric real form of E7. In this case we will emphasize
a decomposition of Lie(G) which makes it look exactly like those examples 1.,2.,
and 3.. In each of those cases we have
Lie(G) =
[
A X
Y −A∗
]
with A an element of Mn(F ) and F = R,C or H the upper * is the conjugate
(of the field) transposed. Furthermore, X, Y are elements of Mn(F ) that are self
adjoint. Example 4 corresponds to the octonions, O. Here we replace M3(O) by
m⊕ a = R⊕E6,2 (the real form of real rank 2 with maximal compact of type F4).
We take for X, Y elements of the exceptional Euclidean Jordan algebra (the 3× 3
conjugate adjoint matrices over O with multiplication A · B = 1
2
(AB + BA) thus
in this case the X’s and Y ’s are defined in the same way for the octonions as for
the other fields). Here m acts by operators that are a sum of Jordan multiplication
and a derivation of the Jordan algebra (the derivations defining the Lie algebra of
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compact F4). With this notation our choice of e, f, h are exactly the same as the
examples for R,C or H. In this case we can define the characters
χ3,0(
([
I X
0 I
])
= χR(trX).
in which case Mχ3,0 is isomorphic to compact F4, or the character
χ2,1(
([
I X
0 I
])
= χR(tr I2,1X).
in which case Mχ2,1 is isomorphic to F4,1, the real form of F4 of real rank 1. The
stabilizer of the characters χ1,2 and χ0,3 are the same as the stabilizers for χ2,1 and
χ3,0 respectively.
There is one more example (that doesn’t fit this beautiful picture).
5. G = SO(n, 2) realized as the group of n+2 by n+2 matrices of determinant
1 that leave invariant the form 
0 0 1
0 In−1,1 0
1 0 0
 .
Here
MA =


a 0 0
0 m 0
0 0 a−1
 | a ∈ R∗, m ∈ SO(n− 1, 1)

and
N =


1 −vt − 〈v,v〉
2
0 I v
0 0 1
 | v ∈ Rn−1,1
 .
Representatives of the orbits of generic characters are given by
χk


1 −vt 〈v,v〉
2
0 I v
0 0 1

 = χR(vk),
where vk is the k-th component of v. Observe that
Mχn
∼= SO(n− 1,R).
16
and
Mχk
∼= SO(n− 2, 1), if k 6= n.
1.3 Jacquet integrals and Bessel models
Let G be one of the simple Lie groups of tube type we just described, and let
P = MAN, χ and Mχ be as before. Let P◦ = M◦A◦N◦ be a minimal parabolic
sugroup such that
P◦ ⊂ P, N ⊂ N◦, A ⊂ A◦, M◦ ⊂M.
Let Φ+ be the system of positive roots of G relative to P◦, and let Φ
+
M be the system
of positive roots of MA induced by Φ+. Let W = W (G,A◦), WM = W (MA,A◦)
and set
WM = {w ∈ W |wΦ+M ⊂ Φ
+}.
Then we have the following classical result.
Lemma 1.3.1 (Bruhat decomposition). With notation and assumptions as above.
1. If v ∈ W , then v can be expressed in a unique way as a product of an element
in WM and an element in W
M .
2. Given v ∈ W, fix wv ∈ NK(A◦) such that M◦wv = v. Then
G =
⋃
v∈WM
P◦wvP.
3. Let vG be the longest element of W, vM the longest element of WM , and set
vM = vGvM . If we set wG = wvG, wM = wvM and w
M = wvm, then
P◦w
MP = PwMN
and if v 6= vM then
dimP◦wvP < dimPwMN.
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Corollary 1.3.2. Assume that the character χ has compact stabilizer. Then
G =
⋃
v∈WM
P◦wvMχN.
Furthermore, if v ∈ WM and v 6= vM , then
dimP◦wvMχN < dimP◦wMMχN.
Proof. From the classification of simple Lie groups of tube type, we see that if the
stabilizer of χ, Mχ, is compact, then there is a maximal compact subgroup K such
that, if we set KM = M ∩K, then Mχ = KM is a maximal compact subgroup of
M . We note that WM = {v ∈ W |v ·Φ+M ⊂ Φ
+}, hence wv(P◦ ∩M)w−1v ⊂ P◦. The
Iwasawa decomposition implies that
M = (P◦ ∩M)KM .
Since wvA◦w−1v ⊂ A◦ for all v ∈ W we see that
G =
⋃
v∈WM
P◦wv(P◦ ∩M)KMN =
⋃
v∈WM
P◦wv(P◦ ∩M)w−1v wvKMN
=
⋃
v∈WM
P◦wvKMN.
If we now use that Mχ = KM we obtain the decomposition we wanted. The
dimension assertion follows from the fact that vM = vGvM is the unique element
of WM such that wvNw
−1
v ∩N◦ = {1}.
Lemma 1.3.3. Assume that the character χ has compact stabilizer. If v ∈ WM
is not vM , then the restriction of χ to w−1v N◦wv ∩N is non-trivial.
Proof. The tube type assumption implies that Φ is a root system of type Cn with
n = dimA◦. Hence, there exist linear functionals ε1, ..., εn on a◦ = Lie(A◦) such
that
Φ+ = {εi ± εj|1 ≤ i < j ≤ n} ∪ {2ε1, ..., 2εn}
and
Φ+M = {εi − εj|1 ≤ i < j ≤ n}.
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Let X ∈ Lie(N) be such that [H,X ] = 2εi(H)X, for all H ∈ Lie(A◦). For
such an X it can be checked that dχ(X) 6= 0. Hence, if v ∈ WM and χ restricted
to w−1v N◦wv ∩N is trivial, we must have
v−1 · (2εi) ∈ −Φ+, i = 1, ..., n.
Therefore v−1 · (εi + εj) ∈ −Φ+ for all i ≤ j, which implies that v = vM .
Given an admissible, smooth, Fréchet representation, (π, Vπ), of G, and a
generic character, χ, of N , define the space of Bessel models of Vπ to be
Whχ(Vπ) = {λ ∈ V
′
π | λ(π(n)v) = χ(n)v for all n ∈ N }.
Here V ′π is the continuous dual of Vπ. Observe that we can define an action of
Mχ on Whχ(V ) by setting (m · λ)(v) = λ(π(m)
−1v), for m ∈ Mχ, λ ∈ Whχ(V ).
Effectively, if n ∈ N ,
(m · λ)(π(n)v) = λ(π(m)−1π(n)v) = λ(π(m−1nm)π(m)−1v)
= χ(m−1nm)λ(π(m)−1v) = χ(n)(m · λ)(v),
where the last equality follows from the fact that χ ◦ Ad(m) = χ, for all m ∈ Mχ.
If (τ, Vτ ) is an admissible, smooth, Fréchet representation of Mχ we will set
Whχ,τ(Vπ) = {λ ∈ Hom(Vπ, Vτ ) | λ(π(mn)v) = χ(n)τ(m)v},
where Hom(Vπ, Vτ ) is the set of continuous linear maps between Vπ and Vτ . Observe
that if (τ, Vτ ) is irreducible, then there is a natural Mχ-equivariant embedding,
V ′τ ⊗ Whχ,τ(Vπ) −→ Whχ(Vπ), given by (µ ⊗ λ)(v) = µ(λ(v)) for µ ∈ V
′
τ , λ ∈
Whχ,τ(Vπ), and v ∈ Vπ.
Let (σ, Vσ) be an admissible, smooth, Fréchet representation of M of moderate
growth. Let a = Lie(A), and let a′
C
be the set of complex valued linear functionals
on a. Let ρ be half the sum of the positive roots of P relative to A. Given an
element ν ∈ a′
C
, set
σν(nam) = a
ν+ρσ(m). for all n ∈ N , a ∈ A, m ∈M .
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Let
I∞σ,ν = {φ : G −→ Vσ | φ is smooth, and φ(namk) = a
ν+ρφ(k)},
and define an action of G on I∞σ,ν by setting πσ,ν(g)φ(x) = φ(xg) for x, g ∈ G. If
we give to I∞σ,ν the usual C
∞ topology, then (πσ,ν , I∞σ,ν) is an admissible, smooth,
Fréchet representation of G of moderate growth. Let
I∞σ = {φ : K −→ Vσ | φ is smooth and φ(mk) = σ(m)φ(k), for all m ∈ KM}
Observe that this space has a natural K-action. Given φ ∈ I∞σ , define φσ,ν ∈ I
∞
σ,ν
by
φσ,ν(namk) = a
ν+ρσ(m)φ(k).
Observe that the map φ 7→ φσ,ν defines a K-equivariant isomorphism between I
∞
σ
and I∞σ,ν for all ν ∈ a
′
C
.
Given an element φ ∈ I∞σ , and a generic character χ of N we define its gener-
alized Jacquet integral to be the integral
Jχσ,ν(φ) =
∫
N
χ(n)−1φσ,ν(wMn) dn.
Observe that if G is a simple Lie group of tube type, then dim a′
C
= 1, and we can
use ρ to identify a′
C
with C. We will use this identification during the rest of the
chapter.
Lemma 1.3.4. There exists a constant qσ such that
Jχσ,ν(φ) =
∫
N
χ(n)−1φσ,ν(wMn) dn
converges absolutely and uniformly in compacta of {ν ∈ a′
C
| Re ν > qσ} for all
φ ∈ I∞σ,ν.
Proof. From the Iwasawa decomposition of G, we have that for any n ∈ N , there
exists n(wMn) ∈ N , a(wMn) ∈ A, m(wMn) ∈M and k(wMn) ∈ K such that
‖φσ,ν(w
Mn)‖ = a(wMn)Re ν+ρ‖σ(m(wMn))φσ,ν(k(w
Mn))‖. (1.3)
On the other hand, in [W3 proof of 4.5.6] it is proved that there exists some
constants C1 and r, depending on σ, such that
‖σ(m(wMn))‖ ≤ C1‖n‖
r.
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Now in [W3 lemma 4.A.2.3] it’s shown that there exists a constant C2 and linear
functional µ > 0 such that
‖n‖ ≤ C2a(w
Mn)−µ.
Therefore
‖σ(m(wMn))‖ ≤ Ca(wMn)rdµ,
for some constant C > 0. From this equation and (1.3) we conclude that
‖φσ,ν(w
Mn)‖ ≤ Ca(wMn)−rµ+Re ν+ρ‖φσ,ν(k(wMn))‖.
Therefore, it is enough to show that there exists a constant qσ such that, if ν ∈ a
′
C
and Re ν > qσ, then ∫
N
a(wMn)−rµ+Re ν+ρ dn <∞.
But this follows directly from [W3, thm 4.5.4].
Let ν ∈ a′
C
be such that Re ν > qσ, and let µ ∈ V
′
σ. Define a linear functional
λµ of Iσ,ν by
λµ(φσ,ν) = µ ◦ J
χ
σ,ν(φ) = µ
(∫
N
χ(n)−1φP,σ,ν(wMn) dn
)
.
It’s easy to check that λµ ∈ Whχ(I
∞
σ,ν). Furthermore, given v ∈ Vσ we can find an
element φ ∈ Iσ,ν with support on Pw
MN such that Jχσ,ν(φ) = v. This means that
if λµ = λµ′ , then µ = µ
′. In the next section we will describe how we can use the
theory of the transverse symbol of Kolk-Varadarajan to define a map
Φσ,ν :Whχ(I
∞
σ,ν) −→ V
′
σ
for all ν ∈ a′
C
such that if Re ν > qσ, then Φσ,ν(λµ) = µ. Furthermore, we will
show how we can make use of lemma 1.3.3 to show that this map Φσ,ν is injective
in the case where χ has compact stabilizer.
1.4 The transverse symbol of Kolk-Varadarajan
Let H be a Lie group, and let X be a C∞ manifold with a left H action. Given
a Fréchet space E, let C∞c (X : E) be the space of smooth, compactly supported
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functions on X with values in E. We will denote by
D′(X : E) := (C∞c (X : E))
′
its dual space, and we will make the identification
D′(X : E)←→ Hom(C∞c (X), E
′).
We will call any element in this space an E-distribution on X.
Fix an H-orbit O ⊂ X. Let Diff(r) be the sheaf of differential operators of
order ≤ r on X. For any x ∈ X let V
(r)
x be the subspace of Diff
(r)
x generated by
germs of r-tuples v1 · · · vr of vector fields around x for which at least one of the vi
is tangent to O. Let
I(r)x = Diff
(r−1)
x +V
(r)
x .
Choosing local coordinates at x it can be seen that I
(r)
x actually is the stalk at x
of a subsheaf I(r) ⊂ Diff(r) [11]. Hence we have a well-defined quotient sheaf
M (r) = Diff(r) /I(r).
with stalk at x equal toM
(r)
x = Diff
(r)
x /I
(r)
x . It can be checked thatM (r) is a vector
bundle over O of finite rank [11]. This is the r-th graded part of the transverse jet
bundle on O. Observe that M (r) is the r-th symmetric power of M (1).
We say that T ∈ D′(X : E) has transverse order ≤ r at x ∈ O, if there exists
an open neighborhood U of x in X, such that for all f ∈ C∞c (U : E), with the
property that Df |O∩U = 0 for all D ∈ Diff
(r)(U), T (f) = 0. Let D
′(r)
O (X : E) be
the linear subspace of elements in D′(X : E) which have transverse order ≤ r at
all points of O. Observe that if T ∈ D
′(r)
O (X : E), then supp T ⊂ O, which justifies
the notation.
Given a normal subgroup H ′ ⊂ H , and a point y ∈ O, define a character χy of
H ′y = {h ∈ H
′ | h · y = y} by
χy(h) =
δH′(h)
δH′y(h)
,
where δH′ is the modular function of Hy and δH′y is the modular function of H
′
y.
The following theorem is a restatement of theorems 3.9, 3.11 and 3.15 of [11].
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Theorem 1.4.1 (Kolk-Varadarajan). Let X be a C∞ manifold with a left action
of H, let (π, E) be a smooth Fréchet representation of a normal subgroup H ′ of H,
and let O ⊂ X be an H-orbit of X.
1. Assume that the action of H ′ can be extended to an action of H. If there
exists y ∈ O, such that
(M (r)y ⊗ E
′ ⊗ C′y)
H′y = (0),
for all r ∈ Z≥0, then
D′O(X : E)
H′ = (0).
2. Assume that H = H ′. Then for any
T ∈ D
′(r)
O (X : E)/D
′(r−1)
O (X : E),
there exists µy ∈ (M
(r)
y ⊗E ′ ⊗ C′y)
Hy such that
T (f) =
∫
H/Hy
(h · µy)(f) dh
3. Assume that E is finite dimensional, and assume that for all y ∈ O
(M (r)y ⊗ E
′ ⊗ C′y)
H′y = (0),
for all r ∈ Z≥0, then
D′O(X : E)
H′ = (0).
We will now show how we can use this result to define a linear map
Φσ,ν : Whχ(I
∞
σ,ν) −→ V
′
σ.
Given f ∈ C∞c (G), and v ∈ Vσ, set
fP,σ,ν,v(g) =
∫
P
f(pg)σν(p)
−1v drp.
Then
fP,σ,ν,v(pg) = σν(p)f(g), i.e fP,σ,ν,v ∈ I
∞
P,σν .
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Let
UP,σν = {f ∈ I
∞
P,σν | supp f ⊂ P (w
M)∗N}.
Then, given f ∈ C∞c (G) such that supp f ⊂ P (w
M)∗N, fP,σ,ν,v ∈ UP,σν . Further-
more, the span of the fP,σ,ν,v’s constructed this way is dense in UP,σν .
Let
D′(P (wM)∗N : Vσ) = {T : C∞c (P (w
M)∗N) −→ V ′σ}
be the space of Vσ distributions on P (w
M)∗N . Given λ ∈ Whχ(IP,σν), define
λ¯ ∈ D′(P (wM)∗N : Vσ) by
λ¯(f)(v) = λ(fP,σ,ν,v).
It’s easy to check that actually
λ¯ ∈ D′(P (wM)∗N : Vσν−2ρ ⊗ Cχ)
P×N .
Hence, according to part 2 of Kolk-Varadarajan theorem, there exist µλ ∈ V
′
σ such
that
λ¯(f)(v) = µλ
(∫
N
∫
P
χ(n)−1f(pwMn)σν(p)−1v drp dn
)
λ(fP,σ,ν,v) = µλ
(∫
N
χ(n)−1fP,σ,ν,v(wMn) dn
)
= µλ ◦ J
χ
P,σν
(fP,σ,ν,v|K).
We will denote the map λ 7→ µλ by ΦP,σν . Observe that if Re ν > qσ then Φσ,ν is
surjective, since given µ ∈ V ′σ we can define λµ = µ ◦ Jσ,ν and it’s then clear that
Φσ,ν(λµ) = µ.
Proposition 1.4.2. Assume that the character χ has compact stabilizer. If λ ∈
Whχ(I
∞
P,σν) and λ|UP,σν = 0 then λ = 0.
Corollary 1.4.3. If χ has compact stabilizer, then the map
ΦP,σν :Whχ(IP,σν) −→ V
′
σ
is injective.
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Proof (of proposition). We will first reduce the problem to the case where σ is an
induced representation. If (η, V ) is a finite dimensional representation of P◦, we
define I∞P◦,η to be the space of smooth φ : G −→ V such that φ(pg) = η(p)φ(g) for
p ∈ P◦ and g ∈ G. Set πη(g)φ(x) = φ(xg), for x, g ∈ G. If we endow I∞P◦,η with the
C∞ topology, then (πη, I∞P◦,η) is an admissible, smooth, Fréchet representation of
moderate growth. Let (ξ, F ) be a finite dimensional representation of PM := P◦∩M
and let (πξ, I
∞
PM ,ξ
) be the corresponding representation ofM (Observe that P◦∩M is
a minimal parabolic subgroup ofM). The Casselman-Wallach theorem implies that
there exists a surjective, continuous, M-intertwining operator L : I∞PM ,ξ −→ Vσ for
some finite dimensional representation (ξ, F ) of PM . This map lifts to a surjective
G interwining map L˜ : I∞P,πξ,ν −→ I
∞
P,σ,ν , given by L˜(φ)(g) = L(φ(g)) for φ ∈ I
∞
P,πξ,ν
,
g ∈ G. The representation I∞P,πξ,ν is equivalent to the representation smoothly
induced from P◦ to G by the representation ξν of P◦ with values on F defined as
follows:
ξν(nap) = a
ν+ρξ(p) for p ∈ PM , a ∈ A, n ∈ N .
Setting η = ξν we can identify the map L˜ with a surjective G-equivariant map
L˜ : I∞P◦,η −→ I
∞
P,σ,ν . Set UP◦,η = {φ ∈ I
∞
P◦,η
| suppφ ⊂ PwMN = P◦wMP}, and
define Whχ(I
∞
P◦,η
) in the same way as above. Assume that we have proved the
proposition for I∞P◦,η, i.e., assume that if λ ∈ Whχ(I
∞
P◦,η) and λ|UP◦,η = 0, then
λ = 0. Let λ ∈ Whχ(I
∞
P,σ,ν) be such that λ|UP,σ,ν = 0 and let λ˜ = L˜
∗λ be the
pullback of λ to Whχ(I
∞
P◦,η) by L˜. It’s easy to check, using the definition of L˜,
that λ˜|UP◦,η = 0 and hence, by our assumptions, λ˜ = L˜
∗λ = 0, but L˜ is surjective,
therefore λ = 0. We will now prove the proposition for Whχ(I
∞
P◦,η).
Let λ ∈ Whχ(I
∞
P◦,η) be such that λ|UP◦,η = 0. Proceeding as before, we can
define a distribution
λ¯ ∈ D′(G : F ⊗ Cχ)N◦×N
that vanishes on the big Bruhat cell. Now, if we can prove that
D′P◦wvKMN(G : F ⊗ Cχ)
N◦×N = (0) ∀v ∈ WM , v 6= vM ,
then, the standard Bruhat theoretic argument shows that λ¯, and hence λ, is equal
to 0.
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Now, since KM = Mχ, we can extend the action of N◦ × N on F ⊗ Cχ to an
action of P◦ × KMN . Therefore, from part 1 of theorem 1.4.1, we just need to
show that
(M (r)wv ⊗ (F ⊗ Cχ)
′)(N◦×N)wv = (0), ∀r ≥ 0.
But this follows from the fact N◦ acts unipotently on M
(r)
wv ⊗ F
′ and that the
restriction of χ to w−1v N◦wv ∩N is non-trivial, according to lemma 1.3.3.
Although proposition 1.4.2 is false in the case where the stabilizer of χ is non-
compact, we will show later how we can obtain a similar result in the general case.
But before we are able to prove this result we will need dig a little bit more into
the structure of Lie groups of tube type.
1.5 The Bruhat-Matsuki decomposition of a Lie
group of tube type
An affine symmetric space is a triple (G,H, σ) consisting of a connected Lie
group G, a closed subgroup H of G and an involutive automorphism σ of G such
that H lies between Gσ and the identity component of Gσ, where Gσ denotes the
closed subgroup of G consisting of all the elements fixed by σ. If G is real semi-
simple, Matsuki [14] has given an explicit double coset decomposition of the space
H\G/P , where P is a minimal parabolic subgroup of G. His construction goes as
follows.
Let (G,H, σ) be an affine symmetric space such that G is real semi-simple,
and (g, h, σ) the corresponding symmetric algebra. Let θ be a Cartan involution
commutative with σ, and g = k⊕p the corresponding Cartan decomposition. Since
the factor space G/P is identified with the set of all minimal parabolic subalgebras
of g, the following theorem and corollary give a complete characterization of the
H-orbits on G/P .
Theorem 1.5.1. 1. Let P◦ be a minimal parabolic subalgebra of g. Then there
exists a σ-stable maximal abelian subspace ap of p and a positive system Φ
+ of
the root system Φ of the pair (g, ap) such that P◦ is H◦-conjugate to P(ap,Φ+),
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where H◦ is the identity component of H, P(ap,Φ+) = m⊕ap⊕n, m = z(ap),
n =
∑
α∈Φ+ gα, and gα = {X ∈ g | [Y,X ] = α(Y )Xfor all Y ∈ P◦}.
2. Let ap and a
′
p be σ-stable maximal abelian subspaces of p, and Φ
+, (Φ+)′
be positive systems of root systems σ(P(ap) and Φ(P(a
′
p) respectively. If
P(ap,Φ
+) and P(a′p, (Φ
+)′) are H-conjugate, then ap and a′p are K+-conjugate
(K+ = H ∩K).
If ap is a σ-stable maximal abelian subspace of p, we can define a subgroup
W (ap, K+) of the Wey group W (ap) by W (ap, K+) = (M
∗(ap)∩K+/(M(ap ∩K+),
where M∗(ap) = NK(ap), and M(ap) = ZK(ap).
Corollary 1.5.2. Let {api | i ∈ I} be representatives of the K+-conjugacy classes
of σ-stable maximal abelian subspaces of p. Then there exists a one-to-one corre-
spondence between the H-conjugacy classes of minimal parabolic subalgebras of g
and
∪i∈IW (ap, K+)\W (api)
where the union is disjoint. The correspondence is given as follows. Fix a positive
system Φ+i of Φ(api) for each i ∈ I. Then W (ap, K+)w ∈ ∪i∈IW (ap, K+)\W (api)
corresponds to the H-conjugacy class of minimal parabolic subalgebras of g con-
taining P(ap, wΦ
+
i ).
Let ap be a σ-stable maximal abelian subspaces of p such that ap+ = ap ∩ p is
maximal abelian in p+ = p∩h. put q = {X ∈ g | σ(X) = −X}, and Φ(ap+) = {α ∈
Φ(ap) |Hα ∈ ap+}, where Hα is the unique element in ap such that B(Hα, H) =
α(H) for all H ∈ ap (B is the Killing form of g). Let αi, i = 1, . . . , k be elements
of Φ(ap+) and Xαi , i = 1, . . . , k be on-zero elements of gαi . Then {Xα1 , . . . , Xαk}
is said to be a q-orthogonal system of Φ(ap+) if the following two conditions are
satisfied: (i) Xαi ∈ q for i = 1, . . . , k,, (ii) [Xαi, Xαj ] = 0 and [Xαi , θ(Xαj)] = 0 for
i, j = 1, . . . , k, i 6= j.
Two q-orthogonal systems {Xα1 , . . . , Xαk} and {Yβ1, . . . , Yβk} are said to be
conjugate underW (ap, K+) if there is a w ∈ W (ap, K+) such that w(
∑k
i=1RHαi) =∑k
i=1RHβi. Then the following theorem gives a complete characterization of the
K+-conjugacy classes of σ-stable maximal abelian subspaces of p.
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Theorem 1.5.3. Let (G,H, σ) be an affine symmetric spaces such that g is real
semi-simple, θ a Cartan involution of g commutative with σ, and g = k ⊕ p the
corresponding Cartan decomposition of g. Let ap+ be a maximal abelian subspace
of p+ and ap a maximal abelian subspace of p containing ap+. Then there exists a
one-to-one correspondence between the K+-conjugacy classes of σ-stable maximal
abelian subspaces of p and the W (ap, K+)-conjugacy classes of q orthogonal systems
of Φ(ap+). The correspondence is given as follows: Let Q = {Xα1 , . . . , Xαk} be a q-
orthogonal system of Φ(ap+). Put r =
∑k
i=1RHαi, a
′
p+
= {H ∈ ap+ |B(H, r) = 0},
a′
p−
= ap− +
∑k
i=1R(Xαi − X−αi), where ap− = ap ∩ q, and a
′
p = a
′
p+
+ a′
p−
.
Then the W (ap, K+)-conjugacy class of q-orthogonal system of Φ(ap+) contain-
ing Q corresponds to the K+-conjugacy class of σ-stable maximal abelian sub-
space of p containing a′p. Moreover if Xαi, −i = 1, . . . , k, is normalized such
that 2αi(Hαi)B(Xαi , X−αi) = −1, then
a′p = Ad(exp (π/2)(Xα1 +X−α1)) · · ·Ad(exp (π/2)(Xαk +X−αk))ap,
where X−αi = θ(Xαi).
Theorem 1.5.4. Let (G,H, σ) be an affine symmetric space such that G is real
semi-simple, θ a Cartan involution commutative with σ, and g = k ⊕ p the cor-
responding Cartan decomposition. Let ap be a maximal abelian subspace of p
such that ap+ is maximal abelian in p+, and {Q1, . . . , Qm} be representatives of
W (ap, K+)-conjugacy classes of q-orthogonal systems of Φ(ap+). Suppose that Qj =
{Xα1 , . . . , Xαk} is normalized such that 2αi(Hαi)B(Xαi , X−αi) = −1, i = 1, . . . , k
for each j = 1, . . . , m. Put c(Qj) = exp (φ/2)(Xα1 +X−α1) · · · (φ/2)(Xαk +X−αk).
Then
1. We have the following decomposition of G.
G = ∪mi=1 ∪v∈W (ap,K+) \W (api)Hwvc(Qi)P (disjoint union)
where P = P (ap,Φ
+), Φ+ is a positive system of Φ(ap), api = Ad(c(Qi))ap,
and wvis an element of M
∗(api) that represents an element of the left coset
v ⊂W (api).
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2. Put Pi,wv = wvc(Qi)Pc(Qi)
−1w−1v . Let h1, h2 ∈ H and p1, p2 ∈ P . Then
h1wvc(Qi)p1 = h2wvc(Qi)p2 if and only if there exists an x ∈ H ∩ Pi,wv such
that h2 = h1x and that p2 = c(Qi)
−1w−1v x
−1wvc(Qi)p1.
3. Let P = P (a′p,Φ
+) = MA′pN
+ be a minimal parabolic subgroup of G such
that a′p is σ-stable. Then
H ∩ P = (K+ ∩M)A
′
p exp (h ∩ n
+ ∩ σn+).
In this section we will record the decomposition of some relevant symmetric
spaces with respect to the action of a minimal parabolic subgroups. Let G =
GL(n, F ), H = U(p, q, F ), for F = R, C, H or O. Let
Bip,q =

0i Ii
Iq−i 0q−i
Ip−q
Ii 0i
0q−i Iq−i

for n = p + q, p ≥ q ≥ i, and define σi : G −→ G by
σi(g) = Bip,qθ(g)B
i
p,q.
Then σi is an involution, and σiθ = θσi for all i. Let H i = {g ∈ G | σi(g) = g}.
Then (G,H i, σi) is a symmetric space. Let hi = Lie(H i), then
hi =


A −T ∗ X
−S∗ Z T
Y S −A∗

∣∣∣∣∣∣∣∣
A ∈ gl(i, F ), Z ∈ u(p− i, q − i, F ),
S, T ∈ EndF (F
q−i, F p−i,q−i),
X∗ = −X, Y ∗ = −Y

Let
a =


λ1
. . .
λn

∣∣∣∣∣∣∣∣ λi ∈ R
 ,
and observe that a ∩ hq is maximal abelian in p ∩ hq, where
g = k⊕ p
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is the Cartan decomposition of g. Let
qq = {X ∈ g | σq(X) = −X},
then
qq =


A T ∗ X
S∗ Z T
Y S A∗

∣∣∣∣∣∣∣∣
A ∈ gl(i, F ), Z∗ = Z,
S, T ∈ EndF (F
q−i, F p−i,q−i),
X∗ = X, Y ∗ = Y
 .
Let
Xi =

0 Eii
0
0
 ,
then {X1, . . . , Xq}, is a representative of the unique conjugacy class of maximal
q-orthogonal systems. Let
ci =

√
2
2
Ii
√
2
2
Ii
Iq−i 0q−i
Ip−q
−
√
2
2
Ii
√
2
2
Ii
0q−i Iq−i

then ciB
0
p,qc
−1
i = B
i
p,q, ciH
0c−1i = H
i, and
G =
q⋃
i=0
⋃
v∈W (a,Ki+)\W (a)
P◦wvciH
0, with Ki+ = H
i ∩K
=
q⋃
i=0
⋃
v∈W (a,Ki+)\W (a)
wvP
v
◦H
ici with P
v
◦ = w
−1
v P◦wv.
Observe that
hi ∩ a =


λ1
. . .
λi
0p+q−2i
−λ1
. . .
−λi

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λi ∈ R

.
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Let χ be a unitary character of R, and let Bip,q be as before. Define a character
χip,q on N by
χip,q
([
I X
I
])
= χ(tr (Bip,qX))
Let Mχip,q be the stabilizer of χ
i
p,q in M . According to the Bruhat decomposition.
G =
⋃
w∈WM
P◦w∗P =
⋃
w ∈ WMP◦w∗MN
=
⋃
w∈WM
q⋃
i=0
⋃
v∈W (a,Ki+)\W (a)
P◦w∗PMv∗ciMχ0p,qN
=
⋃
w∈WM
q⋃
i=0
⋃
v∈W (a,Ki+)\W (a)
P◦w
∗v∗ciMχ0p,qN (1.4)
=
q⋃
i=0
⋃
w∈WM
⋃
v∈W (a,Ki+)\W (a)
w∗v∗Pwv◦ Mχip,qNci. (1.5)
Observe that
a ∩mχip,q =


λ1
. . .
λi
0p+q−2i
−λ1
. . .
−λi


and hence dim (A ∩Mχip,q) = i.
1.6 The vanishing of certain invariant distributions
Definition 1.6.1. Let (π, V ) be a smooth, Fréchet, moderate growth representation
of a semi-simple Lie group G with finite center. We say that V has a split eigenvec-
tor if the following holds: There exists an Iwasawa decomposition g = k⊕ a◦ ⊕ n◦,
where g = Lie(G), and an element H ∈ a◦ such that
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1. The projection of H to any simple factor of g is non-zero.
2. There exists v ∈ V such that H · v = λv for some λ ∈ C.
Lemma 1.6.2. Let G be a connected semi-simple Lie group with finite center.
Let (π, V ) be a smooth, irreducible, admissible Fréchet representation of moderate
growth with a split eigenvector. Then dimV <∞.
Proof. Let K be a maximal compact subgroup of G associated with a Cartan
involution θ. Let VK be the space of K-finite vectors of V . Then the Casselman-
Wallach theorem implies that if λ ∈ (VK/n◦VK)′ then λ extends to a continuous
map of V to C. This implies that Vk/n◦VK ∼= V/n◦V as an a◦-module.
Let v 6= 0 be such that Hv = λv with λ ∈ C. Let W be the restricted Weyl
group of G acting on a◦. If g is simple over R, then the action ofW on a◦ would be
irreducible. Hence our assumption onH implies thatWH spans a◦. If s ∈ W , then
there exists s∗ ∈ K such that Ad(s∗)H = sH , and d(s∗)Hs∗v = λs∗v. This implies
that there exists u ∈ V and ξ ∈ (a◦)′C such that if H ∈ a◦ then Hu = ξ(H)u.
Now since the action of a◦ diagonalizes on U(g) and U(g)u = V , the action of a◦
diagonalizes on V . Let ξ1, . . . , ξm ∈ a
′
C
be the weights of a◦ on V/n◦V . Then we
see that the set of weights of a◦ on V is contained in
∪mi=1{ξi + α |α a non-zero sum of positive roots of a◦ in n◦}.
Note that m < ∞. Let n¯◦ = θn◦. These observations imply that n¯◦ acts locally
nilpotently on V . Now let u be a weight vector for a◦ on VK . (Since V/n◦V ∼=
Vk/n◦VK the above argument implies that such a u exists). Then we have
U(n¯◦)U(a◦)u = U(n¯◦)u
which is finite dimensional. Thus VK = U(k)U(n¯◦)U(a◦)u is finite dimensional.
Observe that this lemma implies, in particular, that if G is as above, and (π, V )
is an irreducible, tempered representation of G, then V has no split eigenvectors.
Proposition 1.6.3. Let (η, Vη) be an admissible representation of P such that N
acts locally unipotently, an Vη has finite length. Let
IP,η = {f : g −→ Vη | f is C
∞, and f(pg) = η(p)f(g) for all p ∈ P}
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and let
UP,η = {f ∈ IP,η | supp f ⊂ Pw
∗
MN}.
Let Vτ be a representation of Mχ with no split eigenvectors, and let
Whχ,τ(IP,η) := {λ : IP,η −→ Vτ | λ(nm · f) = χ(n)τ(m)λ(f), ∀n ∈ N , m ∈Mχ}.
Let λ ∈ Whχ,τ(IP,η) be such that λ|UP,η = 0, then λ = 0
Proof. Given f ∈ C∞c (G) and v ∈ Vσ, define fv ∈ Ip,η by
fv(g) =
∫
P
η(p)−1f(pg)v dlp
It’s easy to check that f ⊗ v 7→ fv defines a surjective continuous map from
C∞c (G)⊗¯Vσ to IP,η. Let λ ∈ Whχ,τ(IP,η) be such that λ|UP,η = 0, and define a
Hom(Vσ, Vτ )-valued distribution λ˜ on G by
λ˜(f)(v) = λ(fv).
To prove the proposition it suffices to show that λ˜ = 0.
By the definition of λ˜
λ˜(Lpf)(v) = λ˜(η(p)
−1v) ∀p ∈ P◦ (1.6)
λ˜(Rnmf)(v) = χ(n)τ(m)λ˜ ∀n ∈ N, ∀m ∈Mχ (1.7)
and supp λ˜ ⊂ G\Pw∗MN . Recall that, according to equation (1.4)
G =
q⋃
i=0
⋃
w∈WM
⋃
wv∈W (a,Ki+)\W (a)
P◦w∗wvciMχN,
So the condition supp λ˜ ⊂ G\Pw∗MN says that supp λ˜ is contained outside the
union of the open orbits. We will show that all the other orbits can’t support
distributions satisfying conditions (1.6) and (1.7). Then the usual Bruhat theoretic
argument show that λ˜ = 0.
Let Ow,v,i = P◦w∗wvciMχN be an orbit that is not an open orbit. Then either
w∗ 6=W ∗M , ci 6= e or both. Let
H(w,v,i) = {mn |m ∈Mχ and w
−1wvcim−1c
−1
i wvw
−1 ∈ P◦}
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and let
H˜(w,v,i) = {(wwvcim
−1c−1i w
−1
v w
−1, m) |m ∈ H(w,v,i)}.
Observe that H˜(w,v,i) is the stabilizer of wwvci on P◦×MχN . Define a representation
(η(w,v,i), Vη) of H(w,v,i) by
h · v = (wwvcimci
−1w−1v w
−1) · v.
Let M
(r)
(w,v,i) be the r-th transverse bundle on O(w,v,i) defined by Kolk-Varadarajan
[11]. Then theorem 3.9 of the aforementioned paper says that if
HomH(w,v,i)(Vη ⊗M
(r)
(w,v,i), Vtχ) = 0, ∀r, (1.8)
then
Dω(G;Hom(Vη, Vτ ))
P◦×MχN = 0. (1.9)
Assume that ci 6= e. Let µ ∈ HomH(w,v,i)(Vη ⊗M
(r)
(w,v,i), Vtχ). For each t ∈ R define
ht =

cosh t sinh t
I
sinh t cosh t
 .
Observe that the ht define a one parameter subgroup of Mχ. Observe also that
wwvci

cosh t sinh t
I
sinh t cosh t
 c−1i w−1v w−1 = wwv

e−t
I
et
w−1v w−1 ∈ A◦
Since the action of A◦ on Vη⊗M
(r)
(w,v,i) is semi-simple, there exists a nonzero vector
v ∈ Vη ⊗M
(r)
(w,v,i), such that
wwv

e−t
I
et
w−1v w−1 · v = eαtv
for some α ∈ C. On the other hand
cosh t sinh t
I
sinh t cosh t
µ(v) = µ(wwv

e−t
I
et
w−1v w−1 · v)
= µ(eαtv) = eαtµ(v).
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which contradicts our assumption on Vτ . Hence if i 6= 0
HomH(w,v,i)(Vη ⊗M
(r)
(w,v,i), Vtχ) = 0 ∀r.
Now assume that i = 0.Then
O(w,v,0) = P◦wwvMχN.
Since w 6= wM , there exists 1 ≤ i, j,≤ n such that wwv
[
I xEi,i
I
]
w−1v w
−1 =[
I xEj,j
I
]
∈ N◦. Now since N◦ acts locally unipotently on Vη ⊗M
(r)
(w,v,i) there is
a v ∈ Vη ⊗M
(r)
(w,v,i) such that [
I xEj,j
I
]
· v = v + v˜
with v˜ ∈ Kerµ, and µ(v) 6= 0. On the other hand
µ(
[
I xEj,j
I
]
v) = µ(wwv
[
I xEi,i
I
]
w−1v w
−1)
µ(v) = χ(
[
I xEi,i
I
]
)µ(v)
for all x ∈ R, but this is only possible if µ(v) = 0 which is a contradiction. From
all this we see that if O(w,v,i) is not an open orbit, then
DO(w,v,i)(G;Hom(Vη, Vτ ))
P◦×MχN = 0.
Now the standard Bruhat theoretic argument shows that λ˜ = 0 which implies
that λ = 0.
We are now ready to state the main result of this chapter.
Theorem 1.6.4. Let (σ, Vσ) be an admissible, smooth, Fréchet representation of
M , and let (τ, Vτ) be an smooth, irreducible, tempered representation of Mχ.
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1. The map
Φτσ,ν : Whχ,τ(I
∞
P,σν) −→ HomMχ(Vσ, Vτ )
defines a linear isomorphism for all ν ∈ a′
C
.
2. For all µ ∈ HomMχ(Vσ, Vτ ), the map ν 7→ µ ◦ J
χ
σ,ν extends to a weakly
holomorphic map of a′
C
into Hom(I∞σ , Vτ ).
Before starting the proof of this theorem, we will need some technical results
that we will develop in the next section.
1.7 Tensoring with finite dimensional representa-
tion
Let G be a simple Lie group of tube type, and let P = MAN be a Siegel
parabolic. Observe that dimA = 1, hence, we can choose H ∈ Lie(A) such that,
if (η, F ) is a finite dimensional representation of G, then there exists an integer r
such that F = ⊕rj=0F2j−r where
Fj = {v ∈ F |H · v = jv}.
Given such a finite dimensional representation (η, F ), set Xj = ⊕
r
k=jF2k−r, then
F = X0 ⊃ X1 ⊃ · · · ⊃ Xr ⊃ Xr+1 = (0)
is a P -invariant filtration. If we now set Y j = {φ ∈ F ′|φ|Xj=0}, then
F ′ = Y r+1 ⊃ Y r ⊃ · · · ⊃ Y 0 = (0)
is the corresponding dual filtration.
We will identify I∞P,σν ⊗ F with the space
{φ : G −→ Vσν ⊗ F |φ(pg) = (σν(p)⊗ I)φ(g)}
and observe that
I∞P,σν⊗η = {φ : G −→ Vσν ⊗ F |φ(pg) = (σν(p)⊗ η(p))φ(g)}.
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With this conventions there is an isomorphism of G-modules
I∞P,σν ⊗ F
∼= I∞P,σν⊗η
φ → φˆ
φˇ ← φ,
where
φˆ(g) = (I ⊗ η(g))φ(g), and φˇ(g) = (I ⊗ η(g)−1)φ(g).
Let (ηj, Xj) be the restriction of η to P acting on Xj, and let (η¯j , Xj/Xj+1) be
the representation induced on the quotient.
Then we have the following G-invariant filtration
I∞P,σν⊗η = I
∞
P,σν⊗η0 ⊃ . . . ⊃ I
∞
P,σν⊗ηr+1 = (0).
Moreover, it can be checked that
I∞P,σν⊗ηj/I
∞
P,σν⊗ηj+1
∼= I∞P,σν⊗η¯j .
The next theorem is a restatement of some of the results given in [22] for the
case at hand.
Theorem 1.7.1. Let G be a Lie group of tube type, and let P =MAN be a Siegel
parabolic subgroup with given Langlands decomposition. Let χ be a generic char-
acter of N , and set g = Lie(G). There exists an element Γ ∈ U(g)Mχ, depending
only on F , such that
1. The map
Γ : Whχ(I
∞
P,σν )⊗ F
′ −→Whχ(I∞P,σν ⊗ F )
is an isomorphism.
2. If λ ∈ Whχ(I
∞
P,σν)⊗ Y
j, then Γ(λ) = λ+ λ˜ with λ˜ ∈ (I∞P,σν)
′ ⊗ Y j−1.
Define
Γˇ : Whχ(I
∞
P,σν )⊗ F
′ −→Whχ(I∞P,σν⊗η)
by Γˇ(λ)(φ) = Γ(λ)(φˇ).
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Then it’s clear, from the above lemma, that Γˇ defines an Mχ-equivariant iso-
morphism.
If (ξ, V ) is a representation of P , let
I∞P,ξ = {φ : G −→ V | φ(pg) = δP (p)
1
2 ξ(p)φ(g)}
UP,ξ = {φ ∈ I
∞
P,ξ | supp φ ⊂ P (w
M)∗N}.
Observe that if φ ∈ UP,ξ then φ has compact support modulo P .
If (τ, Vτ ) is a representation of Mχ, define
Φτξ : Whχ,τ(I
∞
P,ξ) −→ HomMχ(V, Vτ )
in the same way we defined Φτσ,ν .
Now observe that, since Γ˜ is an Mχ-equivariant isomorphism, Γ˜ induces an
isomorphism, which we wil also denote by Γ˜,
Γ˜ : (Whχ(Iσν ⊗ F
′ ⊗ Vτ ))Mχ −→ (Whχ(Iσν⊗η)⊗ Vτ )
Mχ
∼ = ∼ =
Whχ,η′⊗τ (Iσν ) −→ Whχ,τ (Iσν⊗η)
Here we are using the fact that Whχ,τ (Vπ) ∼= (Whχ(Vπ ⊗ Vτ )
Mχ for all representa-
tions (π, Vπ) of G, and (τ, Vτ ) of Mχ.
We will identify
Whχ,η′⊗τ (Iσν ) ∼=
{
λ : Iσν ⊗ F −→ Vσ
∣∣∣∣∣ λ(π(n)⊗ I)φ) = χ(n)λ(φ),λ(π(m)⊗ η(m)φ) = τ(m)λ(φ)
}
.
Then we can identify Φη
′⊗τ
σν with a map
Φη
′⊗τ
σν :Whχ,η′⊗τ (Iσν ) −→ HomMχ(Vσ ⊗ F, Vτ ),
such that, if λ ∈ Whχ,η′⊗τ (Iσν ), φ ∈ Uσν⊗η, and we set µλ = Φ
η′⊗τ
σν (λ), then
λ(φ) = µλ(
∫
N
χ(n)−1φ(wMn) dn).
Let ν ∈ a′
C
be such that Φτ˜σν is an isomorphism for every representation (τ˜ , Vτ˜ ) of
Mχ. Then Φ
η′⊗τ
σν is an isomorphism, and if we set Γ˜ = Φ
τ
σν⊗η ◦ Γˇ ◦ (Φ
η′⊗τ
σν )
−1, then
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the following diagram commutes
HomMχ(Vσ ⊗ F, Vτ)
Whχ,η′⊗τ (I∞σν ) Whχ,τ(I
∞
σν⊗η)
HomMχ(Vσ ⊗ F, Vτ )
❄
✲
✲
❄
Γˇ
Γ˜
Φη
′⊗τ
σν Φ
τ
σν⊗η
(1.10)
Lemma 1.7.2. Γ˜ is an isomorphism.
Observe that this lemma immediately implies that Φτσν⊗η is an isomorphism.
Proof. Let µ ∈ HomMχ(Vσ ⊗ F, Vτ ). Since Φ
η′⊗τ
σν is an isomorphism, there exists
λ ∈ Whχ,η′⊗τ (I∞σν ) such that µ = Φ
η′⊗τ
σν (λ) =: µλ, i.e., if φˇ ∈ UP,σν⊗η, then
λ(φ) = µλ(
∫
N
χ(n)−1φ(wMn) dn).
To prove the lemma, we will show that if µλ ∈ HomMχ(Vσ⊗F, Vτ ), is such that
µλ(v) = 0 for all v ∈ Vσ ⊗Xj, then
(µλ − (I ⊗ η(wM)
′)Γ˜(µλ))(v) = 0 ∀v ∈ Vσ ⊗Xj−1
For any such µλ, λ ∈ (Whχ(I
∞
σν ) ⊗ Y
j ⊗ Vτ )
Mχ, and hence Γ(λ) = λ + λ˜, with
λ˜ ∈ (I∞P,σν)
′ ⊗ Y j−1 ⊗ Vτ . Therefore, if φ ∈ I∞σν ⊗Xj−1, then λ˜(φ) = 0 and
Γ(λ)(φ) = λ(φ) + λ˜(φ) = λ(φ).
Now by definition
Γˇ(λ)(φˆ) = Γ(λ)(φ) = µλ(
∫
N
χ(n)−1φ(wMn) dn).
But on the other hand since φˆ ∈ UP,σν⊗η
Γˇ(λ)(φˆ) = µΓˇ(λ)(
∫
N
χ(n)−1φˆ(wMn) dn)
= Γ˜(µλ)(
∫
N
χ(n)−1(I ⊗ η(wMn))φ(wMn) dn).
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Given vj−1 ∈ Vσ ⊗ Xj−1 choose a φ ∈ I∞σν ⊗ Xj−1 such that φ(wM) = vj−1. Let
{uk}k be an approximate identity on N , and define φ
k ∈ UP,σν by
φk(wMn) = u
k(n)χ(n)φ(wMn).
Then
lim
k→∞
µλ(
∫
N
χ(n)−1φk(wMn) dn) = lim
k→∞
Γ˜(µλ)(
∫
N
χ(n)−1I ⊗ η(wM))φk(wM) dn)
µλ( lim
k→∞
∫
N
uk(n)φ(wMn) dn) = Γ˜(µλ)( lim
k→∞
∫
N
uk(n)I ⊗ η(wM))φ(wM) dn)
µλ(φ(wM)) = Γ˜(µλ)(I ⊗ η(wM))φ(wM))
µλ(vj−1) = [(I ⊗ η(w−1M )
′)Γ˜(µλ)](vj−1).
Since this holds for all vj−1 ∈ Vσ⊗Xj−1, we conclude that µλ−(I⊗η(w−1M )
′)Γ˜(µλ) ∈
V ′σ ⊗ Y
j−1 ⊗ Vτ as we wanted to prove.
We will now choose a representation (η, F ), such that the action of M on Fr is
trivial, then σν ⊗ η¯0 ∼= σν−r, and hence
I∞σν⊗η¯0
∼= I∞σν−r .
Let
W j = {λ ∈ Whχ,τ(I
∞
σν⊗η)|λ|I∞σν⊗ηj = 0}.
Observe that if λ ∈ W j+1, then λ|I∞σν⊗ηj
defines an element in Whχ,τ (I
∞
σν⊗η¯j ).
Lemma 1.7.3. There exists and isomorphism
S :Whχ,τ (I
∞
σν⊗η) −→
r⊕
j=0
W j+1|I∞σν⊗ηj
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such that the following diagram is commutative:
Whχ,τ(I
∞
σν⊗η) ⊕
r
j=0W
j+1|I∞σν⊗ηj
⊕rj=0Whχ,τ(I
∞
P,σν⊗η¯j )
⊕rj=0HomMχ(Vσ ⊗Xj/Xj+1, Vτ )
HomMχ(Vσ ⊗ F, Vτ)
✲
❄
❄
❄
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅❅❘
S
Φτσν⊗η
Φτσν⊗η¯j
Xj/Xj+1 ∼= Fr−2j
(1.11)
Corollary 1.7.4. Φτσν is an isomorphism for all ν ∈ a
′
C
Proof (of corollary). Let ν ∈ a′
C
be such that Φτσν is an isomorphism. Then we
know that Φτσν⊗η is an isomorphism, and from the above diagram Φσν⊗η¯j is an
isomorphism for all j. In particular, if (η, F ) is as before, then Φτσν−r is an isomor-
phism. Proceeding by induction, it can now be shown that Φτσν is an isomorphism
for all ν ∈ a′
C
.
Proof (of lemma). Let λ ∈ Whχ,τ (I
∞
σν⊗η). Since Φ
τ
σν⊗η is an isomorphism, there
exists µλ ∈ HomMχ(Vσ ⊗ F, Vτ) such that if φ ∈ Uσν⊗η, then
λ(φ) = µλ(
∫
N
χ(n)−1φ(wMn) dn).
Let pj be the natural projection of Vσ ⊗ F onto Vσ ⊗ Fr−2j . Since pj is Mχ-
equivariant, µλ ◦ pj ∈ HomMχ(Vσ ⊗F, Vτ). Let λj = (Φ
τ
σν⊗η)
−1(µλ ◦ pj). Then it is
clear that λ =
∑
λj . Furthermore if φ ∈ Uσν⊗ηj+1 , then
λj(φ) = µλ ◦ pj(
∫
N
χ(n)−1φ(wMn) dn) = 0,
since all the values of φ are in Xj+1. Now since λj|Uσν⊗ηj+1 = 0 proposition 1.6.3
implies that λj |I∞σν⊗ηj+1
= 0, i.e., λj ∈ W
j+1. Define
S(λ) = (λ˜0, . . . , λ˜r), with λ˜j = λj|I∞σν⊗ηj+1
.
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It’s then clear, from the above observations, that S is an isomorphism that makes
diagram 1.11 commute.
1.8 Holomorphic Continuation of Certain Jacquet
Integrals
Theorem 1.8.1. Let (σ, Vσ) be an admissible, smooth, Fréchet representation of
M , and let (τ, Vτ) be an smooth, irreducible, tempered representation of Mχ.
1. The map
Φτσ,ν : Whχ,τ(I
∞
P,σν) −→ HomMχ(Vσ, Vτ )
defines a linear isomorphism for all ν ∈ a′
C
.
2. For all µ ∈ HomMχ(Vσ, Vτ ), the map ν 7→ µ ◦ J
χ
σ,ν extends to a weakly
holomorphic map of a′
C
into Hom(I∞σ , Vτ ).
Proof. We have already seen that Φτσ,ν is an isomorphism for all ν ∈ a
′
C
. Given
µ ∈ HomMχ(Vσ, Vτ ), and φ ∈ I
∞
σ define
γτµ(ν)(φ) := (Φ
τ
σ,ν)
−1(µ)(φσ,ν).
Observe that, if Re ν ≫ 0, then γµ(ν)(φ) = µ ◦ J
χ
σ,ν(φ). We will show that γ
has holomorphic continuation to all ν ∈ a′
C
, by showing that it satisfies a shift
equation.
Let ν ∈ a′
C
and φ ∈ I∞σ be arbitrary. By definition
γµ(ν − r)(φ) = (Φ
τ
σ,ν−r)
−1(µ)(φσ,ν−r) = λ(φσ,ν−r)
for some λ ∈ Whχ,τ(I
∞
σ,ν−r). But now, according to (1.10) and (1.11), there exists
δ ∈ Whχ,η′⊗τ (Iσν ), and ψ ∈ I
∞
σν⊗η, such that
γµ(ν − r)(φ) = λ(φσ,ν−r) = Γˇ(δ)(ψ)
= δ(ΓT ψˇ) = γη
′⊗τ
µδ
(ν)(ΓT ψˇ),
where µδ = Φ
η′⊗τ
σν (δ). This is the desired shift equation which shows that γµ is
weakly holomorphic everywhere.
Chapter 2
The Bessel-Plancherel theorem
2.1 The Bessel-Plancherel theorem for rank 1 Lie
groups of tube type
Let G be a Lie group of tube type and let P = MAN be a Siegel parabolic
subgroup with given Langlands decomposition. Given a character χ of N , we will
set C∞c (N\G;χ) to be equal to the set of smooth functions f : G −→ C such that
f(ng) = χ(n)f(g), for all n ∈ N , g ∈ G, and such that |f | has compact support
modulo N . We will also set
L2(N\G;χ) =
{
f : G −→ C
∣∣∣∣∣ f(ng) = χ(n)f(g), for n ∈ N , g ∈ G,and ∫
N\G |f(g)|
2 dNg <∞
}
.
Here dNg is the measure on N\G such that, if f ∈ C∞c (G), then∫
G
f(g) dg =
∫
N\G
∫
N
f(ng) dn dNg. (2.1)
Observe that L2(N\G;χ) has a natural inner product, defined by
〈f, h〉 :=
∫
N\G
f(g)h(g) dNg, for f, h ∈ L2(N\G;χ).
Let λ be the measure on Nˆ such that, if f ∈ C∞c (N), then
f(e) =
∫
Nˆ
fˆ(χ)dλ(χ), (2.2)
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where fˆ is the Fourier transform of f .
Given f ∈ C∞c (G) ⊂ L
2(G), define sf(χ) ∈ C
∞
c (N\G;χ) ⊂ L
2(N\G;χ), by
sf(χ)(g) =
∫
N
χ(n)−1f(ng) dn. (2.3)
We would like to use this equation to identify f with a “section” sf on a “vector
bundle” E over Nˆ with fibers L2(N\G;χ). Unfortunately, this “bundle” fails to
satisfy the local triviality property. We will work around this problem in the
following way: Given f ∈ C∞c (N\G;χ) and p ∈ P set Lpf(g) = f(p
−1g). Then
Lpf(ng) = f(p
−1ng) = f((p−1np)p−1g) = χ(p−1np)f(p−1g) = (p · χ)(n)Lpf(g),
i.e, Lpf ∈ C
∞
c (N\G; p · χ). Moreover, according to section 2.C,
〈Lpf, Lpf〉 =
∫
N\G
Lpf(g)Lpf(g) dNg =
∫
N\G
f(p−1g)f(p−1g) dNg
=
∫
N\G
f(g)f(g)δP (p)
−1 dNg = δP (p)−1〈f, f〉,
where δP is the modular function of P . What this couple of equations say is that we
can extend Lp to a conformal transformation from L
2(N\G;χ) to L2(N\G; p · χ).
Now from equation (2.3)
sRg1f(χ)(g) =
∫
N
χ(n)−1Rg1f(ng) dn =
∫
N
χ(n)−1f(ngg1) dn
= sf(χ)(gg1) =: (Rg1sf (χ))(g) (2.4)
and
sLpf(χ)(g) =
∫
N
χ(n)−1Lpf(ng) dn =
∫
N
χ(n)−1f(p−1npp−1g) dn
=
∫
N
χ(pnp−1)−1δP (p)f(np−1g) dn
=
∫
N
(p−1χ)(n)−1δP (p)f(np−1g) dn
= δP (p)sf (p
−1χ)(p−1g). (2.5)
Let Ω be the set of open orbits for the action of P on Nˆ . Then we can use equations
(2.4) and (2.5) to define a P ×G-vector bundle
E
↓
ω,
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with fibers Eχ = L
2(N\G;χ). Now observe that, if f ∈ C∞c (G), then, according
to equations (2.1), (2.2) and (2.3),
〈f, f〉 =
∫
N\G
∫
N
f(ng)f(ng) dn dNg
=
∫
N\G
∫
Nˆ
sf(χ)(g)sf (χ)(g) dλ(χ) dNg
=
∫
Nˆ
〈sf(χ), sf(χ)〉dλ(χ)
=
⊕
ω∈Ω
∫
ω
〈sf(χ), sf(χ)〉dλ(χ), (2.6)
where the last equality follows from the fact that the complement of the union of
the open orbits of P in Nˆ has measure zero. Therefore, if we set
L2(ω,E, λ) = {s : ω −→ E | s(χ) ∈ Eχ, and
∫
ω
‖s(χ)‖2 dλ(χ) <∞},
then the map f 7→ sf extends to a P ×G-equivariant isometry between L
2(G) and
⊕ω∈ΩL2(ω,E, λ). This is the identification we were after when we defined sf .
We will now use the material developed in section 2.A to continue the study of
the decomposition of L2(G) with respect to the action of P ×G. For every ω ∈ Ω,
we will fix a character χω ∈ ω. Then, according to the material in section 2.A,
there is a natural P ×G-equivariant isomorphism⊕
ω∈Ω
L2(ω,E, λ) ∼=
⊕
ω∈Ω
IndP×GMχN×G L
2(N\G;χω).
Therefore
L2(G) ∼=
⊕
ω∈Ω
L2(ω,E, λ) ∼=
⊕
ω∈Ω
IndP×GMχN×G L
2(N\G;χω)
∼=
⊕
ω∈Ω
∫
Mˆχω
IndPMχωN(χω ⊗ τ
∗)⊗ L2(MχωN\G; τ ⊗ χω)dη(τ)
∼=
⊕
ω∈Ω
∫
Mˆχω
IndPMχωN(χω ⊗ τ
∗)⊗
∫
Gˆ
Wχω,τ (π)⊗ π dµω,τ (π)dη(τ)
∼=
⊕
ω∈Ω
∫
Mˆχω
∫
Gˆ
Wχω ,τ (π)⊗ Ind
P
MχωN
(χω ⊗ τ
∗)⊗ π dµω,τ (π)dη(τ).(2.7)
Here η is the Plancherel measure of Mχ, whereas µω,τ is a measure on Gˆ that
depends on ω and τ , and Wχω ,τ(π) is some multiplicity space, that also depends
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on ω and τ . On the other hand, Harish-Chandra’s Plancherel theorem says that
L2(G) ∼=
∫
Gˆ
π∗|P ⊗ π dµ(π), (2.8)
where µ is the Plancherel measure on G.
We will now restrict to the case where G has rank 1. In this case if χ is generic,
then Mχ is compact, and hence equation (2.7) reads
L2(G) =
⊕
ω∈Ω
⊕
Mˆχω
∫
Gˆ
Wχω ,τ (π)⊗ Ind
P
MχωN
(χω ⊗ τ
∗)⊗ π dµω,τ (π).
From this and equation (2.8) we conclude that, for µ-almost all π,
π∗|P ∼=
⊕
ω∈Ω
⊕
τ∈Mˆχω
Wχω ,τ (π)⊗ Ind
P
MχωN
χω ⊗ τ
∗, (2.9)
and that µω,τ is absolutely continuous with respect to the Plancherel measure µ,
for all ω, τ , i.e.,
L2(MχN\G; τ ⊗ χ) ∼=
∫
Gˆ
Wχ,τ (π)⊗ π dµ(π). (2.10)
Observe that in the rank 1 case P is both, a maximal and a minimal parabolic
subgroup, and hence this case is contained in the calculation of the Whittaker-
Plancherel measure given in [24]. There the multiplicity spaces Wχ,τ (π) are explic-
itly computed to be isomorphic to the space of Whittaker models Whχ,τ (π).
Looking at equations (2.7), (2.8), (2.9) and (2.10) it is natural to state the
following conjecture:
Conjecture 2.1.1. For µ-almost all π,
π∗|P ∼=
⊕
ω∈Ω
∫
τ∈Mˆχω
Wχω ,τ (π)⊗ Ind
P
MχωN
χω ⊗ τ
∗dη(τ). (2.11)
Furthermore, if χ is a generic character of N , then
L2(N\G;χ) ∼=
∫
Gˆ
∫
Mˆχ
Wχ,τ (π)⊗ τ
∗ ⊗ π dη(τ)dµ(π), (2.12)
where η is the Plancherel measure of Mχ, and µ is the Plancherel measure of G.
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Proving this conjecture will be the goal of this chapter. We will start in section
2.2 where we will restate the asymptotic expansion of certain matrix coefficients
developed by Wallach [23], [24]. Then, in section 2.3, we will define the Schwartz
space, C (N\G;χ), of L2(N\G;χ), analogous to the Schwartz space, C (G), of
L2(G), and define a “Fourier transform” map between C (G) and C (N\G;χ). In
section 2.4 we will use the results developed in the previous two sections to prove
equations (3.13) and (2.12). This is the generalized Bessel-Plancherel theorem,
generalized in the sense that the group Mχ may not be compact.
In the case where Mχ is compact, we can give a more explicit description of
the isomorphism appearing in equation (2.12). In section 2.5 we will use the holo-
morphic continuation of the generalized Jacquet integrals proved in section 1.8 to
calculate the Fourier transform of a wave packet, in the case where Mχ is compact.
This calculations will allow us to “push forward” the decomposition of C (G) to
obtain a decomposition of C (N\G;χ) with explicit intertwiner operators. Finally
in section 2.6 we will use this results, together with the asymptotic expansions
developed in section 2.2, to identify the multiplicity spaces Wχ,τ (π) with the space
of Bessel models Whχ,τ(π).
The chapter closes with three appendixes that, although not necessary for the
main results of this chapter, are related to the material discussed here. In appendix
2.A we discuss the basic representation theory of parabolic subgroups. Although
this results are known from the work of Wolf et. al. [13], it is convenient to have
them here to set the notation, and for easy reference. Appendix 2.B discusses
the Plancherel measure of the space L2(P ). Although not directly related to the
Bessel-Plancherel measure, some of the ideas discussed there are used through this
chapter. Finally in appendix 2.C it is proved that the support of the Whittaker-
Plancherel measure with respect to any parabolic subgroup is contained in the
tempered spectrum. This result may be useful in future calculations of other
Whittaker-Plancherel measures. At least they give us hope that this Whittaker-
Plancherel measures may not be “too awful”.
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2.2 The asymptotic expansion of certain matrix
coefficients
Let (π,H) be an admissible, finitely generated, Hilbert representation of G.
Let V be the space of smooth vectors of H . Given v ∈ V and λ ∈ V ′ we can
define a smooth function cλ,v(g) = λ(π(g)v) for g ∈ G. This function is called
a matrix coefficient function. In this section we will describe some asymptotic
expansions of certain matrix coefficients, cλ,v, where λ satisfies certain properties.
The exposition of this sections follows very closely the material developed in [23]
and [24]. I decided to put it here as it is convenient to develop this results together,
but if the reader so desires he can also look at the original exposition by looking
at the references in the appropriate places.
Let’s start by specifying what we mean by an asymptotic expansion.
Definition 2.2.1. By a formal exponential polynomial power series we will mean
a formal sum of the form ∑
1≤j≤r
ezjt
∑
n≥0
pj,n(t)e
−nt (2.13)
where pj,n is a polynomial in t for each j, n.
The point here is that we do not care if the series converges. Fix such a formal
series, then we may rearrange it in the following way:∑
j≥1
eujtpuj (t), (2.14)
with uj ∈ {zk − n | 1 < k < r, n > 0, n ∈ N}, Re u1 ≥ Re u2, . . ., and puj is the
sum of the pk,n with zk − n = uj . We will call N a gap of the series if uN > uN+1.
If f is a function on R, we say that f is asymptotic as t→ +∞ to the formal
exponential polynomial power series given as in (2.13) if, for each gap N , there
exists constants C and ǫ, depending on N , such that
|f(t)−
∑
j≤N
eujtpuj (t)| ≤ Ce
(Re uN−ǫ)t for t ≥ 1.
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Notice that if N is a gap then
lim
t→+∞
e−(ReuN )t|f(t)−
∑
j≤N
eujtpuj (t)| = 0.
Lemma 2.2.2. Let ∑
1≤j≤r
ezjt
∑
n≥0
pj,n(t)e
−nt
and ∑
1≤j≤s
ewjt
∑
n≥0
qj,n(t)e
−nt
be two formal exponential polynomial series such that zj−zk, (respectively wj−wk)
is not an integer for j 6= k and pj,0 6= 0, qj,0 6= 0. If both formal exponential
polynomial series are asymptotic to the same function f , then r = s, and after
relabeling wj = zj, pj,n = qj,n.
This is precisely lemma 4.A.1.2 in [23].
Definition 2.2.3. Let (π,H) be as above, and let (P◦, A◦) be a minimal p-pair for
G. We say that λ ∈ V ′ is tame with respect to (P◦, A◦) if there exists δ ∈ a′◦ such
that
|Xλ(π(a)v)| ≤ CX,va
δ,
for all X ∈ U(g), v ∈ V and a ∈ Cl(A+◦ ).
The important point in this definition is that δ doesn’t depend on the element
X ∈ U(g). Observe that if λ ∈ (Hˇ)∞, then λ is tame for all minimal p-pairs
(P◦, A◦). The following proposition provides more examples of tame linear func-
tionals.
Proposition 2.2.4. Let (π,H) be an admissible, finitely generated, Hilbert repre-
sentation of G. Let P = NAM be the Siegel parabolic described in section 1.2, and
let χ be a character of N whose stabilizer, Mχ, is compact. If λ ∈ Whχ(V )(τˇ) (the
τˇ -isotypic component) for some τ ∈ Mˆχ, then λ is tame for every minimal p-pair
(P◦, A◦) such that A ⊂ A◦.
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Proof. By the Gelfand-Neimark decomposition g = n¯ ⊕ m ⊕ a ⊕ n. On the other
hand, according to the Iwasawa decomposition, m = mχ ⊕ aM ⊕ nM , where mχ =
Lie(Mχ), and aM ⊕ nM ⊂ Lie(P◦). Therefore g = n¯ ⊕ (mχ ⊕ aM ⊕ nM) ⊕ a ⊕ n,
and hence
U(g) = U(a⊕ aM ⊕ nM )U(n¯)U(mχ ⊕ n). (2.15)
The plan for the proof of this proposition is the following: we will show that
if λ ∈ Whχ(V )(τˇ ), then U(mχ ⊕ n)λ ⊂ Whχ(V )(τˇ), and there exists δ ∈ a
′
◦
such that |Xλ(a · v)| ≤ CX,va
δ, for all a ∈ Cl(A+◦ ). We will also show that if
λ ∈ Whχ(V )(τˇ) satisfies that |λ(a · v)| ≤ Cva
δ for all a ∈ Cl(A+◦ ), and X ∈ U(n¯),
then |Xλ(a · v)| ≤ CX,va
δ, for all a ∈ Cl(A+◦ ). Observe that in this case Xλ may
no longer be in Whχ(V )(τˇ ). Finally, if |λ(a · v)| ≤ Cva
δ for all a ∈ Cl(A+◦ ), and
X ∈ U(a⊕ aM ⊕ nM ), we will show that |Xλ(a · v)| ≤ CX,va
δ, for all a ∈ Cl(A+◦ ).
It is then clear that all this statements, together with equation (2.15), are enough
to prove the proposition.
Given λ ∈ Whχ(V )(τˇ ), set Wλ = U(mχ ⊕ n)λ and observe that this is a finite
dimensional subspace of Whχ(V )(τˇ). Let {λ1, . . . , λk} be a basis of Wλ. Then for
any given v ∈ V , and every 1 ≤ i ≤ k, there exists δi ∈ a
′
◦, and a constant Ci, such
that
|λi(a · v)| ≤ Cia
δi for all a ∈ Cl(A+◦ ).
Let δ ∈ a′◦ be such that a
δi ≤ aδ, for all 1 ≤ i ≤ k, a ∈ Cl(A+◦ ). If X ∈ U(mχ⊕ n),
then there exists some constants bi(X) such that
|Xλ(π(a)v)| = |
k∑
i=1
bi(X)λi(π(a)v)| ≤
k∑
i=1
|bi(X)|Cia
δi ≤ Caδ (2.16)
for some constant C.
Let λ ∈ Whχ(V )(τˇ) be such that |λ(a · v)| ≤ Cva
δ for all a ∈ Cl(A+◦ ). Since
A ⊂ A◦, we have that n¯ = n¯ ∩ n◦ ⊕ n¯ ∩ n¯◦. Let X ∈ (n¯ ∩ n◦)α for some root
α ∈ Φ(P◦, A◦). Then
|Xλ(a · v)| = |λ(XTa · v)| = |λ(aAd(a−1)(XT ) · v)| = |λ(a(a−α)XT · v)|
≤ CX,va
δ−α ≤ CX,va
δ. (2.17)
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Now let X ∈ (n¯ ∩ n¯◦)−β for some root β ∈ Φ(P◦, A◦). In this case we can always
find Y ∈ (n ∩ n◦)β such that χ(Y ) 6= 0. For such a Y
|Y λ(a · v)| = |λ(Y Ta · v)| = |λ(aAd(a−1)(Y T ) · v)|
|χ(Y )||λ(a · v)| = |λ(a(a−β)Y T · v)| ≤ CY,vaδ−β
|λ(a · v)| ≤ C ′Y,va
δ−β , (2.18)
where in the last step we are using that χ(Y ) 6= 0. Using this improved estimate
we see that
|Xλ(a · v)| = |λ(XTa · v)| = |λ(aAd(a−1)(XT ) · v)|
= |λ(a(aβ)XT · v)| ≤ C ′X,va
δ−β+β ≤ C ′X,va
δ. (2.19)
Since n¯ is a direct sum of spaces of the form (n¯ ∩ n◦)α and (n¯ ∩ n¯◦)−β with α, β ∈
Φ(P◦, A◦), from (2.17) and (2.19) we conclude that, if X ∈ U(n¯), then |Xλ(a ·v)| ≤
CX,va
δ, for all a ∈ Cl(A+◦ ).
Now assume that λ is a linear functional such that |λ(a · v)| ≤ Cva
δ for all
a ∈ Cl(A+◦ ), and let X ∈ U(a◦) = U(a⊕ aM). Then
|Xλ(π(a)v)| = |λ(π(XT )π(a)v)| = |λ(π(a)π(XT )v)| ≤ CX,va
δ. (2.20)
Finally, let X ∈ (nM )α for some root α ∈ Φ(P◦, A◦). Then
|Xλ(a · v)| = |λ(XTa · v)| = |λ(aAd(a−1)(XT ) · v)| = |λ(a(a−α)XT · v)|
≤ CX,va
δ−α ≤ CX,vaδ. (2.21)
Since nM is a direct sum of its weight spaces, from equations (2.20) and (2.21) we
conclude that |Xλ(a · v)| ≤ CX,va
δ for all X ∈ U(a ⊕ aM ⊕ nM ). We have thus
proved all the statements that we made at the beginning of the proof, so we are
done.
Let K ⊂ G be a maximal compact subgroup. If (π, V ) is as above, we will
denote by VK the space of K-finite vectors of V . Let F1 be a subset of Φ(P0, A0),
(P1, A1) be the corresponding standard p-pair, and let P¯1 = M1A1N¯1 be the
parabolic subgroup opposite to P1. Set
E(P1, V ) = {µ ∈ (a1)
′
C | (VK/n¯1VK)µ 6= 0},
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where (VK/n¯1VK)µ is the generalized µ-weight space of VK/n¯1VK , i.e., there exists
d ≥ 1 such that for all H ∈ a1
(H − µ(H))d(VK/n¯1VK)µ = 0.
Now assume that Φ(P0, A0) = {α1, . . . , αr}. Define H1, . . .Hr ∈ a0 by αi(Hj) =
δi,j. Then we can define ΛV ∈ a
′
0 by
ΛV (Hj) = max{Reµ(Hj) |µ ∈ E(P0, V )}.
The following theorem provides an asymptotic expansion for the matrix co-
efficient function cλ,v, where v ∈ V and λ is a tame linear functional, and it’s
essentially a combination of theorems 15.2.4 and 15.2.5 in [24].
Theorem 2.2.5. Let (π,H) be an admissible, finitely generated, Hilbert represen-
tation of G, and let (P1, A1) be a standard p-pair with respect to the minimal p-pair
(P◦, A◦). If λ ∈ V ′ is tame with respect to (P◦, A◦) then
i) There exists d ≥ 0 such that if v ∈ V then for all a ∈ Cl(A+0 )
|λ(a · v)| ≤ (1 + log ‖a‖)daΛV σλV (v),
for some continuous seminorm, σλV , of V .
ii) If H ∈ a1
+, m ∈M1 and v ∈ V then
λ(exp(tH)m · v) ∼
∑
µ∈E(P1,V )
etµ(H)
∑
Q∈L+1
e−tQ(H)pλ,µ,Q(tH,m, v)
as t→ ∞, where pλ,µ,Q : a1 ×M1 × V → C is a function that is polynomial
in a1, real analytic in M1 and linear in V , and
L+1 = {
∑
j
njαj |αj ∈ Φ(P1, A1) and nj is a nonnegative integer}.
The proof of this result is complicated and first we will need to prove the same
result, but for v ∈ VK instead of v ∈ V . Namely we need to first prove the following
lemma (which is equivalent to theorem 15.2.2 in [24]).
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Lemma 2.2.6. Let (π,H) be an admissible, finitely generated, Hilbert representa-
tion of G, and let (P1, A1) be a standard p-pair with respect to the minimal p-pair
(P◦, A◦). If λ ∈ (V )′ is tame with respect to (P◦, A◦) then
i) There exists d ≥ 0 such that if v ∈ VK then for all a ∈ Cl(A
+
0 )
|λ(a · v)| ≤ (1 + log ‖a‖)daΛV σλV (v),
for some continuous seminorm, σλV , of V .
ii) If H ∈ a1
+, m ∈M1 and v ∈ VK then
λ(exp(tH)m · v) ∼
∑
µ∈E(P1,V )
etµ(H)
∑
Q∈L+1
e−tQ(H)pλ,µ,Q(tH,m, v)
as t→∞, where pλ,µ,Q : a1 ×M1 × VK → C is a function that is polynomial
in a1, real analytic in M1 and linear in VK, and
L+1 = {
∑
j
njαj |αj ∈ Φ(P1, A1) and nj is a nonnegative integer}.
Proof. We will start with the proof of i.
Since λ is tame with respect to (P◦, A◦), there exists δ ∈ a′ such that
|λ(a · v)| ≤ aδσλ(v) (2.22)
for some seminorm σλ of V . Let ∆(P◦, A◦) = {α1, . . . αl} and choose elements
Hj ∈ a0 such that αi(Hj) = δij . Then Λ =
∑
Λiαi and δ =
∑
δiαi, with Λi =
Λ(Hi), δi = δ(Hi). The idea of the proof is to show that if δi > Λi then we can
replace δi with Λi at the cost of possibly changing the seminorm σλ and adding a
polynomial term.
Fix αi ∈ ∆(P◦, A◦) and set Fi = ∆(P◦, A◦) − {αi} and Pi = PFi. Then
ai = RHi and any given a ∈ CL(A
+
0 ) can be expressed uniquely as a = ata˜, with
at = exp(tHi), t ≥ 0, and a˜ = exp(
∑
cjHj), with cj ≥ 0, ci = 0. We will now
make use of the K-finiteness of v. Let qi be the canonical projection of VK onto
VK/n¯iVK . We claim that
if qi(v) = 0, then |λ(a · v)| ≤ a
δ−αiσ′λ(v), (2.23)
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for some seminorm σ′λ(v). Effectively, let X¯1, . . . , X¯p be a basis of n¯i consisting of
root vectors with corresponding roots β1, . . . , βp. If qi(v) = 0, then v =
∑
X¯jvj
and hence
|λ(a · v)| = |
∑
λ(aX¯jvj)|
≤
∑
|λ(Ad(a)(X¯j)a · vj)|
≤
∑
aβj |X¯Tj λ(a · vj)|
≤
∑
aδ+βjσλ,X¯j(vj)
≤ aδ−αiσ′λ(v).
Here we are using the fact that if βj is a root of n¯i and a ∈ Cl(A
+) then aβj ≤ a−αi .
Given v ∈ VK , choose vectors v = v1, . . . , vr ∈ VK , such that {q(v1), . . . , q(vr)}
is a basis of U(ai)qi(v). Then
Hivj =
∑
k
bjkvk + wj (2.24)
with wj ∈ n¯iVK . Given a˜ ∈ Cl(A
+
0 ) such that a˜
αi = 1, set
F (t, a˜, v) =

λ(ata˜ · v1)
...
λ(ata˜ · vr)

and
G(t, a˜, v) =

λ(ata˜ · w1)
...
λ(ata˜ · wr)
 .
Then equation (2.24) says that
d
dt
F (t, a˜, v) = BF (t, a˜, v) +G(t, a˜, v),
where B = [bjk]. Solving this differential equation explicitly we get that
F (t, a˜, v) = etBF (0, a˜, v) + etB
∫ t
0
e−sBG(s, a˜, v) ds.
Observe that, since v = v1,
|λ(ata˜ · v)| ≤ ‖F (t, a˜, v)‖ ≤ ‖e
tBF (0, a˜, v)‖+ ‖etB
∫ t
0
e−sBG(s, a˜, v)‖, (2.25)
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here we are using the usual norm in Cr. We will now estimate the two summands
in the right hand side of (2.25).
By equation (2.22)
‖F (0, a˜, v)‖ ≤ a˜δσλ(v). (2.26)
On the other hand by the definition of Λ = ΛV
‖etB‖ ≤ (1 + t)dietmax{µ(Hi) |µ∈E(Pi,V )} = (1 + t)dietΛi . (2.27)
Using equations (2.26) and (2.27) we can estimate the first summand in the right
hand side of (2.25), namely
‖etBF (0, a˜, v)‖ ≤ (1 + t)dietΛi a˜δσλ(v). (2.28)
To estimate the second summand of (2.25) observe that by equation (2.23)
‖G(t, a˜, v)‖ ≤ a˜δet(δi−1)σ′′λ(v). (2.29)
Breaking Cr as a direct sum of the invariant subspaces of B, and using (2.29), it
can be shown that
‖etB
∫ t
0
e−sBG(s, a˜, v) ds‖ ≤ (1+t)d
′
i a˜δet(δi−1)σ′′λ(v)+Ci(1+t)
dietΛi a˜δσ′′λ(v). (2.30)
Finally, from (2.25), (2.28) and (2.30) we obtain the following bound
|λ(ata˜ · v)| ≤ (1 + t)
d′′i etmax{Λi,δi−1}a˜δσ′′′λ (v). (2.31)
If Λi ≤ δi − 1 we can use the fact that (1 + t)
d′′i ≤ Cet/2, for some constant C,
to get equation (2.22) again but for a new linear functional δ gotten from replacing
δi by δi − 1/2. We can then repeat this same argument a finite number of times
until we get Λi > δi − 1. Observe that in the last step e
tΛi dominates et(δi−1), so,
again from equations (2.25), (2.28) and (2.30), we get
|λ(ata˜ · v)| ≤ (1 + t)
dietΛi a˜δσ˜λ(v) (2.32)
where di is as in equation (2.27). Observe that this di is independent of v.
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To finish the proof of i, observe that if a ∈ Cl(A+0 ) then a = exp(
∑
tjHj),
for some tj ≥ 0. If we repeat the argument leading up to equation (2.32) for all
i = 1, . . . , l, we get that
|λ(a · v)| ≤ σ¯λ(v)
l∏
i=1
(1 + ti)
dietiΛi ≤ σ¯′λ(v)(1 + log ‖a‖)
daΛ
for some d ≥ 0 and some seminorm σ¯′λ.
We will now start the proof of ii. We will only prove this result for P1 = P0 the
remaining cases being a consequence of this result. Fix a tame linear functional λ.
Let
a+ǫ = {H ∈ a0
+ | ‖H‖ = 1 and α(H) ≥ ǫ for all α ∈ Φ(P◦, A◦)},
and set L = max{Λ(H) |H ∈ a0
+, ‖H‖ = 1}. Let qk be the canonical projection
of VK onto Vk/n¯
k
0VK . Arguing as in the proof of (2.23) we can show that
if H ∈ a+ǫ and qk(v) = 0, then
|λ(exp tH · v)| ≤ (1 + t)det(L−kǫ)σλ(v) for all t > 0,
(2.33)
where σλ is a continuous seminorm on V .
Given v ∈ VK , choose vectors v = v1, . . . , vr ∈ VK , such that {qk(v1), . . . , qk(vr)}
is a basis of U(a0)qk(v). Then, as in the proof of part i, we have that
Hvj =
∑
k
bjk(H)vk + wj (2.34)
with wj ∈ n¯
k
0VK . Hence, if we set
F (v) =

λ(v1)
...
λ(vr)

and
G(v) =

λ(w1)
...
λ(wr)
 ,
then, from equation (2.34), we get that
d
dt
F (exp tH · v) = B(H)F (exp tH · v) +G(exp tH · v),
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where B(H) = [bjk(H)]. Solving this differential equation explicitly we get that
F (exp tH · v) = etB(H)F (v) + etB(H)
∫ t
0
e−sB(H)G(exp sH · v) ds. (2.35)
We will use this equation to derive an asymptotic expansion for λ(exp tH · v) for
every H ∈ a+ǫ .
Given H ∈ a+ǫ , define E
k
ǫ,H(P, V ) = {µ ∈ E
k(P, V ) |µ(H) > L − kǫ}. Observe
that, since Ekǫ,H(P, V ) is finite, there exists δ > 0 such that µ(H) > L − kǫ + δ,
for all µ ∈ Ekǫ,H(P, V ). Let P
k
ǫ,H be the projection of C
r onto the generalized
eigenspaces of B(H) with eigenvalues of the form µ(H), for µ ∈ Ekǫ,H(P, V ). Set
Qkǫ,H = I−P
k
ǫ,H , where I is the indentity map on C
r. Starting with equation (2.35),
and arguing as in the proof of i, we can show that
‖Qkǫ,HF (exp tH · v)‖ ≤ (1 + t)
2det(L−kǫ)σλ(v). (2.36)
On the other hand, from the fact that ‖e−sB(H)P kǫ,H‖ ≤ C(1 + s)
des(kǫ−L−δ), and
statement (2.33), we get that
‖e−sB(H)P kǫ,HG(exp sH · v)‖ ≤ (1 + s)
2des(kǫ−L−δ)es(L−kǫ)σλ(v)
= (1 + s)2de−sδσλ(v). (2.37)
From the above equation, the integral∫ ∞
0
‖e−sB(H)P kǫ,HG(exp sH · v)‖ ds <∞.
Set
F kǫ,H(v) = P
k
ǫ,HF (v) +
∫ ∞
0
e−sB(H)P kǫ,HG(exp sH · v) ds. (2.38)
Then the above estimates imply that
‖F (exp tH · v)− etB(H)F kǫ,H(v)‖ ≤ (1 + t)
2det(L−kǫ)σλ(v). (2.39)
Using again that ‖e−tB(H)P kǫ,H‖ ≤ C(1 + t)
det(kǫ−L−δ), we obtain that
lim
t→∞
e−tB(H)P kǫ,HF (exp tH · v) = F
k
ǫ,H(v). (2.40)
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From this equation we can get the following identity
F kǫ,H(v) = lim
t→∞
e−(s+t)B(H)P kǫ,HF (exp(s+ t)H · v)
= e−sB(H) lim
t→∞
e−tB(H)P kǫ,HF (exp tH · [exp sH · v])
= e−sB(H)F kǫ,H(exp sH · v), (2.41)
or equivalently, F kǫ,H(exp sH · v) = e
sB(H)F kǫ,H(v).
Set fkǫ,H(t, v) equal to the first component of F
k
ǫ,H(exp tH · v). Then
fkǫ,H(t, v) =
∑
µ∈E(P,V ), Q∈L+
Re(µ−Q)(H)>L−kǫ+δ
et(µ−Q)(H)pkǫ,H,µ,Q(t, v) (2.42)
for some polynomials pkǫ,H,µ,Q(t, v). Observe that, as long as kǫ > L+ δ + Re(Q−
µ)(H), this polynomials are independent of k, so, if we let k → ∞, we can use
equations (2.39) and (2.42) to define an asymptotic expansion for λ(exp tH · v).
Since asymptotic expansions are unique, the polynomials appearing in the expan-
sion are independent of the ǫ > 0 chosen. Summarizing, we have shown that, given
H ∈ a+ǫ , there exists polynomials pH,µ,Q(t, v), such that
λ(exp tH · v) ∼
∑
µ∈E(P0,V ), Q∈L+0
et(µ−Q)(H)pH,µ,Q(t, v),
as t → ∞. To finish the proof, we need to show that the pH,µ,Q(t, v) are actually
polynomial on a0.
Let H1, H2 ∈ a
+
ǫ . If we can show that P
k
ǫ,H2
F kǫ,H1(v) = P
k
ǫ,H1
F kǫ,H2(v), then we
have finished the proof of the lemma. To simplify notation, we will write P1 for
P kǫ,H1, F1 for F
k
ǫ,H1
, and analogously for P2 and F2. We will start by making the
following simple observations: Since H1, H2 ∈ a
+
ǫ , then 1 ≥ 〈H1, H2〉 = c > 0.
Therefore, if s, t ≥ 0,
〈sH1 + tH2, sH1 + tH2〉 = s
2〈H1, H1〉+ 2st〈H1, H2〉+ t
2〈H2, H2〉
= s2 + 2stc+ t2 ≥ c2s2 + 2stc+ t2 = (sc+ t)2.
The upshot is that we have shown s + t ≥ ‖sH1 + tH2‖ ≥ cs + t. Now observe
that, if µ ∈ Ekǫ,H1(P, V ) ∩ E
k
ǫ,H2
(P, V ), then µ(H1), µ(H2) > L− kǫ+ δ, and hence
µ
(
sH1 + tH2
‖sH1 + tH2‖
)
≥
sµ(H1) + tµ(H2)
s+ r
> L− kǫ+ δ. (2.43)
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Making use of this observations, and of equation (2.37), we can check that
‖e−B(sH1+tH2)P2P1G(exp(sH1 + tH2) · v)‖ ≤ (1 + ‖sH1 + tH2‖)2de−δ‖sH1+tH2‖
× σλ(v)
≤ (1 + s + t)2de−δ(cs+t)σλ(v). (2.44)
Hence, by the definition of F1,
e−tB(H2)P2F1(exp tH2 · v) = e−tB(H2)P2P1F (exp tH2 · v)
+
∫ ∞
0
e−B(sH1+tH2)P2P1G(exp(sH1 + tH2) · v) ds,
where the convergence of the last integral is guaranteed by equation (2.44). Taking
the limit as t→∞, and using again equation (2.44), we get
lim
t→∞
e−tB(H2)P2F1(exp tH2 · v) = lim
t→∞
e−tB(H2)P2P1F (exp tH2 · v) + 0
= P1F2(v), (2.45)
where the last equality follows from equation (2.40). But now, using equation
(2.41), we have that
e−sB(H1) lim
t→∞
e−tB(H2)P2F1(exp tH2 · [exp sH1 · v]) = e−sB(H1)P1F2(exp sH1 · v)
lim
t→∞
e−tB(H2)P2F1(exp tH2 · v) = P1F2(v).
Using this identity, and reversing the roles of H1 and H2 in equation (2.45), we get
that
lim
t→∞
e−tB(H1)P1F2(exp tH1 · v) = P2F1(v)
lim
t→∞
P1F2(v) = P2F1(v),
as we wanted to show.
With this result at hand we will now start the proof of the theorem.
Proof (of theorem). Once again we will only consider the case P1 = P0, the re-
maining cases being a consequence of this result. The plan for the proof is teh
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following: Given H ∈ a+0 such that α(H) is an integer for all α ∈ Φ(P0, A), we will
show that, for any v ∈ V , the matrix coefficient cλ,v has asymptotic expansion
λ(exp tH · v) ∼
p∑
i=1
ezit
∑
n≥0
pi,n(t, v)e
−nt, (2.46)
where pi,n(t, v) are functions that are polynomial on t and continuous on v. Since
asymptotic expansions are unique, if v is a K-finite vector, this asymptotic expan-
sion must coincide with the asymptotic expansion given in lemma 2.2.6. Now using
that the pj,n are continuous, and that VK is dense in V , we see that this asymptotic
expansion should be of the form specified in the statement of the theorem.
To get the asymptotic expansion described in (2.46), we will first need to make
some observations. By the Gelfand-Naimark decomposition g = n¯0⊕m0⊕ a0⊕n0.
Let p : g −→ m0⊕a0 be the canonical projection with respect to this decomposition.
It’s a known result of Harish-Chandra that there exist elements 1 = e1, . . . , ed ∈
Z((m0)C ⊕ (a0)C) such that
Z((m0)C ⊕ (a0)C) ≃
⊕
i
p(Z(gC))ei.
In particular for all H ∈ a+0 , there exist elements zij ∈ Z(g), such that Hei =∑
j p(zij)ej . Let {X¯1, . . . , X¯p} be a basis of n¯0 consisting of root vectors with cor-
responding roots −α1, . . . ,−αp, αi ∈ Φ(P0, A)
+. Then, there exists Yijk ∈ U(g)
such that zij = p(zij) +
∑
k X¯kYijk, and hence
Hei =
∑
j
zijej −
∑
j,k
X¯kYijkej .
Therefore, given v ∈ V , if we set Uik =
∑
j gijkej , then we get
Hei · v =
∑
j
χ(zij)ej · v −
∑
k
X¯kUik · v.
Let q be the canonical projection of V onto V/n¯V . The above equation implies
that U(a0)q(v) is contained in the span of e1 · q(v), . . . , ed · q(v). Set χij = χ(zij),
and let z1, . . . , zp be the generalized eigenvalues of the matrix [χij ]. Now observe
that
HX¯kejUik · v = αk(H)X¯kejUik · v +
∑
l
X¯kχjlelUik · v +
∑
s
X¯kX¯sUsjUik · v.
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Let q2 be the canonical projection of V onto V/n¯2V . Then, from the above equa-
tion, we see that the span of the ei · v’s and the Xkejuik · v’s contains the subspace
U(a0)q2(v) of V/n¯2V . Furthermore for fixed i, k the subspaces generated by the
Xkejuik · v are invariant under the action of H , and the generalized eigenvalues
associated with this action are of the form zs − αk(H). If we continue with this
process, we can find a finite number of generating vectors for U(a0)qk(v) on V/n¯kV .
Furthermore the action of H on this subspace has generalized eigenvalues of the
form zs −m with m a non negative integer (because αk(H) is a non negative in-
teger for all k). If we now proceed as in the proof of lemma 2.2.6, we would get
an asymptotic expansion as the one described in (2.46). To finish the proof of the
theorem, we just need to refine the above argument to include all H ∈ a+0 , which
is easily done.
2.3 The Schwartz space for L2(N\G;χ)
Before giving the definition of the Schwartz space for L2(N\G;χ), we will first
recall the definition of the Schwartz space for L2(G), and some of its properties.
Definition 2.3.1. If f ∈ C∞(G), X, Y ∈ U(gC), and d ∈ N, set
qX,Y,d(f) = sup
g∈G
|LYRXf(g)|Ξ(g)
−1(1 + log ‖g‖)d,
where Ξ is Harish-Chandra’s “Ξ-function”. We define the Schwartz space of G to
be
C (G) = {f ∈ C∞(G) | qX,Y,d(f) <∞ for all X, Y ∈ U(gC), d ∈ N}.
If we endow C (G) with the topology induced by the seminorms qX,Y,d, then
C (G) becomes a Fréchet space. Furthermore, it is well known that C∞c (G) ⊂
C (G) ⊂ L2(G), and that this inclusions are continuous and dense if we use the
usual topologies on this spaces.
Let P = MAN be a Siegel parabolic subgroup of G, with given Langlands
decomposition. Then we will fix, as usual, a generic character χ of N .
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Definition 2.3.2. If f ∈ C∞(N\G;χ), X ∈ U(gC), and d1, d2 ∈ N, set
qX,d1,d2(f) = sup
g∈G
a(g)−ρΞM(m(g))−1(1 + log ‖a(g)‖)d1((1 + log ‖m(g)‖)d2 |RXf(g)|.
Here ΞM is the “Ξ-function” for the group M . Define the Schwartz space for
L2(N\G;χ) to be the space
C (N\G;χ) = {f ∈ C∞(N\G;χ) | qX,d1,d2(f) <∞ for all X ∈ U(gC), d1, d2 ∈ N}.
We will endow C (N\G;χ) with the topology induced by the seminorms qX,d1,d2 .
Then it is easily seen that C (N\G;χ) is a Fréchet space and that the space
C∞c (N\G;χ) of all f ∈ C
∞(N\G;χ), such that |f | ∈ C∞c (N\G), is dense in
C (N\G;χ).
Lemma 2.3.3. If f ∈ C (N\G;χ), then f ∈ L2(N\G;χ). Furthermore, there
exists d1, d2 ∈ N and 0 ≤ C <∞ such that ‖f‖2 ≤ Cq1,d1,d2(f).
Proof. Let d1 and d2 be so large that∫
A
(1 + log ‖a‖)−2d1 da = C2A <∞,
and ∫
M
ΞM(m)
2(1 + log ‖m(g)‖)−2d2 dm = C2M <∞,
for some positive constants CA and CM . If f ∈ C (N\G;χ), then
|f(namk)| ≤ aρ(1 + log ‖a(g)‖)−d1ΞM(m)((1 + log ‖m(g)‖)−d2q1,d1,d2(f).
Thus,
‖f‖2 =
∫
N\G
|f(g)|2 dg =
∫
A
∫
M
∫
K
a−2ρ|f(amk)|2 da dmdk
≤ q1,d1,d2(f)
2
∫
A
(1 + log ‖a‖)−2d1 da
∫
M
Ξ(m)2(1 + log ‖m(g)‖)−2d2 dm
≤ C2AC
2
Mq
2
1,d1,d2 .
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Lemma 2.3.4. Let φ ∈ C (N\G;χ) and f ∈ C (G). Then∫
G
φ(g)f(g) dg =: (φ, f)
converges absolutely and there exist continuous seminorms q1 and q2 on C (N\G;χ)
and C (G), respectively, such that |(φ, f)| ≤ q1(φ)q2(f).
Proof. We are looking at∫
N
∫
A
∫
M
∫
K
a−2ρχ(n)φ(amk)f(namk) dn da dmdk.
Now for each d1, d2, we have
|φ(amk)| ≤ q1,d1,d2(φ)a
ρ(1 + log ‖a‖)−d1Ξ(m)(1 + log ‖m(g)‖)−d2.
Thus,∫
G
|φ(g)f(g)|dg ≤ q1,d1,d2(φ)
∫
N×A×M×K
a−ρ(1 + log ‖a‖)−d1
× ΞM(m)(1 + log ‖m(g)‖)
−d2 |f(namk)| dn da dmdk.
In the proof of theorem 7.2.1 of [23], it is shown that there exists p, a continuous
semi-norm on C (G) such that
a−ρΞM(m)−1
∫
N
|f(nam)| dn ≤ p(f). (2.47)
Thus, if we take q2(f) = supk∈K p(Rkf), then we have∫
G
|φ(g)f(g)| dg ≤ q1,d1,d2(φ)q2(f)
∫
A
(1 + log ‖a‖)−d1 da
×
∫
M
Ξ(m)2(1 + log ‖m(g)‖)−d2) dm.
If d1 and d2 are sufficiently large, then the integral on the right converges. There-
fore, if we take q1 = q1,d1,d2 , with d1 and d2 large enough, we obtain the statement
of the lemma.
Note that equation (2.47) immediately implies the following lemma:
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Lemma 2.3.5. If f ∈ C (G), set
fχ(g) =
∫
N
χ(n)−1f(ng) dn.
The integral converges absolutely and the map f 7→ fχ is continuous from C (G) to
C (N\G;χ).
Let (π,Hπ) be an irreducible, square integrable, Hilbert representation of G,
and let Vπ be the space of C
∞-vectors of Hπ. Then (π, Vπ) is an irreducible,
Fréchet representation of moderate growth. Now, let H ′π be the dual of Hπ, and let
(π′, H ′π) be the contragradient representation defined by (π
′(g)φ)(v) = φ(π(g)−1v),
for φ ∈ H ′π, v ∈ Hπ, g ∈ G. Let Vˇπ = Vπˇ be the space of C
∞-vectors of H ′π, and let
πˇ = π′|Vπˇ . Then (πˇ, Vπˇ) is also an irreducible, Fréchet representation of moderate
growth. Observe that there is a natural G-invariant bilinear pairing
(·, ·) : Vπˇ × Vπ −→ C
given by (φ, v) = φ(v).
Lemma 2.3.6. Given φ ∈ Vπˇ, and v ∈ Vπ, define
cφ,v(g) = (φ, π(g)v).
Then cφ,v ∈ C (G).
Proof. Let g ∈ G. According to the KAK decomposition, there exists k1, k2 ∈ K,
and a ∈ A+◦ such that g = k1ak2. Hence according to part i) of theorem 2.2.5,
there exists d1 ≥ 0, and continuous seminorms q1, q2 on Vπˇ, Vπ, respectively, such
that, for all X, Y ∈ U(gC),
|LYRXcφ,v(g)| = |(πˇ(k1)
−1πˇ(Y )φ, π(a)π(k2)π(X)v)|
≤ (1 + log ‖a‖)d1aΛq1(πˇ(k1)
−1πˇ(Y )φ)q2(π(k2)π(X)v)
≤ (1 + log ‖a‖)d1aΛqY (φ)qX(v),
where qY (φ) = supk∈K q1(πˇ(k)
−1πˇ(Y )φ), and qX(v) = supk∈K q2(πˇ(k)πˇ(X)v). On
the other hand theorem 4.5.3 of [23] says that there exist constants C, d2 such that
a−ρ◦ ≤ Ξ(g) ≤ Ca−ρ◦(1 + log ‖a‖)d2 .
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Therefore, for all d ≥ 0
|LYRXcφ,v(g)|Ξ(g)
−1(1 + log ‖g‖)d ≤ qY (φ)qX(v)(1 + log ‖a‖)d1+daΛ+ρ◦ .
But now since Vπ is square integrable, Λ+ρ◦ ∈ −+a′◦. Hence there exists a constant,
CX,Y,d, such that |LYRXcφ,v(g)|Ξ(g)
−1(1 + log ‖g‖)d ≤ CX,Y,d for all g ∈ G. Since
X, Y and d were arbitrary, we conclude that cφ,v ∈ C (G) as we wanted to show.
Proposition 2.3.7. Let (π,Hπ) be a square integrable Hilbert representation of G,
and let P =MAN be a Siegel parabolic subgroup with given Langlands decomposi-
tion. Let χ be a character of N whose stabilizer Mχ in M is compact, (τ,Hτ ) an
irreducible, finite dimensional representation of Mχ and let Whχ(Vπ)(τˇ) be the τˇ
isotypic component of Whχ(Vπ) under the action of Mχ. Given λ ∈ Whχ(Vπ)(τˇ)
we will set Tλ(v) = cλ,v. Then Tλ defines a continuous intertwiner operator be-
tween Vπ and C (N\G;χ)(τˇ) (the τˇ isotypic component of C (N\G;χ) under the
left action of Mχ). Furthermore, each Tλ extends to a continuous intertwining
operator from H to L2(N\G;χ)(τˇ), and
HomG(H,L
2(N\G;χ)(τˇ )) = {Tλ | λ ∈ Whχ(Vπ)(τˇ )}.
Proof. We will first show Tλ(v) ∈ C (N\G;χ)(τˇ) for all v ∈ Vπ. According to the
Iwasawa decomposition, given g ∈ G, we can find n ∈ N , a ∈ A, m ∈ M , and
k ∈ K such that g = namk. If we now use the KAK decomposition for M , we
can find k1, k2 ∈ Mχ and am ∈ (A◦ ∩M)+ such that m = k1amk2. Therefore
|RXcλ,v(g)| = |π
T (k1n)
−1λ(π(aam)π(k2k)π(X)v)|
= |χ(n)πT (k1)
−1λ(π(aam)π(k2k)π(X)v)|
= |πT (k1)
−1λ(π(aam)π(k2k)π(X)v)| (2.48)
Now, since Whχ(Vπ)(τˇ ) is finite dimensional, there exists λ1, . . . , λr ∈ Whχ(Vπ)(τˇ)
such that
πT (k)λ =
∑
φi(k)λi,
for some functions φ1, . . . , φr ∈ C
∞(Mχ). From this and equation (2.48)
|RXcλ,v(g)| = |
∑
φi(k)λi(π(aam)π(k2k)π(X)v)|
≤
∑
|φi(k)||λi(π(aam)π(k2k)π(X)v)|.
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Now let Q be a minimal parabolic subgroup, such that aam ∈ Cl(A
+
Q). Then, by
part i) of theorem 2.2.5, there exists d ≥ 0, and continuous seminorms σλi such
that
|RXcλ,v(g)| ≤
∑
|φi(k)|(1 + log ‖aam‖)
d(aam)
ΛQσλi(π(k2k)π(X)v))
≤ CX(1 + log ‖aam‖)
d(aam)
ΛQ
≤ CX(1 + log ‖a‖)
2d(1 + log ‖am‖)
2d(aam)
ΛQ
where
CX = sup
k1∈Mχ
k2∈K
∑
i
|φi(k1)||σλi(π(k2)Xv).
Observe that ΛQ = −µQ − ρQ with µQ ∈
+a′Q. Now, since
n◦ = n◦ ∩ n¯Q ⊕ n◦ ∩ nQ = n◦ ∩ nQ ⊕ n◦ ∩ n¯Q,
then ρ◦ = −ρQ+δQ, with δQ ∈ Cl(+a′Q) and also ρ◦ = ρQ−γQ, with γQ ∈ Cl(
+a′Q).
Therefore Λ = −µQ− δQ+ ρ◦ = −µQ− γQ− ρ◦. On the other hand theorem 4.5.3
of [23] says that there exist constants C, d2 such that
a−ρ◦ ≤ ΞM(m) ≤ Ca−ρm(1 + log ‖a‖)d2 .
Therefore for all d1, d2 ≥ 0
|RXcλ,v(g)|ΞM(m)
−1(1 + log ‖am‖)d1(1 + log ‖a‖)d2a−ρ
≤ CX(1 + log ‖am‖)
d1+2d(1 + log ‖a‖)d2+2da−µQ−δQ+ρ◦a−µQ−γQ−ρ◦m a
−ρaρmm
= CX(1 + log ‖am‖)
d1+2d(1 + log ‖a‖)d2+2da−µQ−δQa−µQ−γQm .
Now, since µQ ∈
+a′Q, and δQ, γQ ∈ Cl(
+a′Q), we conclude that there exists a
constant CX,d1,d2 such that
|RXcλ,v(g)|ΞM(m)
−1(1 + log ‖am‖)d1(1 + log ‖a‖)d2a−ρ ≤ CX,d1,d2 .
Since X, d1 and d2 were arbitrary we conclude that cλ,v ∈ C (N\G;N) as we
wanted to show.
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We will now define a new G-invariant inner product on Vπ in the following way:
given v1, v2 ∈ Vπ, we have that Tλ(v1), Tλ(v2) ∈ C (N\G;N), and hence, by lemma
2.3.3, Tλ(v2), Tλ(v2) ∈ L
2(N\G). Set
〈v1, v2〉λ = 〈Tλ(v), Tλ(w)〉.
Then it is clear that 〈·, ·〉λ is G-invariant. Therefore, by Schur lemma,
〈v1, v2〉λ = 〈Tλ(v1), Tλ(v2)〉 = c(λ)〈v1, v2〉
for some constant c(λ). Thus Tλ extends to a bounded operator from H to
L2(N\G;χ)(τˇ). We therefore see that
HomG(H,L
2(N\G;χ)(τˇ)) ⊃ {Tλ | λ ∈ Whχ(Vπ)(τˇ)}.
To prove the other inclusion observe that if T ∈ HomG(H,L
2(N\G;χ)(τˇ)), then
T maps C∞ vectors to C∞ vectors and defines a continuous intertwining operator
on smooth Frechet representations. Now L2(N\G;χ)(τˇ )∞ ⊂ C∞(N\G;χ)(τˇ) and
evaluation at 1 is continuous on L2(N\G;χ)(τˇ )∞. Define λT (v) = T (v)(1) for
v ∈ Vπ. Then, λT ∈ Whχ(Vπ)(τˇ) and T = TλT . The result now follows.
2.4 The generalized Bessel-Plancherel theorem
After the work done in the previous two sections, we are finally ready to tackle
conjecture 2.1.1. We will focus on proving the decomposition given in equation
(3.13), and we will then show how we can use this result to prove the generalized
Bessel-Plancherel theorem given in (2.12).
We will start by considering an irreducible, square integrable, Hilbert repre-
sentation (π,Hπ) of G. Let Vπ, Vπˇ be as in the past section, and let φ ∈ Vπˇ and
v ∈ Vπ be arbitrary. By theorem 2.3.6, the function cφ,v ∈ C (G), and hence, by
lemma 2.3.5, the integral ∫
N
χ(n)−1(φ, π(n)v) dn
converges absolutely. Therefore, we can define a map
W χπ : Vπˇ −→Whχ(Vπ)
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by
W χπ (φ)(v) =
∫
N
χ(n)−1(φ, π(n)v) dn.
When it’s clear from the context what the the representation π is, we will sometimes
drop the suffix π and denote this map simply by W χ. Observe that the matrix
coefficient function cWχ(φ),v ∈ C (N\G;χ), and also observe that R(g)cWχ(φ),v =
cWχ(φ),π(g)v.
Lemma 2.4.1. With notation and assumptions as above:
1. W χπ is MχN equivariant.
2. There exists a non-degenerate, hermitian form 〈·, ·〉π on W
χ(Vπˇ) such that
〈cWχ(φ1),v1 , cWχ(φ2),v2〉 =
1
dπ
〈W χ(φ1),W
χ(φ2)〉π〈v1, v2〉,
where dπ is the formal degree of π.
3. For all φ1, φ2 ∈ Vπˇ,
〈φ1, φ2〉 =
∫
Nˆ
〈W χ(φ1),W
χ(φ2)〉πdχ.
Here dχ = dλ(χ) in the notation of equation (2.2).
4. If φ ∈ Vπˇ, v ∈ Vπ, then
W χ(φ)(v) = 〈W χ(vˇ),W χ(φ)〉π,
where vˇ is the element in Vπˇ defined by vˇ(w) = 〈v, w〉, for all w ∈ Hπ.
5. There is a non-degenerate bilinear pairing
(·, ·)π :W
χ(Vπˇ)×W
χ(Vπ) −→ C,
given by
(W χ(φ),W χ(v))π := 〈W
χ(vˇ),W χ(φ)〉π.
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Proof. Part 1 of this lemma follows directly from the definition of W χπ so we will
start with the proof of 2. Given λ1, λ2 ∈ W
χ(Vπˇ) define a G-invariant inner product
on Vπ by
〈v1, v2〉λ1,λ2 := dπ〈cλ1,v1, cλ2,v2〉.
Since this inner product is G-invariant, then, by Schur lemma, there exists a con-
stant 〈λ1, λ2〉π such that
dπ〈cλ1,v1 , cλ2,v2〉 = 〈v1, v2〉λ1,λ2 = 〈λ1, λ2〉π〈v1, v2〉.
It is then clear that the bilinear form 〈·, ·〉π defined this way is hermitian and
non-degenerate.
We will now prove part 3. By classical Fourier analysis, if f ∈ L1(N)∩L2(N),
then ∫
N
f(n)f(n) dn = 〈f, f〉 = 〈fˆ , fˆ〉 =
∫
Nˆ
fˆ(χ)fˆ(χ) dχ. (2.49)
Hence, if φ1, φ2 ∈ Vπˇ, and v1, v2 ∈ Vπ,
〈cφ1,v1 , cφ2,v2〉 =
∫
Nˆ
〈cWχ(φ1),v1 , cWχ(φ2),v2〉 dχ
1
dπ
〈φ1, φ2〉〈v1, v2〉 =
∫
Nˆ
1
dπ
〈W χ(φ1),W
χ(φ2)〉π〈v1, v2〉 dχ.
Here we are using that cφ1,v1 , cφ2,v2 are in L
1(N) ∩ L2(N) when restricted to N ,
according to lemma 2.3.5 and lemma 2.3.6. Since this equation holds for all v1, v2 ∈
Vπ, we conclude that
〈φ1, φ2〉 =
∫
Nˆ
〈W χ(φ1),W
χ(φ2)〉π dχ.
We will now move to part 4. From part 2,
〈cWχ(φ1),v1 , cWχ(φ2),v2〉 =
1
dπ
〈W χ(φ1),W
χ(φ2)〉π〈v1, v2〉. (2.50)
69
On the other hand, by definition
〈cWχ(φ1),v1 , cWχ(φ2),v2〉
=
∫
N\G
W χ(φ1)(π(g)v1)W
χ(φ2)(π(g)v2)dNg
=
∫
N\G
∫
N
χ(n1)(φ1, π(n1g)v1) dn1
∫
N
χ(n2)
−1(φ2, π(n2g)v2) dn2 dNg
=
∫
N\G
∫
N
∫
N
χ(n1n
−1
2 )(φ1, π(n1g)v1) (φ2, π(n2g)v2) dn1 dn2 dNg
=
∫
N\G
∫
N
∫
N
χ(n1)(φ1, π(n1n2g)v1) (φ2, π(n2g)v2) dn1 dn2 dNg
=
∫
N
χ(n1)
∫
N\G
∫
N
(πˇ(n1)−1φ1, π(n2g)v1) (φ2, π(n2g)v2) dn2 dNg dn1
=
∫
N
χ(n1)
∫
G
(πˇ(n1)−1φ1, π(g)v1) (φ2, π(g)v2) dg dn1
=
∫
N
χ(n1)
−1 1
dπ
〈πˇ(n1)φ1, φ2〉〈v1, v2〉 dn1
=
∫
N
χ(n1)
−1 1
dπ
(φ2, π(n1)φˇ1)〈v1, v2〉 dn1
=
1
dπ
W χ(φ2)(φˇ1)〈v1, v2〉. (2.51)
Now, since equations (2.50) and (2.51) hold for all v1, v2 ∈ Vπ, we conclude that
W χ(φ2)(φˇ1) = 〈W
χ(φ1),W
χ(φ2)〉π,
which is equivalent to the equation appearing in part 4.
Finally, for part 5 we only need to check that the definition only depends on
W χ(v), but by part 4
(W χ(φ),W χ(v))π := 〈W
χ(vˇ),W χ(φ)〉π = W
χ(φ)(v) = W χ(v)(φ),
where the last equality follows from the intrinsic symmetry between φ and v in the
definition of W χ(φ)(v).
We will denote by Wχ(Hπ) the closure of W
χ(Vπˇ) with respect to the inner
product 〈·, ·〉π. When it is clear what the representation π is, we will also drop the
suffix π in the notation of this inner product.
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Let P = MAN be a Siegel parabolic subgroup of G, with given Langlands
decomposition. Given χ ∈ Nˆ and p ∈ P , define
πˇ(p) :Whχ(Vπ) −→Whp·χ(Vπ),
by (πˇ(p)λ)(v) = λ(π(p)−1v), for λ ∈ Whχ(Vπ), and v ∈ Vπ. Observe that, if p1,
p2 ∈ P , then πˇ(p1)πˇ(p2) = πˇ(p1p2). Also observe that, if φ ∈ Vπˇ, v ∈ Vπ, then
(πˇ(p)W χ(φ))(v) = W χ(φ)(π(p)−1v) =
∫
N
χ(n)−1(φ, π(n)π(p)−1v) dn
=
∫
N
χ(n)−1(φ, π(p)−1π(pnp−1)v) dn
=
∫
N
χ(p−1np)−1(πˇ(p)φ, π(n)v)δP (p) dn
= δP (p)W
p·χ(πˇ(p)φ)(v),
where δP is the modular function of P . Since v ∈ Vπ was arbitrary, we conclude
that πˇ(p)W χ(φ) = δP (p)W
p·χ(πˇ(p)φ).
Let Ω be the set of open orbits for the action of P on Nˆ . For every ω ∈ Ω, we
will fix a character χω ∈ ω. Now, given φ ∈ Vπˇ, we will define fφ,ω(p) ∈ W
χ(Vπˇ)
by
fφ,ω(p) = πˇ(p)W
p−1·χω(φ).
Set fφ(p) =
∑
ω∈Ω fφ,ω(p).
Proposition 2.4.2. The map φ 7→ fφ induces a P -equivariant isometry between
Hπˇ and ⊕ω∈Ω Ind
P
MχωN
Wχω(Hπ).
Proof. Let φ ∈ Vπˇ, then
〈fφ, fφ〉 =
∫
MχωN\P
〈fφ(p), fφ(p)〉 dp
=
∫
MχχωN\P
〈
∑
ω∈Ω
πˇ(p)W p
−1·χω(φ),
∑
ω∈Ω
πˇ(p)W p
−1·χω(φ)〉 dp
=
∑
ω∈Ω
∫
ω
〈W χ(φ),W χ(φ)〉 dχ
=
∫
Nˆ
〈W χ(φ),W χ(φ)〉 dχ = 〈φ, φ〉.
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Now given f ∈ IndPMχωN W
χω(Vπˇ), define φf by setting
W p
−1·χω(φf) = πˇ(p)
−1fω(p).
Then
〈φf , φf〉 =
∫
Nˆ
〈W χ(φf),W
χ(φf)〉π dχ
=
∫
MχωN\P
〈πˇ(p)−1f(p), πˇ(p)−1f(p)〉a(p)2ρ dp
=
∫
MχωN\P
〈f(p), f(p)〉 dp
= 〈f, f〉.
Besides
fφf (p) =
∑
ω∈Ω
πˇ(p)W p
−1·χω(φf) =
∑
ω∈Ω
πˇ(p)πˇ(p)−1fω(p) = f(p).
and
W p
−1·χω(φfφ) = πˇ(p)
−1fφ,ω(p) = τ−1(p)πˇ(p)W p
−1·χω(φ) =W p
−1·χω(φ),
which implies that φfφ = φ.
We now want to construct a map analogous to W χπ in the case where (π,Hπ)
is an induced representation. Let P0 = M0A0N0 be a minimal parabolic subgroup,
and assume that P = MAN is a Siegel parabolic subgroup dominating P0. Let
P1 = M1A1N1 be another parabolic subgroup dominating P0. If (σ,Hσ) is an
admissible, Hilbert representation of M1, and ν ∈ (a1)
′
C
= Lie(A1)
′
C
, we will set
I∞σ,ν =
{
f : G −→ Vσ
∣∣∣∣∣ f is C∞, and f(n¯amk) = aν−ρσ(m)f(k)for all n ∈ N¯1, a ∈ A1, and m ∈M1
}
.
Here P¯1 =M1A1N¯1 is the parabolic opposite to P1, ρ is half the sum of the positive
roots of P1 relative to A1, and Vσ is the set of smooth vectors of Hσ. We will denote
by Iσ,ν the completion of this space with respect to the inner product
〈f, f〉 =
∫
K
〈f(k), f(k)〉 dk, f ∈ I∞σ,ν ,
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where K ⊂ G is a maximal compact subgroup.
Let χ be a generic character of N . Then, according to theorem 1.5.4, there is
a subset Wχ of the Weyl Group of M such that⋃
w∈Wχ
P¯M,1wMχ ⊂ M (2.52)
is open and dense, here P¯M,1 = P¯1 ∩M . Set Mχ1 := Mχ ∩ P1 and NN1 = N ∩N1.
If (σ,Hσ) is unitary, and ν ∈ ia
′
1, then for all f ∈ Iσ,ν
〈f, f〉 =
∑
w∈Wχ
∫
Mχ1\Mχ
∫
NN1
〈f(n1wm), f(n1wm)〉 dn1 dm. (2.53)
Set
Uσ,ν = {f ∈ I
∞
σ,ν | supp f ⊂ P¯1P}.
Then, by (2.52) and (2.53), Uσ,ν is dense in Iσ,ν and P -invariant. Given f ∈ Uσ,ν
we will set
Jχσ,ν(f) =
∫
NN1
χ(n1)
−1f(n1) dn1.
We will now consider the natural G-invariant pairing between Iσ,ν and Iσˇ,−ν
given by
(φ, f) =
∫
P1\G
(φ(g), f(g)) dg,
where dg = a−2ρdk for g = n¯amk, n¯ ∈ N¯1, a ∈ A1, m ∈ M1, k ∈ K. If φ ∈ Uσˇ,−ν ,
and m ∈Mχ, we will set
W χ,wσ,ν (φ)(m) =W
χ1Jχσˇ,−ν(π(wm)φ) ∈ W
χ1(Vσˇ),
where χ1 = χ|NM1 , NM1 = N ∩M1.
Lemma 2.4.3. If m˜ ∈Mχ1, then
W χ,wσ,ν (φ)(m˜m) = σˇ
w(m˜)W χ,wσ,ν (φ)(m),
where σˇw(m˜) = σˇ(wm˜w−1).
Proof. By definition
W χ,wσ,ν (φ)(m˜m) = W
χ1Jχσˇ,−ν(π(wm˜m)φ)
= W χ1
(∫
NN1
χ(n1)
−1φ(n1(wm˜w−1)wm)dn1
)
.
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Set m˜w = wm˜w−1 ∈Mχ1 . Then
W χ,wσ,ν (φ)(m˜m) = W
χ1
(∫
NN1
χ(n1)
−1φ(m˜w
(
(m˜w)−1n1m˜w
)
wm)dn1
)
= W χ1
(∫
NN1
χ(n1)
−1σˇ(m˜w)φ(
(
(m˜w)−1n1m˜w
)
wm))dn1
)
.
Now since m˜w normalizes N1 we have that
W χ,wσ,ν (φ)(m˜m) = σˇ(m˜
w)W χ1(
∫
NN1
χ(m˜wn1(m˜
w)−1)−1φ(n1wm)dn1
= σˇ(m˜w)W χ1(
∫
NN1
χ(n1)
−1φ(n1wm)dn1
= σˇ(m˜w)W χ1(
∫
NN1
χ(n1)
−1φ(n1wm)dn1
= σˇw(m˜)W χ,wσ,ν (φ)(m).
Lemma 2.4.4. If φ ∈ Uσˇ,−ν and f ∈ Uσ,ν , then cφ,f |N ∈ L1(N) ∩ L2(N) and∫
N
χ(n)(φ, π(n)−1f) dn =
∑
w∈Wχ
∫
Mχ1\Mχ
(W χ,wσ,ν (φ)(m),W
χ,w
σˇ,−ν(φ)(m)) dm.
Proof. From equation (2.53)∫
N
|(φ, π(n)−1f)| dn
=
∫
N
|
∫
KM1\KM
∫
NN1
(φ(n1kn), f(n1k)) dn1 dk| dn
≤
∫
N
∫
KM1\KM
∫
NN1
|(φ(n1kn), f(n1k))| dn1 dk dn
≤
∫
KM1\KM
∫
NN1
∫
N
|(φ(nn1k), f(n1k))| dn dn1 dk
≤
∫
KM1\KM
∫
NN1
∫
NN1
∫
NM1
|(σˇ(nm)φ(n2n1k), f(n1k))| dnm dn2 dn1 dk
≤
∫
KM1\KM
∫
NN1
∫
NN1
|W 1σ (φ(n2k))(f(n1k))| dn2 dn1 dk
≤
∫
KM1\KM
∫
NN1
∫
NN1
|(W 1σ (φ(n2k)),W
1
σˇ (f(n1k)))| dn2 dn1 dk.
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Now, since the support of φ, f is compact modulo P¯1 and contained in P¯1P the
last integral is convergent. Since n 7→ (φ, π(n)−1f) is continuous, bounded and L1,
then it is also L2. Now∫
N
χ(n)(φ, π(n)−1f) dn
=
∑
w∈Wχ
∫
N
∫
Mχ1\Mχ
∫
NN1
χ(n)(φ(n1wmn), f(n1wm)) dn1 dmdn
=
∑
w∈Wχ
∫
N
∫
Mχ1\Mχ
∫
NN1
χ(n)(φ(n1wmn), f(n1wm)) dn1 dmdn
=
∑
w∈Wχ
∫
Mχ1\Mχ
∫
NN1
∫
N
χ(n)(φ(nn1wm), f(n1wm)) dn dn1 dm
=
∑
w∈Wχ
∫
Mχ1\Mχ
∫
NN1∫
NN1
∫
NM1
χ(nmn2)(σˇ(nm)φ(n2n1wm), f(n1wm)) dnm dn2 dn1 dm
=
∑
w∈Wχ
∫
Mχ1\Mχ
∫
NN1
∫
NN1
χ(n2n
−1
1 )W
χ1
σ (φ(n2wm))(f(n1wm)) dn2 dn1 dm
=
∑
w∈Wχ
∫
Mχ1\Mχ
∫
NN1∫
NN1
χ(n2)χ(n1)
−1(W χ1σ (φ(n2wm)),W
χ1
σˇ (f(n1wm))) dn2 dn1 dm.
=
∑
w∈Wχ
∫
Mχ1\Mχ
(W χ,wσ,ν (φ)(m),W
χ,w
σˇ,−ν(φ)(m)) dm.
With this results in place, we are now ready to state the analog of proposition
2.4.2 for induced representations. This result is a very important step in the way
of proving equation (3.13).
Proposition 2.4.5. Given φ ∈ Uσˇ,−ν, define
fφ,ω,w(p) =W
χω,w
σ,ν (πˇ(p)φ)(e), ω ∈ Ω, w ∈ Wχω .
The map φ 7→
∑
ω,w fφ,ω,w extends to a P -equivariant isometry between Iσˇ,−ν and
⊕ω,w Ind
P
M(χω)1N
W(χω)1(Hσw).
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Proof. Observe that, by the definition of W χ,wσ,ν , if m ∈Mχ, then
W χ,wσ,ν (πˇ(mp)φ)(e) = W
χ,w
σ,ν (πˇ(p)φ)(m).
Hence, if φ ∈ Uσˇ,−ν,
〈
∑
ω,w
fφ,ω,w,
∑
ω,w
fφ,ω,w〉
=
∑
ω,w
∫
MχωN\P
∫
M(χω)1\Mχ
(W χ,wσ,ν (πˇ(p)φ)(m),W
χ,w
σˇ,−ν(πˇ(p)φ)(m)) dmdp
=
∑
w
∫
Nˆ
∫
M(χω)1\Mχ
(W χ,wσ,ν (φ)(m),W
χ,w
σˇ,−ν(φ)(m)) dmdχ
=
∫
Nˆ
∫
N
χ(n)−1〈φ, π(n)−1φ〉 dn dχ = 〈φ, φ〉,
where in the last step we have used lemma 2.4.4 and Fourier inversion formula.
We can extend this map to an injective isometry between the Hilbert spaces Iσˇ,−ν
and ⊕ω,w Ind
P
M(χω)1N
W(χω)1(Hσw). Now since
{W χ,wσ,ν (φ)(e) | φ ∈ Uσˇ,−ν} =W
χ1,w(Vσˇw)
and W χ1,w(Vσˇw) is dense in Wχ1(Hσw) we conclude that this extended map is
surjective.
We will now show how we can use this results to prove conjecture 2.1.1. Let χ
be a generic character of N . From abstract representation theory, we have that as
an Mχ-module,
Ind
Mχ
Mχ1
Wχ1(Hσw)
∼=
∫
Mˆχ
W˜wσ,χ(τ)⊗ τ
∗ dηwσ,χ(τ) (2.54)
for some measure ηwσ,χ that depends on σ, χ, w, and some multiplicities W˜σ,χ(τ) that
also depend on σ, τ and w. On the other hand, if (P1, A1) is a standard parabolic
subgroup with respect to (P0, A0), then we will write (P1, A1) ≻ (P◦, A◦). Let
E2(M1) be the set of irreducible, square integrable representations of M1 up to
equivalence. Then Harish-Chandra’s Plancherel theorem states that
L2(G) ∼=
⊕
(P1,A1)≻(P◦,A◦)
⊕
σ∈E2(M1)
∫
i(a′1)
+
Iσˇ,−ν ⊗ Iσ,ν dµσ(ν), (2.55)
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where (a′1)
+ is the positive Weyl chamber of a′1 relative to P1, and µσ is a measure
on (a′1)
+ that can be calculated explicitly. On the other hand, by proposition 2.4.5
and equation (2.54)
Iσˇ,−ν ∼=
⊕
ω,w
IndPM(χω)1N
W(χω)1(Hσw)
∼=
⊕
ω,w
IndPMχωN Ind
MχωN
M(χω)1N
W(χω)1(Hσw)
∼=
⊕
ω,w
IndPMχN
∫
Mˆχ
W˜wσ,χ(τ)⊗ τ
∗ dηwσ,χ(τ)
∼=
⊕
ω,w
∫
Mˆχ
W˜wσ,χ(τ)⊗ Ind
P
MχN τ
∗ dηwσ,χ(τ) (2.56)
Hence, by equations (2.55) and equation (2.56)
L2(G) ∼=
⊕
(P1,A1)
⊕
σ
∫
(a′1)
+
⊕
w
∫
Mˆχ
W˜wσ,χ(τ)⊗ Ind
P
MχN τ
∗ dηwσ,χ(τ)⊗ Iσ,ν dµσ(ν)
∼=
⊕
(P1,A1)
⊕
σ
⊕
w
∫
Mˆχ
∫
(a′1)
+
W˜wσ,χ(τ)⊗ Ind
P
MχN τ
∗ ⊗ Iσ,ν dµσ(ν) dηwσ,χ(τ).
Where in the last equation we have used that ηwσ,χ is independent of ν to reverse
the order of integration. On the other hand equation (2.7) says that
L2(G) ∼=
⊕
ω∈Ω
∫
Mˆχω
∫
Gˆ
Wχω ,τ(π)⊗ Ind
P
MχωN
(χω ⊗ τ
∗)⊗ π dµω,τ(π)dη(τ).
From this two equations, we conclude that ηwσ,χ is absolutely continuous with
respect to η, µω,τ is absolutely continuous with respect to µ and Wχ,τ (Iσ,ν) ∼=⊕
w W˜
w
σ,χ(τ). Using this, and the series of equations leading to equation (2.7), we
conclude that
L2(N\G;χ) ∼=
∫
Gˆ
∫
Mˆχ
Wχ,τ (π)⊗ τ
∗ ⊗ π dη(τ)dµ(π), (2.57)
as we wanted to show.
2.5 The Fourier transform of a wave packet
Let P = MAN be a Siegel parabolic subgroup of a Lie group of tube type G.
In the last section we proved the generalized Bessel-Plancherel theorem, that is, we
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showed that if χ is a generic character of N , then
L2(N\G;χ) ∼=
∫
Gˆ
∫
Mˆχ
Wχ,τ (π)⊗ τ
∗ ⊗ π dη(τ)dµ(π),
where η, µ are the Plancherel measures of Mχ and G respectively, and Wχ,τ (π) is
some multiplicity space, that we identified with a subspace of Whχ,τ(π). What we
want to show now is that if Mχ is compact, then Wχ,τ (π) is actually isomorphic
with Whχ,τ (π), and hence finite dimensional.
Fix a generic character χ of N with compact stabilizer, and let Oχ be the orbit
of χ under the action of P on Nˆ . Then we have the following lemma
Lemma 2.5.1. Let (σ,Hσ) be an admissible, Hilbert representation of M . Given
ν ∈ a′
C
, denote by Iσ,ν the representation induced from the opposite parabolic to P
by σ and ν. Let φ ∈ I∞σˇ,−ν be such that
φ|N ∈ L
1(N) ∩ L2(N) and supp φˆ ⊂ Oχ is compact.
Let f ∈ I∞σ,ν be arbitrary. Then
(φ, f) =
∫
Nˆ
(Jχ0σˇ,−ν(φ), J
χ0
σ,ν(f)) dχ0,
if we use the convention that Jχ0σ,ν(f) = 0 if χ0 /∈ Oχ.
Proof. Observe that, for all χ0 ∈ Nˆ , φˆ(χ0) = J
χ0
σˇ,−ν(φ). Now
(φ, f) =
∫
N
(φ(n), f(n)) dn.
Given λ ≤ 0, let fλ ∈ I∞σ,ν be defined by
fλ(k(n)) = a(n)λf(k(n)) λ ∈ a′ real,
where n = n¯(n)a(n)m(n)k(n), with n¯(n) ∈ N¯ , a(n) ∈ A, m(n) ∈ M , k(n) ∈ K.
Set
Φ(φ, f, ν, λ) =
∫
N
(φ(n), fλ(n)) dn.
Then Φ is continuous for λ ≤ 0, and analytic for λ < 0. Now for λ≪ 0
Φ(φ, f, ν, λ) =
∫
N
(φ(n), a(n)λf(n)) dn.
=
∫
Nˆ
(Jχ0σˇ,−ν(φ), J
χ0
σ,ν+λ(f)) dχ0.
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On the other hand, if we set
Φ˜(φ, f, ν, λ) =
∫
Nˆ
(Jχ0σˇ,−ν(φ), J
χ0
σ,ν+λ(f)) dχ0,
then Φ˜ is analytic for all λ and, for λ≪ 0, Φ(φ, f, ν, λ) = Φ˜(φ, f, ν, λ). Therefore
Φ(φ, f, ν, 0) = Φ˜(φ, f, ν, 0)
(φ, f) =
∫
Nˆ
(Jχ0σˇ,−ν, J
χ0
σ,ν(f)) dχ0,
as we wanted to show.
Let P0 = M0A0N0 be a minimal parabolic subgroup, with given Langlands
decomposition, and assume that P dominates P0. Let P1 = M1A1N1 be another
parabolic subgroup dominating P0. Let PM1 = P ∩M1 =MM1AM1NM1 , where
MM1 =M ∩M1 AM1 = A ∩M1 NM1 = N ∩M1.
Let (σ,Hσ) be a Hilbert, square integrable representation of M1, and let Vσ be its
space of smooth vectors. Then, by the Casselman-Wallach theorem, there exist
and injective intertwiner map
α : Vσ −→ I
∞
ξ,λ
where ξ is an irreducible, smooth representation of MM1 , and λ ∈ Lie(AM1)
′
C
. The
Casselman-Wallach theorem also implies the existence of a map
αT : I∞
ξˇ,−λ −→ Vσˇ
such that
αT (φ)(v) = φ(α(v)),
for all φ ∈ I∞
ξˇ,−λ, v ∈ Vσ.
Lemma 2.5.2. Let Vσ and Iξ,λ be as above, and let χ1 = χ|NM1 . Then for all
φ ∈ I∞
ξˇ,−λ, v ∈ Vσ,
W χ1(αT (φ))(v) = (Jχ1
ξˇ,−λ(φ), J
χ1
ξ,λ(f)).
where f = α(v).
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Proof. Let φ ∈ I∞
ξˇ,−λ be such that
φ|NM1 ∈ L
1(NM1) ∩ L
2(NM1) and supp φˆ ⊂ Oχ1 is compact.
Then
W χ1(αT (φ))(v) =
∫
NM1
χ1(n)(φ, π(n)
−1f) dn
=
∫
NM1
χ1(n)
∫
NˆM1
(Jχ0
ξˇ,−λ(φ), J
χ0
ξ,λ(π(n)
−1f)) dχ0 dn
=
∫
NM1
χ1(n)
∫
NˆM1
χ0(n)
−1(Jχ0
ξˇ,−λ(φ), J
χ0
ξ,λ(f)) dχ0 dn
= (Jχ1
ξˇ,−λ(φ), J
χ1
ξ,λ(f)).
On the other hand, we know that for all v ∈ Vσ the map φ 7→ W
χ1(αT (φ))(v) is in
Whχ1(I
∞
ξˇ,−λ). Hence there exists µv ∈ Vξˇ such that
W χ1(αT (φ))(v) = µv(J
χ1
ξˇ,−λ(φ))
From this two equations we conclude that µv = J
χ1
ξ,λ(f), and hence
W χ1(αT (φ))(v) = (Jχ1
ξˇ,−λ(φ), J
χ1
ξ,λ(f)),
as we wanted to show.
Corollary 2.5.3. If (σ, Vσ) is a square integrable representation of M1, define
F χσ,ν : Iσˇ,−ν −→W
χ1(Vσ)
by
F χσ,ν(φ) =W
χ1 ◦ Jχσˇ,−ν(φ).
Then F χσ,ν has holomorphic continuation to all ν ∈ (a1)
′
C
.
Proof. Let
α : Vσ −→ I
∞
ξ,λ
and
αT : I∞
ξˇ,−λ −→ Vσˇ.
80
be as before. Observe that α induces an intertwining map
α˜ : I∞σ,ν −→ I
∞
πξ,λ,ν
,
defined by α˜(f)(g) = α(f(g)), for f ∈ I∞σ,ν , and a corresponding surjective map
α˜T : I∞πξˇ,−λ,−ν −→ I
∞
σˇ,−ν .
Let φ ∈ I∞πξˇ,−λ,−ν , v ∈ Vσ. Then from lemma 2.5.2
W χ1 ◦ Jχσˇ,−ν(α˜
T (φ)))(v) = W χ1(αT (Jχπξˇ,−λ,−ν(φ))(v)
= (Jχ1
ξˇ,−λ(J
χ
πξˇ,−λ,−ν(φ)), J
χ1
ξ,λ(f)),
where f = α(v). Now, if we use the natural identification Iπξ,λ,ν
∼= Iξ,λ+ν , then the
above equation becomes
F χσ,ν(α˜(φ)) = (J
χ
ξˇ,−λ−ν(φ), J
χ1
ξ,λ(f)).
Observe that the right hand side has holomorphic continuation to all ν.
Definition 2.5.4. Define
W χσ,ν : I
∞
σˇ,−ν −→ Ind
Mχ
Mχ1
W χ1(Vσˇ)
by
W χσ,ν(φ)(m) = F
χ
σ,ν(π(m)φ).
Observe that if φ ∈ Uσˇ,−ν, then this definition is consistent with the previous
definition of W χσ,ν . Also observe that
(W χσ,ν)
T : (Ind
Mχ
Mχ1
W χ1(Vσˇ))
′ −→ (I∞σˇ,−ν)
′
is injective. Furthermore, (W χσ,ν)
T ((Ind
Mχ
Mχ1
W χ1(Vσˇ))
′) ⊂ Whχ(I∞σˇ,−ν).
Proposition 2.5.5. The map φ 7→
∑
χ f
χ
φ extends to a P -equivariant isometry
between Iσˇ,−ν and
∑
χ Ind
P
Mχ1N
Wχ1(Hσ).
Proof. The proof is completely analogous to the proof of 2.4.5.
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We are now ready to state the main result of this section. Let P0, P and P1 be
as before. Let (σ,Hσ) a square integrable, Hilbert representation of M1, and set
I∞σ =
{
f : K −→ Vσ
∣∣∣∣∣ f is C∞, and f(mk) = σ(m)f(k)for all m ∈ KM1 := K ∩M1
}
.
Observe that as a K-module I∞σ ∼= I
∞
σ,ν for all ν ∈ (a1)
′
C
. Or, in other words,
there is a family of representations (πν , I
∞
σ ), ν ∈ (a1)
′
C
with the same underlying
representation space.
Let φ ∈ Iσˇ, f ∈ Iσ, and let α : ia
′
1 −→ C be a smooth compactly supported
function. For any g ∈ G we will set
Ψ(f, φ, α)(g) =
∫
a′1
α(ν)(φ, πν(g)f) dµσ(ν)
where µσ is the Plancherel measure. Then Ψ(f, φ, α) ∈ C (G) [24, thm 12.7.7].
Proposition 2.5.6. If Ψ(f, φ, α) ∈ C (G) is defined as above, then∫
N
χ(n)Ψ(f, φ, α)(n−1) dn =
∫
a′1
α(ν)(W χσˇ,−ν)
T (W χσ,ν(φ))(f) dµσ(ν).
Proof. Given λ1, λ2 ∈ a
′
1, set
Φ(φ, f, ν, λ1, λ2)
=
∫
N
∫
a′1
∫
NN1
∫
Mχ1\Mχ
χ(n)−1(φ−ν+λ1(n1m), fν+λ2(n1mn)) dmdn1 dµσ(ν) dn.
Observe that if λi(αj) ≤ 0 for all i = 1, 2, αj ∈ Φ(P1, A1), then Φ(φ, f, ν, λ1, λ2) <
∞, and this integral defines a continuous function that is real analytic if λi(αj) < 0
for all i = 1, 2, αj ∈ Φ(P1, A1) (recall that we are inducing from the parabolic
opposite to P1). Also observe that equation (2.53) implies that
Φ(φ, f, ν, 0, 0) =
∫
N
χ(n)
∫
a′1
α(ν)(φ, πν(n)
−1f).
On the other hand set
Φ˜(φ, f, ν, λ1, λ2) =
∫
a′1
α(ν)(W χσˇ,−ν+λ1)
T ◦W χσ,ν+λ2(φ)(f)µ(σ, ν) dν.
Then Φ˜ is analytic for λ1, λ2.
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If λi(αj) ≪ 0, for all i = 1, 2, αj ∈ Φ(P1, A1), then the following integrals are
absolutely convergent, so we can change the order of integration in the next series
of equations.
Φ(φ, f, ν, λ1, λ2)
=
∫
N
∫
a′1
∫
NN1
∫
Mχ1\Mχ
χ(n)−1(φ−ν+λ1(n1m), fν+λ2(n1mn)) dmdn1 dµσ(ν) dn
=
∫
a′1
∫
Mχ1\Mχ
∫
NN1
∫
N
χ(n)−1(φ−ν+λ1(n1m), fν+λ2(n1nm)) dn dn1 dmdµσ(ν)
=
∫
a′1
∫
Mχ1\Mχ
∫
NN1
∫
N
χ(n−11 n)
−1(φ−ν+λ1(n1m), fν+λ2(nm)) dn dn1 dmdµσ(ν)
=
∫
a′1
∫
Mχ1\Mχ∫
NM
χ(nm)
−1(Jχσˇ,−ν+λ1(π(m)φ), σ(nm)J
χ
σ,ν+λ2
(π(m)f))α(ν) dnm dmdµσ(ν)
=
∫
N
∫
a′1
∫
NN1∫
Mχ1\Mχ
(W χ1 ◦ Jχσˇ,−ν+λ1(π(m)φ),W
χ1Jχσ,ν+λ2(π(m)f))α(ν) dmdn1 dµσ(ν)dn
=
∫
a′1
∫
Mχ1\Mχ
(W χσ,ν+λ1(φ)(m),W
χ
σˇ,−ν+λ2(f)(m)) dmdµσ(ν)
=
∫
a′1
α(ν)(W χσˇ,−ν+λ2)
T ◦W χσ,ν+λ1(φ)(f) dµσ(ν)
= Φ˜(φ, f, ν, λ1, λ2).
Now, since Φ and Φ˜ are analytic, Φ(φ, f, ν, 0, 0) = Φ˜(φ, f, ν, 0, 0), i.e.,∫
N
χ(n)
∫
a′1
α(ν)φ(πν(n)
−1f) dµσ(ν) =
∫
a′1
α(ν)(W χσˇ,−ν)
T ◦W χσ,ν(φ)(f) dµσ(ν),
as we wanted to show.
2.6 The explicit Bessel-Plancherel theorem
Let G be a simple Lie group of tube type. Let P◦ = M◦A◦N◦ be a minimal
parabolic subgroup, and let P = MAN be a Siegel parabolic subgroup dominating
P◦. Let P1 = M1A1N1 be another parabolic subgroup dominating P◦. Let χ be a
83
generic character of N whose stabilizer in M , Mχ, is compact. We will set
NM1 = N ∩M1, MM1 =M ∩M1, AM1 = A ∩M1,
NN1 = N ∩N1, Mχ1 = Mχ ∩ P1.
The purpose of this section is to prove the following theorem:
Theorem 2.6.1. With notation as above,
1. Let (σ, Vσ) be a square integrable representation of M1, and let ν ∈ (a1)
′
C
.
If (τ,Hτ ) is an irreducible representation of Mχ, then Whχ(I
∞
σ,ν)(τˇ ) is finite
dimensional, and for all ν ∈ (a1)
′
C
there exists an isomorphism
jχ,τσ,ν : Whχ1,τ1(Vσ)⊗Hτˇ −→ Whχ(I
∞
σ,ν)(τˇ),
where χ1 = χ|NM1 , τ1 = τ |Mχ1 .
2. As an MχN ×G representation
L2(N\G) ∼=
⊕
τ∈Mˇχ
⊕
(P1,A1)≻(P◦,A◦)
⊕
σ∈E2(M1)
∫
i(a′1)
+
Whχ1,τ1(Vσ)⊗Hτˇ ⊗ Iσ,ν dµσ(ν).
where µ is the usual Plancherel measure for G.
3. Given α ∈ C∞c (ia
′
1;Whχ1,τ1(Vσ)⊗Hτˇ ), and f ∈ I
∞
σ , define
cα,f(g) =
∫
ia′1
jχ,τσ,ν (α(ν))(πv(g)fv)dµσ(ν).
Then cα,f ∈ C (N\G;χ).
We call this the explicit Bessel-Plancherel theorem as here, unlike the case
for the generalized Bessel-Plancherel theorem, the multiplicities appearing in the
decomposition are associated with finite dimensional vector spaces of interest in
their own, and we also have explicit intertwiner operators.
We will start this section by stating a version of Frobenius reciprocity on which
we will rely for the rest of the section. Although this result is well known, we will
include a proof of it here as it will be useful to have at hand the explicit formulas
for the isomorphism.
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Let (τ, Vτ ) be an irreducible representation of a compact group K, and let
(σ, Vσ) be a smooth, Fréchet representation of a subgroup M ⊂ K. Let
I∞σ = {f : K −→ Vσ | f is smooth, and f(mk) = σ(m)f(k) for all m ∈M}.
We define a smooth Fréchet representation, (I∞σ , π), of K by setting π(k¯)f(k) =
f(kk¯) for all k, k¯ ∈ K. Then we have the following result
Lemma 2.6.2. With notation as above, there exists a canonical isomorphism
HomK(I
∞
σ , Vτ )
∼= HomM(Vσ, Vτ ).
Proof. Part 2 of theorem 1.4.1 says that, given λ ∈ HomK(I
∞
σ , Vτ ), there exists a
unique µλ ∈ HomM(Vσ, Vτ ), such that
λ(f) =
∫
M\K
τ(k)−1µλ(f(k)) dk, (2.58)
and the map λ 7→ µλ defines a linear isomorphism between HomK(I
∞
σ , Vτ ) and
HomM(Vσ, Vτ ). This is enough to prove the lemma, but we would like to give a
more explicit description of µλ. What it’s clear is that, if for any µ ∈ HomM(Vσ, Vτ )
and f ∈ I∞σ , we set
λµ(f) =
∫
M\K
τ(k)−1µ(f(k)) dk, (2.59)
then λµλ = λ and µλµ = µ.
Given v ∈ Vσ, set
χτ,v(k) =
∫
M
χτ (mk)σ(m)
−1v dm.
It’s straightforward to check that χτ,v ∈ I
∞
σ . Furthermore, for all m¯ ∈M
χτ,σ(m¯)v(k) =
∫
M
χτ (mk)σ(m)
−1σ(m¯)v dm
=
∫
M
χτ (m¯mk)σ(m)
−1v dm =
∫
M
χτ (mkm¯)σ(m)
−1v dm
= χτ,v(km¯) = (π(m¯)χτ,v)(k).
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Let dτ be the dimension of Vτ . Then from equation (2.58),
λ(dτχτ,v) =
∫
M\K
τ(k)−1µλ(dτχτ,v(k)) dk
=
∫
M\K
dττ(k)
−1µλ(
∫
M
χτ (mk)σ(m)
−1v dm) dk
=
∫
M\K
∫
M
dτχτ (mk)τ(k)
−1µλ(σ(m)−1v) dmdk
=
∫
M\K
∫
M
dτχτ (mk)τ(mk)
−1µλ(v) dmdk
=
∫
K
dτχτ (k)τ(k)
−1µλ(v) dk = µλ(v),
that is
µλ(v) = λ(dτχτ,v). (2.60)
This is the formula that we wanted to obtain.
Proposition 2.6.3. If (σ,Hσ) is a square integrable, Hilbert representation of M1,
then Whχ1,τ1(Vσ) =Wχ,τ (Iσ,ν).
Proof. By Proposition 2.3.7, if (π,Hπ) is a square integrable, Hilbert representation
of G, then
Wχ(Hπ)(τˇ) =Whχ(Vπ)(τˇ). (2.61)
On the other hand, by proposition 2.5.5
Wχ(Iσ,ν) ∼= Ind
Mχ
Mχ1
Wχ1(Hσ).
Let Wˇχ1(Hσ) be the dual of Wχ1(Hσ). Then, by Frobenius reciprocity,
Wχ(Iσ,ν)(τˇ) ∼= Hτˇ ⊗HomMχ(Ind
Mχ
Mχ1
Wˇχ1(Hσ), Hτ )
∼= Hτˇ ⊗HomMχ1 (Wˇχ1(Hσ), Hτ )
∼= Hτˇ ⊗Whχ1,τ1(Vσ),
where the last equations follows from (2.61) and the definition of Whχ1,τ1(Vσ).
We will now want to show that Whχ,τ (I
∞
σ,ν)
∼= Whχ1,τ1(Vσ) for all ν. For this
we will first need the following lemma.
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Lemma 2.6.4. Consider the following commutative diagram:
0 −→ U
p1
−→ V
p2
−→ W −→ 0
S ↓ T ↓
0 −→ U ′
p′1−→ V ′
p′2−→ W ′ −→ 0,
where the two rows are short exact sequences. If S is an isomorphism, and T is
injective, then T is an isomorphism. Furthermore there exists an isomorphism
R : U −→ U ′ that makes the whole diagram commute.
Proof. The proof is a classical diagram chasing argument, and it’s provided below,
but the reader my want to amuse himself and do the diagram chasing by his own.
We will first show that T is surjective. Let w′ ∈ W ′. Since p′2 is surjective, there
exists v′ ∈ V ′ such that w′ = p′2(v
′). Set w = p2 ◦ S−1(v′) ∈ W . Then
T (w) = T ◦ p2 ◦ S
−1(v′) = p′2(v
′) = w′.
Since T was already injective by hypothesis, we conclude that T is an isomorphism.
Now let u ∈ U and observe that
p′2(S(p1(u))) = T (p2(p1(u))) = 0,
since p2 ◦ p1 = 0. But now by the exactness of the bottom row, there exists a
unique u′ ∈ U ′ such that p′1(u
′) = S(p1(u)). Set R(u) = u′. It’s easy to check that
this defines a linear map between U and U ′ that makes the diagram commute.
Let u ∈ U be such that R(u) = 0. Then S−1◦p′1 ◦R(u) = 0 = p1(u). Since p1 is
injective, this implies that u = 0. Since the only condition in u was that R(u) = 0
we conclude that R is injective.
Now let u′ ∈ U ′. Then p′2 ◦ p
′
1(u
′) = (T ◦ p2 ◦ S−1)(p′1(u
′)) = 0. Now since T
is an isomorphism, we conclude that p2(S
−1 ◦ p′1(u
′)) = 0. Hence there exists a
unique u ∈ U such that p1(u) = S
−1 ◦ p′1(u
′), therefore
p′1(u
′) = S ◦ p1(u) = p′1(R(u)).
Now since p′1 is injective we conclude that R(u) = u
′, finishing the proof of the
surjectivity of R and finishing the proof of the lemma.
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Let (σ,Hσ) be an irreducible, square integrable, Hilbert representation of M1,
and let ν ∈ (a1)
′
C
. Let (τ,Hτ ) be an irreducible representation of Mχ. Given
µ ∈ Whχ1,τ1(Vσ) and f ∈ I
∞
σ,ν , define
jχ,τσ,ν (µ)(f) =
∫
NN1
∫
Mχ1\Mχ
χ(n)−1τ(m)−1µ(f(nm)) dn dm.
Lemma 2.6.5. Let Φ(P1, A1)
+ be the system of positive roots of A1 induced by P1.
Let B denote the Cartan-Killing form on g′
C
. Let µ ∈ Whχ1,τ1(Vσ) and f ∈ I
∞
σ,ν.
If ReB(ν, α) ≫ 0 for all α ∈ Φ(P1, A1)
+, then the integral defining jχ,τσ,ν (µ)(f)
converges absolutely.
Proof. The proof of this lemma is identical to the proof of lemma 1.3.4
Proposition 2.6.6. Let µ ∈ Whχ1,τ1(Vσ) and f ∈ I
∞
σ,ν . The map ν 7→ j
χ,τ
σ,ν (µ)(f)
extends to a holomorphic map from (a1)
′
C
to C. Furthermore
jχ,τσ,ν :Whχ1,τ1(Vσ) −→ Whχ,τ(I
∞
σ,ν)
is a linear bijection for all ν ∈ (a1)
′
C
.
Proof. Let Q = P◦∩M1 be a minimal parabolic subgroup of M1. Let (ξ, Vξ) be an
irreducible finite dimensional representation of M0, and let δ ∈ (a0 ∩ m1) be such
that there exists a surjective map from I∞Q,ξ,δ onto Vσ. Here I
∞
Q,ξ,δ = I
∞
ξ,δ but we are
including the parabolic subgroup from which we are inducing to avoid confusion
with the several induced representations that we will use in this proof. Let W
denote the kernel of this map. If ν ∈ (a1)
′
C
, then we have the exact sequence
0 −→ I∞¯P1,πQ,ξ,δ|W ,ν −→ I
∞¯
P1,πQ,ξ,δ,ν
−→ I∞¯P1,σ,ν −→ 0.
In this sequence the first arrow is given by the obvious homomorphism S1, given
by S1(f)(k) = f(k), since W ⊂ I
∞
Q,ξ,δ, and the second arrow is given by S2(f)(k) =
S(f(k)). The point is that the total spaces and S1, S2 are independent of ν. we
therefore have the exact sequence
0 −→ Whχ,τ(I
∞¯
P1,σ,ν
)
ST2−→Whχ,τ (I
∞¯
P1,πQ,ξ,δ,ν
)
ST1−→Whχ,τ (I
∞¯
P1,πQ,ξ,δ,ν
)|I∞
P¯1,µ,ν
−→ 0.
(2.62)
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We also have
0 −→Whχ1,τ1(Vσ)
ST
−→ Whχ1,τ1(I
∞
Q,ξ,δ) −→Whχ1,τ1(I
∞
Q,ξ,δ)|W −→ 0. (2.63)
To simplify notation we will denote πQ,ξ,δ by η. Then we have that
Whχ,τ(I
∞¯
P1,πQ,ξ,δ,ν
) ∼= HomM0(Vξ, Vτ)
∼= Whχ1,τ1(I
∞
Q,ξ,δ).
The isomorphism induced by this two isomorphisms is precisely jη,ν = jξ,η+ν◦Φ
χ1,τ1
ξ,η .
We now want to show that jη,ν induces a well-defined injective map between
Whχ1,τ1(I
∞
Q,ξ,δ)|W and Whχ,τ (I
∞¯
P1,πQ,ξ,δ,ν
)|I∞
P¯1,µ,ν
. To show that the induced map is
well defined, we need to show that if µ ∈ Whχ1,τ1(I
∞
Q,ξ,δ), and µ|W = 0, then
jη,ν(µ)|I∞
P¯1,µ,ν
= 0. Let f ∈ I∞¯
P1,µ,ν
. Then the map ν 7→ jη,ν(µ)(f) is holomorphic on
ν. Let ReB(ν, α)≫ 0≫ 0. Then
jη,ν(µ)(f) =
∫
NN1
∫
Mχ1\Mχ
χ(n)−1τ(m)−1µ(f(nm)) dn dm = 0,
since f(nm) ∈ W for all n ∈ NN1 , m ∈ Mχ, and µ|W = 0. Since the map ν 7→
jη,ν(µ)(f) is holomorphic on ν we conclude that jη,ν(µ)(f) = 0 for all ν ∈ (a1)C.
Since f ∈ I∞¯
P1,µ,ν
was arbitrary, we conclude that jη,ν induces a well-defined map
between Whχ1,τ1(I
∞
Q,ξ,δ)|W and Whχ,τ(I
∞¯
P1,πQ,ξ,δ,ν
)|I∞
P¯1,µ,ν
.
Now we want to show that the map is injective. Assume that jη,ν(µ)|I∞
P¯1,µ,ν
= 0.
Let w ∈ W . We will define a function on UP¯1,σ,ν ∩ I
∞¯
P1,µ,ν
in the following way:
given m ∈Mχ, and n ∈ NN1 we set
f(nm) = φ(n)χτ,w(m),
where φ ∈ C∞c (NN1) is a function such that∫
NN1
χ(n)−1φ(n) dn = 1.
Then
0 = jη,ν(µ)(f) =
∫
NN1
∫
Mχ1\Mχ
χ(n)−1τ(m)−1µ(f(nm)) dn dm
=
∫
NN1
∫
Mχ1\Mχ
χ(n)−1τ(m)−1µ(φ(n)χτ,w(m)) dn dm
=
∫
Mχ1\Mχ
τ−1(m)µ(χτ,w(m)) dm = µ(w),
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according to the proof of lemma 2.6.2. But this says that µ(w) = 0 for all w ∈
W , i.e., µ|W = 0. Therefore the map jη,ν is well defined and injective between
Whχ1,τ1(I
∞
Q,ξ,δ)|W and Whχ,τ(I
∞¯
P1,πQ,ξ,δ,ν
)|I∞
P¯1,µ,ν
. Therefore we are in the situation
of lemma 2.6.4, and hence we can define an isomorphism jχ,τσ,ν from Whχ1,τ1(Vσ) to
Whχ,τ(I
∞¯
P1,σ,ν
) such that if ReB(ν, α)≫ 0 for all alpha in Φ(P1, A1)
+ or f ∈ UP¯1,σ,ν ,
then
jχ,τσ,ν (µ)(f) =
∫
NN1
∫
Mχ1\Mχ
χ(n)−1τ(m)−1µ(f(nm)) dn dm,
and the map ν 7→ jχ,τσ,ν (µ)(f) is holomorphic in ν.
To prove the theorem given at the beginning of this section we just have to
put together all the results we have obtained. More concretely, part 1 is just
a restatement of proposition 2.6.6. Part 2 follows from part 1, the generalized
Bessel-Plancherel theorem and propositions 2.6.3 and 2.6.6. Finally, part 3 is just
a restatement of proposition 2.5.6.
2.A Irreducible representations of Siegel Parabolic
Subgroups
Theorem 2.A.1. Let P be a Siegel parabolic subgroup of a Lie group G, and let
P = MAN be its Langlands decomposition. If (π,H) is an irreducible unitary
representation of P , then
H ∼= IndPMχN τχ with τ ∈ Mˆχ, χ ∈ Nˆ .
Proof. As an N-module, we have that
H ∼=
∫
Nˆ
Eχ dν(χ),
where Eχ ∼= Lχ ⊗ Vχ, Vχ ∈ Nˆ , and Lχ is a multiplicity space. This means that
there exists a vector bundle
E
↓
Nˆ
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and a measure ν on Nˆ , such that
H ∼= L2(Nˆ , E, ν) := {s : Nˆ → E | s(χ) ∈ Eχ,
∫
Nˆ
‖s(χ)‖2 dν(χ) <∞}
under the action
(π(n) · s)(χ) = χ(n)s(χ).
Under this isomorphism we can extend this action of N on L2(Nˆ , E, ν) to an action
of P on the same space.
Let m ∈M , and define
Em
↓
Nˆ
to be the vector bundle such that Emχ = Em·χ. Define a measure νm on Nˆ by
νm(X) = ν(m ·X) for X ⊂ Nˆ a measurable set
and define
τ(m) : L2(Nˆ, E, ν) −→ L2(Nˆ, Em, νm)
by
(τ(m)s)(χ) = (φ(m)s)(m · χ).
We claim that τ(m) is an isometry. Effectively
‖τ(m)s‖2m =
∫
Nˆ
‖(τ(m)s)(χ)‖2 dνm(χ)
=
∫
Nˆ
‖(π(m)s)(m · χ)‖2 dν(m · χ)
=
∫
Nˆ
‖(π(m)s)(χ)‖2 dν(χ)
= ‖π(m)s)‖2 = ‖s‖2,
where the last equality comes from the fact that the action of P is unitary. Now
if we define an action of N on L2(Nˆ , Em, νm) by
(πm · s)(χ) = χ(n)s(χ),
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then τ(m) becomes an N -intertwiner,that is,
τ(m)(π(n)s)(χ) = π(m)π(n)s(m · χ)
= π(mnm−1)(π(m)s)(m · χ)
= (m · χ)(mnm−1)(π(m)s)(m · χ)
= χ(m−1mnm−1m)(π(m)s)(m · χ)
= χ(n)(τ(m)s)(χ) = (πm(n)τ(m)s)(χ).
But now since N is a CCR group the N -interwiner
τ(m) : L2(Nˆ, E, ν) −→ L2(Nˆ, Em, νm)
should come from a morphism of vector bundles
τ˜(m) : E −→ Em,
that is, (τ(m)s)(χ) = τ˜ (m)s(χ), and hence
(τ(m)s)(χ) = τ˜(m)s(χ)
(π(m)s)(m · χ) = τ˜(m)s(χ),
which says that
(π(m)s)(χ) = τ˜(m)s(m−1 · χ).
Now since L2(Nˆ , E, ν) is irreducible as a representation of P , the support of ν
should be contained in a unique P -orbit on Nˆ , and hence
L2(Nˆ, E, ν) ∼= L2(MA/Mχ, E) ∼= Ind
P
MχN Eχ.
Using again that L2(Nˆ , E, ν) is irreducible we conclude that Eχ ∼= τχ with τ ∈ Mˆχ,
χ ∈ Nˆ . Putting all of this together we get that
H ∼= IndPMχN τχ
as we wanted to show.
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2.B Decomposition of L2(P, drp) under the action
of P × P
We will now decompose L2(P, drp) under the action of P × P given by
(p1, p2) · f = δ(p1)
−1Lp1Rp2f.
As a left N -module
L2(P ) ∼= IndPN Ind
N
1 1
∼= IndPN (L
2(N))
∼= IndPN(
∫
Nˆ
HS(Vχ) dµ(χ)
∼=
∫
Nˆ
IndPN HS(Vχ) dµ(χ)
∼= L2(Nˆ, E, µ),
with Eχ = HS(Vχ). The isomorphism is given in the following way: Given f ∈
Cc(P ), define sf ∈ L
2(Nˆ , E, ν) by
sf (χ)(p) =
∫
N
χ(n)−1f(np) dn.
Observe that ‖f‖ = ‖sf‖ and hence this map extends to an isometry between
L2(P ) and L2(Nˆ , E, ν). Furthermore
sRp1f (χ)(p) =
∫
N
χ(n)−1Rp1f(np) dn =
∫
N
χ(n)−1f(npp1) dn
= sf (χ)(pp1) = (Rp1sf(χ))(p),
and
sLp1f (χ)(p) =
∫
N
χ(n)−1δ(p1)−1Lp1f(np) dn
=
∫
N
χ(n)−1δ(p1)−1f(p−11 np1p
−1
1 p) dn
=
∫
N
χ(p1np
−1
1 )
−1f(np−11 p) dn
=
∫
N
(p−11 χ)(n)
−1f(np−11 p) dn
= sf (p
−1
1 χ)(p
−1
1 p) = [Lp1sf(p
−1
1 χ)](p).
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Therefore
L2(Nˆ , E, µ) ∼=
⊕
ω∈Ω
L2(ω,E, µ˜)
∼=
⊕
ω∈Ω
IndP×PMχN×P Ind
MχN×P
∆MχN×N χ⊗ χ
∼=
⊕
ω∈Ω
IndPMχN (
∫
Mˆχ
τ ∗χ∗ ⊗ IndPMχN τχ) dν(τ)
∼=
⊕
ω∈Ω
∫
Mˆχ
IndPMχN τ
∗χ∗ ⊗ IndPMχN τχ dν(τ),
where ν is the Plancherel measure of Mχ.
2.C Temperedness of the spectrum
Let G be a real reductive group and let K be a maximal compact subgroup.
Let P◦ = N◦A◦M◦ be a minimal parabolic subgroup of G with given Langlands
decomposition and let P = NAM be another parabolic subgroups dominating P◦,
i.e., P◦ ⊂ P , N ⊂ N◦, A ⊂ A◦ and M◦ ⊂ M . Let χ be a unitary character of N
and let
L2(N\G;χ) =
{
f : G −→ C
∣∣∣∣∣ f(ng) = χ(n)f(g), ∀n ∈ N , g ∈ Gand ∫
N\G |f(g)|
2 dNg <∞
}
.
The measure on N\G is chosen so that if dg and dn are some fixed invariant
measures on G and N , respectively, then∫
N\G
∫
N
f(ng) dn d(Ng) =
∫
G
f(g) dg
for all f integrable on G. Set Cc(N\G;χ) equal to the space of all continuous
functions on G such that f(ng) = χ(n)f(g) for all n ∈ N , g ∈ G and such that
g 7→ |f(g)| is in Cc(N\G).
Lemma 2.C.1. Let NM = N◦ ∩M , AM = A◦ ∩M and KM = K ∩M . There is
a choice of measures dnM , da◦, da and dm, on NM , A◦, A and M , respectively,
94
such that if f ∈ Cc(N\G), then∫
N\G
f(g) dNg =
∫
A
∫
M
∫
K
a−2ρP f(amk) dk dmda (2.64)
=
∫
NM
∫
A◦
∫
K
a−2ρ◦ f(nma◦k)dk da◦ dnM (2.65)
where ρ and ρP are half the sum of the roots of (P,A) and (P◦, A◦), respectively.
Proof. Let ρM be equal to half the sum of the roots of (PM , AM), PM = P ∩M .
The lemma follows from the integral formulas of the Iwasawa decomposition of G
and M and from the fact that ρ = ρM + ρP .
Given f ∈ L2(N\G;χ) define (πχ(g)f)(x) = f(xg). Then (πχ, L
2(N\G;χ)) is
a unitary representation of G. We now state the main result of this section.
Lemma 2.C.2. supp(πχ) is contained in the tempered spectrum of G.
Proof. By the arguments given in chapter 14 of [24], it suffices to show that if
f ∈ Cc(N\G;χ), then
|〈πχ(g)f, f〉| ≤ CfΞ(g) (2.66)
where Ξ is Harish-Chandra’s Ξ function. Let γ ∈ Kˆ and let Cc(N\G;χ)(γ) be
the γ-isotypic component of Cc(N\G;χ). Since the direct sum of the isotypic
components is dense in Cc(N\G;χ), it suffices to take f ∈ Cc(N\G;χ)(γ). For
such an f define f˜(g) = sup{|f(gk)| | k ∈ K}. Then f˜ ∈ Cc(N\G/K) and
|〈πχ(g)f, f〉| ≤ d(γ)|〈π1(g)f, f〉| (2.67)
with 1 denoting the trivial character of N . Thus, to complete the proof we may
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assume that χ = 1 and that f ∈ Cc(N\G/K). With this assumptions
|〈π1(g)f, f〉| =
∣∣∣∣∫
N\G
f(xg)f(x) dx
∣∣∣∣
=
∣∣∣∣∫
NM
∫
A◦
∫
K
a−2ρ◦ f(nMa◦kg)f(nMa◦k) dk da◦ dnM
∣∣∣∣
≤
∫
K
∣∣∣∣∫
NM
∫
A◦
a−2ρ◦ f(nMa◦kg)f(nMa◦) da◦ dnM
∣∣∣∣ dk
≤
∫
K
[∫
NM
∫
A◦
a−2ρ◦ |f(nMa◦kg)|
2 da◦ dnM
]1/2
×
[∫
NM
∫
A◦
a−2ρ◦ |f(nMa◦)|
2 da◦ dnM
]1/2
dk
≤ ‖f‖
∫
K
[∫
NM
∫
A◦
a−2ρ◦ |f(nMa◦kg)|
2 da◦ dnM
]1/2
dk. (2.68)
We will now write kg = n◦(kg)a◦(kg)k(kg), with n◦(kg) ∈ N◦, a◦(kg) ∈ A◦ and
k(kg) ∈ K. Then
f(nMa◦kg) = f(nMa◦n◦(kg)a◦(kg)k(kg)) = f(nM(a◦n◦(kg)a−1◦ )a◦a◦(kg)), (2.69)
with a◦n◦(kg)a−1◦ ∈ N◦. Now observe that N◦ = N ⋊NM and hence
a◦n◦(kg)a−1◦ = n(a◦, k, g)nM(a◦, k, g)
with n(a◦, k, g) ∈ N and nM(a◦, k, g) ∈ NM . Plugging this into equation (2.69) we
get that
f(nMa◦kg) = f(nMn(a◦, k, g)nM(a◦, k, g)a◦a◦(kg))
= f((nMn(a◦, k, g)n−1M )nMnM(a◦, k, g)a◦a◦(kg))
= f(nMnM(a◦, k, g)a◦a◦(kg)),
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where the last equality follows from the fact that nMn(a◦, k, g)n−1M ∈ N . Therefore∫
K
[∫
NM
∫
A◦
a−2ρ◦ |f(nMa◦kg)|
2 da◦ dnM
]1/2
dk.
=
∫
K
[∫
NM
∫
A◦
a−2ρ◦ |f(nMnM(a◦, k, g)a◦a◦(kg))|
2 da◦ dnM
]1/2
dk.
=
∫
K
[∫
NM
∫
A◦
a−2ρ◦ a◦(kg)
2ρ|f(nMa◦)|2 da◦ dnM
]1/2
dk.
=
∫
K
a◦(kg)
ρ dk
[∫
NM
∫
A◦
a−2ρ◦ |f(nMa◦)|
2 da◦ dnM
]1/2
= Ξ(g)‖f‖. (2.70)
The lemma now follows from (2.66), (2.67), (2.69) and (2.70).
Chapter 3
Applications: Howe duality
3.1 Howe duality and the relative Langlands pro-
gram
Let G be the set of k-points of a reductive algebraic group defined over a local
field k. Associated to this group G we can find the dual group Gˇ, which is a
complex reductive algebraic group, and its L-group LG, which is a semi-direct
product of the absolute Galois group of k with Gˇ. Let WD
k
be the Weil-Deligne
group of k. In their current form, the local Langlands conjectures establish that
there is a natural finite to one correspondence between the sets
Conjugacy classes of
L-parameters
φ : WD
k
−→ LG
←→

Equivalent classes of
Irreducible smooth
representations of G
 .
Let LH be a subgroup of the L-group of G, and consider the set of L-parameters
φ that factor through LH . The natural question here is: What is the set of
irreducible representations of G associated to this L-parameters? The general
consensus is that there should be a subgroup, H˜ ⊂ G, such that
φ : WD
k
−→ LG
ց © ր
LH
←→

Irreducible representations
of G with an H˜
invariant functional
 .
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One can also ask the same question in the opposite direction: Given a subgroup
H˜ ⊂ G, satisfying certain properties, is there an LH ⊂ LG such that we have a
correspondence like the mentioned above?
In recent years there has been a lot of progress in formalizing this ideas. For
example, if X is a G-spherical variety, then Gaitsgory and Nadler [7] have defined a
subgroup GˇX , of the dual group Gˇ of G, that encodes many aspects of the geometry
and the representation theory of the variety X. This result set into motion the
so called “relative Langlands program”, which aims to set a framework for the study
of H˜-distinguished representations of G. Building on this ideas, Sakellaridis and
Venkatesh [20], have stated a conjecture that relates the harmonic analysis of the
space L2(X) with the group GˇX . The ideal result in this direction is the following:
Given a G-spherical variety X, we want to find a group GX and a correspondence
Θ : A ⊂ GˆX −→ Gˆ,
between the unitary duals of G and GX , with the following properties:
1. If π ∈ A has L-parameter φ : WD
k
−→ LGX , then Θ(π) has L-parameter
i ◦ φ :WD
k
−→ LG, where i is the natural inclusion of LGX into
LG.
2. We have the following spectral decomposition:
L2(X) ∼=
∫
A
M(π)⊗Θ(π) dµ(π),
where µ is the Plancherel measure of GX restricted to A, and M(π) is some
multiplicity space.
We will consider the following classical example to illustrate this ideas. Let
X = Sn−1 ∼= O(n− 1,R)\O(n,R),
where Sn−1 is the (n− 1)-th sphere, and O(n,R) is the group of n× n orthogonal
matrices. We want to understand the decomposition of L2(Sn−1) under the natural
action of O(n,R).
Let C[x1, . . . , xn] be the space of complex valued polynomials in n variables.
This space has a natural action of O(n,R) and, from classical invariant theory,
C[x1, . . . , xn] ∼=
⊕
k≥0
Hk ⊗ C[r2],
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where r2 = x21 + · · ·x
2
n and
Hk = {p(x) ∈ C[x1, . . . , xn] | deg p(x) = k, and ∆p = 0}.
Here
∆ =
∂2
∂x21
+ · · ·+
∂2
∂x2n
is the Laplace operator. The spaces Hk are irreducible under the action of O(n,R)
and, if we restrict this polynomials to the unit circle, we can identify them with
square integrable functions on Sn−1. The functions obtained this way are the
so called spherical harmonics, and it’s a classical result that
L2(Sn−1) ∼=
⊕ˆ
k≥0
Hk.
Let
h = E + n/2 = x1
∂
∂x1
+ · · ·+ xn
∂
∂xn
+ n/2
e = r2/2 = (x21 + · · ·+ x
2
n)/2
f = −∆/2 = (
∂
∂x21
+ · · ·+
∂
∂x2n
)/2.
Then, an easy calculation shows that [h, e] = 2e, [h, f ] = −2f and [e, f ] = h, i.e.,
sl(2,C) ≃ SpanC{h, e, f}. Observe that the action of this differential operators
commutes with the action of O(n,R). Furthermore, for all k ≥ 0,
Hk ⊗ C[r2] ∼= D+k+n
2
,
where D+k+n
2
is an irreducible, lowest weight representation of sl(2,C) with lowest
weight k + n
2
. This representation integrates to a discrete series representation of
S˜L(2,R), the double cover of SL(2,R).
Let A = {D+k+n
2
| k ≥ 0} ⊂ (S˜L(2,R))∧ and define
Θ : A −→ ˆO(n,R),
by
Θ(D+k+n
2
) = Hk.
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Then, since the D+k+n
2
are square integrable, it’s clear that
L2(Sn−1) ∼=
∫
A
Θ(π) dµ(π),
where µ is the Plancherel measure of S˜L(2,R).
We will now describe a family of examples of this kind of correspondence where
the space X is not a spherical variety. What this examples will show is that the
ideas discussed here have applications beyond the spherical variety setting. To
construct this examples we will use Howe’s theory of dual pairs.
Let S˜p(n,R) be the double cover of the symplectic group Sp(n,R). There is
a special representation of S˜p(n,R) on L2(Rn) called the oscillator representation
[10]. Let G1, G2 ⊂ S˜p(n,R) be two reductive subgroups. We say that they form a
reductive dual pair if one group is the centralizer of the other one in S˜p(n,R) and
viceversa. In this case Howe duality theory states that, if we restrict the oscillator
representation to the subgroup generated by G1 and G2, then
L2(Rn) ≃
∫
Gˆ1
π ⊗Θ(π)dµ(π),
for some measure µ, where Θ(π) is an irreducible representation of G2. Even more,
Θ(π) = Θ(π′)⇐⇒ π = π′.
We will focus on the dual pair Sp(m,R)× O(p, q) ⊂ Sp(m(p+ q),R). Let’s start
with the case m = 1. In this case, Howe has shown that, if p, q ≥ 2,
L2(O(p− 1, q)\O(p, q)) ∼=
∫
S˜L(2,R)
Whχ(π)⊗Θ(π) dµ(π),
where µ is the Plancherel measure of Sp(m,R), and
Whχ(π) = {λ : Vπ −→ C | λ(π(n)v) = χ(n)λ(v) for all n ∈ N},
for some generic character χ of the unipotent radical, N , of some minimal parabolic
subgroup P = MAN . On the other hand, Wallach [24] has shown that
L2(N\S˜L(2,R);χ) ∼=
∫
S˜L(2,R)
Whχ(π)⊗ π dµ(π),
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where
L2(N\S˜L(2,R);χ) =
{
f : S˜L(2,R) −→ C
∣∣∣∣∣ f(ng) = χr,s(n)f(g) and∫
N\S˜L(2,R) |f(g)|
2 dNg <∞
}
.
In other words the Plancherel measure of L2(O(p, q − 1)\O(p, q)) can be seen as
the pullback, under the Θ-lift, of L2(N\S˜L(2,R);χ).
We will now consider the dual pair Sp(m,R)×O(p, q) ⊂ Sp(m(p+ q),R), with
m > 1. We will assume that we are in the stable range, that is, p, q > m. Let
P = MAN be a Siegel parabolic subgroup with given Langlands decomposition.
Let χ be a generic character of N . In this case generic means that the orbit of χ
in Nˆ under the action of M is open. Let
Mχ = {m ∈M |χ(m
−1nm) = χ(n)}
be the stabilizer of χ in M . Then there is a natural action of Mχ ×G on
L2(N\S˜p(m,R);χ) =
{
f : S˜p(m,R) −→ C
∣∣∣∣∣ f(ng) = χ(n)f(g) and∫
N\S˜p(m,R) |f(g)|
2 dNg <∞
}
.
Theorem 3.1.1. As a Mχ ×G-module
L2(N\S˜p(m,R);χ) ∼=
∫
Gˆ
∫
Mˆχ
Wχ,τ (π)⊗ τˇ ⊗ π dν(τ) dµ(π),
where µ, ν, are the Plancherel measures of S˜p(m,R) and Mχ respectively, and
Wχ,τ (π) is some multiplicity space that depends on χ and τ . Furthermore, if Mχ
is compact, then Wχ,τ (π) ∼= Whχ,τ (π), where
Whχ,τ(π) = {λ : Vπ −→ Vτ | λ(π(mn)v) = χ(n)τ(m)λ(v) for all m ∈Mχ, n ∈ N}.
The purpose of this chapter is to use the explicit formulas for the action of
P ×G on the oscillator representation and this result to show that
Theorem 3.1.2. If r + s = m, then there exists a generic character, χr,s, of N
such that
L2(O(p− r, q − s)\O(p, q)) ∼=
∫
S˜p(m,R)∧
∫
Mˆχr,s
Wχr,s,τ (π)⊗ τˇ ⊗ π dν(τ) dµ(π).
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3.2 Howe Duality for the Symplectic and the Or-
thogonal Group
Consider the dual pair (Sp(m,R), O(p, q)) ⊂ Sp(mn,R), with n = p + q, and
p ≥ q ≥ 2m. The last condition asserts that we are in the stable range. Let
P = MN be the Siegel parabolic subgroup of Sp(m,R) with given Langlands
decomposition. In the theory of the oscillator representation there are very explicit
formulas for the action of P × O(p, q) on L2(Rmn) [1, 16, 17, 18]. To simplify the
exposition we will only consider the case where n is even. The case n odd is very
similar, but involves taking a double cover of Sp(m,R). To write down the explicit
action on the oscillator representation we will identify Rmn with Hom(Rm,Rn),
and we will fix a unitary character ψ of R. The action is then given by([
I X
I
]
· ϕ
)
(T ) = ψ(trXT tIp,qT )ϕ(T ) (3.1)([
A
A−t
]
· ϕ
)
(T ) = | detA|
n
2ϕ(TA), A ∈ GL(m,R) (3.2)
(g · ϕ)(T ) = ϕ(g−1T ), g ∈ O(p, q), (3.3)
where T ∈ Hom(Rm,Rn). Using this formulas we will describe L2(Hom(Rm,Rn))
as a representation of P ×O(p, q). Let
U =
{
T ∈ Hom(Rm,Rn)
∣∣∣∣∣ T is of maximal rank and the innerproduct on T (Rm) is non-degenerated
}
.
Observe that U ⊂ Hom(Rm,Rn) is open, dense, and its complement has mea-
sure 0. Let r, s ≥ 0 be a pair of integers such that r + s = m, and define
Ur,s = {T ∈ U | T (R
m) has signature (r, s)}.
It’s then clear that
U =
⋃
r+s=m
Ur,s,
and hence
L2(Hom(Rm,Rn)) ∼=
⊕
r+s=m
L2(Ur,s). (3.4)
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By looking at the formulas for the action of P × O(p, q) on L2(Hom(Rm,Rn)), it
is easy to check that the subspaces L2(Ur,s) are P ×O(p, q) invariant.
We will now describe L2(Ur,s) as a P ×O(p, q)-module. Let Tr,s ∈ Ur,s be given
by Tr,sei = ep−r+i, and define a character χr,s on N by the formula
χr,s
([
I X
I
])
= ψ(trXT tr,sIp,qTr,s) = ψ(trXIr,s).
Let
Mr,s = {m ∈M |χr,s(mnm
−1) = χr,s(n)}
be the stabilizer of χr,s in M . We will now identify M with GL(m,R). Observe
that then Mr,s gets identified with O(r, s). On the other hand we can define an
embedding of O(r, s) × O(p− r, q − s) into O(p, q) by identifying O(p − r, q − s)
with the subgroup of O(p, q) that fixes every element in the image of Tr,s, and
O(r, s) with the subgroup that fixes every element in the orthogonal complement
of the image of Tr,s. With this identifications in mind, let Hr,s be the stabilizer
of Tr,s in M × O(p, q). Observe that there is a subgroup, that we will denote
by ∆O(r, s), of Hr,s such that ∆O(r, s) ⊂ O(r, s) × O(r, s) ⊂ M × O(p, q), and
Hr,s = (∆O(r, s)× O(p− r, q − s))N . Then from equations (3.1), (3.2) and (3.3)
we have that
L2(Ur,s) ∼= Ind
P×O(p,q)
Hr,sN
1⊗ χr,s
∼= Ind
P×O(p,q)
(∆O(r,s)×O(p−r,q−s))N 1⊗ 1⊗ χr,s
∼= IndPO(r,s)N L
2(O(p− r, q − s)\O(p, q))⊗ χr,s, (3.5)
where O(p, q) acts on the right on L2(O(p− r, q − s)\O(p, q)) and O(r, s) acts on
the left. Then, from equations (3.4) and (3.5),
L2(Hom(Rm,Rn)) ∼=
⊕
r+s=m
IndPO(r,s)N L
2(O(p− r, q − s)\O(p, q))⊗ χr,s. (3.6)
Now we will describe the mixed model of the oscillator representation. Observe
that, since p, q ≥ 2m, there exists a polarization Rn = X⊕U⊕Y such that X and
Y are totally isotropic complementary subspaces, and dimX = dim Y = 2m. Let
B = StabX = {g ∈ O(p, q) | gX ⊂ X} be the stabilizer of X, and let B = MBNB
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be its Langlands decomposition. We will now describe the mixed model of the
oscillator representation relative to the polarization Rn = X ⊕ U ⊕ Y . Observe
that Rmn = R2m ⊗ R2m ⊕ Rm ⊗ Rn−4m. Identifying R2m ⊗ R2m and Rm ⊗ Rn−4m
with End(R2m) and Hom(Rm,Rn−4m), respectively, we have that
L2(Rmn) ∼= L2(End(R2m))⊗ L2(Hom(Rm,Rn−4m)),
where we interpretate L2(End(R2m))⊗L2(Hom(Rm,Rn−4m)) as the space of square
integrable functions on End(R2m) with values in L2(Hom(Rm,Rn−4m)). Now iden-
tifying MB with GL(2m,R)×O(p− 2m, q− 2m) ∼= GL(X)×O(U), we have that
the action of Sp(m,R)×MB is given by
(A · φ)(T )(S) = | detA|−mφ(A−1T )(S) A ∈ GL(2m,R) (3.7)
(h · φ)(T )(S) = φ(h−1T )(S). (3.8)
(g · φ)(T )(S) = [ω˜(g)φ(Tg)](S) g ∈ Sp(m,R), (3.9)
where T ∈ End(R2m), S ∈ Hom(Rm,Rn−4m), and (ω˜, L2(Hom(Rm,Rn−4m)) is
the oscillator representation associated to the dual pair (Sp(m,R), O(U)). Now
observe that GL(2m,R) ⊂ End(R2m) is open, dense, and its complement has mea-
sure 0. Therefore, if I2m ∈ End(R
2m) is the identity map, then as a Sp(2m,R)×
GL(2m,R)-module,
L2(Rnm) ∼= Ind
Sp(m,R)×GL(2m,R)
StabI2m
1⊗ L2(Hom(Rm,Rn−4m))
∼=
∫
Sp(m,R)∧
π ⊗ Ind
GL(2m,R)
Sp(m,R) π
∗ ⊗ L2(Hom(Rm,Rn−4m)) dµ(π),
where µ is the Plancherel measure of Sp(m,R). Hence, from the abstract theory
of Howe duality,
L2(Rmn)|P×O(p,q) ∼=
∫
Sp(m,R)∧
π|P ⊗Θ(π) dµ(π). (3.10)
In the stable range the representation Θ(π) has been determined by the work of
Jian-Shu Li [12] among others. We are thus left with the problem of decomposing
an irreducible tempered representation of Sp(m,R) when restricted to P .
Now let’s look at L2(Sp(m,R)) as a P × Sp(m,R)-module. We claim that we
have an isomorphism
L2(Sp(m,R)) ∼= L2(Nˆ , E, λ),
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where E is a measurable bundle over Nˆ with fibers Eχ ∼= Ind
Sp(m,R)
N χ for any given
χ ∈ Nˆ , and λ is a Haar measure on Nˆ . The isomorphism is given in the following
way: Given f ∈ L2(Sp(m,R)), define sf ∈ L
2(Nˆ , E, λ) by
sf(χ)(g) =
∫
N
χ(n)−1f(ng) dn,
where dn is the usual Lebesgue measure on N . The way we should interpret the
above formula is that we have an isomorphism L2(Sp(m,R)) ∼= Ind
Sp(m,R)
N Ind
N
1 1
∼=
Ind
Sp(m,R)
N L
2(N), and in the last expression we take the Fourier transform on
L2(N). With this convention the measure λ on Nˆ is the measure dual to dn. Now
by definition
sRg1f(χ)(g) =
∫
N
χ(n)−1Rg1f(ng) dn =
∫
N
χ(n)−1f(ngg1) dn
= sf(χ)(gg1) = (Rg1sf (χ))(g)
and
sLpf(χ)(g) =
∫
N
χ(n)−1Lpf(ng) dn =
∫
N
χ(n)−1f(p−1npp−1g) dn
=
∫
N
χ(pnp−1)−1δ(p)f(np−1g) dn
=
∫
N
(p−1χ)(n)−1δ(p)f(np−1g) dn
= δ(p)sf(p
−1χ)(p−1g) = [δ(p)Lpsf (p−1χ)](g),
where δ is the modular function of P . This means that the action of P ×Sp(m,R)
on L2(Nˆ, E, η) is given by a vector bundle action, and hence, if Ω is the set of open
orbits for the action of M on Nˆ , then
Ω =
⋃
r+s=m
Ωr,s,
where Ωr,s is the orbit of the character χr,s defined before. Therefore
L2(Sp(m,R)) ∼= L2(Nˆ , E, λ)
∼=
⊕
r+s=m
Ind
P×Sp(m,R)
Mr,sN×Sp(m,R) Ind
Sp(m,R)
N χr,s
∼=
⊕
r+s=m
Ind
P×Sp(m,R)
Mr,sN×Sp(m,R) L
2(N\Sp(m,R);χr,s).
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But, then according to equation (2.57),
L2(Sp(m,R)) ∼=
⊕
r+s=m
IndPMr,sN
∫
Sp(m,R)∧
∫
O(r,s)∧
Wχr,s,τ (π)⊗ τ
∗ ⊗ π dη(τ)dµr,s(π),
(3.11)
where η is the Plancherel measure of O(r, s) and µr,s is the Bessel-Plancherel mea-
sure. On the other hand, the Harish-Chandra Plancherel theorem says that
L2(Sp(m,R)) ∼=
∫
Sp(m,R)∧
π∗|P ⊗ π dµ(π). (3.12)
Now from equations (3.12) and (3.11) we conclude that
π∗|P ∼=
⊕
r+s=m
∫
O(r,s)∧
Wχr,s,τ(π)⊗ Ind
P
MχN τ
∗ dη(τ). (3.13)
From this and equation (3.10) we have that
L2(Hom(Rm,Rn)) ∼=
∫
Sp(m,R)∧
π∗|P ⊗Θ(π∗) dµ(π)
∼=
⊕
r+s=m
∫
Sp(m,R)∧
∫
O(r,s)∧
Wχr,s,τ (π)⊗ Ind
P
MχN τ
∗
⊗Θ(π∗) dη(τ) dµr,s(π). (3.14)
But then, from this and equation (3.6), we have that as an O(r, s)×O(p, q)-module
L2(O(p−r, q−s)\O(p, q)) ∼=
∫
Sp(m,R)∧
∫
O(r,s)∧
Wχr,s,τ (π)⊗τ
∗ ⊗Θ(π∗) dη(τ) dµr,s(π).
3.3 The Dual Pair (SL(2,R), O(V )) outside stable
range
The results obtained in the former section can be further refined when we
restrict ourselves to the case n = 1, i.e., to the dual pair (SL(2,R), O(V )).
3.3.1 The case O(V ) = O(n)
From classical invariant theory we know that as an SL(2,R)×O(n)-module
L2(Rn) ≃
⊕
k≥0
Hk ⊗ C [r2]
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where Hk are the harmonic polynomials of degree k, and sl(2,R) acts via the
operators
e = r2/2 f = −∆/2, h = E + n/2
where E is the Euler operator.
In this case the θ-correspondence relates the irreducible representations of O(n)
on Hk with the irreducible representations of S˜L(2,R) with lowest weight k+n/2.
3.3.2 The case O(V ) = O(p, 1)
We will now consider the dual pair (SL(2,R), O(p, 1)). Once again we will
only consider the case where n = p + 1 is even, and leave to the reader the
modifications needed for the case where n is odd. Let P = MN ⊂ SL(2,R) be
the minimal parabolic subgroup consisting of all upper triangular matrices, with
given Langlands decomposition. Let {e1, . . . , en} be the canonical basis of R
n, and
assume that we have an inner product 〈, 〉 such that 〈ei, ej〉 = 0 if i 6= j, 〈ei, ei〉 = 1
for 1 ≤ i ≤ p, and 〈en, en〉 = −1. Then the oscillator representation associated
to the dual pair (SL(2,R), O(p, 1)) can be realized on the space L2(Rn), and the
action of P × O(p, 1) is given by the following formulas:([
1 x
1
]
· ϕ
)
(v) = ψ(x〈v, v〉)f(v) ∀x ∈ R, (3.15)
([
λ
λ−1
]
· ϕ
)
(v) = |λ|n/2ϕ(λv) ∀λ ∈ R∗, (3.16)
(g · ϕ)(v) = ϕ(g−1v) ∀g ∈ O(p, 1), (3.17)
where v ∈ Rn. Let U = {v ∈ Rn | 〈v, v〉 6= 0}. Then U is open, dense, and
its complement has measure 0. Observe that U = U+ ∪ U−, where U+ = {v ∈
Rn | 〈v, v〉 > 0} and U− = {v ∈ Rn | 〈v, v〉 < 0} . Hence
L2(Rn) ∼= L2(U+)⊕ L
2(U−). (3.18)
We will identify O(p,R) with the subgroup of O(p, 1) that fixes en, O(p−1, 1) with
the subgroup of O(p, 1) fixing e1, and O(1,R) with the center of SL(2,R). We will
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also set H+ = Stabe1 and H− = Staben . Then, putting everything together, we get
that
L2(U+) ∼= Ind
P×O(p,1)
H+N
1⊗ χ
∼= IndPO(1,R)NL
2(O(p− 1, 1)\O(p, 1))⊗ χ, (3.19)
and
L2(U−) ∼= Ind
P×O(p,1)
H−N
1⊗ χ
∼= IndPO(1,R)NL
2(O(p,R)\O(p, 1))⊗ χ, (3.20)
where
χ
([
1 x
1
])
= eix and χ
([
1 x
1
])
= e−ix ∀x ∈ R.
Now we will describe the mixed model for the oscillator representation associ-
ated to a complete polarization Rn = X⊕U⊕Y . Observe that dimX = dim Y = 1.
Let B = StabX = {g ∈ O(p, 1) | gX ⊂ X}, and let B = MBNB be a Langlands
decomposition. Observe that MB ∼= R
∗ × O(p − 1,R), where R∗ = R − {0}.
Since Rn ∼= R2 ⊕ Rp−1, we can identify L2(Rn) with L2(R2) ⊗ L2(Rp−1), which
we interpretate as the space of square integrable functions on R2 with values on
L2(Rp−1). With this conventions the action of SL(2,R) × MB is given by the
following formulas:
(λ · φ)((x, y))(v) = |λ|−1φ(λ−1x, λ−1y)(v) for λ ∈ R∗, (3.21)
(h · φ)((x, y))(v) = φ((x, y))(h−1v) for h ∈ O(p− 1,R), (3.22)
(g · φ)((x, y))(v) = [ωp−1(g)φ((x, y)g)](v), for g ∈ SL(2,R), (3.23)
where x, y ∈ R, v ∈ Rp−1, and (ωp−1, L2(Rp−1)) is the oscillator representation
associated to the dual pair (SL(2,R), O(p−1,R)). Now observe that R2−{0} and
Rp−1−{0} are open dense subsets of R2 and Rp−1, respectively, and its complements
have measure 0. From this observation, and equations (3.21), (3.22) and (3.23) we
have that as an SL(2,R)×MB-module
L2(Rn) ∼= Ind
SL(2,R)×R∗
HN L
2(Rp−1)⊗ χ,
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where
H =
{([
λ
λ−1
]
, λ
)∣∣∣∣∣ λ ∈ R∗
}
⊂ SL(2,R)× R∗.
Let ∆{±1} be the subgroup of H whose projection onto R∗ is precisely {±1}.
Then
L2(Rp+1) ∼= Ind
SL(2,R)×R∗
HN L
2(Rp−1)⊗ χ
∼= Ind
SL(2,R)×R∗
HN Ind
HN
∆{±1}NL
2(Sp−2)⊗ χ
∼= Ind
SL(2,R)
N χ⊗ Ind
R∗
{±1}L
2(Sp−2),
where Sp−2 ⊂ Rp−1 is the p − 2-dimensional sphere. From all this formulas it is
immediate that
L2(Rn)|P×O(p,1) =
∫
SL(2,R)∧
π|P ⊗Θ(π) dµχ(π), (3.24)
where µχ is the Plancherel-Whittaker measure of L
2(N\SL(2,R);χ).
Finally, from the usual Plancherel-Whittaker theorem [24] we have that if
(π,Hπ) is a tempered representation of SL(2,R), then
π|P ∼= Ind
P
O(1,R)NWhχ(π)⊗ χ
⊕
IndPO(1,R)NWhχ(π)⊗ χ.
But then, from equations (3.18), (3.19), (3.20) and (3.24), we have that
L2(O(p− 1, 1)\O(p, 1)) ∼=
∫
SL(2,R)∧
Whχ(π)⊗Θ(π) dµχ(π) (3.25)
and
L2(O(p,R)\O(p, 1)) ∼=
∫
SL(2,R)∧
Whχ(π)⊗Θ(π) dµχ(π). (3.26)
Observe that L2(O(p,R)\O(p, 1)) has no discrete spectrum. Effectively from equa-
tion (3.26) only the theta lift of a representation with a positive and a negative
whittaker model can appear in the spectral decomposition of L2(O(p,R)\O(p, 1)).
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