Abstract. Lattice basis reduction is an important problem in geometry of numbers with applications in combinatorial optimization, computer algebra, and cryptography. The well-known sequential LLL algorithm finds a short vector in O(n 4 log B) arithmetic operations on integers having binary length O(n log B), where n denotes the dimension of the lattice and B denotes the maximum L 2 norm of the initial basis vectors. In this paper a new analysis of the parallel algorithm of Roch and Villard is presented. It is shown that on an n × n mesh it needs O(n 2 log B) arithmetic operations on integers having binary length O(n log B). This improves the previous analysis and shows that an asymptotical speedup of n 2 is possible using n 2 processors.
1. Introduction. Lattice basis reduction, the problem of finding a basis of a lattice with "short" vectors, is an important problem in geometry of numbers with applications in combinatorial optimization, computer algebra, and cryptography (see, for example, [8, 7, 6] ). In the field of basis reduction a major advance was reached in 1982 when A.K. Lenstra, H.W. Lenstra Jr., and L. Lovasz [7] developed the so-called LLL algorithm, which is a polynomial-time algorithm finding a "good" basis ("reduced basis") in O(n 4 log B) arithmetic operations on integers having binary length O(n log B), where n denotes the dimension of the lattice and B denotes the maximum L 2 -norm of the initial basis vectors. Subsequently various variants have been developed; see, for example, [10, 11] . In 1992 Roch and Villard [9, 13] developed a parallel algorithm for n 2 processors, but the efficiency of that algorithm could not be proved. Moreover, larger numbers than in the sequential LLL algorithm can occur in this parallel algorithm. They show the bound O(n 2 log B) for the binary length of the integers. In this paper a new analysis of the parallel algorithm is presented. It is shown that on an n × n mesh it needs O(n 2 log B) arithmetic operations and communication steps on integers having binary length O(n log B). Thus, using n 2 processors an optimal speedup can be reached. This paper is organized as follows: the next section gives a brief survey of the notation used in the paper. In section 3 the parallel algorithm is reviewed. The complexity in terms of the number of arithmetic operations is studied in section 4. Finally, in section 5 the size of the numbers of the serial and parallel algorithms and the binary complexity are considered.
A more practical algorithm using fast floating point arithmetic can be found in [3] . Implementation details and practical results of different parallel algorithms are given in [2] .
2. Basic notation. We assume that the reader is familiar with the foundations of lattice basis reduction as described in section 1 of [7] (also see, for example, [11, 12] ). Here we only describe our basic notation.
An n-dimensional lattice is a discrete subgroup of R n . Definition 2.1. 
Let be µ i,i = 1 and µ i,j = 0 for i < j, and let M = (µ i,j ) 1≤i,j≤n be the matrix of the Gram-Schmidt coefficients. Then M is a lower triangular matrix where all elements of the main diagonal are equal to 1 and the above equations can be expressed as (
T . The following procedure (designated "size reduction") is used to obtain a basis of the lattice with small Gram-Schmidt coefficients |µ i,j | ≤ 0.5. Algorithm 2.2. Size reduction of the basis (b 1 , . . . , b n ) [7] for i = 2 to n do reduce size of column i of the basis and of M T : for j = i − 1 downto 1 do reduce size of coefficient µ i,j of column i: let ⌈µ i,j ⌋ be the nearest integer to µ i,j and let µ j denote the column j of M T :
For technical reasons we use the following definition of a reduced basis (due to [12] ) which is almost the same as the original one given in [7] . Definition 2.3 (reduced basis [7, 12] ). A lattice basis (b 1 , . . . , b n ) is called reduced if both of the following conditions are fulfilled:
The idea of the LLL lattice basis reduction algorithm of [7] consists in iteratively computing the size reduction of one basis vector b i and swapping b i and b i−1 if the second condition of the above definition is not valid. The complexity of the LLL algorithm is given in the next theorem.
Theorem 2.4 (sequential complexity [7] ). Let B = max i=1,...,n ||b i || 2 be the square of the length of the longest vector of the original basis. Given a basis (b 1 , . . . , b n ) of a lattice with b i ∈ Z n for all 1 ≤ i ≤ n, the sequential LLL algorithm of [7] computes a reduced basis of the same lattice in O(n 4 log B) arithmetic operations on integers having binary length O(n log B).
3. The parallel algorithm. The main idea of the parallel algorithm of [9, 13] is to perform all possible swaps in one phase (see also [3, 4] ) and to compute the size 
Repair the Gram-Schmidt orthogonalization od. In the serial case, O(n 3 ) arithmetic operations are required for one phase. However, the two major steps of the algorithm, that is the orthogonalization of the basis (respectively, the repair of the orthogonalization) and the size reduction of the whole matrix, are well suited for parallelization. Thus, the following theorem holds.
Theorem 3.2 (see [3, 4, 9, 13] ). An all-swap phase can be done in O(n) parallel steps (according to the number of arithmetic operations and the number of communications of numbers) on a mesh-connected network of n 2 processors.
4. Parallel complexity. In order to achieve a speedup of n 2 using n 2 processors in comparison with the LLL algorithm, it must be shown that a short vector can be found after at most n log B all-swap phases. The following analysis is taken from [3] .
Theorem 4.1 (parallel time complexity). After at most n log B all-swap phases 1 the following situation holds for all i with 1 ≤ i ≤ n:
2i n with c = 32 9 . Proof. Consider the ratios
1 In the following log denotes the logarithm with basis 3 . Let max be the maximum of all these ratios, that is max = max{v(i)|1 ≤ i ≤ n}, and let max ′ be the maximum after one further all-swap phase.
It will be shown that every all-swap phase decreases the value of max by a factor less than 3 4 , that is max ′ ≤ ; all other products remain unchanged. See [7] 
If
In the same way, if v(i) > 
This relation is also valid for i = 1 if max ≥ 1 and v(1) > 3 4 max. However, it follows from (2), (3), and the choice of c that
and therefore the swap condition is satisfied. Thus, the proposition and the theorem have been proven. In particular, we have found a short vector as shown in the following corollary. Corollary 4.3. After at most n log B all-swap phases, the vector b 1 of the resulting lattice basis satisfies 
5.
Size of the numbers and binary complexity. The time for one operation depends on the size of the numbers. If we start with an integral basis, that is b i ∈ Z n for all 1 ≤ i ≤ n, all numbers occurring throughout the algorithm are rational with denominators less than B n [7] . See [7, 5] for an analysis of the sizes of the numbers of the LLL algorithm. The bounds are summarized in Table 1 . The known analysis of the parallel algorithm is reviewed in the next section. Then a new result for the parallel case is given.
Known analysis of the parallel case.
In the parallel case the GramSchmidt orthogonalization is computed for the whole matrix whereby bigger numbers than in the serial case can occur where the orthogonalization is only computed for the reduced part of the basis.
Theorem 5.1 (see [7] ). After the computation (or repair) of the Gram-Schmidt orthogonalization we have µ
In the parallel algorithm the size reduction is computed simultaneously for all columns. Therefore, the size reduction of each column is performed using nonreduced columns of the basis. This leads to the following theorem. Proof. Consider the following n × n basis for some D > 1 ∈ Z:
For the Gram-Schmidt orthogonalization of that basis we have
The proof can be carried out by induction over n using "Givens" rotations for the computation of the Gram-Schmidt orthogonalization (see, for example, [1] for Givens rotations and [3] for the computation of the Gram-Schmidt orthogonalization via Givens rotations). Theorem 5.5. The bound for µ 2 i,j given in Theorem 5.2 is asymptotically tight. Proof. Consider the following n × n basis for some D > 1 ∈ Z:
For the matrix of the Gram-Schmidt coefficients of the basis above we have that M T = (b 1 , . . . , b n ). By induction it can easily be shown that coefficients of the size D n−1 occur during the size reduction of column n. In order to prove that both cases given above cannot occur simultaneously, we use the following lemma.
Lemma 5.6. Consider the size reduction of column k, 2 ≤ k ≤ n, that is of the elements µ k,k−1 , . . . , µ k,1 . After the size reduction of the element µ k,k−i with 1 ≤ i ≤ k − 2, 2 i − 1 products of Gram-Schmidt coefficients were subtracted from each coefficient µ k,k−j , j > i. Each product only consists of (rounded) coefficients of different rows of the matrix M T and only of coefficients of the rows k−1, k−2, . . . , k−i and k − j.
Proof. The proof is done by induction over i. Let µ
x,y denote µ x,y before the size reduction of column k, and let µ (i)
x,y denote µ x,y after the size reduction of µ k,k−i . i = 1: After the size reduction of µ k,k−1 the following is valid for j > 1:
Thus, the proposition is true for i = 1. After the size reduction of µ k,k−i−1 the following holds for j > 1:
Now, the proposition for i + 1 follows with the induction hypothesis for µ
Now the following theorem about the size of the numbers of the parallel lattice basis reduction can be shown.
Theorem 5.7. During the parallel size reduction phase the following inequalities hold:
Proof. During the size reduction only sums with at most 2 n terms occur. Each term is a product of coefficients of different rows. With µ
With b i 2 ≤ nB [7] it follows that [7] ) and because in each product only different b * j 's occur we obtain
and therefore for each product the following inequalities are valid
Each sum consists of at most 2 n products. Therefore we obtain for all values
Again, the proposition for the values of b i follows with Table 1 summarizes the results with respect to the sizes of the numbers. Table 1 Comparison of the sizes of the numbers. LLL [7, 5] Parallel (old analysis) Parallel (new analysis) µ 2 i,j after Gram-Schmidt n2 n B nB n nB n b i 2 after Gram-Schmidt nB nB nB µ 2 i,j during size reduction n2 3n B (4nB n ) n n n (2B) 2n b i 2 during size reduction n 2 2 3n B 2 nB(4nB n ) n nBn n (2B) 2n
Further remarks.
There is a special class of lattices (which are constructed for the solution of the subset sum problem) for which a better analysis of the size of the numbers in the parallel case is possible [13] .
Joux [4] has presented a method for avoiding big numbers during the parallel size reduction. But also with that method a better analysis than the one given in Theorem 5.7 is not possible.
In practical experiments for the parallel algorithm of [13] and [2, 3] larger numbers than in the serial algorithm do not occur.
Binary complexity.
The estimation of the sizes of the numbers and a detailed analysis by Kaltofen [5] lead to the following binary complexity of the LLL algorithm using standard arithmetic.
Theorem 5.8 (see [5] ). The LLL algorithm has binary complexity O(n 5 (log B) 3 + n 6 (log B) 2 ). The binary parallel complexity is given by the following theorem. Theorem 5.9. The binary complexity of parallel lattice basis reduction using n 2 processors is O(n 4 (log B) 3 ). Proof. The size of all numbers (numerators and denominators) is bounded by O(n log B). Thus the time for one arithmetic operation is at most O(n 2 (log B) 2 ) using standard arithmetic. At most O(n 2 log B) arithmetic operations must be performed.
