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Abstract. We present a novel retrieval for upper-tropospheric
humidity (UTH) from High-resolution Infrared Radiation
Sounder (HIRS) channel 12 radiances that successfully
bridges the wavelength change from 6.7 to 6.5 µm that oc-
curred from HIRS/2 on National Oceanic and Atmospheric
Administration satellite NOAA-14 to HIRS/3 on satellite
NOAA-15. The jump in average brightness temperature (in
the water vapour channel; T12) that this change had caused
(about−7 K) could be fixed with a statistical inter-calibration
method (Shi and Bates, 2011). Unfortunately, the retrieval
of UTHi (upper-tropospheric humidity with respect to ice)
based on the inter-calibrated data was not satisfying at the
high tail of the distribution of UTHi. Attempts to construct a
better inter-calibration in the low T12 range (equivalent to the
high UTHi range) were either not successful (Gierens et al.,
2018) or required additional statistically determined correc-
tions to the measured brightness temperatures (Gierens and
Eleftheratos, 2017).
The new method presented here is based on the original
one (Soden and Bretherton, 1993; Stephens et al., 1996; Jack-
son and Bates, 2001), but it extends linearisations in the for-
mulation of water vapour saturation pressure and in the tem-
perature dependence of the Planck function to second order.
To achieve the second-order formulation we derive the re-
trieval from the beginning, and we find that the most influ-
ential ingredient is the use of different optical constants for
the two involved channel wavelengths (6.7 and 6.5 µm). The
result of adapting the optical constant is an almost perfect
match between UTH data measured by HIRS/2 on NOAA-
14 and HIRS/3 on NOAA-15 on 1004 common days of op-
eration. The method is applied to both UTH and UTHi. For
each case retrieval coefficients are derived.
We present a number of test applications, e.g. on com-
puted brightness temperatures based on high-resolution ra-
diosonde profiles, on the brightness temperatures measured
by the satellites on the mentioned 1004 common days of op-
eration. Further, we present time series of the occurrence fre-
quency of high UTHi cases, and we show the overall prob-
ability distribution of UTHi. The two latter applications ex-
pose indications of moistening of the upper troposphere over
the last 35 years.
Finally, we discuss the significance of UTH. We state that
UTH algorithms cannot be judged for their correctness or in-
correctness, since there is no true UTH. Instead, UTH algo-
rithms should fulfill a number of usefulness postulates, which
we suggest and discuss.
1 Introduction
Upper-tropospheric humidity (UTH) is a climate parameter
which is important to monitor and study in order to deter-
mine long-term trends. The effective determination of these
trends requires high-quality and continuous water vapour
measurements in the upper troposphere. Tropospheric and
stratospheric water vapour have been measured over the past
50 years by a large number of individuals and institutions
using a variety of in situ and remote-sensing measurement
techniques. Measurement results by different instruments are
widely spread in the literature (e.g. Sherwood et al., 2010,
and references therein). Instrumentation has evolved from a
small number of manually operated in situ instruments to au-
tomatic devices deployed on balloon and aircraft platforms
and more recently to high-precision sensors on satellites.
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However, only a limited number of measurements of rela-
tive or specific humidity using a single instrument type have
records longer than 10 years (Kley et al., 2000).
Polar-orbiting satellite sensors have the advantage of pro-
viding measurements at a near-global scale. The era of
meteorological satellites began in the late 1950s, and first
concepts of the use of their measurement data, including
infrared-radiometer data, appeared at the same time (Green-
field and Kellogg, 1960). Möller (1961) demonstrated with
simple arguments and calculations that the brightness tem-
perature in the 6 to 7 µm wavelength band is much more sen-
sitive to relative humidity than to temperature, so that this
brightness temperature can be used as a hygrometer rather
than a thermometer. First measurements in the 6.0–6.5 µm
band were made onboard TIROS II (Television Infrared Ob-
servation Satellite II), which was launched on 23 Novem-
ber 1960 (Hawkins, 1964). A few years later Raschke and
Bandeen (1967) evaluated infrared-radiometer data from
TIROS IV to obtain a nearly global view of spatial and tem-
poral variation in the “mean relative humidity” of the upper
troposphere for a 5-month period in 1962. Meanwhile, nu-
merical algorithms had been developed to solve the radiative
transfer equation in inverse mode, that is, to determine pro-
files of temperature and absorbing gases from measured ra-
diances (see, e.g., Smith, 1970, and references therein). Still
later, algorithms for operational purposes, e.g. for the assimi-
lation of humidity data into numerical forecast models, were
developed. Schmetz and Turpeinen (1988) described the al-
gorithm that was used to determine UTH from Meteosat data.
It was based on lookup tables using precalculated radiances
for fixed values of UTH between 600 and 300 hPa and a lin-
early decreasing relative humidity (RH) profile above that
level. According to a quick scan through the old literature,
it appears that the term UTH was used in that paper for the
first time.
For climate variability studies it is important to under-
stand the continuity of long-term measurements in both the
stratosphere and upper troposphere. In this respect, satel-
lite missions are planned to provide overlap with existing
instruments in orbit. This allows the comparison between
different instruments during common periods of observa-
tion, which helps scientists to perform inter-satellite cali-
brations and create continuous long-term data sets. Such a
long-term data set comes from the National Oceanic and At-
mospheric Administration (NOAA) polar-orbiting satellites
in which measurements are based on the High-resolution In-
frared Radiation Sounder (HIRS). The first series of the satel-
lites from TIROS-N and NOAA-6 to NOAA-14 carried ver-
sion 2 of the HIRS instrument (HIRS/2), NOAA-15; NOAA-
16 and NOAA-17 carried version 3 of the HIRS instrument
(HIRS/3), while later satellites carried a newer version of the
HIRS instrument: version 4 (HIRS/4). Ongoing satellite mis-
sions NOAA-19 and MetOp-A and B (part of the European
Organisation for the Exploitation of Meteorological Satel-
lites, EUMETSAT) both operate with HIRS/4 instruments.
The transition from HIRS/2 to HIRS/3 in the late 1990s,
accompanied with a change in the central measurement
wavelength of channel 12 from 6.7 to 6.5 µm, caused a
change in the measured brightness temperatures at channel
12 (the water vapour channel; T12 for convenience). This
technical alteration split the continuous HIRS time series
into two parts. The problem of discontinuity in the long-term
time series was recently corrected by Shi and Bates’ inter-
satellite calibrations (Shi and Bates, 2011), and indeed re-
sults presented by Chung et al. (2016) indicated the success
of their inter-calibration method throughout the whole time
series. Later on, Gierens and Eleftheratos (2017) noted that
the inter-calibration works well for the mean T12 but does
not account for the low T12 values (data found at the low tail
of the distribution of T12). The authors came up with a sec-
ond statistical correction procedure that brings HIRS/3 levels
down to HIRS/2 levels, which takes effect at cold tempera-
tures when T12 < 235 K. The method appeared to satisfac-
torily correct the low T12 values, such that jumps in the time
series from HIRS/2 to HIRS/3 were no longer apparent at the
low T12 temperature range.
Very recently, Gierens et al. (2018) tested the physics be-
hind the statistical inter-calibration of Shi and Bates (2011),
wondering whether it is right from a physical point of view
to combine measurements by two instruments which sense
different layers of the upper atmosphere. They compared T12
data calculated by radiative transfer modelling of large sets of
temperature and relative humidity profiles, using the HIRS/2
and HIRS/3 spectral response functions. By applying appro-
priate corrections to the modelled T12, corrections that take
into account variability in mid-tropospheric humidity, they
calculated T12 data consistent with those found by Shi and
Bates’ independent inter-calibration method. Nevertheless,
the Gierens et al. (2018) physics-based correction method
failed to correct the data at the low tail of the T12 distribution,
indicating the necessity of additional corrections to the low
T12 values as proposed by Gierens and Eleftheratos (2017).
The study that forms the basis for the new method for re-
trieving UTH is that of Soden and Bretherton (1993), referred
to as SB93 in what follows. Their method was based upon
observations of clear-sky 6.7 µm radiances by the Visible In-
frared Spin Scan Radiometer (VISSR) Atmospheric Sounder
(VAS) on board the Geostationary Operational Environmen-
tal Satellites (GOES). The 6.7 µm channel is located near
the centre of a strong water vapour absorption band, and un-
der clear-sky conditions it is primarily sensitive to the rela-
tive humidity averaged over a depth of atmosphere extending
from 200 to 500 hPa (SB93). The approach of SB93 involved
a simplified structure of the atmosphere with linearised pro-
files of temperature and first-order approximations of the
Clausius–Clapeyron equation and of the temperature depen-
dence of the Planck function.
Stephens et al. (1996), referred to as SJW96 in what fol-
lows, expanded the research of SB93 to make use of similar
data available from polar-orbiting satellites. They described
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a method for retrieving UTH based on the use of radiance
data collected by the TIROS Operational Vertical Sounder
(TOVS), principally channels 4 (14.2 µm), 6 (13.7 µm) and
12 (6.7 µm) of HIRS. The SJW96 UTH retrieval was based
on the SB93 linear formula, with the exception that SJW96
used a varying lapse rate parameter instead of a constant one,
as SB93 did, which varied linearly with the difference in
HIRS temperature channels 4 and 6 (hereafter T4 and T6, re-
spectively). A few years later, Jackson and Bates (2001), re-
ferred to as JB01 in what follows, worked on the retrieval for-
mula of SB93 and determined UTH data using both T12 and
T6 measurements in the retrieval formula. All these methods
regard UTH as a radiance-based quantity, obtained from T12
measurements. It is therefore expected that any natural or ar-
tificial change in the T12 data will be directly depicted and
magnified by the exponential function in the UTH retrievals.
Gierens et al. (2018) speculated that the linearisations in-
volved in the derivation of the traditional retrieval formula
would lead to the inconsistencies in the low range of T12
following the HIRS/2 to HIRS/3 transition. Building upon
the work of past studies, we have formulated a new method
to retrieve UTH from HIRS channel 12 brightness tempera-
tures in an effort to bridge the channel’s central wavelength
change from 6.7 to 6.5 µm between HIRS/2 and HIRS/3 in-
struments. The new method retains the second-order term in
the linearisation of the UTH formulation. The addition of the
second-order term and the choice of the spectroscopic con-
stant for the retrievals are shown to successfully match the
UTH between HIRS/2 and HIRS/3 observations. The added
value of this study is the formulation and application of the
second-order retrieval for UTH, which, to our knowledge,
has not been examined until now. Therefore, we further stud-
ied the retrieval formula for this important atmospheric quan-
tity in order to succeed better coherency between HIRS/2 and
HIRS/3 high UTH values.
In Sect. 2 we analyse the simple radiative transfer model to
derive the usual first-order UTH retrievals from 6.7 µm radi-
ances and introduce the reader to the second-order approx-
imations. Section 3 presents the derivation of the second-
order radiative transfer model UTH retrievals in depth, and
Sect. 4 tests the second-order model retrievals with some ap-
plications. Section 5 provides a discussion of the significance
of UTH and sets up a few postulates an UTH retrieval should
fulfill in order to be useful and intrinsically consistent. The
study ends with the conclusions in Sect. 6.
2 Analysis of the first-order retrieval
The relation between the optical thickness between a pres-
sure level p and the top of the atmosphere, τ(p), and the col-
umn density of water vapour above level p, w(p), is funda-
mental to the desired retrieval. SJW96 use an approximation
involving the square root of the column density:
τ(p)= kλ
√
w(p), (1)
where kλ is a spectroscopic constant that depends on wave-
length λ. SJW96 give kλ = 1.85 m kg−1/2 for HIRS/2 and the
same value is used here. For HIRS/3 we need a larger value
since the optical thickness in channel 12 of HIRS/3 is larger
than that of HIRS/2. We use an iterative procedure to deter-
mine it, starting from an initial guess, working through all
the equations that follow, up to the comparison of UTHi re-
trieved from T12 measured on 1004 common days of NOAA-
14 and NOAA-15 operation. The constant is determined such
that the bivariate regression between these two data sets has a
slope very close to unity (described below in Sect. 4.2). The
iteration results in kλ = 2.85 m kg−1/2. That value for kλ is
thus chosen for HIRS/3 and HIRS/4. Note also the assump-
tion that the optical thickness originates from water vapour
only, not from clouds. The retrieval is thus for clear sky only.
The column density w(p) for nadir direction is
w(p)=
p∫
0

r(p′) e∗[T (p′)]
gp′
dp′, (2)
where  = 0.622 is the ratio of the molar masses of water
vapour and air, g = 9.81 m s−2 is gravitational acceleration,
r(p) is the relative humidity profile, and e∗ is the saturation
pressure of water vapour, which depends on temperature and
thus indirectly on pressure.
Now, SB93 and SJW96 introduce two linearisations. The
first one is for e∗(T ):
e∗(T )≈ e∗(T0) exp
(
κ
T − T0
T0
)
. (3)
For T0 = 240 K we have e∗(T0)= 37.7 Pa and κ = 23.1
(both computed with the vapour pressure formulation of
Murphy and Koop, 2005). A similar linearisation is assumed
for the relation between pressure and temperature profiles in
the upper troposphere with
p(T )≈ p(T0) exp
(
T − T0
β T0
)
. (4)
Here, β = dln T/dln p ≈ 0.22 is a dimensionless lapse rate.
If we assume a temperature-independent latent heat in the
Clausius–Clapeyron equation, the saturation vapour pressure
formula can be written as
e∗(T )≈ e∗(T0) exp
(
κ
T − T0
T
)
. (5)
This is very similar to the linearised form apart from the de-
nominator in the exponential function. Thus, linearisation is
achieved simply by replacing T by the constant T0, which
requires that T should be close to T0 where water vapour
contributes significantly to the column density.
Similarly, if β = d ln T/d ln p, as it was introduced by
SB93, then the correct expression for p(T ) must have T in-
stead of T0 in the denominator under the exponential func-
tion. However, since 1/β is much smaller than κ , deviations
of T from T0 have a smaller effect for p(T ) than for e∗(T ).
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Figure 1. Ratio of the first-order (black) and second-order (red) ap-
proximations to the correct Clausius–Clapeyron saturation pressure
of water vapour.
The factor (T − T0)/T can be developed into a Taylor se-
ries:
T − T0
T
= T − T0
T0
−
(
T − T0
T0
)2
+
(
T − T0
T0
)3
. . .. (6)
Retaining the second order already gives considerable
more accuracy to the e∗(T ) approximation than the linearised
form, so we will use now the second-order approximation
e∗(T )≈ e∗(T0) exp
{
κ
[
T − T0
T0
−
(
T − T0
T0
)2]}
. (7)
Figure 1 shows the ratio of the first- and second-order
approximations to the correct Clausius–Clapeyron formula
for the temperature range 220 to 260 K (we remind readers
that T0 = 240 K). It is seen that the first-order approximation
leads to overestimation and errors exceeding 10 % when tem-
peratures below 225 K occur in the layer channel 12 is sen-
sitive to. The second-order approximation has much smaller
errors of less than 2 % even at T = 220 K. The situation is
much better for the approximation of p(T ), and therefore it
is not necessary to extend the approximation of p(T ) to its
second order then.
Also, the first-order approximation of the temperature de-
pendence of the Planck function,
B1(T )= B(T0) exp
(
hc
λkT0
T − T0
T0
)
(8)
has relative errors of more than 10 % at low but not untypi-
cal upper-tropospheric temperatures; see Fig. 2. Thus we in-
troduce a second-order approximation in the same way as
above:
B2(T )= B(T0) exp
{
hc
λkT0
[
T − T0
T0
−
(
T − T0
T0
)2]}
. (9)
Figure 2. Ratio of first- (black) and second-order (red) approxima-
tions of the Planck function to the true Planck function vs. tempera-
ture, T . The wavelength for the calculation of the Planck functions
was 6.7 µm.
For this approximation the relative error does not exceed 3 %
in the relevant temperature range, which suggests more ac-
curate calculations of brightness temperature data.
3 Derivation of the second-order retrieval
3.1 Water vapour column density and optical depth
Let us now take the expression for the water vapour column
density in Eq. (2) and invoke the mean value theorem for inte-
gration to draw the profile of relative humidity, r(p), outside
the integral and write
w(p)=  r(p)
g
p∫
0
e∗[T (p′)]
p′
dp′. (10)
r(p) is a weighted mean relative humidity between the top
of the atmosphere and pressure level p, defined as
r(p)=
∫ p
0 [r(p′)/p′]e∗[T (p′)]dp′∫ p
0 [1/p′]e∗[T (p′)]dp′
. (11)
To proceed with the calculation of column density we need
to calculate the integral
E∗(p)=
p∫
0
e∗[T (p′)]
p′
dp′. (12)
The second-order approximation for the saturation pressure
in pressure coordinates is
e∗(p)= e∗(p0) exp
[
κβ ln
(
p
p0
)
− κβ2ln2
(
p
p0
)]
, (13)
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where we write p0 for p(T0). Substitution of x for ln(p/p0)
gives the integral the following simple form:
E∗(p)= e∗(p0)
ln(p/p0)∫
−∞
exp(κβ x− κβ2 x2)dx. (14)
The integral is of a form∫
exp[−(ax2+ 2bx)]dx = 1
2
√
pi
a
exp
(
b2
a
)
erf
(√
ax+ b√
a
)
+ const (15)
(Abramowitz and Stegun, 1972, formula 7.4.32). Inserting
the proper expressions for a := κ β2 and b := −κ β/2, we
find
E∗(p)= e
∗(p0)
2β
√
pi
κ
exp
(κ
4
)
[
erf
(√
κβ x−√κ/2)]ln(p/p0)−∞ (16)
= e
∗(p0)
2β
√
pi
κ
exp
(κ
4
)
[
erf
(√
κβ ln(p/p0)−√κ/2
)+ 1] .
Using this expression, and putting together all constant pref-
actors, the vapour column density above p is
w(p)= 644.8 · r(p)[1+ erf (√κβ ln(p/p0)−√κ/2)] (17)
and the corresponding optical depth follows from Eq. (1).
Note that the corresponding prefactor for the retrieval of
UTHi is 847.9.
3.2 Radiance calculation
The radiance measured by the satellite instrument is given
as the solution of the following simple form of the radiative
transfer equation (see SB93 and SJW96):
I =
∞∫
0
exp[−τ(p)] dB(p)
dp
dp. (18)
The second-order formulation of the Planck function as a
function of pressure is
B(p)= B0 exp
[
Cλβ ln
(
p
p0
)
−Cλβ2ln2
(
p
p0
)]
, (19)
where we write B0 for B(T0) and where Cλ = hc/(λkT0)=
8.95 is a constant, computed for a wavelength (λ) of 6.7 µm
(and T0 = 240 K). Further, we have
dB(p)
dp
= B(p)Cλβ
p
[
1− 2β ln
(
p
p0
)]
. (20)
We now introduce another abbreviation for use in the ex-
pression for the optical depth:
Aλ = kλ
√
644.8 for UTH and
Aλ = kλ
√
847.9 for UTHi, (21)
and we replace r(p) with a constant parameter U (or Ui)
(the value of UTH or UTHi, whose meaning will be clarified
later). Finally we substitute x for ln(p/p0). This gives
I =B0Cλβ
∞∫
−∞
exp
{
−Aλ
√
U
[
1+ erf (√κ β x−√κ/2)]1/2}
exp[Cλ(β x−β2 x2)] (1− 2β x)dx. (22)
The integrand of this equation, which we will abbreviate
as 8(x;U) for later discussions, measures the contribution
of each infinitesimal layer dx of the atmosphere to the flux
of photons at the receiver. Dividing it by its integral gives a
normalised weighting function – let us call it φ(x;U) – that
has all properties of a probability density function in x with a
form parameter U . This fact opens some interesting possibil-
ities to compute moments, as for example the mean altitude
from which photons emerge, its variance, the skewness of
this distribution, etc. In the present paper we will not pursue
these possibilities further.
For comparison we also show the first-order version that
can be derived from Eq. (18) if we take the first-order formu-
lation of the Planck function:
I1 =B0Cλβ
∞∫
−∞
exp
(
−A′λ
√
Ue(βκ+1) x/2
)
exp(Cλβ x)dx, (23)
whereA′λ is an abbreviation for kλ {( e∗(T0)p0)/[gp∗ (βκ+
1)]}1/2. Note that the same substitution has been made here
as before for the sake of comparison. Using the logarithm is
not actually necessary for the first order.
Figure 3 shows the two versions of the integrand just de-
rived. The curves depend as expected on U , that is, higher U
leads to lower integrals and thus lower radiances. The varia-
tion in the curves is similar in both panels, testifying to the
correctness of the second-order calculations. In these inte-
grands,U must be interpreted as that parameter that gives the
resulting integral value, the radiance I , the correct (i.e. mea-
sured) value. The figure shows that for the same value of U ,
the radiances are higher in the second-order version than in
first order.
The necessary integrations were performed numerically
(Romberg integration) and the results for UTH ranging from
1 % to 99 % are presented in Fig. 4 for the first- and second-
order retrievals. As expected, the more humid the upper tro-
posphere is, the lower the radiance at the satellite becomes.
There is some radiation from altitudes below the 240 K level
www.atmos-chem-phys.net/19/3733/2019/ Atmos. Chem. Phys., 19, 3733–3746, 2019
3738 K. Gierens and K. Elftheratos: Second-order retrieval of UTH
Figure 3. The function (normalised by the Planck function at T0)
to be integrated to get the radiance in channel 12 as a function
of ln(p/p0) shown for various values of the UTH: (a) using the
first-order approximations of SB93; (b) using the second-order ap-
proximations (this study). The higher the UTH, the less radiation is
received at the satellite.
when the upper troposphere is quite dry, which explains the
values above unity. For comparison and test purpose we have
included the corresponding result of SB93, directly as given
in that paper (labelled “analytically”, circles). This curve is
practically identical to the numerically integrated one, which
shows that the numerical integration works. The difference
between the first- and second-order formulation turns out to
be small but non-negligible.
Finally we need to express the radiances as brightness tem-
peratures, T12, where one can exploit the fact that 6.7 µm is
on the Wien wing of the Planck function at T0, that is,
I
B0
= e
hc/λkT0 − 1
ehc/λ kT12 − 1 ≈ exp
[
hc
λkT0
(
1− T0
T12
)]
. (24)
For the channel 12 brightness temperature, this gives the ex-
pression
T12 = T01− ln(I/B0)/Cλ , (25)
Figure 4. Normalised radiances, I/B0, resulting from numerical
integration of Eqs. (22) and (23) for the first- (black) and second-
order (red) retrievals. The curve consisting of circles is computed
directly from the analytical formula (Eq. 18 of SB93).
where I/B0 is a unique function of U . Four versions of the
retrieval function are compared in Fig. 5, viz. the original
function derived by SB93 (their Eq. 20, constants slightly
adapted, that is, e∗(T0)= 37.7 Pa and µ= 8.95, and their
Eq. (23), which gives a slightly different result), the update of
this function by Jackson and Bates (2001) without their cor-
rection for a variable lapse rate (i.e. the prefactor 1/PH they
introduced is set to unity) and the new second-order retrieval.
For the latter we have computed the integral of Eq. (22) for
every integer value of U (1 % to 99 %), the radiance has
been expressed as brightness temperature (Eq. 25) and the
two resulting columns of data have been plotted against each
other. The second-order retrieval gives higher UTH values
than the other three retrievals at a given brightness tempera-
ture, except for temperatures below 240 K, where it matches
the SB93 (their Eq. 23) line.
3.3 The retrieval for different channel central
frequencies
The transition from HIRS/2 to HIRS/3 was accompanied by
a change in the central wavelength of channel 12 from 6.7
to 6.5 µm (Shi and Bates, 2011). The spectroscopic quanti-
ties changed in a corresponding way. Furthermore, as we are
interested in ice supersaturation, it is important to have the
retrieval for UTHi as well, which implies a different satura-
tion vapour pressure and a different factor κ . All necessary
physical constants are given in Table 1 and the resulting re-
trieval functions are presented in Fig. 6.
Since the atmosphere is more opaque at the latter wave-
length, 6.5 µm, the HIRS/3 sensor is sensitive to a layer that
is approximately 1 km higher than the layer HIRS/2 is sen-
sitive to. The transition thus implies an average temperature
change of−7 K (Gierens et al., 2018). This is reflected in the
shift of the retrieval curves (compare the solid with the dotted
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Table 1. Constants used for the two different central wavelengths of HIRS channel 12 and fit coefficients.
e∗ (Pa) κ λ (µm) Aλ hc/λkT0 a b (1/K) c (1/K2)
U
T
H 37.7 23.1 6.7 46.98 8.95 43.36 −0.2619 3.266× 10−4
37.7 23.1 6.5 72.37 9.22 45.50 −0.2868 3.784× 10−4
U
T
H
i 27.3 25.7 6.7 53.87 8.95 47.69 −0.2846 3.522× 10−4
27.3 25.7 6.5 82.99 9.22 50.05 −0.3109 4.063× 10−4
Figure 5. Comparison of retrieval functions UTH vs. T12: the sim-
ple black line is the original function from SB93 (Eq. 20); the black
line with crosses is their Eq. (23). The blue line is the improved
SB93-type retrieval from JB01, shown here without the correction
for lapse rate variability (i.e. 1/PH = 1), and the red curve repre-
sents the second-order retrieval.
Figure 6. Second-order retrieval functions for all cases of Table 1.
UTH curves), the mean difference of which is very close to
the expected 7 K. The same holds when comparing the solid
and dotted UTHi curves. Therefore we expect that with the
new second-order retrievals the number of ice-supersaturated
cases from HIRS/2 and HIRS/3 and 4 sensors will become
more similar than before. This expectation will be tested in
the next section.
Table 1 contains three additional columns labelled a,b,c;
these are fit coefficients computed with the Levenberg–
Marquardt method (Press et al., 1989) that is implemented
in gnuplot for the retrieval functions. The form of the fit is
quite similar to the fit used by SB93 (Eq. 23), apart from
the addition of a quadratic term that is appropriate for the
second-order retrieval. Thus, for practical purpose one can
use
U/%= 100 exp
(
a+ bT12+ cT 212
)
. (26)
It is not necessary to show the fits since they are nearly con-
gruent with the retrieval functions.
Finally, we follow JB01 and introduce a prefactor that ac-
counts for variability of the lapse rate factor β. Instead of
repeating the derivation of the retrieval ab initio with vari-
able β, JB01 introduced a correction that uses the brightness
temperature measured with channel 6, T6, and the final result
is
U/%= 100 exp
(
a+ bT12+ cT 212
)
a′+ b′ T6 . (27)
The coefficients a′ = 10.236 and b′ =−0.036 have been re-
computed by Gierens et al. (2014) in response to the change
in the inter-calibration basis of the brightness temperatures
between JB01 and Shi and Bates (2011).
4 Test applications
4.1 Application to computed brightness temperatures
While the jump in the mean retrieved brightness tempera-
tures of channel 12 following the transition from HIRS/2 to
HIRS/3 could be remedied with various methods (Shi and
Bates, 2011; Gierens and Eleftheratos, 2017; Gierens et al.,
2018), a pertinacious problem remained for cases with low
brightness temperature (around 230 K and below) and cor-
responding high retrieved values of UTHi. We found that
much more supersaturation (UTHi> 100 %) and high UTHi
in general was retrieved from NOAA-15 than from NOAA-
14 brightness temperatures of the same location and the same
day (see, for instance, Fig. 1 of Gierens and Eleftheratos,
2017). Here we show that this problem no longer occurs
when the second-order retrieval function for 6.7 µm is used
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Figure 7. UTHi values from channel 12 brightness temperatures
computed with a radiative transfer code using the NOAA-14 and
NOAA-15 spectral response functions (Gierens et al., 2018). The
UTHi values have been computed with the fit function given in the
text using the coefficients from Table 1 for the two central wave-
lengths 6.7 (NOAA-14) and 6.5 µm (NOAA-15). The black line
is simply the diagonal, and all points would ideally lie above it.
Contrary to earlier inter-calibration attempts, the problem of having
much more supersaturation cases in NOAA-15 than in NOAA-14
data is no longer present.
for NOAA-14 and that for 6.5 µm is used for NOAA-15. Let
us begin first with brightness temperatures derived from ra-
diative transfer calculations for a large set of radiosonde pro-
files (meteorological observatory Lindenberg; see Gierens
et al., 2018). Here we have two sets of brightness temper-
atures: one computed for the channel 12 spectral response
function of NOAA-14 and one for NOAA-15. We now apply
the UTHi fits of Table 1 and compare the resulting values.
Figure 7 shows that the UTHi pairs from both retrievals are
close to the diagonal line, and there is little deviation of the
cloud of pairs from the diagonal at the upper end. So it seems
that this old problem could be solved with the new retrieval.
4.2 Application to the HIRS/2 to HIRS/3 transition
To check the performance of the second-order retrieval for-
mulae on real brightness temperature data, we have used the
clear-sky limb-corrected brightness temperatures measured
by HIRS/2 on NOAA-14 and HIRS/3 on NOAA-15 on 1004
common days of operation. These data have been used in re-
cent papers for similar checking purposes, for instance of the
cdf (cumulative distribution function) nudging (Gierens and
Eleftheratos, 2017) and the superposition methods (Gierens
et al., 2018). To perform the check, the brightness tempera-
tures are translated into UTHi according to the new formu-
Figure 8. Heat map of UTHi from NOAA-15 vs. UTHi from
NOAA-14 for 1004 common days of operation. The corresponding
brightness temperatures have been transformed into UTHi using the
second-order retrieval formulae derived in this paper. More details
are given in the main text. Evidently the data pairs are nicely spread
out along the diagonal line and there is not the same deviation from
the diagonal in the upper UTHi range as before. The red line repre-
sents the bivariate regression between the two data sets. It is almost
identical to the black diagonal.
lation developed in this paper. Then UTHi is gridded on a
2.5◦× 2.5◦ grid, and a daily average is formed for each grid
point where data are available. A simple plausibility check
removes all data where the corresponding UTH> 100 %.
The valid daily averages are then compared day by day and
grid by grid. This results in more than 700 000 data pairs,
whose distribution is shown in Fig. 8. As the figure demon-
strates, the data pairs are grouped along the diagonal line
(black), and there is no deviation from this line towards the
high UTHi values. The bivariate regression (red line) has the
equation
Ui(N15)/%= 1.17+ 0.998Ui(N14)/%, (28)
with a slope of practically unity. The mean difference is
−1.3 % and the standard deviation is 15.8 %.
With this result it can be expected that time series of high-
UTHi cases can be constructed without the need for statis-
tical corrections for the NOAA-14 and NOAA-15 T12 data
pairs. This will be considered next.
4.3 Time series of occurrence of high UTHi cases
The above-mentioned problem of much higher cases of re-
trieved supersaturation after the HIRS/2 to HIRS/3 transi-
tion was first noticed by the authors when we made Fig. 9a
in (Gierens and Eleftheratos, 2017); hereafter abbreviated
GE17. That figure was produced using the inter-calibrated
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Figure 9. Time series of monthly fractional threshold exceedances
for UTHi exceeding 70 %, 80 %, 90 % and 100 % (various grey
scales) in the Northern Hemisphere between 30 and 70◦ N and from
July 1979 to December 2014.
data of Shi and Bates (2011) and showed a very steep in-
crease in the occurrence frequency of high UTHi (> 70 %)
cases, and the time when the increase started coincided with
the start of NOAA-15 and the corresponding transition to a
new channel 12 central frequency. Figure 9 shows the time
series of high UTHi-value occurrences from July 1979 to De-
cember 2014 computed from non-inter-calibrated HIRS data
(monthly frequencies of daily mean values per 2.5◦× 2.5◦
grid box in the midlatitude zone 30 to 70◦ N) using the
second-order retrieval for 6.7 µm up to NOAA-14 and for
6.5 µm from NOAA-15 on. The figure shows a tendency for
increasing frequencies as well, but it is a small increase in-
stead of a nearly exponential one as seen in Fig. 9a of GE17.
One can also notice a minimum after 1985 followed by quite
a strong increase just before 1990.
For a more detailed study of these time series it would be
better to have the series NOAA-6 to NOAA-14 and the sub-
sequent one NOAA-15 to MetOp 2 inter-calibrated instead of
using non-inter-calibrated data. For this it seems possible to
use the channel 12 and 6 data inter-calibrated to NOAA-12
(Shi and Bates, 2011; Gierens et al., 2014) for NOAA-6 to
NOAA-14 and the data that are inter-calibrated to Metop-A
(Shi and Bates, 2011) for NOAA-15 and later satellites. An
inter-calibration between NOAA-14 and NOAA-15 should,
however, be replaced by using different retrieval formulae as
done here.
4.4 The probability distribution of UTHi
The same daily values as before can be used to determine
the probability distribution of UTHi. We have done this for
the second-order retrieval with the non-inter-calibrated data
as above, but for the JB01 retrieval it was necessary to use
the inter-calibrated data.
Figure 10. Probability density functions of UTHi retrieved with
the formula of JB01 (using inter-calibrated brightness tempera-
tures, blue) and with the second-order retrieval (using non-inter-
calibrated brightness temperatures, red). Solid curves represent data
from 1979 to 2014; dashed: data from 1979 to 1989; dotted: data
from 2006 to 2014. We note that all curves have a similar shape but
with the second-order retrieval, the pdf has a longer tail to high and
supersaturated values. The upper tail is exponentially distributed in
all pdfs shown. In both retrievals, the data show a tendency to higher
UTHi values over the long observation period.
Figure 10 shows probability density functions of UTHi in
both versions of the retrieval and for different periods of time.
Solid curves represent data from 1979 to 2014; the dashed
and dotted curves represent the earliest and latest approxi-
mately 10 years in our data set 1979–1989 and 2006–2014,
respectively. Recall that in the first of these periods the satel-
lites carried HIRS/2 only and in the last period only HIRS/3
or HIRS/4. There is no qualitative difference between the
curves of the different time periods and HIRS versions. All
curves have a similar shape, but with the second-order re-
trieval the pdf (probability density function) has a longer tail
to high and supersaturated values, as can be expected from
the foregoing discussion. The upper tail is exponentially dis-
tributed in all pdfs shown. An exponential distribution of su-
persaturation values is expected from many other data sets
studied (e.g. aircraft in situ measurements, radiosondes, other
satellites: Gierens et al., 1999; Spichtinger et al., 2002, 2003;
Haag et al., 2003; Gettelman et al., 2006; Lamquin et al.,
2009).
Mean values± 1 standard deviation for the pdfs are as fol-
lows for the JB01 data: 37.2±16.7 % for the overall data set,
36.2± 15.8 % for the period 1979–1989 and 38.5± 17.6 %
for 2006–2014. The corresponding values for the second-
order retrieval are 56.8± 21.9 % for all data, 53.6± 21.2 %
for 1979–1989 and 59.7±22.6 % for 2006–2014. In both re-
trievals, the data show a tendency to higher UTHi and fewer
low values over the long observation period, which is con-
sistent with the increasing tendency that can also be seen
in Fig. 9. Also, the distributions become slightly broader. It
www.atmos-chem-phys.net/19/3733/2019/ Atmos. Chem. Phys., 19, 3733–3746, 2019
3742 K. Gierens and K. Elftheratos: Second-order retrieval of UTH
should be noted that the pdfs and their trends refer to clear
sky only, since the data have been cloud-cleared by Shi and
Bates (2011) using the cloud-clearing procedure detailed by
Jackson et al. (2003).
An obvious question is whether this trend of increasing
UTHi is true or an artefact. For instance, an increase in thin
high cirrus clouds or contrail cirrus (thin enough to stay un-
detected by the applied cloud-clearance methods) would lead
to lower brightness temperatures and thus higher retrieved
UTHi values. However, studies of cirrus occurrence (e.g. by
Minnis et al., 2004; Eleftheratos et al., 2007) indicate de-
clining cirrus coverage at many locations of the world, and
only where air traffic is intense, is the declining trend bal-
anced by increasing contrail cover. Now, there is a decadal
increase in UTHi over Siberia and a slight decrease over the
western North Atlantic (Gierens et al., 2014, their Fig. 3),
which is hardly explainable with air traffic patterns in these
two regions. It also hardly conceivable that orbital drifts of
the satellites could reflect any significant trend, which would
need a single satellite with a drift and a diurnal cycle of rel-
ative humidity in the UT that is stable over the whole obser-
vation period. However, there are many satellites, generally
with overlapping operation and in morning and afternoon or-
bits, such that any single pseudo-trend would become aver-
aged out. In addition, recall that the time series presented in
Fig. 9 comes from monthly means of daily means averaged
over quite a wide latitude zone (30–70 ◦N), and as such, it
is hardly possible that any daily orbital drift could determine
the behaviour of the monthly zonal mean. Another potential
contribution to the positive trend may come from the global
increase in the concentration of carbon dioxide (CO2). Using
radiative transfer calculations, Shi et al. (2016) showed that
an increase in the CO2 concentration from 330 to 410 ppmv
leads on average to a decrease in T6 by about 2 K. Gierens
et al. (2014, their Fig. 7) found that T6 was up to 1 K lower in
the 1980s than in 2000–2009 (in the northern midlatitudes).
According to Eq. (27), a decrease in T6 contributes to an in-
crease in UTHi, but the contribution is about 5 times smaller
than the contribution from changes in T12 (Gierens et al.,
2014, Appendix A). Finally, we want to mention that global
climate models consistently show increases in relative hu-
midity in the extratropical upper troposphere (e.g. Sherwood
et al., 2010; Wright et al., 2010; Irvine and Shine, 2015).
5 On the meaning and purpose of UTH
5.1 Simple postulates
When we are talking about upper-tropospheric humidity we
must distinguish the substance water vapour in the upper tro-
posphere from the physical quantity UTH. While the sub-
stance is clearly defined and can be seen nicely, for instance
on satellite images in the water vapour channels, the defini-
tion of the physical quantity UTH is not necessarily unique.
If humidity and temperature profiles are given in high reso-
lution, UTH can be defined as a weighted mean over the hu-
midity profile where the weighting function is given by the
transfer of radiation through the atmosphere. Evidently, the
definition then depends on radiation details (e.g. wavelength,
channel width, filter function). In practice, however, we do
not know the necessary profiles. All that is given is the bright-
ness temperature measured by channel 12, and U is simply a
function of T12. That there is no UTH per se and thus no true
value implies that there is no wrong value either. Hence the
function that maps T12 into U is in principle arbitrary. Is it
then possible to validate an UTH algorithm? Now, validation
is often mistaken for verification, and this makes no sense
when there is no truth. Validation, in the sense of Oreskes
et al. (1994), means the “establishment of legitimacy”, which
has connotations of usefulness. Certainly there are more or
less useful mappings from T12 into U when the interest is a
typical or “mean” relative humidity in the upper troposphere.
To be a useful quantity, UTH as determined from the bright-
ness temperature should obey a number of postulates.
A simple postulate is that UTH should have values on the
familiar scale of relative humidity: that is, 0 %<U < 100 %
and 0 %<Ui , where the latter can exceed 100 %, like relative
humidity with respect to ice does. This is usually fulfilled,
and values U > 100 % are discarded as bad data.
An increase in relative humidity somewhere in the region
to which HIRS channel 12 is sensitive should result in in-
creasing UTH. This postulate is fulfilled if the temperature
decreases upwards in the layers where the weighting func-
tion has non-negligible values. A temperature inversion in
that layer would violate the basic assumptions for the re-
trieval and thus yield bad results (cf. the warning expressed
by SB93, after their Eq. 16).
Another simple postulate that is important for consistency
is that in an academic case of a constant relative humidity
throughout the atmosphere, say r(p)= r0, U should have
the same value, that is, U = r0. This postulate is not gener-
ally fulfilled when in the defining integral for w(p) the fac-
tor r(p)/p is drawn out instead of only r(p). The original
derivation of SB93 is equivalent to drawing out r(p)/p of
the integral. p is replaced by the constant p∗. This leads to
r(p)= p∗
∫ p
0 [r(p′)/p′]e∗[T (p′)]dp′∫ p
0 e
∗[T (p′)]dp′ , (29)
and the two integrals do not cancel if r(p)= r0, and in gen-
eral r(p) 6= r0. Thus, the consistency postulate is not fulfilled
in that case. In contrast, in the approach by SJW96, only
r(p) is drawn out, and the two integrals (Eq. 11) cancel if
r(p)= r0 such that r(p)= r0. We followed their method in
our derivation.
Furthermore, the ratio Ui/U should depend on the bright-
ness temperature of the water vapour channel in a way sim-
ilar to the dependence of ri/r on local temperature. This is
considered next in some detail.
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Figure 11. Ratio of UTHi vs. UTH retrieval (blue: JB01; red:
present paper using the retrieval for 6.7 µm (solid) and the same
but for the 6.5 µm retrieval (dashed)) as a function of brightness
temperature. The other curves are for comparison. The black solid
line is the ratio of saturation vapour pressures e∗w(T )/e∗i (T ) (Mur-
phy and Koop, 2005), and the black dashed line represents the ra-
tio of the corresponding E∗
w/i
(T ) functions (Eq. 16 with the cor-
responding parameters from Table 1). The black bar in the middle
represents more than 1600 values computed by integration over the
actual RH, RH with respect to ice and T profiles from the Linden-
berg radiosoundings, assuming the lower integration limit is 245 K
(Eq. 10). Obviously, the second-order formula matches the actual
data quite well, but the ratio obtained from the JB01 coefficients is
quite different.
5.2 The relation between UTH and UTHi
Between the local quantities r(p) and ri(p) (relative humid-
ity with respect to supercooled liquid water and ice, respec-
tively), the relation r e∗w(T )= ri e∗i (T ) holds. A similar re-
lation should hold between U and Ui . Figure 11 shows a
number of curves. The solid black one is the ratio between
the saturation vapour pressures as a function of temperature
(using the formulas of Murphy and Koop, 2005) that holds
locally (at a point). The dashed black curve is the corre-
sponding non-local ratio E∗w(T )/E∗i (T ). Using the fit coef-
ficients from Table 1 and Eq. (26), we compute Ui/U for
the two wavelengths as functions of temperature (red lines).
The blue line is the corresponding ratio using the coefficients
from JB01. The black rectangle in the middle represents the
range of values we computed from over 1600 radiosonde pro-
files of Lindenberg (using Eq. 10 with the 245 K isotherm as
the lower integration limit and Eq. (5) for the representation
of the vapour pressure). Evidently, the new second-order re-
trieval leads to Ui/U values that obey the postulation that
such ratios should be close to E∗w(T )/E∗i (T ). Ui/U in the
version of JB01 is far below the reference.
This fact explains why the frequency values (y axis) in
Fig. 9 are much larger than in our previous paper (GE17). In
that paper we used the JB01 formulation, and this seems to
underestimate Ui when it computes U correctly (as Fig. 5
shows, the JB01 retrieval of UTH is consistent with the
second-order retrieval). Thus it seems that we have under-
estimated the frequency of high-Ui cases in previous papers,
and the new formulation will give more reliable results.
We note, however, two subtle issues. First, the retrieved
Ui/U ratio depends on the channel wavelength, which is sur-
prising. The source of the difference lies in the non-locality
of this ratio and the fact that 6.7 and 6.5 µm photons orig-
inate from different layers. The second issue is that Ui/U
is not exactly E∗w(T )/E∗i (T ). This is because the assumed
structure of the atmosphere depends a little on whether it is
modelled via the relative humidity over liquid water or via
the relative humidity over ice. This small difference arises
because of the approximation of the saturation vapour pres-
sure formulation. So, in Eq. (22) the optical thickness is dif-
ferently distributed as a function of pressure altitude when
we use ri and the corresponding quantities instead of r . For-
tunately, these differences and issues are small.
5.3 Comparison to regression approach
Traditionally the coefficients in the retrieval formula are de-
termined via a regression process, based on a large number
of humidity and temperature profiles (e.g. Jackson and Bates,
2001). In order to obtain the necessary average over the pro-
file of relative humidity, a weighting function is applied.
There is some freedom in choosing the weighting function;
thus several possibilities have been tested and the one result-
ing in the lowest scatter is selected (Jackson and Bates, 2001;
Brogniez et al., 2009; Schröder et al., 2014). The relative
humidity profile weighted with the optimal weighting func-
tion is integrated and then taken as the upper-tropospheric
humidity (or free-tropospheric humidity). It should be noted
that the weighting function in this method is computed with
full radiative transfer and actual atmospheric profiles, while
the retrieval formula to which the regression coefficients are
applied is based on the first-order simplifications mentioned
above. This is a subtle inconsistency that has to our knowl-
edge not been noticed before.
Our approach does not involve a regression to determine
the coefficients. As described in Sect. 3.3, they follow from
a numerical fit to the theoretically derived functions shown
in Fig. 6. The upper-tropospheric humidity in our case is that
value that must be inserted into 8(x;U) in order to fulfill
Eq. (22). It is evident that this approach involves a different
kind of weighting of the humidity profile than the traditional
methods described in the studies mentioned.
Now assume a profile r(x) of relative humidity is given
without accompanying satellite information on T12, but one
is interested in the value of UTH, for instance for diagnostic
purpose. The result should be consistent with the retrieved
UTH that would be determined if the corresponding bright-
ness temperature were available. What can be done? It is pos-
sible to run a radiative transfer code to calculate the chan-
nel 12 brightness temperature and then to apply one of the
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retrieval methods to get the UTH. Another possibility from
the radiative transfer code is to obtain the weighting func-
tions mentioned above and then to compute the UTH as the
correspondingly weighted average of r(x). These two an-
swers will generally differ because of the inconsistency men-
tioned above.
5.4 The ill-posedness of the problem and interpretation
of UTH
Nothing demonstrates the ill-posedness of the problem to de-
termine a typical relative humidity of the upper troposphere
from just one datum, the measured brightness temperature,
better than Eq. (22). On the left side of the equation there
is the given radiance (measured or computed with a radia-
tive transfer model) which one tries to reproduce with an
appropriate choice of U in the function 8. Now, while I
(or T12) is the result of a full radiative transfer through the
real atmosphere, 8 represents a simplified radiative transfer
through a pseudo-atmosphere. One must conclude that U is
the mean UTH in such a simple atmosphere with simple ra-
diation physics that would yield the same radiance as the true
measured one.
Furthermore, Eq. (22) is not the only possibility for a
simplified radiative transfer in a pseudo-atmosphere. Equa-
tion (23) shows an example of the first-order approximations.
Evidently, using Eq. (23) instead of Eq. (22) requires a differ-
entU to reproduce the measured radiance. But this is still not
the end of the story; the operator 8(x;U) can represent any
model atmosphere and any more or less sophisticated radia-
tive transfer. This combination determines the resultingU . In
this spirit it is possible to obtain an optimal U if actual pro-
files of r(p) and T (p) are given and if 8(x;U) represents a
full radiative transfer through the actual atmosphere. In this
case, 8 should be written as 8[p;r(p),T (p)] to make the
dependencies clear.
It is evident that UTH (and UTHi) does not only represent
the humidity in the upper troposphere and the radiation trans-
fer as such. It also represents the kind of model atmosphere
and the kind of radiative transfer model that is used to define
the operator 8.
6 Conclusions
In spite of the largely successful inter-calibration of the HIRS
channel 12 data (Shi and Bates, 2011), which works well for
the bulk of the data, there remained a pertinacious problem
in the high range of upper-tropospheric humidities retrieved
from the inter-calibrated brightness temperatures: the change
in channel wavelength from 6.7 to 6.5 µm, where the atmo-
sphere is more opaque, resulted in quite a strong increase in
the frequency of high and very high values of UTHi. Over the
last years we tried different potential remedies (adjustment
of low brightness temperatures using so-called cdf nudging
and the additional use of channel 11 brightness tempera-
tures), but these were not completely satisfying. Gierens et al.
(2018) speculated that the linearisations used in the deriva-
tion of the original retrievals by SB93 and SJW96 were in-
sufficient for the tails of the UTH and UTHi distributions
and we hoped that a retrieval with second-order approxima-
tions would yield better results. In reworking the derivation
we noticed the necessity to adapt the optical constant kλ to
the changed channel wavelength, and it turned out that this
adaptation is the key to the desired smooth transition from
HIRS/2 to HIRS/3, that is a transition without a jump in the
frequency of high UTHi values.
The achievements of this paper are as follows:
1. The second-order approximations give a more accurate
representation of the variation in water vapour satura-
tion pressure and the Planck function with temperature
in the relevant range of T than linearisations.
2. The change in kλ reflects the change in wavelength and
leads to a smooth HIRS/2 to HIRS/3 transition. Com-
paring data from 1004 days of common operation of
NOAA-14 and NOAA-15 leads to a scatter plot of pairs
of UTHi values that has a bivariate regression function
with a slope of nearly unity and a small intercept.
3. For future applications we provide retrieval coefficients
for both UTH and UTHi and for both HIRS/2 and
HIRS/3/4. The mathematical form of the retrieval for-
mula is similar to that given by JB01 but includes the
second order of T12 under the exponential function.
4. A first application of the new method indicates a moist-
ening of the upper troposphere (in northern midlati-
tudes) over the last decades, consistent with earlier re-
sults (Soden et al., 2005; Gierens et al., 2014).
5. We argue that our method fulfills a set of consistency
requirements (postulates).
The second-order retrieval has been used to produce UTHi
data for the northern midlatitudes. The same retrieval will be
applied to produce UTHi data for the tropics (30◦ N to 30◦ S)
and the southern midlatitudes (30 to 70◦ S). A near-global
UTHi satellite data set will allow us to investigate the nat-
ural variability of UTHi on larger space scales. We need to
know whether natural cycles or other events (e.g. seasonal
variations, quasi-biennial oscillation, El Niño–Southern Os-
cillation, North Atlantic Oscillation, solar cycle) have an im-
print on UTHi that can be detected in the data after the ap-
plication of our retrieval, and we need to understand to what
degree these natural fluctuations affect the natural variability
of UTHi. With this long-term data set of 35+ years, we are
particularly interested in exploring trends in the mean and
in high UTHi values, which are important to follow the evo-
lution of cirrus cloudiness in a future warmer climate. The
studies are going to be performed using a time series that is
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composed of two inter-calibrated data sets (one for HIRS/2
only and one for HIRS/3 and 4) and one without an inter-
calibration between NOAA-14 and 15 as has been done here.
Data availability. HIRS data can be retrieved from NOAA web ser-
vices.
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