We present a knowledge representation framework with an associated run-time support infrastructure that is able to compute, for the benefit of the members of a norm-governed multi-agent system, the physically possible and permitted actions current at each time, as well as sanctions that should be applied to violations of prohibitions. To offer the envisioned run-time support we use an Event Calculus dialect for efficient temporal reasoning. Both the knowledge representation framework and its associated infrastructure are highly configurable in the sense that they can be appropriately distributed in order to support real-time responses to agent requests. To exemplify the ideas, we apply the infrastructure on a benchmark scenario for multi-agent systems. Through experimental evaluation we also show how distributing our infrastructure can provide run-time support to large-scale multi-agent systems regulated by norms.
INTRODUCTION
An open multi-agent system [26] , such as an electronic market, is often characterized as a computing system where software agents developed by different parties are deployed within an application domain to achieve specific objectives. An important characteristic of this class of applications is that the various parties developing the agents may have competing goals in the application domain and, as a result, agent developers for a specific party will have every interest to hide their agent's internal state from the rest of the agents in the system. Although openness of this kind may encourage many agents to participate in an application, interactions in the system must be regulated so that to convince skeptical agents that the overall specification of the application domain is respected.
Norm-governed multi-agent systems [15, 1] are open multiagent systems that are regulated according to the normative relations that may exist between member agents, such as permission, obligation, and institutional power [16] , includCite as: Title, Author(s), Proc. of 9th Int. Conf. on Autonomous Agents and Multiagent Systems (AAMAS 2010), ing sanctioning mechanisms dealing with violations of prohibitions and non-compliance with obligations. Although knowledge representation frameworks for specifying such relations exist, these frameworks often focus on the expressive power of the formalism proposed and often abstract away from the computational aspects and experimental evaluation. Works studying executable specifications exist but they normally do not provide experimental evaluations of multi-agent system deployment over distributed networks. As a result, the computational behaviour of many representation frameworks for norm-governed multi-agent systems is often studied in isolation, at times theoretically only, and in many occasions experimental evaluation is left unexplored.
The aim of this paper is to use a specific knowledge representation framework to develop an infrastructure for computing at run-time the physically possible actions, permissions, and sanctions, and eventually the obligations, and institutional powers of the members of a norm-governed system. The need for such an infrastructure is motivated by the observation that agents cannot be expected to be capable of computing these normative relations on their own. Practical reasons for this include (a) computational constraints agents may have (e.g. due to lack of CPU cycles, memory, or battery), and (b) incomplete knowledge agents may have about the application state (e.g. due to a partial view of the environment).
Our run-time infrastructure integrates selected versions of the Event Calculus for describing an open multi-agent system as two concurrent and interconnected composite structures that evolve over time: one representing the physical environment of the open multi-agent system and the other representing the social environment. The focus of our knowledge representation framework and its associated run-time infrastructure is to provide real-time responses to agent requests. The novelty of our approach relies on the ability of our framework to provide a distributed implementation of the Event Calculus for Norm Governed Systems. The advantage here is that by distributing a norm-governed application we can efficiently compute the distributed social and the physical states of the system. The paper is organised as follows. First, we introduce a scenario of a norm-governed multi-agent system. We then use this scenario to describe our run-time infrastructure, the knowledge representation framework and extensions of this framework to support a social state with norms. An experimental evaluation of the approach is presented after that, followed by a comparison with related work. Finally, we summarize our approach and outline plans for future work.
THE OPEN PACKET WORLD
To exemplify the framework and experiment with the proposed infrastructure we will use the Packet World [28] . As seen in Fig. 1(a)(i) , a set of agents are situated in a rectangular grid (8 x 8 here) consisting of a number of colored packets (squares) and destination points (circles). Agents (a1, a2, a3, and a4 in Fig. 1(a)(i) )) move around the grid to pick colored packets which they must deliver in destinations that match a packet's color. As agents can see only part of the grid at any one time (the square around agent a2 represents the perception range of this agent) they often need to collaborate with each other. Collaboration results in agents forming teams to deliver packets and placing flags in locations for letting other agents know that a particular area has been explored and has no packets left. Also, each agent is powered by a battery that discharges as the agent moves in the grid. The battery can be recharged using a battery charger (situated in location (7, 8) of Fig. 1(a)(i)) ). This charger emits a gradient whose value is larger if the agent is far away from the charger and smaller if the agent is closer to the charger.
We are interested here in a variation of Packet World, which we will refer to as Open Packet World. This variation differs from the original version as follows. We make the scenario competitive by giving points to agents if they deliver packets to appropriate destinations. Agents are now antagonistic and may be developed by different parties. For instance an agent may try to deceive other agents by placing a flag in an area that has packets. As a result of these extensions we introduce norms. Violation of norms results in sanctions. One type of sanction, in this example, is the the reduction of points of the violating agent. In this paper we focus on permissions and sanctions. Other normative relations, such as institutional power, will be considered in future work.
The Open Packet World (OPW) presents a number of knowledge representation challenges for a norm-governed system. Unlike other practical applications, e.g. electronic markets, it does not require speech acts only but also the simulation of physical actions, which in turn necessitates the representation of physical possibility in the system. Physical possibility requires the representation of a physical environment whose state should be distinct from the state of the social environment. OPW is also convenient from the point of view of experimentation in that we can make the experimental conditions harder by increasing the size of the grid, the number of agents and the number of packets/destinations. In addition, because of the intuitive nature of actions taking place in it, it can be easily visualized.
RUN-TIME INFRASTRUCTURE
To experiment with our scenario we use the GOLEM agent platform 1 . GOLEM supports the deployment of agentscognitive entities that can reason about sensory input received from the environment and act upon it, objects -resources that lack cognitive ability, and containers -virtual spaces containing agents and objects, capturing their ongoing interactions in terms of an event-based approach.
A GOLEM container represents a portion of the distributed agent environment and it works as a mediator for the interaction taking place between agents and objects. Events in 1 http://golem.cs.rhul.ac.uk containers describe what happens in the agent environment as a result of actions being performed by agents. Since interaction is mediated by the containers, the agent has no access to the description of what happens in the environment, however it can observe the state of the container and decide what actions to perform.
In this paper we are not concerned with the implementation of agents. Instead, we are concerned with an implementation of a software framework informing the decisionmaking of agents by computing, on their behalf, the normative positions current at each time. Whether an agent complies with these positions depends entirely on the implementation of the agent. In general, there is a clear separation between the agent code and the code of our software framework. The code presented in the paper belongs entirely to the proposed software framework. A part of that code -the specification of norms and physical possibility -are application-dependent.. The simplest way to model OPW in GOLEM is shown in Fig. 1(a) , where we deploy one container representing the world (see Fig. 1 (a)(i)) and extend it in a way that contains a social state representing the normative aspects of the system (see Fig. 1 (a)(ii)). Although a single container specification for the original Packet World has been implemented in [2] , this container did not have a social state. Here we extend a container with a social state managed by an active object which we call Social Calculator. This object computes the agents' permissions and sanctions and publicises this information upon request.
The Open Packet World in GOLEM
An alternative way to model OPW is to split the physical state of a single container into smaller states that we distribute in different containers. A possible distribution is shown in Fig. 1(b) , where we use four 4 x 4 adjacent containers for OPW (see Fig. 1 (b)(i)) together with their corresponding Social Calculators (see Fig. 1 (b)(ii)). Issues such as distributing the perception range of an agent in different containers (as it is the case with ag2) and moving between containers are already described in [3] . Here we show how containers can use a social state to support a norm-governed system.
The Physical State of Containers
To represent the state of a GOLEM container we use the object-based notation of C-logic, a formalism that describes objects as complex terms that have a straightforward translation to first-order logic [4] . The complex term below, for example, represents the state of a 2 x 2 packet world with one agent, one packet, one destination and one battery: Object instances of this kind belong to classes (e.g. packet world), are characterized by unique identifiers (e.g. c1), and have attributes (e.g. address). The representation of the 8 x 8 grid of Fig. 1 is similar but larger, i.e. there are more agents, packets, destinations, and squares.
In GOLEM complex instances of objects evolve as a result of events happening in the state of a container. An event happens as a result of entities, such as agents, attempting to act in the environment. For example the assertions:
describe an attempt e14 at time 100, containing a physical action made by agent ag1 wishing to move to location sq3. In GOLEM, an attempt becomes an event that happens if the attempt is possible:
Happenings of events cause the state of a container C to evolve over time. To query the value Val of an attribute Attr for an entity Id of container C at a specific time T, we will use the definition:
solve at(C, Id, Class, Attr, Val, T) ← holds at(C, container, entity of, Id, T), holds at(Id, Class, Attr, Val, T).
holds at/5 is defined by the top-level clauses of the Object Event Calculus (OEC) [18] and specified as:
holds at(Id, Class, Attr, Val, T)← happens(E, Ti), Ti ≤ T, initiates(E, Id, Class, Attr, Val), not broken(Id, Class, Attr, Val, Ti, T).
broken(Id, Class, Attr, Val, Ti, Tn)← happens(E, Tj), Ti < Tj ≤Tn, terminates(E, Id, Class, Attr, Val).
The above definitions describe how the value Val of an attribute Attr for specific Class instance identified by Id hold at a particular time T, as in the usual Event Calculus [20] . Given an event E, the initiates/5 prediacte assigns to the attributes Attr of an object identified by the Id and of class Class a value Val. The terminates/5 predicate has a similar meaning, with the only difference that the event E terminates the value Val of the attribute of an object. The remaining OEC clauses (see [18] for more details). describe how events create instances of C-logic like objects, assign these instances to classes, represent basic hierarchical inheritance where sub-classes inherit attributes from superclasses, destroy complex terms, and terminate single value and multi-valued attributes. The possible/2 are application dependent rules that specify physical possibility. Bellow, we show an example of how we use the OEC to express a possible/2 rule in OPW:
solve at(this, A, picker, position, SqA, T), adjacent(SqA, SqB), not occupied(SqB, T).
The above rule states that it is possible for an agent to move to a location SqB if the agent is currently in location SqA, SqA is adjacent to SqB, and SqB is not occupied. The keyword this is used here to refer to the identifier of the current container.
Containers with Social State
We extend GOLEM containers with a social state, formalized as a C-logic structure that has a reference to the physical state, and extends this physical state with social attributes to hold information about (a) any current sanctions imposed on any of the agents and (b) how many points agents have collected so far. An example snapshot of a social state for OPW is shown below: The term above states that agent a2 has been sanctioned with 5 points. We show the records of two agents only to save space. Agent a1 has collected 35 points, while a2 has collected 25 after the sanction is applied. A social state does not contain explicitly the permitted actions. These are defined implicitly in terms of rules. We write:
permitted(Event, T)← not forbidden(Event, T).
to state that actions specified in events are permitted only if they are not forbidden. Forbidden actions and the evolution of the social state due to these actions are specified in an application dependent manner. A forbidden/2 rule in OPW can be expressed as follows:
forbidden(E, T) ← do:E[actor ⇒ A, act⇒drop, object⇒flag, location⇒SqA], solve at(this, Id, packet, position, SqB, T), adjacent(SqA, SqB).
states that it is forbidden for an agent A to drop a flag in location SqA if there are packets nearby. When a forbidden act has taken place, the Social Calculator raises a violation, which results in a sanction.
initiates(E, R, record, points, Points)← happens(E,T), violation:E[sanction:S [ticket⇒ SanctionPs, agent ⇒ A]], solve at(this, R, record, agent, A, T), solve at(this, R, record, points, OldPoints, T), Points = OldPoints -SanctionPs.
initiates/5 updates the points of agent A as a consequence of receiving a sanction S at time T. This simple example shows how events happening in the physical environment (e.g. dropping a flag in a location of the grid) affect the social state of the application (e.g. through the initiation of a sanction on the agent that dropped the flag). More complex permissions and sanctions are formalized similarly.
Distributing a Norm-Governed Application
One important feature of our knowledge representation framework is that we can distribute the state of a normgoverned application into multiple containers in order to support the parallel evaluation of physical and social states. Distributing the system among multiple containers is not a novel architectural idea; however, the proposed architecture -distributed implementation of the Event Calculus supporting norm-governed systems -is, to the best of our knowledge, novel
In particular, GOLEM supports this feature with the Ambient Event Calculus (AEC) [3] . The AEC uses the OEC, described earlier, to query C-logic like objects and their attributes that may be situated in different containers, as with the OPW version of Fig. 1(b) . Given a container C and a starting Path, we can query a maximum number of neighbors Max, returning a final Path * where an object identifier Id, class Cls, attribute Attr, and value Val hold at time The first clause checks whether the object is in the local state of a container. locally at/8 checks with holds at/5 to find the object in the container's state, including sub-containers 2 , if any. The second clause looks for neighbors. If a new neighbor N is found, this neighbor is asked the query but in the context of a New path and a new Max * . We are now in a position to customize our representation for distributing the physical and social state by redefining the solve at/6. The definition below has the effect of changing all the physical and social rules to work with distributed containers:
solve at(C, Id, Class, Attr, Val, T) ← neighbouring at(C, [], , 1, Id, Class, Attr, Val, T).
The [] list above states that the initial path is empty, the underscore ' ', that we are not interested in the resulting path, and the number 1 indicates that we should look at all neighbors whose distance is one step from the current container. In this way, we can query all the neighbors of a container in the OPW of Fig. 1(b) .
Implementation Issues
The AEC is implemented on top of OEC [19] which is an object-oriented optimised version of EC. Clearly EC can be implemented in other programming languages, such as Java and C. We adopted the logic programming approach partly because EC was originally developed as a logic programming language, and partly because of the declarative semantics and concise representation offered by logic programs. An area of future work is to test implementations of EC in other programming languages
The top-level description of OEC is specified below:
holds at(Obj,Attr,Val,T):-object(Obj,Attr,Val,start(E)), time(E,T1), T1 =< T, not (object(Obj,Attr,Val,end(Evstar)), time(Evstar,T2), T2>T1, T2 <T).
The main difference between this OEC version and the one discussed earlier is that now we add all new properties that are initiated/terminated as object/4 assertions whenever a new event description is added to the container's state. The key is that we store these new properties with time periods denoted by terms such as start(e1) and end(e2). For example, in OPW the assertions below:
time(e1, 2). time(e2, 7). object(ag1, position, [3, 4] , start(e1)). object(ag1, position, [3, 4] , end(e2)). object(ag1, position, [4, 4] , start(e2)).
describe how agent a1 moved to position [3, 4] at time 2 and changed it to [4, 4] at time 7. We know that the periods in the state of a container are either closed or open intervals which persist into the future. A new event such as e2 either starts a new period of time (i.e. start(e2)) for a conclusion or ends a period of time which was started by another event (i.e. end(e2)). The optimization is obtained now because the new event is either related to the attributes of objects or the class membership, so we do not need to check all the events that have happened, as with the previous OEC version. Our implementation also uses indexing on the arguments of object/4 assertions, so that if the first three arguments are specified, the time to retrieve the term is O(1) (which is typically the case with GOLEM queries).
When we distribute the system in many containers we may have a synchronisation problem due to the different timing in different containers. This issue was already addressed in [3] by applying a precise time protocol between sub and super containers.
Another important component of our implementation is that queries to the social and physical environment are executed in parallel. An example of the multithreaded implementation is shown below for how we implement attempts of agents:
attempt(E, T):-par([exec(possible(E, T), true), exec(permitted(E,T), R)]), add(E, R, T).
The above program will be called by an agent that wishes to perform an action specified as an event E. The event provides input to two parallel threads, one executing possible(E,T) (which must succeed i.e. return true) and the other executing permitted(E,T) (which must have result R i.e. return true or false). If the event is concluded possible by the first thread, it will be added in the state of the container using add/3; otherwise, the attempt will fail. If the event is concluded possible by the first thread but not permitted (R=false) by the second thread, then the Social Calculator will be triggered by add/3 to produce a sanction in the social state.
EXPERIMENTAL EVALUATION
Using our OPW scenario, we conducted a number of experiments to evaluate the performance of the system with different configurations. In particular, we measured the performance with a distributed versus centralised deployment of the system to show how the number of entities, the size of the environment and the distribution affect the performances. In all experiments, we measured the time to compute whether an action is physically possible and whether an action is permitted. More specifically, we measured the time taken for possible/2 and forbidden/2 rules against an action performed by an agent in the environment. Then we related this time with the number of events produced.
In the first series of tests, we tested OPW in a centralized GOLEM container deployed in an Intel Centrino Core 2 Duo 2.66GHz with 4GB of RAM. The environment was represented by a 40x40 grid and 100 packets were collected by the agents and released into one of the 8 destinations in the grid. We run the first test with 10 agents, the second test with 30 agents and the third test with 50 agents. In all of the runs, the agent "minds" (reasoning components) were deployed in a separate machine and were remotely connected with their "bodies" (action execution components) deployed in the GOLEM container. Fig. 2 shows three linear curves representing the average time to compute a query in a single GOLEM container with respectively 10, 30 and 50 agents. Since the evaluation of the two states is done concurrently, the curves represent the worst case between the social and the physical state.
All the three curves follow a linear behaviour suggesting that the time to query a GOLEM container grows linearly with the number of events produced in the container. The fluctuations in the curves are explained as follows. The high peaks show the worst case where the attempted action was either impossible or not permitted or both. As we check possible and permitted actions in parallel and we wait for both threads to finish the execution, the time shown is the one that took longer between the two. Alternatively, the lowest peaks show the best case where the attempted action was either possible or permitted or both. As before, the one shown is the one that took longer.
We can represent the time Tc to compute the social and physical state for a centralized container with the following equation:
where Ne is the number of entities in the system, Na is the number of active entities performing events, E is the number of events in the system and t0 is intial time to register the entities in the container. As the number of agents increases, then Na increases, which means that a decreases, which results in better performance. This is due to the fact that the OEC is optimized to deal with events indexed by the identifiers of entities in the agent environment. For example, if we have 10 agents, 5000 events, and assuming that all agents perform the same number of events, each time that we call a solve at/6 predicate (e.g solve at(c1, ag1, picker, position, [3, 4] , 100)), the search for the value of an agent attribute will evaluate a maximum of 500 entries (5000/10), while in the same conditions but with 50 agents, the search will evaluate a maximum of 100 entries (5000/50). Of course, if we consider an increasing number of agents, this also means that they produce more events in less time, but it also means that given the same number of changes applied to the environment, the environment responds better with an increasing number of agents. Thus, the environment as supported by GOLEM scales up better in situations when there are many agents rather than few.
In the second series of experiments we distributed the OPW grid (40x40) first into two containers (20x40) and then into four (20x20) different containers. For the distribution of the containers we used an Intel Centrino Core 2 Duo 2.66GHz with 4GB of RAM and an Intel Centrino Core Duo 1.66Ghz with 1GB of RAM. The agents were deployed between the distributed containers and could move from one machine to another by means of the mobility capabilities offered by GOLEM [3] . Fig. 3 shows what happens when we distribute the environment in multiple containers and use AEC to link these containers.
Figure 3: The effects of distribution
As shown in Fig. 3 , with a growing number of events if we increase the number of containers, we improve considerably the performance. In Fig. 3 we show that in a system with a small number of events (0-500), it is better to compute the physical and social state in one container. With a bigger number of events, the experiment shows that we can achieve a big difference in performance if we distribute in two or four containers instead of one container.
In the distributed version the size of the grid managed by a single container becomes smaller and less complex terms (agents, packets and destinations) are registered in a single container. Between 500 to 3500 events, in average, having four or two containers does not make much difference. However, after 3500 events the performance of the application with two containers is better from the performance of the application deployed in four containers. This is due to the fact that with less packets on the grid (most of them after 3500 events have been delivered to the destinations), the agents moving on the grid are more likely to change containers in search for packets. The smaller the grid, the bigger the number of times agents try to move from a container to another. This introduces a distribution cost related to the cost of interactions between containers. For this reason, in the presented experiments there is no improvement when we change from two to four containers.
In general, the time to compute the physical and social state distributed over many containers is defined by the equation:
where Tc is the time to compute the same experiment with a centralised container, d is number of containers used in the decentralized version, i is the number of interactions between containers and c is the cost of container interaction.
In other words, when we distribute the agent environment in multiple containers, the time to compute the physical and the social state is inversionally proportional to the number of containers, thus improving the performance. However, there is an additional delay to compute the physical and social state which is due to the interactions between the containers.
RELATED WORK
There exist several approaches in the literature for executable specifications of norm-governed systems. Consider, for instance, the 'Law-Governed Interaction' (LGI) [23, 22] framework that has been used to regulate distributed systems. The Moses software mechanism [21] is an implementation of LGI that employs regimentation devices monitoring the behaviour of agents, blocking the performance of forbidden actions and enforcing compliance with obligations. Laws in Moses are written in pure Prolog or Java.
A tool for computational support concerning 'e-institutions' [7, 8, 9 ] is presented in [13] . This is a rule-based system for executing a set of 'normative rules' -expressions which impose obligations or prohibitions on communicative actions -with the aim of providing run-time services, such as the computation of the permissions and obligations of the agents current at each state.
Several action languages and corresponding software tools have also been employed for specifying and executing normgoverned systems. Fox et al. [12] , for example, utilised an automated reasoning tool to execute 'organisational rules' formalised in the Situation Calculus [25] . Fardell et al, [10] , propose a formalisation of the Event Calculus in XML and aplly it to the representation of contracts to facilitate the automated tracking of the contract state. Commitment protocols [6, 11] have been formalised in, among others, the action language C+ [14] and various dialects of the Event Calculus. Moreover, the Causal Calculator implementation of C+, and the Discrete Event Calculus reasoner [24] have been employed to execute commitment protocols.
Recently, norm-governed systems specifications have been formalised in semantic web languages [27, 17] ; furthermore, various automated reasoning tools have been utilised for executing the specifications.
Our logic programming implementation of the Event Calculus has the following benefits. First, it exhibits a declarative semantics whose advantages, compared to procedural semantics, have been well-documented. Second, the Event Calculus offers a formal representation of the agents' actions and their effects. This is in contrast to semantic web languages that offer limited temporal representation and reasoning. Third, the availability of the full power of logic programming, which is one of the main attractions of employing the Event Calculus as the temporal formalism, allows for the development of very expressive social and physical laws. Fourth, we do not have to know from the outset the domain of each variable. Fifth, the OEC and the AEC versions used here provide an efficient and scalable reasoning mechanism, offering the kind of run-time support that is required for norm-governed multi-agent systems. The last point differentiates our work from approaches offering computational support for norm-governed systems. The last three points differentiate our work from other action language implementations.
CONCLUSIONS AND FUTURE WORK
We presented a knowledge representation framework with an associated run-time infrastructure that is able to compute, for the benefit of the members of a norm-governed multi-agent system, physically possible and permitted actions current at each time, as well as sanctions that should be applied to violations of prohibitions. The presented infrastructure is highly configurable in the sense that it can be appropriately distributed to offer run-time support for large-scale norm-governed systems.
There are several directions for further work. First, we are examining various caching mechanisms for the Event Calculus, such as those proposed in [5] , in order to further improve the efficiency of temporal reasoning. Second, we aim to perform experiments with larger multi-agent systems in order to determine the extent to which our infrastructure can be used for run-time support. Third, we aim to formalise additional normative relations, such as institutional power.
