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POINCARÉ LINEARIZERS IN HIGHER DIMENSIONS
ALASTAIR FLETCHER
Abstract. It is well-known that a holomorphic function near a repelling fixed point may
be conjugated to a linear function. The function which conjugates is called a Poincaré
linearizer and may be extended to a transcendental entire function in the plane. In this
paper, we study the dynamics of a higher dimensional generalization of Poincaré linearizers.
These arise by conjugating a uniformly quasiregular mapping in Rm near a repelling fixed
point to the mapping x 7→ 2x. In particular, we show that the fast escaping set of such a
linearizer has a spider’s web structure.
1. Introduction
1.1. Background. A central theme of complex dynamics is that of linearization, that is,
conjugating a mapping near a fixed point to a simpler mapping. The idea is that it is then
easier to see how the mapping behaves near the fixed point. For example, if p is a polynomial
in C with a repelling fixed point z0, i.e. p(z0) = z0 and |p′(z0)| > 1, then there exists an
entire function L which satisfies L(0) = z0 and
p(L(z)) = L(p′(z0) · z),
for all z ∈ C. Hence up to conjugation p behaves like a C-linear mapping near z0, see for
example [18]. The function L is called a Poincaré function or a linearizer of p at z0. The
functional equation may be iterated to obtain
pk(L(z)) = L(p′(z0)k · z),
for any k ∈ N. This indicates that the linearizer L depends on the dynamical properties of
p as well as z0 and p′(z0).
The dynamics of such linearizers, and in particular the fast escaping set, were studied in
[17] by Mihaljevic-Brandt and Peter. They showed that if c is not in the Mandelbrot set,
then a linearizer about a fixed point of z2+c has a spider’s web structure for its fast escaping
set, see for example Figure 1 which was produced by Doug Macclure.
We briefly recall the notion of the fast escaping set here. Recall that the escaping set of
a holomorphic function is defined by
I(f) = {z ∈ C : fn(z)→∞},
and was first studied by Eremenko [8] for transcendental entire functions, and the fast es-
caping set is defined by
A(f) = {z ∈ C : ∃L ∈ N, |fn+L(z)| ≥Mn(R, f), n ∈ N},
where M(R, f) = max{|f(x)| : |x| = R} is the maximum modulus and Mn(R, f) denotes
the iterated maximum modulus, e.g. M2(R, f) = M(M(R, f), f). The fast escaping set
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Figure 1. The Julia set for the linearizer of z2 − 0.8 + 0.157i about z0 =
1.528− 0.076i (to 3 decimal places). The fast escaping set is a spider’s web.
was introduced by Bergweiler and Hinkkanen [6] and has been extensively studied, see for
example [17, 20, 21].
Quasiregular mappings are a natural higher dimensional analogue of holomorphic functions
in the plane, and so the iteration of quasiregular mappings is a natural higher dimensional
counterpart to complex dynamics. An important point here is that quasiregular mappings
satisfy analogues of Picard’s Theorem and Montel’s Theorem, both key results for complex
dynamics. Rickman’s monograph [19] is a foundational reference for quasiregular mappings.
Briefly, quasiregular mappings are Sobolev mappings in W 1n,loc(Rm) with a uniform bound
on the distortion. See [1] for an overview of the iteration theory of quasiregular mappings,
[4, 9] for the escaping set of quasiregular mappings, [2, 7] for the definition of the Julia
set for quasiregular mappings and [3] for the fast escaping set of quasiregular mappings of
transcendental type. Here, a quasiregular mapping of transcendental type is one for which
the limit of f(x) as |x| → ∞ does not exist, in direct analogy with transcendental entire
functions.
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The aim of this article is to investigate the properties of analogues of Poincaré linearizers
for quasiregular mappings. There is not a surfeit of examples of quasiregular mappings
with interesting dynamics, and so an aim of this paper is to bring attention to this class of
quasiregular mappings and its dynamics.
1.2. Construction of linearizers and statement of results. We will first construct the
analogue of Poincaré functions in the quasiregular setting. Recalling how Poincaré linearizers
arise from repelling fixed points of polynomials, the natural analogue of polynomials to this
situation are uniformly quasiregular mappings (abbreviated to uqr). These are mappings
f : Rm → Rm for which there is a uniform bound on the distortion of all the iterates.
All currently known examples extend to quasiregular mappings Sm → Sm, where Sm =
Rm ∪ {∞}. These were the first quasiregular mappings whose dynamics were studied [15].
For such mappings which are not injective, there are direct analogues of the Fatou and
Julia sets and Rm = F (f) ∪ J(f). The escaping set I(f) is a connected neighbourhood of
infinity [9] and J(f) is the closure of the periodic points [22]. It is an open question whether
J(f) is the closure of the repelling periodic points, but see Theorem 1.10.
Suppose f : Rm → Rm is a uqr mapping of polynomial type and x0 ∈ J(f) is a repelling
periodic point. In this context, a repelling periodic point x0 is one for which there exist k ∈ N
and a neighbourhood U 3 x0 such that fk(x0) = x0, fk is injective on U and U ⊂ fk(U).
An immediate obstacle is that quasiregular mappings need not be differentiable everywhere.
However, Hinkkanen, Martin and Mayer [13] consider the notion of the generalized derivative
(see also [11]). Without loss of generality, assume that the fixed point is x0 = 0. For λ > 0
define fλ(x) = λf(x/λ). Then the set of limit mappings
Df(0) = {ϕ ∈ lim
j→∞
fλj , where λj →∞}
is called the infinitesimal space of the uqr map f at 0, and elements of the infinitesimal space
are called generalized derivatives.
Remark 1.1. If f is differentiable at x0, then Df(x0) contains only the linear mapping
x 7→ f ′(x0)x.
Theorem 1.2. Let f : Rm → Rm be a uqr mapping of polynomial type with repelling fixed
point x0. Then there exists a quasiregular mapping L : Rm → Rm with L(0) = x0 such that
f ◦ L = L ◦ T , where T (x) = 2x.
Proof. This theorem essentially combines two well-known results. By [13, Theorem 6.3 (ii)]
there is a quasiregular mapping Ψ : Rm → Rm and a generalized derivative ϕ such that
f ◦ Ψ = Ψ ◦ ϕ. Here, ϕ is a loxodromic uniformly quasiconformal map which fixes 0 and
infinity, and 0 is the repelling fixed point. Then by [12, Theorem 1.2], ϕ is quasiconformally
equivalent to T (x) = 2x, i.e. there exists a quasiconformal mapping g : Rm → Rm such that
ϕ ◦ g = g ◦ T . Hence
f ◦Ψ = Ψ ◦ g ◦ T ◦ g−1
and we may take L = Ψ ◦ g. 
This mapping L is called a Poincaré function or linearizer of f at x0, and is the mapping
we will study.
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Remark 1.3. Unlike the holomorphic case, a Poincaré function of a uqr mapping is not
specified by the mapping and the repelling fixed point, since the infinitesimal space Df(x0)
may contain more than one mapping. We observe that by [13, Lemma 4.4] if one generalized
derivative in an infinitesimal space is loxodromic repelling, then they all are.
Remark 1.4. We may have chosen T (x) = λx for any λ > 1. This will change the mapping
L, but not its dynamical properties. Recall that p′(z0) is a fixed complex number, whereas
in this quasiregular situation we are free to choose the multiplicative factor in the map we
conjugate f to about x0.
The first main result concerns the order of growth of such a linearizer. The order of growth
of a quasiregular mapping f : Rm → Rm is defined by
ρf = lim sup
r→∞
(m− 1)log logM(r, f)
log r
,
and the lower order is
λf = lim inf
r→∞
(m− 1)log logM(r, f)
log r
.
Recall that the order of a linearizer of a polynomial p of degree d about x0 is given by
log d/ log |p′(x0)|, see [24].
Theorem 1.5. Let f : Rm → Rm be a K-uqr mapping of degree d > K with repelling fixed
point x0 and let L be a linearizer of f about x0 conjugating f to T . Then the order ρL of L
satisfies
log d− logK
log 2
≤ ρL ≤ log d+ logK
log 2
.
The same holds for the lower order.
Remark 1.6. In view of the fact we may have chosen T (x) = λx for any λ > 1, Theorem
1.5 implies that we can construct linearizers of arbitrarily large or arbitrarily small positive
order at a repelling fixed point of a uqr mapping.
We say that y ∈ Rm is an omitted value of L if there is no x ∈ Rm such that L(x) = y.
By Rickman’s Theorem [19], L can only omit finitely many values. We write O(L) for the
set of omitted values of L. A point x ∈ Rm is called an exceptional value for a uqr mapping
f : Rm → Rm if the backwards orbit O−(x) = ∪n≥1f−n(x) under f is finite. We write E(f)
for the set of exceptional values of f . If f ◦ L = L ◦ T , we relate the omitted values of L to
the exceptional values of f , compare [17, Proposition 4.1].
Theorem 1.7. With the hypotheses of Theorem 1.5, if L is a linearizer of f at x0, we have
O(L) = E(f) \ {x0}.
For a quasiregular mapping f : Rm → Rm of transcendental type, the Julia set of f is
defined in [7] to be
J(f) = {x ∈ Rm : cap (Rm \O+f (U)) = 0, for all open sets U 3 x},
where O+f (U) denotes the forward orbit of U under f . We refer to [7] for the technical
definition of capacity. The Julia set of a Poincaré linearizer has many properties in analogy
with the Julia set of a transcendental entire function.
Theorem 1.8. With the hypotheses of Theorem 1.5, we have
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(i) J(L) ⊂ O−L (x) for all x ∈ Rm \ E(L),
(ii) J(L) ⊂ O−L (x) for all x ∈ J(L) \ E(L),
(iii) Rm \O+L (U) ⊂ E(L) for every open set U intersecting J(L),
(iv) J(L) is perfect,
(v) J(Lk) = J(L) for all k ∈ N.
(vi) J(L) = ∂A(L), recalling A(L) is the fast escaping set.
We next consider specific uqr mappings and their linearizers. Suppose that
(1.1) J(f) is a tame Cantor set.
Here, a tame Cantor set E is one such that there is a homeomorphism ψ : Rm → Rm with
ψ(E) equal to a standard one thirds Cantor set contained in a line. Cantor sets which are
not tame are called wild, for example Antoine’s necklace. Every Cantor set in the plane is
tame. See [14] for wild Cantor sets in the context of quasiregular mappings.
Remark 1.9. Condition (1.1) may appear a restrictive condition, but there are plenty of
quasiregular mappings satisfying it. In [16], Martin and Peltonen show that every quasireg-
ular mapping h : Sm → Sm can be decomposed as h = f ◦ ϕ, where ϕ is a quasiconformal
map and f is a uqr mapping for which J(f) is a quasiconformally tame Cantor set.
Before we discuss dynamical properties of L, we first state the following result, which
extends the known cases for when the Julia set of a uniformly quasiregular mapping is the
closure of the repelling periodic points, compare with [22].
Theorem 1.10. Let f : Rm → Rm be a uniformly quasiregular mapping of polynomial type
and suppose that J(f) is a tame Cantor set. Then the repelling periodic points are dense in
J(f).
Definition 1.11. A set E ⊂ Rm is called a spider’s web if E is connected and there exists a
sequence of bounded topologically convex domains Gn with Gn ⊂ Gn+1, for n ∈ N, ∂Gn ⊂ E
and
⋃
n∈NGn = Rm.
We recall that a topologically convex domain is one for which the only components of
the complement are unbounded. With this definition, Rm is itself a spider’s web, but since
every quasiregular mapping of transcendental type has infinitely many periodic points by
[23, Theorem 4.5], the fast escaping set can never be Rm. We now state our final theorem.
Theorem 1.12. Let f : Rm → Rm be a uqr mapping of polynomial type whose Julia set
J(f) is a tame Cantor set and let x0 ∈ J(f) be a repelling fixed point. If L is a linearizer of
f at x0, then A(L) is a spider’s web.
Remark 1.13. In [3, Theorem 1.6], it is shown that if the minimum modulus of a quasireg-
ular mapping f of transcendental type is comparable to the maximum modulus on every
annulus of the form A(r, Cr) for some C > 1, then A(f) is a spider’s web. This theo-
rem cannot be used here since we do not have such estimates for linearizers. However, we
prove Theorem 1.12 by showing that the minimum modulus is comparable to the maximum
modulus on annuli of the form A(r, rµ) for some µ > 1.
The rest of the paper is organized as follows. In section 2, we cover material from the
iteration theory of quasiregular mappings, in section 3 we prove Theorem 1.5, in section 4
5
we prove Theorem 1.7, in section 5 we prove Theorem 1.8 in section 6 we prove Theorem
1.10 and finally in section 7 we prove Theorem 1.12.
The author would like to thank Dan Nicks for helpful comments that improved the paper.
2. Preliminaries
Throughout we will write
B(x,R) = {y ∈ Rm : |y − x| < R}
for the ball of radius R centred at x and
A(R1, R2) = {y ∈ Rm : R1 < |y| < R2}
for the annulus centred at 0 with radii R1, R2.
2.1. Quasiregular maps. A mapping f : E → Rm defined on a domain E ⊆ Rm is called
quasiregular if f belongs to the Sobolev space W 1m,loc(E) and there exists K ∈ [1,∞) such
that
(2.1) |f ′(x)|m ≤ KJf (x)
almost everywhere in E. Here Jf (x) denotes the Jacobian determinant of f at x ∈ E. The
smallest constant K ≥ 1 for which (2.1) holds is called the outer dilatation KO(f). If f is
quasiregular, then we also have
(2.2) Jf (x) ≤ K ′ inf|h|=1 |f
′(x)h|n
almost everywhere in E for some K ′ ∈ [1,∞). The smallest constant K ′ ≥ 1 for which
(2.2) holds is called the inner dilatation KI(f). The dilatation K = K(f) of f is the larger
of KO(f) and KI(f), and we then say that f is K-quasiregular. Informally, a quasiregular
mapping sends infinitesimal spheres to infinitesimal ellipsoids with bounded eccentricity. A
foundational result in the theory of quasiregular mappings is Rickman’s Theorem, which
states that a non-constant quasiregular mapping f : Rm → Rm can only omit q(m,K) many
values, where q depends only on m and K. Quasiregular mappings are a generalization of
analytic and meromorphic functions in the plane; see Rickman’s monograph [19] for many
more details. In particular, quasiregular mappings are open and discrete.
A quasiregular mapping f : Rm → Rm is said to be of polynomial type if |f(x)| → ∞
as |x| → ∞, whereas it is said to be of transcendental type if this limit does not exist and
hence f has an essential singularity at infinity. This is in direct analogy with polynomials
and transcendental entire functions in the plane.
Denote by i(x, f) the local index of f at x. The following result shows that quasiregular
mappings are locally Hölder continuous.
Theorem 2.1 ([19, Theorem III.4.7]). Let f : E → Rn be quasiregular and non-constant,
and let x ∈ E. Then there exist positive numbers ρ,A,B such that for y ∈ B(x, ρ),
A|y − x|ν ≤ |f(x)− f(y)| ≤ B|y − x|µ,
where ν = (KO(f)i(x, f))1/(n−1) and µ = (i(x, f)/KI(f))1/(n−1).
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2.2. Iteration of quasiregular mappings. The composition of two quasiregular mappings
is again a quasiregular mapping, but the dilatation typically increases. A quasiregular map-
ping f is called uniformly K-quasiregular, or K-uqr, if the dilatation of each iterate fk of f
is bounded above by K. For uniformly quasiregular mappings, there are direct analogues of
the Fatou set F (f) and Julia set J(f) for holomorphic mappings in the plane. In this case,
the boundary of the escaping set coincides with the Julia set.
The following was proved in [10].
Theorem 2.2 ([10]). Let f : Sm → Sm be uniformly quasiregular. Then J(f) is α-uniformly
perfect, that is, if R is any ring domain separating J(f), then the conformal modulus of R
is at most α, for some α > 0.
This result essentially says that any ring domain separating J(f) cannot be too thick.
We next prove a presumably well-known result on the growth of quasiregular mappings of
polynomial type near infinity.
Lemma 2.3. Let h : Rm → Rm be a K-quasiregular mapping of polynomial type of degree
d > K. Then there exist R0 > 0 and positive constants C1, C2 such that
C
qj((d/K)
1/(m−1))
1 |x|(d/K)
j/(m−1) ≤ |hj(x)| ≤ Cqj((dK)1/(m−1))2 |x|(dK)
j/(m−1)
,
for |x| > R0, where qj is the polynomial qj(y) = yj−1 + yj−2 + . . .+ y + 1.
Proof. By the hypotheses, a neighbourhood of infinity is contained in I(h), see [9], and so
infinity is an attracting fixed point of h. By the Hölder continuity for quasiregular mappings,
Theorem 2.1, and conjugating by the Möbius map x 7→ x/|x|2, it is not hard to see that
there exist R0 > 0 such that {x ∈ Rm : |x| > R0} ⊂ I(h) and positive constants C1, C2 such
that
C1|x|(d/K)1/(m−1) ≤ |h(x)| ≤ C2|x|(dK)1/(m−1) ,
for |x| > R0. The result then follows by induction. 
2.3. The fast escaping set. We summarize some of the results from [3] on the fast escaping
set. Let f : Rm → Rm be a quasiregular mapping of transcendental type.
Definition. The fast escaping set is
A(f) = {x ∈ Rm : there exists P ∈ N : |fn+P (x)| ≥Mn(R, f), for all n ∈ N},
where R > 0 is any value such that Mn(R, f)→∞ as n→∞.
The fast escaping set does not depend on the particular value of R. For such values of R,
the fast escaping set with respect to R is
AR(f) = {x ∈ Rm : |fn(x)| ≥Mn(R, f), n ∈ N}.
By [3, Theorem 1.2], A(f) is non-empty and every component of A(f) is unbounded. We
will use the following characterization of spider’s webs for AR(f).
Lemma 2.4 (Proposition 6.5, [3]). Let f be a quasiregular mapping of transcendental type.
Then AR(f) is a spider’s web if and only if there exists a sequence Gn of bounded topoloigcally
convex domains such that for all n ≥ 0,
B(0,Mn(R, f)) ⊂ Gn,
and Gn+1 is contained in a bounded component of Rm \ f(∂Gn).
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If AR(f) is a spider’s web, then A(f) is a spider’s web, since AR(f) ⊂ A(f) and every
component of A(f) is unbounded.
3. Order of growth
Proof of Theorem 1.5. Let R0 be the constant from Lemma 2.3 and suppose that M(r, L) ≥
R0 for r ≥ r1. Fix r0 ≥ r1 and let r ∈ [r0, 2r0]. Then by Lemma 2.3 and the fact that
M(r, L) is increasing in r,
C
qj((d/K)
1/(m−1))
1 M(r0, L)
(d/K)j/(m−1) ≤M(r, f j ◦ L) ≤ Cqj((dK)1/(m−1))2 M(2r0, L)(dK)
j/(m−1)
,
where qj(y) = (yj − 1)/(y − 1). Since log qj(y) = j log y + O(1) as j → ∞, f j ◦ L = L ◦ T j
and M(r, L ◦ T j) = M(2jr, L) we have
j log
(
d
K
)1/(m−1)
−O(1) ≤ log logM(2jr, L) ≤ j log (dK)1/(m−1) +O(1),
uniformly for r ∈ [r0, 2r0] as j →∞, and hence
log (d/K)1/(m−1) log 2jr
log 2
−O(1) ≤ log logM(2jr, L) ≤ log (dK)
1/(m−1) log 2jr
log 2
+O(1),
which gives
log (d/K)1/(m−1)
log 2
− o(1) ≤ log logM(2
jr, L)
log 2jr
≤ log (dK)
1/(m−1)
log 2
+ o(1)
uniformly for r ∈ [r0, 2r0] as j → ∞. These two inequalities imply the result for the order
and the lower order.

4. Omitted values
Proof of Theorem 1.7. Since L(0) = x0, the point x0 is never omitted. If y ∈ Rm \E(f), then
the backward orbit O−(y) has infinitely many elements. Since L omits at most q(m,K) many
values by Rickman’s Theorem, O−(y) must intersect L(Rm). That is, there exists k ∈ N and
w ∈ Rm with L(w) ∈ f−k(y). Therefore y = fk(L(w)) = L(2kw) and so y /∈ O(L). Hence
O(L) ⊂ E(f) \ {x0}.
Next, let y ∈ Rm \ O(L). If y = x0, there is nothing to prove, so suppose y 6= x0. Then
there exists x 6= 0 with L(x) = y. Hence L(x/2k) ∈ f−k(y) by the iterated functional
equation. Since x 6= 0 and L is injective in a neighbourhood of 0, the backwards orbit of y
has infinitely many elements.

5. The Julia set of L
In this section we prove Theorem 1.8. As defined in [7], a quasiregular mapping f : Rm →
Rm has the pits effect if there exists N ∈ N such that for all c > 1 and all  > 0, there exists
R0 such that if R > R0, then the set
{x ∈ Rm : R ≤ |x| ≤ cR, |f(x)| ≤ 1}
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can be covered by N balls of radius R, that is, the set where f is small is not too large. By
[7, Theorem 1.8], if a quasiregular mapping of transcendental type does not have the pits
effect, then the Julia set has the properties given in the statement of Theorem 1.8 (i)− (v).
Hence parts (i)− (v) of the theorem are proved by the following lemma.
Lemma 5.1. Let L : Rm → Rm be a Poincaré linearizer. Then L does not have the pits
effect.
Proof. As noted after Definition 1.2 in [7], it suffices to show that there is a sequence (xk)∞k=1
tending to ∞ such that lim supk→∞ |xk+1|/|xk| <∞ and
(5.1) |L(xk)| ≤ C
for all k ∈ N and some positive constant C.
Recall from Theorem 2.2 that the Julia set of a uqr mapping f is α-uniformly perfect, that
is, if E is any ring domain in F (f) separating points of J(f) then the conformal modulus of
E is at most α for some α depending on f .
If L is K-quasiregular, then suppose that D > 0 is chosen so that 1
2K
logD > α. Next,
since 0 is not a branch point of L, there exists a neighbourhood U of 0 such that L|U is
injective and we may assume that L(U) ∩ J(f) 6= J(f).
Consider the annulus A = A(r,Dr), and choose j ∈ N large enough such that T−j(A) =
A(2−jr, 2−jDr) ⊂ U . Then L(T−j(A)) is a ring domain separating points of J(f) with
modulus greater than α and hence must intersect J(f). Therefore, with C = maxx∈J(f) |x|,
there exists y ∈ L(U) ∩ J(f) which satisfies
|f j(y)| ≤ C,
for all j ∈ N. There exists y′ ∈ U such that L(y′) = y and T j(y′) ∈ A. Hence T j(y′) is a
point in A(r,Dr) with |L(T j(y′))| = |f j(L(y′))| ≤ C.
This argument shows that we can find a sequence of points xk ∈ A(Dk−1r,Dkr) for k ∈ N
which satisfy (5.1) with this C and such that |xk+1|/|xk| ≤ D2. This proves the lemma. 
For part (vi), it is shown in [5] that for a quasiregular mapping of transcendental type of
positive lower order, the Julia set and the boundary of the fast escaping set agree. Hence
part (vi) follows from Theorem 1.5.
6. Density of repelling periodic points
Proof of Theorem 1.10. By a result contained in Siebert’s thesis [22], and see also [1, Theo-
rem 4.1] and the discussion preceding it, the periodic points are dense in the Julia set of a
uniformly quasiregular mapping. Suppose that f : Rm → Rm is a uqr mapping of polynomial
type and that J(f) is a tame Cantor set. Let x0 be a periodic point of period p, and write
F = fp so that x0 is a fixed point of F .
Let Uδ be a neighbourhood of x0 such that the diameter of Uδ is at most δ and ∂Uδ ⊂ I(f).
That such neighbourhoods exist follows from the tameness of J(f) and the fact that every
bounded component of F (f) is simply connected since J(f) = ∂I(f).
Let δn → 0 be such that Uδn+1 ⊂ Uδn . We must have that F is injective on a neighbourhood
of x0 since otherwise x0 is an attracting fixed point by Theorem 2.1 (see also [13, equation
(7)]). This is impossible since there are escaping points arbitrarily close to x0. Find  > 0
so that F is injective on B(x0, ). We may assume δn <  for all n.
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Choose n large enough so that Uδn is a very small neighbourhood of x0 and so that there
exists k ∈ N with Uδn ⊂ F k(Uδn) ⊂ B(x0, ). That we can find such a k follows since
∂Uδn ⊂ I(F ) (recall I(F ) = I(f)) and as long as F j(Uδn) ⊂ B(x0, ), the mapping F j|Uδn is
K-quasiconformal, and then maxx∈δn |F j(x)|/minx∈δn |F j(x)| < C for some C depending on
K.
Hence by the topological definition of fixed points, see [13, p.90], x0 is a repelling fixed
point of F k. Finally, by [13, Proposition 4.6], x0 is a repelling periodic point of f .

7. The fast escaping set of L
Suppose that f : Rm → Rm is a K-uqr mapping of polynomial type, that J(f) is a tame
Cantor set and that x0 is a repelling periodic point guaranteed by Theorem 1.10. We may
assume that the degree d of f is greater than K, otherwise consider an iterate fn of f so
that nd > K. Note that J(fn) = J(f) by [13, Corollary 3.3]. Let L be a linearizer of f at
x0, conjugating f to T (x) = 2x. Throughout this section, we will write
β =
(
d
K
)1/(m−1)
.
7.1. Hölder continuity and growth estimates. We next use the Hölder estimate for the
iterates of f from Lemma 2.3 to obtain growth estimates for the linearizer L.
Lemma 7.1. There exists R1 > 0 such that
n−1∏
i=1
((
d
K
)1/(m−1)
+
logC1
logM(2ir, L)
)
≤ logM(2
nr, L)
logM(r, L)
≤
n−1∏
i=1
(
(dK)1/(m−1) +
logC2
logM(2ir, L)
)
,
for r > R1, where the constants C1, C2 are from Lemma 2.3.
Proof. Denote by Sr = {x ∈ Rm : |x| = r} the sphere of radius r centred at 0. Let r be large
and y ∈ Sr such that |L(y)| ≥ |L(x)| for all x ∈ Sr. Let w = L(y) so that |w| = M(r, L).
Then by the functional equation for L and Lemma 2.3,
logM(2r, L) = logM(r, f ◦ L)
= logM(L(Sr), f)
≥ log |f(w)|
≥ logC1 + (d/K)1/(m−1) log |w|
= logC1 + (d/K)
1/(m−1) logM(r, L).
Also,
logM(2r, L) ≤ logM(M(r, L), f)
≤ logC2 + (dK)1/(m−1) logM(r, L),
and so we have(
d
K
)1/(m−1)
+
logC1
logM(r, L)
≤ logM(2r, L)
logM(r, L)
≤ (dK)1/(m−1) + logC2
logM(r, L)
.
By induction, we have the result. 
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Lemma 7.2. Let µ > 1. There exist R2 > 0 and N ∈ N such that for all R > R2, the
sequence defined by
(7.1) rn = 2nMn(R,L)
satisfies
M(rn, L) > r
µ
n+1,
for n ≥ N .
Proof. Assume R is large. With the sequence rn defined by (7.1), applying Lemma 7.1 with
r = Mn(R,L) yields
logM(rn, L) = logM(2
nMn(R,L), L)
≥
n−1∏
i=0
((
d
K
)1/(m−1)
+
logC1
logM(2iMn(R,L), L)
)
· logM(Mn(R,L), L)
≥
(
β − logC1
logR
)n
logMn+1(R,L).
Now,
log rµn+1 = µ log(2
n+1Mn+1(R,L))
= µ(n+ 1) log 2 + µ logMn+1(R,L).
Hence the result is true if
logMn+1(R,L)
((
β − logC1
logR
)n
− µ
)
> µ(n+ 1) log 2.
This is so if we choose R large enough and n large enough so that βn > µ. 
We next prove a lemma on the growth of the minimum modulus of L.
Lemma 7.3. Suppose that f : Rm → Rm is K-uqr of degree d > K, J(f) is a tame Cantor
set, x0 is a repelling fixed point and L is the corresponding linearizer. Let
µ >
log d+ logK
log d− logK .
There exists R3 > 0 such that for r > R3 there is a continuum Γr separating Sr and Srµ such
that
m(Γr, L) > M(r, L).
Proof. There exists a neighbourhood U of 0 such that L|U is injective. Let δ > 0 be small
enough that B(x0, δ) ⊂ L(U). Since J(f) is a tame Cantor set, there exists a topologically
convex neighbourhood V of x0 such that γδ := ∂V ⊂ B(x0, δ)∩ I(f). Let Γδ = L−1(γδ)∩U .
Then Γδ is a continuum which separates 0 from infinity.
Suppose that Γδ ⊂ A(s, t) and without loss of generality, we may assume that t < 1. Let
r be large and find `1, `2 ∈ N such that
2`1−1 ≤ r < 2`1 ,
and
t · 2`2 ≤ rµ < t · 2`2+1.
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This pair of inequalities implies that
(7.2) µ`1 −D1 < `2 < µ`1 −D2,
where D1 = log t/ log 2 + µ+ 1 and D2 = log t/ log 2.
Next, since γδ ⊂ I(f) is compact, find j ∈ N minimal such that f j(γδ) ⊂ {|x| > R0} and
so we can apply Lemma 2.3. Define Γr = {x ∈ Rm : 2−`2 · x ∈ Γδ}. Then Γr separates Sr
and Srµ .
We first estimate the minimum modulus on Γr:
logm(Γr, L) = logm(Γr, f `2 ◦ L ◦ T−`2)
= logm(Γδ, f
`2 ◦ L)
= logm(γδ, f
`2)
≥ logm(R0, f `2−j)
≥ q`2−j((d/K)1/(m−1)) logC1 + (d/K)(`2−j)/(m−1) logR0.
Next,
logM(r, L) = logM(L(S2−`1r), f
`1)
≤ logM(R0, f `1)
≤ q`1((dK)1/(m−1)) logC2 + (dK)`1/(m−1) logR0.
Since yj−1 ≤ qj(y) ≤ yj, we obtain
(7.3) logm(Γr, L) ≥
(
d
K
)(`2−j−1)/(m−1)
logC1 +
(
d
K
)(`2−j)/(m−1)
logR0
and
(7.4) logM(r, L) ≤ (dK)`1/(m−1) log(C2R0).
Using (7.2) and (7.3), we obtain
(7.5) logm(Γr, L) ≥
(
d
K
)(µ`1−D1−j−1)/(m−1)
logC1 +
(
d
K
)(µ`1−D1−j)/(m−1)
logR0.
Recall that β = (d/K)1/(m−1) > 1. Therefore, to obtain logm(Γr, L) ≥ logM(r, L), by (7.4)
and (7.5) and rearranging, it suffices to show that
βµ`1−D1−j−`1−1(logC1 + β logR0) > β`1K2`1/(m−1) log(C2R0).
Recalling that `1 depends on r and writing C for a constant which does not depend on r, by
taking logarithms this can be written as
`1
(
(µ− 1) log β − 2 logK
m− 1
)
≥ C.
This is satisfied for large enough r, that is for large enough `1, if
(µ− 1) log β > 2 logK
m− 1 ,
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that is, if
µ > 1 +
2 logK
(m− 1) log β =
log d+ logK
log d− logK .

7.2. A(L) is a spider’s web. We will use the Lemma 2.4 characterization of spider’s webs.
Recalling Lemmas 2.3, 7.1, 7.2 and 7.3, let R > max{R0, R1, R2, R3} and for n ∈ N, let
rn = 2
nMn(R,L) and let µ > log d+logK
log d−logK . By Lemma 7.3, there is a continuum Γ
rn separating
Srn and Srµn such that
m(Γrn , L) > M(rn, L).
We define Gn to be the interior of Γrn . Then by construction, every Gn is a bounded
topologically convex domain with
Gn ⊃ {x ∈ Rm : |x| < rn} ⊃ {x ∈ Rm : |x| < Mn(R,L)}.
Further, it follows from Lemma 7.2 that
m(∂Gn, L) = m(Γ
rn , L) > M(rn, L) > r
µ
n+1 > max
x∈∂Gn+1
|x|,
and hence Gn+1 is contained in a bounded component of Rm \ L(∂Gn) and we have fulfilled
the conditions of Lemma 2.4 for A(L) to be a spider’s web.
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