This study generalizes the test performed by Simar and Zelenyuk (2007) to examine differences in the technical efficiency among (Formula presented.) groups within an industry (where (Formula presented.)). For this purpose, the (Formula presented.) groups are divided into pairs and each group is compared with all other (Formula presented.) groups. The (Formula presented.) groups can then be classified into three cohorts: those performing better, equally and worse, relative to the benchmark group. For illustration purposes, annual data for Vietnamese banks covering the period 2005-2012 is used.
I. Introduction
The difference in DEA efficiency among groups can be identified using non-parametric or parametric tests. Non-parametric tests such as the Mann−Whitney test (for two groups) and the Kruskal-Wallis test (for more than two groups) are relatively easier to use because, unlike parametric tests, they do not impose any assumptions on the distribution of the inefficiency deviation (Sueyoshi and Aoki, 2001) . Nonetheless, such tests are based on DEA estimates rather than true efficiencies and so issues of finite-sample bias and dependency are ignored (Simar and Zelenyuk, 2007) . With the parametric approaches the inefficiency deviations are assumed to follow a half-normal or exponential distribution (Banker, 1993) ; thus, the appropriateness of these assumptions may need to be considered.
To avoid the above-mentioned issues, bootstrap techniques can be used to identify the sampling distribution of DEA efficiency scores (Sueyoshi and Aoki, 2001 ). Simar and Zelenyuk (2007) use a subsampling bootstrap technique to identify an efficiency sampling distribution when comparing two groups' DEA efficiency scores, overcoming the nature of bias and dependency of the estimates. Although their approach has been valuable in identifying better performers, there is a need to conduct the test for more than two groups in areas such as different ownership types (foreign, private, public, etc.) and different industries (textile, electronics, automotive, etc.) . Such analyses can provide further help to policy makers to assess the effectiveness of strategies for economic growth and prioritising resources. Therefore, the objective of this study is to generalise the application of the Simar and Zelenyuk (2007) test to more than two groups.
II. Methodology
We consider an industry consisting of n firms belonging to groups divided into ( − 1) 2 ⁄ pairs. The benchmarking group will be compared with the − 1 remaining groups. For any comparison there are two groups ( and ) . The hypothesis to compare any two groups is:
: ̅ = ̅ against 1 : ̅ ≠ ̅ ( ≠ and , : 1, … , )
where ̅ and ̅ are the aggregate efficiency scores of groups and respectively. 1 The aggregate efficiency of a group is equal to the weighted sum of firm efficiency scores with the weights calculated on the basis of revenue shares for the entire group.
Due to the multiplicative nature of efficiency, Simar and Zelenyuk (2007) Then, the bias-corrected estimates of , and their bootstrap estimates can be computed as:
and ̃, , = 2̂, −̂, , *
Based on these sorted values of ̃, , the lower and upper bounds (the confidence interval) of , at significance degree can be identified. We can then conclude which hypothesis is to be rejected using the following rule:
Reject H o if the confidence interval for , does not overlap with unity, and do not reject otherwise. In particular, if the confidence interval lies above or below unity then we can
The values of ̂ * ̅̅̅ , ̂ * ̅̅̅ and ̂, , * are computed under a subsampling bootstrap process as below:
2,3
Step 1:
(i) Using the original sample Ξ = {( , ): = 1, … , } and DEA in order to obtain estimates of the true efficiency scores { ( , ): = 1, . . . , }, denote these estimates as
2 For details on subsampling, see Simar and Zelenyuk (2007) . 3 The algorithm of the subsampling bootstrap process for mean DEA efficiency scores is the same with equal weights.
(ii) Partition the original sample into L distinct groups Ξ = {( , , , ): = 1, … , } and {̂, : = 1, … , }, ∈ {1; … , } representing the corresponding groups within the sample.
Obtain estimates of the aggregate efficiency scores, ̂̅ , for each group ∈ {1, … , }. ̂̅ = ∑̂, .
, =1
(1)
, = 1, … , ; and p is the price vector;
is the number of observations of the l group; and , is the output vector of the firm belonging to the group.
If price information is unavailable, then we can use:
where
and M is the number of directions of vector y. Accordingly, we can identify the ( − 1) 2 ⁄ DEA-based ratios of the group aggregate efficiency score over that of group (̂, =̂̅̂̅ ⁄ ).
Step 2:
For a bootstrap procedure, conduct subsampling with replacement independently on each group to create bootstrap sequences, Ξ , * = {( * , , * , ): = 1, … , }, where is the size of the bootstrap subsample and ≡ ( ) , < 1, ∈ {1, … , }. By combining these sequences a bootstrap sample of the whole industry can be obtained, and then by applying DEA and Equation (1) or (2) the bootstrap aggregate efficiency scores of each group ( ̂ * ̅̅̅ )
for ( : 1, … , ) can be calculated. Accordingly, we calculate the ( − 1) 2 ⁄ ratios for the group bootstrap aggregate efficiency score over that of group as ̂, , * =̂ * ̅̅̅̂ * ̅̅̅ ⁄ , for ( ≠ ; , : 1, … , ).
Step 3:
The bootstrap procedure is repeated B times to obtain B values of the bootstrap aggregate efficiency scores for each group (̂ * ̅̅̅ , for : 1, … , ) and B values of the group bootstrap aggregate efficiency score over that of group (̂, , * ).
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III. An illustration
We now implement an empirical analysis using the generalised test based upon data for bounds are smaller than unity suggesting that the ratio is significantly smaller than unity. We can therefore conclude that the aggregate efficiency score of JSBs is significantly smaller than that of TJSBs and JSBs perform more efficiently than TJSBs. Secondly, in the JSB/SOCB comparison, the ratio of the JSB aggregate efficiency score over that of SOCBs (RD_ag JSB/SOCB) is between 1.1026 and 1.2858 at the 1% level of significance. Both the lower and upper bounds are greater than unity suggesting that the JSB aggregate efficiency score is larger than that of SOCBs and that the former is less efficient than the latter. Lastly, at the 5% significance level the lower and upper bounds of the ratio of the JSB aggregate efficiency score over that of FJVBs are 1.0082 and 1.2458 indicating a superior performance by foreign and joint venture banks.
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[ Tables 1 and 2 here] 5 At any significance level, if the lower bound is smaller than unity, while the upper bound is greater, the efficiency of the groups being compared will be equal.
IV. Conclusion
This paper suggests a way to compare efficiency in industries with an arbitrary number of groups by generalising the bootstrap-based test of Simar and Zelenyuk (2007) which can be used in any study that requires efficiency comparisons between more than two groups. In fact, a number of further applications can be conducted in many areas of economics other than the banking industry (e.g. small and medium firm performance across countries or farm efficiency in different climatic regions).
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