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Abstract
Training and implementation of Convolutional Neural Networks (CNN) using Python pro-
gramming language and TensorFlow on a Raspberry Pi device for facial verification. During
this project, different types of CNN structures will be tested in order to study the results ob-
tained for each of them as well as their operation on the Raspberry Pi 3B device.

RESUMEN
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Resumen
Entrenamiento e implementacio´n de Redes Neuronales Convolucionales (CNN) utilizando el
lenguaje Python y TensorFlow sobre un dispositivo Raspberry Pi para verificacio´n facial. Du-
rante este proyecto se probaran distintos tipos de estructuras de CNN con el objetivo de estu-
diar los resultados obtenidos para cada una de dichas estructuras ası´ como su funcionamiento
sobre el dispositivo Raspberry Pi 3B.
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Capı´tulo I: Motivacio´n y objetivo
CAPI´TULO I
MOTIVACIO´N Y OBJETIVO
Se ha decidido desarrollar este proyecto a la vista del reciente auge del Deep Learning en
casi todos los campos, como puede ser el control de calidad, sector sanitario y reconocimiento
de patrones entre otros. Los beneficios que las redes neuronales o el Deep Learning nos pro-
porcionan son una mayor facilidad a la hora de su programacio´n con respecto a te´cnicas tradi-
cionales, donde el programador debe programar el proceso de clasificacio´n/prediccio´n, ası´
como unos mejores resultados cuando se cumplen ciertos requisitos que se explicara´n ma´s
adelante.
Una de las principales razones para el aumento del uso de las redes neuronales es el del Big
Data, es decir, grandes cantidades de datos que antes no se podı´an procesar de forma sencilla,
pero gracias a los avances tecnolo´gicos actuales se pueden procesar mediante el uso de GPU
y servidores online. Las redes neuronales permiten el uso de estos datos para la extraccio´n de
caracterı´sticas y clasificacio´n/previsio´n de datos, superando a las tecnologı´as previas.
En este proyecto se explicara´ co´mo se ha desarrollado un sistema de verificacio´n facial
basado en el uso de dichas redes neuronales, en concreto redes neuronales convolucionales, y
Raspberry Pi.
El objetivo principal del proyecto sera´ la bu´squeda de una estructura para la red neuronal
que proporcione un buen resultado y, posteriormente al entrenamiento de dicha red, el uso de
esta en el dispositivo Raspberry Pi.
La idea del proyecto es trasladar la inteligencia proporcionada por Deep learning a dispos-
itivos pequen˜os y cercanos a la aplicacio´n, como alternativa a un procesamiento en la nube o
a la transmisio´n de datos a otros equipos donde se realiza el procesamiento de la informacio´n.
Este enfoque es conocido como Edge Computing, que permite reducir los tiempos desde que
se genera un dato, se procesa y se obtienen los resultados buscados.
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Los objetivos particulares de este proyecto son:
1. Buscar una estructura adecuada para la CNN (Convolutional Neural Network) y base de
datos.
2. Entrenar y mejorar la CNN.
3. Implementar la red neuronal en el dispositivo Raspberry Pi.
4. Identificar las limitaciones de los dispositivos Raspberry Pi para ejecutar redes neu-
ronales.
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CAPI´TULO II
ESTADO DEL ARTE
La inteligencia artificial se ha definido de diversas maneras a lo largo de la historia pero la
definicio´n generalmente aceptada es la capacidad de un ordenador o ma´quina de pensar o la
capacidad de actuar inteligentemente. La primera de estas definiciones se centra en la idea de
inteligencia humana, es decir, el proceso que se realiza para llegar a una conclusio´n, mientras
que la segunda definicio´n se centra en los resultados que se obtienen sin centrarse en el pro-
ceso seguido para obtener dichos resultados.
Una de las ramas principales de la inteligencia artificial hoy en dı´a es el Machine Learning
que busca crear programas con los que se permita que el propio ordenador aprenda a realizar
una tarea de forma automa´tica mediante un estudio previo de las caracterı´sticas de los datos
por el programador, ya que en esta te´cnica es el usuario el que indica que caracterı´sticas se
deben estudiar. Gran parte de la inteligencia depende del proceso de aprendizaje seguido por
lo que esto es otro de los para´metros que el programador debe elegir con el fin de mejorar
los resultados. Esta te´cnica se recomienda cuando no se tienen grandes cantidades de datos
para entrenar la red, ya que al ser el programador el que elige las caracterı´sticas a estudiar
estamos simplificando el proceso de aprendizaje. En un principio el objetivo era la bu´squeda
y reconocimiento automa´tico de patrones pero evoluciono´ mediante el uso del razonamiento
probabilı´stico y estadı´stica, a la vez que continuo´ profundizando en el reconocimiento de pa-
trones.
Las redes neuronales forman parte del Machine Learning, para ser especı´ficos esta´n inclui-
dos en el Deep Learning.
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1 Deep learning
El Deep Learning es una rama del Machine Learning que surge como una evolucio´n de este.
Puede definirse como el uso de grandes cantidades da datos por parte de una IA (inteligencia
artificial) durante un proceso de aprendizaje auto´nomo donde el propio dispositivo, mediante
el proceso de entrenamiento, aprende a distinguir las caracterı´sticas importantes a la hora de
realizar la clasificacio´n, por lo que el usuario no tiene que realizar un preprocesamiento de los
datos tan exhaustivo.
En la metodologı´a Deep Learning, se hace uso de estructuras lo´gicas similares a la organi-
zacio´n del sistema nervioso central biolo´gico, en las que podemos encontrar capas de proceso
(las llamadas neuronas artificiales) que se especializan en diferentes tareas, como puede ser
detectar determinadas caracterı´sticas de los datos que se le proporcionan.
Deep Learning esta´ empezando a usarse en una gran variedad de campos, como puede ser
la visio´n artificial, donde se obtiene una mejora considerable en comparacio´n con te´cnicas ma´s
tradicionales, como puede ser el uso de bibliotecas como OpenCV.
La diferencia entre Machine Learning y Deep Learning, pese a ser el segundo una rama del
primero, esta´ en los algoritmos que se utilizan para el proceso de clasificacio´n/prediccio´n. En
el primero, es el programador el que establece ciertos criterios ba´sicos en funcio´n de los que el
programa aprendera´ como ya hemos explicado anteriormente, mientras que en el proceso del
Deep Learning el programador no especifica que´ caracterı´sticas se deben buscar en los datos,
solo la estructura de la red que se quiere utilizar, ası´ como una serie de opciones de la red
como puede ser el learning rate o el optimizador. El Deep Learning busca el algoritmo con una
mayor precisio´n mediante la imitacio´n del funcionamiento de neuronas biolo´gicas, forma iter-
ativa. Otra de las diferencias es la cantidad de datos necesarios para el proceso de aprendizaje,
siendo mucho mayor en el Deep Learning pero proporcionando mejores resultados que con el
Machine Learning cuando se cumple esta condicio´n. En el caso de no tener muchos datos para
el proceso de entrenamiento, es recomendable usar Machine Learning, para aliviar la carga
durante el proceso de entrenamiento ya que no debe buscar que caracterı´sticas usar.
2 Redes neuronales
Las estructuras ba´sica de redes neuronales artificiales se basan en el Perceptro´n, disen˜ado
por Rosenblatt en 1959. Esta neurona artificial o perceptro´n puede recibir varias entradas y,
mediante su suma ponderada y una funcio´n de activacio´n posterior, nos proporciona una sal-
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Figura II.1: Modelo de neurona artificial
La precisio´n del perceptro´n es limitada ya que solo permite clasificar problemas lineal-
mente separables, como indicaron Minsky y Papert.
Posteriormente, como una mejora del perceptro´n, surgio´ el perceptro´n multicapa, disen˜ador
en 1986 por Rumelhart y otros autores. Esta estructura representa una mejora ya que permite
la clasificacio´n de problemas que no son linealmente separables a diferencia del perceptro´n
simple. Se basa en an˜adir capas intermedias entre la capa de entrada y la capa de salida a la
estructura, denominadas capas ocultas con diferentes tipos de funciones de activacio´n.
De esta forma, se disen˜a una red de varias capas con nodos interconectados capaces de
procesar la informacio´n que se les proporciona y devolviendo un resultado a la capa siguiente,
hasta llegar a la u´ltima capa que devuelve un resultado basado en todo este proceso. El resul-
tado que se obtiene en cada capa depende de las denominadas funciones de activacio´n.
Normalmente las redes de neuronas cuentan con con ma´s de una neurona por capa y con
varias capas como el caso del perceptro´n multicapa antes mencionado. Estas neuronas pueden
tener relacio´n entre ellas o solo con las neuronas de capas pro´ximas y anteriores, dependiendo
del tipo de capa en el que nos encontremos. Cada una una de estas relaciones, es decir, los
pesos entre las neuronas y los bias son los para´metros que se entrenan en la red.
Figura II.2: Modelo con varias capas de neuronas artificiales
Durante el proceso de aprendizaje, los valores de los pesos y el bias son corregidos de forma
iterativa con el objetivo de, tras suficientes iteraciones, conseguir que el resultado obtenido sea
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el correcto para una tarea en concreto.
Uno de los procesos ma´s populares para realizar esta operacio´n es el llamado backpropaga-
tion. Este me´todo consiste en calcular las salidas de cada capa hasta llegar a la capa final (etapa
forward), donde se obtiene la salida. Este resultado obtenido se compara con el resultado de-
seado para calcular el error e intentar minimizarlo mediante el proceso de backpropagation en
el que se busca el descenso en gradiente de la funcio´n de coste o error.
La funcio´n de activacio´n tambie´n tiene un papel fundamental, por lo que hay varias fun-
ciones entre las que se pueden elegir para intentar mejorar nuestro modelo, como por ejemplo
ReLu o Leaky ReLu.
3 Redes neuronales convolucionales
Las redes neuronales convolucionales son un tipo de red neuronal artificial multicapa feed-
forward especialmente disen˜ada para trabajar con ima´genes. Estas neuronas trabajan de forma
similar a las neuronas reales que podemos encontrar en la corteza visual primaria de un cere-
bro biolo´gico.
Las ima´genes no se perciben de igual forma por un ordenador y por un humano, aunque
podamos decir que este tipo de red neuronal funciona de forma similar, ya que el ordenador
percibe las ima´genes como conjuntos de matrices bidimensionales con valores relativos a la
imagen en cada punto, es decir, pı´xeles.
Las redes neuronales convolucionales se componen de mu´ltiples capas de filtros convolu-
cionales y filtros de reduccio´n de datos (average pooling, max pooling, etc). Despue´s de cada capa
convolucional, se an˜ade una funcio´n para realizar un mapeo causal no-lineal. Hay distintas
funciones, al igual que en las redes neuronales tradicionales, entre las que se debe elegir con el
fin de obtener el mejor resultado posible.
Segu´n se avanza en estas capas/filtros, se suele reducir el taman˜o de las ima´genes o matri-
ces de salida de los filtros a la vez que se aumentan el nu´mero de capas, es decir, si partimos
de una imagen RGB por normal general en cada filtro se ira´n reduciendo las dimensiones y
aumentando el nu´mero de capas:
3(capasRGB)x150x150→ 16x100x100→ 32x85x85→ ...
En el u´ltimo paso en estas redes de neuronas artificiales, se encuentran neuronas de per-
ceptro´n o fully connected para realizar la clasificacio´n final sobre las caracterı´sticas extraı´das
mediante los filtrados previos.
Debido a la convoluciones que se realizan en estas redes neuronales convolucionales, este
tipo de red neuronal es apta para poder clasificar todo tipo de datos donde estos este´n dis-
tribuidos de forma continua en el mapa o imagen de entrada, y a su vez sean estadı´sticamente
parecidos a lo largo de la imagen de entrada. Esto se debe a su invarianza a traslaciones den-
tro de la imagen, es decir, el resultado no se basa en la posicio´n exacta de la caracterı´stica que
estudia, ya que subdivide la imagen en pequen˜os conjuntos que estudia de forma separada,
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permitiendo ası´ obtener el resultado deseado pese a posibles traslaciones de la regio´n de in-
tere´s dentro de la imagen, siempre que se haya entrenado adecuadamente. Por esta razo´n, son
especialmente eficaces para clasificar ima´genes ası´ como tareas de percepcio´n por computador.
3.1 Capa convolucional
En estas capas es donde se realiza la convolucio´n del filtro con la imagen de entrada de ese
filtro. La convolucio´n consiste en una serie de multiplicaciones y sumas de los para´metros del
filtro convolucional y los para´metros de las matrices bidimensionales o ima´genes.
Figura II.3: Proceso de convolucio´n
En este proceso se puede elegir si se quiere que la matriz resultante sea del mismo taman˜o
que la matriz de entrada o no, ya que el proceso de convolucio´n reduce el taman˜o. Para man-
tener el mismo taman˜o se an˜aden filas y columnas auxiliares de valor cero. Esto no siempre es
adecuado, ya que estamos evitando reducir el nu´mero de para´metros, pero a la vez tenemos
ma´s datos en los que intentar buscar patrones.
Figura II.4: Proceso de convolucio´n con padding
Al final del proceso de aprendizaje, los para´metros o pesos del filtro se modifican con el fin
de minimizar la funcio´n de coste o error obtenido, por lo que estos para´metros no con datos
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que se puedan establecer a priori.
3.2 Capa pooling
En esta capa es donde se reduce el nu´mero de datos/taman˜o de las matrices. Se suele
colocar despue´s de la capa convolucional. Estas capas son de gran utilidad ya que permiten
reducir las dimensiones de la matriz bidimensional de la imagen que se estudia sin afectar al
nu´mero de capas de dicha imagen. Esta operacio´n tambie´n se llama reduccio´n de muestreo
debido a que la reduccio´n de taman˜o implica pe´rdida de informacio´n.
En la capa de pooling se puede elegir entre varias opciones:
1. Average Pooling: se calcula el valor medio de cada subconjunto de la matriz.
2. Max Pooling: se busca el valor ma´ximo dentro de cada subconjunto de la matriz.
Figura II.5: AverPooling y MaxPooling 2x2
3.3 Capa totalmente conectada
Este tipo de capa suele encontrarse al final de la estructura de la red neuronal convolu-
cional. Es esta capa todas las neuronas artificiales estas conectadas entre ellas, al igual que en
las redes neuronales tradicionales como el perceptro´n multicapa, con el fin de clasificar usando
los datos o caracterı´sticas obtenidos mediante las convoluciones y reducciones de para´metros.
Antes de esta capa, debe incluirse el proceso de flattened, que consiste en convertir la matriz
bidimensional en un u´nico vector de para´metros.
3.4 Capa dropout
La capa dropout es uno de los posibles me´todos de regularizacio´n que ayudan a evitar el
overfitting, es decir, evita que la red aprenda con gran precision a identificar las ima´genes del
conjunto de entrenamiento a costa de perder generalidad.
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Esta capa suele usarse despue´s de las capas totalmente conectadas, pero se pueden usar
tambie´n despue´s de las capas convolucionales o recurrentes.
La capa dropout elimina, de forma aleatoria y solo durante el proceso de entrenamiento de
la red, algunas conexiones ocultas en la capa previa con una probabilidad variable configurada
mediante el co´digo del programa, siendo la probabilidad del 0.25-0.5% de forma general.
Figura II.6: Proceso dropout
4 Usos de las CNN
Actualmente las redes neuronales se esta´n utilizando para una gran cantidad de tareas,
esto es debido a que se ha comprobado que mediante el entrenamiento con una gran cantidad
de datos nos proporcionan mejores resultados que me´todos tradicionales de clasificacio´n como
puede ser un clasificador logı´stico o un a´rbol de decisio´n.
El inconveniente de las redes neuronales es la gran cantidad de datos que se necesitan
durante el proceso de entrenamiento como se ha comentado, por lo que la capacidad de proce-
samiento tambie´n es muy elevada. Debido a esto, no ha sido hasta recientemente con el avance
del Big Data que se ha comenzado a explotar el potencial de las redes neuronales.
Actualmente, las CNN se usan en muchos a´mbitos, desde la medicina para el estudio de
ima´genes me´dicas [1] (resonancias, ecografias, etc) y deteccio´n de enfermedades, control de
calidad hasta la conduccio´n auto´noma [2]. Ya que gran parte de los problemas se basan es
deteccio´n de rasgos o caracterı´sticas visuales que se pueden reconocer mediante el uso de las
CNN pero que serı´an muy difı´ciles a simple vista para el ojo humano o que no se pueden re-
alizar lo suficientemente ra´pido.
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CAPI´TULO III
DESARROLLO DEL PROYECTO
Este proyecto se puede separar en varias fases:
1. Elecciones tecnolo´gicas
2. Preprocesamiento del dataset
3. Eleccio´n y entrenamiento de la estructura de la CNN
4. Comparacio´n de las estructuras
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1 Elecciones tecnolo´gicas
En este proyecto se busca estudiar el funcionamiento de redes neuronales sobre disposi-
tivos de bajo coste por lo que lo primero es elegir el dispositivo que se va a usar. Las opciones
ma´s comunes son Arduino Y Raspberry Pi.
Para elegir entre Arduino Y Raspberry Pi se han comparado las siguientes caracterı´sticas:
Caracterı´sticas Arduino uno Raspberry Pi 3B
Programacio´n Arduino Python
CPU ATmega328P Quad Core 1.2GHz Broadcom BCM2837 64bit
RAM 2 KB 1 GB
Precio 20€ 31.5€
Tabla III.1: Comparacio´n entre Arduino y Raspberry Pi
A la vista de esta tabla, se eligio´ utilizar la Raspberry Pi 3B debido, principalmente, a su
mayor memoria RAM ası´ como el lenguaje de programacio´n que se utiliza con Raspberry Pi.
Una vez sabemos que dispositivo se usara´, se va a explicar co´mo se programara´n las redes
neuronales a lo largo de este proyecto.
Se usara´ Python, ya que es el lenguaje de programacio´n por defecto que se usa para Ma-
chine Learning y Deep Learning, por lo que cuenta con bibliotecas especı´ficas, como Tensor-
Flow o Caffe, ası´ como numerosos ejemplos donde se explica co´mo usar dichas bibliotecas.
En concreto, usaremos las bibliotecas TensorFlow [3] y Keras [4] para redes neuronales
junto con Python 3.6, ya que estas bibliotecas no tienen una version estable por el momento
para el tradicional Python 2.7.
TensorFlow es una biblioteca desarrollada por Google para Deep Learning, especı´ficamente
trabaja con calculo nume´ricos basados en diagramas de flujo, y se puede usar en Python,
JavaScript or Swift. Es de co´digo abierto desde 2015, por lo que es una de las bibliotecas
ma´s populares actualmente.
TensorFlow tiene el inconveniente de que no es sencillo de aprender, ya que cuenta con
un gran conjunto de instrucciones complejas, por lo que se suele usar junto con la biblioteca
Keras, que permite un fa´cil uso de TensorFlow. Keras solo se puede utilizar en Python pero
dado que es el lenguaje que se usara´ en este proyecto, no representa ningu´n inconveniente.
Keras fue integrado en la biblioteca TensorFlow in 2017, permitiendo un mayor nivel de
abstraccio´n a la hora de la programacio´n.
2 Preprocesamiento del dataset
Para poder entrenar y comprobar el funcionamiento de la red neuronal se tiene que elegir
un dataset especı´fico para la aplicacio´n, en este caso la verificacio´n facial.
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Existen numerosos dataset para esta aplicacio´n como son 10k US Adult Faces Database [5],
AT & T-The Database of Faces [6], Caltech Faces [7] o MIT-CBCL face recognition database [8].
Todos ellos nos proporcionan ima´genes faciales de una gran cantidad de sujetos.
El dataset que se ha elegido para este proyecto es el dataset proporcionado, de manera li-
bre, por el MIT para estudios faciales ”MIT-CBCL face recognition database”. La eleccio´n se ha
realizado en base al taman˜o de las ima´genes (con lo que intentamos que las ima´genes sean
similares a las que se pueden obtener con la Pi Camera de la raspberry Pi) ası´ como al nu´mero
de las ima´genes de cada sujeto.
Este dataset nos proporciona 20 ima´genes de 10 sujetos. Debido a las limitaciones a la
hora del entrenamiento de la red neuronal, solo se han usado 4 sujetos. Lo que se estudiara´ a
continuacio´n serı´a escalable para un mayor nu´mero de sujetos.
Figura III.1: Sujetos estudiados en el dataset
Estos sujetos se han clasificado, de izquierda a derecha, como sujeto 1, sujeto 2, sujeto 3 y
sujeto 4.
Como podemos ver, estas ima´genes son todas del mismo taman˜o, 152x152 pı´xeles, ya que
el taman˜o de ima´genes que se usa para la red neuronal tiene que ser siempre el mismo.
En total se tienen 20 fotografı´as de cada sujeto, de las cuales se usara´n 15 para el proceso
de entrenamiento, 3 para validacio´n y 2 para un test final con el que comprobar la precision de
la red.
A la hora de saber cua´ntas ima´genes son necesarias para el entrenamiento, existe una
norma estadı´stica:
Nparametrosdelared << Nimagenesdeentrenamiento
Por lo que es fa´cil intuir que necesitamos un mayor nu´mero de ima´genes. Para ello, se usa
el proceso de data augmentation, mediante el cual se generan ima´genes artificiales usando las
ima´genes iniciales con el objetivo de aumentar el taman˜o del dataset. Este proceso consiste en
la rotacio´n progresiva, desplazamiento del centro de la imagen y obtener la imagen especular
de forma gradual entre otras te´cnicas para conseguir el nu´mero de ima´genes necesarias.
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Figura III.2: Ejemplo data augmentation
Debido a que las ima´genes en el dataset tienen distintos fondos, podemos suponer que la
red neuronal no se basara´ en datos del fondo pero para evitar la posibilidad de que se base
en el fondo, vamos modificar o preprocesar el dataset para que la red neuronal solo aprenda
las caras. Esto lo vamos a realizar mediante la bu´squeda y recorte de las caras de forma au-
toma´tica en el dataset antes de suministrar las ima´genes a la red neuronal durante el proceso
de entrenamiento.
Figura III.3: Recortar caras
Al mismo tiempo, tambie´n se ha realizado otro preprocesamiento tradicional en este tipo
de aplicaciones que es la normalizacio´n de las ima´genes.
De igual forma, una vez que la red este´ entrenada, habra´ que aplicar los mismo preproce-
samientos cuando se quiera ejecutar la red neuronal para clasificar una imagen.
3 Eleccio´n y entrenamiento de la estructura de la CNN
Una vez tenemos suficientes ima´genes, se ha pasado a entrenar diferentes redes neuronales
convolucionales con el objetivo de encontrar la mejor estructura para nuestro caso.
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En este punto tenemos dos opciones, usar una red previamente entrenada y solo entrenar
las ultimas capas o entrenar una red desde cero. La primera opcio´n es ma´s ra´pida y sencilla de
ejecutar, ya que no necesitamos calcular todos los para´metros de la red. El inconveniente de
este tipo de estructuras es que la precisio´n puede no ser tan buena como en una red entrenada
desde cero en caso de que la aplicacio´n para la que se entrenaron inicialmente no sea similar.
En caso de aplicaciones similares, la precisio´n puede llegar a ser incluso mejor que en una red
entrenada desde cero, ya que partimos de una estructura que se ha comprobado que da buenos
resultados. Por este motivo, vamos a probar con dos redes ya entrenadas usando la te´cnica de
”Transfer Learning”.
La primera red que vamos a usar es la ResNet50 [9] donde los para´metros ya esta´n entre-
nados y solo se entrenan lo de las capas posteriores que se an˜adira´n. Las capas que se han
an˜adido, las cuales si se entrenara´n, son dos capas totalmente conectadas, la primera de 512
neuronas y la segunda de 256. La u´ltima capa que se ha an˜adido es una capa totalmente conec-
tada de 4 neuronas, ya que esta capa se encargara´ de la clasificacio´n final.
La segunda red que vamos a usar es la VGGnet16 [10]. En esta estructura, al igual que
antes, las primeras capas esta´n ya previamente entrenadas y solo se han an˜adido las mismas
capas finales que en la ResNet50 para la clasificacio´n final.
Al usar redes ya entrenadas, la carga computacional es mucho menor que en el caso de
tener que entrenar una red neuronal desde cero. Gracias a esto, se ha podido realizar el pro-
ceso del entrenamiento en un ordenador con 6 GB de memoria RAM y 2GB de GPU y aun ası´
el tiempo de entrenamiento ha sido de 45 minutos en ambos casos.
A continuacio´n, se puede observar la precision obtenida con estas dos estructuras ası´ como
el nu´mero de para´metros de estas redes neuronales.
Estructura Nu´mero de para´metros Precisio´n
ResNet50 75.233.156 92.36
VGGnet16 24.417.092 84.72
Tabla III.2: Estructuras pre-entrenadas
Como se puede ver, el nu´mero de para´metros de la primera red, ResNet50, es elevado por
que se comprobara´ ma´s adelante la viabilidad de esta red sobre dispositivos de capacidades
limitadas, como es el caso de una Raspberry Pi. Con respecto a la VGGnet16 previamente en-
trenada, podemos ver como se han obtenido buenos resultados y el nu´mero de parametros es
inferior a la ResNet50 pero igualmente se debe estudiar su viabilidad ma´s adelante.
Una vez que hemos estudiado algunas redes previamente entrenadas, se ha elegido en-
trenar algunas redes desde cero, con el objetivo de intentar buscar redes con mayor precisio´n
y/o menor nu´mero de para´metros que las dos redes anteriores con el fin de facilitar su imple-
mentacio´n es dispositivos de bajas prestaciones.
El proceso de entrenamiento de una red neuronal requiere una gran potencia de ca´lculo
por lo que se suele utilizar la GPU con el fin de reducir los tiempos. Este proceso se puede
realizar en el ordenador pero existen algunas otras opciones como es el uso de plataformas en
la nube disen˜adas para el proceso de entrenamiento de redes neuronales.
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Una de estas plataformas es Google Colab, una plataforma de Google, similar a Google
Drive, disen˜ada para ejecutar co´digos que necesitan una memoria RAM superior a la que se
tiene en el propio PC o una GPU de mejores caracterı´sticas. Google Colab nos permite usar
13GB de memoria RAM del servidor de Google ası´ como nos da acceso a la GPU Tesla K80,
lo que permite reducir los tiempos de ejecucio´n a una de´cima parte, de acuerdo con los datos
proporcionados por Google [11].
En concreto se han probado seis estructuras para ser precisos. La primera estructura es la
que se explica en el artı´culo de Taigman [12], una modificacion de dicha red que hemos lla-
mado Taigman V2 a la que hemos an˜adidos ma´s capas, la estructura LeNet5 [13], VGGNet 16
[14] (igual que la red pre-entrenada que se ha estudiando anteriormente pero sin guardar los
pesos), ResNet20 [15] y una variante de esta u´ltima, que consiste en an˜adir una capa convolu-
cional de 64 filtro ma´s.
Taigman Taigman V2 ResNet20 ResNet20 aumentada
Conv 32x11x11 Conv 32x11x11 Conv 32x3x3 Conv 32x3x3
MaxPool 3x3 MaxPool 3x3 Conv 32x3x3 Conv 32x3x3
Conv 16x9x9 Conv 16x9x9 MaxPool 2x2 MaxPool 2x2
LocallyCon 16x9x9 Conv 16x9x9 Conv 64x3x3 Conv 64x3x3
LocallyCon 16x7x7 LocallyCon 16x9x9 Conv 64x3x3 Conv 64x3x3
LocallyCon 16x5x5 Dense 4096 MaxPool 2x2 Conv 64x3x3
Dense 4096 Dense 4 Dense 512 MaxPool 2x2
Dense 4 Dense 128 Dense 512
Dense 4 Dense 128
Dense 4
Tabla III.3: Estructuras para CNNs (1)
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LeNet5 VGGNet16
Conv 6x5x5 Conv 64x3x3
AverPool 2x2 Conv 64x3x3
Conv 16x5x5 MaxPool 2x2
AverPool 2x2 Conv 128x3x3
Conv 120x5x5 Conv 128x3x3
AverPool 2x2 MaxPool 2x2
Dense 84 Conv 256x3x3











Tabla III.4: Estructuras para CNNs (2)
A continuacio´n, podemos ver la evolucio´n de la precisio´n de cada una de estas estructuras.
Todas ellas se han entrenado usando el mismo nu´mero de iteraciones ası´ como el mismo con-
junto de datos de entrenamiento y test, con el fin de poder comparar los resultados de todas
estas estructuras.
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Figura III.4: Evolucio´n de la precision en conjunto de test
Figura III.5: Evolucio´n de la precision en conjunto de test (redes
pre-entrenadas)
En estas gra´ficas podemos comprobar como el nu´mero o´ptimo de iteraciones no es inde-
pendientemente de la estructura, como ya sabı´amos, ya que son completamente distintas (el
nu´mero de para´metros, nu´mero de capas, dimensiones de cada capa, etc). Por ejemplo, pode-
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mos ver que para el caso de las dos estructuras de Taigman, los resultados son muy estables
desde las primeras iteraciones por lo que el nu´mero de iteraciones no afecta en gran medida,
mientras que para otras estructuras la precisio´n varia de forma considerable de una iteracio´n
a otra, como es el caso de la estructura LeNet5, en la que hay variaciones de un 13% entre la
cuarta y la quinta iteracio´n.
Con respecto al overfitting, es decir, el caso en que la red neuronal aprende con gran pre-
cisio´n a reconocer las ima´genes del conjunto de entrenamiento, pero los fallos con el resto de
ima´genes crece en gran medida, pasa lo mismo que con la precisio´n antes estudiada.
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4 Comparacio´n de las estructuras
Los resultados obtenidos para las estructuras antes mencionadas (eligiendo para cada es-
tructura el nu´mero de iteraciones o´ptimas, siendo el mayor nu´mero posible 30 iteraciones) se
pueden ver en la tabla de resultados, ası´ como el nu´mero de para´metros de cada red. Estos
resultados se han obtenido entrenando con 500 millones de ima´genes mediante el uso de data
augmentation, para cumplir la relacio´n entre el nu´mero de para´metros dela red e ima´genes de
entrenamiento. La precisio´n se ha calculado como el porcentaje de aciertos en el conjunto de
validacio´n a lo largo del entrenamiento de la red.
Nombre de la estructura Precisio´n en conjunto de test Nu´mero de para´metros
Taigman 54.68% 569,942,340
Taigman V2 58.71% 300,433,954
ResNet20 85.37% 3,986,588
ResNet20 v2 94.51% 4,309,988
LeNet5 77.35% 3,203,688
VGGNet16 84.82% 59,459,646
ResNet50 pre-entrenada 92.36 75.233.156
VGGnet16 pre-entrenada 84.72 24.417.092
Tabla III.5: Resultados con diversas CNNs
A la vista de estas redes, se puede apreciar como las redes pre-entrenadas que se han estu-
diado tienen una precisio´n alta en comparacio´n con las redes que se han entrenado desde cero,
pero tambie´n tienen ma´s para´metros en general.
Con respecto a las redes que se han entrenado desde cero, podemos ver como para las dos
primera, los resultados obtenidos han sido muy inferiores a las otras estructuras que se han
estudiado en este proyecto. Esto puede deberse a que se necesitan ma´s ima´genes para su entre-
namiento. Pese a esto, debido a que partimos de 15 ima´genes del conjunto de entrenamiento,
no se han aumentado el nu´mero de ima´genes ya que la calidad del dataset disminuye con-
forme aumentamos el nu´mero. Debido a esto, aunque aumenta´semos el taman˜o del dataset,
los resultados no variarı´an.
Usando los criterios del menor nu´mero de para´metros posible con una alta precisio´n, se
eligio´ la estructura ResNet20 modificada ya es que la que nos proporciona unos mejores resul-
tados con nuestro dataset (94.51%) con un nu´mero de para´metros no excesivamente alto.
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Figura III.6: Matriz de confusion, ResNet20 V2
En esta tabla podemos ver los resultados obtenidos con la estructura ResNet20 modifi-
cada desglosados, con el fin de ver si las clases se clasifican igualmente bien o si hay un error
asime´trico entre las clases.
Se puede apreciar como en este caso el error no es el mismo para todas las clases, ya que a
los sujetos 1, 2 y 3 los clasifica correctamente en el 100% de los casos estudiados en el conjunto
de test, mientras que para el sujeto 4 falla en el 17.32% de los casos.
Tambie´n se ha comprobado co´mo afecta la variacio´n del nu´mero de sujetos a estudiar me-
diante la red neuronal una vez decidido cua´l es la estructura o´ptima para esta aplicacio´n entre
todas las estructuras probadas. En concreto, se ha estudiado co´mo afecta reducir el nu´mero de
sujetos siendo 3 en vez de 4.
Al reducir el nu´mero de sujetos la precisio´n ha subido levemente ya que ahora la precisio´n
es del 95.23%, como podı´amos esperar ya que al haber menos clases el clasificador tiene que
hacer un menor esfuerzo para diferenciarlas. Con respecto al tiempo de entrenamiento, no se
ha notada una gran diferencia ya que la estructura es la misma y pese a ser un sujeto menos se
han aumentado el nu´mero de ima´genes de entrenamiento de las otras clases para poder seguir
entrenando correctamente, ya que si reducimos el nu´mero total de ima´genes del conjunto de
entrenamiento ya no podrı´amos comparar los resultados.
En el caso de aumentar el nu´mero de sujetos a 5, la precision se ha mantenido como en el
primer caso, ya que se ha obtenido una precisio´n del 94.37% y el tiempo de entrenamiento no
ha variado es gran medida.
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CAPI´TULO IV
ESTUDIO EN RASPBERRY PI
Una vez se ha probado el correcto funcionamiento en un ordenador se ha pasado al estudio
sobre un dispositivo de bajo coste, Raspberry Pi 3B.
El objetivo es comprobar si se pueden obtener los mismo resultados mediante el uso de una
ca´mara (PiCamera) en vez de suministrando ima´genes previamente tomadas a la red neuronal.
Figura IV.1: Ima´genes de la ca´mara
Tras una prueba se comprobo´ que el co´digo sigue funcionando igual que en el ordenador
por lo que se paso´ al estudio del tiempo.
Estudiaremos sobre el dispositivo los tiempos de ejecucio´n de las estructuras para la CNN
que se han estudiado, con el fin de poder tener en cuenta dichos resultados a la hora de elegir
la red neuronal o´ptima para este proyecto.
De esta forma, podemos ver como los tiempos de ejecucio´n de las diferentes redes neu-
ronales estudiadas en este proyecto. En el caso de las dos primeras, al ser demasiado grandes,
el dispositivo Raspberry Pi 3 no es capaz de ejecutarlas ya que no cuenta con suficiente memo-
ria RAM para almacenar todos los para´metros. Por este motivo, estas dos estructuras se
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Tabla IV.1: Tiempos de ejecucio´n
pueden descartar para su uso independientemente de la precisio´n.
Tambie´n se quiere estudiar las limitaciones de las Raspberry Pi 3B utilizada con respecto al
taman˜o ma´ximo de la red neuronal que puede ejecutarse antes de que los tiempos de ejecucio´n
sobrepasen un tiempo lı´mite. Queremos estudiar esto ya que, si se tarda mucho en ejecutar el
co´digo, el programa no podrı´a usarse para aplicaciones en tiempo real.
Vamos a ver la tabla de datos obtenidos donde podemos comparar el nu´mero de para´metros
de una red con el tiempo de ejecucio´n, creando para ello variantes de las estructuras usadas
con un mayor/menor nu´mero de para´metros.
Figura IV.2: Tiempo de ejecucion de la CNN en el dispositivo RP
Al final, se ha podido comprobar que cuando el nu´mero de para´metros supera los 140
millones de para´metros, el dispositivo Raspberry Pi 3 no es capaz de ejecutar la CNN debido a
las limitaciones de la memoria RAM. Para redes neuronales con numero de para´metros entre
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50 millones y los 140 millones, el dispositivo es capaz de ejecutar la red neuronal pero los
tiempos de ejecucio´n son muy elevados y el dispositivo se calienta bastante.
Si lo comparamos con los tiempos de ejecucio´n en la plataforma Google Colab, donde se
tiene una RAM mucho mayor y una GPU dedicada, podemos ver co´mo afecta la eleccio´n del
dispositivo a los tiempos de ejecucio´n.
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Tabla IV.2: Tiempos de ejecucio´n en Raspberry Pi 3 y Google Colab
Podemos ver como los tiempos son mucho menores en la plataforma Google Colab, con
diferencias de tres o´rdenes de magnitud. Por lo que queda claro que para un uso o´ptimo de las
redes neuronales no solo hay que buscar la estructura adecuada, tambie´n tenemos que tener
en cuenta las limitaciones del dispositivo fı´sico sobre el que vamos a ejecutar dicha estructura.





A lo largo de este proyecto se ha podido comprobar la utilidad de las redes neuronales
convolucionales para la verificacio´n facial. Se han comparado distintas estructuras con el fin
de intentar encontrar la ma´s adecuada para este caso, pero pese a haberse encontrado una
estructura que nos proporciona muy buenos resultados, nunca podemos afirmar que sea la
o´ptima ya que hay un nu´mero infinito de posibles estructuras.
Tambie´n se ha podido comprobar como el uso de redes previamente entrenadas, usando
la te´cnica del Transfer Learning, pueden ser u´tiles para la verificacio´n facial. Se ha podido ver
que en algunos casos dan mejores resultados que redes neuronales entrenadas desde cero.
Al comparar los resultados obtenidos en un ordenador y un dispositivo de bajo coste, como
es el caso de la Raspberry Pi, se ha comprobado como la eleccio´n de la estructura no debe re-
alizarse so´lo en funcio´n de la precisio´n que nos proporciona, si no tambie´n estudiando su
aplicacio´n sobre el dispositivo, ya que puede que los tiempos de ejecucio´n sean demasiado
grandes o que, debido a los recursos del propio dispositivo, sea irrealizable dicha estructura.
Pese a esto, se han conseguido unos resultados satisfactorios ya que la precisio´n alcanzada
con la Raspberry Pi 3B ha sido del 94.51% con un tiempo de ejecucio´n de 2.32 segundos, lo
que puede que no permita su uso en tiempo real, pero si en aplicaciones que no requieran un
tiempo de ejecucio´n muy pequen˜o.
Se han estudiado dos opciones cuando se trabaja con redes neuronales, usar redes pre-
entrenadas o entrar una red neuronal desde cero. Se ha visto como, hacie´ndose de forma
adecuada, las dos opciones proporcionan buenos resultados. Las dos redes pre-entrenadas
consiguieron resultados por encima del 80%, rivalizando con el resto de estructuras que se han
entrenado desde cero con nuestra base de datos. Esto demuestra la eficacia del transfer learn-
ing pese a que en este caso se haya optado por usar una red entrenada desde cero.
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En concreto, se han conseguido todos los objetivos principales de este proyecto, que eran:
1. Buscar una estructura adecuada para la CNN y base de datos.
2. Entrenar y mejorar la CNN.
3. Implementar la red neuronal en el dispositivo Raspberry Pi.
4. Identificar las limitaciones de los dispositivos Raspberry Pi para ejecutar redes neu-
ronales.
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CAPI´TULO VI
FUTURAS MEJORAS
Como mejoras futuras, serı´a interesante volver a repetir estas pruebas con el uso de la
Raspbery Pi y un stick para aumentar sus capacidades, como puede ser el Movidius NCS, con
el objetivo de comprobar los lı´mites con dicho perife´rico, ya que se espera que los tiempos de
ejecucio´n sean menores e incluso puede que se puedan usar estructuras con un mayor nu´mero
de para´metros.
Una opcio´n para mejorar los resultados obtenidos en el dispositivo Raspberry Pi es el
uso de ”sticks” o perife´ricos disen˜ados especı´ficamente para mejorar el rendimiento del Deep
Learning en dispositivos como la Raspberry Pi con la que se esta´ trabajando.
Figura VI.1: Movidius NCS
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Uno de estos perife´ricos es el Movidius NCS, el cual an˜ade una VPU de alto rendimiento, lo
que permite acelerar el procesamiento ası´ como aumentar la memoria con lo que se puede tra-
bajar con redes neuronales con un mayor nu´mero de para´metros. Este stick esta´ disen˜ado para
mejorar el rendimiento cuando se trabaja con Deep Learning y procesamiento de ima´genes,
por lo que permite evitar trabajar en la nube, acerca´ndonos al Edge Processing.
Otra mejorar que se podrı´a an˜adir es el estudio de los propios hiperpara´metros de la red de
forma iterativa, es decir, estudiar durante el proceso de entrenamiento si la estructura (nu´mero
de capas y neuronas) es la o´ptima.
Tambie´n podrı´a disen˜arse una carcasa e imprimirla con una impresora 3D para el disposi-
tivo Raspberry Pi junto con la ca´mara y una pantalla, con el fin de tener un producto acabado
con una interfaz sencilla para los usuarios.




A Co´digo CNN ResNet20-V2
1 import numpy as np
2 import itertools
3 import keras
4 from keras import backend as K
5 from keras.optimizers import Adam
6 from keras.metrics import categorical_crossentropy
7 from keras.preprocessing.image import ImageDataGenerator
8 from keras.layers.convolutional import *
9 from matplotlib import pyplot as plt
10 from sklearn.metrics import confusion_matrix
11 from keras.utils import to_categorical
12 from keras.models import Sequential,Input,Model
13 from keras.layers import Dense, Dropout, Flatten, Activation
14 from keras.layers import Conv2D, MaxPooling2D, LocallyConnected2D
15 from keras.layers.normalization import BatchNormalization
16 from keras.layers.advanced_activations import LeakyReLU
17 import matplotlib.pyplot as plt
18 from sklearn.model_selection import train_test_split
19 from PIL import Image, ImageOps
20
21 #Obtencion del dataset
22 train_path = ’Dataset/train’
23 valid_path = ’Dataset/valid’
24 test_path = ’Dataset/test’
25
26 train_batches = ImageDataGenerator().flow_from_directory(train_path,
↪→ target_size=(152,152), classes=[’1’, ’2’,’3’,’4’], batch_size=500000000)
27 test_batches = ImageDataGenerator().flow_from_directory(test_path,
↪→ target_size=(152,152), classes=[’1’, ’2’,’3’,’4’], batch_size=10000)
28 valid_batches = ImageDataGenerator().flow_from_directory(valid_path,
↪→ target_size=(152,152), classes=[’1’, ’2’,’3’,’4’], batch_size=10730000)
29
30 imgsTrain, labelsTrain = next(train_batches)
31 imgsTest, labelsTest = next(test_batches)
32 imgsValid, labelsValid = next(valid_batches)
33
34 print(’Training data shape : ’, imgsTrain.shape, labelsTrain.shape)
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35 print(’Testing data shape : ’, imgsTest.shape, labelsTest.shape)
36 print(’Valid data shape : ’, imgsValid.shape, labelsValid.shape)
37
38 batch_size = 16
39 epochs = 30
40 num_classes = len(labelsTrain[1])
41
42 #Normalizacion
43 x_train = imgsTrain.astype(’float32’)
44 x_test = imgsTest.astype(’float32’)
45 x_valid = imgsValid.astype(’float32’)
46 x_train /= 255
47 x_test /= 255
48 x_valid /= 255
49
50 #Estructura de la CNN deeper ResNet20-V2
51 image_model = Sequential()
52 image_model.add(Conv2D(32, (3, 3), padding=’same’, input_shape=(152,152,3)))
53 image_model.add(Activation(’relu’))





59 image_model.add(Conv2D(64, (3, 3), padding=’same’))
60 image_model.add(Activation(’relu’))
61 image_model.add(Conv2D(64, (3, 3)))
62 image_model.add(Activation(’relu’))























83 test_eval = image_model.evaluate(x_test, labelsTest, verbose=1)
84 print(’Test loss:’, test_eval[0])
85 print(’Test accuracy:’, test_eval[1])
Co´digo fuente 1.1: CNN en Python
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1 import numpy as np
2 import itertools
3 import keras
4 from keras import backend as K
5 from keras.optimizers import Adam
6 from keras.metrics import categorical_crossentropy
7 from keras.preprocessing.image import ImageDataGenerator
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8 from keras.layers.convolutional import *
9 from matplotlib import pyplot as plt
10 from sklearn.metrics import confusion_matrix
11 from keras.utils import to_categorical
12 from keras.models import Sequential,Input,Model
13 from keras.layers import Dense, Dropout, Flatten, Activation
14 from keras.layers import Conv2D, MaxPooling2D, LocallyConnected2D
15 from keras.layers.normalization import BatchNormalization
16 from keras.layers.advanced_activations import LeakyReLU
17 import matplotlib.pyplot as plt
18 from sklearn.model_selection import train_test_split
19 from PIL import Image, ImageOps
20
21 #Librerias para recortar imagen
22 import dlib
23 from skimage import io
24
25 #Libreria para test
26 from keras.preprocessing import image as im
27
28 #Definimos la estructura de la CNN
29 Newmodel = Sequential()
30 Newmodel.add(Conv2D(32, (3, 3), padding=’same’, input_shape=(152,152,3)))
31 Newmodel.add(Activation(’relu’))





37 Newmodel.add(Conv2D(64, (3, 3), padding=’same’))
38 Newmodel.add(Activation(’relu’))
39 Newmodel.add(Conv2D(64, (3, 3)))
40 Newmodel.add(Activation(’relu’))




















60 #Cargamos los pesos de la CNN
61 Newmodel.load_weights(’keras_faceRecognition_CIFAR10_233_94_.h5’)
62
63 # Load image
64 img_path = "image2.jpg"




69 # Create a face detector
70 face_detector = dlib.get_frontal_face_detector()
71
72 # Run detector and get bounding boxes of the faces on image.
73 detected_faces = face_detector(image, 1)





78 # Detect faces
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79 detected_faces = detect_faces(image)
80
81 # Crop faces and plot
82 for n, face_rect in enumerate(detected_faces):
83 face = Image.fromarray(image).crop(face_rect)
84
85 #TEST
86 test_image = face
















Co´digo fuente 2.2: Clasificacion mediante CNN entrenada




1.1 Comparacio´n entre Arduino y Raspberry Pi . . . . . . . . . . . . . . . . . . . . . . 12
3.2 Estructuras pre-entrenadas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.3 Estructuras para CNNs (1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.4 Estructuras para CNNs (2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.5 Resultados con diversas CNNs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
0.1 Tiempos de ejecucio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
0.2 Tiempos de ejecucio´n en Raspberry Pi 3 y Google Colab . . . . . . . . . . . . . . . 26
Javier Me´ndez Go´mez 35
Lista de tablas




II.1 Modelo de neurona artificial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
II.2 Modelo con varias capas de neuronas artificiales . . . . . . . . . . . . . . . . . . . 5
II.3 Proceso de convolucio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
II.4 Proceso de convolucio´n con padding . . . . . . . . . . . . . . . . . . . . . . . . . . 7
II.5 AverPooling y MaxPooling 2x2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
II.6 Proceso dropout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
III.1 Sujetos estudiados en el dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
III.2 Ejemplo data augmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
III.3 Recortar caras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
III.4 Evolucio´n de la precision en conjunto de test . . . . . . . . . . . . . . . . . . . . . 18
III.5 Evolucio´n de la precision en conjunto de test (redes pre-entrenadas) . . . . . . . . 18
III.6 Matriz de confusion, ResNet20 V2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
IV.1 Ima´genes de la ca´mara . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
IV.2 Tiempo de ejecucion de la CNN en el dispositivo RP . . . . . . . . . . . . . . . . . 24
VI.1 Movidius NCS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Javier Me´ndez Go´mez 37
Lista de figuras
38 Sistema de Reconocimiento Facial basado en Redes Neuronales Convolucionales sobre el
dispositivo Raspberry Pi
Ape´ndices
Lista de co´digos fuente
1.1 CNN en Python . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2 Clasificacion mediante CNN entrenada . . . . . . . . . . . . . . . . . . . . . . . . 34
Javier Me´ndez Go´mez 39
Bibliografı´a
Bibliografı´a
[1] Apliacio´n de las redes neuronales en medicina Alberto Delgado. Universidad Nacional de
Colombia 1999.
[2] End to End Learning for Self-Driving Cars Mariusz Bojarski, Davide Del Testa, Daniel
Dworakowski, Bernhard Firner, Beat Flepp, Prasoon Goyal, Lawrence D. Jackel, Mathew
Monfort, Urs Muller, Jiakai Zhang, Xin Zhang, Jake Zhao, Karol Zieba. Cornell University
2016
[3] TensorFlow. Biblioteca desarrollada por Google para Machine Learning. Link:
https://www.tensorflow.org
[4] Keras. Biblioteca desarrollada para usar junto con TensorFlow, permitiendo un mayor
nivel de abstraccio´n. Link: https://keras.io
[5] 10k US Adult Faces Database Base de datos con 10,168 ima´genes de caras de 2,222 sujetos.
http://www.wilmabainbridge.com/facememorability2.html
[6] AT & T - The Database of Faces Base de datos con ima´genes
de caras de 40 sujetos entre abril de 1992 y abril de 1994 .
https://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
[7] Caltech Faces Base de datos con 450 ima´genes de caras de 27 sujetos.
http://www.vision.caltech.edu/html-files/archive.html
[8] MIT-CBCL Component-based Face Recognition with 3D Morphable Models, First IEEE Work-
shop on Face Processing in Video B.Weyrauch, J.Huang, B.Heisele, and V.Blanz, Washington
D.C., 2004. Credit is hereby given to the Massachusetts Institute of Technology and to the
Center for Biological and Computational Learning for providing the database of facial
images.Copyright 2003 -2005 Massachusetts Institute of Technology. All Rights Reserved.
[9] ResNet50 pre-entrenada Red neuronal convolucional ResNet50 previamente entrenada.
[10] VGGnet16 pre-entrenada Red neuronal convolucional VGGnet16 previamente entrenada.
https://github.com/fchollet/deep-learning-models
[11] Google Colaboratory. Plataforma en la nube de Google para ejecutar co´digo en Python 2 y
3. Link: https://colab.research.google.com/
[12] DeepFace, Closing the Gap to Human-Level Performance in Face Verification. Yaniv Taigman,
Ming Yang, Marc Aurelio Ranzato and Lior Wolf Menlo Park, CA, USA, 2014.
[13] Gradient-Based Learning applied to document recognition Yann LeCun, Leon Bottou, Yoshua
Bengio and Patrick Haffner. Proc. of the IEEE, November 1998.
[14] Very Deep Convolutional Networks for Large-Scale Image Recognition Karen Simonyan, An-
drew Zisserman. Cornell University, 4th of September 2014.
40 Sistema de Reconocimiento Facial basado en Redes Neuronales Convolucionales sobre el
dispositivo Raspberry Pi
Ape´ndices
[15] Deep Residual Learning for Image Recognition Kaiming He, Xiangyu Zhang, Shaoqing Ren,
Jian Sun. Cornell University, 10th of December 2015.
[16] Wide Residual Networks Sergey Zagoruyko, Nikos Komodakis. Cornell University, 23th of
May 2016.
[17] Densely Connected Convolutional Networks Gao Huang, Zhuang Liu, Laurens van der
Maaten, Kilian Q. Weinberger. Cornell University, 25th of August 2016.
[18] ImageNet Classification with Deep Convolutional Neural Networks Alex Krizhevsky, Ilya
Sutskever and Geoffrey E. Hinton. University of Toronto, 2012.
Javier Me´ndez Go´mez 41
