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考案した(Watts and Strogatz, 1998)。ネットワークには頂点間の距離をより小
さくするという大域的な統合と、隣接する頂点同士でさらに隣接する状態をよ
り多くするという局所的な分離の 2 つの相反する重要な特徴があり、これらを
各頂点が少ない繋がりで(Markov et al., 2013)どちらも満たせるネットワーク
がスモールワールドネットワークである。さらにバラバシとアルバートによる








解明されている(Albert et al., 2002、Newman, 2003)。近年では、ネットワーク
の構造がネットワークのダイナミクスに重要な影響を与える(Boccaletti et al., 
2006)ことから、複雑ネットワーク上のダイナミクスにも大きな注目が集まって
いる。複雑なダイナミクスは、ネットワークによって反映された系に情報処理






在していることが分かっており(Bassett and Bullmore, 2006; Bullmore and 
Sporns, 2010; Poli et al., 2015)、神経科学では注目されている。スモールワー
ルドトポロジーは、脳内ネットワーク上の情報処理の統合と分離のバランスを
とろうとする脳の機能について重要な役割を持っているとされ(Sporns and 
Zwi, 2004; Downes et al., 2012)、これが崩壊することが脳の病気と関係してい
るともいわれている(Fornito and Bullmore, 2015)。上でも述べた通り、スモー
ルワールドネットワークは統合と分離の両方の条件を満たすネットワークであ
る。言い換えると、スモールワールドネットワークは大域的にも局所的にも効
率的なネットワークである(Latora and Marchiori, 2001)。しかしながらある系
の機能に関係してくるのはネットワーク構造だけではなく、その構造による制




と(Lago-Fernández et al., 2000)や、一般の同一振動子の同期を促進すること


























の境界で最大になるか否か(Barnett et al., 2013; Ribeiro et al., 2008)というこ
とについて研究されてきた。本研究では、情報流の総量ではなく、情報流の構
成成分の解析に焦点を当てることが先行研究のアプローチを補完する。 








































	 無向ネットワークの場合、頂点 viを端点とする辺の数 kiを頂点 viの次数と呼
ぶ。ネットワークの総次数は、辺の両端の総数と一致するため、2Mである。次
数 k を持つ頂点の全頂点に対する割合を p(k)としたとき、各次数毎の割合の列
{p(k)}={p(0),p(1),…,p(N－1)}を次数分布という。有向ネットワークの場合、頂点 vi
が始点である辺の数を出力次数 kout、終点である辺の数を入力次数 kinと呼ぶ。
出力次数が kout、入力次数が kin であるような頂点の全頂点に対する割合を
p(kout,kin)とすると、出力次数分布は
€ 
p(kout ) = p(kout ,kin )kin∑ 、入力次数分布は
 10 
€ 
p(kin ) = p(kout ,kin )kout∑ となる。これらは、ネットワークの特徴を知る上で有用と
なる。 
	 ある無向ネットワークの 2 頂点に対し、一方からもう一方へ行くために通ら






が viの隣接点 2 つの全ての組の中に占める割合を頂点 viのクラスター係数とい
い、これを Ciとする。viの次数を kiとすると、隣接点の組は全部で ki(ki－1)/2 あ




















































loglogN (2 < γ < 3)
logN loglogN (γ = 3)






となる(Cohen and Havlin, 2003)。コンフィグモデルのクラスター係数は、 
€ 
C =

























クラスター係数を C(p)とし、p=0での L、Cの値との比 L(p)/L(0)、C(p)/C(0)の変






















できる。この Sは、スモールワールド性と呼ばれる(Humphries et al., 2008)。 
しかし、クラスター係数は局所的な統合の指標であり Crandomとの比ではその意味
合いに適しておらず、また Crandomの値は小さいため上の式では少しの違いでも大
きな影響が出る(Telesford et al., 2011)。そのため、Lはランダムグラフ、Cは



















	 ランダム閾値ネットワーク(RTN)(Rohlf and Bornholdt, 2002)は、ランダムに
接続し合う N個の頂点からなる。各頂点がとる状態は、+1、－1の 2種類のみで












x≧0 の時、sgn(x)=1 であり、それ以外は sgn(x)=0 である。wijは、頂点 j から i
への入力の重みを表す。頂点 i が頂点 j から入力を受ける場合、wij=+1、wij=-1
のどちらかに等確率でなる。入力を受けない場合は wij=0 となる。hiは頂点 i で
の閾値を表す。本論文では、全頂点で 0 とする。時間発展ルールの適用は同期
的であるとする、すなわち、全ての頂点は一斉に更新されるものとする。	 






p(kin ) = p(kout ,kin )kout∑ 、出力次数分布を
€ 














(Kürten, 1988; Rohlf and Bornholdt, 2002; Rohlf, 2008; Szejka et al., 2008)。
この臨界条件は摂動の伝播によって決定できる。ps(kin)を摂動が伝播する確率と
する。これは入力次数が kinの頂点において、1 つの入力の状態を変えた場合、




















kin p(kin )ps(kin )
kin
∞









zc = e−1κ c (1− e−1κ c ) ≈ 2.41となる。3つ目は、打ち切
りべき則分布p(k)=Ck−αe−k/βである。ただしCは規格化定数でβの値は固定する。



















∑  (7) 
また、(Gershenson, 2003)より、	 
 δt=d(x(t),y(t))−d(x(0),y(0)) (8)  
	 
図 1 ポアソン分布、指数分布、打ち切りべき則分布を入力次数分布(a)及び出力次数































クへと適用されており(Lizier et al., 2011)、本論文ではこのアプローチに従った。 
















H Xi(t +1) Xi(t)( ) = − p xi(t +1),xi(t)( ) log2 p xi(t +1) xi(t)( )
xi ( t+1),xi ( t )
∑  (9) 
と表す。p(xi(t+1),xi(t))は時刻 tに頂点 iの状態が xi(t)でありかつ時刻 t+1に xi(t+1)
である結合確率、p(xi(t+1)|xi(t))は時刻 tに xi(t)をとることが確定しているとき時
刻 t+1で xi(t+1)をとる条件付確率である。ここで、エージェントは頂点 jの現在
の状態も観測できると仮定する。頂点 jの情報も頂点 iの未来の状態の予測に統
合できる。この場合の不確かさの平均は、 
図 2	 k=3(a)及び k=4(b)におけるスモールワールドネットワークでの RTNにおける
δ の時間発展  
各結果は、ある pの値に対しWSモデルで 400通りのネットワークを作り、それぞれにお
ける 100通りの初期状態での結果を平均したものである。pの値は、p=0.001000(赤), 

















な初期状態の RTNにおいて、最初の 100ステップは無視し次の 1000ステップ
を Tj→iに含まれる確率の計算に用いる。Tj→iはネットワークトポロジーを保って




eij=Ti→j－Tj→iとする。ただし頂点 j が頂点 i の入力を受けない場合 Ti→j=0 である。






edge flowは、組み合わせ的ホッジ分解理論(Jiang et al., 2011)によって勾配流
(gradient flow)、調和流(harmonic flow)、回転流(curl flow)の 3つの要素に分解
できる。本章では、線形代数の言語でこれを概観する。 
G=(V,E)を無向グラフとする。V は頂点の有限集合、E は矢印の集合を表す。E








































⎭  (12) 
と表す。 
組み合わせ的ホッジ理論を説明するため、以下の表記を用いる。まず、 
 C0={f :V→R} (13) 
は V上の全ての実数値関数からなる実数体 R上のベクトル空間を表す。次に 
 C1={e:V×V→R|eij=−eji , eij=0 for {i,j}∉E} (14) 
は G上の全ての edge flowからなる R上のベクトル空間を表す。最後に 
 C2={t:V×V×V→R| tijk=tjki=tkij 
  =−tikj=−tkji=−tjik , tijk=0 for {i,j,k}∉T} 
(15) 
 
図 3 WS モデルによるネットワーク(N=8, k=2, p=0.1)での edge flow 及び組み合わ
せ的ホッジ理論による 3 要素への分解の一例  
数値は小数点以下 4桁までに四捨五入し、可視化のために 100倍したものである。 
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f , ʹ′ f C 0 = figii∈V∑ 、
€ 
e, ʹ′ e C 1 = eij ʹ′ e ij{ i, j}∈E∑ 、
€ 
t, ʹ′ t C 2 = tijk ʹ′ t ijk{ i, j ,k}∈T∑ とする。 
組み合わせ的勾配演算子および回転演算子とその双対を説明する。組み合わせ
的勾配演算子 grad:C0→C1は、線形写像であり、 
 grad(f)ij=fj−fi (16) 
と定義される。回転演算子 curl:C1→C2は、 




grad( f ),e C 1 = f ,grad*(e) C 0により、 
 
€ 
grad*(e)i = − eij
j s.t.{ i, j}∈E
∑  (18) 
となる。
€ 





k s.t.{ i, j ,k}∈T





 C1=Im(grad)⊕Ker(Δ1)⊕Im(curl*) (20) 
 
ここで、Δ1=curl*∘curl+grad∘grad*=curl*∘curl−grad∘divで定義される線形写像 C1→C1
は、1次元の組み合わせ的ラプラシアンである((Jiang et al., 2011)においてグラ
フヘルムホルチアンとも呼ばれている)。さらに、以下の二式が成り立つ。 
 Ker(div)=Ker(Δ1)⊕Im(curl*) (21) 










li j i j+1 > 0(j=0,…,k－1)を意味する。これは G上で循環する流れを
表している。(21)において循環流をさらに 2 つの要素に分解する。1 つは調和
流 Ker(Δ1)、もう 1つは回転流 Im(curl*)である。(22)より、任意の調和流 hは i
→j→k→i(つまり hij,hjk,hki>0)となる様な長さ 3 のループ(つまり三角形)を持たな
い。この流れは大域的循環流を表す。もう一方の回転流 c は 0 でない三角形の
ループを表し、局所的循環流を表す。 
edge flow eの大きさを L2ノルム
€ 





e 2 = g 2 + l 2 = g 2 + h 2 + c 2  (23) 
各成分の相対的強度は以下の式で計算できる。勾配比 γ=
€ 
g 2 e 2、循環比 λ=
€ 
l 2 e 2、調和比 η=
€ 
h 2 e 2、回転比 χ=
€ 









比は個別の edge flowがどの成分に偏っているかを測る参照点となる。	 
	 勾配流と回転流の要素は対応する最小二乗の最適化問題を解くことで数値計
算できる。本論文では適切な行列の疑似逆行列を計算することで勾配流と回転








e 2 = 0.411、
€ 
g 2 = 0.028、
€ 
h 2 = 0.122、
€ 
c 2 = 0.261、
€ 
l 2 = 0.383という結果が得られた。これより、各要素








































き Γ≈(N－1)/(zN)≈1/z≈0.25 となる。またこのことより、Λ=1−Γ≈0.75 となる。図
5(a)から、勾配比 γ は全ての場合でほぼ同じ値を持ち、構造的勾配比 Γ より小
















る。平均入力次数は z=4 に固定する。図 7(a)は指数αの値、図 7(b)は分布の分
散 σ2の様子を表す。期待される通り、ベータが大きくなると σ2も大きくなる。 
図 8~図 10 には、それぞれ図 4~図 6 に対応して同様の傾向が見られる。以下









循環流の相対的強さ λと構造比 Λ。(c)調和流の相対的強さ ηと構造比 Η。(d)回転流の相対




きの情報流の各要素の相対的強さと構造比。(a)勾配流の相対的強さ γ と構造比 Γ	 (b)循
環流の相対的強さ λと構造比 Λ	 (c)調和流の相対的強さ ηと構造比Η	 (d)回転流の相対的強






図 8	 入力次数分布(□印)、出力次数分布(○印)を打ち切りべき則にした時の情報流の強さ  
 






造比。(a)勾配流の相対的強さ γと構造比 Γ。(b)循環流の相対的強さ λと構造比 Λ。(c)





構造比。(a)勾配流の相対的強さ γと構造比 Γ。(b)循環流の相対的強さ λと構造比 Λ。










































の合計で表せるため、Η=0 となる。従って、回転流の次元数は edge flow の次




関数 O(1/N)までの増倍関数(1−p)3 であると知られている(Ballat and Weigt, 
2000)。線形独立な三角形の個数は三角形の個数に比例すると仮定すると、p>0
で Χ=(k−1)(1−(1−p)3)/k+O(1/N) と 予 想 で き る 。 Η に つ い て は 、
Η=1−Γ−Χ=(k−1)(1−p)3/k+O(1/N)となる。これらの予想値は小さい p>0においては




実際の値とほぼ等しい(図 12)。p=1では、三角形の個数の期待値は 4k3/3(Newman 
2010)より、予想値は Χ=4k2/(3N)とできる。N=400 より、k=3 で X=0.03、k=4
で X=0.0533…となる。 
	 図 12(a),(d)の p の中間値において勾配流の相対的強さが少し減少することが
分かる。そこでλ(=1－γ=η+χ)の値の変化を図に示す(図 13)。またこれにはスモ
ールワールド指数 ω(Telesford et al., 2011)も図示する。ω=Lr/L−C/Ccで、Lrはエ
ルデシュとレーニのランダムネットワーク(p=1)での平均距離、Ccは拡張サイク




ルワールドの領域((Telesford et al., 2011)より、境界を－0.5<ω<0.5とする)であ
る。k=3において、λが最大となる pの値はω=0となる pより p=1側に若干ず
れている。N=200においても k=3,4で同様の p=1側へのずれが存在したが、λ
の最大値を取る点は、スモールワールドの領域に含まれていた。 























































や Oshima and Odagaki(2007)は、WSモデルにおいてネットワークがランダム
になるほどホップフィールドネットワークの記憶容量が促進されることを示し
た。しかし、線虫の一種の Caenorhabditis elegans(Varshney et al., 2011)の神
経ネットワークはスモールワールドネットワークであり、完全にランダムなネ
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