Abstract-Recently, Metzner gave a parallel algorithm to identify two disagreeing pages in comparing two replicated file copies. We show that this algorithm can also identify three disagreeing pages, if one additional comparison is allowed to resolve some possible ambiguity. We also discuss the relation between the file-copy problem and the group testing problem which has been widely studied.
INTRODUCTION
IT is often desirable to keep replicated copies of large files at remote locations to prevent loss of information and to permit easy access. Active files usually require frequent updating. Metzner and Abidi [1] proposed a parity structure to provide a check that updating has been done correctly, and a mechanism for locating discrepancies when they do occur.
Let the file size be m bits. Divide the file into n units, referred to as pages, of m/n (assuming divisibility) bits each where m is much larger than n. A binary parity sequence S x , or signature, is derived from each page x. Assume that a signature is a binary s-vector. The signature S X of a set X of pages is simply the modulo two sum of the page-signatures, hence is also a binary s-vector. Let F denote the set of pages in the file, and F¢ a copy of F. Define D X = S X -S X¢ . If X consists of a single page x, we simply write D x . It is usually assumed that D k = {D X : |X| £ k} is a set of pseudorandom s-vectors. Since k is usually selected such that |D k | is much smaller than 2 s , it is reasonable to assume that elements in D k are distinct. When the number of disagreeing pages is small, it is also reasonable to assume that D X = 0 implies D x = 0 for all x OE X. Violations of these assumptions will be referred to as masking errors.
A page x is called disagreeing if D x π 0. Let D denote the set of disagreeing pages. The problem is to identify D by comparing sets of signatures, and the goal is to minimize such comparisons. An algorithm is parallel if all such comparisons are specified simultaneously, and sequential if the specification of one comparison can depend on the outcome of another. A sequential algorithm can further be classified into k-stage for k = 2, 3, º, if all comparisons can be partitioned into k stages, where comparisons in the same stage are parallel.
We We call the set of comparisons the binary representation matrix (BRM). Metzner [3] proposed a sequential algorithm and later [4] improved it with two other sequential tree algorithms. In particular, for the 2 -problem, the second algorithm in [4] is equivalent to a parallel algorithm consisting of BRM and a comparison on 0018-9340/97/$10.00 © 1997 IEEE the set of all pages. We will denote this set of 1 + N comparisons by BRM * . Barbara, Garcia-Molina and Feijoo [5] also proposed an algorithm for the 2 -problem, but their algorithm requires more comparisons.
What if the assumption of d £ 2 is found to be wrong after the BRM * is applied (say, the real problem has d = 3)? In this paper, we
show that all we need to do is do one more comparison on one page. However, the additional comparison depends on the outcomes of the BRM * , and hence the algorithm is a two-stage algorithm. We also show that the file-copy problem is related to the group testing problem which has been widely studied in the literature.
THE 3 -PROBLEM
We first show that BRM subset of {a, b, c}. Then a(b, c) is just the binary number which has a 1-bit in those comparisons whose labels contain A(B, C) . Note that the conditions given for identifying |D| = 0, 1, 2, 3 disagreeing pages are all necessary and sufficient. Therefore, when none of these conditions is met, we know |D| ≥ 4 and our underlying assumption |D| £ 3 is wrong.
GROUP TESTING
In the group testing problem, we have a set I of items each of which is either good or defective. The problem is to identify all the defective items with a minimum number of group tests. Assume By interpreting the pages as items, the disagreeing pages as the defective items, and the comparisons as the tests, the file-copy problem has a similar flavor as the extended residual group testing problem except that S is a modulo-2 sum, and the additional assumption that the masking errors are negligible. Note that the information provided by the modulo-2 sum is strictly less than the ordinary sum (but incomparable to the Boolean sum). Thus, any algorithm for the file-copy problem is an algorithm for the extended residual group testing problem if the masking errors can be ignored.
SOME CONCLUDING REMARKS
We could be more specific about the set D k . For the 2 -problem, we need to assume that elements in D 1 are distinct. For the 3 -problem, we need to assume the same for D 2 .
A referee commented that our result also "follows (but not obviously) from the concept of null combinatorics related to Theorem 1 in [7] " which he or she noted "has not been published to my knowledge; so the result in the Hwang and Wan paper is new as to published result."
We thank two referees for excellent comments.
