This article shows how statistical motion priors can be combined seamlessly with physical constraints for human motion modeling and generation. The key idea of the approach is to learn a nonlinear probabilistic force field function from prerecorded motion data with Gaussian processes and combine it with physical constraints in a probabilistic framework. In addition, we show how to effectively utilize the new model to generate a wide range of natural-looking motions that achieve the goals specified by users. Unlike previous statistical motion models, our model can generate physically realistic animations that react to external forces or changes in physical quantities of human bodies and interaction environments. We have evaluated the performance of our system by comparing against ground-truth motion data and alternative methods.
INTRODUCTION
A central goal in human motion modeling and generation is to construct a generative motion model to predict how humans move. The problem has attracted the attention of a large number of researchers because of both its theoretical and applied consequences. A generative motion model, for instance, can be used to generate realistic movement for animated human characters or constrain the solution space for modeling 3D human motion in monocular video streams. Decades of research in computer animation have explored two distinctive approaches for human motion modeling: statistical motion modeling and physics-based motion modeling. Despite the efforts, accurate modeling of human motion remains a challenging task.
Statistical motion models are often represented as a set of mathematical equations or functions that describe human motion using a finite number of parameters and their associated probability distributions. Statistical models are desirable for human motion representation because they can model any human movement as long as relevant motion data are available. A fundamental limitation is that they do not consider the dynamics that cause the motion. Therefore, they fail to predict human motion that reacts to external forces or changes in the physical quantities of human bodies and in the interaction environments. Moreover, when motion data are generalized to achieve new goals, the results are often physically implausible and thereby display noticeable visual artifacts such as unbalanced motions, foot sliding, and motion jerkiness.
Physics-based motion models could overcome the aforementioned limitations by applying physics to modeling human movements. However, physical laws alone are often insufficient to generate natural human movement because a motion can be physically correct without appearing natural. One way to address the problem is to define a global performance criterion based on either the smoothness of the movement or the minimization of needed controls or control rates (e.g., minimal muscle usage). These heuristics show promise for highly dynamic motions, but it remains challenging to model low-energy motion or highly stylized human actions. In addition, it is unclear if a single global performance objective such as minimal torque is appropriate to model heterogeneous human actions such as running→walking→jumping.
In this article, we show how statistical modeling techniques can be combined with physics-based modeling techniques to address the limitations of both techniques. Physical motion models and statistical motion models are complementary to each other as they capture different aspects of human movements. On the one hand, physical models can utilize statistical priors to constrain the motion to lie in the space of natural appearance and more significantly, learn an appropriate performance criterion to model natural-looking human actions. On the other hand, statistical motion models can rely on physical constraints to generate physically correct human motion that reacts to external forces, satisfies friction limit constraints, and respects physical quantities of human bodies or interaction environments. By accounting for physical constraints and statistical priors simultaneously, we not only instill physical realism into statistical motion models but also extend physics-based modeling to a wide variety of human actions such as stylized walking.
The key idea of our motion modeling process is to learn nonlinear probabilistic force field functions from prerecorded motion data with Gaussian Process (GP) models and combine them with physical constraints in a probabilistic framework. In our formulation, a force field function u = g(q,q) maps kinematic states (joint poses q and joint velocitiesq) to generalized forces (u). We demonstrate the power and effectiveness of our motion model in constraint-based motion generation. We show that we can create a natural-looking animation that reacts to changes in physical parameters such as masses or inertias of human bodies and friction properties of environments (Figure 1(a) ) or external forces such as resistance forces (Figure 1(b) ). In addition, we show that a single physically valid statistical model is sufficient to create physically realistic animation for a wide range of style variations within a particular human action such as "sneaky" walking ( Figure 1(c) ) or transitions between heterogeneous human actions such as running→walking→jumping (Figure 1(d) ). We evaluate the performance of our model by comparing with ground-truth data as well as alternative techniques.
BACKGROUND
We introduce a physically valid statistical motion model that combines physical laws and statistical motion priors and use it to create physically realistic animation that achieves the goals specified by the user. Therefore, we will focus our discussion on statistical motion modeling and physics-based motion modeling as well as their applications in constraint-based motion synthesis.
Statistical models are desirable for human motion modeling and synthesis because they are often compact and can be used to generate human motions that are not in prerecorded motion data. Thus far, a wide variety of statistical motion models have been developed; their applications include inverse kinematics [Grochow et al. 2004; Chai and Hodgins 2005] , human motion synthesis and editing [Li et al. 2002; Chai and Hodgins 2007; Lau et al. 2009; Min et al. 2009 ], human motion style interpolation and transfer [Brand and Hertzmann 2000; Ikemoto et al. 2009; Min et al. 2010] , and so forth. Nonetheless, the motions generated by statistical motion models are often physically invalid because existing statistical motion models do not consider the forces that cause the motion. Another limitation is that they do not react to perturbations (e.g., external forces) or changes in physical quantities such as masses and inertias of human bodies.
Physics-based motion models could overcome the limitations of statistical motion models by applying physics to modeling human movement. However, physics-based motion modeling is a mathematically ill-posed problem because there are many ways to adjust a motion so that physical laws are satisfied, and yet only a subset of motions are natural-looking. One way to address this limitation is by adopting the "minimal principle" strategy, which was first introduced to the graphics community by Witkin and Kass [1988] . They postulated that an individual would determine a movement in such a way as to reduce the total muscular effort to a minimum, subject to certain constraints. Therefore, a major challenge in physics-based motion modeling is how to define an appropriate performance criterion for the "minimal principle." Decades of research in computer animation (e.g., Witkin and Kass [1988] , Cohen [1992] , Liu et al. [1994] , Fang and Pollard [2003] ) introduced numerous performance criteria for human motion modeling, for example, minimal energy, minimal torque, minimal jerk, minimal joint momentum, minimal joint acceleration, or minimal torque change. These heuristics show promise for highly dynamic motions, but it remains very difficult to model low-energy motions and highly stylized human movements.
A number of researchers have recently explored the potential of using prerecorded motion data to improve physics-based optimization methods, including editing motion data with the help of simplified physical models [Popović and Witkin 1999] , initializing optimization with reference motion data [Sulejmanpasic and Popović 2005] , learning parameters of motion styles from prerecorded motion data [Liu et al. 2005] , and reducing the search space for physicsbased optimization [Safonova et al. 2004; Ye and Liu 2008] . Similar to these methods, our system utilizes both motion data and physics for human motion analysis and generation, but there are two important distinctions. First, we rely on statistical motion models rather than a predefined global performance objective (e.g., minimal muscle usage) to reduce the ambiguity of physics-based modeling. This enables us to extend physics-based modeling to stylistic human motions such as "sneaky walking." Another attraction of our model is that it learns the mapping from the kinematic states to generalized forces using Gaussian process models. Unlike reference trajectories or linear subspace models adopted in previous work, GP models are capable of modeling both stylistic variations within a particular human action and heterogeneous human behaviors.
Our research draws inspiration from the large body of literature on developing control strategies for physics-based simulation. In particular, our nonlinear probabilistic force field functions are conceptually similar to control strategies used for physics-based simulation because both representations aim to map kinematic states to driving forces. Thus far, researchers in physics-based simulation have explored two approaches for control design, including manually designed control strategies (e.g., Hodgins et al. [1995] ) and tracking a reference trajectory while maintaining balance [Zordan and Hodgins 2002; Sok et al. 2007; Yin et al. 2007; da Silva et al. 2008; Muico et al. 2009 ]. However, our approach is different in that we automatically learn nonlinear probabilistic mapping functions from large sets of motion data. In addition, our goal is different because we aim to generate a desired animation that matches user constraints. Physics-based simulation approaches are not appropriate for our task because forward simulation techniques often do not provide accurate control over simulated motions.
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Our approach uses a Gaussian process to model a nonlinear probabilistic function that maps from kinematic states to generalized forces. GP and its invariants (e.g., GPLVM) have recently been applied to modeling kinematic motion for many problems in computer animation, including nonlinear dimensionality reduction for human poses [Grochow et al. 2004] , motion interpolation [Mukai and Kuriyama 2005] , motion editing [Ikemoto et al. 2009] , and motion synthesis [Ye and Liu 2010] . In particular, Ikemoto and her colleagues [2009] learned the kinematic mapping from pose information of the source motion to pose and acceleration information of the target motion and applied them to transferring a new source motion into a target motion. Ye and Liu [2010] used GPLVM to construct a second-order dynamic model for human kinematic data and used them to synthesize kinematic walking motion after a perturbation. Our approach is different in that we focus on modeling the relationship between kinematic data and generalized forces rather than kinematic motion data itself.
OVERVIEW
We construct a physically valid statistical model that leverages both physical constraints and statistical motion priors and utilize it to generate physically realistic human motion that achieves the goals specified by the user.
Physics-based dynamics modeling. Our motion model considers both Newtonian dynamics and contact mechanics for a full-body human figure. Therefore, we describe the Newtonian dynamics equations for full-body movement and Coulomb's friction model for computing the forces caused by the friction between the character and the interaction environment (Section 4).
Force field function modeling. We automatically extract force field priors from prerecorded motion data (Section 5). Our force field priors are represented by a nonlinear probabilistic function u = g(q,q) that maps the kinematic states (q,q) to the generalized forces u. To achieve this goal, we precompute the generalized forces u from prerecorded kinematic motion data and apply a Gaussian process to modeling the force field priors embedded in training data.
Motion modeling and synthesis. We show how to combine force field priors with physics-based dynamics models seamlessly in a probabilistic framework and how to use the new motion model to generate physically realistic animation that matches user-defined constraints (Section 6). We formulate the constraint-based motion synthesis problem in a Maximum A Posteriori (MAP) framework and introduce an efficient gradient-based optimization algorithm to find an optimal solution.
PHYSICS-BASED DYNAMICS MODELS
Our dynamics models approximate human motion with a set of rigid body segments. We describe a full-body character pose with a set of independent joint coordinates q ∈ R 48 , including absolute root position and orientation, and the relative joint angles of 18 joints. These joints are the head, thorax, upper neck, lower neck, upper back, lower back, left and right humerus, radius, wrist, femur, tibia, and metatarsal.
Newtonian dynamics. The Newtonian dynamics equations for full-body movement can be described using the following equation [Jazar 2007 ]:
where q,q, andq represent the joint angle poses, joint velocities, and joint accelerations, respectively. The quantities M(q), C(q,q), and h(q) are the joint space inertia matrix, centrifugal/Coriolis, and gravitational forces, respectively. The vectors τ , f c , and f e represent joint torques, contact forces, and external forces, respectively. The vector u represent the generalized forces, which can be either calculated from kinematic data or resultant forces of join torques, contact forces, and external forces. Human muscles generate torques about each joint, leaving global position and orientation of the body as unactuated joint coordinates. As a result, the movement of the global position and orientation is completely determined by contact forces f c and external forces f e . Contact mechanics. During ground contact, the feet can only push but not pull on the ground. To keep the body balanced, contact forces should not require an unreasonable amount of friction and the center of pressure must fall within the support polygon of the feet. We use Coulomb's friction model to compute the forces caused by the friction between the character and the environment. A friction cone is defined to be the range of possible forces satisfying Coulomb's function model for an object at rest.
We ensure the contact forces stay within a basis that approximates the cones with nonnegative basis coefficients. We model the contact between two surfaces with multiple contact points m = 1, . . . , M. As a result, we can represent the contact forces f c as a function of the joint angle poses and nonnegative basis coefficients [Pollard and Reitsma 2001; Liu et al. 2005] :
where the matrix B m is a 3 × 4 matrix consisting of 4 basis vectors that approximately span the friction cone for the m-th contact force. The 4 × 1 vector e λm represents nonnegative basis weights for the m-th contact force. The contact force Jacobian J m (q) maps the instantaneous generalized joint velocities to the instantaneous world space cartesian velocities at the m-th contact point under the joint pose q. Note that we remove the nonnegative coefficients constraints by representing the basis weights with exponential functions.
Enforcing Newtonian dynamics equations and friction limit constraints would allow us to generate physically correct motion that satisfies friction limit constraints. However, physical constraints alone are insufficient to model natural-looking human movement because a motion can be physically correct without appearing natural. In the next section, we discuss how to learn force field functions from prerecorded motion data to constrain the human motion to lie in the space of natural appearance.
FORCE FIELD FUNCTION MODELING
Our system automatically extracts force field priors embedded in prerecorded motion data. Our idea of force field modeling is motivated by recent findings in neuroscience [D'Avella et al. 2006; Bizzi et al. 2008] , which reveal that the complex spatiotemporal characteristics of the muscle patterns for particular actions can be modeled by a weighted combination of a small number of force fields. We generalize this concept by learning a nonlinear probabilistic force field u = g(q,q), which maps kinematic states (q,q) to generalized forces u. Given an initial kinematic state (q 1 ,q 1 ) of a human figure, a force field can predict how humans move by sequentially advancing a Newtonian dynamics model over time.
Motion Data Preprocessing
Constructing force field priors from motion capture data, however, is difficult because current motion capture technologies cannot directly measure generalized forces. Our solution is to compute generalized forces from prerecorded kinematic poses using the following Newtonian dynamics equation:
where the vector q represents prerecorded joint poses. The joint velocitiesq are computed as a backward difference between current and previous frames. The joint accelerationsq are computed as a central difference between previous frames, current frames, and next frames. We have observed that the generalized forces computed from kinematic motion data are often very noisy because they are related to second derivatives of kinematic poses (see Figure 2) .We thus preprocess generalized force data as well as joint poses and velocities using physics-based trajectory optimization techniques. Our approach follows the space-time formulation in computer graphics literature [Witkin and Kass 1988; Cohen 1992] . Briefly, we minimize the deviation from prerecorded kinematic motion data as well as the sum of the squared torques. This optimization is subject to foot-ground contact constraints, friction limit constraints, and the discretization of physics constraints determined by a finite difference scheme. Figure 2 shows the joint poses, joint velocities, and generalized forces before and after the preprocessing step. After motion data preprocessing, we have training datasets consisting of kinematic motion data [q n ,q n ], n = 1, . . . , N and their corresponding generalized force data u n , n = 1, . . . , N. Our next task is to learn force field priors from the training datasets.
GP Modeling of Force Fields
A force field is a nonlinear probabilistic function u = g(q,q) that maps the kinematic state (q,q) to the generalized forces u. We propose to use Gaussian process model to construct a force field from the training datasets. We choose GP model because it can efficiently model the nonlinear property of the force fields and its learning process involves very few manual tuning parameters.
More specifically, our GP model learns a nonlinear probabilistic function that predicts the generalized forces based on the joint pose and joint velocity (for details, see Appendix):
where both means and covariance matrices are functions of kinematic states [q,q] . In our implementation, we represent the root translations in the ground plane and the rotations about the up axis at the current frame with respect to the root coordinate system at the previous frame in order to eliminate the effect of absolute positions in the ground plane and the rotations about the up axis. In practice, human motion is highly coordinated, the number of dimensions of joint poses, joint velocities, or generalized forces is often much lower than the number of dimensions of the character's poses. We therefore apply principal component analysis techniques to reducing the dimensionality of both kinematic data [q n ,q n ] and generalized force data u n and employ a Gaussian process to model the force fields in reduced subspaces. We automatically determine the dimensions of subspaces by keeping 95% of the original energy. Subspace learning not only reduces the memory space for GP modeling but also significantly speeds up the learning and evaluation process of GP models.
Figure 3(a) visualizes the force fields computed from a prerecorded walking database, which includes a wide variety of walking variations such as step sizes, turning angles, walking speeds, and walking slopes. To simplify the visualization, we only show the top two eigen-vectors for the kinematic states (q,q) as well as the generalized forces u. Given an initial state (q 1 ,q 1 ), the learned force field priors pr(u|q,q) can produce a physically realistic motion sequence by sequentially advancing a Newtonian dynamics model over time (Figure 3(b) and Figure 3(c) ).
HUMAN MOTION MODELING AND SYNTHESIS
We now discuss how to combine force field priors with physicsbased dynamics models in a probabilistic framework and how to apply the proposed framework to generating physically realistic human motion that achieves the goals specified by the user.
Combining Physics with Statistical Priors
We introduce a probabilistic motion model to model how humans move. Let pr(x) represent a probabilistic model of human motion x = {(q
pr init pr forcefield pr physics where the first term pr init represents the probabilistic density function of the initial kinematic pose and velocity. In our experiment, we model the initial kinematic priors pr init with Gaussian mixture models. The second term pr forcefield represents the force field priors described in Eq. (4). The third term pr physics measures how well the generated motion satisfies the physical constraints. In order to evaluate the third term pr physics , we first use backward difference to compute joint velocities and use central difference to compute joint accelerations. Based on the dynamics equation defined in Eq. (1), the joint pose, joint velocities, and generalized forces in the current step should completely determine the joint accelerations in the current step. Therefore, the joint pose and velocity in the next frame are also fully determined due to finite difference approximation.
Mathematically, we have the following.
In practice, as noted by other researchers [Sok et al. 2007; Muico et al. 2009 ], dynamics models adopted in physics-based modeling are often inconsistent with observed data because of simplified dynamics/contact models, discretization of physics constraints, and approximate modeling of physical quantities of human bodies such as masses and inertias. Accordingly, dynamics equations are often not satisfied precisely. In our formulation, we assume Newtonian dynamics equations are disturbed by Gaussian noise of a standard deviation of σ physics :
where the standard deviation σ physics shows our confidence of physics-based dynamics models. If the standard deviation is small, then the Gaussian probability distribution has a narrow peak, indicating high confidence in the physical constraints; similarly, a large standard deviation indicates low confidence. Such a motion model would allow us to generate an infinite number of physically realistic motion instances. In particular, we can sample the initial prior distribution pr init to obtain an initial state for joint poses and velocities and sequentially predict joint torques using the force field priors pr forcefield to advance the Newtonian dynamics model pr physics over time. More importantly, we can employ the motion model pr(x) to generate physically realistic animation x that best matches the user's input c.
Constraint-Based Motion Synthesis
We formulate the constraint-based motion synthesis problem in a Maximum A Posteriori (MAP) framework by estimating the most likely motion x from the user's input c.
arg max x pr(x|c) = arg max x pr(c|x)pr (x) pr(c)
In our implementation, we minimize the negative logarithm of the posteriori probability density function pr(x|c), yielding the following energy minimization problem:
where the first term E c is the likelihood function measuring how well the generated motion x matches the input constraints c. Similar to Chai and Hodgins [2007] , the system allows the user to specify various forms of kinematic constraints throughout the motion or at isolated points in the motion. Typically, the user can define a sparse set of key frames as well as contact constraints to generate a desired animation. The user could also specify a small number of key trajectories to control fine details of a particular human action such as stylized walking. The second term E prior is the prior distribution function defined by our physically valid statistical model in Eq. (5). The motion synthesis problem can now be solved by nonlinear optimization methods. Given a sparse set of constraints c, the optimization computes joint poses, joint torques, and contact forces by minimizing the following objective function:
where E init , E forcefield , and E physics are the negative log of pr init , pr forcefield , and pr physics , respectively. In our experiment, we set the weights for E c , E init , E forcefield , and E physics to 1000, 1, 1, and 100, respectively. 1 We choose a very large weight for the constraint term because we want to ensure the generated motion can match user constraints accurately. The weight for the physical term is much larger than the statistical prior term because physical correctness has a higher priority than statistical consistency in our system.
Thus far, we have not discussed how to incorporate the learned force field priors into the motion optimization framework. Note that in the force field modeling step, we performed dimensionality reduction analysis on both kinematic data and generalized joint torques and learned the force field priors in reduced subspaces. One possible solution to incorporating the force field priors is to perform the optimization in the reduced subspaces. We have implemented this idea and found that performing the optimization in the subspaces can hurt the generalization ability of our model and often cannot match user-specified constraints accurately. To avoid this issue, we choose to perform the optimization in the original configuration space while imposing "soft" subspace constraints on both kinematic states and generalized forces.
Let B u and B s denote the subspace matrices for generalized forces u and kinematic states s = [q T ,q T ] T , respectively. We reformulate the force field priors as follows:
where the first term represents the force field priors in reduced subspaces. The second and third terms impose the "soft" subspace constraints for kinematic states and generalized forces, penalizing them as they deviate from the subspace representations. In our experiment, we set the weights α 1 and α 2 to 10 and 10, respectively.
The combined motion models are desirable for human motion generation because they measure both statistical consistency and physical correctness of the motion. With the physical term, our model can react to changes in physical parameters. For example, when a character is pushed by an external force, for example, elastic forces in resistance running, the external force in the physics term E physics (see Eq. (7)) will force the system to modify kinematic motion and joint torques as well as contact forces in order to satisfy Newtonian dynamics and contact mechanics. However, without 1 Note that the weight for the physics term (ω 4 ) corresponds to force field priors, the modified motion could be unnatural because there are many ways to adjust a motion so that physical laws are satisfied, and yet only a subset of motions are natural-looking. With force field priors, our system pushes the modified motions towards regions of high probability density in order to be consistent with force field priors.
IMPLEMENTATION DETAILS
Here we briefly discuss implementation details of our system. Data preprocessing. We used three different motion databases in our experiments, including walking (5227 frames), stylized walking (7840 frames), and locomotion databases (4571 frames). We preprocessed the prerecorded motion data using space-time optimization (Section 5.1). The computational time for each dataset is reported in Table II. GP learning. To speed up the learning and evaluation process of GP models, we applied PCA to reduce the dimensionality of training data and learned the GP model in a reduced subspace. We automatically determined the dimension of the subspace by preserving 95% of the original energy. The dimensions of the kinematic states ([q t ,q t ]) in three databases were 19, 22, and 19, respectively. The dimensions of the generalized forces (u) were 8, 10, and 7, respectively. We adopted sparse approximation strategies for Gaussian process modeling [Quinonero-Candela and Rasmussen 2005] . The GP learning times spent on the three training databases were 40 minutes, 66 minutes, and 47 minutes, respectively.
Motion optimization. We follow a standard approach of representing q t and τ t using cubic B-splines. We solved the optimization problem using Sequential Quadratic Programming (SQP) [Bazaraa et al. 1993] , where each iteration solves a quadratic programming subproblem. We implemented the system with C++/Matlab and conducted the optimization with the Matlab optimization toolbox. Each optimization often took from ten to thirty minutes to converge without code optimization (for details, see Table I ). All the experiments were run on a 2.5 GHz dual core computer with 3GB of RAM.
Initialization. The performance of our optimization algorithm highly depends on the initialization of the optimization. To obtain a good initial guess for joint poses q t , t = 1, . . . , T , we dropped the physical term E physics in the objective function and used the remaining objective functions to optimize the joint poses across the entire motion sequence. We evaluated the force field term with respect to joint poses because we can calculate current generalized forces using current joint poses, velocities, and accelerations as shown in Eq. (3). With the initialized joint poses q t 0 , t = 1, . . . , T , we dropped the constraint term as well as the initial prior term, and optimized the joint torques τ as well as contact forces λ using the force field prior term and the physics term. In this step, we evaluated the force field priors in terms of joint torques and contact forces:
. Each initialization step often took from less than thirty seconds to converge (for details, see Table I ).
EXPERIMENTS
This section demonstrates the benefits of combining physical constraints and statistical motion priors for human motion generation. In addition, we evaluate the performance of our algorithm by comparing with ground-truth data and results obtained by alternative methods. The details for our experiments are summarized in Table I . For each example in our experiments, we reported the total number of animation frames, the types and number of animation constraints, and the computational times spend on the initialization and motion synthesis step.
The Benefits of Physical Constraints
The incorporation of physics into probabilistic motion models significantly improves the generalizability of statistical motion models. This experiment shows that the system can generate physically realistic motion that reacts to changes in physical quantities of human bodies and interaction environments, a capability that has not been demonstrated in previous statistical motion models.
Heavy foot. Our system can react to changes in physical quantities such as masses and inertias of human bodies. For example, we changed the mass of the character by simulating a character wearing a 2.5 kilogram shoe. The accompanying video shows that the simulated character maintained balance by adapting the gait and leaning the body to the right side in order to offset the additional weight caused by the left shoe. Figure 4 shows sample frames for walking with a heavy foot.
Resistance running. In this example, the user specified the start and end poses as well as foot contacts to create an animation for resistance running (Figure 1(b) ). The resistance forces were determined by Hooke's law of elasticity, ranging from zero to 450N.
We observed that the character moved the upper body forward in order to offset the effect of resistance force.
Walking on slippery surfaces. We can generate an animation that reacts to changes in friction properties of environments. In the accompanying video, we show a simulated character walking on a slippery surface by reducing the friction coefficient to 0.05.
Moon walking. We can edit an animation by changing the gravity of interaction environments. For example, we generated "moon" walking by setting gravity at 1.62 m/s 2 .
The Benefits of Statistical Motion Priors
This experiment shows that we can extend physics-based modeling techniques to stylized walking, detailed walking variations, and heterogeneous human actions with the help of statistical motion priors. Such actions are often difficult or even impossible to generate with previous physics-based modeling techniques. Stylized walking. Our approach can generate physically realistic animation for highly stylized human actions. The training data sets for stylized walking include normal walking and ten distinct walking styles. The system constructed a single motion model from the training datasets and used it to generate various forms of stylized walking such as "sneaky" walking and "proud" walking (Figure 1(c) ). In addition to keyframes and foot contact constraints, the user specified a sparse number of key trajectories in order to control the fine details of stylized walking.
Walking variations. We tested the effectiveness of our algorithm for modeling a wide range of walking variations. We learned a single generative model from a "walking" database and used it to generate a long walking sequence. The synthesized motion displayed a wide variety of walking variations such as walking along a straight line, walking with a sharp turn, walking with a big step, walking on a slope, climbing over an obstacle, and transitionings between different walking examples ( Figure 5 ).Because of memory restrictions, we synthesized the whole motion sequence by sequentially computing each example from sparse constraints and stitching them into a long motion sequence. For each example, the user specified the start and end poses of the generated motion as well as foot contact constraints throughout the whole motion sequence.
Heterogeneous actions. We tested the effectiveness of the physically valid statistical model on heterogeneous human actions. We learned a single generative model from a locomotion database and used it to create a long animation sequence consisting of walking, running, jumping, and stopping, as well as their transitions (Figure 1(d) ).
Evaluation and Comparisons
We assessed the quality of the generated motions by comparing with ground-truth data. We also evaluated the importance of force field priors and physical constraints for human motion generation. without the physics term. Note that with the physics term, the simulated character reacts to external elastic forces by leaning the body forward to compensate for the resistance forces. Note that "yellow" characters are the starting and ending keyframes used for motion generation; foot contact constraints as shown in green.
Comparison against ground-truth data. We evaluated the performance of our algorithm via cross-validation techniques. More specifically, we pulled out a testing sequence in the training data, used it to extract the start and end poses and foot contact constraints, and applied the synthesis algorithm to generate motion that matches the "simulated" constraints. The accompanying video shows a side-by-side comparison between the ground-truth motion and the synthesized motion. We have observed that the generated motions achieve similar quality to the ground-truth motion data.
The importance of force field priors. This comparison shows the importance of force field priors for human motion generation. We compared our system with standard physics-based optimization techniques [Witkin and Kass 1988] by dropping off both force field priors term E forcefield and initialization term E init in the objective function defined in Eq. (10). For a fair comparison, we added the minimal sum of squared joint torques into the objective function because optimizing the motion with the remaining terms (E c and E physics ) is ambiguous; there are an infinite number of physically correct motions that satisfy user constraints. We also included joint torque limits into the optimization. Without the force field priors, the "sneaky" walking appears ballistic because the "minimal torque principle" is not suitable for stylized low-energy motion. With the force field priors, our system can successfully generate physically realistic stylized walking motion.
The importance of the physics term. This experiment demonstrates the importance of physical constraints to our motion model. We dropped off the physics term in the objective function and used the remaining terms to optimize the joint poses across the entire motion sequence. The accompanying video shows a side-by-side comparison for animating the "resistance running." With the physics term, the character reacted appropriately to external elastic forces by leaning the body forward to compensate for the resistance forces (Figure 6(a) ).As expected, the character did not respond to external forces without the physics term (Figure 6(b) ).
Comparison against subspace optimization. We computed the eigen-poses using the same set of training data and performed physics-based optimization in a reduced eigen-space similar to Safonova and her colleagues [2004] . The testing example was running→walking→jumping. Unlike Safonova and her colleagues [2004] , we did not manually select training data to construct a reduced subspace for human poses. Instead, we used the entire locomotion database (4571 frames), which includes normal walking, running, and jumping. We automatically determined the dimension of the subspace (11 dimensions) by preserving 95% of energy of the training data.
To implement the subspace optimization algorithm, we formulated the problem in the space-time framework and optimized the motion in the reduced subspace. Briefly, we minimized the sum of squared torques and smoothness of the root and joint angle trajectories over time. We also added a regularization term to penalize the deviation of eigen coefficients from zero. This optimization was also subject to foot-ground contact constraints, friction limit constraints, and the discretization of physics constraints determined by a finite difference scheme. Unlike Safonova and her colleagues [2004] , we did not incorporate inverse kinematics as part of optimization in our implementation.
We evaluated the performance of the subspace optimization technique using the same set of animation constraints, including the start and end poses as well as trajectories of the head and two feet. The accompanying video shows that subspace optimization produces uncoordinated human movements. For example, the walking character did not swing the right arm properly and the walking gait appeared very stiff. This indicates that a global subspace model for kinematic poses is not sufficient to model heterogeneous human actions. We have also observed that the motions generated by subspace methods often cannot accurately match the trajectory and contact constraints specified by the user; this might be due to compression errors caused by reduced subspace representation. In contrast, the GP-based statistical motion priors can accurately model spatialtemporal patterns in heterogeneous human actions and allow for generating physically realistic animation that matches user-defined constraints.
DISCUSSION AND FUTURE WORK
We introduce a statistical motion model for human motion analysis and generation. Our model combines the powers of physics-based motion modeling and statistical motion modeling. We have demonstrated the effectiveness of the new model by generating a wide variety of physically realistic motions that achieve the goals specified by users.
The incorporation of physical constraints into statistical motion models ensures generalized motions are physically plausible, thereby removing noticeable visual artifacts (e.g., unbalanced motions and motion jerkiness) in an output animation. Moreover, it enables us to create motions that react to changes in physical parameters. In our experiments, we have shown that the system can generate new motions such as "resistance running," "moon walking," "walking on slippery surfaces," and "walking with a heavy foot," a capability that has never been demonstrated in any previous statistical motion synthesis methods.
Meanwhile, the use of force field priors for human motion modeling not only ensures that generated motions are natural looking but also extends physically-based modeling techniques to stylized and heterogeneous human actions. For example, we have constructed a single generative model for modeling a wide variety of physically realistic walking variations such as normal walking, walking with a sharp turn, walking on a slope, walking with a big step, and climbing over an obstacle. We have also shown that the system can generate physically realistic motion for stylized walking such as sneaky walking and for heterogeneous human actions such as running→walking→jumping. Such actions are often difficult or even impossible to be synthesized by previous physics-based motion models.
We model the force field priors using Gaussian process models because GP can efficiently capture nonlinear properties of the force fields and its learning process involves very few manual tuning parameters. However, a Gaussian process needs to retain all of the training data to make predictions and therefore its computational demands grow as the square and cube, respectively, of the number of training examples. The sparse approximation strategy works well for the current size of training datasets (less than 8,000 frames) but might not scale up for use in very large datasets. One possibility is to learn a probabilistic regression function for force fields using parametric statistical analysis techniques such as the mixture of experts model [Jacobs et al. 1991] or its variants [Jordan 1994 ]. Another limitation of our system is that it cannot generate a motion that is very different from motion examples because our approach is data-driven. In addition, the system is still unable to handle arbitrary external forces because the force field priors prevent the generated motion from moving away from prerecorded motion data. We choose to model the force field priors based on generalized forces rather than joint torques because we can conveniently compute the generalized forces from current kinematic motion capture databases (e.g., the CMU online mocap database 2 ). However, the learned force field priors can only predict resultant forces of join torques and contact forces. If both joint torque data and contact force data are available, we could construct more accurate force field priors that explicitly predict joint torques or contact forces. In the future, we plan to measure ground reaction forces with force plates and use them along with the captured kinematic motion data to compute joint torques via inverse dynamics techniques.
We formulate the constraint-based motion synthesis problem in a space-time optimization framework. However, the optimization problem is high-dimensional and highly nonlinear; it might be subject to local minima. We found that the initialization process is critical to the success of our optimization. It not only speeds up the optimization process but also alleviates the local minimum problem. For a long sequence of animation (e.g., Figure 5 ), we need to decompose the entire optimization into a number of space-time windows, over which subproblems can be formulated and solved using efficient nonlinear optimization techniques. In the future, we plan to explore alternative techniques to address the local minimum problem. One possibility is the employment of a Markov Chain Monte Carlo (MCMC), which comes to its solutions by efficiently drawing samples from the posterior distribution, using a Markov chain based on the Metropolis-Hastings algorithm.
Similar to other constraint-based animation systems, our system requires the user to specify a sparse number of constraints, for example, keyframes and contact constraints, to generate a desired animation. However, specifying such constraints, particularly trajectory constraints and contact constraints, is not trivial for a novice user. In our experiment, we created the 3D key frames by using our homegrown data-driven inverse kinematic system [Wei and Chai 2010a] . Trajectory and contact constraints were either directly modified from reference motion data or rotoscoped from video streams similar to the technique described by Wei and Chai [2010b] . In the future, we are interested in extending our system to searching the positions and timings of contact events as part of the optimization variables, thereby avoiding the necessity of contact constraints required for constraint-based motion synthesis.
APPENDIX A. GAUSSIAN PROCESSES
Gaussian Processes (GP) are a powerful, nonparametric tool for regression in high-dimensional space. A GP can be thought of as a "Gaussian over functions." Here, we briefly discuss the basic concept of Gaussian processes.
Let D = {(y n , z n )|n = 1, . . . , N} be the training set. For our application, we have y = [q,q] and z = u. The goal of Gaussian processes is to learn a regression function f (·) that finds the predictive output z * using a testing input y * . We assume both training and testing data points are drawn from the following noisy process:
where y n is an input vector in R d and z n is a scalar output in R. The noise term is drawn from N (0, σ 2 ). For convenience, the inputs are stacked into a d × N matrix Y = [y 1 , y 2 , . . . , y N ] and the outputs are stacked into a N -dimensional vector z = [z 1 , z 2 , . . . , z N ].
The joint distribution over the noisy output z given inputs Y is a zero-mean Gaussian, and has the form
where K(Y, Y ) is the kernel matrix with elements K ij = k(y i , y j ). The kernel function, k(y, y ), is a measure of the "closeness" between inputs. The term σ 2 n I introduces Gaussian noise and plays a similar role to that of in Eq. (12).
Given a set of test inputs Y * , one would like to find the predictive output z * . The noisy training outputs z and the test output z * are jointly Gaussian. 
Since z is known, this Gaussian can be conditioned on z to obtain the predictive distribution for z * :
