Abstract-In this paper we investigate the possibilities of narrowband FSK detection using a superregenerative (SR) receiver. Previous SR FM demodulation techniques rely on detecting the amplitude variations caused by the different frequencies involved in FSK modulation. However, this requires relatively high frequency deviations because the frequency response of SR receivers is not very selective. In this paper we take a different approach, exploiting the distinct phase trajectories of FSK modulations resulting from the transmitted data. The well-known fact that the SR oscillator response preserves the phase information of the received signal is successfully exploited to allow the detection of several FSK modulations. These include the special case of MSK, opening the way to applying the SR principle to several communication standards, such as IEEE 802.15.4. The key ideas for symbol synchronization are also presented. Experimental results on a 10 kbit/s proof-of-concept MSK receiver, achieving a sensitivity better than 114 dBm in the HF band, validate the proposed approach.
I. INTRODUCTION
S UPERREGENERATIVE (SR) receivers are an attractive alternative for radio-frequency data links, mainly because their reduced complexity provides a direct path to low-cost implementations simultaneously exhibiting remarkably low power consumption figures.
The operation of this receiver, originally described in [1] , relies on a superregenerative oscillator (SRO), which may be seen as a feedback system containing a second-order bandpass filter. An externally injected pulsed signal-the so-called quench signal-is able to control the feedback gain and, hence, the stability or instability of the whole system. So, in response to the quench pulses, the SRO is able to oscillate, generating a sequence of RF pulses. Several parameters of these RF pulses are dependent on the value of certain parameters (amplitude, phase, frequency) of the external RF input signal in a sensitivity window centered around the instant when the system changes from stable to unstable [2] , [3] . The original implementation described in [1] was targeted at the detection of spark signals, but the same principle was later used for detecting amplitude-modulations or, in the digital case, OOK (on-off keying) modulations. These implementations make use of a quench signal of considerably higher frequency than the actual information bandwidth. In this approach, the equivalent bandwidth of the receiver turns out to be much larger than the bandwidth of the transmitted signal, which translates into a low performance in terms of the required signal-to-noise ratio (SNR) for proper operation.
This inherent drawback of the original design, an excessive receiver bandwidth, was advantageously exploited to detect direct-sequence spread-spectrum signals [4] , a principle that later led to designs where a bit-synchronous quench signal generates a single RF pulse for each received bit [5] , [6] . Here, the sensitivity window of the receiver may even act as a matched filter, optimizing the noise performance of the receiver for a certain class of transmitted signals [5] .
In the last years, several integrated implementations of SR receivers, such as [6] - [12] , have been reported, a fact that reflects the current interest in the SR receiver.
While it is known that the signal generated in the SRO preserves input phase information, most of the existing implementations rely on the SR receiver performing as a bandpass filter and as an equivalent amplifier which is able to translate input amplitude changes into output amplitude changes, meaning that the PSK detection problem had not been faced.
The first known attempt to exploit the SR principle for PSK reception was [13] , where an SRO was built around a transmission line oscillator. While the operation principle was demonstrated experimentally, no performance figures of a receiver in actual operation were reported. In contrast, the technique in [14] makes use of the phase-preserving property of a conventional SRO followed by a one-bit sampler. A conventional flip-flop is used to sample and store the decided bit, resulting in an even less complex structure than the conventional one for OOK detection, which requires analog envelope detection and ulterior sampling. A receiver prototype demonstrated satisfactory operation down to 100 dBm in the HF band. While this approach is substantially simpler than [13] , both are similar in that they take a single snapshot of each SRO pulse. Regarding multilevel PSK detection, a SR receiver able to detect QPSK signals was recently reported [15] . With a suitable choice of a sampling frequency, snapshots (1-bit samples) of each SRO pulse are taken and stored in a shift register, allowing to efficiently discriminate among different phases.
Spectrally efficient PSK modulations require baseband pulse shaping which introduces amplitude variations on the RF signal. These variations may be lost due to amplifier nonlinearities. In contrast, frequency-modulated (FM) signals have constant envelope and can be efficiently amplified with saturating amplifiers. This is one of the reasons why FM is the choice of several com- munication standards. For instance, IEEE 802.15.4 [16] specifies MSK, a particular case of FSK, for certain physical layers. SR receivers for FM described up to now essentially rely on the FM to AM conversion property of the bandpass response of the receiver. The approach in [17] suggests either detuning a single SRO to exploit the FM to AM conversion due to the skirts of the bandpass response or taking the differential output from two SROs, tuned to two different frequencies. More recently, a similar approach has been used for a receiver for ultra-wideband FM modulations [18] , where one SRO is used for each of the two frequencies involved and bit decision is done depending on which SRO output is greater than the other. In [10] (and previous work by these authors) BFSK detection is achieved tuning an SRO first to , then to and deciding which one has greater amplitude. This requires taking at least two quench cycles per symbol. In any case, the difference has to be large enough to produce significant amplitude changes.
The approach described in this paper exploits the ability of an SRO to generate a response that is dependent on the instantaneous phase of the received signal during the receiver's sensitivity windows. Following the principle described in [15] periodic samples of the instantaneous phase trajectories of an FSK signal are obtained and, from these, the transmitted data is estimated. In contrast to previous SR techniques, narrowband FSK modulations may be successfully detected.
The paper is organized as follows. In Section II we describe the principle of operation. Two relevant cases of binary FSK, Sunde's FSK (which is the usual default interpretation of the term FSK when no parameters are explicited) and MSK, are presented in Section III in the light of SR reception. Some considerations on symbol synchronization are presented in Section IV. This includes a study of the resulting phases and phase transitions which arise depending on the position of the sensitivity window. Results on experimental implementations of receivers operating in the HF band are presented in Section V. A discussion of results is presented in Section VI and some concluding remarks are given in Section VII.
II. PRINCIPLE OF OPERATION
The core of a SR receiver is the SRO, which may be modeled as a bandpass filter fed back with a time-varying amplifier, as depicted in Fig. 1 . The purpose of the LNA amplifier is twofold: to act as a true low-noise amplifier, with well-known effects on signal and noise, and to provide reverse isolation to minimize re-radiation of the relatively high-level signals generated in the SRO. In any case, the LNA is transparent from the signal processing point of view. Processing happens at the SRO core and at the detector block, with several implementations available for the latter, depending on the targeted modulation.
In an SRO operating in the linear mode, the response to an input signal given by (1) may be written as [2] (2) assuming that the changes from stability to instability happen at and that we take one quench cycle per symbol, i.e., . A detailed discussion of the parameters in (2) is available in [2] . Here, we will point out that is the receiver quench period, is the SRO oscillation frequency, is a bandpass frequency response term centered around and is a normalized pulse with . The expression given by (1) includes FSK, making a rectangular pulse occupying the whole symbol length, and selecting, depending on the digital signal to be transmitted, the instantaneous frequency of the modulated signal from the set of (assumed even) different frequencies given by [19] (3) with (4) From the inspection of (2) we observe that the response is a train of RF pulses, each oscillating at . While on the transmitter side each symbol has the same amplitude, in the received pulse train we observe that each pulse has an amplitude proportional to which is dependent on the deviation between and . For sufficiently large frequency deviations this FM to AM conversion property may be sufficient for signal detection. This is the classical approach for SR FM detection described, for instance, in [17] . However, efficient digital FM formats usually make use of a small modulation index to preserve bandwidth. In this case, the amplitude variations induced by may be insufficient for signal detection. These amplitude variations are even further reduced when the SRO is operating near saturation. So, it follows that, if our objective is to detect narrowband FSK signals exploiting the SR principle, this has to be achieved from the phase term of each received pulse. This is explained next.
At the receiver side, we may observe the received signal referenced to the time instants . So, defining a new time origin at each quench cycle, , we may write the phase term of the th pulse of (2) as (5) where we have neglected the term . This is a reasonable assumption in practice. Now, it is clear that the information contained in the phase and frequency of the input signal (1) is translated into the phase of the -th SRO pulse. Specifically, the SRO may be seen as a block that samples the instantaneous phase of the input signal at and produces an output oscillation at with the sampled phase. To illustrate how the instantaneous SRO phase is able to track the instantaneous phase of the input signal, we have carried out several simulations using the frequency domain technique described in [20] . Fig. 2 depicts the instantaneous phases of an input test signal and the response of an SRO operating under typical conditions. The linear term has been subtracted from both of them. Also, to avoid the usual issue of the unknown fixed phase term and to facilitate visual comparison, we have subtracted the dc component of the SRO phase. Certain aspects in Fig. 2 are worth commenting. First, we may point out that the SRO observes the input signal through a sensitivity window of finite width which depends on the quench waveform, typically ranging from to for sinusoidal and sawtooth signals [2] . Hence, the smearing effect observed at the signal corners is expected because the sensitivity window is taking a weighted average of the input instantaneous phases. Also, the typical sensitivity window is not exactly symmetric around but is wider for . So, at each observation point, the sensitivity window slightly favors the future phases at the expense of the past ones, explaining the fact that the output phase stays above the input for increasing input phases (and vice-versa).
Reference [15] presents a simple and efficient technique to detect the phase differences of the generated SRO pulses. Summarizing, this is achieved subsampling each SRO pulse in order to obtain 1-bit samples which altogether represent one cycle of the SRO pulse. Specifically, once the SRO waveform has achieved sufficient amplitude (after seconds as depicted in Fig. 3 ), a flip-flop takes samples at a frequency (6) The obtained samples are fed into a shift register where they are circularly shifted seeking the best correlation with the set of samples obtained from the previous SRO pulse. The displacement yielding higher correlation indicates the most likely phase difference with the previous sample, allowing for differential PSK demodulation. One advantage of this technique lies in the extreme simplicity, low-cost and low-power of the required digital hardware, the key prerequisite for not spoiling the main point of SR reception. A similar approach can obtain absolute phases by comparing the current set of samples to a fixed pattern representing the local absolute phase reference. Now, it follows that these ideas may be applied to detect FSK signals making a suitable choice of the modulation parameters with the objective that the phase changes induced in (5) allow unambiguous estimation of and, as a consequence, the transmitted data. The next section is devoted to the discussion of some available choices.
III. FSK PARAMETER CHOICE
While the ideas to be presented next can be used to analyze more complex cases (for instance, those in [21] ), in what follows we will focus on binary FSK modulations. This is partly because it helps clarifying the principle of operation and partly due to its wide use. Even with this restriction, there exist several variants of FSK and we will focus our discussion to two specific but significant cases.
A. Sunde's FSK
In the conceptually simplest FSK scheme, the digital data signal controls a switch that selects the modulated frequency from a bank of oscillators. With this approach, the resulting waveform may become discontinuous at the end of each symbol. Discontinuities may be avoided if the frequency and phase of each oscillator are adjusted properly and kept stable [19] . This contributes to achieving a compact spectrum.
A graphical view of the phase trajectories of the modulated signal is presented in Fig. 4 . Here, and in the following figures, we depict the resulting phase increments with respect to . The SR receiver will observe these phase values with an added unknown constant phase term. If phase continuity at is desired, the same final phase has to be achieved independently of the chosen frequency. This means that has to be an integer multiple of , the minimum being (7) Incidentally, this choice of parameters gives a modulated signal that is known as Sunde's FSK [19] .
To detect the resulting phase trajectories, a SR receiver could place its sensitivity window at the center of each symbol. At this position the phases observed by the SRO (and later detected by the decision block) will be those marked by squares in Fig. 4 . In this case, there are either 0 or phase jumps between consecutive symbols and the SR receiver is actually decoding a BPSK stream.
A compact diagram of the excess phase evolution is presented in Fig. 5 . From this, it may be seen that the phase transitions (Fig.  6) depend on whether the current symbol is an even or an odd one. For odd symbols an observation of or means that the transmitted frequency was (corresponding to a logic 1) or (logic 0), respectively. The opposite holds for even symbols. The ambiguity is easily solvable transmitting a known pattern at the beginning of each transmitted packet (or periodically inserting known delimiters in a streaming transmission). In practice there will also be a fixed phase offset of unknown value, which also has to be determined in addition to current parity. For instance, the transmission of a pattern of consecutive 0 will eventually produce phase jumps of . An additional 1 at a position of known parity gives a phase repetition that allows establishing both, the phase reference and the current symbol parity.
Alternatively, if each symbol phase is chosen to be detected differentially by comparison with the previous one, each phase change is either 0 or and the corresponding bit is or respectively. Again, the initial ambiguity is also solved by suitable synchronization patterns.
B. MSK
Continuous-phase FSK (CPFSK) is often achieved with a VCO where the digital signal controls the instantaneous frequency of the oscillator, yielding continuous phase regardless of the relations between and . Minimum Shift Keying (MSK) is a particular case of CPFSK that achieves a power spectrum with narrower bandwidth than Sunde's FSK and is sometimes called fast FSK. It is known that MSK is an excellent modulation technique for digital links when bandwidth conservation and the use of efficient amplitude-saturating transmitters are important requirements [22] . Partly because of this, MSK is also the choice of several standards, for instance the growingly popular 802.15.4 [16] . Note that one of the main objectives of this standard is to allow for low-power, low-cost wireless links, objectives where SR reception provides significant advantages.
MSK may also be viewed as a particular case of QPSK, namely offset QPSK with half-sine pulse shaping [19] , and 802.15.4 compatible signals may be obtained from an MSK modulator by suitable data bit coding and mapping to symbol chips [23] .
So, MSK may be seen as a particular case of binary CPFSK with (8) with the transmitted phase depending, not only on the current data, but also on its past history [19] . This is required to obtain phase continuity. The compact representation of the phase trajectories of MSK are depicted in Fig. 7 .
Let's define as the initial phase of the quench signal so that when the SRO samples the input phase at the center of the symbol period. A SR receiver could place its sensitivity windows at different instants. For instance, sampling could happen at the center of the symbol as before . Or, ignoring the smearing effects presented in Fig. 2 , sampling could also happen at the end of each symbol , as (unlike for Sunde's FSK) the observed phases are also unambiguous (Fig. 7) .
The corresponding phase transitions are depicted in Fig. 8 and Fig. 9 . The phase transition diagram showing greater distance and, as a consequence, better error probability is obtained with (Fig. 9(a) ). Note that the phase transitions for require keeping track of the parity of the current symbol.
In any case, a suitable pattern at the beginning of the data may help removing uncertainties by setting proper references. As before, a pattern composed of a number of successive 0 will end up producing phase jumps of and a 1 following this sequence would give a distinctive signal, providing a definite starting point for subsequent decoding.
IV. SYMBOL SYNCHRONIZATION
Next, we address the symbol synchronization problem. Specifically, we will obtain information on the value of the receiver is operating at. Of course, the data decision algorithm will be dependent on the choice of but, independently of this, specific phase distributions arise as a function of . From this information alone we may obtain data allowing for straightforward implementation of tracking loops.
A. Sunde's FSK
For Sunde's FSK, if the sensitivity window is delayed with respect to the desired instant ( or ), the observed absolute excess phases with respect to will not be (plus a constant unkwnown term), but (see Fig. 10 ) (9) with (10) In the absence of information on the symbol parity (as happens during the preamble in a packet transmission), a measure of may be obtained from the spreading, , of the observed absolute phases (Fig. 11(a) ). Neglecting the influence of noise, in the optimum situation we would observe a spread of . In the worst case, , the spread would be . For intermediate situations, we get , i.e., the triangular dependence in Fig. 12 .
If we consider the differential phases between symbols, the observed phase increments will be ( Fig. 13(a) ) (11) depending on the transmitted data. In this case the observations different from
give an indication of the correctness of . In the absence of noise, the observation of two points of the curve in Fig. 12 would allow finding the point where . In practice, some kind of averaging would be required. A wide range of algorithms can be designed, ranging from elaborated estimations of to a simple search for the best point among a limited set of values.
For packetized transmissions, a preamble consisting of alternating 1 and 0, which ideally should give a single absolute phase observation or zero phase increments, would make this procedure quite straightforward, but this works even with random data. Once synchronization is achieved during the reception of the preamble, one can rely on the stability of the receiver clock to not drift significantly during the whole packet reception.
For continuous transmissions, the receiver has to implement a suitable feedback loop to continuously adjust the symbol clock in order to keep proper alignment. Once symbol parity is established, the sign of becomes available and the phase detector characteristic gives not only the absolute value (as in Fig. 12 ) but also the sign of (10). In any case, once phase information is available, a suitable tracking loop may be routinely implemented using well-known techniques.
B. MSK
For an MSK receiver, the phase mismatch due to quench phase mismatch is half of (10), i.e., (12) where and are now measured with respect to the desired observation instant (which may not be the symbol center). Now, for the set of absolute phases, we get the scatter plots in Figs. 11(b) and 11(c), while the scatter plots in Figs. 13(b) and 13(c) result from the set of phase differences. Similar considerations as before apply on the synchronization issues for packetized and streaming transmissions.
Finally, we shall point out that, in the presence of noise, each point in the previous constellations would be transformed into a distribution and the resulting spread should be estimated with suitable averaging techniques. Optimum estimation techniques can certainly be developed, but are beyond the scope of this paper.
V. IMPLEMENTATION
With the aim of experimentally demonstrating the described concept, we have implemented a SR receiver in the HF band operating with . The schematic of the SR receiver is depicted in Fig. 14 . It is composed of a matching section, a cascode preamplifier, the SRO core and an output amplifier. All transistors are BFR93A types. The frequency-determining tank circuit is composed of and the combination of , , , and the BB131 varicap, which is controlled by the DC component of a PWM signal f_0 coming from the FPGA board, which provides 3.3 V signals. Circuit element values are , , and was actually not populated. Unlabelled capacitors in the signal path are uncritical decoupling elements.
is also an uncritical choke. The FPGA also provides the PWM signal Q_DC (at 200 kHz) and the signal Q_AC which toggles between Hi-Z and 0 V at frequency . So, is slowly charged through and quickly discharged through . This gives a sawtooth waveform becoming the AC component of the quench signal which is added to the low-pass filtered version of Q_DC.
A 74HCU04 inverter provides some gain and isolation to the digital part, where a D flip-flop samples and discretizes , starting at a time point where it is expected to have achieved sufficient amplitude. This flip-flop is the first element of an -stage shift-register whose clock signal is chosen so that 1-bit samples of are obtained from cycles of . This closely follows the approach in [15] .
The vector of samples corresponding to the -th quench cycle (and the -th symbol) will be denoted as . This vector is correlated with , a similar vector containing a reference phase against which each absolute phase will be obtained. The first half of contains 1 and the second half 0:
The correlation is performed by circularly rotating positions the shift register containing the samples of , and counting the bit coincidences with . This operation may be written as (14) The displacement that maximizes , , directly gives the estimate of the -th phase (15) In our implementation we have mostly used , meaning that we are able to resolve angles of . On the other hand, simulations of the logarithmic case have shown that there is a compression in the signal amplitude but there are insignificant changes in the instantaneous phase [20] . Hence, the results in Section II, which were derived considering the SRO operating in the linear mode also hold when operating in the logarithmic mode. The logarithmic mode of operation has the advantage of being very insensitive to input signal amplitude variations, and it is possible to achieve successful operation over a wide dynamic range ( 80 dB) without retuning the quench parameters. The results reported in this section have all been obtained operating in this mode keeping the same quench signal under all conditions.
To test the performance of the whole receiver in operation we have used the test setup depicted in Fig. 15 . A PN9 sequence is fed to an RF generator. The RF output goes through a 3 dB splitter and reaches the SR receiver through a variable attenuator. The receiver provides the data and clock signals for the bit error rate (BER) analyzer, a measurement option included in the same generator.
To detect Sunde's FSK, we set and implement a simple decision algorithm as ( Fig. 13(a) ) if if while, to detect MSK signals, we set the quench phase and use ( Fig. 13(c) ) if if (17) Fig. 16 shows the measured selectivity of the MSK receiver. For each frequency, this has been obtained from the increase in signal level required to keep the . The shape of the theoretical selectivity is expected to be a gaussian [2] . Matching the experimental 10 dB bandwidth (99.5 kHz) to a gaussian function gives
. From this, we may compute an equivalent noise bandwidth of . On the other hand, the theoretical BER for an optimum MSK receiver is given by [19] (18)
The optimum case is obtained with an equivalent noise bandwidth [19] . Considering that our receiver exhibits a wider noise bandwidth (a consequence of the fact that the input signal energy outside of the sensitivity window is lost [2] ) we get (19) Fig. 17 depicts the measured BER vs peak input power level while detecting an MSK signal with and (17). It follows that the receiver has a sensitivity of approximately 114 dBm for the usual specification of . The theoretical reference superimposed on this plot has been obtained from (19) with . The same receiver detecting Sunde's FSK and (16) achieves the same selectivity and the same BER figures for the same input level signals. This is an indication that the smearing effect at the corners of the phase trajectories (Fig. 2) is negligible.
For comparison purposes, the same receiver operating under the same conditions (particularly with the same quench signal giving a symbol rate of 10 kBd) was used to detect BPSK and QPSK signals. For BPSK, the same signal levels result in the same BER figures while a signal level increase of 3 dB is required for QPSK to achieve the same BER values, in agreement with PSK theory [19] . These results were expected, as the SRO response is only dependent on the instantaneous phase of the input signal at . Placing a spectrum analyzer at the receiver input (RFin), we have measured the power through the antenna connector, obtaining a figure of oscillator re-radiation level less than 80 dBm. This relatively low level is due to the high reverse isolation of the cascode structure of the LNA [14] .
Our prototype receiver also includes 20 LEDs which may be chosen to light up depending on the absolute or relative phases. Fig. 18 shows a picture of the whole receiver, displaying the relative phase patterns when the receiver is operating as an MSK receiver with PN9 pseudo-random data at 114 dBm input signal level.
VI. DISCUSSION
A. Effects of Jitter
Jitter in the symbol clock or, equivalently, the quench signal means that each symbol is observed at a slightly different time point, which results in differences in the observed phase.
On our prototype, we have measured the rms period-to-period jitter of the quench signal, which is derived from a synthesizer inside the FPGA, obtaining . Considering a 3 width and the carrier frequency of 26.25 MHz, this translates into phase errors of (20) having almost no effect on the final BER.
As a general result, if we take the stringent requirement that should not to exceed the width of one of the phase-quantization bins, we get a limit on given by (21) For instance, for a 2.4 GHz carrier and this results in ps, which is well within the specifications of a free-running crystal clock.
On the other hand, for the jitter of the SRO to contribute significantly to the overall error probability, the magnitude of the jitter would have to be several orders of magnitude higher than what is routinely achievable from conventional designs [15] .
B. Asynchronous Quench
It is worth pointing out again that the whole description up to now (started in Section II) assumes that , i.e., the SR is making one observation in each symbol period. As an alternative, the quench frequency could also be made higher, in an approach similar to the one used for classical SR ASK detection, where there are quench cycles in each symbol period. From this information, the phase trajectories and the data conveyed therein can be estimated more easily and symbol synchronization is left to the next stage. As in classical ASK receivers, oversampling comes at the expense of an increased receiver bandwidth, making the receiver more susceptible to noise and interference [2] . On the other hand, for a given maximum quench frequency, oversampling also reduces the effective bit rate.
C. Bit Decision
In this paper we have implemented the simplest bit decision algorithms, with decisions based exclusively on the phase difference with respect to the previous one. The trellis structure of the problem clearly suggests that optimum decoding should consider Fig. 18 . Photograph of the prototype. The analog board is on the bottom/left. A board displaying the detected phases and providing connectivity is visible on the top/right, while the FPGA development board, connecting to both of them, is beneath.
the whole past trajectory, in a Viterbi algorithm approach, especially for specific combinations of and . The implementation of such an algorithm with minimum increase in complexity (as the whole point of SR reception lies herein) is an area that deserves some attention.
VII. CONCLUSION
In this paper we have presented a technique for narrowband FSK demodulation making use of the SR principle. Existing SR approaches to FM detection essentially rely on the FM to AM conversion property of the SRO, a fact that restricts their application field to wideband FM modulations.
In our proposal, the SRO core is used as a tuned, high-gain amplifier, which is able to sample the instantaneous phase of the input signal and transfer the observed phase onto the phase of relatively high-level radio-frequency pulses. The phase information contained in these pulses is extracted by an extremely simple digital block that, as a result, provides an -level quantized sample of the observed input signal phase. The fact that FSK signals have distinct phase trajectories for distinct transmitted data makes it possible to recover the data from the phase observation at certain instants.
A receiver prototype operating in the HF band has been able to successfully detect MSK and Sunde's FSK signals down to 114 dBm.
