Abstract. This paper deals with the concept of curvature of framed space curves, their higher-order derivatives, variations, and co-rotational derivatives. We realize that parametrizing rotation tensor using the Gibbs vector is effective in deriving a closedform formula to obtain any order derivative of the curvature tensor as the summation of functions of the parametrizing quantity and its derivatives. We use these results for formulating a linearized updating algorithm for curvature and its derivatives when the configuration of the curve acquires a small increment. Finally, the MATLAB code to obtain updated curvature (spatial and material) and its derivatives is presented.
Introduction
In any standard course on differential geometry, smooth space curves are the first structures taught. This is generally because space curves are manifolds of a single dimension. The study of curves dates back to the 17 th century, with the primary works contributed by numerous lumenaries such as Descartes [1] , Euler [2] , Frenet [3] , Serret [4] , and the contribution of Fermat mentioned in [5] . Perhaps the most important contribution to curve framing can be attributed to Frenet-Serret [3] , [4] and Bishop [6] . In the case of Frenet-Serret framing, the curve is characterized by the coordinate system-invariant scalar curvature and torsion, which require the curve to be regular, minimally C 3 continuous, and non-degenerate for unique existence. Bishop's frame [6] , also called the Relatively Parallel Adapted Frame, may be used to uniquely frame a regular, minimally C 2 continuous curve using two invariants (known as the normal development of the curve) that can be uniquely defined if we specify the orthogonal vectors spanning the normal plane of such a curve at a particular point on it. The two invariant quantities for Frenet-Serret frame and the normal development of Bishop's frame constitute the components of the curvature vector, also known as Darboux vector. The curvature vector is essential in understanding the local deviation of the curve from its tangent vector.
Both of these framing techniques are intrinsic to the curve itself. The Frenet-Serret frame suffers from singularity and non-uniqueness at a point of inflection. Furthermore, these framing techniques are not the best option to describe configuration of physical systems like, for example, the configuration space of drones, the kinematics of geometricallyexact beams, the configuration of a rotating top, etc. In such cases, a general frame that does not necessarily contain the tangent vector and is defined by the configuration of the system becomes more valuable. This made us (refer to Chadha and Todd [7] ) propose a material frame useful for considering practical problems like computer graphics, trajectory tracking, path estimation, shape-sensing [8] , the structure of DNA, geometric design of stair cases, etc. With appropriate restrictions and constraints, any frame may be obtained from the general material frame (refer to section 4 of [7] ).
Among the numerous practical applications of framed space curves, extensive research efforts in the area of geometrically-exact beams subjected to large deformation and finite strains have been made in the past (see [9] , [10] , [11] , [12] and the references therein). Seminal contributions have been made tackling theoretical and computational techniques associated with modeling and solving for geometrically exact beams, e.g., problems related to interpolation and discretization techniques (see [13] ), composite beams (see [14] ) and variational principles (see [15] , [16] ). In this paper, we focus our attention on the curvature of the material frame and its derivatives. We were presented the need for obtaining higher-order derivatives of curvature while investigating higher-order geometrically-exact beam/rod theory. The kinematics of beam/rods under arbitrarily-large deformations defined in Chadha and Todd [17] renders the deformation map not only to be a function of curvature, but also a function of its higher-order derivatives. Numerical solution of such problems using Finite Element Analysis needs updating of these kinematic quantities. In such problems, derivatives of the curvature tensor gain importance. Apart from a practical viewpoint, the fact that the Lie proper orthogonal rotational group SO(3) and its Lie Algebra so(3) constitute a central role in the area of Lie group theory makes it worthwhile to investigate the higher-order partial and co-rotational derivatives of curvature and the associated quantities.
After this introductory section, this work consist of four additional sections. In section 2, we briefly summarize concepts related to framed space curves, finite rotation parameterized by the rotation tensor, material and spatial curvature, and variation and linearization of the rotation tensor. In section 3, we start by presenting the formula for the derivative of Lie-bracket. We present a particular way to parameterize the rotation tensor in a manner that is beneficial to obtain a closed-form formula for the derivatives of spatial curvature. Once the derivatives of spatial curvature are obtained, we present an approach to derive the co-rotational derivatives of curvature and finally obtain an expression for the derivative of material curvature. Section 4 deals with updating the curvature and its derivatives given the current incremental rotation vector and its derivatives. Section 5 concludes the paper.
We conclude this introductory section with a note on notation and definitions. The n dimensional Euclidean space is represented by R n , with R 1 ≡ R. The space of real numbers and integers is denoted by R and Z, with R + and Z + giving the set of positive real numbers and integers (including 0) respectively. The dot product, ordinary vector product and tensor product of two Euclidean vectors v 1 and v 2 are defined as v 1 · v 2 , v 1 × v 2 , and v 1 ⊗ v 2 respectively. The Euclidean norm is represented by . or the un-bolded version of the symbol (for example, v ≡ v). Secondly, n th (with n ∈ Z + ) order partial derivative with respect to a scalar quantity, ξ for instance, is given by the operator by Av ≡ A.v. We note that the centered dot "·" is meant for dot product between two vectors, whereas the action of a tensor onto the vector, the matrix multiplication or product of a scalar to a matrix (or a vector) is denoted by a lower dot ".". For n, i ∈ Z + and n ≥ i ≥ 0, the binomial coefficient is defined as
. We note two useful properties of binomial coefficient in Theorem 0.
Theorem 0: For i, n ∈ Z + and i ≤ n, the following holds
Proof: Result (1a) follows from the definition of binomial coefficient. The recurrenceformula (1b) is obtained from the result C
, that is easily provable using the Lie-bracket of two anti-symmetric matrix as [., .] : so(3) × so(3) −→ R 3 , such that for anyâ,b ∈ so(3) with corresponding axial vectors a, b ∈ R 3 respectively and any vector v ∈ R 3 , we have
We note two important properties of Lie-bracket:
The definition of SO (3) in Eq. (3a) allows rotation tensor to be parameterized by a rotation vector θ ∈ R 3 (with corresponding anti-symmetric matrixθ ∈ so (3)). This is attained by means of exponential map exp : so(3) −→ SO(3) such that,
Hereθ 0 = I 3 . Subtracting Eq. (6b) from (6a), we obtain the associated anti-symmetric matrixθ asθ = θ 2 sin θ (Q − Q T ).
The exponential map is a local homeomorphism in the neighborhood of identity I 3 ∈ SO(3) for θ ∈ [0, π). Refer to section 3.2.2 of Chadha and Todd [7] for further discussion. The local homeomorphism of exp map guarantees the existence of a unique inverse of exponential map in the neighborhood of I 3 ∈ SO(3), called the logarithm map log :
The norm of logarithm map is defined as the Euclidean norm of the associated rotation vector as
Equation 9 above defines a metric that is useful in measuring errors in the director triad. The rotation tensor can also be represented by means of unit quaternion. For a detailed discussion on finite rotation, refer to Argyris [18] , Ibrahimbegovic [19] and Diebel [20] .
Curvature: Material and spatial form
Curvature tensor defines local change of the triad. We have
Readers may refer to Ibrahimbegovic et al. [19] for the derivation of T
−1
θ . It is interesting to interpret the curvature vector κ and the derivative of the rotation vector ∂ ξ θ from a physical viewpoint. At an arc-length ξ, the director triad {d i (ξ)} rotates about the vector κ(ξ).dξ to yield the triad at {d i (ξ + dξ)}. The triad {d i (ξ)} and {d i (ξ + dξ)} are obtained by finite rotation of the frame {E i } about the rotation vector θ(ξ) and θ(ξ + dξ) = θ(ξ) + ∂ ξ θ(ξ).dξ respectively. In terms of the exponential map,
We define the material curvature tensor asκ (3) . From Eq. (2), Q represents the finite rotation, whileκ gives an infinitesimal rotation with respect to the calibrating frame (fixed reference frame) {E i }, and Q.κ =κ.Q represents an infinitesimal rotation with respect to the {d i } frame. In the physical context of rotation, the tangent vector Q.κ and κ.Q performs an infinitesimal rotation with respect to {d i } frame, but the quantity Q.κ is obtained by a left translation ofκ ∈ so(3) to Q.κ ∈ T Q SO(3). Moreover,κ.Q represents the superimposition of infinitesimal rotation contributed byκ onto the finite rotation due to Q (this is also called the right translation ofκ ∈ so(3) to the tangent vector κ.Q ∈ T Q SO (3)). The former kind of tangent vector fields are known as left-invariant and the latter as right-invariant fields. We also observe that
Let κ and κ represent the axial vector corresponding to the anti-symmetric matrixκ andκ respectively. It can then be proved that
We call the quantitiesκ and κ as material representation; andκ and κ as spatial representation of the curvature tensor and the curvature vector, respectively.
Material and spatial quantities and their derivatives
As we have defined the material and spatial forms of the curvature vector (and tensor), it is rather useful to define a vector v ∈ R 3 in its material and spatial form. Consider a spatial and material vector v = v i d i and v = v i E i , respectively, such that v = Q.v. The derivative of these vectors are obtained as
In the equation above,∂ ξ v defines co-rotational derivative of spatial vector v. It essentially gives the change in components of the vector v, provided the frame of reference is assumed to be fixed. Geometrically, it is obtained by parallel-transport (left translation) of the vector ∂ ξ v. Along similar lines, consider a spatial and material tensor A =
κ, we have the following
In the equation above, we define the co-rotational derivative of the tensor A as∂ ξ A = Q.∂ ξ A.Q T . Physically, it gives the change in components of tensor A setting the reference frame constant. From here on,∂ x (.) represents the co-rotational derivative of some quantity (.) with respect to the variable x. We now present some propositions describing higher order co-rotational derivatives.
Proposition 1:
For any vector v ∈ R 3 , define the operator∂ ξ such that∂
where, for exampleκ 3 =κ.κ.κ. The n th order co-rotational derivative∂ n ξ is then given by (∂ ξ −∂ ξ ) n such that the order of operations are not commutative (for example,
0 is an identity operator.
Proof: We prove proposition 1 by using the principle of mathematical induction. Consider a vector v ∈ R 3 , assuming that∂
n v, for n = 1, 2 and 3, we havẽ
such that
We now prove that the equation set (19) may be derived using the definition of co-rotational derivatives in Eq. (16) . Equation (19a) is true by definition (refer to Eq. (16)). Taking the derivative of Eq. (19a) yields
We note from the definition of co-rotational derivative in Eq. (16) that
From Eq. (20) and (21), we havẽ
Expression obtained in (22) is same as (19b). Similarly, to derive the expression for∂
From (16), we have∂
Using the results in Eq. (23) and (24), we arrive at the expression of∂ 3 ξ v as obtained in (19c). We can continue the process explained above and realize that for any n, ∂
Using binomial theorem, we can also write
This completes the proof.
Proposition 2:
For anyÂ ∈ so(3) with the corresponding axial vector A ∈ R 3 , the recurrence formula for the n th order co-rotational derivative∂
is given as∂
Proof: From definition of co-rotational derivatives and Lie-bracket in Eq. (17) and (4a) respectively, we have∂
Since, ∂ m ξÂ ∈ so(3) for any m ∈ Z + , the result above can be used to obtain the recurrencerelation for n th order co-rotational derivative. For n ∈ Z + − {0}, we havẽ
We note that for n = 0, we have∂ 0 ξÂ = ∂ 0 ξÂ =Â. Thus, the sum part in the equation above vanish for n = 0, justifying the use of (1 − δ n0 ) factor in Eq. (26a). Result (26b) follows from above derivation using Eq. (4b). This completes the proof.
Corollary 1:
The Proposition 2 can be extended for any tensor B (not necessarily an element of so(3)) as:
Proof: This extension is possible because Lie-brackets follow chain-rule just like product of two scalar or dot product except for the fact that Lie-brackets are non-commutative (which is a stronger condition) as observed in Eq. (39). 
Variation and linearization of rotation tensor
To obtain the virtual rotation tensor field, we superimpose an admissible variation field δQ to the rotation field Q. The varied configuration is then defined by Q such that for > 0, we have
The fact that SO(3) is a non-linear manifold makes it difficult to geometrically understand and obtain the variation of rotation tensor. We also note that it is advantageous to express the virtual rotation tensor by means of virtual rotation vector in current state δα (that is saying δα.Q ∈ T Q SO(3)) contrary to the variation of total rotation vector δθ (δθ ∈ so (3)). The varied director field is then given by
The rotation tensor Q = Q(θ + δθ) transforms the vector E i to d i in a single step, whereas, the tensor Q = Q( δα).Q(θ) performs the same transformation in two steps:
, we arrive at the expression of varied rotation tensor and director field:
Here, δα represents the anti-symmetric matrix associated with the vector δα. We define the material form of incremental rotation δα (with δα being the associated axial vector)
Like the variation, we define the linearized part of rotation tensor Q, linearized at exp(θ) in the direction of ∆α.Q ∈ T Q SO(3) as
It follows from the discussion above that ∂ ξ Q, δQ, ∆Q ∈ T Q SO(3), and δα, δθ, ∆θ ∈ so (3) . Like the relationship between κ and ∂ ξ θ, we arrive at the relation between δα (or ∆α) and δθ (or ∆θ). We utilize the results in Eq. (31) and obtain
Simplifying Eq. (36), we get
Proposition 3 also holds for the variation and mix of derivatives and variation, for example: In figure 1 , we originate three vectors (the reference vector E i , the vector d i (ξ) obtained by finite rotation of E i , and the vector d i (ξ + dξ)) at a point to illustrates the concept of curvature and the incremental (or variation) current rotation vector.
On derivatives

Useful results on derivatives of Lie-bracket and higher-order product rule
Proposition 4: For anyâ,b ∈ so(3) with corresponding axial vectors a, b ∈ R 3 respectively, the following formula for derivatives hold:
Proof: Using the definition of Lie-bracket in Eq. (4a), we have
Higher-order derivatives of the Lie-bracket derived using the above result yields an expression given by Eq. (38a). Using the definition of axial vector corresponding to the Lie-bracket in Eq. (4b), Eq. (38b) follows from Eq. (38a). The first and second equality in (38a) and (38b) holds by virtue of result (1a) in Theorem 0. This completes the proof.
Corollary 2: For scalars functions f (ξ), g(ξ)
; vectors u(ξ), v(ξ); and a second order tensors A(ξ), B(ξ), the n th order product rule is given by the following:
Proof: The result above follows directly from proposition 4. This is because, from Eq. (39), we see that Lie-brackets follow the chain rule just like the product of two scalars or a dot product except for the fact that Lie-brackets are non-commutative (which is a stronger condition).
Proposition 5:
For anyâ(ξ) ∈ so(3), the following holds:
where m, j, j 
Proof: Using the result (38a) of Proposition 4, we get,
The terms in the expansion of Term 1 with j = m+1 2 vanishes (refer to Eq. (5a)). Keeping that in mind, we note that the expansion of Term 1 can be written in two possible ways: the first possibility is when j > m+1 2
, and the second option is considering j < m+1 2
. In the first option, the coefficient of all the terms in the sum will be negative, whereas, for second case, the coefficients will be positive. This owes to the anti-commutative property of Lie-brackets mentioned in Eq. (5b). We consider the second case in our derivation.
We can further simplify Term 1. The total number of terms present in the expanded form of Term 1 is less than m. This is because the terms with interchanged order of derivatives in Lie-bracket can be reduced to one term. For instance:
Thus, the maximum value of j is restricted by the fact that j < 
Derivatives of curvature tensor
The derivative of the curvature tensor may be obtained using Eq. (11) deploying a straightforward application of the chain rule. However, deriving the expression of higherorder derivatives using Eq. (11) is cumbersome because of involvement of trigonometric functions. Instead, we realize that the reparametrization of the rotation tensor by the Gibbs vector (the components of which are called as Gibbs or Rodriguez parameters in the literature) yields the formula of curvature tensor that is beneficial in obtaining the derivative of curvature tensor in the form of a single summation-formula. Consider a rotation tensor Q(θ) = exp(θ) ∈ SO (3) . We define the Gibbs vector φ and the associated quantities as:
(46) The result defined in Eq. 6a may be manipulated using the definition given above as:
Proposition 6:φ ∈ so(3) and n ∈ Z + − {0}, the following formulae hold true:
Proof: Refer to Eq.
[30] of Argyris [18] for identity (48a) that describes the recurrence formula for the power of anti-symmetric matrix. The identity (48b) can be proved by considering the action of tensor on left hand side of equation on to a vector, say v ∈ R 3 and using the vector triple product identity, such that
Noting that (φ · (φ.v)) = φ · (φ × v) = 0, we prove the first part of identity (48b). Along the similar lines, the second part can be proven. The curvature tensor can then be obtained using Eq. (47) and proposition 6 as:
This expression is much simpler than the one presented in Eq. (11).
Proposition 7:
The following hold:
where, n, i, j, j
Replacing m −→ (n − i) in (42a) and (42b) yields j max (n−i) , and b (n−i)j .
Proof:
We utilize Eq.(40c) of Corollary 2 and the expression of curvature tensor in Eq. (50) and obtain
Using Proposition 5 and replacing m −→ (n − i), we get,
The equation above when substituted into Eq. (52) proves the result (51a). The axial vector corresponding to ∂ n ξκ , given by Eq. (51b), is obtained using the formula (4b). Appendix 6.1 gives a MATLAB code to obtain spatial curvature vector and its derivatives in accordance with Proposition 7. . Here, e is the fixed unit vector about which the rotation occurs.
Note: Define
Corollary 3:
The following holds:
Proof: This corollary follows from the Proposition 1, 2, 3 and 4. We also note that in the sums presented above, max(i) = (n − 1), because κ,∂
The n th order derivative of rotation tensor Q can be derived as a function of Gibbs vector and the associated parameters using Eq. (47). However, computationally, a much simpler approach would be to derive a recurrence formula for ∂ n ξ Q using the fact that ∂ ξ Q =κ.Q and Proposition 7. The recurrence formula for ∂ n ξ Q yields the formula to obtain n th order derivative of director vectors d m (ξ) with m ∈ {1, 2, 3}.
Proposition 8:
For n ≥ 0, the following hold: 
We use Corollary 4 to develop a MATLAB code in Appendix 6.2 that obtains co-rotational derivatives, material curvature and its derivatives, provided ∂ n ξ κ and ∂ n ξ Q are known.
Updating the curvature and its derivatives
In this section, we shall address the situation where the space curve is evolving with time in steps, such that the transformed curve is also parameterized spatially by ξ. At time t, let the initial rotation tensor field be Q(ξ, t) = Q i (ξ) ∈ SO(3) and in the next time step (t + 1), the updated (or final) rotation tensor field is Q(ξ, t + 1) = Q f (ξ) ∈ SO(3). We assume Eulerian updating of rotation tensor field, i.e. the change in rotation tensor field from discrete time step t to (t + 1) is given by an incremental current rotation vector field ∆α, such that ∆α.Q i ∈ T Q i SO (3) . We are given the derivative fields ∂ 
We define the curvature corresponding to incremental current rotation vector ∆α and the transport operator T Q as:
We observe that T Q [κ] =κ and T Q T [κ] =κ.
Proposition 9:
The n th order derivative of the transport operator
Proof: Consider
Using the above result along with Proposition 4, for n ≥ 1, we have
Conclusion
In this paper, we primarily focused our attention on the curvature tensor and its derivatives associated with any space curve framed by a general material frame. Therefore, the results presented here are valid for any frame, including the Frenet-Serret and Bishop frames. This approach equivalently represents a curve on the SO(3) manifold. In addition to discussing the spatial and material forms of the curvature tensor, we have investigated the higher-order derivatives and co-rotation derivatives of these quantities. We have presented, for the first time to our knowledge, a closed-form formula for all higherorder derivative of the spatial curvature tensor. Finally, a time-updating algorithm for curvature (both spatial and material) and its derivatives (partial and co-rotational) was presented, which is particularly useful in practical problems like finite element formulation of geometrically-exact beams, among many other applications. 
Appendix
MATLAB function to obtain spatial curvature and its derivatives
We present a matlab function to obtain derivative of curvature upto order ord. We assume that the rotation vector and its derivatives ∂ Given the rotation tensor Q = Q(θ), spatial curvature and its derivatives cur_mat, we can obtain cur_bar_mat and cur_tilde_mat using the function cur_bar_tilde_der with Q; cur_mat and ord as its arguments.
function [ cur_bar_mat , cur_tilde_mat ] = cur_bar_tilde_der ( cur_mat ,Q, ord )
%S t e p 1 : Find der . o f Q upto o r d e r ord u s i n g Prop 8 . %Q_der_mat ( : , : , n ) g i v e s ( n−1) der o f Q.
Q_der_mat=zeros ( 3 , 3 , ord +1); Q_der_mat ( : , : , 1 ) =Q;
for n=1: ord for j =0:n−1 Q_der_mat ( : , : , n+1)=Q_der_mat ( : , : , n + 1 ) + . . . nchoosek ( n−1, j ) * hat ( cur_mat ( j + 1 , : ) ) * Q_der_mat ( : , : , n−j ) ; end end
%S t e p 2 : We use kappa_bar=t r a n s p o s e (Q) . kappa and C o r o l l a r y 4
cur_bar_mat=zeros ( 3 , ord ) ; for n=1: ord for j =0:n cur_bar_mat ( : , n)=cur_bar_mat ( : , n)+ nchoosek ( n , j ) * . . . t r a n s p o s e ( Q_der_mat ( : , : , j +1)) * cur_mat ( n−j + 1 , : ) ' ; end end cur_bar=t r a n s p o s e ( Q_der_mat ( : , : , 1 ) ) * cur_mat ( 1 , : ) ' ; cur_bar_mat=[ cur_bar , cur_bar_mat ] ; cur_bar_mat=t r a n s p o s e ( cur_bar_mat ) ;
%S t e p 3 : E v a l u a t e co−r o t a t i o n a l d e r i v a t i v e s u s i n g C o r o l l a r y 4
cur_tilde_mat=zeros ( ord , 3 ) ; for n=1: ord+1 cur_tilde_mat ( n , : ) = Q_der_mat ( : , : , 1 ) * cur_bar_mat ( n + 1 , : ) ' ; end
MATLAB function to update curvature and its derivatives
Let the current rotation tensor QI = Q(θ) = Q i (initial) be parametrized by rotation vector θ(ξ). Let the current incremental rotation vector (and its derivatives) be given as ∂ n ξ ∆α for 0 ≤ n ≤ (ord + 1), such that QP = Q(∆α) = Q + . We reparametrize the two rotation vectors as φ i (ξ) = We assume that the above mentioned quantities are known. The corresponding rotation vectors, curvature and its derivatives can be obtained using the function defined in previous section as: 
