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Abstract
This thesis is an investigation of various topological properties of 3 + 1 dimensional Bosonic gapped phases of
matter. We divide our study into two main themes, the first involving short-range entangled phases with
global symmetries also known as symmetry protected topological phases and the second involving phases with
long range entanglement also known as topologically ordered phases.
In chapter 2 we focus on Bosonic symmetry protected topological phases, discussing their response theories
to symmetry probes such as background symmetry groups bundles as well as analyzing properties of their
boundaries. We realize that boundaries of symmetry protected topological phases are characterized by their
’t-Hoof anomalies. Along the way we give several examples of candidate theories with such anomalies and
describe procedures to extract the anomaly. Finally we describe a cut and glue approach that may be used
to extract bulk topological invariants directly from boundary computations. We mostly be focussing on
symmetry protected topological phases with discrete onsite symmetries but we also mention a few examples
where reflection and time reversal symmetry play as well as scenarios where the global symmetry acts on line
like objects rather than point-like objects within the quantum field theory.
In chapter 3 we shift our focus on 3 + 1d topological gauge theories. We study classes of Discrete abelian
topological gauge theories also known as Dijkgraaf-Witten theories formulated as continuum topological gauge
theory built from U(1) bundles. Dijkgraaf-Witten theories are intimately related to the physics of symmetry
protected topological phases, in that Dijkgraaf-Witten topological actions are the topological response theories
of symmetry protected topological phases. We be on analyzing various properties of such field theories. Notably,
the gauge structure, operator content, correlation functions and Hilbert spaces on manifolds with general
topology will be discussed.
In chapter 4 we study bulk boundary correspondence for the above mentioned topological gauge theories.
More precisely, we study these theories defined with free boundary conditions and compute the partitions
functions of the boundary theory in the presence various twists. We show that these twists correspond to
certain bulk operators and denote the boundary partition functions as twisted partition functions. It will be
ii
shown that these twisted partition functions transform projectively under the mapping class group of the
boundary spacetime manifold and the projective U(1) phases encode topological data of the bulk topological
gauge theory.
In chapter 5 we analyze a hydrodynamical model of a polar fluid in (3+1)-dimensional spacetime. We
explore a spacetime symmetry volume preserving diffeomorphisms to construct an effective description of
this fluid in terms of a topological BF theory. The two degrees of freedom of the BF theory are associated
to the mass (charge) flows of the fluid and its polarization vorticities. We discuss the quantization of this
hydrodynamic theory, which generically allows for fractionalized excitations. We propose an extension of the
Girvin-MacDonald-Platzman algebra to (3+1)-dimensional spacetime by the inclusion of the vortex-density
operator in addition to the usual charge density operator and show that the same algebra is obeyed by
massive Dirac fermions that represent the bulk of Z2 topological insulators in three-dimensional space.
In chapter 6 we study various scenarios where 2-groups and higher group like structures show up in the
classification and characterization of gapped phases of matter. Topological models from 2-groups together
with their lattice realization are studied from a higher gauge theory point of view. Symmetry protected
topological phases protected by higher symmetry structures are explicitly constructed, and the gauging
procedure which yields the corresponding topological gauge theories is discussed in detail. We finally study
the correspondence between symmetry protected topological phases and ’t Hooft anomalies in the context of
these higher group symmetries.
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SPTs Symmetry protected topological phases
DW Dijkgraaf-Witten (used in the context of Dijkgraaf-Witten theories [1]).
TQFT Topological quantum field theory.
aI Dynamical U(1) 1-form gauge fields.
bI Dynamical U(1) 1-form or 2-form gauge fields in 2 + 1 and 3 + 1 dimensions respectively.
AI Background flat connection corresponding to gauging a 0-form symmetry G.
BI Background flat connection corresponding to gauging a 0-form or 1-form symmetry G in
2 + 1 or 3 + 1 dimensions respectively.
N,M When studying a bulk-boundary system, N denotes a d+ 1 manifold and M a d-manifold
such that ∂N = M . Both N and M will always be compact and oriented unless specified
otherwise.
G Finite group (not necessarily abelian).
H Finite abelian group.
Ĝ the group Pontrjagin dual to G, i.e., Ĝ = {µ : G→ U(1)}. For discrete abelian groups,
Ĝ ' G.
BG Classifying space of topological group G.
H[q] global q-form symmetry group4.
G 2-group.
G[q] higher-form generalization of a 2-group5.
4 Triangulation of N .
4i i-simplex of triangulation 4
g Element of G or G-coloring of the 1-simplices of 4
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. group action
Col(N,G) Set of G-colorings of N
Zq (N,A) SPT partition function on N with background G bundle A. ‘q’ labels a d + 1-cocycle
ω ∈ Hd+1group(G,U(1)).
x
Iq(N,A) SPT response theory valued in R/2piZ.
ZqDW(N) Dijkgraaf-Witten partition function for q ∈ Hd+1group(G,U(1)) obtained by gauging q-SPT.
Zq(M,A) Partition function for QFT describing surface of q-SPT on d-manifold M in the presence of
background G bundle A.
Zq,(M,A) Partition function with discrete torsion phase  ∈ Hd(G,U(1)). Physically  labels a
d-dimensional -SPT.
Zqorb(M) Partition function obtained by starting from Zq[M,A] and orbifolding-G.
χqµ,λ1,...,λd−1 Orbifold characters constructed by summing twisted partition functions Z
q[M,A]. These
can be used to compute topological data for bulk Dijkgraaf-Witten theory.
4Note that for q > 0, H[q] as a group is always abelian. When q = 0, it reduces to a group by G which may be non-abelian.
When gauging a q-form symmetry, one introduces a (q+1)-form flat gauge field whose classifying space is denoted by Bq+1H.
5It is a mixed symmetry group acting on point objects as well as q-dimensional objects. When q = 1, we recover the 2-group
G.
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Chapter 1
Introduction
Over the past few years, there has been a lot of progress in our understanding of quantum phases of
matter [2–14]. A quantum phase may be defined as a path connected component in the space of models.
Since the language that currently most accurately describes quantum many body phases of matter is quantum
field theory, one may say that a quantum phase of matter is a path connected component in the space of
quantum field theories.
Such a space is very difficult to study in its full generality but one may make some progress by restricting
to smaller and perhaps more manageable subspaces. This is often done by introducing some adjectives which
specify what kind of models or phases we are interested in. These adjectives may refer to the spacetime
dimension, the kind of matter involved such as fermionic or bosonic, the symmetry structures the theory is
endowed with, broad descriptions of entanglement patterns such as short-range or long-range entanglement,
and broad properties about the spectrum of the theory such as gapped or gapless.
In this thesis we will always be interested in gapped phases of matter. Gapped phases are those that have
a spectral gap, above the groundstate of the many-body Hamiltonian, that persists in the thermodynamic
limit. Focusing on gapped phases greatly simplifies the task of classification and characterization due
to the expectation that these phases are described by topological quantum field theories (TQFTs) in the
thermodynamic limit. In other words, all geometric or non-topological correlation functions are exponentially
suppressed in some characteristic correlation length scale that depends on the microscopics of the model.
Thus, if we consider a setup where the system size is much larger than any microscopic length scale of the
system, we would expect that the only correlation functions that survive are topological in nature and can be
captured by a topological theory. Describing a gapped phase is thus easier because TQFTs are much simpler
than QFTs in many ways, e.g. their configuration space usually reduces to a finite sum from an integral
over an (often divergent) infinite dimensional space.1 This being said, it is not completely clear that there
is a bijection between TQFTs and physically realizable phases of matter, i.e whether all such theories can
be realized by physically sensible Hamiltonian lattice models for example. In a recent beautiful work [4]
1For instance: Functional spaces for scalar theories, space of q-forms valued in some space X for form theories, differential
cohomology groups Hˇq+1(M) for q-form U(1) gauge theories [15], etc.
1
the relation between TQFTs and gapped phases of matter was carefully studied for theories with global
symmetries.
1.1 Symmetry protected topological phases
A sub-class of the above gapped quantum phases that have gained importance due to both theoretical and
experimental reasons in the recent years are short-range entangled phases of matter with global symmetries,
also known as symmetry protected topological phases of matter or SPTs. [5, 6] Such phases of matter cannot
be connected to the trivial product state (trivial insulator) (or to one another) by a symmetric adiabatic
deformation that preserves the gap. Equivalence classes of Bosonic SPTs have been classified using group
cohomology [7] and the equivariant cobordism group [8, 9]. Non-interacting fermionic phases of matter have
been classified using tools in homotopy theory [10, 11]. Interacting fermionic phases have been studied using
super group cohomology [12] and spin cobordism [13,14] (see also [16–19]) respectively.
Bulk response theories, etc. Bosonic SPT phases protected by onsite global symmetry G can be
distinguished by their (topological) response to background G bundles. In d+ 1 dimensions, such phases of
matter are classified by group cohomology. Each distinct phase can be labelled by a group cocycle [7]
ω ∈ Hd+1group(G,U(1)).
It is expected that the low-energy and long-wavelength physics of each phase may be captured by an invertible
topological quantum field theory (TQFT) [8, 14] whose Euclidean partition function we will denote by Zq[N ]
where q is representative of ω and N is a compact and oriented d+ 1-dimensional manifold. A device one
uses in these classification approaches is to probe the phase of matter by coupling it to a background flat G
gauge field. In the presence of background G field the partition function takes the form
Zq[N,A] = eiIq [N,A].
When the correlation length of the system is much shorter than the system size, Iq[N,A] is expected to be
almost insensitive to smooth deformations of the background configuration A and manifold N . In fact in the
zero correlation length limit we expect Iq[N,A] to be a topological term. It is expected [8] that the response
theory Iq[N,A] only depends on the cobordism class of [N,A] ∈ ΩSOd+1(BG), where ΩSOd+1(BG) is the oriented
cobordism group. More precisely, (N1, A1) and (N2, A2) are said to be cobordant if there exists an oriented
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d+ 2 manifold X with a G-bundle that can interpolate between (N1, A1) and (N2, A2). This provides an
equivalence relation on the set of tuples {(N,A)}, equivalence classes of which can be given the structure
of an abelian group. The group operation is simply disjoint union. If we restrict to N being an oriented
d+ 1-manifold and A a principle-G-bundle, then this group is ΩSOd+1(BG). For purposes of classification, one
is interested in only the torsion subgroup of ΩSOd+1(BG). This is finitely generated. Let the generators be
labelled [Ni, Ai] where i ∈ I, a finite index set. Since SPT phases are short-range entangled they have a
unique ground state. Consequently, the modulus of the partition function is unity Zq[N,A] ∈ U(1). The
topological invariants for SPTs are provided by the set {Zq[Ni, Ai]}i∈I [8, 9, 20–22].
Anomalous boundary theories and bulk boundary correspondence Besides being distinguished
by bulk response to flat G-bundles, SPTs have interesting boundary (surface) theories. It is known that
d-dimensional surfaces of d+ 1-dimensional SPTs protected by G symmetry support a quantum field theory
with a G-’t-Hooft anomaly, [8, 23–28] i.e., a quantum field theory with a global G symmetry that cannot be
promoted to a gauge symmetry at the quantum level [29] on an intrinsically d-dimensional manifold. More
precisely, let M be a d-manifold and A a flat G-bundle, then the partition function of a theory with a possible
’t-Hooft anomaly is non gauge-invariant
Zq[M,A] 6= Zq[M,A+ δA].
Here, δA is a gauge transformation of A. Usually the strategy when confronted with such ambiguities in
quantum field theory is to look for local counter terms that make the partition function unambiguous, i.e., to
look for a functional Lqc.t.(A) built from local G-bundle data such that
Zqreg[M,A] := Zq[M,A]e
i
∫
M
Lqc.t.(A)
is gauge invariant. For theories with ’t-Hooft anomalies, no such local counter-term can be constructed. In
fact one needs a d+ 1-manifold N (∂N = M) which houses the SPT to construct a well-defined partition
function which takes the form
Zq[N,A] = Zq[M,A]eiIq [N,A].
Somewhat imprecisely, we use ‘A’ both for the lifted G-bundle on N as well as its restriction to ∂N = M .
An alternate diagnostic of the ’t-Hooft anomaly and the one we will consider in later chapters is an obstruction
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to gauging or orbifolding G. We will show that it is impossible to find any local gauge-invariant counterterm
Lc.t.[A] such that
Zorb[M ] :=
∑
[A]
Zreg[M,A] =
∑
[A]
Z[M,A]ei
∫
M
Lc.t.(A)
is invariant under the group of diffeomorphisms of M . We will in particular be interested in the large
diffeomorphisms of M . [23–25,30]
We note that an ’t-Hooft anomaly is a strong non-perturbative constraint in the sense that ’t-Hooft anomalies
are conserved along the renormalization group flows. Although this is a strong constraint, it by no means
uniquely specifies the surface theory on M . Broadly speaking there are three distinct possibilities that
can saturate the ’t-Hooft anomaly. The anomaly may be saturated by a quantum field theory that (i)
spontaneously breaks G symmetry; (ii) is gapless with a non-local action of G; (iii) is gapped and supports
non-trivial (fractionalized) excitations that cannot be realized on an intrinsically d dimensional manifold
with G symmetry. [31–35]
1.2 Topologically ordered phases of matter
Topologically ordered phases are those that have (i) non-trivial groundstate degeneracy that depends on
the topology of the manifold (ii) fractionalized excitations i.e dynamical operators of the theory that have
topological correlation functions and (iii) the theory has long range entanglement.
Such phases are described by TQFTs. In (1+1)d and (2+1)d, TQFTs have been studied in great detail2.
The situation is however much more complex in (3+1)d. There is evidence that the natural structures arising
in 3 + 1d TQFTs are based on categorical groups and their higher generalizations [36, 37]. To be precise,
these TQFTs describe bosonic, gapped long-range entangled phases of matter without any symmetries. It is
possible to discuss enrichment by symmetry [38–42], however, we do not cover this topic in this manuscript.
There is a particularly tractable class of TQFTs which have a topological gauge theory interpretation. Given
a (d+1)-manifold, the data that goes into defining them is simply a pair (G,ω) where G is a finite group and
ω ∈ Hd+1group(G,U(1)) a cohomology class [1,43]. Such cohomological models are typically defined as space-time
state-sum models as in the original paper by Dijkgraaf and Witten [1]. Considering a triangulation 4 with a
G-coloring of the 1-simplices, the path integral is just a sum over the moduli space of principal G-bundles and
2Strictly speaking, there are no long range entangled phases in 1 + 1d.
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the topological action is provided by a cocycle ω evaluated on each (d+1)-simplices. Because of their gauge
theory interpretation, it is particularly easy to define the corresponding Hamiltonian models [38,44–47].
In (2+1)d, such topological gauge theories based on finite groups have been extensively studied. They
turn out to have strong connections to (quasi)-Hopf algebras [48] and orbifold models in rational conformal
field theories [49, 50]. Given a finite group G and an element ω ∈ H3group(G,U(1)), one can indeed construct
a non-trivial quasi-Hopf algebra whose irreducible representations label the anyons of the corresponding
topological gauge theory. This quasi-Hopf algebra is the so-called twisted Drinfel’d double Dω(G) of the
group G. The corresponding Hamiltonian model is referred to as the twisted quantum double model [44–46]
which reduces to Kitaev model [44] when ω is chosen to be trivial. Three-dimensional generalization of such
statements were explored in [47,51].
Besides topological gauge theories, there are other TQFTs in (2+1)d which have been actively studied.
Among these are theories based on modular tensor categories (MTCs). A topological state-sum can be built
from an MTC using the Turaev-Viro construction [52–54] while the corresponding Hamiltonian realization is
provided by the Levin-Wen models. More recently fermionic versions of MTCs known as super-MTCs were
studied [55–57]. Objects in such categories have a natural Z2-grading provided by fermion number parity. The
corresponding fermionic or spin-TFT state-sum models were studied in [58] and their Hamiltonian versions
in [57]. Furthermore, there exists another class of models in (2+1)d that are almost-TQFTs. Canonical
examples of these are Chern-Simons theories also known as Witten-Reshetekhin-Turaev theories [59–61].
These models are not TQFTs in a strict sense since they can only be well-defined by either providing a
framing of the three-manifold or by thinking of the three-manifold as the boundary of a four manifold which
houses an almost trivial TQFT.
In comparison much less is known in (3+1)d. The only known classes of TQFTs with intrinsic topological
order are topological gauge theories built from groups or group-like structures. There has been significant
recent progress in the study of such theories [47,51,62–71]. Another class of (3+1)d theories uses pre-modular
tensor categories as the input. State-sum models for these theories are then provided by Crane-Yetter
models [72–74] and the corresponding Hamiltonian models are the so-called Walker-Wang models [75].
However, such models are trivial in the sense mentioned above (groundstate degeneracy and fractionalized
excitations).
In this work, we focus on the former class, namely topological gauge theories. In particular, in chapters3
and 4 we analyze a continuum formulation of these topological gauge theories known as Dijkgraaf-Witten
theories where the gauge group is a discrete abelian group. For example if G = Zkn, such theories can be cast
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as continuum topological field theories with the partition function taking the form
Zω[N ] =
∫
DADBei
nδIJ
2pi
∫
N
BI∧dAJ+Iq [N,A]
= 1
nk
∑
A
e
i
∫
N
Iq [N,A]
where BI and AI are 2-form and 1-form U(1) connections. In the second line we have integrated out the
2-form gauge field BI which imposes that AI is a flat connection and its holonomy around non-contractible
cycles is quantized to be an integer multiple of 2pi/n, in other words upon integrating out BI , AI becomes
a connection on a Zn bundle. The form of the partition function in the second line is the standard form
of Dijkgraaf-Witten theories where the topological action is labelled by a cohomology class as described
previously.
We refer to these continuum TQFTs interchangeably as coupled BF theories and Dijkgraaf-Witten theories3.
In chapter 3 we analyze the gauge structure of these theories and describe the spectrum of line and surface
operators in the theory. We compute correlation functions of these operators which involve topological terms
that describe lines and surfaces linking as well as multiple surfaces linking in spacetime. Next we describe
the Hilbert space of some of these theories by two complimentary approaches (i) by directly solving for
representations of the operator algebra and (ii) by a more explicit geometric quantization approach.
In chapter 4 we analyze yet another important aspect of TQFTs i.e bulk boundary correspondence. The
bulk-boundary correspondence is one of the most salient features of topologically ordered phases of matter. In
topologically ordered states in (2+1) dimensions [(2+1)d], all essential topological properties in their bulk
can be derived and understood from their edge theories, such as quantized transport properties, properties
of bulk quasiparticles (fractional charge and braiding statistics thereof), and the topological entanglement
entropy, etc. [76–83]. The purpose of this chapter is to study the bulk-boundary correspondence in the
simplest (3+1)d topological field theory, the BF topological field theory [84–90], and its generalizations.
1.3 Gauging SPTs and ungauging DW theories
We may take an alternate perspective on Dijkgraaf-Witten topological gauge theories by recalling that the
topological action for a particular DW theory is nothing but the response theory of an SPT labelled by the
same cohomology class as the DW theory.
3In 3 + 1 dimensions, the coupling terms involve three or four fields and therefore we refer to the corresponding theories as
cubic or quartic theories respectively.
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Hence in addition to probing an SPT phase with a background G gauge field, one could further sum over all
flat G-fields which is known as ‘orbifolding’ or gauging -G [91, 92]. Upon gauging, different SPTs map to
distinct topological gauge theories known as Dijkgraaf-Witten theories [1] or their spin analogues [16, 19].
The partition function can be computed as
ZqDW[N ] ∝
∑
A∈H1(N,G)
eiI
q [N,A].
Clearly, different d+ 1-cocycles furnish distinct Dijkgraaf-Witten theories. These can be distinguished by the
partition functions they furnish on topologically non-trivial manifolds. For example the manifolds generating
the cobordism group described above could be used as theoretical devices to distinguish different theories.
Alternately, it is useful to consider Dijkgraaf-Witten theory in the presence of background defects/sources
such as
ZqDW[N, Jqp] ∝
∑
A∈H1(N,G)
e
iIq [N,A]+
∫
N
Jqp∧A
where the quasiparticle current Jqp is a d − 1-form δ function supported on a closed 1 manifold L ⊂ N
such that
∫
N
A ∧ Jqp =
∮
L
A. One could also introduce quasivortices ‘Jqv’ that source A in the sense
that
∮
dA =
∮
Jqv ∈ G. Distinct Dijkgraaf-Witten theories assign different topological invariants to linked
configurations of multiple quasi-vortices. Hence after gauging, these topological invariants may also be used
to distinguish the parent SPT phases. [93–97]
The G-symmetry can be ‘ungauged’ within Dijkgraaf-Witten theory by gauging a dual symmetry Ĝ = Rep(G)
which is generated by the quasiparticle configurations. Physically this implies proliferating worldlines of
quasiparticles and destroying the gauge symmetry.4 Practically ungauging involves summing over different
configurations of Jqp with an appropriate weight. As the name suggests, ungauging G gets us back to what
we had before gauging G which was a G-SPT labelled by ‘q’: [18, 98–100]
∑
Jqp
ZqDW[N, Jqp]e−i
∫
N
Jqp∧A ∝ eiIq [N,A].
1.4 Higher groups in topological phases of matter
Besides containing point-like operators, quantum field theories may also contain operators that are localized
on q-dimensional spacetime submanifolds. Global symmetries of q-dimensional operators dubbed generalized
4In 2+1 dimensions, this is related to the phenomena of anyon condensation.
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global symmetries were studied by Gaiotto et al. in [101]. Symmetry operators can then be constructed as
topological wall operators localized on (d−q)-submanifolds of a (d+1)-manifold. Gauging a q-form symmetry
group H[q] requires the introduction of a (q+1)-form gauge field valued in the gauge group.
A convenient albeit somewhat abstract perspective on q + 1-form bundles comes from the study of classifying
spaces in homotopy theory. Given a topological group G, the classifying space BG is a space which satisfies
in particular the important property that its fundamental group is G and all other homotopy groups
vanish. Furthermore, for a discrete group G, homotopy classes of maps from N to BG are equivalent to
isomorphism classes of flat G-bundles that are locally 1-cochains. Similarly, one can define a space Bq+1H,
the q + 1-th Eilenberg-Maclane space [102] where H is an abelian group, such that piq+1(Bq+1H) = H and
all other homotopy groups of Bq+1H vanish. Homotopy classes of maps from N to Bq+1H are equivalent to
isomorphism classes of flat (q+1)-form H-bundles denoted by H[q] bundles, i.e. BH[q] ≡ Bq+1H.
Similarly, one may want to consider theories with 0-dimensional and q-dimensional matter fields so that the
the global symmetry group is G[q] which is (G,H[q]) as a set. In order to gauge such a symmetry we first need
to understand what a G[q] flat connection looks like. This may be answered by addressing the related question:
What does the classifying space BG[q] look like [103] This can be either a product space BG[q] = BG×Bq+1H
or a non-trivial fibration Bq+1H → BG[q] → BG classified by the extension class [α] ∈ Hq+2(BG,H). A flat
G[q] connection is then be captured by a system of fields (g, h) ∈ Z1(N,G)× Cq+1(N,H) that satisfy the
conditions dg = 0 and dh = α(g). In the special case where q = 1 we recover a 2-group G.
Following the above discussion it is interesting to analyze quantum field theories with point-like as well
as q-form matter (localized on q-dimensional submanifolds) and study various aspects of such theories that
are familiar from our understanding of 0-form symmetries. These might include aspects such as Ward
identities [104], gauge theories [37, 105–109] and in particular topological gauge theories, symmetry protected
topological phases [37,109], ’t-Hooft anomalies etc. [110,111]
Consider the following four scenarios of matter field distribution: (i) Point-like matter with global symmetry
G, (ii) q-dimensional matter with global symmetry H[q], (iii) point-like as well as string-like matter with
global symmetry G[1] ≡ G and (iv) point-like as well as q-dimensional matter with global symmetry G[q].
For each one of these scenarios, gauging the global symmetry requires coupling the theory to appropriate
background symmetry bundles. If the theory is anomaly free, then the partition function it assigns to a
background configuration is invariant under rearrangements of the symmetry domain walls that leave the
background structure in the same isomorphism class of the bundle in question. Phrased differently we want
the response theory of an anomaly free theory to be invariant under gauge transformations of the background
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structure. If the theory is anomaly free we may carry out the usual procedure of orbifolding the symmetry or
summing over background configurations which may be understood physically as deconfining the symmetry
defects. The theory one gets carrying out such a procedure starting from a gapped quantum field theory is
a topological gauge theory labelled by a cohomology class of the d+ 1-th cohomology from the classifying
space of the particular group-like structure to U(1).
1.5 Organization of this thesis
The rest of this thesis is organized as follows.
In chapter 2 we mainly focus on the physics of Bosonic symmetry protected topological phases protected by
onsite symmetries. We study various aspects of such phases of matter including their response to external
symmetry probes and their bulk topological invariants. Along with studying the bulk we also carry out a
detailed analysis of the boundary theories. In particular we study the gapless boundaries of these SPTs. We
describe a procedure to extract the ’t-Hooft anomalies from the surface theory which is a diagnostic of such a
phase as well as construct bulk topological invariants directly from the boundary theories. Finally we shift
our focus to theories with reflection and time reversal symmetries. In particular we analyze a field theory in
2 + 1d that has a mixed anomaly between ZR2 ×U(1)p where p could be 0 or 1. This field theory describes the
surface of a 3 + 1d Bosonic insulator protected by ZR2 and 0-form or 1-form charge conservation respectively.
This chapter is based on the work [112].
In chapter 3 we focus on 3 + 1d topological gauge theories. We study classes of Discrete abelian topological
gauge theories also known as Dijkgraaf-Witten theories formulated as continuum topological gauge theory
built from U(1) bundles. Dijkgraaf-Witten theories are intimately related to the physics of symmetry protected
topological phases, in that Dijkgraaf-Witten topological actions are the topological response theories of
symmetry protected topological phases. We be on analyzing various properties of such field theories. Notably,
the gauge structure, operator content, correlation functions and Hilbert spaces on manifolds with general
topology will be discussed. This chapter is based on the paper [63].
In chapter 4 we study bulk boundary correspondence for the above mentioned topological gauge theories.
More precisely, we study these theories defined with free boundary conditions and compute the partitions
functions of the boundary theory in the presence various twists. We show that these twists correspond to
certain bulk operators and denote the boundary partition functions as twisted partition functions. It will be
shown that these twisted partition functions transform projectively under the mapping class group of the
boundary spacetime manifold and the projective U(1) phases encode topological data of the bulk topological
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gauge theory. This chapter is based on the work [40,97].
In chapter 5 we analyze a hydrodynamical model of a polar fluid in (3+1)-dimensional spacetime. We
explore a spacetime symmetry volume preserving diffeomorphisms to construct an effective description of
this fluid in terms of a topological BF theory. The two degrees of freedom of the BF theory are associated
to the mass (charge) flows of the fluid and its polarization vorticities. We discuss the quantization of this
hydrodynamic theory, which generically allows for fractionalized excitations. We propose an extension of the
Girvin-MacDonald-Platzman algebra to (3+1)-dimensional spacetime by the inclusion of the vortex-density
operator in addition to the usual charge density operator and show that the same algebra is obeyed by
massive Dirac fermions that represent the bulk of Z2 topological insulators in three-dimensional space. This
chapter is based on the work [113].
In chapter 6 we study various scenarios where 2-groups and higher group like structures show up in the
classification and characterization of gapped phases of matter. Topological models from 2-groups together
with their lattice realization are studied from a higher gauge theory point of view. Symmetry protected
topological phases protected by higher symmetry structures are explicitly constructed, and the gauging
procedure which yields the corresponding topological gauge theories is discussed in detail. We finally study
the correspondence between symmetry protected topological phases and ’t Hooft anomalies in the context of
these higher group symmetries. This chapter is based on the paper [37].
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Chapter 2
Bosonic SPTs: bulk-boundary
correspondence, topological invariants
invariants and gauging
2.1 Plan for this chapter
In Sec. 2.2 and 2.3, we study bosonic topological phases of matter with global discrete abelian symmetry G
in 2 + 1 and 3 + 1-dimensions respectively. We study these phases and their gauged versions by analyzing the
bulk directly and from a complimentary viewpoint, by analyzing their gapless boundary theories. In Sec. 2.4,
we briefly comment on how this generalizes to d+ 1-dimensions.
Bulk analysis
We begin with an invertible TQFT that can describe bosonic G-SPT phases with topologically distinct
realizations of G symmetry labelled by ‘q’. We carry out the following steps:
• Couple to a background G gauge field A on a closed, oriented d+ 1-dimensional manifold to compute
distinct topological response theories
Zq[N,A] = eiIq [N,A].
• In general Iq[N,A] ∈ R/2piZ and the set {eiIq [Ni,Ai]}
i∈I of U(1) phases for all [Ni, Ai] that generate
the torsion subgroup of Ωd+1(BG) form the set of SPT topological invariants, i.e., they differentiate
different SPT phases. For a discrete abelian group G which is always isomorphic to
∏k
i=1 Zni , the
topological invariants turn out to be a combination of partition functions on lens spaces and three-torus
with appropriate flat G bundles in 2 + 1-dimensions and (lens space × a one-sphere) and the four-torus
with appropriate G-bundles in 3 + 1-dimensions. We compute these topological invariants.
• Gauge G by summing over flat G bundles to obtain the partition function for a G-topological gauge
theory, i.e., Dijkgraaf-Witten theory.
• Introduce quasi-particle sources within Dijkgraaf-Witten theory that generate a dual symmetry Gˆ and
finally ungauge G by gauging Ĝ to return to the SPT phase.
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Boundary analysis
To compliment the bulk analysis we study a class of simple models that describe possible edges/surfaces for
G-bosonic SPTs. We support our analysis with the following computations:
• We couple the boundary theory to a background G gauge field and compute ‘twisted partition functions’
Zq[M,A].
• Take the aforementioned approach and try to gauge G. We treat gauge-ability of G as a diagnostic
for a trivial/non-trivial bulk and show that the ’t-Hooft anomaly matches with the gauge anomaly of
the SPT response theory on an open d+ 1 manifold confirming that this model indeed describes the
surface of an SPT.
• Once it is established that the theory describes the boundary of an SPT, the SPT invariants can be
constructed directly from the surface theory following a cut and glue construction whose calculation
essentially restricts to the boundary theory computation.
• Furthermore G-orbifold characters can be constructed from the ‘twisted partition functions’. Modular
transformations of these characters reproduce the topological data corresponding to the bulk topological
gauge theory obtained by gauging the bulk SPT.
SPT protected by ZT,R2 × U(1) symmetry in 3 + 1d
In Sec. 2.5 we study surface theory for 3 + 1d SPTs protected by ZT,R2 ×U(1)p for the case p = 0, 1. We show
that for a certain action of ZT,R2 × U(1)p, there is a ’t-Hooft anomaly for the surface theory. We construct
bulk effective field theories that cancel this anomaly and discuss the corresponding symmetry protected
phases.
2.2 2 + 1d SPTs and their 1 + 1d edges
2.2.1 Bulk physics
SPT effective field theories: It is known that SPTs with unitary onsite symmetry can be modeled by BF
theories with distinct symmetry actions. [27, 114,115] For example G = Zkn-SPTs in 2 + 1d may be modeled
by k-copies of BF theory at ‘level’ one:
S[a, b] =
∫
N
k∑
I,J=1
δIJ
2pi b
I ∧ daJ + · · · ,
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where aI and bI are U(1)-connections subject to the flux quantization conditions
∮
S
da,
∮
S
db ∈ 2piZ for
S ∈ Z2(N ;Z). By ‘· · · ’ we imply other non-topological symmetry preserving terms that we ignore in the
limit of zero correlation length. This theory is trivial, in the sense its partition function Z[N ] = 1 [116] on
any closed 3-manifold N . However it can be coupled to a flat background G gauge field AI in topologically
distinct ways which correspond to various SPT actions
Sq[a, b, A] =
∫
N
δIJ
2pi b
I ∧ daJ + Sqcpl[a, b, A]. (2.1)
Here, Sqcpl[a, b, A] is the part of the action involving coupling to sources AI . Flat G gauge fields are
characterized by their holonomies, or equivalently, A ∈ H1(N,G). G-SPTs are classified by group cohomology
and can be labelled by a 3-cocycle ω ∈ H3group(G,U(1)). Here ‘q’ is meant to be a representative of ω. For
finite abelian groups, there are three classes of group 3-cocycles. For G = (Zn)k these take the form
ωtype-I(a,b, c) = exp
{
2piiqI
n2
aI
(
bI + cI − [bI + cI ])},
ωtype-II(a,b, c) = exp
{
2piiqIJ
n2
aI
(
bJ + cJ − [bJ + cJ ])},
ωtype-III(a,b, c) = exp
{
2piiqIJK
n
aIbJcK
}
, (2.2)
where a = (a1, a2, . . . , ak), etc., a,b, c ∈ Zkn and [aI + bI ] := aI + bI mod n. These different families of
cocycles are called type-I,II,III respectively [117]. The parameters qI , qIJ , qIJK take values in Z mod nZ,
hence
H3group[(Zn)k, U(1)] = (Zn)

 k
1
+
 k
2
+
 k
3


.
Any G SPT is prescribed by the set of Zn parameters q = {qI , qIJ , qIJK} ∈ H3group(G,U(1)). Different
coupling terms corresponding to different families of 3-cocycles take the form
SqIcpl[a, b, A] = −
1
2pi
∫
N
AI ∧ (dbI + qIdaI),
SqIJcpl [a, b, A] = −
1
2pi
∫
N
AI ∧ (dbI + qIJdaJ),
SqIJKcpl [a, b, A] = −
1
2pi
∫
N
AI ∧ (dbI + n
2qIJK
2pi a
J ∧ aK),
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where I, J,K are not summed over. Integrating over aI , bI one obtains a response theory in terms of
background G-bundle:
Zq[N,A] =
∫
D[a, b]eiSq [a,b,N,A] =: eiIq [N,A]. (2.3)
The response theories Iq[N,A] take the form
IqI [N,A] = − qI2pi
∫
N
AI ∧ dAI ,
IqIJ [N,A] = −qIJ2pi
∫
N
AI ∧ dAJ ,
IqIJK [N,A] = −qIJKn
2
4pi2
∫
N
AI ∧AJ ∧AK . (2.4)
The relation between SPT response theories (2.4) and the respective cocycles (2.2) can be seen most clearly
within a simplicial construction. (See App. B.2.)
Topological invariants for SPTs: SPT topological invariants are a set of U(1)-valued quantities that can
distinguish different phases. These are supplied by the partition functions {Zq[Ni, Ai]}i∈I which are pure
U(1) phases eiIq [Ni,Ai]. Here, [Ni, Ai] are the generators of the torsion subgroup of ΩSO3 (BG), the oriented
equivariant cobordism group over the classifying space of G. For G = Zkn, we will confirm that the lens space
L(n, 1) and three-torus T 3 with appropriate flat G-bundles are sufficient to detect and classify G-SPTs. Let
us compute the partition functions on these manifolds.
• Type-I and type-II cocycles: SPTs with type-I and type-II symmetry action can be distinguished
by their partition functions on lens space (L(n, 1)) with an appropriate background G-bundle. The
topology of Lens space is captured by the torsion part of its homology groups
H1(L(n, 1),Z) = H2(L(n, 1),Z) = Zn.
Then [A] ∈ Tor(H2(L(n, 1),Z)). The Chern-Simons term which appears in the type-I response theory
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IqI [N,A] evaluates to
eI
qI [L(n,1),[A]] = exp
{
−iqI
2pi
∫
L(n,1)
AI ∧ dAI
}
= exp
{
−iqI
∮
CA
A
}
= exp
{
−iqIaI
∮
C1
A
}
= exp
{
−2piiqIa
2
I
n
}
, (2.5)
where CA ∈ H1(L(n, 1),Z) is Poincare dual to [A] ∈ Tor
(
H2(L(n, 1),Z)
)
. Further we have chosen the
configuration [A] such that CA = aIC1 where C1 is the generator of H1(L(n, 1),Z). Hence the SPT
invariant is
eiI
qI [L(n,1),[A]] = e−
2piiqIa
2
I
n .
The SPT invariant with type-II response theory (2.4) can be computed similarly.
eiI
qIJ [L(n,1),[A]] = exp
{
− iqIJ2pi
∫
L(n,1)
AI ∧ dAJ
}
= exp
{
−iqIJ
∮
CA
AI
}
= exp
{
−iqIJaJ
∮
C1
AI
}
= exp
{
−2piiqIJaIaJ
n
}
. (2.6)
• Type-III cocycles: SPTs with type-III response theories can be detected on T 3 with a background
G bundle
eiI
qIJK [T 3,A] = exp
{
− in
2qIJK
4pi2
∫
T 3
AI ∧AJ ∧AK
}
= exp
{
−2piiqIJK
n
ijkaI,ibJ,jcK,k
}
(2.7)
where aI = (aI,1, aI,2, aI,3) are the holonomies around the three cycles of T 3.
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Summarizing, the complete set of invariants for bosonic SPTs protected by G = Zkn are
{
e−iI
q [L(n,1),A], e−iI
q [T 3,A]
}
=
{
e
2pii
n (qIaI2+qIJaIaJ ), e2pii
qIJK
n 
ijkaI,ibJ,jcK,k
}
More generally, if G =
∏k
I=1 ZnI , then the SPTs classified by parameters {qI , qIJ , qIJK} parametrizing
type-I,II,III kind of responses respectively can be detected on
{
L(nI , 1), L(gcd(nI , nJ), 1), T 3
}
respectively.
[118–120]
Topological gauge theories from gauging SPTs : Gauging of SPTs can be carried out by first computing
the response to flat G-bundles (2.3) and then summing over all flat bundles with the appropriate normalization.
By this procedure, one obtains the well known Dijkgraaf-Witten topological gauge theory labelled by
q ∈ H3group(G,R/2piZ):
ZqDW[N ] =
1
|H0(N,G)|
∑
A∈H1(N,G)
eiI
q [N,A]
= 1
nk
∫ k∏
I=1
D[AI , BI ]ei
∫
N
nδIJ
2pi B
I∧dAJ+iIq [N,A] (2.8)
where in the second line we have specialized to G = Zkn and written the gauged SPT action in the familiar
continuum form as a ‘twisted’ multicomponent BF theory. AI , BI are 1-form U(1) connections. Integrating
over BI imposes that A is a flat G-bundle and takes us back to the original expression. Since (1/2pi)dBI is a
2-form with integral periods we can write
1
2pidB
I = dβI +
∑
j∈Free(H2(N,Z))
mIjλj
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where mj ∈ Z and λj is a basis on the space of integral harmonic 2-forms. Then, integrating over BI , we get
ZqDW =
1
nk
∫ k∏
I=1
D[AI , βI ]e
inδIJ
2pi
∫
N
βI∧FJA
×
∏
j
 ∑
mI
j
∈Z
einδIJm
I
j
∫
λj∧AJ
 eiIq [N,A]
= 1
nk
∫ k∏
I=1
D[AI ]δ(nF IA)
∏
j
 ∑
mI
j
∈Z
einm
I
j
∫
λj∧AI
 eiIq [A,N ]
= 1
nk
∫ k∏
I=1
D[AI ]δ(nF IA)δ(
∮
Lj
AI ∈ 2pi
n
Z)eiI
q [N,A]
= 1
nk
∑
A∈H1(N,Zkn)
eiI
q [N,A]. (2.9)
The sum over βI fixes nF IA = 0 which implies that F IA = 0 unless Tor(H2(N,Z)) 6= 0. The sum over mj
sets the holonomy of AI to be a multiple of 2pi/n along Lj the 1-cycle poincare dual to λj . In other words
[A] ∈ H1(M,Zkn), a flat Zkn-gauge field. Let us take a look at few examples:
• Type-I and type-II cocycles: Consider a 3-manifold N with vanishing torsion. Then since dAI = 0,
we get IqI [N,A] = IqIJ [N,A] = 0. Therefore
ZqDW[N ] =
1
|G|
∑
[A]∈H1(N,G)
1
= |G|b1(N)−1, (2.10)
where b1(N) refers to the 1st Betti number of N . If N = S1 ×M , the partition function evaluates to
ZqDW[M × S1] ≡ GSD[M ] = |G|b1(M)
where GSD[M ] denotes the groundstate degeneracy on M . Similarly, the gauged partition function for
type-I and type-II cocycle on for G = Zn and G = Z2n respectively can be evaluated on L(n, 1) using
(2.5) and (2.6)
ZqIDW[L(n, 1)] =
1
n
n−1∑
aI=0
e
2piiqIa
2
I
n ,
ZqIJDW[L(n, 1)] =
1
n2
n−1∑
aI ,aJ=0
e
2piiqIJaIaJ
n ,
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which vanish if (n, qI) or (n, qIJ) are coprime respectively.
• Type-III cocycles: The partition function on T 3 for type-III cocycle can be computed using (2.7)
ZqDW[T 3] =
1
|G|
∑
a,b,c∈Z3n
e
2piiqIJK
n 
ijkaI,ibJ,jcK,k
=: GSD[T 2] < |G|2 (2.11)
For G = Z32, q123 = 1, (2.11) evaluates to ZqDW[T 3] = 22 = GSD[T 2] [117]. Groundstates on a torus can
be labelled by the spectrum of Wilson operators in a topological gauge theory, therefore this implies
that there are 22 independent Wilson operators. The total quantum dimension is the same for different
Dijkgraaf-Witten theories corresponding to the same G, hence we obtain
|G|2 =
GSD[T 2]∑
i=1
d2i .
If GSD[T 2] < |G|2 there must be at least a single Wilson operator with quantum dimension greater
than 1. This is a way to see that type-III theory has non-abelian excitations even though G is an
abelian group [117]. A dual approach based on analyzing Wilson operators directly in the continuum
theory may also be used to compute this groundstate degeneracy. [121]
Ungauging and anyon condensation: Let us consider the continuum formulation of Dijkgraaf-Witten
theory (2.8) in the presence of quasiparticle sources Jqp
ZqDW[N, Jqp] =
1
|H0(N,Zkn)|
∑
A∈H1(N,G)
e
iIq(N,A)+i
∫
N
JIqp∪AI
= 1
nk
∫ k∏
I=1
D[AI , BI ] exp
{∫
N
in
2piB
I ∧ dAI
+iIq[N,A] + i
∫
N
JIqp ∧AI
}
where the background fields JIqp are 2-form fields with integral periods [122]. Since
∮
AI ∈ (2piZ) /n, the
periods of Jqp only make sense modulo n, more precisely Jqp ∈ H2(N, Ĝ) where Ĝ = Rep(G) ' G. There is
a perfect pairing
∫
N
: H1(N,G)×H2(N, Ĝ)→ R/2piZ
that is realized by wedge product followed by integration. For a simplicial definition, consider a 3-simplex as
18
Figure 2.1: Triangulation of a three-torus containing one 0-simplex, three 1-simplices, three 2-simplices and
six 3-simplices.
in Fig. 2.1
∫
∆ Jqp ∪A = Jqp[012](A[23]) = m(a) = 2piman .
Jqp generates a 1-form Ĝ symmetry. To see this, we follow the procedure standard in Hamiltonian quantization
of gauge systems. Let N = M × S1. We define a charge operator QI(λI) corresponding to Ĝ symmetry
δJIqpS =
∫
N
δJIqp ∧AI ⇒ QI(λI) :=
1
2pi
∫
M
λI ∧AI
where QI(λI) is the charge operator that generates the 1-form gauge transformation and λ ∈ Ω1Z(M)
parametrizes the transformation. Then the 1-form symmetry acts as
QI(λI) : JIqv 7→ JIqv + dλI ;
: BI 7→ BI − λI .
Gauging this dual 1-form symmetry means summing over JIqp ∈ H2(M, Ĝ). Let us call the partition function
after gauging the 1 -form Ĝ symmetry Zq
DW/Ĝ
. Then
Zq
DW/Ĝ
[N, Aˆ] =
∑
Jqp
e
−i
∫
N
JIqp∧AˆI ZqDW[N, Jqp]
=
∑
Jqp
∑
A
e
i
∫
N
JIqp∧(AI−AˆI)+iIq [N,A]
= eiI
q [N,Aˆ].
Hence gauging the dual Ĝ 1-form global symmetry is equivalent to un-gauging G. The symmetry is generated
by the world-line of A, therefore gauging is synonymous with proliferating the A-lines freely and may be
understood as anyon condensation. [123–126]
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2.2.2 Edge physics
Consider the 1 + 1d bosonic conformal field theory on a two-dimensional spacetime manifold M described by
the action
S[M ] =
∫
M
k∑
I=1
[
1
4pi∂xφ
1,I∂tφ
2,I −H(φ1,I , φ2,I)
]
(2.12)
where φ1,I , φ2,I : M 7→ R/2piZ. H denotes the Hamiltonian which we shall set to H = 1/4pi∑I,i(∂xφi,I)2.
The action (2.12) is invariant under different realizations of global 0-form Zkn-symmetry. It is well-known that
the edge theory for a G-SPT suffers from a G ’t-Hooft anomaly, i.e., there is an obstruction to promoting the
global G-symmetry to a gauge symmetry. A diagnostic of this anomaly that we will use is modular invariance
which is a consistency criteria for a healthy quantum field theory. The idea is as follows: consider putting a
quantum field theory on a manifold M . Then we require that the partition function be invariant under large
diffeomorphisms of M . 1 We will be particularly interested in M = T 2 for which MCG(T 2) = SL(2,Z)
which has two generators S, T with the action
S :
 t
x
 7→
 −x
t
 ,
T :
 t
x
 7→
 t+ x
x
 .
A modular invariant partition function is one for which
Z[UM ] = Z[M ]; U ∈MCG(M)
A diagnostic for a theory with a global or ’t-Hooft anomaly is the inexistence of a modular invariant partition
function for the gauged (or orbifolded) theory [23–25,30]. To be more precise the partition function of the
gauged theory takes the form
Zorb[M ] =
1
|H0(M,G)|
∑
A∈H1(M,G)
θ(A)Z[M,A] (2.13)
1Large diffeomorphisms are those diffeomorphisms that are not path connected to the identity diffeomorphism in the space of
diffeomorphisms. These form a group known as the mapping class group of M which we shall abbreviate MCG(M). Then
MCG(M) = pi0 [Diff(M)]
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where Z[M,A] is the ‘twisted’ partition function computed in the presence of background flat G gauge field
A ∈ H1(M,G). In case a theory admits distinct G actions we will denote by ‘q’ a specific realization of
G-symmetry. We label a ‘twisted’ partition function with this choice of symmetry action by Zq[M,A]. In
(2.13), the different twisted sectors are weighted by θ(A) where θ is a function θ : H1(M,G) → U(1) as
a set. More precisely we must think of θ(A) as a counterterm built from local gauge data A paired with
the manifold, θ(A) = exp
{
i
∫
M
Lc.t.(A)
}
. Generally there might be inequivalent choices of θ that furnish
modular invariant partition functions. More precisely θ(A) as well as θ(A)(A) may be used to construct
modular invariants. Here  is the discrete torsion phase classified by H2group(G,R/2piZ) (see App. B.1 for
details).
The theory has a ’t-Hooft anomaly if there does not exist any gauge invariant θ(A) such that
Zorb[UT 2] = Zorb[T 2]; U = S, T
We will see that the theory (2.1) introduced earlier exactly cancels the ’t-Hooft anomaly of (2.12) when
M = ∂N and the SPT effective action (2.1) lives on N . Hence the ’t-Hooft anomalies discussed here are
prescribed by the same data ‘q′ ∈ H3group(G,R/2piZ) as 2 + 1d SPTs. Since the anomaly of the 1 + 1d theory
is cancelled by the bulk 2 + 1d SPT, together they may be coupled consistently to a background G gauge
field and gauged. In other words
ZqDW[N ] =
1
|H0(N,G)|
∑
[A]∈H1(N,G)
Zq [M,A]Zq
[
N |∂N=M , A
]
is the partition function for a healthy G gauge theory labelled by 3-cocycle ‘q’ ∈ H3group(G,R/2piZ).
Let us consider the case of G = Z2n. We choose the simple case of Z2n to avoid dealing with orbifolding type-III
cocycles which appear for G = Zkn when k ≥ 3. Type-III cocycles are quite subtle for several reasons and we
will mostly leave them out of our discussion. Since H3group(Z2n,R/2piZ) = Z3n ' (q1, q2, q12) there could be
three distinct kinds of G actions and combinations thereof. Let us denote these by gˆ1, gˆ2, gˆ12 respectively.
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Explicitly their action on (2.12) is
gˆI :
 φ1,I
φ2,I
 7→
 φ1,I
φ2,I
+ 2pi
n
 1
qI

gˆIJ :
 φ1,I
φ2,J
 7→
 φ1,I
φ2,J
+ 2pi
n
 1
qIJ
 ; I < J
We follow the canonical formalism in order to gauge the global G symmetry. The first step is to compute
twisted partition functions Zq[M,A]. Since A is flat it is characterized by holonomies along homology cycles
in M i.e [A] ∈ Hom [H1(M,Z), G]. Let us fix M = T 2, then [A] ' (a,b) where a,b ∈ G are the holonomies
along the time and space cycle respectively. The partition functions in the twisted sectors are
Zq[T 2, A] = Zqa,b := TrHqb
[
aˆ e2piiτ1P−2piτ2H
]
, (2.14)
where τ = τ1 + iτ2 is the modular parameter of the flat spacetime torus, H,P are the Hamiltonian and the
momentum, respectively, and we have defined the twisted Hilbert space Hqb which satisfies the boundary
conditions  φ1,J
φ2,J
 (x+ L) =
 φ1,J
φ2,J
 (x) + 2pi
n
 bJ
qJbJ + qIJbJ
 .
Let us define charge operators
Qi,I := 12pi
∫
dx∂xφ
i¯,I ; i, i¯ ∈ 1, 2; i 6= i¯
which implement U(1) transformations
eiλQ
i,I
: φi,I → φi,I + λ.
Then aˆ appearing in (2.14) takes the form
aˆ := exp
{
2pii
n
[
aIQ
1,I + a1q1Q2,1 + (a2q2 + a1q12)Q2,2
]}
.
These twisted partition functions can be computed using standard methods in conformal field theory (see for
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example [23, 127,128]). We will mainly be interested in modular properties of the twisted partition functions.
T : Zqa,b(τ) 7→ Zqa,b(τ + 1)
= T qa,bZ
q
a+b,b(τ)
= e−
2pii
n2 [
∑
I
qIb
2
I+q12b1b2]Zqa+b,b(τ),
S : Zqa,b(τ) 7→ Zqa,b(−1/τ)
= Sqa,bZ
q
−b,a(τ)
= e
2pii
n2 [2
∑
I
qIaIbI+q12(a1b2+b1a2)]Zq−b,a(τ). (2.15)
Under large gauge transformations, Zqa,b transforms as
Zqa+ne1,b(τ) = e
2pii(q1b1+q12b2)
n Zqa,b(τ),
Zqa+ne2,b(τ) = e
2pii(q2b2+q12b1)
n Zqa,b(τ),
Zqa,b+ne1(τ) = e
2pii(q1a1+q12a2)
n Zqa,b(τ),
Zqa,b+ne2(τ) = e
2pii(q2a2+q12a1)
n Zqa,b(τ), (2.16)
where e1 = (1, 0) and e2 = (0, 1).
Gauging trivial symmetry action: Let us first consider the partition functions twisted by trivial symmetry
action, i.e., q = 0. For this trivial case an equal weight sum over all twisted sectors is modular invariant
Z0orb(τ) =
1
|G|
∑
a,b∈G
Z0a,b(τ).
More generally, we may introduce a U(1) valued function  : G2 → U(1) to obtain a partition function
Z0,(τ) = 1|G|
∑
a,b∈G
(a,b)Z0a,b(τ). (2.17)
Modular invariance and factorizability of the partition function at higher genus impose several constraints on
 such that distinct choices of  are classified by H2group(G,U(1)) as
(a,b) = c(a,b)
c(b,a)
where [c] ∈ H2group(G,U(1)). [129, 130] (see App. B.1 for details). Bosonic SPTs in 1 + 1d protected by
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G symmetry are also classified by H2group(G,U(1)). The partition function for SPT described by [c] ∈
H2group(G,U(1)) on a 2-torus with flat G gauge field A evaluates to
Zca,b = c(a,b)/c(b,a) = (a,b).
Therefore the freedom of adding a discrete torsion phase while constructing a modular invariant partition
function is equivalent to adding a 1 + 1d G-SPT. This is ofcourse expected since a 1 + 1d SPT is perfectly
consistent on a closed 2-manifold and therefore should not contribute to the anomaly. Hence the anomaly on
the boundary of a 2 + 1d SPT is insensitive to pasting of a 1 + 1d SPT protected by G (or more generally H
such that G ⊂ H).
Gauging non-trivial symmetry action: Now let us try to gauge G for the action where q 6= 0. We
mentioned earlier that this is related to non-trivial q ∈ H3group(G,R/2piZ). Using (2.15) we obtain the
following conditions from requiring modular invariance
θ(a,b) = e
2pii
n2 [
∑
I
qIb
2
I+q12b1b2]θ(a + b,b),
θ(a,b) = e−
2pii
n2 [
∑
I
2qIaIbI+q12(a1b2+b1a2)]θ(−b,a). (2.18)
Using the first equation above, it can be seen that
θ(a + ne1, e1) = e2piiq1/nθ(a, e1),
θ(a + ne2, e2) = e2piiq2/nθ(a, e2),
θ(a + n(e1 + e2), e1 + e2) = e
2pii(q1+q2+q12)
n θ(a, e1 + e2).
We interpret θ(a,b) as a local counter-term needed to make the partition function modular invariant. That
is θ(a,b) = eiSc.t.[a,b]. We learn that requiring modular invariance forces us to choose a counter-term which
is not invariant under-large gauge transformations a 7→ a + neI and a 7→ a + ne1 + ne2. Hence there is a
conflict between gauge invariance and modular invariance which is a diagnostic of a ’t-Hooft anomaly. We
can however couple the theory to a TQFT in 2 + 1d that cancels the ’t-Hooft anomaly of the 1 + 1d theory
(2.12). Above we constructed an invertible TFT (2.1) that exactly cancels the boundary anomaly. To see
this, we compute the following response action
Iq[D2a × S1b, A] = −
∫
D2a×S1b
[ qI
2piA
I ∧ dAI + qIJ2pi A
I ∧ dAJ
]
. (2.19)
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By D2a × S1b, we denote the configuration where N = D2xy × S1t , and the G gauge field has a symmetry defect
puncturing D2 such that
∮
S1t
AI = 2pi
n
bI ;
∮
∂D2xy
AI = 2pi
n
aI
Note that this is not a flat field configuration as it is sourced by a extrinsic symmetry defect. Then the
partition function for an SPT described by (2.12) evaluates to
Zq[D2a × S1b, A] = eiI
q [D2a×S1b,A]
= e−
∑
I
2piiqIaIbI
n2 −
2piiqIJ (aIbJ+aJbI )
n2
which exactly satisfies the properties (2.18) and hence cancels the modular anomaly of the 1 + 1d theory.
Furthermore it transforms under large gauge transformations in an opposite way to (2.16). Hence coupled to
an invertible TFT in the bulk, (2.12) is perfectly consistent.
Further, (2.19) is anomaly-free on a closed manifold and the global G symmetry can be gauged to obtain
DW theory with topological order. This topological order is characterized by some data such as braiding
phases and topological spin. It has long been known that the topological data of the bulk TQFT can be
extracted directly from the 1 + 1d edge theory. [131–138]
G-characters and topological data: In order to obtain bulk topological data such as braiding phases and
topological spins of excitations within a topological gauge theory directly from the edge theory, one may
exploit the bulk-boundary correspondence. This correspondence establishes a bijection between excitations
or line operators in a topological gauge theory and G-characters built from twisted sectors of the edge theory
on a spacetime two torus2. The complete set of characters may be constructed from the edge theory as
χµ,a =
1√|G|∑b∈Gµ(b)Zqb,a(τ)
where µ ∈ Rep(G). For example if G = Zn, then explicitly µ(b) = e 2piiµbn . Each character constructed from
the edge theory corresponds to an excitation within the bulk topological gauge theory. These characters
form a projective representation of the mapping class group SL(2,Z) and the S and T matrices of projective
2This is true not only for topological gauge theories such as Dijkgraaf-Witten theories but for any 2 + 1d TQFT built from a
modular tensor category and the corresponding rational conformal field theory on its edge.
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phases encode bulk topological data
Sχµ,a =
∑
µ′,a′
S(µ,a),(µ′,a′)χµ′,a′ ,
T χµ,a =
∑
µ′,a′
T(µ,a),(µ′,a′)χµ′,a′
= exp {2piihµ,a}χµ,a. (2.20)
Notice the action of T is diagonal and the eigenvalue of χµ,a, exp 2piihµ,a, is the topological spin of the bulk
excitation corresponding to χµ,a via the bulk-boundary correspondence. Instead of directly evaluating the
partition function in the twisted sector Zqb,a(τ) (labelled by b, a) and extracting the S and T matrices from
it [132,136–139], we can construct Z¯qb,a(τ) from Z0b,a(τ) in the following way,
Z¯qb,a(τ) := γ
q
a(b)Z0b,a(τ),
χ¯µ,a =
1√|G|∑b∈Gµ(b)Z¯qb,a(τ), (2.21)
where Z0b,a(τ) is the twisted partition function for the trivial SPT phase. In Z¯
q
b,a(τ), the interesting topological
data is encoded in γqa(b), which has the important algebraic property
γqa(b)γqa(c) = βqa(b, c)γqa(b + c).
The group 2-cocycle βqa ∈ C2group(Zn, U(1)) is obtained from ωq(a,b, c) [Eq. (2.2)] by taking an slant product,
i.e., βa(b, c) = iaω(a,b, c) (for details, see App. A.1). Explicitly, βqa and γqa take the form
βqa(b, c) = exp
{
2pii
n2
∑
I
aI(bI + cI − [bI + cI ])
}
× exp
{
2piiqIJ
n2
aI(bJ + cJ − [bJ + cJ ])
}
,
γqa(b) = exp
{
2pii
n2
(
∑
I
qIaIbI + qIJaIbJ)
}
.
Z¯qb,a in (2.21) is easier to work with than Z
q
b,a since we do not need to evaluate the twisted partition function
Z0b,a directly, which may sometimes be tedious. Further, Z¯
q
b,a(τ) and Z
q
b,a(τ) have the same properties under
modular and large gauge transformation, which is all we require. It is straightforward to check that modular
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matrices computed from χ¯µ,a match up with (2.20), [23, 139]
T¯(µ,a),(µ′,a′) = δµ,µ′δa,a′µ(a)γqa(a),
S¯(µ,a),(µ′,a′) =
1
n
µ(a′)µ′−1(−a)γqa(a′)γqa′(a).
SPT invariants from edge theory: Next we show that the SPT invariants for type-I and type-II SPTs
can be computed directly from the edge theory (2.12). Let us consider an SPT protected by G = Zkn with
symmetry action described by some combination of type-I and type-II 3-cocycles ‘q’. Then such SPTs can be
distinguished by their partition functions on lens space. In [21], it was shown that the Lens space partition
function may be simulated by an expectation value of a non-local partial rotation operation on the groundstate
on S2. Let the theory (2.1) be defined on N = S2 × S1, where S2 is the spatial manifold. The theory has a
unique groundstate |GSqS2〉. The partition function on lens space may be simulated as
Zq[L(n, 1), A] = 〈GSqS2 |Cˆn,D(a)|GSqS2〉
where Cˆn,D(a) is an operator that implements a partial n-fold rotation on a disc like subregion D ⊂ S2
followed by the symmetry operation aˆ. To motivate this definition, we recall the fact that lens space may be
constructed from the surgery [140]
L(n, 1) = [D2 × S1] unionsqϕ [D2 × S1]
where unionsqϕ denotes gluing the boundaries ∂[D2 × S1] = T 2 via the large diffeomorphism ϕ = STnS. In [21], it
was shown that Cˆn,D corresponds to the same diffeomorphism ϕ. Then the lens space partition function with
background field holonomy a ∈ G around the torsion cycle may be computed as
Zq[L(n, 1), A] = 〈GSq|Cˆn,D(a)|GSq〉
=
TrHq(D)
[
Cˆn,D(a)ρD
]
TrHq(D) [ρD]
where we have traced out the disc-like region D¯ compliment to D. We denote the Hilbert space on D
(respectively ∂D) for the SPT described by 3-cocycle ‘q’∈ H3group(G,U(1)) as Hq(D) (respectively Hq(∂D)).
The reduced density matrix on ρD is given by the thermal density matrix on ∂D at inverse temperature ξ,
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which is related to the bulk correlation length [141,142]
ρD =
e−ξHˆ∂D
TrHq(∂D)
[
e−ξHˆ∂D
] .
Then the lens space partition function may be evaluated as
Zq[L(n, 1), A] =
TrHq(∂D)
[
Cˆn,∂D(a)e−ξHˆ∂D
]
TrHq(∂D)
[
e−ξHˆ∂D
]
=
TrHq(∂D)
[
aˆe− iPˆLn −ξHˆ∂D
]
TrHq(∂D)
[
e−ξHˆ∂D
]
=
Zq(a,0)
(
iξ
L − 1n
)
Zq(0,0)
(
iξ
L
)
=
∑
b (STnS)
(bτ ,bx)
(a,0) Z
q
(bτ ,bx)
(
− 1n + iLξn2
)
∑
b S
(bτ ,bx)
(0,0) Z
q
(bτ ,bx)
(
iL
ξ
)
= e
2pii(qIa
2
I
+qIJaIaJ )
n
Zq(−a,0)
(
− 1n + iLξn2
)
Zq(0,0)
(
iL
ξ
)
= e
2pii(qIa
2
I
+qIJaIaJ )
n
(
1 +O(e−L/ξ)
)
. (2.22)
In the last line we have taken the limit where the inverse temperature ξ is much smaller than L, the
circumference of ∂D (ξ/L→ 0). Hence we can read off the SPT invariant
Zq[L(n, 1), A] = e 2piin (qIa2I+qIJaIaJ).
2.3 3 + 1d SPTs and their 2 + 1d gapless surfaces
2.3.1 Bulk physics
SPT effective actions: Similar to the 2 + 1-dimensional case, 3 + 1d SPTs can be modeled by multiple
copies of level 1 BF theories with topologically distinct coupling to a flat background G bundle. SPT phases
with this symmetry are classified by H4group(G,U(1)). For example consider G = Zkn bosonic SPTs which can
be modeled by the following effective field theories [7, 26,115,119]
Sq(a, b, A) =
∫
N
δIJ
2pi b
I ∧ daJ + Sqcpl(a, b, A) (2.23)
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where a and b are 1-form and 2-form U(1) gauge field, I, J = 1, . . . , k, and q denotes the representative
ω ∈ H4group(G,U(1)), For G = (Zn)k,
H4group[(Zn)k, U(1)] = (Zn)
2×
 k
2
+
 k
3
+
 k
4


Different 4-cocycles [ω] ∈ H4(G,U(1)) are of three kinds named ‘type-II,III,IV’ which explicitly take the form
ωtype-II(a,b, c,d) = e
2piiqIJ
n2 a
IbJ(cJ+dJ−[cJ+dJ ]),
ωtype-III(a,b, c,d) = e
2piiqIJK
n2 a
IbJ(cK+dK−[cK+dK ]),
ωtype-IV(a,b, c,d) = e
2piiqIJKL
n a
IbJcKdL ,
where [aI + bI ] denotes addition modulo n. Here q = {qIJ , qIJK , qIJKL} are a set of parameters valued in
Z mod nZ that label different SPTs. Then distinct SPT effective field theories differ in how they couple to
the background flat G gauge field. The coupling terms corresponding to different cocycle types take the form
SqIJcpl (a, b, A) = −
1
2pi
∫
N
AI ∧
(
bI + nqIJ2pi a
J ∧ daJ
)
,
SqIJKcpl (a, b, A) = −
1
2pi
∫
N
AI ∧
(
bI + nqIJK2pi a
J ∧ daK
)
,
SqIJKcpl (a, b, A) = −
1
2pi
∫
N
AI ∧
(
bI + n
3qIJKL
4pi2 a
J ∧ aK ∧ aL
)
.
Generally, the coupling to background field AI may involve a combination of type-II,III,IV terms for some
choice of ‘q’. For simplicity we will treat these terms separately. The response theory can be obtained by
integrating over the matter fields a, b.
eiI
q [N,A] =
∫
D[{a, b}]eiSq(a,b,N,A).
The different response theories are
eiI
qIJ [N,A] = exp
{
− inqIJ4pi2
∫
N
AI ∧AJ ∧ dAJ
}
,
eiI
qIJK [N,A] = exp
{
− inqIJK4pi2
∫
N
AI ∧AJ ∧ dAK
}
,
eiI
qIJKL [N,A] = exp
{
− in
3qIJKL
8pi3
∫
N
AI ∧AJ ∧AK ∧AL
}
. (2.24)
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In the above, I, J,K,L are not summed over.
Topological invariants for SPTs: Following our previous strategy we evaluate these topological response
theories on set of backgrounds {(Ni, Ai)}i∈I which are the generators of the torsion subgroup of the
equivariant cobordism group ΩSO4 (BG) [8, 9]. The U(1) phases
{
e−iI
q [Ni,Ai]
}
i∈I are the SPT invariants.
For G =
∏
I ZnI , the generating manifolds for type-II,III,IV terms parametrized by {qIJ , qIJK , qIJKL}
are
{
L(gcd(nI , nJ), 1)× S1, L(gcd(nI , nJ , nK), 1)× S1, T 4
}
respectively, equipped with some appropriate
G-bundle [120]. Here we compute invariants for G = Zkn for which L(n, 1)×S1 and T 4 suffice. Generalization
to other discrete abelian groups is straightforward.
• Type-II and type-III cocycles: Type-II and type-III cocycles can be detected on N = L(n, 1)× S1.
Let S ∈ Tor (H2(N,Z)) be Poincare dual to the generator of AJ ∈ Tor
(
H2(N,Z)
)
. Then we obtain
eiI
qIJ [N,A] = exp
{
− inqIJ4pi2
∫
N
AI ∧AJ ∧ dAJ
}
= exp
{
− inqIJ2pi
∫
S=S1×CAJ
AI ∧AJ
}
= exp
{
− inqIJaJ2pi
∫
S=S1×C1
AI ∧AJ
}
= exp
{
−2piiqIJ
n
aJ(bIaJ − aIbJ)
}
(2.25)
where we have decomposed the S = S1 × C where C is the torsion 1-cycle in N . (aI , bI) are the Zn
holonomies along C1 and S1 for the Ith flavor of Zn. The calculation for type-III follows very similarly.
eiI
qIJK [N,A] = exp
{
− inqIJK4pi2
∫
N
AI ∧AJ ∧ dAK
}
= exp
{
− inqIJK2pi
∫
S=S1×CAK
AI ∧AJ
}
= exp
{
− inqIJKaK2pi
∫
S=S1×C1
AI ∧AJ
}
= exp
{
− i2piqIJK
n
aK(bIaJ − aIbJ)
}
.
• Type-IV cocycles: Type-IV topological term can be detected on T 4 with appropriate background
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flat G-bundle. The response theory evaluates to
eiI
qIJKL = exp
{
− in
3qIJKL
8pi3
∫
T 4
AI ∧AJ ∧AK ∧AL
}
= exp
{
−2piiqIJKL
n
ijklaI,ibJ,jcK,kdL,l
}
(2.26)
where I, J,K,L = 1, 2, 3, 4, a = (a1, a2, a3, a4), and a,b, c,d ∈ Z4n are the holonomies around the three
cycles of T 4.
The complete set of topological invariants for bosonic SPTs protected by G = Zkn then is
{
e−iI
q [L(n,1)×S1,A], e−iI
q [T 4,A]
}
Topological gauge theories from Gauging SPTs: 3 + 1d SPTs can be gauged by first coupling to a
flat bundle as we have done above and then summing over all possible flat bundles. The gauged partition
function function on a manifold N takes the form
ZqDW[N ] =
1
|H0(N,G)|
∑
[A]
Zq[N,A].
The gauged theory is the well-known Dijkgraaf-Witten theory which has topological order. The ground-state
degeneracy on any 3-manifold M can be computed as ZqDW[M × S1] = GSDq[M ]. These theories can be
differentiated by the phases they assign to multi-linked configurations of vortices. [94, 96, 97, 143–145]. These
loop braiding statistics may be computed in the bulk by performing modular transformations on the basis of
groundstates on a three-torus [143] and reading off the projective phases in the modular matrices. Alternately
they may be computed from the Wilson operator algebra of the Dijkgraaf-Witten theories [96] or by directly
computing partition functions on manifolds with multi-link vortex defects embedded. Type-II and type-III
Dijkgraaf-Witten theories in 3 + 1d assign non-trivial braiding phases to linked three-loop configurations
in spacetime or three-loop braiding processes whereas type-IV theory assigns non-trivial phases to linked
four-loop configurations. Let us consider a few specific examples
• Type-II and type-III Dijkgraaf-Witten theories: Consider putting type-II or type-III theory on
a manifold N = M × S1 and gauging. Suppose Tor(H1(M),Z) = 0. Then Iq[N,A] = 1, therefore we
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get
ZqDW[M × S1] =
1
|G|
∑
[A]∈H1(N,G)
1
= |G|b1(M) =: GSDq [M ] .
Next if M has torsion, for example if N = L(n, 1)× S1, for type-II cocycle with G = Z2n we get
ZqIJDW[N ] =
1
|n|2
∑
aI ,bI∈Zn
e−
2piiqIJ
n aJ (bIaJ−aIbJ )
=: GSDqIJ [L(n, 1)]
Similarly for type-III cocycle with G = Z3n we get
ZqIJKDW [N ] =
1
|n|3
∑
aI ,bI∈Zn
e−
2piiqIJK
n aK(bIaJ−aIbJ )
=: GSDqIJK [L(n, 1)]
• Unlike type-II and type-III Dijkgraaf-Witten theories in 3 + 1d, for Type-IV cocycle, GSDq[T 3] < |G|3.
Similar to type-III cocycle in 2 + 1d [Eq. (2.11)], this is related to the fact that type-IV DW theory
actually has non-abelian excitations. In other words the quantum dimension of some of the quasivortices
is greater than one. The partition function for G = Z4n on the four-torus is
ZqIJKLDW
[
T 4
]
= 1
n4
∑
a,b,c,d∈Z4n
e−
2piiqIJKL
n 
ijklaI,ibJ,jcK,kdL,l
= GSDqIJKL
[
T 3
]
where a = (a1, a2, a3, a4), and a,b, c,d ∈ Z4n are the holonomies around the three cycles of T 4.
For some purposes it is convenient to formulate the G-gauged theory in the continuum as a coupled BF
theory (see for example [96])
ZqDW[N ] =
1
|G|
∑
[A]∈H1(N,G)
eiI
q [A]
G=Zkn−−−−→ 1
nk
∫ k∏
I=1
D[AI , BI ]e
inδIJ
2pi
∫
BI∧dAJ+iIq [A]
32
where A and B are 1-form and 2-form U(1) connections with standard quantization conditions. Since
(1/2pi)dBI ∈ Ω3Z(N), we can integrate them out to impose that AI are flat Zn gauge fields. The calculation
is very similar to (2.9).
Ungauging in the 3+1d bulk: More generally one can gauge G in the presence of background quasiparticle
sources Jqp ∈ H3(N, Gˆ). The gauged partition function takes the form
ZqDW[N, Jqp] =
1
|G|
∫
D[A,B]e
inδIJ
2pi
∫
BI∧dAJ+iIq [A]+i
∫
N
JIqp∧AI
= 1|G|
∑
[A]
e
iIq [N,A]+i
∫
N
JIqp∧AI
where the background fields JIqp are 3-form fields with integral periods [122]. Since
∮
AI ∈ (2piZ) /n,
the periods of Jqp are only physically distinguishable modulo n, more precisely Jqp ∈ H3(N, Ĝ) where
Ĝ = Rep(G) ' G. There is a perfect pairing
∫
N
: H1(N,G)×H3(N, Ĝ)→ R/2piZ
that is realized by wedge product followed by integration. Jqp generates a 2-form Ĝ symmetry implemented
by the charge operator QI(λI) corresponding to Ĝ symmetry.
QI(λI) := 12pi
∫
M
λI ∧AI
where λI ∈ Ω2Z(M). Then the 2-form symmetry acts
QI(λI) : JIqv 7→ JIqv + dλI ;
: BI 7→ BI − λI
Gauging this dual 2-form symmetry means summing over JIqp ∈ H3(M, Ĝ). Let us call the partition function
after gauging the 2 -form Ĝ symmetry Zq
DW/Ĝ
, then
Zq
DW/Ĝ
[N, Aˆ] =
∑
Jqp
e
−i
∫
N
Jqp∧AˆZqDW[N, Jqp]
=
∑
Jqp
∑
A
e
i
∫
N
Jqp∧(A−Aˆ)+iIq [N,A]
= eiI
q [N,Aˆ].
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Hence gauging the dual Ĝ 1-form global symmetry is equivalent to un-gauging. The symmetry is generated
by the world-line of A and may be understood as physically as proliferating or condensing the gauge charge
∼ dB which is always bosonic since [B,B] = 0. Hence this procedure works for all bosonic SPTs protected
by onsite symmetry.
2.3.2 Surface physics
We model the gapless surface of 3 + 1d bosonic SPTs described by (2.23) by the following quantum field
theory [97,146–148]
S =
∫
M
k∑
I=1
[
1
2pidζ
I ∧ dφI −H(ζI , φI)
]
. (2.27)
Here, φI : M → R/2piZ and ζI are 1-form U(1) connections which satisfy the Dirac quantization condition
∮
Z1(M,Z)
dφI
2pi ∈ Z;
∮
Z2(M,Z)
dζI
2pi ∈ Z.
This model has a global 0-form (and 1-form) U(1)k symmetry. We will however be interested in the discrete
subgroup G = Zkn ⊂ U(1)k. Similar to 1 + 1d, we probe the theory by coupling to a flat G gauge field
A ∈ H1(M,G) and use modular invariance of the orbifolded partition function as a diagnostic for whether
the model with a specific action of G has a ’t-Hooft anomaly. In other words we put the theory on M = T 3
and check whether it is possible to construct a partition function upon summing all twisted sectors (flat G
bundles) such that the summed partition function is invariant under large diffeomorphisms of M as well as
large gauge transformations. The group of large diffeomorphisms on M = T 3, i.e., MCG(T 3) = SL(3,Z)
which is generated by U1, U2 with the action
U1 :

t
x
y
 7→

y
t
x
 ,
U2 :

t
x
y
 7→

t+ x
x
y
 .
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A modular invariant partition function is one for which
Z[UM ] = Z[M ]; U ∈MCG(T 3)
The diagnostic for a theory with a global or ’t-Hooft anomaly will be the inexistence of a modular invariant
partition for the gauged (or orbifolded theory). For a review of quantization of (2.27), see Ch. 4.
As with the 1 + 1d case (2.12), we expect (2.27) to accommodate distinct realizations of G = Zkn which we
label by ‘q’. We will denote partition functions of these models in the presence of a background G bundle A
as Zq[M,A]. By anomaly matching one can learn that these quantum field theories require a bulk which
cancels the anomaly. Such bulk theories would be provided by SPT effective actions (2.23). As a warm-up let
us consider the simplest G action which is non-anomalous and hence does not require a bulk to support it.
Non-anomalous 0-form Zn symmetry: A single copy of (2.27) is invariant under a global 0-form U(1)
symmetry
φ(x) 7→ φ(x) + α (2.28)
where α is a constant valued in R/2piZ. Gauging this U(1) symmetry implies introducing a flat 1-form U(1)
gauge field A and replacing the differential
dφ 7→ DAφ := dφ+A
with the gauge transformation
φ(x) 7→ φ(x) + α(x),
A(x) 7→ A(x)− dα(x).
Here we gauge a subgroup Zn ⊂ U(1) by restricting the holonomies of A to Zn. Then defining dφ˜ := DAφ
which obeys the twisted quantization condition
∮
L
dφ˜
2pi ∈ Z+
∮
L
A
2pi (2.29)
i.e., quantizing in the presence of background A implies imposing twisted boundary condition. Then the
gauging procedure is the same as before; First we compute the partition functions in the twisted sectors
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Z0[M,A] and then sum over them
Z0orb[M ] =
1
|H0(M,G)|
∑
[A]∈H1(M,G)
θ(A)Z0[M,A]. (2.30)
We compute Z0orb[M,A] within the canonical formalism. Following (2.29) we impose twisted boundary
conditions. Let us set M = T 3 and the holonomies of A along the x, y cycles be λ1,2 respectively, then the
twisted Hilbert space is defined as
Hλ1,λ2 =
{
φ(x, y), ζ(x, y)
∣∣∣ ∮
L1,2
dφ = 2pi
n
λ1,2
}
.
Similarly, we can also twist in the time direction, in the path integral picture, this means coupling to
a background Zn field with non-trivial holonomy in the time-cycle. In the canonical formalism, this is
implemented via a global Zn symmetry operator
G(λ0) := exp
{
2piiλ0
n
Q
}
= exp
{
iλ0
n
∫
T 2
dζ
}
= exp
{
2piiλ0β0
n
}
where β0 is defined in (2.38). G(λ0) implements the transformation φ 7→ φ+ 2piλ0/n.
G(λ0) : φ 7→ φ+ 2piλ0
n
.
Then the partition function in the twisted sectors are computed as [97]
Z0λ0,λ1,λ2 = TrHλ1,λ2
[
G(λ0)e2piiR0H′
]
= Zosc
∑
N0,1,2∈Z
exp
{
− piτ22R2N
2
0
−2piR2τ2
(
N1 +
λ1
n
)2
− 2piR0R1
R2
(
N2 +
λ2
n
)2
+2piiτ1N0
(
N1 +
λ1
n
)
+ 2piiN0λ0
n
}
As we will mostly be working on T 3, we simply label the partition functions with λ0,1,2, the G holonomies on
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T 3. Under SL(3,Z) modular transformations, the twisted sectors transform as
U2Z
0
λ0,λ1,λ2 = Z
0
λ0−λ1,λ1,λ2 ,
MZ0λ0,λ1,λ2 = Z
0
λ0,−λ2,λ1 ,
U ′1Z
0
λ0,λ1,λ2 = Z
0
λ1,λ0,λ2 .
A modular invariant partition function may be constructed by taking an equal weight sum, i.e., θ(A) = 1 in
(2.30)
Zorb =
1
n
∑
λ0,λ1,λ2∈Zn
Z0λ0,λ1,λ2
In fact, we need not choose θ(A) = 1. We saw in (2.17), there was a freedom worth H2group(G,U(1)) in
constructing a modular invariant partition function which corresponded to pasting a 1 + 1d G SPT onto
(2.12) and then gauging. Similarly in 2 + 1d, given a modular invariant partition function, we can always find
a new one by picking a [β] ∈ H3(BG,R/2piZ) and orbifolding with phase-factors
Zβorb[M ] =
1
|G|
∑
[A]∈Map[M,BG]
e
i
∫
M
A∗β
Z[M,A∗EG]
where BG is the classifying space of G, EG is the universal G-bundle over BG and the sum is over homotopy
classes of maps from M to BG. exp
{
i
∫
M
A∗β} is the partition function for an 2 + 1-dimensional G SPT
with background flux A∗EG, hence the freedom of adding a phase corresponds to pasting a 2 + 1d SPT onto
(2.27).
Anomalous symmetry action: Let us consider orbifolding G action corresponding to type-II or type-III
cocycle. The minimum case where such a symmetry can be implemented is for G = Z3n on three copies of
(2.27).
S =
∫
M
[
δIJ
2pi dφ
I ∧ dζJ −H(φI , ζI)
]
where I, J = 1, 2, 3. The simplest G action acts independently on the three copies as (2.28) as described above.
Other G-actions couple the multiple copies in a non-trivial way and may be labelled by q = {qIJ , qIJK}. Let
37
us consider the coupling to background G field A and consider the action
S =
∫
M
∑
I,J=1,2
[
δIJ
2pi dφ
I ∧ dζJ −H(φI , ζI)
+ 12piA
I ∧
(
dζI + n2pi q
IJdφI ∧ dφJ
+ n2pi qIJKdφ
J ∧ dφK
)]
where qIJ , qIJK ∈ [0, . . . , n−1] are Zn valued parameters that parametrize distinct couplings to the background
field. By inspecting the equations of motion we learn that the fields φI and ζI satisfy twisted boundary
conditions
1
2pi
∮
L
dφI = 12pi
∮
L
AI ,
1
2pi
∮
S
dζI = qIJn4pi2
∮
S
dφI ∧AJ + qIJKn4pi2
∮
S
dφJ ∧AK .
Upon fixing background A such that
∮
Li∈H1(T 3,Z)
AI = 2piλ
I
i
n
we define twisted Hilbert spaces as
Hq
λI1,λ
J
2
=
{
φI(x, y), ζI(x, y)
∣∣∣ ∮
Li
dφI = 2piλ
I
i
n
,∮
T 2
dζI = 2pi
n
(
qIJ
ijλIi λ
J
j + qIJKijλJi λKj
)}
(2.31)
The symmetry operators take the form
GqI (λI0) = exp
{
2piiλI0
n
QI
}
; where QI :=
∫
Σ
δL
δAI0
= exp
{
2piiλI0
n
∫
T 2
(
dζI + nqIJ2pi dφ
I ∧ dφJ + nqIJK2pi dφ
J ∧ dφK
)}
= exp
{
2piiλI0
n
[
βI0 +
nqIJ
2pi 
ijβIi β
J
j +
nqIJK
2pi 
ijβJi β
K
j
]}
(2.32)
Using the twisted Hilbert space (2.31) and the symmetry operator (2.32), the twisted partition functions can
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be computed
Zq
λI0,λ
I
1,λ
I
2
= TrHq
λI
i
[
GqI (λI0)e2piiR0H
′]
= Zosc
∑
NI0,1,2∈Z
exp
∑
I=1,2,3
{
− piτ22R2
[
N I0 + ijqIJ
(
N Ii +
λIi
n
)
λJj + ijqIJK
(
NJi +
λJi
n
)
λKj
]2
−2piR2τ2
(
N I1 +
λI1
n
)2
− 2piR0R1
R2
(
N I2 +
λI2
n
)2
+ 2piiτ1
(
N I1 +
λI1
n
)[
N I0 + ijqIJ
(
N Ii +
λIi
n
)
λJj + ijqIJK
(
NJi +
λJi
n
)
λKj
]
+2piiλ
I
0
n
[
N I0 + 2ijqIJ
(
N Ii +
λIi
n
)
λJj + 2ijqIJK
(
NJi +
λJi
n
)
λKj
]}
.
Under large gauge transformations, the partition functions in the different sectors transform as
Zq
λI0+neI ,λI1,λI2
= e
2piiij
n (qIJλIiλJj +qIJKλJi λKj )Zq
λI0,λ
I
1,λ
I
2
.
On the other hand, under SL(3,Z) modular transformations, the partition functions in the different sectors
transforms as
U2Z
q
λI0,λ
I
1,λ
I
2
= e−
∑
I
2piiλI1
ij
n2 (qIJλIiλJj +qIJKλJi λKj )Zq
λI0−λI1,λI1,λI2
,
MZq
λI0,λ
I
1,λ
I
2
= Zq
λI0,−λI2,λI1
,
U ′1Z
q
λI0,λ
I
1,λ
I
2
= e
∑
I
4piiλI0
ij
n2 (qIJλIiλJj +qIJKλJi λKj )Zq−λI1,λI0,λI2 .
Let us try to construct a modular invariant partition function
Zqorb =
1
|G|
∑
λI0,λ
I
1,λ
I
2∈G
θq(λI0, λI1, λI2)Z
q
λI0,λ
I
1,λ
I
2
.
Imposing invariance under U2 transformation, we obtain
θq(λI0, λI1, λI2)
θq(λI0 − λI1, λI1, λI2)
= e
∑
I
2pii
n2 (qIJ (λI1)2λJ2 +qIJK(λJ1 )2λK2 ).
Inspecting the U2 transformation property of θq, we find the following constraints under large gauge
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transformations
θq (n(eI + eJ), eI + eJ , eJ) = e
2piiqIJ
n θq (0, eI + eJ , eJ) ,
θq (n(eI + eJ), eI + eJ , eK) = e
2piiqIJK
n θq(0, eI + eJ , eK).
This shows that there is a conflict between gauge invariance and modular invariance when q 6= 0 indicating a
’t-Hooft anomaly.
To show that this ’t-Hooft anomaly for Zq[M,A] is cancelled by a bulk SPT, consider the following combination
of type-II and type-III response theories (2.24):
Iq[N,A] = − n4pi2
∫
N
{
qIJA
J ∧AI ∧ dAI
+ qIJKAJ ∧AK ∧ dAI
}
.
Let N = D2 × S1 × S1 with a G configuration such that the holonomies around the first and second S1 are
λI1 and λI2 respectively. Further consider a puncture on D2 such that the holonomy of the gauge field around
∂D2 is λI0. We denote this configuration [N,A] ≡ D2λI0 × S
1
λI1
× S1
λI2
. The response theory for this background
configuration evaluates to
e
iIq [D2
λI0
×S1
λI1
×S1
λI2
,A]
= e−
2piiij
n2 [qIJλI0λIiλJj +qIJλI0λJi λKj ]
which has the same properties as those required from θq(λI0, λI1, λI2) in order to make the gauged theory
consistent.
G-characters and topological data: Similar to the 1 + 1-dimensional case one can construct G characters
from the 2 + 1d surface theory which encode topological data of the bulk topological gauge theory labelled by
[ω] ∈ H4group(G,U(1)). The characters are constructed as
χq
µI ,λI1,λ
I
2
= 1√|G| ∑
λI0∈G
µI(λI0)Z
q
λI0,λ
I
1,λ
I
2
where µ ∈ Rep(G), for G = Zkn, µI(λI0) = exp
{
2piiδIJµIλJ0
n
}
. Instead of working with Zq
λI0,λ
I
1,λ
I
2
, we find it
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convenient and illustrative to work with Z¯q
λI0,λ
I
1,λ
I
2
, where
Z¯q
λI0,λ
I
1,λ
I
2
:= γq
λI1,λ
I
2
(λI0)Z0λI0,λI1,λI2
where γq
λI1,λ
I
2
is a projective G representation which satisfies
γq
λI1,λ
I
2
(λI0)γ
q
λI1,λ
I
2
(λI
′
0 ) = β
q
λI1,λ
I
2
(λI0, λI
′
0 )γ
q
λI1,λ
I
2
(λI0 + λI
′
0 )
where βq
λI1,λ
I
2
(λI0, λI
′
0 ) = iλI1 iλI2ω
q(λI1, λI2, λI0, λI
′
0 )
We note that Z¯q
λI0,λ
I
1,λ
I
2
and Zq
λI0,λ
I
1,λ
I
2
have the same properties under modular and large gauge transformations,
hence it will suffice for our purposes to use Z¯q instead of Zq. Then we may write
χ¯q
µI ,λI1,λ
I
2
= 1√|G| ∑
λI0∈G
µI(λI0)Z¯
q
λI0,λ
I
1,λ
I
2
=: 1√|G| ∑
λI0∈G
Γq
µI ,λI1,λ
I
2
(λI0)Z0λI0,λI1,λI2
where Γq
µI ,λI1,λ
I
2
(λI0) := µI(λI0)γ
q
λI1,λ
I
2
(λI0). For the specific case of type-II and type-III cocycle, γ
q
λI1,λ
I
2
(λI0) takes
the form
γq
λI1,λ
I
2
(λI0) = exp
{
2pii
n2
(
qIJλ
I
0λ
I
1λ
J
2 + qIJKλI0λJ1λK2
)}
By the bulk boundary correspondence, the character χ¯q
µI ,λI1,λ
I
2
corresponds to a bulk excitation with linked
fluxes λI1 and λI2 and charge µI . [97,149] 3 The dimension of the representation dim(Γ
q
µI ,λI1,λ
I
2
) is the quantum
dimension of the excitation corresponding to Z¯q
λI0,λ
I
1,λ
I
2
.
3We thank Xueda Wen for clarifying this picture
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The modular SL(3,Z) matrices can be computed as
U2χ¯
q
µI ,λI1,λ
I
2
= 1√|G| ∑
λI0∈G
Γq
µI ,λI1,λ
I
2
(λI0)Z0λI0+λI1,λI1,λI2
= 1√|G|∑
λI0
Γq
µI ,λI1,λ
I
2
(λI0)
Γq
µI ,λI1,λ
I
2
(λI0 + λI1)
Γq
µI ,λI1,λ
I
2
(λI0 + λI1)Z0λI0+λI1,λI1,λI2
= exp
{
−2piiλ
I
0
n2
(
qIJλ
I
1λ
J
2 + qIJKλJ1λK2
)− 2piiδIJµIλJ1
n
}
χ¯q
µI ,λI1,λ
I
2
,
U ′1χ¯
q
µI ,λI1,λ
I
2
= 1√|G|∑
λI0
Γq
µI ,λI1,λ
I
2
(λI0)ZλI1,λI0,λI2
= 1|G|
∑
λI
′
1 ,µ
I′
Γq
µI ,λI1,λ
I
2
(λI
′
1 )
[
Γq
µI′ ,λI′1 ,λ
I
2
(λI1)
]−1
χ¯q
µI′ ,λI′1 ,λ
I
2
These match with modular matrices computed directly from the orbifold partition functions with twisted
symmetry action. The U2 eigenvalues are analogous to topological spin for string operators whereas the
projective phases for the U ′1 transformation encodes the braiding statistics between string-like and particle
like excitations as well braiding of three-strings known as three-loop braiding. [94,96,97,143]
SPT invariants from surface computations: Above we saw that bosonic SPTs protected by G = Zkn
and described by type-II and/or type-III 4-cocycles ‘q’∈ H4group(G,U(1)) can be detected by their partition
functions on L(n, 1)× S1 with appropriate background G-bundle. Now we show that these invariants can be
directly computed from the surface theory (2.27). This computation is based on the fact that the partition
function on L(n, 1) × S1 can be simulated by the groundstate expectation value of a partial Cn rotation
operation on the spatial manifold S2 × S1. [21]
Consider putting the theory (2.23) with type-II and/or type-III coupling to background field A on spatial
manifold M = S2×S1, since H1(S2×S1,Z) = Z, we may introduce a background field with holonomy b ∈ G
around this spatial S1. We denote this groundstate as |GSq
S2×S1b
〉. Let Cˆn,D(a) be an operator implementing
a non-local partial rotation on a disc-like region D ⊂ S2 with flux a ∈ G inserted. Then we may show that
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the SPT invariant is given by the phase of
Zq[L(n, 1)× S1b, A] = 〈GSqS2×S1b |Cˆn,D(a)|GS
q
S2×S1b
〉
=
TrHq(D×S1b)
[
ρD×S1bCˆn,D(a)
]
TrHq(D×S1b)
[
ρD×S1b
]
=
TrHq(S1×S1b)
[
e−ξHT2 Cˆn,∂D(a)
]
TrHq(S1×S1b)
[
e−ξHT2
]
where we have traced over disc-like region D¯ complement to D ⊂ S2 and used the fact that the reduced
density matrix effectively reduces to the thermal density matrix of the gapless surface on ∂[D × S1] = T 2
ρD×S1b ≈
e−ξHT2
TrHq(S1×S1b)
[
e−ξHT2
]
where Hq(S1 × S1b) is the Hilbert space on the torus with holonomies 0,b ∈ G along (∂D, S1b) respectively.
Let τ := τ1 + iτ2 denote the modular parameter for the t− x two torus on which the modular matrices U2, U ′1
act as T, S ∈ SL(2,Z) ⊂ SL(3,Z). Since the Cˆn,∂D acts as a boost along the x direction. The computation
is effectively very similar to the 1 + 1d calculation (2.22), except with holonomy b ∈ G inserted along the S1
cycle in the y-direction
Zq[L(n, 1)× S1, A] =
Zq(a,0,b)
(
τ = iξL − 1n
)
Zq(0,0,0)
(
τ = iξL
)
=
∑
c (Γ)
(cτ ,cx,cy)
(a,0,b) Z
q
(cτ ,cx,cy)
(
τ = − 1n + iLξn2
)
∑
c
(
U
′
1
)(cτ ,cx,cy)
(0,0,0) Z
q
(cτ ,cx,cy)
(
τ = iLξ
)
= e
∑
I
2pii
n (qIJaI(aIbJ−bIaJ )+qIJKaI(aJbK−bJaK))
Zq(−a,0,b)
(
τ = − 1n + iLξn2
)
Zq(0,0,0)
(
τ = iLξ
)
= e
∑
I
2pii
n (qIJaI(aIbJ−bIaJ )+qIJKaI(aJbK−bJaK))
(
1 +O(e−L/ξ) + · · ·
)
,
where in the 2nd line we have defined the diffeomorphism Γ = U ′1Un2 U
′
1 Then by taking the limit ξ/L→ 0,
we can read off the SPT invariant.
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2.4 d+ 1-dimensional topological phases and their d-dimensional
boundaries
Several features discussed in the previous sections for 2 + 1d and 3 + 1d bosonic SPTs can be generalized to
arbitrary dimensions. Let us consider bosonic SPT phases protected by symmetry G in d+ 1-dimensions
where G is a discrete abelian group which for simplicity we shall assume to be Zkn. and their d-dimensional
boundaries. SPT phases with discrete abelian symmetry G are classified by Hd+1group(G,U(1)). Then each such
SPT phase can be labelled by a group cocycle [ω] ∈ Hd+1group(G,U(1)). Let us consider a few low dimensional
examples of the group cohomology classification
H2group[Zkn, U(1)] = (Zn)

 k
2


,
H3group[Zkn, U(1)] = (Zn)

 k
1
+
 k
2
+
 k
3


,
H4group[Zkn, U(1)] = (Zn)
2
 k
2
+
 k
3
+
 k
4


,
H5group[Zkn, U(1)] = (Zn)

 k
1
+2
 k
2
4
 k
3
+3
 k
4
+
 k
5


.
We can read-off some pattern, notably in odd-dimensions due to the existence of Chern-Simons terms one
can build a topological action with a single Zn gauge field. The procedure to build a continuum topological
action from a d+ 1-cocycle or vice versa is essentially the same as the lower dimensional analogs. For example
in 4 + 1d, the Chern-simons like terms (qIJK/4pi2)AI ∧ dAJ ∧ dAK correspond to the cocycle
ωqIJK (a,b, c,d, e) = e
2piqIJK
n3 a
I(bJ+cJ−[bJ+cJ ])(dJ+eJ−[dK+eK ]) (2.33)
Similarly the topological action of the kind
IqIJKL = −qIJKLn
2
8pi3
∫
Nd+1
AI ∧AJ ∧AK ∧ dAL (2.34)
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corresponds to the cocycle
ωqIJKL(a,b, c,d, e) = e
2piqIJKL
n2 a
IbJcK(dL+eL−[dL+eL]). (2.35)
Next, one can design effective actions for SPTs with specific actions of G which imply specific coupling to
the flat background G gauge field A. Of course these models must have a unique groundstate, no fractional
excitations and most importantly furnish the correct topological response theories. By inspection one
can realize that all such models can be modeled simply as multicomponent BF theories at ‘level’ 1. In
d+ 1-dimensions these take the form
S =
∫
Nd+1
[
δIJ
2pi b
I ∧ daJ + 12piA
I ∧ (dbI + . . . )
]
,
where bI and aI are d − 1-form and 1-form U(1) connections which satisfy the usual Dirac quantization
conditions. ‘ . . .′ refers to piece in the coupling to background gauge field that determines the topological
response. For example for the coupling to background A that gives rise to Chern-Simons like term ‘AdAdA’
and ‘AAAdA’ type term (2.34) respectively are
Sqcpl = −
1
2pi
∫
AI ∧ (dbI − q2pida
J ∧ daK) and
Sqcpl = −
1
2pi
∫
AI ∧ (dbI − q4pi2 a
J ∧ aK ∧ daL).
The gauging and ungauging procedures too have straightforward generalizations. The partition function
takes the form
ZqDW[N ] =
1
|G|
∑
[A]∈H1(N,G)
eiI
q [N,A],
where Iq[N,A] is the topological response theory corresponding to an SPT labelled by cocycle q ∈
Hd+1group(G,U(1)) that is obtained after integrating out a, b. This can be ungauged as
eiI
q [N,A] =
∑
Jqp∈Hd(Ĝ,U(1))
e
−i
∫
N
Jqp∧AZqDW[N, Jqv].
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The generalization of boundary physics is more subtle. First we propose a surface theory described by the
action
S = 12pi
∫
Md
dζ ∧ dϕ−H[ζ, φ]. (2.36)
Such a theory may be derived by enforcing the full U(1)0 × U(1)d−1 symmetry of the bulk BF theory [148],
where U(1)p stands for a p-form U(1) symmetry. Let Md = Xd−1 × S1 where Xd−1 is a compact oriented
manifold without boundary. The twisted Hilbert space HA(Xd−1) on Xd−1 in the presence of background
Zkn gauge field A can be derived as before. For example for the 5-cocycles (2.33) and (2.35) given above, ζ is
a 2-form U(1) connection and X is a 3-manifold, the twisted Hilbert spaces take the form
HqIJKA (X3) =
{
ζI(x), ϕI(x)
∣∣∣∣∣
∮
L
dϕI
2pi =
∮
L
AI
2pi ;
∮
V
dζI
2pi =
qIJK
4pi2
∮
V
AJ ∧ dAK
}
,
HqIJKLA (X3) =
{
ζI(x), ϕI(x)
∣∣∣∣∣
∮
L
dϕI
2pi =
∮
L
AI
2pi ;
∮
V
dζI
2pi =
qIJKL
8pi3
∮
V
AJ ∧AK ∧AL
}
,
where L ∈ H1(X3,Z) and V ∈ H3(X3,Z). We note that it is not clear how to implement this procedure for
‘type-d+ 1’ cocycles ∈ Hd+1(Zkn, U(1)). These cocycles take the form
ωqI1I2I3···Id+1 (a
I1
1 , a
I2
2 , · · · , aId+1d+1 )
= e
2piiqI1I2···Id+1
n a
I1
1 a
I2
2 ...a
Id+1
d+1
and generally give non-abelian topological order upon gauging in the bulk. A quick way to see this is by the
fact that these cocycles reduce to non-abelian topological order upon dimensional reduction. Alternately one
can check that this kind of cocycle gives rise to an algebra that does not have any non-trivial one-dimensional
representations. Since the charges in Dijkgraaf-Witten theories carry a ‘twisted’ representation. This leads to
the fact that non-trivial fluxes have quantum dimension > 1. They cannot be embedded in U(1)k, hence we
need to go beyond effective field theory of the form (2.36) to model boundary theories for SPTs protected by
such group cocyles.
For all other cocycle types the twisted partition function may be computed on Md = Xd−1 × S1 as
Zq[Md, A] = TrHA(Xd−1)
[∏
I
GI
(∮
S1
AI
2pi
)
e2piiR0H
]
where GI is the Zn symmetry operator corresponding to I-th Zn copy and R0 is the radius of S1 along the
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time direction. Then we expect Zq[Md, A] to have a ’t-Hooft anomaly that can be cancelled by the response
of an SPT on Nd+1|∂Nd+1=Md , i.e., together the bulk and boundary partition functions
Zq[Md, A]eiI
q [Nd+1,A]
are gauge invariant and do not suffer from any ’t-Hooft anomaly.
2.5 2 + 1d surface with U(1)× ZR,T2 ’t-Hooft anomaly
In this section we study a mixed U(1)× ZT,R2 ’t-Hooft anomaly for the following model:
S =
∫
M
[
1
2pidζ ∧ dφ−H(ζ, φ)
]
. (2.37)
Here, ZT,R2 represents time-reversal or reflection symmetry, which can be combined with unitary on-site
symmetry. We show that for different symmetry actions there may be a ZT,R2 × U(1)0 or ZT,R2 × U(1)1
anomaly where U(1)p refers to p-form U(1) global symmetry. We show that for such a symmetry action, the
ZT,R2 projected partition function is not invariant under large U(1)p gauge transformation. In the context of
fermionic SPT phases, similar calculations have been carried out for the surface theory (gapless (2 + 1)d
Dirac fermion theory) of (3 + 1)d time-reversal or CR symmetric topological insulators. [25]
Details of quantization of (2.37) can be found in Ch. 4. Here we will need the form of the mode expansion
which decomposes into oscillator and zero-mode parts as
φ(x, y, t) = φ0(x, y, t) + φosc(x, y, t),
ζj(x, y, t) = ζ0j (x, y, t) + ζoscj (x, y, t).
The zero-mode part takes the form
φ(x, y, t) = α0 +
β1x
R1
+ β2y
R2
+ · · · ,
ζj(x, y, t) =
αj
2piRj
+ β02piR1R2
xδj,2 + · · · . (2.38)
The canonical algebra for this theory implies [α0, β0] = i and [α1, β2] = i = − [α2, β1]. We will only be
interested in the zero mode part of the mode expansion throughout this section as we seek to diagnose mixed
ZT,R2 × U(1)p anomaly and U(1)p only acts on the zeromode part of the mode expansion.
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U(1)0 and U(1)1 symmetry
The action (2.37) is invariant under a 0-form and 1-form U(1) symmetry. The 0-form symmetry transformation
is
G(0)(θ) : φ 7→ φ+ θ
explicitly the symmetry operator is G(0)(θ) = exp {iβ0θ}. To gauge the 0-form U(1) symmetry we introduce
a flat 1-form background gauge field A, the gauge equivalence
φ(x) 7→ φ(x) + θ(x),
A(x) 7→ A(x)− dθ(x),
and define the covariant derivative DAφ := dφ+A. Then the gauged action is
S[ζ, φ,A] =
∫
M
[
1
2pidζ ∧DAφ−H
]
.
Notice that φ satisfies U(1)0 twisted quantization condition
∮
Li∈H1(T 2,Z)
dφ
2pi =
∮
Li∈H1(T 2,Z)
A
2pi := λi.
Hence we may define the U(1)0 twisted Hilbert space as
Hλ1,λ2 =
{
φ(x), ζ(x)
∣∣∣ ∮
Li∈H1(T 2,Z)
dφ
2pi = λi
}
Similarly (2.37) is invariant under a global 1-form U(1) symmetry under which acts as
G(1)(θη) : ζ(x) 7→ ζ(x) + θη(x); θ ∈ R/2piZ
where η is a flat bundle. Gauging the 1-form U(1) symmetry implies introducing a flat 2-form background
gauge field B, and the gauge equivalence
ζ(x) 7→ ζ(x) + θ(x)η(x),
B(x) 7→ B(x)− dθ(x) ∧ η(x),
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with the covariant derivative DBζ := dζ +B. The gauged action is
S[ζ, φ,B] =
∫
M
[
1
2piDBζ ∧ dφ−H
]
.
The 1-form field ζ satisfies U(1)1 twisted quantization condition
∮
T 2
dζ
2pi =
∮
T 2
B
2pi =: λ0.
We may define the U(1)1 twisted Hilbert space as
Hλ0 =
{
φ(x), ζ(x)
∣∣∣ ∮
T 2
dζ
2pi =
∮
T 2
B
2pi = λ0
}
ZT,R2 × U(1)0 anomaly
Let us consider the following choice of ZR2 action implemented by P0 on (2.27),
P0 : φ(t, x, y)→ φ(t, x,−y),
: ζ1(t, x, y)→ −ζ1(t, x,−y),
: ζ2(t, x, y)→ ζ2(t, x,−y) + ∆ζ2,
where ∆ζ2 = 0 or pi. The zero-mode operators transform under ZR2 action as
P0 : α0 → α0,
: α1 → − α1,
: α2 → α2 + ∆ζ2R2,
: β0 → β0,
: β1 → β1,
: β2 → − β2.
Hence since G(0)(θ) = eiβ0θ, we find [G(0)(θ), P0] = 0. We postulate the following P0 action on zeromode
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vacuum sectors
P0|α0, α1, α2〉 = eiB0(α0,α1,α2)|α0,−α1, α2 + ∆ζ2〉,
P0|β0, β1, β2〉 = eiA0(β0,β1,β2)|β0, β1,−β2〉.
The U(1) phase can be read off from the fourier representation of the zero-mode ket
|β0, β1, β2〉 =
∫ ∏
µ
dαµe
{i(α0β0+α1β2−α2β1)}|α0, α1, α2〉
which implies A0(β0, β1, β2) = B0 + β1∆ζ2. Writing βµ = Nµ + λµ where Nµ ∈ Z is the untwisted winding
mode and λµ ∈ R/Z is the U(1) twist parameters introduced above. We obtain
P0|β0, β1, β2〉 = P [λ1]eiN1∆ζ2 |β0, β1,−β2〉.
If we require that our ZR2 action does not depend on the U(1) twist [24], we must impose P [λ1] = 1 (i.e.,
B = λ1∆ζ2)
〈β0, β1, β2|P0|β0, β1, β2〉 = eiN1∆ζ2δβ2,0.
The P0 twisted partition function in the presence of background U(1)0 flux takes the form
Z[K × S1, λ1] = TrHλ1
[
P0e
−2piR0(H+i τ1τ2 Px+(i
τ1
τ2
β+γ)Py)
]
= Zosc
∑
N0,1∈Z
exp
{
− piτ22r2R2N
2
0
− 2pir2R2τ2(N1 + λ1)2
+ 2piiτ1N0(N1 + λ1) + i∆ζ2N1
}
.
Note we cannot insert λ2 flux as it is inconsistent with P0 projection. For the non-trivial choice of P0 action,
i.e., ∆ζ2 = pi, under a large U(1)0 gauge transformation λ1 → λ1 + 1 the parity twisted partition function
changes sign
Z[K × S1, λ1] = −Z[K × S1, λ1 + 1].
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This is a Z2 anomaly that signals the existence of a bosonic topological insulator protected by ZT2 × U(1)0
global symmetry. [9, 31]
In [9], it was shown that bosonic SPTs protected by G = U(1)0 × ZT2 (or equivalently U(1)0 × ZR2 ) in 3 + 1d
are classified by Z42. The only mixed term in the response theory takes the form
I[N,w1, A] =
∫
N
n
2pi2w1 ∪ w1 ∪ F (2.39)
where n ∈ Z2 parametrizes different phases and w1 is the first Stiefel-Whitney class of the tangent bundle of
the manifold, i.e.,
∮
L
w1 = 0 or pi for any orientation preserving or reversing cycle respectively. The effective
matter theory for such an SPT coupled to background geometry can be modeled as
S =
∫
N
[
1
2pi b ∪ δa+
1
2piA ∪ δb+
n
2pi2w1 ∪ w1 ∪ δa
]
.
Upon integrating out the matter fields a, b using the fact that the cup product is supercommutative upto
boundary terms and δ is a Z2 graded derivation, we find the correct response (2.39).
ZT,R2 × U(1)1 anomaly
We may consider another distinct ZR2 action given by P1
P1 : φ(t, x, y)→ φ(t, x,−y) + ∆φ,
: ζ1(t, x, y)→ −ζ1(t, x,−y),
: ζ2(t, x, y)→ ζ2(t, x,−y).
Since P 21 = 1, ∆φ = 0, pi. We choose non-trivial action, i.e., ∆φ = pi. The zero mode operators transform
under P1 as
P1 : α0 → α0 + pi,
: α1 → − α1,
: α2 → α2,
: β0 → β0,
: β1 → β1,
: β2 → − β2.
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We postulate the following P1 action on zeromode vacuum sectors
P1|α0, α1, α2〉 = eiB1(α0,α1,α2)|α0 + ∆φ,−α1, α2〉,
P1|β0, β1, β2〉 = eiA1(β0,β1,β2)|β0, β1,−β2〉.
Similar to the case above for P0, the U(1) phase can be read off from the fourier representation of the
zero-mode ket. We find
P1|β0, β1, β2〉 = exp {i(B1 − piβ0)} |β0, β1,−β2〉,
P1|β0, β1, β2〉 = exp {−ipiN0} |β0, β1,−β2〉,
where we have written β1 = N1 + λ1 and imposed that the P1 eigenvalue does not depend on U(1) twist λ1.
This implies that B1 = piλ1. We obtain
〈β0, β1, β2|P1|β0, β1, β2〉 = eipiN0δβ2,0.
The P1 twisted partition function which is the partition function on K × S1 [24, 25] takes the form
Z[K × S1, λ0] = TrHλ0
[
P1e
−2piR0(H+i τ1τ2 Px+(i
τ1
τ2
β+γ)Py)
]
+ Zosc
∑
N0,1∈Z
exp
{
− piτ22r2R2 (N0 + λ0)
2
− 2pir2R2τ2N21 + 2piiτ1(N0 + λ0)N1 + ipiN0
}
Under a large gauge transformation λ0 → λ0 + 1 the parity twisted partition function changes sign
Z[K × S1, λ0] = −Z[K × S1, λ0 + 1]
This is a Z2 anomaly in the sense that it is cancelled if we take two copies of the theory. This signals the
existence of a bosonic topological insulator protected by ZT2 × U(1)1 global symmetry.
We propose the response theory might be
I[N,B,w1] =
∫
N
w1 ∪ δB
52
which can be modeled as
S =
∫
N
[
1
2pi b ∪ δa+
1
2piB ∪ δa+
1
2piw1 ∪ δB
]
.
2.6 Conclusion and outlook
In conclusion we have studied a class of invertible topological field theories that admit topologically distinct
G actions where G is a discrete abelian group. We study these from complimentary bulk and boundary
approaches. In the bulk these model bosonic G-SPTs which are labelled by [ω] ∈ Hd+1group(G,U(1)). Different
SPTs furnish distinct responses to background flat gauge field A depending on ω. We explicitly compute these
responses on manifolds with field configurations that can distinguish different SPTs. These set of responses
supply SPT topological invariants. Next we describe the gauging procedure and confirm that gauging an
SPT gives a topological gauge theory which is none other than Dijkgraaf-Witten theory labelled by ω. We
show that Dijkgraaf-Witten theories can be ungauged by gauging a dual symmetry Ĝ. This is synonymous
to condensing the Bosonic charge of the gauge theory.
In the dual boundary approach, we study bosonic quantum field theories with global G symmetry which
suffer from a G-’t-Hooft anomaly. For the cases we study, it is shown that these ’t-Hooft anomalies can be
cancelled by a Dijkgraaf-Witten topological action in one dimension higher signaling that these theories are
consistent on the surface of SPTs. Further we compute SPT invariants directly from the boundary theory
and describe a procedure of constructing G-characters by orbifolding G on the boundary. These characters
can be used to generate modular data for the bulk topological gauge theory further confirming the bulk
boundary correspondence for these topological gauge theories.
Finally we study a quantum field theory in 2 + 1d that suffers from a mixed anomaly between time
reversal/reflection and U(1). Depending on how time reversal/reflection acts the U(1) could be a 0-form
or 1-form symmetry. We postulate the topological action of the 3 + 1d bulk that cancels such a ’t-Hooft
anomaly. For 0-form (resp. 1-form) U(1)× ZT2 this theory could model the surface of the bosonic SPT phase
with this symmetry.
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Chapter 3
Wilson operator algebras for coupled
3 + 1d BF theories
3.1 Introduction
For more than three decades exotic quantum phases of matter have been extensively studied in condensed
matter physics. In particular gapped systems with non-trivial topological order have been of much interest.
[150] Topologically ordered phases have properties such as fractional statistics, long-range entanglement,
ground-state degeneracy on manifolds with non-trivial topology, and symmetry fractionalization, etc. [151–156]
Canonical examples are fractional quantum Hall states in 2+1 dimensions, which have been observed
experimentally.
At long wavelengths, topologically ordered phases of matter can be described by topological quantum
field theories (TQFTs), for which all correlation functions are topological, i.e., metric independent. For
example, many fractional quantum Hall states, as well as simple lattice models such as the Kitaev toric
code model, [157–159] can be described by the Chern-Simons topological quantum field theories. For these
examples, fractional braiding statistics between quasiparticles is described in terms of Wilson lines (loops) in
the TQFTs, i.e., by the correlation functions of Wilson loops forming a Hopf link in the 2 + 1-dimensional
spacetime. [77]
The idea of fractional braiding statistics can be generalized to 3+1 dimensions. Since particles cannot braid
in three spatial dimensions or equivalently, their world-lines cannot link in 3+1-dimensions, the simplest kind of
braiding is between point-like and loop-like excitations, which can have non-trivial fractional braiding statistics.
This is described by the BF topological field theory and has been studied quite well. [84, 85, 90, 160, 161]
Topological phases in 3 + 1-dimensions, however, have richer possibilities in terms of the kind of braiding
processes that can exist. [162–167]
In this work we explore a subset of such processes by using (3+1)-dimensional TQFTs. In particular, we
study TQFTs which can be thought of as extensions of the ordinary BF theory. We mainly study two kinds
of extensions: The first is the BF theory with a cubic deformation. More precisely, we consider multiple
(two or three) copies of the BF theory coupled together via a cubic term. These theories realize non-trivial
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statistics between three loop excitations whose spacetime world surfaces are linked together, i.e., the so-called
three-loop braiding statistics. The second is four (or more) copies of BF theories coupled via quartic terms.
These field theories describe four-loop braiding statistics. Similar TQFTs with cubic and quartic coupling
terms have been discussed recently in the literature. [166,168] The coupled BF theories with cubic or quartic
coupling can also be obtained by functionally bosonizing (or gauging) bosonic symmetry protected phase
(SPT) described in Ref. [169, 170]. Since as described in chapter 2, the only kind of cohomological twists
built from discrete abelian groups in 3 + 1d involve cubic and quartic couplings, these theories exhaust all
topological gauge theories (DW theories) where the gauge group is a finite abelian group. In this chapter,
for simplicity we will focus on the case when G = Z2K,Z3K or Z4K. Generalization to all other finite abelian
groups is straightforward.
In addition to these TQFTs with a cubic or quartic coupling, we also discuss avatars of these coupled
topological field theories which are quadratic but with modified coupling to external currents. We quantize
these quadratic theories on the spatial three torus and discuss the algebra of Wilson operators which encodes
the topological data, i.e braiding statistics.
3.1.1 Summary of chapter and outline
Section 3.2 is devoted to the coupled BF theories realizing non-trivial three-loop braiding statistics. In Sec.
3.2.1 and Sec. 3.2.2, we introduce these coupled BF theories, and give an overview of their basic properties.
In particular, at the classical level, one can read off from the equations of motion that Hopf links play
particle-like roles in these two theories. This braiding structure is encoded in the algebra of the dynamical
gauge fields in these theories.
In the following Sections 4.5, 3.2.4, and 3.2.5, we quantized the quadratic BF theories introduced in Sec.
3.2.2, which differ from the ordinary BF theory due to their modified coupling to the quasi-vortex current.
The quadratic theory has the same equations of motion as the cubic theories. Moreover, the Wilson operator
algebra of the quadratic theories encodes the three-loop braiding statistics. More specifically the commutator,
and triple commutator between the respective Wilson operators are relevant to the respective particle-loop,
and the three-loop braiding phases (Sec. 4.5).
Further we quantize the quadratic three-loop braiding field theory on a spatial three torus in Sections 3.2.4
and 3.2.5. We construct the multiplet of ground states of the two (or three) copies of the BF theories at
level K put on spatial three torus T 3, by directly constructing representations of the Wilson operator algebra.
The ground state degeneracy is K2 (or K3). In Appendix C.2, an alternative construction of the ground state
multiplet by using geometric quantization is given. Furthermore, by calculating various overlaps between
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ground states, we explicitly compute the modular S and T matrices and extract particle-loop and three-loop
braiding phases from them. These agree with the braiding phases computed in our previous work from the
surface theory, [171] as well as with previous bulk calculations in the literature. [162–165,171]
Much of what is discussed in Sec. 3.2 carries over to Sec. 3.3, in which we discuss the coupled BF theories
realizing non-trivial four-loop braiding statistics. In these theories, the role played by Hopf links in three-loop
braiding theories is played by Borromean rings of loop-like excitations. The role of the triple is replaced by
the quadruple commutator of the Wilson operators. This carries information about four loop braiding.
Finally in Sec. 3.4, we propose condensation mechanisms by which topological field theories describing
three-loop and four-loop braiding statistics may arise at long wavelengths. It is known that the simplest
continuum topological field theory in 3+1 dimensions, i.e., the BF theory at level K, describes the deconfined
phase of the ZK gauge theory. This may arise from a parent (ultraviolet) U(1) gauge theory, if the U(1)
gauge symmetry is Higgsed to ZK by the abelian Higgs mechanism. Alternatively the BF theory may arise
as a result of the magnetic condensation via the Julia-Toulouse mechanism. In Sec. 3.4, we discuss how
the coupled BF theories realizing three- or four-loop braiding statistics may arise from ultraviolet theories
by condensation of some sort. By condensing a composite of electric charge and a Hopf link between U(1)
field lines, it can be shown that the long wavelength effective field theory is a topological field theory that
describes three-loop braiding. Alternately by condensing a composite of electric charge and a Borromean
ring between U(1) field lines, it can be shown that the effective field theory is a topological field theory that
describes four-loop braiding.
We conclude in Sec. 3.5 with a few words on open issues.
3.2 Three-loop braiding theory
3.2.1 The cubic theories
In our previous work, [171] we analyzed the coupled BF theory defined by the following action:
S =
∫
N
[
K
2pi δIJb
I ∧ daJ
+ p14pi2 a
1 ∧ a2 ∧ da2 + p24pi2 a
2 ∧ a1 ∧ da1
− δIJbI ∧ JJqv − δIJaI ∧ JJqp
]
, (3.1)
where aI and bI are one- and two-form gauge fields, respectively; I, J = 1, 2; N is the (3+1)-dimensional
spacetime manifold, and we will mostly assume N = Σ × R where Σ/R is a spatial/temporal part of the
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manifold. K and p1,2 are the parameters of the theory; The “level” K is an integer, whereas p1,2 are an
integer multiple of K and are given by
p1 = q1K, p2 = q2K, q1,2 = 0, . . . ,K− 1.
Finally, the three-form Jqp and two-form Jqv represent quasi-particle and quasi-vortex (loop-like) currents,
which are treated as a non-dynamical background. For a quasi-particle whose world line is given by C ⊂ N ,
and for a quasi-vortex whose world surface is given by S ⊂ N , Jqp and Jqv are given as
Jqp = δ(C), Jqv = δ(S),
respectively, where the delta function forms δ(C) and δ(S) are defined such that ∫
N
δ(C) ∧ a = ∫C a and∫
N
δ(S) ∧ b = ∫S b for arbitrary one- and two-form a and b, respectively. (For properties of the delta function
forms, see Ref. [171].)
The action (4.30) describes topological gauge theories of various kinds with gauge group G = ZK × ZK.
Following the seminal work of Dijkgraaf and Witten, [1] we know that topological gauge theories in d+ 1-
dimensions with a discrete gauge group G are classified by the group cohomology Hd+1(G,U(1)). Since
H4(ZK × ZK, U(1)) = ZK × ZK, we expect there are K2 distinct theories. Within the coupled BF theory
(4.30), these are parametrized by p1,2 (or equivalently q1,2).
For later use, we record the equations of motion derived from (4.30):
K
2pida
I = JIqv,
K
2pidb
I = − pI4pi2 a
I¯ ∧ daI¯ + pI¯2pi2 a
I¯ ∧ daI
− pI¯4pi2 da
I¯ ∧ aI + JIqp, (3.2)
where we introduced the notation 1¯ = 2 and 2¯ = 1, and the repeated capital Roman indices are not summed
over here.
In addition to the two flavors of BF theories (4.30), we will also discuss three flavors of BF theories and
couple them by introducing a cubic term. This leads to the action
S =
∫
N
[
K
2pi δIJb
I ∧ daJ + pa1 ∧ a2 ∧ da3
− δIJbI ∧ JJqv − δIJaI ∧ JJqp
]
, (3.3)
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where the flavor indices I, J run over 1, 2, 3. As before, K and p are the parameters of the theory. This
three-flavor theory shares similar properties as the two-flavor theory (4.30), and can be discussed in parallel
with the two-flavor theory. In particular, both two-flavor and three-flavor theories realize non-trivial three-loop
braiding statistics.
Gauge invariance
Let us now discuss the gauge symmetries of the theory (4.30). (We will focus on infinitesimal or small gauge
transformations here; we will discuss large gauge transformations in detail later.) We first switch off the
coupling to currents Jqp and Jqv. The action (4.30) is invariant under
bI → b′I = bI − pI¯2piK(a
I¯ ∧ dϕI + dϕI¯ ∧ aI),
aI → a′I = aI + dϕI ,
where ϕI is a scalar. This transformation is a generalization of the usual 1-form gauge symmetry that the
ordinary BF theory has. As in the ordinary BF theory, the action (4.30) is invariant under an additional
2-form gauge symmetry
bI → bI + dζI
where ζI is a one-form. Formally, these transformations can be read off by identifying the operators that
generate the Gauss law constraints.
Naively it seems that the coupling to sources in Eq. (4.30) is not gauge invariant. Upon gauge transformation,
the source terms transform as
δIJa
I ∧ JJqp + δIJbI ∧ JJqv
−→ δIJaI ∧ JJqp + δIJbI ∧ JJqv
+ dϕ1 ∧
[
J1qp +
p2
K2 d
−1J2qv ∧ J1qv −
p1
K2 d
−1J2qv ∧ J2qv
]
+ dϕ2 ∧
[
J2qp +
p1
K2 d
−1J1qv ∧ J2qv −
p2
K2 d
−1J1qv ∧ J1qv
]
+ δIJdζI ∧ JJqv,
where we have used the equation of motion (3.2) to write aI = (2pi/K)(d−1JIqv). Demanding the gauge
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Figure 3.1: Hopf links (a) and Borromean rings (b) as an effective quasiparticle. The red dot represents an
“ordinary” point-like quasiparticle.
invariance, we can read off the conservation law of currents,
d
[
JIqp +
pI¯
K2 d
−1J I¯qv ∧ JIqv −
pI
K2 d
−1J I¯qv ∧ J I¯qv
]
= 0,
dJIqv = 0. (3.4)
Here, for static configuration of currents JIqv, d−1JIqv ∧ JJqv, once integrated over space, is the Hopf linking
number,
Hopf(JIqv, JJqv) =
∫
Σ
(d−1JIqv) ∧ JJqv,
in the spatial manifold Σ. Thus, the composite of the particle current and Hopf linking number current is
conserved. This suggests that the Hopf linking number can be treated effectively as a quasiparticle of some
sort (Fig. 3.1).
This point of view also played a crucial role in our previous work, Ref. [171]. Integrating over the equation
of motion (3.2) over the spatial manifold Σ, again by using aI = (2pi/K)(d−1JIqv), we obtain
K
2pi
∫
Σ
dbI = − pIK2
∫
Σ
(d−1J I¯qv) ∧ J I¯qv
+ pI¯K2
∫
Σ
(d−1J I¯qv) ∧ JIqv +
∫
Σ
JIqp, (3.5)
where note that in the static configurations considered here, Jqv is a delta function two form supporting a
spatial loop, whereas Jqp is a delta function three form supporting a spatial point. Correspondingly, d−1Jqv
is a delta function one form supporting a three dimensional manifold. The contributions to the flux
∫
Σ db
I
coming from quasivortex loops,
∫
Σ(d
−1JIqv) ∧ JJqv, are given in terms of their Hopf linking number. By using
the Stokes theorem, Eq. (3.5) can be used to link the twisted partition functions on the boundary and the
quantum numbers in the bulk, and hence to establish the bulk-boundary correspondence.
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3.2.2 The quadratic theory
In Ref. [171], an alternative to the cubic theory (4.30), the quadratic theory, is proposed:
S = K2pi
∫
δIJb
I ∧ daI −
∫
δIJa
I ∧ JIqp
−
∫ [
b1 + p22piKa
1 ∧ a2
]
∧ J1qv
−
∫ [
b2 + p12piKa
2 ∧ a1
]
∧ J2qv. (3.6)
Comparing the cubic and quadratic theories, in the cubic theory, the canonical commutation relations differ
from the ordinary BF theory, while they remain the same in the quadratic theory. On the other hand, the set
of Wilson loop and surface operators in the cubic theory is conventional (i.e., identical to the ordinary BF
theory) while it is modified in the quadratic theory, as seen from the coupling to JIqv (see below in Eq. (4.33)).
In spite of these differences, the algebra of Wilson loop and surface operators of the two theories appear to
be identical. We will use the cubic and quadratic theories somewhat interchangeably; When discussing the
Wilson operator algebra and ground state wave functions (functionals), we will use the quadratic theories,
while when discussing the condensation picture, we will use the cubic theory.
Gauge invariance
One can derive the infinitesimal gauge transformations from the source-free part of the action (3.6). Since in
this case the theory is identical to the ordinary BF theory, there are two conserved charges (K/2pi)dbI and
(K/2pi)daI . These are 3-form density-like and 2-form vorticity-like charge operators, respectively. The gauge
transformations are generated by these charge operators and are given by
aI → aI + dϕI , bI → bI + dζI . (3.7)
Similar to the cubic theory discussed earlier, demanding the invariance under (3.7), one can read off the
conservation law of current, which is identical to (3.4).
3.2.3 Three-loop braiding statistics
To see the three-loop braiding statistics, we need to quantize the coupled BF theory (either the cubic theory
or its quadratic avatar). In this section, we consider the coupled BF theory on topologically trivial spacetimes,
e.g., Σ = R3, N = R3 × R, and study the properties of the Wilson loop and Wilson surface operators. In
the next section, we put the coupled BF theory on the spatial manifold with non-trivial topology, the three
60
torus, Σ = T 3.
As one of the simplest and quickest way to see the three-loop braiding statistics, let us start by integrating
over aI and bI , on both cubic and quadratic theories. One then obtains the effective action of the currents
Z[JIqp, JJqv] = eiSeff [J
I
qp,J
J
qv] =
∫
D[aI , bI ]eiS
where
Seff = −2piK
∫
(d−1JIqv) ∧ JIqp
+ 2pip1K3
∫
(d−1J1qv) ∧ (d−1J2qv) ∧ J2qv
+ 2pip2K3
∫
(d−1J2qv) ∧ (d−1J1qv) ∧ J1qv.
The first term in the effective action describes, as in the ordinary BF theory, the quasparticle-quasivortex
braiding statistics. It is given in terms of the linking number of
Link(JIqv, JJqp) =
∫
N
(d−1JIqv) ∧ JJqp,
in the spacetime N . On the other hand, the second and third terms include topological linking among three
quasivortex loops, i.e., three-loop braiding statistics.
The three-loop braiding statistics can also be discussed by quantizing the theory and using the Wilson
loop and Wilson surface operators. Let us now take the quadratic theory (3.6). From the coupling to the
currents, we read off the Wilson loop and Wilson surface operators in the theory:
AIL := exp
[
i
∫
L
aI
]
, W IS := exp
[
i
∫
S
ΛI
]
, (3.8)
where L and S are arbitrary closed loop and surfaces in the spatial manifold Σ, respectively, and
ΛI := bI + qI¯2pia
I ∧ aI¯ .
The commutation relations between these Wilson operators can be computed from the canonical commutation
relation
[aIi (x), bJj(y)] =
2pii
K δ
IJδji δ
(3)(x− y)
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where aI = aIi dxi, bI = (1/2)bIijdxi ∧ dxj , and bIi := (1/2)ijkbIjk. (We have adopted the temporal gauge
aI0 = bI0i = 0.) The exponents of the Wilson operators satisfy
[∫
C
aI ,
∫
S
ΛJ
]
= 2piiK δ
IJI(C, S),[∫
S
ΛI ,
∫
S′ Λ
J
]
= 2iK2
∫
S#S′
(
pJ¯δIJ¯aJ − pJ¯δIJaJ¯
)
(3.9)
and as before the repeated capital Roman indices are not summed over. Here,
I(C, S) =
∫
Σ
δ(C) ∧ δ(S)
is the intersection number between C and S, and S#S′ is the intersection of S and S′. Note that (3.9) is
gauge invariant as S#S′ is a contractible 1-cycle.
The three-loop braiding statistic is encoded in the following product of Wilson operators [172]
(Wˆ J†S′ Wˆ
I†
S Wˆ
J
S′Wˆ
I
S)Wˆ
K†
S′′ (Wˆ
I†
S Wˆ
J†
S′ Wˆ
I
SWˆ
J
S′)WˆKS′′
= exp
([[
i
∫
S
ΛˆI , i
∫
S′ Λˆ
J
]
, i
∫
S′′ Λˆ
K
])
where the triple commutator is given by
[[∫
S
ΛI ,
∫
S′ Λ
J
]
,
∫
S′′ Λ
K
]
= 4pipJ¯K3
(
δIJδJ¯K − δIJ¯δJK)I(S#S′, S′′). (3.10)
Physically, this product of Wilson operators braids loop I with loop J while both I and J are linked with
‘background’ loop K. Notice that the triple commutator satisfies the Jacobi identiy:
[[∫
S
ΛˆI ,
∫
S′Λˆ
J
]
,
∫
S′′Λˆ
K
]
+
[[∫
S′Λˆ
J ,
∫
S′′Λˆ
K
]
,
∫
S
ΛˆI
]
+
[[∫
S′′Λˆ
K ,
∫
S
ΛˆI
]
,
∫
S′Λˆ
J
]
= 0.
This is equivalent to the cyclic relation for the three-loop braiding phase first derived by Wang and Levin in
Ref. [94].
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3.2.4 Quantization on a closed spatial manifold
In Sec. 4.5, the coupled BF theory on topologically trivial spacetime is studied in the presence of background
quasiparticle and quasivortex currents. In this section, we quantize the coupled BF theory on a spacetime
manifold wherein its spatial part Σ is topologically non-trivial. (Our setting closely parallels with Ref. [90].)
In particular, we will focus on Σ which is formal. (See the definition of manifolds being formal below.) The
simplest case is Σ = T 3.
Mode decomposition and the zero-mode algebra
We Hodge decompose the gauge fields as aI and bI as
aI = dθI + ?dKI′ + αIl ωl,
bI = dKI + ?dθI′ + βIl ηl,
where dθI , dKI and ?dK ′I , ?dθI′ are the exact and coexact parts of the decomposition, respectively, and
{ωl}l and {ηl}l are bases of harmonic one- and two-forms, respectively. (dωl = d ?ωl = 0). The “zero modes”,
αIl and βIl , which appear in the Hodge decomposition, play a crucial role later. Let {Lm} and {Sm} be a set
of generators of the first and second homology groups, H1(Σ;Z) and H2(Σ;Z), respectively. We define the
linking matrix by
Mmn = I(Sm, Ln)
which counts the signed intersections Imn of Sm and Ln. Furthermore,
∫
Lm
ωl = δml ,
∫
Sm
ηl = δml ,
∫
Σ
ωl ∧ ηk = Mlk
where Mlm is the inverse of the linking matrix of Σ.
For the reason which will become clear momentarily, we will work on a spatial manifold which is formal.
Here, a Riemannian metric is called (metrically) formal if all wedge products of harmonic forms are harmonic.
A closed manifold is called geometrically formal if it admits a formal Riemannian metric. [173] In particular,
we will focus on one of the simplest formal manifolds; the three-torus, Σ = T 3.
The Wilson loop/surface operators for Lm and Sm on Σ are written in terms of the zero modes, αIl and
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βIl . By noting
∫
Li
aI = Mmi
∫
Σ a
I ∧ ηm = αIi , the Wilson operators for the gauge field aIl are given by
AIi := exp i
∫
Li
aI = exp iαIi .
Similarly, one notes
∫
Sl
bI = M lm
∫
Σ b
I ∧ ωm = βIl . Since Σ is formal,
∫
Sl
aI ∧ aJ = αIiαJj
∫
Sl
ωi ∧ ωjCijl
where the product of the two harmonic one-form ωi ∧ ωj is given in terms of the harmonic two-form as
ωi ∧ ωj = Cijkηk. Thus, we consider the Wilson surface operators
W Ii := exp i
∫
Si
(
bI + qI¯2pia
I ∧ aI¯
)
= exp i
(
βIi +
qI¯
2piClmiα
I
l α
I¯
m
)
.
In the following, we canonically quantize the theory, and study the algebra obeyed by the Wilson operators.
We will focus on Σ = T 3, for which the linking matrix is simply the 3× 3 identity matrix,
Mmn = δmn.
We also take
Cijk = ijk
Upon canonical quantization, the zero modes, αˆIi and βˆIi , now denoted with hat to indicate they are
quantum operators, satisfy the commutator
[
αˆIi , βˆ
J
j
]
= 2piiK δijδ
IJ .
Correspondingly, we consider the set of Wilson operators
AˆIi = exp
(
iαˆIi
)
, Wˆ Ii = exp
(
iΛˆIi
)
,
where ΛˆIi = βˆIi +
qI¯
2pi ijkαˆ
I
j αˆ
I¯
k,
AˆIi and Wˆ Ii are large gauge invariant and similar to (3.10), the triple commutators of ΛˆIi encode topological
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data, i.e., the three-loop-braiding phases. Here we simply present the non-vanishing triple commutators
and defer the details of Wilson operator algebra and large gauge invariance to appendix C.1. The non-zero
triple-linking phase factors are:
[[
ΛˆIi , ΛˆIj
]
, ΛˆI¯k
]
= −ijk 4piqI¯K2 ,[[
Λˆ1i , Λˆ2j
]
, Λˆ1k
]
=
[[
Λˆ2i , Λˆ1j
]
, Λˆ1k
]
= ijk
2piq2
K2 ,[[
Λˆ1i , Λˆ2j
]
, Λˆ2k
]
=
[[
Λˆ2i , Λˆ1j
]
, Λˆ2k
]
= ijk
2piq1
K2 .
3.2.5 Wave function in terms of Wilson operators
In the previous section, we introduced the Wilson operators for non-contractible loops and surfaces on T 3. In
this section, we construct and label all the ground states on T 3 in terms of these Wilson operators. These
ground states are large gauge invariant (even though the commutator algebra of the Wilson operators are
only large gauge covariant). (See appendix C.1 for details of large gauge invariance.) Furthermore, we use
these ground states to calculate the modular T and S matrices, which encode the spin and the braiding
statistics of topological excitations. [162–167]
For this purpose, it is advantageous to construct the three-dimensional version of minimum entropy states
(MESs), which are a special choice of the basis for the ground state multiplet. [174] By calculating the
overlap between MESs before and after applying the modular S and T transformations, we can read off the
braiding statistics for particle-loop and three-loop braiding. The MES basis has been constructed before in
Refs. [162–165] for microscopic models defined on lattices. We will show that the S and T matrices that we
are going to calculate are the same as that for their model, and therefore we verify that our model is the
continuum version of the Dijkgraaf-Witten model. [1] These S and T matrices are also consistent with those
calculated from the partition functions of the gapless boundary theory in our previous paper. [171]
The ordinary BF theory
Before we study the S and T matrices for the coupled BF theory, as a warm up, we first demonstrate our
strategy for the ordinary BF theory on T 3. The zero modes of the BF theory obey the commutation relation
[αˆi, βˆj ] = δij(2pii/K), [αˆi, αˆj ] = [βˆi, βˆj ] = 0, where i, j = 1, 2, 3. The Wilson loop and surface operators for
non-contractible loops and surfaces on T 3 are given by Aˆi = exp(iαˆi) and Bˆi = exp(iβˆi), and by taking
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powers thereof. They satisfy
AˆiBˆj = δije−2pii/KBˆjAˆi.
We define and choose a vacuum state (a reference state) |0〉 such that all Aˆi’s are diagonal. All the
other ground states can be generated, starting from |0〉, by applying Bˆi: Bˆa3 Bˆb2Bˆc1|0〉. These states are the
eigenstate of Aˆi operator. The S and T matrices for this basis is the Kronecker delta and do not tell us the
information about the spin and braiding statistics at all. To extract the spin and braiding statistics, we
construct the three-dimensional version of MESs in z-direction by considering the eigenstates of the Wilson
operators Aˆ1, Aˆ2 and Bˆ3. Namely, we consider the set of states given by
|Ψn1,n2,n3〉 =
1√
K
∑
λ
e
2piiλn3
K Bˆλ3 Bˆ
n1
1 Bˆ
n2
2 |0〉
where λ, n1, n2, n3 ∈ ZK. As we check momentarily, the T matrix acts diagonally on these states – an
expected feature for states with definite “topological” or “anyonic” charge.
The T transformation can be visualized as the shear deformation in the xz plane (as its two-dimensional
counter part on T 2). Hence, under the T transformation, Bˆ1 → Bˆ1Bˆ3. The MESs |Ψni〉 are transformed
under T as
T |Ψni〉 =
1√
K
∑
λ
e
2piiλn3
K Bˆλ+n13 Bˆ
n1
1 Bˆ
n2
2 |0〉
= e−
2piin1n3
K |Ψni〉.
Therefore, T matrix takes a diagonal form for the MESs, and encodes information related to a (3+1)d
analogue of topological spin.
The modular S transformation is slightly more non-trivial and can be decomposed into S13 and S12, which
are 90◦ rotation in the xz and xy planes, respectively. Under the S13 transformation,
S13|Ψni〉 =
1√
K
∑
λ
e
2piiλn3
K Bˆ−λ1 Bˆ
n1
3 Bˆ
n2
2 |0〉.
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Therefore, the S13 matrix for the MES basis is calculated as
〈Ψn′
i
|S13|Ψni〉 =
1
K
∑
λ′,λ
〈0|e 2piiK (−λ′n′3+λn3)
× Bˆ−n′22 Bˆ−n
′
1
3 Bˆ
λ′
1 Bˆ
λ
3 Bˆ
n1
1 Bˆ
n2
2 |0〉
= 1Kδn2,n
′
2
e
2pii
K (n1n
′
3+n
′
1n3).
In the above derivation, we use −λ′ = n1, λ = n′1 and n2 = n′2. Combined with the S12 transformation, we
can write down the modular S matrix
S = 1Kδn1,n′2e
− 2piiK (n′3n2−n3n′1).
We can easily generalize the above results to the two decouple copies of BF theories on T 3. The commutators
among zero modes are
[αˆIi , βˆJj ] = δijδIJ
2pii
K , [αˆ
I
i , αˆ
J
j ] = [βˆIi , βˆJj ] = 0. (3.11)
The MES basis is given by
|Ψlini〉 =
1
K
∑
λ1,λ2
e
2pii
K (λ1n3+λ2l3)(Bˆ13)λ1(Bˆ11)n1(Bˆ12)n2
× (Bˆ23)λ2(Bˆ21)l1(Bˆ22)l2 |0〉.
These states are an eigenstate of AˆI1, AˆI2, BˆI3 (I = 1, 2). The modular T and S matrices are given by
T = δn
i
,n′
i
δli,l′ie
− 2piiK (n1n3+l1l3),
S = 1K2 δn1,n′2δl1,l′2e
− 2piiK (n′3n2−n3n′1)− 2piiK (l′3l2−l3l′1).
The coupled BF theory: wave functions in terms of αˆ and βˆ
For the coupled BF theory realizing three-loop braiding statistics defined in Eq. (3.6), the commutators
between αIi and βIi are identical to those in the two decoupled copies of BF theories defined in Eq. (3.11).
On the other hand, if we consider ΛIi instead of βIi , the commutators are
[αˆIi , ΛˆJj ] = δijδIJ
2pii
K , [αˆ
I
i , αˆ
J
j ] = 0, [ΛˆIi , ΛˆJj ] 6= 0.
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In the next two subsections, we will construct two sets of MESs in terms of βIi and ΛIi .
Let us first construct MESs using βˆiI . Similar to the two decoupled copies of BF theories, AˆI1, AˆI2, BˆI3
(I = 1, 2) commute with each other. Therefore, we define the eigenstate for these operators as
|Ψlini〉 ∼
∑
λ1,λ2
e
2piiλ1
K (n3+ l×nK )+ 2piiλ2K (l3+n×lK )
× (Bˆ11)n1(Bˆ12)n2(Bˆ21)l1(Bˆ22)l2(Bˆ13)λ1(Bˆ23)λ2 |0〉, (3.12)
where l×n := l1n2− l2n1. One verifies that the states constructed in Eq. (3.12) are invariant under the large
gauge transformations (C.2), up to a phase factor (which can depend on ni and li). Here for simplicity, we
consider q1 = q2 = 1. Different from the two decoupled copies of BF theories, we require λ1, λ2, ni, li ∈ ZK2
and n3 (l3) is shifted by (l × n)/K ((n× l)/K). Because of the extra factor of K−1 in l × n/K or n× l/K, it
may seem that there are K12 different eigenstates, as opposed to K6, which is the expected number of ground
states for two copies of BF theories. This is however not the case once we properly reorganize these wave
functions. Let us introduce
n1 ≡ Kt1 + n¯1, n2 ≡ Kt2 + n¯2
n¯3 ≡ n3 + s× n¯+ l¯ × t+ l¯2(s1 − t1) mod K
l1 ≡ Ks1 + l¯1, l2 ≡ Ks2 + l¯2
l¯3 ≡ l3 + t× l¯ + n¯× s+ n¯2(t1 − s1) mod K
where n¯i, l¯i, t1, t2, s1, s2 ∈ ZK. In terms of these quantum numbers, the wave functions depend only on (and
are labeled by) n¯i and l¯i, as they can be written as
|Ψl¯in¯i〉 =
1
K3
∑
λ1,2,t1,2,s1,2
e
2piiλ1
K
(
n¯3+ l¯×n¯K
)
+ 2piiλ2K
(
l¯3+ n¯×l¯K
)
× (Bˆ11)Kt1+n¯1(Bˆ12)Kt2+n¯2
× (Bˆ21)Ks1+l¯1(Bˆ22)Ks2+l¯2(Bˆ13)λ1(Bˆ23)λ2 |0〉. (3.13)
This construction of the ground states is analogous to the construction of the surface partition functions
realizing the three-loop braiding phase in Ref. [171].
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With respect to the ground states (3.13), the T transformation is diagonal,
T |Ψl¯in¯i〉 = e
− 2piiK n¯1
(
n¯3+ l¯×n¯K
)
− 2piiK n¯1
(
n¯3+ l¯×n¯K
)
|Ψl¯in¯i〉 (3.14)
On the other hand, the S13 matrix is
〈Ψl¯′in¯′
i
|S13|Ψl¯in¯i〉 =
1
K6
∑
λ1,2,λ
′
1,2,t1,2,t
′
1,2,s1,2,s
′
1,2
× 〈0|e−
2piiλ′1
K
(
n¯′3+
l¯′×n¯′
K
)
− 2piiλ
′
2
K
(
l¯′3+
n¯′×l¯′
K
)
× e+
2piiλ1
K
(
n¯3+ l¯×n¯K
)
+ 2piiλ2K
(
l¯3+ n¯×l¯K
)
× (Bˆ22)−(Ks
′
2+l¯
′
2)(Bˆ23)−(Ks
′
1+l¯
′
1)(Bˆ21)λ
′
2
× (Bˆ12)−(Kt
′
2+n¯
′
2)(Bˆ13)−(Kt
′
1+n¯
′
1)(Bˆ11)λ
′
1
× (Bˆ13)λ1(Bˆ11)Kt1+n¯1(Bˆ12)Kt2+n¯2
× (Bˆ23)λ2(Bˆ21)Ks1+l¯1(Bˆ22)Ks2+l¯2 |0〉
= 1K2 δn¯2,n¯
′
2
δl¯2,l¯′2
eiθ
n¯′
i
,l¯′
i
,n¯i,l¯i
where θn¯′i,l¯′i,n¯i,l¯i is given by
θn¯
′
i,l¯
′
i,n¯i,l¯i = 2piK (n¯3n¯
′
1 + n¯′3n¯1 + l¯3 l¯′1 + l¯′3 l¯1)
+ 2piK2
[
(l¯ × n¯)(n′1 − l′1) + (l¯′ × n¯′)(n1 − l1)
]
. (3.15)
From the calculation of S13, we can further calculate the modular S matrix,
S = 1K2 δn1,n′2δl1,l′2e
− 2piiK (n′3n2−n3n′1)− 2piiK (l′3l2−l3l′1)
× e− 2piiK2 [(n1+l1)(n2l′1+n′1l2)−2n2n′1l1−2n1l2l′1]. (3.16)
The S and T matrices obtained in this way are the same as those obtained for the surface partition functions
in our previous work, and other bulk calculations. [162–165,171]
The coupled BF theory: wave function in terms of αˆ and Λˆ
While we have succeeded, by using BIi , in constructing the ground state wave functions and in computing
the T and S matrices, it is also worth trying to use ΛIi instead of BIi to construct wave functions. One
69
motivation for this is that exp iΛIi are the Wilson surface operators, while exp iβIi are not. The commutators
among αˆIi and ΛˆIi are:
[
αˆIi , αˆ
J
j
]
= 0,
[
αˆIi , ΛˆJj
]
= 2piiK δijδ
IJ
[
ΛˆIi , ΛˆIj
]
= 2iqI¯K ijkαˆ
I¯
k,[
Λˆ1i , Λˆ2j
]
= −iq2K ijkαˆ
1
k −
iq1
K ijkαˆ
2
k. (3.17)
Although ΛIi may not commute with each other, Aˆ11, Aˆ12, Wˆ 13 , Aˆ21, Aˆ22 and Wˆ 23 still commute with each other,
and we can write down the eigenstates for them,
|Ψlini〉 =
1
K
∑
λ1,2
e
2pii
K (λ1n3+λ2l3)
× (Wˆ 13 )λ1(Wˆ 23 )λ2(Wˆ 11 )n1(Wˆ 21 )l1(Wˆ 12 )n2(Wˆ 22 )l2 |0〉
where λ1, λ2, ni, li ∈ ZK. Since Wˆ Ii do not mutually commute, the ordering of Wˆ Ii is important when
generating a set of wave functions. We choose this particular order so that S and T matrices are the same
as those calculated in the previous subsection. Notice that since Wˆ Ii is invariant under the large gauge
transformations, so is this wave function.
The matrix elements of S13 can be calculated as
〈Ψl′in′
i
|S13|Ψlini〉 =
1
K2
∑
λ1,2,λ′1,2
e
2pii
K (−λ′1n′3−λ′2l′3+λ1n3+λ2l3)
× 〈0|(Wˆ 22 )−l
′
2(Wˆ 12 )−n
′
2(Wˆ 23 )−l
′
1(Wˆ 13 )−n
′
1(Wˆ 21 )λ
′
2(Wˆ 11 )λ
′
1
× (Wˆ 13 )λ1(Wˆ 23 )λ2(Wˆ 11 )n1(Wˆ 21 )l1(Wˆ 12 )n2(Wˆ 22 )l2 |0〉
= 1K2 δn2,n
′
2
δl2,l′2e
iθ
n′
i
,ni,l
′
i
,li
,
where θn′i,ni,l′i,li is the same as that in Eq. (3.15). One can then check that the modular S matrix also
matches with the previous calculation in terms of BIi , Eq. (3.16).
As for the T transformation, since Wˆ I1 and Wˆ I3 do not commute with each other, their transformation
properties under the T transformation are more complicated. Using the knowledge that Λ = β + α× α, we
decompose Wˆ Ii as
Wˆ Ii = BˆIi CˆIi where CˆIi = exp
(
iqI¯
2pi ijkαˆ
I
j αˆ
I¯
k
)
.
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We propose that under the T transformation,
(BˆI1)n1(CˆI1 )n1 → (BˆI1)n1(BˆI3)n1(CˆI1 )n1(CˆI3 )n1 .
The above result can be rewritten in terms of the Wˆ Ii operators as
(Wˆ I1 )n1 → (Wˆ I3 )n1/2(Wˆ I1 )n1(Wˆ I3 )n1/2.
According to this definition, under the T transformation, |Ψlini〉 are transformed as
T |Ψlini〉 =
1
K
∑
λ1,2
e
2pii
K (λ1n3+λ2l3)
× (Wˆ 13 )λ1(Wˆ 23 )λ2(Wˆ 13 )n1/2(Wˆ 11 )n1(Wˆ 13 )n1/2
× (Wˆ 23 )l1/2(Wˆ 21 )l1(Wˆ 23 )l1/2(Wˆ 12 )n2(Wˆ 22 )l2 |0〉.
Therefore, the T matrix is given by
T = δni,n′iδli,l′ie
− 2piiK (n3n1+l3l1)− 2piiK2 (l×n)(n1−l1).
This also matches with the previous calculation Eq. (3.14).
We conclude this section with some comments. Above, we read off the Wilson operators for the three-loop
braiding theory from the coupling to sources. Infinitesimal gauge transformations could be derived directly
from the charge or Gauss law operators of the theory. As for the large gauge transformations, they were
obtained by demanding the invariance of the Wilson operators (Appendix C.1). We showed that the triple-
commutator of these Wilson operators encoded the three-loop braiding phase. Although the commutator of
Wilson-operators themselves are large gauge covariant, the ground states could be written down explicitly
and were large gauge invariant.
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3.3 Four-loop braiding theory
3.3.1 The quartic theory
In this section, we consider the following BF theory with quartic coupling:
S =
∫
N
[
K
2pi δIJb
I ∧ daJ + IJKL p4!a
I ∧ aJ ∧ aK ∧ aL
− δIJbI ∧ JJqv − δIJaI ∧ JJqp
]
, (3.18)
where I, J ∈ 1, 2, 3, 4. This action can be considered as describing a discrete (lattice) gauge theory with the
gauge group ZK × ZK × ZK × ZK. p is a parameter of the theory, and is given by
p = qK
3
(2pi)3 , q = 0, 1, . . . ,K− 1.
In order to gain some intuition about this quartic theory, it is helpful to compare it to a very similar theory
in one lower dimensions; There is a topological field theory in 2 + 1 dimensions with a very similar structure
to the quartic theory. This is the cubic theory (also known as the type-III Dijkgraaf-Witten theory) with the
TQFT action given by
Scubic ∝
∫
N3
aI ∧ aJ ∧ aK . (3.19)
Clearly such a term could arise when there are three or more flavors of gauge fields, i.e., when the discrete
gauge group is given by G =
∏k
i=1 ZNi , i ≥ 3. Although this is a gauge theory built from an Abelian group, it
is known that it has an underlying non-abelian structure in disguise. This can be understood by studying the
spectrum of the theory within group cohomology models [117,162] or by analyzing the Wilson operators [175].
In either case one finds excitations with quantum dimension d > 1 and non-trivial fusion channels. In analogy
one expects the quartic theory in 3+1 dimensions to have an underlying non-abelian structure. This has been
been studied partially in [163] by explicitly constructing representations for this particular group cohomology
model.
In the following, however, we will not go into the non-abelian structure Although the theory is non-abelian
one can gain significant insight by studying its Wilson operator algebra. For example one can learn that the
topological invariant corresponding to this theory goes beyond a spacetime Hopf link and in fact captures a
spacetime Borromean link [117]. Similarly in the analysis below, we show that the quartic theory furnishes
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a topological invariant that goes beyond three-loop braiding and can in fact be understood as non-trivial
four-loop braiding. Our reasoning presented below parallels our discussion on three-loop braiding statistics
realized in the cubic theory.
Equations of motion
The first term in the action (3.18) describes the particle-loop braiding process, as in the ordinary BF theory.
On the other hand, as we will discuss, the second term describes four-loop braiding process. To develop
understanding of the four-loop braiding process, let us first write down the equations of motion
K
2pida
I = JIqv,
K
2pidb
I + p6 IJKLa
J ∧ aK ∧ aL = JIqp.
Let us consider a fixed static quasiparticle and quasivortex configuration and integrate the equation of motion
over space. By solving the first equation of motion as aI = (2pi/K)(d−1JIqv), plugging the solution to the
other equations of motion, and integrating over space Σ,
K
2pi
∫
Σ
dbI =
∫
Σ
JIqp
− q6 IJKL
∫
Σ
(d−1JJqv) ∧ (d−1JKqv) ∧ (d−1JLqv). (3.20)
The second term on the right-hand side of the above equation comes from
Borr(JIqv, JJqv, JKqv)
=
∫
Σ
(d−1JIqv) ∧ (d−1JJqv) ∧ (d−1JKqv).
and involves three quasivortex loops. If any two of them are mutually unlinked, i.e., d(aI ∧ aJ ) = 0, this term
describes the triple linking number of the Borromean ring configuration and is a topological invariant. [176,177]
As in the three-loop braiding theory, the equation of motion (3.20), suggests the Borromean ring ‘dresses’
the I-th quasiparticle (Fig. 3.1).
To see that Borr is a topological invariant, let us introduce gK = IJKaI ∧ aJ . If we require that any two
of the flux loops are mutually unlinked, i.e., d(aI ∧ aJ ) = 0, this constraint leads to gK = duK , where uK is
a one-form gauge field and describes the effective magnetic flux loop formed by aI and aJ . Then, Borr can
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be written as
∫
Σ
a1 ∧ a2 ∧ a3
=
∫
Σ
a1 ∧ du1 =
∫
Σ
a2 ∧ du2 =
∫
Σ
a3 ∧ du3.
This is equivalent to a Chern-Simons integral and describes the Hopf linking number between dak and duk.
Gauge invariance
In the absence of sources, there are two sets of gauge transformations that leave the action invariant: The
usual 1-form gauge transformation
bI → bI + dζI , aI → aI
and a shifted 0-form gauge transformation
aI → aI + dϕI , bI → bI + pip3K
IJKL(aJ ∧ aK)ϕL.
Formally, these transformations can be read off by identifying the operators that generate the Gauss law
constraints.
Similar to the three-loop braiding theory described earlier, it seems that the coupling to currents is gauge
non-invariant. However, by demanding gauge invariance, we can read off the topological currents. The terms
with coupling to sources transform under the 0-form gauge transformations as
aI ∧ JIqp + bI ∧ JIqv
−→ aI ∧ JIqp + bI ∧ JIqv
− ϕId
[
JIqp − IJKL
q
6d
−1JJqv ∧ d−1JKqv ∧ d−1JLqv
]
.
Hence we can read off the current conservation law
d
[
JIqp − IJKL
q
6d
−1JJqv ∧ d−1JKqv ∧ d−1JLqv
]
= 0. (3.21)
If all the pair of quasivortex loops are mutually unlinked, the first term on the right side describes the
triple linking number for the borromean ring configuration. The above equations then indicate, as the
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Figure 3.2: Four-loop braiding process in 3 + 1 dimensions. (a) Loop 1, 2 and 3 form a Borromean ring
configuration. Similarly, loop 1, 2 and 4 form a Borromean ring configuration. Alternatively, L1 and L2 form
an effective loop L12, with loop 3 and 4 are linked to L34. In this case, it is the same as the three loop
braiding process with L12 as the base loop. Braiding L3 around L4 gives rise to a non-trivial phase
2pin1n2n3n4/K. (b) Loop L1 is the base loop. L2, L3 and L4 are linked with L1. This braiding process can
be understood by dimensional reduction to the (2 + 1) dimensions in Fig. 3.2 (c).
equation of motion (3.20), that the effective particle comes from two parts, the real particle excitation and
the Borromean ring configuration. On the other hand, the 1-form gauge symmetry furnishes the second
‘ordinary’ conservation law dJIqv = 0.
Four-loop braiding statistics
That the Borromean ring configuration can be treated as an effective particle, as seen from the equation of
motion (3.20) and the conservation law (3.21) suggests the theory may realize non-trivial statistics involving
four loop-like excitations (four-loop braiding statistics). Following three-loop braiding process, we postulate
the four-loop braiding process as shown in Fig. 3.2. In Fig. 3.2, we consider the loop L1 and L2 form an
effective base loop L12, with loop 3 and 4 are linked to L12. Braiding L3 around L4 gives rise to a non-trivial
phase ∼ n1n2n3n4/K. Furthermore, we can also understand this braiding process by treating loop L1 as an
base loop, with loops L2, L3 and L4 linked to L1 (Fig. 3.2 (a)). Loop L2 braids around L3 and L4. We will
verify this argument shortly by computing the algebra of Wilson operators.
The last point of view can be better understood by considering dimensional reduction to one lower dimension
as in Fig. 3.2 (c). The dimensional reduction of the (3 + 1) dimensional quartic theory leads to the following
75
(a) (b)
(c)
1 2 3
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Figure 3.3: Three-particle braiding in 2 + 1 dimensions. In (a), particle 1, 2 and 3 are labeled by three
different colors red, green and blue. We braid particle 2 around 1 and 3 four times. The Wilson loops for
particles 1, 2 and 3 are mutually unlinked. For instance, if there is no Wilson loop for particle 3, the braiding
between 1 and 2 is trivial. Nevertheless, the three Wilson loops 1, 2 and 3 together form a Borromean ring in
2 + 1 dimensions. In (b), we treat particle 2 and 3 as an effective particle and braid it around particle 1.
This process is topologically equivalent to (a). (c) is the projection of (a) to the two dimensional spatial
plane. The braiding of particle 2 around 1 is trivial if there is no particle 3.
(2 + 1) dimensional cubic theory,
S =
∫
N
[
K
2pi δIJb
I ∧ daJ + pa1 ∧ a2 ∧ a3
]
where I, J = 1, 2, 3, bI and aI are one-form, and p equals to p = qK2/(2pi)2 where q = 0, 1, . . . ,K− 1. The
first term is the BF theory and is related to the Hopf linking number for the particle current loops in (2 + 1)
dimensions, which describes the particle-particle braiding process. For the second term, if any two of particle
current loops are mutually unlinked, it is the Borromean ring and describes the braiding process involving
three particles. This braiding process has been discussed in Ref. [162] and can be understood as in Fig. 3.3.
3.3.2 The quadratic theory
As we did for the coupled BF theories realizing the three-loop braiding, we can also consider an alternative
quartic theory instead of the quartic theory. Let us consider:
S = K2pi
∫
δIJb
I ∧ daI
−
∫
δIJa
I ∧ JJqp −
∫
δIJΛI ∧ JJqv
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where I, J = 1, . . . , 4 and
ΛI := bI − p3!
IJKLd−1
(
aJ ∧ aK ∧ aL) .
The equations of motion are the same as Eq. (3.20). Here, the precise meaning of the term
∫
d−1(aJ ∧ aK ∧
aL)∧JIqv can be understood by taking Jqv = δ(S), which gives rise to for example
∫
S
[b1− pd−1(a2 ∧ a3 ∧ a4)].
Looking for a volume V which satisfies ∂V = S, this can be written as
∫
S
b1 − p ∫
V
(a2 ∧ a3 ∧ a4).
Using the quadratic theory, let us now discuss the algebra of the Wilson operators. The canonical
commutators are the same as the ordinary BF theory and hence
[∫
C
aI ,
∫
S
ΛJ
]
= (2pii/K)δIJI(C, S). On the
other hand, the multiple commutators among
∫
S
ΛI are
[∫
S1
ΛI ,
∫
S2
ΛJ
]
= (−pIJPQ)
[−2pii
K
] ∫
∂(V1]V2)
aP ∧ aQ,[[∫
S1
ΛI ,
∫
S2
ΛJ
]
,
∫
S3
ΛK
]
= (−4pIJKQ)
[−2pii
K
]2 ∫
∂(V1]V2)]S3
aQ,[[[∫
S1
ΛI ,
∫
S2
ΛJ
]
,
∫
S3
ΛK
] ∫
S4
ΛL
]
= (−4pIJKL)
[−2pii
K
]3
I(∂(V1]V2)]S3, S4),
where we noted d(δ(V1) ∧ δ(V2)) = δ(S1) ∧ δ(V2) + δ(V1) ∧ δ(S2). The four-loop braiding phase is encoded in
the following product of Wilson operators
[
(W 2W 1)†W 1W 2 ·W 3 · (W 1W 2)†W 2W 1 ·W 3†]
·W 4 · [· · · ]† ·W 4†
= exp
([[[
i
∫
S1
Λ1, i
∫
S2
Λ2
]
, i
∫
S3
Λ3
]
, i
∫
S4
Λ4
])
.
3.3.3 The Wilson operator algebra on T 3
It is also instructive to construct the Wilson operator algebra on a closed spatial manifold with non-trivial
topology, e.g., Σ = T 3. We will work in the setting identical to the previous section, and quantize the
theory on Σ = T 3. As before, we expand aI and bI by using the Hodge decomposition as aI = · · ·+ αIl ωl,
and bI = · · ·+ βIpηp, where αIl and βIl are the zero modes. Also, as before, we consider Wilson operators
associated to the generators {Lm} and {Sm} of the first and second homology groups. For Li, we consider
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the Wilson loop operators
AˆIi := exp i
∫
Li
aˆI = exp iαˆIi
As for Sm’s, we consider Wilson surface operators
W 1i := exp i
(∫
Si
b1 − p
∫
Σ
a2 ∧ a3 ∧ a4
)
etc.
The cubic term can be written as, assuming Σ is formal,
∫
Σ a
I ∧ aJ ∧ aK = αIiαJj αKk
∫
Σ ωi ∧ ωj ∧ ωk =
ijkα
I
iα
J
j α
K
k . Hence, the Wilson surface operators associated to Si are
Wˆ Ii = exp iΛˆIi
where ΛIi = βIi − pIJKLijkαJi αKj αLk
The Wilson operator algebra can be computed as
(Wˆ 22 Wˆ 11 )†Wˆ 11 Wˆ 22
= exp([iΛ11, iΛ22]),
(Wˆ 22 Wˆ 11 )†Wˆ 11 Wˆ 22 · Wˆ 33 · (Wˆ 11 Wˆ 22 )†Wˆ 22 Wˆ 11 · Wˆ 3†3
= exp([[iΛ11, iΛ22], iΛ33]),[
(Wˆ 22 Wˆ 11 )†Wˆ 11 Wˆ 22 · Wˆ 33 · (Wˆ 11 Wˆ 22 )†Wˆ 22 Wˆ 11 · Wˆ 3†3
]
× Wˆ 41 × [· · · ]† × Wˆ 4†1
= exp([[[iΛ11, iΛ22], iΛ33], iΛ44]), (3.22)
where the repeated commutators are given by
[Λ11,Λ22] =
2piip
K
(−α31α43 + α32α43 + α33α41 − α33α42) ,
[[Λ11,Λ22],Λ33] =
4pi2p
K2 (α
4
1 − α42),
[[[Λ11,Λ22],Λ33],Λ44] =
8pi3ip
K3 .
The last equation in Eq. (3.22) with the quadruple commutator is related to the four-loop braiding statistical
process. This four-loop braiding process after dimensional reduction becomes three-particle braiding process
78
and is described by the cubic term defined in Eq. (3.19). As we discussed before, this three-particle braiding
process is due to the non-abelian braiding statistics between the gauge flux excitations and is shown in
Ref. [162]. Therefore we expect that the four loop braiding process is also related with the non-abelian
property of the gauge flux loop. We leave studying the non-abelian structure of this quartic theory as future
work.
3.4 Condensation picture
We have so far discussed the coupled BF theories realizing three-loop or four-loop braiding statistics in
isolation from physical contexts. In this section, we try to develop physical pictures of the topological field
theories discussed above.
3.4.1 The BF theory
Let us start with the condensation picture of the single copy of the ordinary BF theory:
S = iK2pi
∫
b ∧ da. (3.23)
(In this section, we will work with the Euclidean action.) The BF theory can be thought of as describing the
zero correlation length limit of a gapped (topologically ordered) system, which may arise as a result of some sort
of condensation. [160,178–180] There are two complimentary pictures that describe the condensation, which are
dual to each other. In the following, we will develop these pictures by using the duality transformations. (We
will use the equations of motion and integration over fields for convenience, but will treat the compactification
conditions on the fields somewhat loosely. If necessary, the compactification conditions can be treated
rigorously by using the generalized Poisson identity. See Ref. [180] and references therein.)
To discuss the first picture, let us take the equation of motion δS/δb = 0 of the BF theory, which sets
da = 0. This suggests the Meissner effect and hence the Higgs phase. An convenient action, in which this
picture is manifest, can be derived by integrating over b. It is convenient to perturb the BF theory to go
away from the strict topological limit by adding
1
2λdb ∧ ?db+
1
g2
da ∧ ?da+ i Θ8pi2 da ∧ da. (3.24)
Here, the second and third terms are the Maxwell and axion terms for a, respectively, and the first term is
a two-form analogue of the Maxwell term for b. The integration over b can be done by making use of the
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equation of motion derived by taking the functional derivative δ/δb of the perturbed BF theory, and plug
the solution back into the action. The equation of motion can be solved as
db = − iλ2pi ? (dθ + Ka),
where the scalar field θ arises as an ambiguity when integrating the equation of motion to express b in terms
of a. Formally, the above manipulation is equivalent to dualizing the two form b to the zero-form θ. The
resulting effective Lagrangian is
L = λ8pi2 (dθ + Ka)
2 + 1
g2
da ∧ ?da+ i Θ8pi2 da ∧ da. (3.25)
This is nothing but the Abelian Higgs model. [160,178,181]
Alternatively, taking the equation of motion δS/δa = 0 of the BF theory sets db = 0. This suggests
a two-form analogue of the Meissner effect, which can be interpreted as arising from the condensation of
monopoles in the dual gauge field v of a. As before, we can integrate over a in the presence of the kinetic
term (3.24). Solving the equation of motion δS/δa = 0, da can be expressed in terms of b as
da = τ˜1(Kb+ dv) + iτ˜2 ? (Kb+ dv). (3.26)
Here, τ˜1 and τ˜2 are the dual coupling constants and related to the original coupling constants as
τ˜1 = − τ1
τ21 + τ22
, τ˜2 =
τ2
τ21 + τ22
,
τ1 =
Θ
2pi , τ2 =
4pi
g2
.
The one form v in (3.26) arises formally as an ambiguity in solving da in terms b. Plugging the solution back
to the action, we obtain the effective Lagrangian for b and v as
L = τ˜24pi (Kb+ dv) ∧ ?(Kb+ dv)
+ iτ˜14pi (Kb+ dv) ∧ (Kb+ dv) +
1
2λdb ∧ ?db. (3.27)
This is the Julia-Toulouse-Quevedo-Trugenberger effective action that describes the condensation of monopoles
of the dual gauge field v. [182,183]
It is also instructive to have a comparison with a slightly more microscopic model, which can realize the
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situation described above. For example, let us consider the Cardy-Rabinovic model [184]
Z = Tra,n,s
∏
r
δ[∂µnµ(r)] exp(−S),
where aµ (µ = 1, . . . , 4) is a compact U(1) gauge field (an angular variable) defined on the links of the
hypercubic lattice, and nµ and sµν are integer-valued fields defined on links and plaquettes, respectively.
The integer-valued two-form gauge field sµν amounts to allowing multivalued configurations of the gauge
field. The sum on sµν corresponds to a sum over topologically non-trivial configurations with magnetic
monopoles. [185] In fact, the monopole current is given explicitly by mµ = (1/2)µνλσ∂νsλσ, where ∂µ is the
lattice difference operator in the µ-direction. On the other hand, we interpret nµ as the electric current of a
charge field. The discrete delta function δ[∂µnµ(r)] enforces current conservation. The Boltzmann weight is
given by
S = −iK
∑
L
nµaµ +
1
2g2
∑
P
ΓµνΓµν
− iKθ32pi2
∑
r,r′
f(r − r′)µνλσΓµν(r)Γλρ(r′),
where Γµν = ∂µaν − ∂νaµ − 2pisµν is the field strength. The second and third terms are the Maxwell and
axion terms, respectively. (The precise nature of the smearing function f(r − r′) is not important here.)
The sum over nµ has the effect of constraining aµ to take its values restricted to the abelian cyclic group
ZK, aµ = (2pi/K)kµ. Because the sum over nµ is constrained, we can always add any total divergence to aµ.
Thus, the restriction to aµ = (2pi/K)kµ represents a partial fixing of the gauge.
For the Cardy-Rabinovic model, in the deconfined phase (charge condensation), there are 2pi/K flux and
the braiding with the charge leads to the fractional statistics. The effective theory is described by the BF
theory.
3.4.2 The three-loop braiding theories
For the three-loop braiding theories, we can repeat the duality transformation, which we carried out for the
ordinary BF theory (3.23) to obtain the Abelian-Higgs model (3.25). Dualizing the two-form gauge fields bI
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to scalars φI , we obtain an analogue of the Abelian-Higgs model
L =
∑
I
λI
8pi2 (a
I + dθI)2 + CIJKaI ∧ aJ ∧ daK+
+
∑
I
[
1
g2I
daI ∧ ?daI + i ΘI8pi2 da
I ∧ daI
]
+ · · ·
where we have introduced the coupling constants λI , gI ,ΘI for each flavor. CIJK describes the cubic coupling
and takes different forms for the two- and three-flavor theories.
One can also consider an analogue of the Cardy-Rabinovic theory for the three-loop braiding theories. For
example, for the cubic three-flavor theory (3.3), it may be considered as arising from the following extension
of the Cardy-Rabinovic theory:
S = 12g2
∑
I=1,2,3
∑
P
ΓIµνΓIµν + iK
∑
I=1,2
∑
L,µ
aIµn
I
µ
+ iK
∑
L,µ
a3µ
(
n3µ −
p
Kµνλρa
1
ν∂λa
2
ρ
)
. (3.28)
The charge condensation phase of this extended Cardy-Rabinovic theory (3.28) is described by the coupled
BF theory (3.3).
Alternatively, one may try to dualize the gauge fields aI ; as we have seen, in the ordinary BF theory,
dualizing the gauge field a leads to the Julia-Toulouse-Quevedo-Trugenberger effective action (3.27), and
allows us to describe the charge condensation phases as the monopole condensation phase for the dual gauge
field v. Due to the cubic coupling, dualizing aI appears to be rather complicated. The electromagnetic
duality exchanges the field strength da and its dual dv, but this does not necessarily mean it works at the
level of the connection and exchanges a and v. In the coupled BF theories, the action is not written entirely
in terms of the field strength daI , but the connections aI appear directly.
While it seems not possible to dualize all aI , we can nevertheless dualize some of aI . For example, let us
consider the three-flavor theory with cubic coupling defined in (3.3). The action is written in terms of the
field strength da3, and hence one can dualize a3. As for the first and second flavors, one can dualize bI=1,2.
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The resulting action is
L = τ˜24pi (KΛ
3 + dv3) ∧ ?(KΛ3 + dv3)
+ iτ˜14pi (KΛ
3 + dv3) ∧ (KΛ3 + dv3) + 12λ3 db
3 ∧ ?db3
+
∑
I=1,2
[ λI
8pi2 (a
I + dθI)2
+ 1
g2I
daI ∧ ?daI + i ΘI8pi2 da
I ∧ daI
]
where
Λ3 = b3 + 2pipK a
1 ∧ a2.
Thus, after the dualization, the cubic coupling a1 ∧ a2 ∧ da3 disappears, but the magnetic condensation for
the dual gauge field v3 is ”dressed” by a1 and a2.
The duality transformations can be also applied to the four-loop braiding theory, where the magnetic
monopoles for the dual gauge field (v4, say) are dressed by the Borromean ring formed by a1, a2 and
a3. Similar physical picture has been applied in constructing the wave functions for symmetry protected
topological (SPT) phases, which can be realized by proliferating domain walls decorated with an SPT phase
in one lower dimension. [186] In this respect, our models here are actually the gauged version of SPT phases.
3.5 Conclusion and remarks
In conclusion, we canonically quantize the multi-flavor BF theories with cubic and quartic coupling. We
study the algebra of Wilson operators to understand the three-loop and four-loop braiding processes. Using
these Wilson operators, we also construct the multiplet of ground states of the three-loop braiding field
theory on T 3, and calculate the S and T matrices, which encode the fractional braiding and spin statistics.
We also discuss the topological field theory as the condensation of composite particles from some parent U(1)
gauge theory.
We close with a few comments on open issues.
– In (3 + 1)d, apart from the particle-loop braiding described by the ordinary BF theory, there can be
more exotic braiding, including three-loop braiding and four-loop braiding process. In this chapter, we study
the topological field theory describing the three-loop braiding and four-loop braiding process. By checking
the equation of motion in Eqs. (3.2) and (3.20), these multiple-loop braiding process can all be understood
83
as an effective particle braiding around the loop excitation. This effective particle can be a Hopf linking
configuration, Borromean ring configuration or even more complicated knot configuration.
K
2pi
∫
Σ
dbI =
∫
Σ
JIqp + “Knot configuration”
It would be interesting to study more complicated knot-loop braiding process in the future.
– In this chapter, we mostly limit ourselves to T 3 as our spatial manifold, which is formal. It would be
interesting to study more general cases in which the coupled BF theories are considered on the spacetime or
spatial manifolds which are not formal. The coupled BF theories may be able to detect topological aspects
(topological invariants) of these manifolds, which cannot be captured by the ordinary BF theory.
– We have carried out constructions of the multiplet of ground states on T 3 and calculated the modular S
and T matrices, by using the basis of minimal entropy states for the ground state multiplet. Alternatively, the
S and T matrices may be calculated by first constructing ground states for generic (holomorphic) polarization
in geometric quantization. The action of the mapping class group of T 3, SL(3,Z), on the ground state
multiplet can then be calculated by adiabatically changing polarization. We have so far constructed ground
states only for the Hodge polarization. (See Appendix C.2 for the definition and more details.) Construction
of the ground states for more generic polarization is left as a future problem.
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Chapter 4
Bulk boundary correspondence for
3 + 1d TQFTs
4.1 Introduction
The bulk-boundary correspondence is one of the most salient features of topologically ordered phases of
matter. In topologically ordered states in (2+1) dimensions [(2+1)d], all essential topological properties in
their bulk can be derived and understood from their edge theories, such as quantized transport properties,
properties of bulk quasiparticles (fractional charge and braiding statistics thereof), and the topological
entanglement entropy, etc. [76–83] Edge or surface theories also play an important role in symmetry-protected
and symmetry-enriched topological phases. [187–193]
The purpose of this chapter is to study the bulk-boundary correspondence in the simplest (3+1)d topological
field theory, the BF topological field theory [84–90], and its generalizations. The BF theory describes, among
others, the long wave-length limit of BCS superconductors, and the deconfined phase of the ZK gauge theory.
It is also relevant to the hydrodynamic description of (3+1)d symmetry-protected topological (SPT) phases
including topological insulators and related systems. [113,178,179,194–199]
To put our purpose in the proper context, let us give a brief overview of the bulk-boundary correspondence
in (2+1)d topologically ordered phases. For (2+1)d topological phases, bulk topological phases can be char-
acterized by the modular S and T matrices. The S and T transformations generate the basis transformation
in the space of degenerate ground states, which appear when the system is put on a spatial two-dimensional
torus. Combined together, the S and T transformations form the group SL(2,Z), the mapping class group
of the two-dimensional torus T 2. Their geometric meanings are the 90◦ rotation and Dehn twist defined on
the torus, respectively. In the basis in which the T matrix is diagonal (the so-called quasi-particle basis), the
diagonal entries of the T matrix encode the information on the topological spin of quasi-particles. On the
other hand, the S matrix contains the information of the braiding and fusion. For an Abelian topological
phase, the elements of the S matrix are given by braiding phases between quasiparticles, up to an over all
normalization factor 1/D, where D is the total quantum dimension.
On the other hand, at their boundary (edge), gapless boundary excitations supported by a (2+1)d
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topological phase can be described by a (1+1)d conformal field theory (CFT). [200] There is one-to-one
correspondence between quasi-particle excitations in the bulk and primary fields living on the edge. On the
(1+1)d spacetime torus, one can form the character χj(τ) from the tower of states built upon a primary field
Oj :
χj(τ) = TrHj
[
e2piiτ1P0−2piτ2H0
]
where H0 and P0 are the Hamiltonian and the momentum operators, respectively, the complex parameter
τ = τ1 + iτ2 is the modular parameter parameterizing the spacetime torus, and the trace is taken over all
states in the Hilbert space Hj that is built upon the highest weight state associated with the primary field
Oj . The characters χj transform into each other under the modular transformations of the spacetime torus.
Under the modular T and S transformations, the characters χj(τ) transform as
χj(τ + 1) = e2pii(hj−
c
24 )χj(τ) = Tjjχj(τ),
χj(−1/τ) =
∑
j′
Sjj′χj′(τ),
where the matrices T and S represent the action of the T and S modular transformations on the characters,
respectively. The matrix T is a diagonal matrix and includes the conformal dimension h for each character
and the central charge c for the CFT. The T and S matrices for the characters in the edge theory have the
direct correspondence (and are essentially identical) to the the T and S matrices defined for the corresponding
(2 + 1)d bulk topological theory.
Coming back to our main focus, i.e., (3 + 1)d topologically ordered phases, the bulk topological system can
be defined on a spatial torus T 3 (while other choices are of course possible). The mapping class group of the
three-dimensional torus is SL(3,Z), and, as in the case of (2+1)d, is also generated by two transformations,
which we also call the modular S and T transformations (see Sec. A.3 for details). For (3 + 1)d topological
phases defined on a spatial torus T 3, S and T matrices can be introduced to describe the basis transformation
of degenerate ground states. As in (2+1)d, the S and T matrices encode the topological data of the bulk
topological phase, such as the braiding and spin statistics of excitations. [164,201] In (3+1)d, the exchange
statistics of particles has to be either fermionic or bosonic. On the other hand, a particle and a loop-like
excitation, or two loop-like excitations in the presence of an additional background loop, can have non-trivial
braiding and can obey non-trivial statistics. For the Abelian topological phase described by the BF theory,
the S matrix describes the braiding phase between particle and loop excitations, while the T matrix has the
physical meaning of a (3 + 1)d analogue of topological spins. [201] It has been also proposed that there exist
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(3+1)d topological phases that are characterized by their three-loop braiding statistics. [162–165,202–204]
We will demonstrate that these results, obtained and discussed previously from the bulk point of view, can
be obtained solely from gapless boundary field theories. More specifically, taking various examples of (3+1)d
topologically ordered phases and their surface states, which we put on the (2 + 1)d spacetime torus T 3, we
compute the modular S and T matrices explicitly, and show that they agree with the S and T matrices
obtained from the bulk considerations. We thereby establish the bulk-boundary correspondence in these
(3+1)d topologically ordered phases. Along the course, we also propose a bulk continuum field theory which
realizes non-trivial three-loop braiding statistics.
N.B. Our strategy adopted in this chapter is to utilize boundary field theories to learn about bulk excitations
in (3+1)d topological phases, by establishing a bulk-boundary correspondence. One should however bear in
mind that boundaries may have more “life” than their corresponding bulk, in that a given bulk topological
phase can be consistently terminated by more than one boundary theory. Therefore, it would be more
appropriate to consider a “stable equivalent class” of boundary theories for a given bulk theory. (See, for
example, Ref. [205].) Nevertheless, one can expect universal topological properties of the bulk theories may
be extracted from any boundary theory which consistently terminates the bulk.
4.1.1 Outline of the chapter
This chapter is organized as follows.
In Sec. 4.2, we consider the compactified free boson theory in (2 + 1)d defined on the 3d flat torus T 3 is
computed. This (2+1)d theory is not necessarily tied to a particular (3+1)d bulk topological order but serves
as a warm up for later sections. We will show its partition function is invariant under SL(3,Z).
In Sec. 4.3, the surface theory of the (3+1)d BF theory at level K is studied. This theory can be subjected
to twisted boundary conditions, which are induced by introducing quasi-particles in the (3+1)d bulk. We
will show that the partition functions with different boundary conditions are transformed into each other
under SL(3,Z), and form a representation of SL(3,Z). The extracted S and T matrices agree with the
known result. [201] We will also compute the thermal entropy in Sec. 4.3.4, and show that there is a constant
negative contribution to the entropy. This contribution to the boundary thermal entropy is expected to
capture the topological entanglement entropy defined in the corresponding (3+1)d bulk.
In Sec. 4.4, we introduce an additional term, the axion term or the theta term, to the (3+1)d BF theory.
The theta angle has a texture (spatial inhomogeneity) and affects the boundary theory by twisting the
quantum numbers. Being static, the texture in the theta angle is interpreted as a topological defect, and we
will show that the introduction of the defect makes the surface theory non-modular invariant, in the sense
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that the action of modular transformations is not closed within the space of the partition functions.
This BF theory with the theta term motivates us to consider yet another theory in Sec. 4.5, which can be
constructed by coupling two copies of the BF theory. Compared with the the defect system (the BF theory
with the theta term) discussed in Sec. 4.4, in the coupled system, each copy can be interpreted as playing a
role of a defect to the other. In this system, however, there is no externally imposed texture. We propose this
continuum bulk field theory realizes three-loop braiding statistics discussed previously. [162, 165, 202, 203] On
the surface, we consider two copies of the BF surface theories, which are coupled together in their zero mode
sectors. We will show that, by computing the modular S and T matrices explicitly, this system exhibits
three-loop braiding statistics.
Finally, we conclude in Sec. 4.6.
4.2 The compactified free boson in (2 + 1)d
The compactified real scalar theory in (2 + 1)d is described by the Lagrangian density
L = 1(2pi)2
[
(∂tφ)2 − (∂xφ)2 − (∂yφ)2
]
,
where, for now, the spacetime is the “canonical” flat torus T 3 parameterized by (t, x, y). (We will consider,
momentarily in Sec. 4.2.1, a generic torus parameterized by six modular parameters.) The boson field obeys
the compactification condition on a circle of radius r, i.e.,
φ ≡ φ+ 2pir.
This model can be exactly solved and is dual to the compact U(1) gauge theory. Under the duality, the
boson field φ is related to the U(1) gauge field aµ by
µνλ∂νaλ ↔ ∂µφ, fµνfµν ↔ ∂µφ∂µφ.
Furthermore, quantized vortices on the boson side are dual to quantized charges in the U(1) gauge theory.
For the compact U(1) gauge field theory, the monopole (instanton) proliferation leads to a confining phase
and this process on the scalar boson side corresponds to adding a cos(φ) term. [206,207] This process breaks
the U(1) symmetry in the compact boson theory, and the particle number is not conserved anymore. If we
prohibit the monopoles, on the other hand, the Abelian U(1) gauge theory is stably gapless.
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The free boson theory can be canonically quantized: The corresponding Hamiltonian is
H = 1(2pi)2
2piR1∫
0
dx
2piR2∫
0
dy
[
Π2 + (∂xφ)2 + (∂yφ)2
]
,
where x and y are periodic with radius 2piR1 and 2piR2, respectively, and the canonical momentum is
(r := (x, y))
Π(r) := ∂tφ(r).
The canonical commutation relation is given by
[φ(t, r),Π(t, r′)] = i2(2pi)
2δ(2)(r − r′)
= i2
1
R1R2
∑
s1,2∈Z
eik·(r−r
′), (4.1)
where δ(2)(r − r′) is the periodic delta function and k = (s1/R1, s2/R1) is the 2d momentum (si ∈ Z).
To specify the Hilbert space, we develop the mode expansion of the bosonic field φ. Due to the compactifi-
cation condition (4.2), the bosonic field has the following expansion:
φ(t, r) = rN1
R1
x+ rN2
R2
y + φ0 + pi0t
2pi
√
R1R2
+ φosc(t, r),
where N1,2 ∈ Z characterize the winding zero modes in the x and y direction, respectively. The Fourier
decomposition of the oscillator part φosc(t, r) is given by
φosc(t, r) =
1√
R1R2
∑
k 6=0
1
2
√
ω(k)
× [a(k)e−iωt−ik·r + a†(k)eiωt+ik·r] .
According to Eq. (4.1), a(k) satisfies the canonical commutation relation
[
a(k), a†(k′)
]
= δk,k′ ,
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where ω(k) is the dispersion of the free boson on a Euclidean three-torus and given by
ω(k) =
√(
s1
R1
)2
+
(
s2
R2
)2
.
On the other hand, the zero mode part satisfies
[φ0, pi0] = 2pi2i.
Owing to the 2pir periodicity of φ(t, r), the eigenvalues of pi0 needs to be quantized according to
pi0 =
piN0
r
√
R1R2
, N0 ∈ Z.
To summarize, the boson field φ(t, r) can be mode-expanded as
φ(t, r) = φ0
2pi
√
R1R2
+ N0t2rR1R2
+ rN1
R1
x+ rN2
R2
y
+ 1√
R1R2
∑
k 6=0
1
2
√
ω(k)
× [a(k)e−iωt−ik·r + a†(k)eiωt+ik·r] . (4.2)
The Hilbert space H0 consists of, for each winding sector specified by N1,2, the zero mode part and the
bosonic Fock space for each k 6= 0. States in the zero mode part are labeled by the eigenvalues of pi0, and
hence by N0. Furthermore, different winding sectors are summed over. In the following, the part of the
partition function associated to the summation over N0,1,2 is called the zero mode sector.
4.2.1 The partition function on T 3
In this section, we calculate the partition function of the compactified free boson theory on the three-torus in
the presence of the generic flat metric. The Euclidean action is given by
S = 1(2pi)2
2pi∫
0
d3θ
√
|g|gµν∂µφ∂νφ
= 1(2pi)2
2piR0∫
0
dτ
2piR1∫
0
dx
2piR2∫
0
dy
[
(∂τφ)2 +
(
α2R21
R20
+ 1
)
(∂xφ)2 +
(
R22
R20
(αβ + γ)2 + R
2
2
R21
β2 + 1
)
(∂yφ)2
+2αR1
R0
(∂τφ) (∂xφ) + 2
R2
R0
(αβ + γ) (∂τφ) (∂yφ) + 2
(
R1R2
R20
α(αβ + γ) + R2
R1
β
)
(∂xφ) (∂yφ)
]
, (4.3)
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where 0 ≤ θµ ≤ 2pi are angular variables and we noted √|g| = R0R1R2, τ = R0θ0, x = R1θ1 and y = R2θ2.
1 The inverse metric gµν = (e?µA )T δAB(e?νB ) (e?A is the inverse of eA) is given by
gµν =

1
R20
α
R20
αβ+γ
R20
α
R20
α2
R20
+ 1
R21
α(αβ+γ)
R20
+ β
R21
αβ+γ
R20
α(αβ+γ)
R20
+ β
R21
(αβ+γ)2
R20
+ β
2
R21
+ 1
R22
 .
In the operator formalism, the partition function corresponding to the action (4.3) is given by the trace of
the thermal density matrix exp(−2piR0H ′) over the Hilbert space H0:
Z = TrH0
[
e−2piR0H
′]
.
The “boosted” Hamiltonian H ′ and the (untwisted) Hilbert space H0 are specified as follows. The boosted
Hamiltonian H ′ consists of the “unboosted” Hamiltonian H (with α = γ = 0), and the momentum Px,y,
which induces the boost in x and y directions, respectively:
H ′ = H + iαR1
R0
Px + i(αβ + γ)
R2
R0
Py
where
H =
∫
dxdy
(2pi)2
[
Π2 +Gij∂iφ∂jφ
]
,
Pi =
∫
dxdy
(2pi)2 2Π∂iφ, i = x, y.
and Gij is defined as
gij =
g11 g12
g21 g22
 =
 1R21 βR21
β
R21
β2
R21
+ 1
R22
 ,
Gij = RiRjgij =
 1 βR2R1
βR2R1
β2R22
R21
+ 1

1 The Euclidean time coordinate τ should not be confused with the modular parameter.
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(where i, j are not summed in RiRjgij). I.e.,
H ′ =
∫
dxdy
(2pi)2
[
Π2 + (∂xφ+ β
R2
R1
∂yφ)2 + (∂yφ)2
+2iαR1
R0
Π∂xφ+ 2i(αβ + γ)
R2
R0
Π∂yφ
]
,
The mode expansion for the bosonic field φ is still given by Eq. (4.2), where the energy spectrum ω(k) is
now given by
ω(k) =
√
Gijkikj
=
√
gijsisj =
√(
s1
R1
+ β s2
R1
)2
+
(
s2
R2
)2
.
The Hilbert space H0 is given as a direct product of the bosonic Fock spaces each built out of a given zero
mode state specified by N0,1,2.
Next, we proceed to compute the partition function and study its properties under modular transformations
of the three-torus. The partition function can be split into the zero mode part, which we call Z0, and the
oscillator part, which we call Zosc. The total partition function is Z = Z0Zosc.
The partition function of the zero mode part is
Z0 =
∑
N0,1,2∈Z
exp
[
− piτ22r2R2N
2
0 − 2pir2R2τ2(N1 + βN2)2 −
2pir2R0R1
R2
N22
+ 2piiτ1N0(N1 + βN2) + 2piiγN0N2
]
(4.4)
where we recall τ2 = R0/R1, τ1 = α and τ = τ1 + iτ2.
On the other hand, for the oscillator part, the Hamiltonian is
H ′osc =
∑
k 6=0
[
ω(k) + iαR1
R0
k1 + i(αβ + γ)
R2
R0
k2
]
a†(k)a(k) + E0,
where E0 is the ground state energy and needs to be properly regularized:
E0 =
∑
s∈Z2/(0,0)
1
2
√
gijsisj = −
√
det(g)
2
∑
s∈Z2/(0,0)
1
|gijsisj |2 .
The partition function of the oscillator part can be decomposed into the product of the partition functions of
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one-dimensional non-compact bosons with “mass” given by s2. When the “mass” s2 = 0,
Zs2=0 = e−2piR0E0(s2=0)
∏
s1 6=0∈Z
[
1− e−2piR0(ω(k)+iα
s1
R0
)
]−1
=
∣∣∣∣ 1η(τ)
∣∣∣∣2
where η(τ) is the Dedekind eta function and τ is the 2-dimensional modular parameter:
η(τ) := epiiτ12
∞∏
n=1
(1− qn), q := e2piiτ .
On the other hand, the other massive part equals to
Zs2 6=0 = e−2piR0E0(s2 6=0)
∏
s2 6=0,s1∈Z
[
1− e−2piR0(ω(k)+iα
s1
R0
+i(αβ+γ) s2R0 )
]−1
=
∏
s2∈Z+
Θ−1[βs2,γs2]
(
τ,
R1
R2
s2
)
,
where the massive theta function Θ[βs2,γs2](τ, R1R2 s2) is defined as
Θ[a,b](τ,m) ≡ e4piτ2∆(m,a)
∏
n∈Z
∣∣∣1− e−2piτ2√m2+(n+a)2+2piiτ1(n+a)+2piib∣∣∣2
where
∆(m, a) ≡ 12
∑
n∈Z
√
m2 + (n+ a)2 − 12
∫ ∞
−∞
dk(m2 + k2)1/2
Thus the partition function for the oscillator part equals to
Zosc = Zs2=0Zs2 6=0 =
∣∣∣∣ 1η(τ)
∣∣∣∣2 ∏
s2∈Z+
Θ−1[βs2,γs2]
(
τ,
R1
R2
s2
)
.
Together with (4.4), we have completed the calculation of the total partition function, Z = Z0Zosc.
It is instructive to compare the above partition function with the partition function of the (1+1)d
compactified free boson. Performing dimensional reduction, by taking R2 = 1, N2 = 0 and s2 = 0, the
partition function reduces to
Z = 1|η(τ)|2
∑
N0,1∈Z
exp
(
− piτ22r2 N
2
0 − 2pir2τ2N21
+ 2piiτ1N0N1
)
.
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This is the partition function for the compactified free boson in (1 + 1)d.
Modular invariance
We now show that the total partition function is invariant under the SL(3,Z) transformations (For details
on SL(3,Z), please see A.3).
For Z0, under U ′1 transformation, by using the Poisson resummation formula twice, we have
Z0(τ)
U ′1−→ Z0(−1/τ) = |τ |Z0(τ)
where the Poisson resummation formula is
∑
n∈Z
e−pian
2+bn = 1√
a
∑
k∈Z
e−
pi
a (k+ b2pii )2 .
For Zosc part, under U ′1 transformation, the massless s2 = 0 component will contribute a 1/|τ | prefactor.
The massive part is invariant under U ′1 transformation, since the massive theta function satisfies
Θ[a,b]
(
τ,
R1
R2
s2
)
U ′1−→ Θ[a,b]
(
−1
τ
,
R1
R2
s2|τ |
)
= Θ[b,−a]
(
τ,
R1
R2
s2
)
Thus the total partition function is invariant under U ′1 transformation.
Under the M transformation which is basically a pi/2 rotation in the x− y plane, the partition function for
the zero mode part becomes
Z0
M−→ Z0 =
∑
N0,1,2∈Z
exp
(
− piR02r2R1R2N
2
0
−2pir2R0R1R2
[(
β
N1
R1
− N2
R1
)2
+
(
N1
R2
)2]
− 2piiαR0[βN1 −N2]N0 − 2piiγN1N0
)
.
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Therefore the invariance of the zero mode part of the partition function can be seen from relabeling,
M :

N1
N2
N0
→

−N2
N1
N0
It is also straightforward to show that the oscillator part is invariant under M transformation and thus the
total partition function is invariant under M transformation.
Finally, it is also easy to check that the partition function is invariant under U2 transformation. Hence the
partition function is invariant under the SL(3,Z) transformation.
4.3 The surface theory of the (3+1)d BF theory
4.3.1 Bulk and surface theories
The bulk field theory The (3+1)-dimensional one component BF theory is described by the action
Sbulk =
∫
N
[
K
2pi b ∧ da− a ∧ Jqp − b ∧ Jqv
]
=
∫
d4x
[
K
4pi ε
µνλρbµν∂λaρ − aµjµqp −
1
2bµνj
µν
qv
]
,
where µ, ν, . . . = 0, . . . , 3, a = aµdxµ and b = (1/2)bµνdxµdxν are one and two form gauge fields; N is the
bulk spacetime manifold. The “level” K is an integer. The three form Jqp and two form Jqv represent currents
of zero-dimensional (point-like) quasi-particles and one-dimensional quasi-vortex lines, respectively. The BF
theory furnishes the following (bulk) equations of motion
K
2pida = Jqv,
K
2pidb = Jqp.
The BF theory implements a non-trivial fractional statistics between quasiparticles and quasivortices. To
see this, we consider the following configuration of quasiparticles and quasivortices:
Jqp = δ3(C), Jqv = δ2(S).
Here C and S represent the one-dimensional wold-line and the two-dimensional world-sheet of quasiparticles
and quasivortices, respectively; δD−n(N ) is the delta function (D−n)-form associated a submanifold N ⊂ N ,
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where D − n = dimN − dimN . By definition, for any n-form An,
∫
N
An =
∫
N
δD−n(N ) ∧An.
Hence, for example,
∫
N
Jqp ∧ a =
∫
C
a,
∫
N
Jqv ∧ b =
∫
S
b. (4.5)
Some useful properties of the delta function forms are summarized in Appendix A.2.
In the presence of these quasiparticles and quasivortices, we now integrate over a and b to derive the
effective action for Jqp and Jqv. Since the theory is quadratic, this can be done by solving the equations of
motion. These equations, up to a closed form, are solved by
b = 2piK d
−1Jqp, a =
2pi
K d
−1Jqv.
(If the spacetime is trivial, by the Poincare´ lemma, a closed form is exact. If so, such exact term does not
affect our final result since, for an arbitrary closed submanifold N , ∫ δ(N )(dφ) ∼ ∫ δ(∂N )φ = 0.) From the
formula (A.1), d−1Jqp and d−1Jqv are determined as
d−1Jqp = δ2(D), where ∂D = C,
d−1Jqv = δ1(V), where ∂V = S.
where the two-dimensional manifold D and the three-dimensional manifold V are chosen such that ∂D = C
and ∂V = S. They are not unique, but different choices lead to different d−1Jqp,qv which differ by closed
forms.
Substituting these solution into the action,
Sbulk = −2piK
∫
(d−1Jqv) ∧ Jqp
= −2piK Lk(S, C),
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where Lk is the linking number between Jqp and Jqv. Hence,
∫
D[a, b]eiSbulk = e− 2piiK Lk(S,C)
= e−
2pii
K
∑
ij
qiλjLk(Si,Cj). (4.6)
In the last line, we assume the world-line L consists of trajectories Li of many quasiparticles each carrying
charge qi ∈ Z: Jqp = δ3(C) =
∑
i qiδ3(Ci). Similarly, the world-line S consists of trajectories Si of many
quasivortices each carrying charge λi ∈ Z: Jqv = δ2(S) =
∑
i λiδ2(Si). The fractional phase (when |K| > 1)
in Eq. (4.6) represents statistical interactions between quasiparticles and quasivortices.
Once the coupling of the gauge fields to the currents is prescribed, it also specifies the set of Wilson loops
and Wilson surfaces included in theory (see Eq. (4.5)). If the theory is canonically quantized on N = R× Σ,
the set of the Wilson loop and Wilson surface operators of our interest is
exp im
∫
L
a, exp in
∫
S
b,
where m,n are integers, and L and S are arbitrary closed loops and surfaces in Σ. These operators satisfy
the commutation relations,
[∫
L
a,
∫
S
b
]
= 2piiK I(L, S),
e
im
∫
L
a
e
in
∫
S
b = e 2piiK I(L,S)ein
∫
S
b
e
im
∫
L
a
.
where I(L, S) is the intersection number of the loop L and the surface S.
The boundary theory On a closed manifold, the BF theory is invariant under gauge transformations
a → a + dϕ, where ϕ is zero form, and b → b + dζ, where ζ is one form. In the presence of a boundary
(surface), there may appear gapless degrees of freedom localized on the surface. The action describing the
boundary degrees of freedom can be inferred by adopting the temporal gauge a0 = bi0 = b0i = 0 (i = 1, 2, 3),
solving the Gauss law constraints εijk0∂kbij = ε0ijk∂jak = 0 by ak = ∂kϕ, bij = ∂iζj − ∂jζi, and then
plugging these back to the action. The resulting action is [160,208,209]
S∂N =
∫
∂N
dtdxdy
[
K
2pi ij∂iζj∂tϕ− V (ϕ, ζ)
]
(4.7)
97
where i, j = 1, 2. Here we have added the potential V (ϕ, ζ), which originates from microscopic details of the
boundary and is non-universal. This boundary action can be obtained from the the free scalar and the U(1)
Maxwell theories by imposing a self-dual (or an anti-self-dual) constraint, µνλ∂νζλ = ±∂µϕ. [160]
The appearance of the gapless degrees of freedom on the surface deserves more comments. In particular
they should be contrasted with the gapless edge theory of the (2+1)-dimensional Chern-Simons theory.
For the single-component Chern-Simons theory in (2 + 1) dimensions, the boundary is described by the
single-component chiral boson theory, which is stable and cannot be gapped out. The appearance of the
gapless edge theory is necessary since the bulk theory is anomalous and the anomaly must be compensated
by the degrees of freedom living on the edge.
On the other hand, the surface theory of the BF theory in (3 + 1) dimensions (also in (2 + 1) dimensions)
can be gapped out by adding suitable perturbations (if we do not require any symmetry). In other words,
there is no anomaly protecting the gapless nature of the surface theory. Nevertheless, the appearance of the
surface theory (4.7) can still be understood in terms of an anomaly. While the BF theory (both in (2+1) and
(3+1) dimensions) is equivalent to the topological ZK gauge theory, which does not have gauge anomaly on a
manifold with boundary, the continuum action of the BF theory artificially preserves U(1) symmetry. The
BF theory is anomalous under U(1) in the presence of a boundary, and this anomaly must be canceled by
gapless degrees of freedom living on the boundary. As in the bulk theory, the boundary theory is invariant
under the artificial U(1) symmetry; this symmetry translates the boson field ϕ → ϕ + const. If the U(1)
symmetry is strictly preserved, the gapless boundary theory cannot be gapped, as can be inferred easily from
the fact that any gapping term of cosine type cos(nϕ+ α) violates the U(1) symmetry. (If we use the dual
picture of the compactified boson, i.e., the compact U(1) gauge theory, the U(1) symmetry is equivalent to
prohibiting monopoles.) On the other hand, once we relax the U(1) symmetry, which is, from our point of
view, an artificial symmetry after all, this gapless boundary theory can be easily gapped out by adding some
relevant perturbation and is not stable at all.
While this gapless surface theory is not stable at all, it does encode topological data of the bulk, as we will
demonstrate later. Let us for now discuss, in more detail, the connection between the bulk excitations and
the fields living on the boundary. In the following we choose N = S1 × Σ, where the spatial manifold Σ is a
solid torus, Σ = D2 × S1, and hence ∂N = M = T 3. Let us first consider a quasiparticle current consisting
of a quasiparticle carrying n0 units of charges (n0 ∈ Z):
jµqp(x) = n0
∫
L
dτ
dXµ(τ)
dτ
δ(4)[x−X(τ)]
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where L is the world-line of the quasiparticle, and the coordinate Xµ(τ) represents the trajectory of the
particle. For the quasiparticle at rest, X1,2,3(τ) = const. = X1,2,3,
j0qp(x) = n0δ(3)(~x− ~X). (4.8)
Integrating the equation of motion over the total space,
K
4pi
∫
Σ
d3x ε0ijk∂ibjk =
∫
Σ
d3x j0qp = n0.
Using Stokes’ theorem,
∫
Σ db =
∫
∂Σ b = (1/2)
∫
∂Σ bij
ijd2x, and substituting bij = ∂iζj − ∂jζi, this reduces to
∫
∂Σ
d2x ij∂iζj =
2pi
K n0.
Hence adding a quasiparticle in the bulk corresponds to introducing flux on the surface.
Similarly, let us consider to introduce a quasivortex source:
jµνqv (x) = n
∫
S
d2σαβ
∂Xµ(σ)
∂σα
∂Xν(σ)
∂σβ
δ(4)[x−X(σ)],
where S is the world-surface of the quasivortex, and the coordinate Xµ(σ) represents the trajectory of the
particle in spacetime, and n is an integer. Let us consider a straight quasivortex at rest, stretching along a
non-contractible cycle of the bulk solid torus. For convenience, this direction is taken as the x-direction (Fig.
4.1). Then, j02qv = j03qv = 0 and
j01qv(x) = n2δ(x2 −X2)δ(x3 −X3). (4.9)
where X2,3(σ) = const. and we have renamed the integer n as n2. Integrating the equation of motion over
space,
L1 × K2pi
∫
dydz ε01ij∂iaj = n2 × L1,
where i, j = 1, 2 and L1 = 2piR1 is the length of the quasivortex stretching in the x-direction, and we noted
the flux ε01ij∂iaj is independent of x1. Using Stokes’ theorem, and substituting ai = ∂iϕ,
∮
dy∂yϕ =
2pi
K n2. (4.10)
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(a) (b) (c)
Figure 4.1: (a) The presence of a point-like quasiparticle in the bulk (solid torus) induces a fractional flux on
the spatial boundary Σ (torus). (b) The presence of a quasivortex line in the bulk twists the boundary
conditions of the surface theory. Here and in (c), the bulk is presented as a filled cylinder where the top and
the bottom of the cylinder are identified. The shaded surface is a sheet of the branch cut which emanates
from the quasivortex, and intersects with the spatial boundary (depicted by a wavy line). The surface
excitations experience a twisted boundary condition as they go through the branch cut. (c) Similar to (b), a
bulk quasivortex, which creates a branch cut on the surface which now goes along a different cycle of the
surface, is depicted.
Hence introducing a quasivortex (quasivortices) along the non-contractible loop in the bulk corresponds to
introducing winding of the scalar boson on the surface.
One may wish to develop a similar argument for a quasivortex (quasivortices) stretching in the y-direction.
(Fig. 4.1 (c)). It should however be noted that once we fix our geometry as above (Fig. 4.1 (b)), loops running
in the y-direction are contractible in the bulk. In other words, if one constructs a solid torus by filling “inside”
of a two-dimensional torus, one needs to specify one of non-contractible cycles on the two-dimensional torus,
such that after filling, this cycle now is contractible in the sold torus.
4.3.2 The surface theory and quantization
We now proceed to the canonical quantization of the surface theory. We start from the surface Lagrangian
density
L = K2pi (ij∂iζj)(∂tϕ)
− 12λ1 (ij∂iζj)
2 − 12λ2G
ij∂iϕ∂jϕ. (4.11)
The boson field ϕ is compact and satisfy
ϕ ≡ ϕ+ 2pi.
I.e., physical observables are made of bosonic exponents
exp[imϕ(t, r)], m ∈ Z, (4.12)
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and the derivative of the boson fields (current operators). The winding number of ϕ is quantized, in the
absence of bulk quasiparticles, according to
∮
dxi∂iϕ = 2piNi, Ni ∈ Z,
where i = 1, 2 and i is not summed on the right hand side. On the other hand, the gauge field ζi is compact,
meaning that physical observables are Wilson loops,
exp im
∫
C
dxiζi(t, r), m ∈ Z, (4.13)
where C is a closed loop on ∂Σ = T 2. The flux associated to ζi is quantized, in the absence of bulk
quasiparticles, according to
∫
dxdy ij∂iζj = 2piN0 (4.14)
where N0 is an integer. The canonical commutation relation is
[ϕ(t, r), ij∂iζj(t, r′)] =
2pii
K δ
(2)(r − r′)
In the following, we fix λ1 and λ2 according to
(2pi)2
K2λ1λ2
= 1.
This choice is convenient since it gives rise to the same energy dispersion as the compactified free boson
discussed in the previous section.
To proceed, we consider the mode expansion of the fields. The equations of motion are
−K
2pi ij∂i∂tζj +
1
λ2
Gij∂i∂jϕ = 0,
−K
2pi lk∂l∂tϕ+
1
λ1
lk∂l(ij∂iζj) = 0.
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The mode expansion consistent with the equations of motion are
ϕ(r) = α0 +
β1x
R1
+ β2y
R2
+ 1√
R1R2
√
1
2K2λ1
∑
k 6=0
1
ω(k)1/2
× [a(k)e−ik·r + a†(k)e+ik·r] ,
ζj(r) =
αj
2piRj
+ β02piR1R2
xδj,2
+ 1√
R1R2
√
λ1
8pi2
∑
k 6=0
−1
ω(k)3/2 jmG
mlkl
× [a(k)e−ik·r + a†(k)e+ik·r] , (4.15)
where the eigenvalues of β0 and β1,2 describes the flux (associated with the gauge field a in the bulk), and
the winding of the ϕ field, respectively. The quantization conditions of these variables will be discussed
momentarily. Reflecting the compact nature of the ϕ and ζj fields, the zero modes are compact variable
αµ ≡ αµ + 2pi (µ = 0, 1, 2); For α0, the compactification condition comes from the fact that physical
observables are given as bosonic exponents (4.12). Similarly, for α1,2, that physical observables are given
in terms of Wilson loops (4.13), and that these Wilson loop operators must be invariant under large gauge
transformations imposes the compactification condition, α1,2 ≡ α1,2 + 2pi.
From the commutator [ϕ(t, r), ij∂iζj(t, r′)], we read off
[a(k), a†(k′)] = δk,k′ ,
[α0, β0] =
2pii
K
1
2pi .
From the compactification condition α0 ≡ α0 + 2pi, β0 is quantized according to
β0 =
M0
K , M0 ∈ Z.
This quantization condition translates into
∫
dxdy ij∂iζj =
2piM0
K .
Compared with the quantization condition (4.14), the flux is now quantized in the fractional unit. We will
102
separate M0 into its non-fractional and fractional parts as
M0 = KN0 + n0, N0 ∈ Z, n0 = 0, . . . ,K− 1,
and write the quantization condition of β0 as
β0 = N0 + n0/K.
The quantization condition of β1,2 can be discussed similarly. From the commutator [ϕ(t, r), ij∂iζj(t, r′)],
we infer
[ij∂iϕ(t, r), ζj(t, r′)] = −2piiK δ
(2)(r − r′),
which implies
[β1, α2]− [β2, α1] = −2piiK
1
2pi .
One can choose, for example,
[β1, α2] = 0, [β2, α1] =
2pii
K
1
2pi .
This choice may be consistent with the previous consideration from the bulk point of view, and in particular
with the comment below (4.10). I.e., this choice may correspond to choosing which non-contractible loops on
the surface are contractible in the bulk, when forming a solid torus starting from the two-dimensional torus
by filling its “inside”.
From the compactness of the gauge field ζi, the zero modes satisfy αi ≡ αi + 2pi, which imposes the
quantization condition
β2 =
M2
K , M2 ∈ Z.
As before, we split M2 into the fractional and non-fractional parts,
M2 = KN2 + n2, N2 ∈ Z, n2 = 0, . . . ,K− 1.
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With this, the boson field obeys the twisted boundary condition
ϕ(t, x, y + 2piR2) = ϕ(t, x, y) + 2pi
(
N2 +
n2
K
)
.
While above consideration allows winding in the y-direction but not in the x-direction, in computing the
partition functions of the surface theory in the next section, we consider winding in both directions,
ϕ(t, x+ 2piR1, y) = ϕ(t, x, y) + 2pi
(
N1 +
n1
K
)
,
ϕ(t, x, y + 2piR2) = ϕ(t, x, y) + 2pi
(
N2 +
n2
K
)
,
That is
βi=1,2 = N1,2 + n1,2/K.
To summarize, in the presence of twisted boundary conditions, the mode expansion of the fields are given
by
∂iϕ(t, r) =
Ni + ni/K
Ri
+ −i√
R1R2
√
1
2K2λ1
∑
k 6=0
ki√
ω(k)
×
[
−a(k)e−iω(k)t−ik·r + a†(k)e+iω(k)t+ik·r
]
,
ij∂iζj(t, r) =
N0 + n0/K
2piR1R2
+ −i√
R1R2
√
λ1
8pi2
∑
k 6=0
√
ω(k)
×
[
a(k)e−iω(k)t−ik·r − a†(k)e+iω(k)t+ik·r
]
,
The above consideration is somewhat analogous to the quantization of the chiral boson theory that appears
at the edge of the (2+1)d Chern-Simons theory at level K. The (1+1)d chiral boson theory defined on a
spatial circle of radius 2pi is described by the Lagrangian density
L = K4pi∂xΦ(∂t − ∂x)Φ,
where Φ is a single component boson theory compactified as Φ ≡ Φ+2pi, and obeys the canonical commutation
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relation [Φ(x), ∂xΦ(x′)] = (2pii/K)δ(x− x′). The zero mode part of Φ, defined by the mode expansion
Φ(t, x) = Φ0 − p(t+ x) + i
∑
n 6=0
bne
−in(t+x),
satisfies [Φ0, p] = i/K. This then suggests the quantization rule, p = (integer)/K, and the boundary condition
of the chiral boson field
Φ(t, x+ 2pi) = Φ(t, x)− 2pi(integer)K .
Thus, the canonical quantization naturally leads to the twisted boundary condition of the chiral boson field.
Quantization of the surface theory with the above twisted boundary conditions gives the spectrum of
local as well as nonlocal (quasiparticles) excitations, which obey untwisted and twisted boundary conditions,
respectively. Once we specify the boundary condition (with some integer vector nµ=0,1,2), the theory is
quantized within one sector (labeled by the equivalence class [~n] with the relation ~n ≡ ~n+ K~Λ where ~Λ is a
vector with integer entries) of the original spectrum. For this surface theory, there are K3 sectors in this
compactified theory and is consistent with the K3 ground states of single component BF theory defined on
T 3.
4.3.3 The partition functions and modular transformations
Now we compute the partition function (coupled to the T 3 metric):
Zn0n1n2 = TrHn0n1n2
[
e−2piR0H
′]
where Hn0n1n2 is the Hilbert space twisted by n0, n1, n2 fractional quantum numbers, and
H ′ = H + iαR1
R0
Px + i(αβ + γ)
R2
R0
Py,
H =
∫
dxdy
K2λ1
8pi2
[
4pi2
K2λ21
(ij∂iζj)2 +Gij∂iϕ∂jϕ
]
,
Pi =
∫
dxdy
K
2pi (lm∂lζm)(∂iϕ).
The calculation of the partition function goes in parallel with the calculation presented in the previous
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section for the free boson theory. To see this, we note, from the equation of motion,
ij∂iζj =
Kλ1
2pi ∂tϕ
up to a constant term. Thus, in terms of ϕ, the Hamiltonian density and the commutation relation are given
by
H = 12
K2λ1
(2pi)2
[
(∂tϕ)2 +Gij∂iϕ∂jϕ
]
,
[ϕ(t, r), ∂tϕ(t, r′)] =
(2pi)2i
K2λ1
δ(2)(r − r′).
By introducing the rescaled field,
φ˜ = K
√
λ1
2 ϕ
the Hamiltonian and the commutation relation can be made isomorphic to those of the free boson theory.
The compactification condition of the rescaled boson field is
r = K
√
λ1
2 .
The partition function Zn0n1n2 can now be computed from the partition function of the free boson theory.
The zero mode part of the partition function for each excitation sector is obtained from Z0 (Eq. (4.4)) by
making replacement N0 → KN0 + n0 and Ni → Ni + ni/K (i = 1, 2):
Zn0n1n2 =
∑
N0,1,2∈Z
exp
{
− piK
2τ2
2r2R2
N˜20 − 2r2piR2τ2
[
N˜1 + βN˜2
]2 − 2r2piR0R1
R2
N˜22
+ 2piiτ1KN˜0
[
N˜1 + βN˜2
]
+ 2piiγKN˜0N˜2
}
, (4.16)
where we have introduced the notation
N˜µ := Nµ + nµ/K.
For the oscillator part, since the Hamiltonian is the same as the oscillator part for the compact boson, the
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partition function is exactly the same as the free boson case presented above. Thus we have
Zosc = Zs2=0Zs2 6=0
=
∣∣∣∣ 1η(τ)
∣∣∣∣2 ∏
s2∈Z+
Θ−1[βs2,γs2]
(
τ,
R1
R2
s2
)
.
The total partition function for each sector is Zn0n1n2 = Zn0n1n2Zosc.
Although the surface theory of the (3+1)d BF theory resembles the compactified free boson discussed in
the previous section, these theories are physically different. For the compactified boson, the partition function
is invariant under the S and T modular transformations: It is anomaly-free and a well-defined theory on the
(2 + 1)d spacetime torus. On the other hand, for the surface theory, the partition function for each sector is
not modular invariant and thus it is not a well-defined theory on the (2 + 1)d torus. It should be regarded as
the boundary theory of a higher-dimensional topological phase. There are K3 sectors determined by three
quantum number n0,1,2 and they form a complete basis under S and T modular transformations, as we will
show now.
Under M transformation, quantum numbers are transformed as
M :

N1 + n1K
N2 + n2K
N0 + n0K
→

−N2 − n2K
N1 + n1K
N0 + n0K
To discuss U ′1 transformation, we use the Poisson resummation to rewrite the summation over N0 and N1
in Zn0n1n2 and rewrite the zero-mode partition function as
Zn0n1n2 = 1K|τ |
∑
N2,M0,1∈Z
exp
{
− piτ22r2R2|τ |2M
2
1 −
2r2piR2τ2
|τ |2
[
M0
K − γN˜2
]2
− 2pir
2R0R1
R2
N˜22
− 2piiτ1K|τ |2
M1
K
[
M0
K − γN˜2
]
+ 2piiβN˜2M1 +
2piin1
K M1 +
2piin0
K M0
}
.
Let us introduce
M1 := KN ′0 + n′0, M0 := KN ′1 + n′1
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Then, the partition function can be written as
Zn0n1n2 = 1
K|τ |
∑
N2,M0,∈Z
∑
n′0,1∈ZK
exp
[
− piτ2K
2
2r2R2|τ |2 N˜
′2
0 −
2r2piR2τ2
|τ |2
[
N˜ ′1 − γN˜2
]2 − 2pir2R0R1
R2
N˜22
− 2piiτ1K|τ |2 N˜
′
0
[
N˜ ′1 − γN˜2
]
+ 2piiKβN˜2N˜ ′0 +
2piin1n′0
K +
2piin0n′1
K
]
, (4.17)
where
∑
n∈ZK :=
∑K−1
n=0 . From these expressions, under U ′1 transformation,
(U ′1Z)n0n1n2 =
1
K
∑
n′0,1∈ZK
e
2pii
K (n0n
′
1+n1n
′
0)Zn′0n′1n2 .
Combined with the M transformation, we can write down the modular S and T matrices:
Sni,n′i =
1
Kδn1,n
′
2
e−
2pii
K (n
′
0n2−n0n′1),
Tni,n′i = δn0,n′0δn1,n′1δn2,n′2e
2pii
K n0n1 . (4.18)
This result is consistent with previous works, Refs. [164,201], and also [163], where the action of the modular
transformations are calculated in the bulk. (See also other related works: Refs. [162, 165, 202, 203].) In
terms of the bulk physics, the S matrix describes the braiding phase between particle and loop excitations,
whereas the T matrix encodes information related to (3 + 1)d analogue of topological spins. [201] (See also
Refs. [162,165,202,203].) The exact agreement between the S and T matrices calculated in the bulk and the
boundary suggests there is one-to-one correspondence, the bulk-boundary correspondence in (3+1)d.
The computed S and T matrices (4.18) are expected to be consistent with the algebraic relations in Eq.
(A.3): As in (1+1)d CFTs, together with the charge conjugation matrix C, S and T matrices should obey
essentially the same algebraic relations as Eq. (A.3). Assuming the charge conjugation matrix is unity, C = 1,
we have checked, for the case of K = 2, 3, 4, 5, the S and T matrices satisfy all the above constraints except
the last equation in Eq. (A.3).
Before we leave this section, as we have done in the previous section, it is instructive to dimensionally
reduce the partition functions of the surface theory of the (3+1)d BF theory. For each given sector, after
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dimensional reduction, the partition function is given by
Zn0,n1 = 1|η(τ)|2
∑
N0,1∈Z
exp
{
−piτ2K
(
N0 +
n0
K
)2
− piτ2K
(
N1 +
n1
K
)2
+2piiτ1K
(
N0 +
n0
K
)(
N1 +
n1
K
)}
. (4.19)
Here, we made a convenient choice λ1 = 1/K, i.e., 2r2 = K. This is the same as the character of the edge
theory of the (2+1)d ZK gauge theory in its topological phase. The effective Lagrangian density of the edge
CFT is by
L = 14pi∂t
~ΦTK∂x~Φ− ∂x~ΦTV∂x~Φ,
where K = Kσx and V is a symmetric and positive definite matrix that accounts for the interaction on the
edge and is non-universal. The characters defined in Eq. (4.19) can be simplified as
χab(τ) =
1
|η(τ)|2
∑
s,t
q
1
4K (Ks+a+Kt+b)
2
q¯
1
4K (Ks+a−Kt−b)2
where a = n0 and b = n1. There are K2 characters in total. Under the S and T modular transformations,
they are transformed as
χab(τ + 1) = e2pii
ab
K χab(τ),
χab(−1/τ) = 1K
∑
a′,b′
χa′b′(τ)e−2pii
a′b+b′a
K .
4.3.4 Entropy of the boundary theory
In this section, we compute the thermal entropy
ST :=
d
dT
[T lnχa] ,
obtained from the partition functions of the boundary theory discussed above. Here, χa is the partition
function in the sector labeled by a = (n0, n1, n2), and
1/T = 2piR0
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is the inverse temperature.
While ST is defined for a system with a real (physical) boundary, it is expected to carry information on the
universal topological part of the entanglement entropy (the topological entanglement entropy). The latter is
defined for the bulk system (the BF theory) defined on a manifold without a physical boundary, and obtained
by integrating out (tracing over) a subregion B (compliment to, say, subregion A). [83,210–212]
We are interested in the entropy ST in the limit R1/R0 →∞ and R1/R2 →∞. (We could also equivalently
take the limit with R1 and R2 exchanged, in which case, we have to resum differently but the result would
be the same.) To evaluate the entropy in this limit, we first make use of the S-modular transformation, [213]
and write
ST =
d
dT
[
T ln
(Sbaχb(−1/τ))] .
In the above limit, only the identity character gives rise to the dominant contribution, limR1/R0→∞,R1/R2→∞ χa(τ) =
S0aχ0(−1/τ), as seen from Eq. (4.17). Hence
ST |R1/R0→∞,R1/R2→∞ =
d
dT
[
T ln
(S0aχ0)] .
Then using the modular S matrix computed in the previous section,
ST |R1/R0→∞,R1/R2→∞ =
d
dT
[
T ln
(
1
Kχ0
)]
= − ln K + d
dT
[T lnχ0] .
The first term is the subleading term, and identical to the bulk topological entanglement entropy, although
ST and the entanglement entropy are defined differently. The second term is the extensive piece, which
basically corresponds to the entropy of the free boson and is the usual leading order term. (When ST is
interpreted as the entanglement entropy, the second term corresponds to the area law term.)
4.4 The surface theory of the (3 + 1)d BF theory with the Θ term
Recall that in the surface theory of the BF theory discussed in the previous section, there are three quantum
numbers M0,1,2, which we wrote in terms of their non-fractional and fractional parts as
Mµ = Nµ +
nµ
K , µ = 0, 1, 2.
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These quantum numbers in the surface theory can be interpreted as arising from the presence of bulk
quasi-particles or quasi-vortices; M1,2 represents the fractional winding number of the ϕ field induced by
a bulk quaxi-vortex, whereas M0 represents a fractionalized flux threading the surface induced by a bulk
quasi-particle.
In this section, we consider the following “twist” of the quantum number
M0 →M0 + Q1M2 −Q2M1K
= M0 +
Q×M
K , (4.20)
in the surface theory of the BF theory, where Q1,2 are fixed integers, and we have introduced the notation
Q×M := Q1M2 −Q2M1.
This twist can be induced by considering a modification of the BF theory by introducing the Θ term (axion
term). In the next section, we will consider a similar twist to discuss three-loop braiding statistics.
4.4.1 The BF theory with the Θ-term in (3+1)d
We motivate the twist (4.20) by considering the following modification of the bulk BF theory by adding a
Θ-term:
Sbulk =
∫
N
[
K
2pi b ∧ da−
p
8pi2 dΘ ∧ a ∧ da
− a ∧ Jqp − b ∧ Jqv
]
. (4.21)
In the second term (the-Θ term or axion term), p is a parameter, specific value of which will be discussed
later, Θ is a non-dynamical background field, and we consider an inhomogeneous but time-independent
configuration of Θ, which will be specified later. Compared to the standard form of the Θ term, Θda ∧ da,
we have done an integration by part and put the derivative acting on Θ. Since the Θ field is non-dynamical,
we will interpret the presence of the Θ term as an introduction of a static defect. In Ref. [214], a similar
effective action has been proposed to describe the thermal and gravitational response of topological defects
in superconducting topological insulators. [179] We also note that the BF theory with the Θ-term, Θda ∧ da,
has been proposed to describe the fermonic and bosonic topological insulators. In Ref. [202], the BF theory
with the Θ term was used to discuss three-loop braiding processes.
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To see the Θ-term induces the twist (4.20), we assume the following configuration of the Θ-field:
Θ(x, y, z) = Q1x
R1
+ Q2y
R2
.
where Q1,2 are fixed integers. From the equation of motion,
K
2pi ε
µνλρ∂λaρ = jµνqv ,
K
4pi ε
µνλρ∂νbλρ +
p
4pi2 ε
µνλρ∂νΘ∂λaρ = jµqp.
By plugging the first equation into the second, these equations of motion reduce to
K
2pi ε
µνλρ∂λaρ = jµνqv ,
K
4pi ε
µνλρ∂νbλρ = − p2piK∂νΘj
µν
qv + jµqp. (4.22)
In the presence of quasiparticle and quasivortex sources, (4.8) and (4.9), the equations of motion integrated
over space are
K
2pi
∫
dydz ε01ij∂iaj = M1,
K
2pi
∫
dxdz ε02ij∂iaj = M2,
K
4pi
∫
Σ
d3x ε0ijk∂ibjk = − pKQiMi +N0,
where M1,2, N0 ∈ Z and we noted
∂iΘ
∫
d3x j0iqv =
Qi
Ri
Mi × (2piRi) = 2piQiMi
(i is not summed over). These can be reduced to, by using Stokes’ theorem,
∫
dy∂yϕ =
2pi
K N2,∫
dx∂xϕ =
2pi
K N1,∫
d2x ij∂iζj =
2pi
K N0 +
2pip
K2 (Q×N), (4.23)
where M1 = −N2 and M2 = N1. Hence, upon choosing p = 1, in the presence of the defect field Θ, the
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quantum number N0 in the surface theory is “twisted” as in Eq. (4.20).
We observe that the following action
S′bulk =
∫
d4x
K
4pi ε
µνλρ∂νbλρaµ
− jµqpaµ − jµνqv
1
2
[
bµν − p2piK(aµ∂νΘ− aν∂µΘ)
]
(4.24)
shares the same equations of motion, Eq. (4.22), as the BF theory with Θ terms, (4.21). Hence, the boundary
theory derived from S′bulk has the same quantization rules of the zero modes as the boundary theory of Sbulk.
In the next section, we will consider the boundary theory derived from S′bulk, and its partition functions.
To contrast the two theories Sbluk and S′bulk, we note, in Sbulk, that the coupling to the currents are
“normal” while the commutators are “abnormal”, in the sense that the commutators among fields a, b are
modified due to the presence of the theta term. On the other hand, in S′bulk, the commutators are normal
(the same as the ordinary BF theory) while the coupling to the current is “abnormal”. (Since that the
commutators are the same as the ordinary BF theory, S′bulk and the corresponding boundary theory can be
analyzed in a complete parallel with the BF theory – a practical reason why we will consider on S′bulk in the
following – expect for the zero mode part.)
In spite of these differences, these theories lead to the same quantization conditions (the same “lattice”
of quantum numbers) of zero modes. To see how this is possible, we note that the quantization rule of the
zero modes are determined both by (a) the canonical commutation relations and (b) the compactification
conditions. The compactification condition is determined by declaring physically observable Wilson loop
operators. This in term is determined from the coupling of the theory to the current. Therefore, in the
original theory, (a) is abnormal but (b) is normal. In the modified theory, (a) is normal but (b) is abnormal.
In the next section, we demonstrate this by deriving the quantization conditions (4.23), derived from the bulk
point of view here, in terms of the boundary theory of S′bulk. In Appendix D.1, we quantize the boundary
theory of the original theory, Sbulk, to derive the quantization rule (4.23).
4.4.2 The surface theory and partition functions
The compactification conditions and quantization rules
We now proceed to consider the surface theory of the bulk theory (4.24). Without sources, the surface theory
is described by the same Lagrangian density as the surface of the BF theory, (4.11), and hence has the same
canonical commutation relations. This immediately means that the oscillator part of the surface theory can
be treated in exactly the same as before. On the other hand, reflecting the abnormal coupling of the gauge
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fields to the currents in the bulk action S′bulk, the compactification conditions of the boundary fields ϕ and ζ
are modified, as we will now discuss.
As we noted earlier, the coupling to the current can be written, e.g.,
∫
d4x jµqpaµ =
∮
L
a. Thus, introducing
a proper current corresponds to introducing a Wilson loop. If we now consider a Wilson line L that is spatial,
and that ends at the boundary,
∫
L
a =
∫
L
dϕ =
∫
∂L
ϕ = ϕ(∂L)
where we noted ∂L is a point, and we have used the solution to the Gauss law constraint, aa = ∂aϕ (a = 1, 2, 3).
Thus,
exp im
∫
L
a = exp [imϕ(∂L)]
This means that ϕ is compactified with the radius 2pi.
Let us repeat the same exercise for the coupling to the quasivortex current:
∫
d4x jµνqv
1
2
[
bµν − p2piK(aµ∂νΘ− aν∂µΘ)
]
=
∫
S
[
b− p2piKa ∧ dΘ
]
,
where S is the world surface of a quasivortex (quasivortices). In the presence of a boundary and using b = dζ,
this is evaluated as
=
∫
S
[
dζ − p2piKdϕ ∧ dΘ
]
=
∫
∂S
[
ζ − p2piKϕ ∧ dΘ
]
where the boundary of the world sheet is on the surface. We thus have a Wilson line on the surface:
exp im
∫
∂S
[
ζ − p2piKϕ ∧ dΘ
]
We now consider the case where ∂S is along the x- or y- cycles. Recalling the mode expansion Eq. (4.15), and
noting (p/2piK)
∫
Li
ϕdΘ = (p/K)α0Qi the zero modes enter into the integral
∫
∂S
[
ζ − p2piKϕ ∧ dΘ
]
through
the following combinations
α1 − pKQ1α0, α2 −
p
KQ2α0.
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Together with α0, the following three linear combinations
vaµαµ, a = 0, 1, 2
are angular variables, where
v0 = (1, 0, 0)T ,
v1 =
(
−pQ1K , 1, 0
)T
, v2 =
(
−pQ2K , 0, 1
)T
.
Noting the commutation relations among zero modes,
[α0,β0] = [α1,−β2] = [α2, β1] = iK ,
we consider the linear combinations
wµa β¯µ, β¯ = (β0,−β2, β1), a = 0, 1, 2,
where wa are translation vectors reciprocal to va:
wµav
b
µ = δab .
Explicitly, they are given by
w0 =
(
1, pQ1K ,
pQ1
K
)
, w1 = (0, 1, 0), w2 = (0, 0, 1).
Then, in the “rotated” basis, the commutation relation takes the following canonical form:
[vaµαµ, wνb β¯ν ] =
i
Kv
a
µw
µ
b =
i
Kδ
a
b .
Due to the compacticity of vaµαµ, wνb β¯ν takes on values
wνb β¯ν =
1
K ×mb, mb=1,2,3 ∈ Z.
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Inverting this relation,
β¯µ =
1
Ku
a
µma, u
a
νw
µ
a = δµν (4.25)
where
u0 = (1, 0, 0)T ,
u1 =
(−pQ1
K , 1, 0
)T
, u2 =
(−pQ2
K , 0, 1
)T
.
Renaming the integers as m0 → N0, m1 → −N2, and m2 → N1, Eq. (4.25) is nothing but the quantization
rule (4.23).
The partition functions
With the twist (4.20), we can now write down the zero mode partition function. Let us recall the partition
function of the BF surface without the theta term, Zn0n1n2 , defined in Eq. (4.16). For later use, we write
Zn0n1n2 as
Zn0n1n2 =
∑
N0,1,2∈Z
fK (M0,Mi)
=
∑
N0,1,2∈Z
fK (KN0 + n0,KNi + ni) ,
where fK is defined by the summand in Eq. (4.16), and recall Mµ = KNµ + nµ. We will call the partition
function resulting from the twist Zn0n1n2Q1Q1 . It is given by
Zn0n1n2Q1Q2 =
∑
N0,1,2∈Z
fK
(
KN0 + n0 +
Q×M
K ,KNi + ni
)
.
To proceed, we write
Mi = KNi + ni = K2N¯i + Kti + ni,
Qi = KRi + ri = K2R¯i + Ksi + ri, (4.26)
where new integers N¯i, R¯i, Ri and ZK variables ti, si, ri are introduced. In the following, we will show that
the zero mode partition function depends on Qi only through ri, and hence can be denoted as Zn0n1n2r1r2 , and
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that the partition function can be written as
Zn0n1n2r1r2 =
∑
t1,2∈ZK
X n¯0n¯1n¯2 , (4.27)
where we have introduced
n0 := n0 + s× n+ r × t mod K,
n¯0 := Kn0 + (r × n)
n¯1 := Kt1 + n1
n¯2 := Kt2 + n2,
(i.e., n0 = (n0 + s× n+ r × t)%K) and X n¯0n¯1n¯2 is defined by
X n¯0n¯1n¯2 :=
∑
A0,N¯1,2∈Z
fK
(
KA0 +
n¯0
K ,K
2N¯i + n¯i
)
.
To show Eq. (4.27), we start by writing the partition function in terms of variables introduced in Eq.
(4.26):
Zn0n1n2
Qi=K2R¯i+Ksi+ri
=
∑
N0,N¯1,2∈Z
∑
t1,2∈ZK
× fK
(
KN0 + n0 +
Q×M
K ,K
2N¯i + Kti + ni
)
.
By further introducing
a0 = n0 + s× n+ r × t,
A0 = N0 + (KR¯+ s)×N + R¯× n+ r × N¯ ,
and noting the equality
KN0 + n0 +
Q×M
K = KA0 + a0 +
r × n
K
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Then,
Zn0n1n2
Qi=K2R¯i+Ksi+ri
=
∑
N0,N¯1,2∈Z
∑
t1,2∈ZK
× fK
(
KA0 + a0 +
r × n
K ,K
2N¯i + Kti + ni
)
.
We now fix t1,2 and consider
Xn0n1n2,t1t2
Qi=K2R¯i+Ksi+ri
=
∑
N0,N¯1,2∈Z
× fK
(
KA0 + a0 +
r × n
K ,K
2N¯i + Kti + ni
)
.
Note that once t1,2 are fixed, a0 is fixed. Converting the summation over N0 to a summation over A0,
Xn0n1n2,t1t2
Qi=K2R¯i+Ksi+ri
=
∑
A0,N¯1,2∈Z
× fK
(
KA0 + a0 +
r × n
K ,K
2N¯i + Kti + ni
)
.
Note that the s and n0 dependence of the right hand side comes only from a0. Also, after converting
the sum
∑
N0
→ ∑A0 , the R¯i dependence is gone. So, we write Xn0n1n2,t1t2Qi=K2R¯i+Ksi+ri simply as Xa0n1n2,t1t2ri .
Observe that Xn0n1n2,t1t2
Qi=K2R¯i+Ksi+ri
appears to depend on nine ZK-valued parameters, n0,1,2, t1,2, s1,2, r1,2 After
the reorganization we have just done, we lost s1,2, and we now only have six ZK parameters, n1,2, t1,2, r1,2
and a0. While a0 is not ZK-valued, we can shift a0 such that
a0 = K× (integer) + [a0]
where the second term takes values 0, . . .K− 1. Then,
X [a0]n1n2,t1t2r1r2 =
∑
A0,N¯1,2∈Z
× fK
(
KA0 + [a0] +
r × n
K ,K
2N¯i + Kti + ni
)
. (4.28)
Observing that X [a0]n1n2,t1t2r1r2 depends on [a0], n1,2, t1,2 only through n¯0,1,2 defined in Eq. (4.28), rewriting
Eq. (4.28) in terms of n¯0,1,2 completes the derivation of Eq. (4.27).
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Modular transformations
We now discuss the modular properties of the partition functions. Under the U2 transformation, the zero-mode
partition functions are transformed according to
(U2X)n¯0n¯1n¯2 = e−
2pii
K2 n¯0n¯1X n¯0n¯1n¯2 .
On the other hand, under the U ′1 transformation, the partition functions are transformed as
(U ′1X)n¯0n¯1n¯2 =
1
|τ |K2
∑
n¯′0,1,r¯
′
0,1
e
2pii
K2 (n¯0n¯
′
1+n¯1n¯
′
0)X n¯
′
0n¯
′
1n¯2
where n¯′0 ≡ Kn′0 + r′1n2 − r′2n′1.
Observe that, upon the U ′1 transformation, partition functions with new parameters r′1 and r′2 generated.
Since r1 and r2 are the given quantum numbers from the Θ term, the action of modular transformations is
not closed.
4.5 Coupling two BF theories – three-loop braiding statistics
In the twist (4.20), the integers Q1,2 are fixed and treated as a background. I.e., Θ is a non-dynamical field.
We have seen that the surface partition functions do not form a complete basis under modular transformations.
To circumvent this issue, one may consider to treat Q1 and Q2 as dynamical variables, which may come from
another copy of the BF theory. In this section, we will discuss two copies of the BF surface theories which
are coupled via cubic terms.
Let us start from two decoupled copies of the BF surface theories. Let M0,1,2 and Q0,1,2 label different
twisted sectors of the first and second copy, respectively. We consider to twist these quantum numbers by
M0 →M0 + Q×MK ,
Q0 → Q0 + M ×QK . (4.29)
Here, unlike Eq. (4.20), both M and Q are dynamical variables.
In the next section, we start by introducing an (3+1)d bulk field theory, Eq. (4.30), or its alternative form
(4.32), which realizes precisely the twist (4.29). We will analyze the modular properties of the resulting zero
mode partition functions at the surface. The oscillator part of the partition function is simply given by the
partition function of the two decoupled copies of free boson theories. By computing the S and T matrices
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acting on the zero mode partitions, we argue that the action (4.30) realizes three loop braiding statistics.
While we were finalizing the draft, a preprint [169] appeared where the similar bulk actions were discussed
and conjectured to realize three-loop braiding statistics.
4.5.1 The bulk field theory
The cubic theory Let us motivate the twist (4.29). We propose to work with the following bulk action:
Sbulk =
∫
N
[
K
2pi δIJb
I ∧ daJ
+ p14pi2 a
1 ∧ a2 ∧ da2 + p24pi2 a
2 ∧ a1 ∧ da1
− δIJbI ∧ JJqv − δIJaI ∧ JJqp
]
, (4.30)
where I, J = 1, 2 and p1,2 are, as the level K, constant parameters of the theory. Similar action has been
discussed in Ref. [167,215,216]. The equations of motion are
K
2pida
I = JIqv,
K
2pidb
1 + p14pi2 a
2 ∧ da2
− p22pi2 a
2 ∧ da1 + p24pi2 da
2 ∧ a1 = J1qp,
K
2pidb
2 + p24pi2 a
1 ∧ da1
− p12pi2 a
1 ∧ da2 + p14pi2 da
1 ∧ a2 = J2qp. (4.31)
As in our previous discussion in the BF theory with and without the theta term, let us consider a fixed,
static quasiparticle and quasivortex configuration and integrate the equation of motion over space. By solving
the first equation of motion as aI = (2pi/K)(d−1JIqv), plugging the solution to the second and the third
equations of motion, and integrating over space,
K
2pi
∫
Σ
db1 = − p1K2
∫
Σ
(d−1J2qv) ∧ J2qv
+ p2K2
∫
Σ
(d−1J2qv) ∧ J1qv +
∫
Σ
J1qp,
K
2pi
∫
Σ
db2 = − p2K2
∫
Σ
(d−1J1qv) ∧ J1qv
+ p1K2
∫
Σ
(d−1J1qv) ∧ J2qv +
∫
Σ
J2qp,
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where note that in the static configurations considered here, Jqv is a delta function one form supporting a
spatial loop, whereas Jqp is a delta function three form supporting a spatial point. Correspondingly, d−1Jqv
is a delta function 0 form supporting a three dimensional manifold. The contributions to
∫
Σ db
I is coming
from quasivortex loops,
∫
Σ(d
−1JIqv) ∧ JJqv, are given in terms of their linking number.
Considering now the specific geometry Σ = D2 × S1 with the boundary (surface) ∂Σ = T 2, we can derive
the quantization rule of the zero modes of the boundary fields. Using the Gauss law constraint to write the
boundary conditions in terms of ϕI and ζI , the bulk equations of motion translate in to
K
2pi
∫
S1
i
dϕ1 = Mi,
K
2pi
∫
S1
i
dϕ2 = Qi,
K
2pi
∫
∂Σ
dζ1 − p24pi2
∫
∂Σ
dϕ2 ∧ dϕ1 = M0,
K
2pi
∫
∂Σ
dζ2 − p14pi2
∫
∂Σ
dϕ1 ∧ dϕ2 = Q0.
With p1 = p2 = K, these correspond precisely to the twist (4.29).
Note that if we naively gauge transform as bI → bI + dζI and aI → a+ dϕI , we find that the theory is not
gauge invariant. Moreover these gauge transformations are not generated by Gauss constraints. We propose
the following alternative gauge transformations:
b1 → b′1 = b1 + dζ1 − p22piK
(
a2 ∧ dϕ1 + dϕ2 ∧ a1) ,
b2 → b′2 = b2 + dζ2 − p12piK
(
a1 ∧ dϕ2 + dϕ1 ∧ a2) ,
aI → a′I = aI + dϕI .
Therefore the action with cubic terms in Eq. (4.30) is gauge invariant. On the other hand, as for the coupling
to the sources, by demanding the gauge invariance, we can read off the conserved currents, which are modified
due to the presence of the cubic terms and the modified gauge transformations.
On an open manifold, the action picks up a gauge anomaly on the boundary under these gauge transforma-
tions
Sbulk[b′, a′] = Sbulk[b, a]
+ K2pi
∫
∂N
δIJdζ
I ∧ aJ
+ 14pi2
∫
∂N
(
p1dϕ1 ∧ dϕ2 ∧ a2 + p2dϕ2 ∧ dϕ1 ∧ a1
)
.
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This anomaly then must be compensated by an appropriate boundary field theory.
The alternative quadratic theory Instead of tackling the cubic theory (4.30) and the corresponding
surface theory, as in our discussion in the BF theory with theta term, we consider an alternative form of the
theory. We note that the equations of motion (4.31) can be derived from the following alternative action:
S′bulk =
K
2pi
∫
δIJb
I ∧ daJ −
∫
δIJa
J ∧ JIqp
−
∫ [
b1 + p22piKa
1 ∧ a2
]
∧ J1qv
−
∫ [
b2 + p12piKa
2 ∧ a1
]
∧ J2qv. (4.32)
Unlike Sbulk, this theory is quadratic. Integrating over aI and bI , one obtains the effective action of the
currents
∫
D[aI , bI ]eiS′bulk = eiSeff
where
Seff = −2piK
∫
(d−1JIqv) ∧ JIqp
+
(
2pi
K
)3
p1
∫
(d−1J1qv) ∧ (d−1J2qv) ∧ J2qv
+
(
2pi
K
)3
p2
∫
(d−1J2qv) ∧ (d−1J1qv) ∧ J1qv.
The first term in the effective action describes, as in the ordinary BF theory, the quasparticle-quasivortex
braiding statistics while the second and third terms include interactions among three quasivortex lines.
From the coupling to the currents, we read off the Wilson loop and Wilson surface operators in the theory:
exp
[
im
∫
L
aI
]
, exp in
∫
S
[
bI + pI¯2piKa
I ∧ aI¯
]
, (4.33)
where n and m are integers, L and S are arbitrary closed loop and surfaces, respectively, and we introduced
the notation 1¯ = 2 and 2¯ = 1, and the repeated capital Roman indices are not summer over here. These
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operators (or rather their exponents) satisfy
[∫
C
aI ,
∫
S
BJ
]
= 2piiK δ
IJI(C, S),[∫
S
BI ,
∫
S′ B
J
]
= −2ipJ¯K2 δ
IJ
∫
S#S′ a
J¯ + 2ipJ¯K2 δ
IJ¯
∫
S#S′ a
J ,
where
BI := bI + pI¯2piKa
I ∧ aI¯ ,
and as before the repeated capital Roman indices are not summed over. Note also the triple commutator
among
∫
S
BI is computed as
[[∫
S
BI ,
∫
S′ B
J
]
,
∫
S′′ B
K
]
= 4pipJ¯K3
(
δIJδJ¯K − δIJ¯δJK
)
I(S#S′, S′′).
To make a comparison between the cubic and quadratic theories, in the cubic theory, the canonical
commutation relations differ from the ordinary BF theory, while they remain the same in the quadratic theory.
In fact, in the cubic theory, the commutator among fields generates another field, [b, b] ∼ a, schematically.
On the other hand, the set of Wilson loop and surface operators in the cubic theory is conventional (i.e.,
identical to the ordinary BF theory) while it is modified in the quadratic theory as in (4.33). In spite of
these differences, the algebra of Wilson loop and surface operators of the two theories appear to be identical.
Therefore, we argue that the two theories are equivalent. In the following, we will proceed with the quadratic
theory.
the quantization rule of the zero modes We now derive the compactification condition of the boundary
fields from Eq.(4.33). In the presence of a boundary and using bI = dζI and aI = dϕI , the surface operators
reduce to
exp im
∫
S
[
dζI + pI¯2piKdϕ
I ∧ dϕI¯
]
= exp im
∫
∂S
[
ζI + pI¯2piKϕ
I ∧ dϕI¯
]
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where the boundary of the world sheet is on the surface. We now consider the case where ∂S is along the x-
or y- cycles on the surface. Recalling the mode expansion
ϕI(r) = αI0 +
βI1x
R1
+ β
I
2y
R2
+ · · · ,
ζIj (r) =
αIj
2piRj
+ β
I
0
2piR1R2
xδj,2 + · · · ,
the zero modes enter into the integral
∫
∂S
[ζI + (pI¯/2piK)ϕI ∧ dϕI¯ ] through the combinations
αIj +
pI¯
K α
I
0β
I¯
j .
We thus conclude
v1aµ α
1
µ, v
2a
µ α
2
µ,
are angular variables, where
vI0 = (1, 0, 0)T ,
vI1 = (pI¯βI¯1/K, 1, 0)T , vI2 = (pI¯βI¯2/K, 0, 1)T .
The rest of the discussion is essentially identical to the analysis made in Sec. 4.4.2. We recall the commutation
relations among zero modes
[αI0, βJ0 ] = [αI1,−βJ2 ] = [αI2, βJ2 ] =
i
KδIJ ,
the following linear combinations of the zero modes are integer-valued
KwIνb β¯Iν = mIb , mIb ∈ Z,
where
wI0 =
(
1,−pI¯βI¯1/K,−pI¯βI¯2/K
)
,
wI1 = (0, 1, 0) , wI2 = (0, 0, 1) .
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Inverting this relation, the eigenvalues are given by
Kβ10 = M0 −
p2
K (Q×M),
Kβ11 = M2, Kβ12 = −M1,
Kβ20 = Q0 −
p1
K (M ×Q),
Kβ21 = Q2, Kβ22 = −Q1,
where Mµ and Qµ are integers.
4.5.2 The surface partition functions
With the twist (4.29), the two copies of the surface theories are coupled together. The partition functions are
given by
Zn0n1n2r1r2 Z
r0r1r2
n1n2
where, as before, we decompose the quantum numbers as
Mµ = KNµ + nµ, nµ = 0, 1, . . . ,K− 1, Nµ ∈ Z,
Qµ = KRµ + rµ, rµ = 0, 1, . . . ,K− 1, Rµ ∈ Z,
and noted, following the discussion in Sec. 4.4.2, the partition functions depend only on the fractional parts
of Mµ/K and Qµ/K. Following Sec. 4.4.2 further, we can write the partition functions as
Zn0n1n2r1r2 Z
r0r1r2
n1n2 =
∑
t1,2,s1,2∈ZK
X n¯0n¯1n¯2X r¯0r¯1r¯2 ,
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where
n0 := n0 + s× n+ r × t mod K,
r0 := r0 + t× r + n× s mod K,
n¯0 ≡ Kn0 + (r × n)
n¯1 ≡ Kt1 + n1
n¯2 ≡ Kt2 + n2

r¯0 ≡ Kr0 + (n× r)
r¯1 ≡ Ks1 + r1
r¯2 ≡ Ks2 + r2
Under the U2 transformation, the product X n¯0n¯1n¯2X r¯0r¯1r¯2 is invariant up to a phase,
(U2X)n¯0n¯1n¯2(U2X)r¯0r¯1r¯2
= e−
2pii
K (n˜0n1+r˜0r1)− 2piiK2 (r1n2−r2n1)(n1−r1)X n¯0n¯1n¯2X r¯0r¯1r¯2 , (4.34)
where we have introduced
n˜0 ≡ n0 − r2t1 + r2s1 mod K,
r˜0 ≡ r0 + n2t1 − n2s1 mod K.
For the above equation, if we write down the phase in terms of n˜0 and r˜0, it will be independent of ti and
si. In other words, for two different X n¯0n¯1n¯2X r¯0r¯1r¯2 , if they have the same n˜0, r˜0, n1, r1, n2 and r2, the
phases they acquire under the U2 transformation are the same. This motivates us to combine these partition
functions and define, for fixed n˜0, r˜0 ∈ ZK,
χn˜0n1n2r˜0r1r2 =
∑
t1,2,s1,2∈ZK
X n˜0n¯1n¯2X r˜0r¯1r¯2 , (4.35)
where the sum is taken over all quartets (t1,2, s1,2) giving rise to given n˜0, r˜0. Observe that X n¯0n¯1n¯2 is labeled
by two ZK×ZK-valued quantum numbers, and one ZK-valued quantum number. On the other hand, χn˜0n1n2r˜0r1r2
depends on six ZK × ZK-valued indices. There are K6 sectors. From Eq. (4.34), it is straightforward to read
off the transformation of χ under the U2 transformation:
(U2χ)n˜0n1n2r˜0r1r2
= e−
2pii
K (n˜0n1+r˜0r1)− 2piiK2 (r1n2−r2n1)(n1−r1)χn˜0n1n2r˜0r1r2 .
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As for the U ′1 transformation, the product X n¯0n¯1n¯2X r¯0r¯1r¯2 transforms under U ′1 as
(U ′1X)n¯0n¯1n¯2(U ′1X)r¯0r¯1r¯2
= 1|τ |2K4
∑
n¯′0,1,r¯
′
0,1∈ZK
eiθ
n¯′0n¯
′
1r¯
′
0r¯
′
1X n¯
′
0n¯
′
1n¯2X r¯
′
0r¯
′
1r¯2
where the phase θ is given by
θn¯
′
0n¯
′
1r¯
′
0r¯
′
1 = 2pin¯0n¯
′
1
K2 +
2pin¯1n¯′0
K2 +
2pir¯0r¯′1
K2 +
2pir¯1r¯′0
K2
= 2piK (n˜0n
′
1 + n˜′0n1 + r˜0r′1 + r˜′0r1)
+ 2piK2
[
(r × n)(n′1 − r′1)
+ (r′1n2 − r2n′1)(n1 − r1)
]
. (4.36)
To derive this result, we note that n2 and r2 are invariant under the U ′1 transformation. As in our previous
discussion on the U2 transformation, it is crucial to observe that the phase θn¯
′
0n¯
′
1r¯
′
0r¯
′
1 is independent of t1,2, s1,2.
We are thus led to consider the partition functions χn˜0n1n2r˜0r1r2 defined in Eq. (4.35), which transform, under the
U ′1 transformation, as
(U ′1χ)n˜0n1n2r˜0r1r2
= 1|τ |2K2
∑
n˜′0,n
′
1,2,r˜
′
0,r
′
1,2
eiθ
n¯′0n¯
′
1r¯
′
0r¯
′
1χ
n˜′0n
′
1n
′
2
r˜′0r
′
1r
′
2
δn1,n′2δr1,r′2 (4.37)
Summarizing, the modular S and T matrices are given by
Snµ,n′µ,rµ,r′µ =
1
K2 δn1,n
′
2
δr1,r′2e
− 2piiK (n˜′0n2−n˜0n′1+r˜′0r2−r˜0r′1)
× e− 2piiK2 [(n1+r1)(n2r′1+n′1r2)−2n2n′1r1−2n1r2r′1],
Tnµ,n′µ,rµ,r′µ = δnµ,n′µδrµ,r′µ
× e 2piiK (n˜0n1+r˜0r1)+ 2piiK2 (r1n2−r2n1)(n1−r1). (4.38)
where nµ = (n˜0, n1, n2). Observe that a quick way to obtain this three loop braiding phase is to replace
n0 → n0 + (r × n)/K, r0 → r0 + (n× r)/K, in the S and T matrices for the surface of the BF theory (Eq.
(4.18)).
The first exponential in the S matrix, e−2pii(n˜′0n2−··· )/K, and the first term in Eq. (4.36) represents the
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(n′1, r1;n2) (n′1, r1; r2) (r′1, r1;n2) (n′1, n1; r2)
2pin2n′1r1
K2
2pir2n′1r1
K2 − 4pin2r
′
1r1
K2 − 4pir2n
′
1n1
K2
Table 4.1: The braiding statistical phases (the second line) for the braiding processes between loop a and
loop b with base loop c linking both of them (denoted by (a, b; c) in the first line). Here, a, b and c are the
quantum numbers for loop excitations.
particle-loop braiding phase, which exists also in the ordinary BF theory. On the other hand, the second
exponential in the S matrix, e−2pii[(n1+r1)(n2r′1+n′1r2)−··· ]/K2 , and the second term in Eq. (4.36) describes a
topological invariant which can be considered as the higher dimensional generalization of the linking number
of closed lines (in three dimensions), and is also related with the three-loop braiding process. [163–165,202]
More precisely, from the second term in Eq. (4.36), one can extract three-loop braiding statistical phases.
For example, the phase factor e2piir1n2n′1/K2 included in Eq. (4.36) can be interpreted as the three-loop
braiding statistical phases associated to two loops running in the x-direction with quantum numbers r1
and n′1 in the presence of a base loop running in the y-direction with quantum number n2 (Table 4.1).
The three-loop braiding statistics encoded in the S-matrix can be further understood through dimensional
reduction discussed below.
As for the T matrix, the first phase factor e2pii(n˜0n1+r˜0r1)/K is proposed to be the topological spin for
the composite particle-loop excitations in the BF theory. On the other hand, the second phase factor
e2pii(r1n2−r2n1)(n1−r1)/K
2 can be considered as the topological spin for the loop excitations with a base loop
threading through it. For instance, e2piir1n2n1/K2 represents the topological spin for the loop excitation with
quantum number (r1, n1) threaded by the loop excitation carrying quantum number n2.
These results extracted from the boundary S and T matrices, (4.38), are consistent with the previous bulk
calculations in the literature. [163–165,202] In particular, in Ref. [164] the S and T matrices in the bulk are
calculated in the basis that is constructed from the so-called minimum entropy states (MESs) on the bulk
spatial three torus. In Ref. [163], the bulk S and T matrices were constructed for ZN1 × ZN2 × ZN3 gauge
theories.
Several comments are in order:
(i) The entropy ST computed from these characters and the modular S matrix shows, in the limit
R1/R0 → ∞ and R1/R2 → ∞, the asymptotic behavior ST = −2 ln K + · · · , where · · · is the term
proportional to the area of the surface. I.e., the constant piece in the (entanglement) entropy is the same as
the two decoupled copies of the BF theories.
(ii) For (3 + 1)d topological phases (gauge theories) with ZK × ZK gauge symmetry, we expect there
are (at least) K2 different topological phases that are differentiated by their three-loop braiding statistical
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(n′1, r1;n2) (n′1, r1; r2) (r′1, r1;n2) (n′1, n1; r2)
2piq2n2n′1r1
K2
2piq1r2n′1r1
K2 − 4piq1n2r
′
1r1
K2 − 4piq2r2n
′
1n1
K2
Table 4.2: Same as Table 4.1, but for generic values of the parameter q1,2 = 0, 1, 2, . . . ,K− 1.
phases. This is expected from the group cohomology classification (construction) of SPT phases; from
H4[ZK × ZK, U(1)] = ZK × ZK, we expect there are at least K2 different SPT phases in (3+1)d protected by
unitary on-site symmetry G = ZK × ZK. Once the global symmetry is gauged, these different SPT phases
give rise to K2 different topologically ordered phases which are differentiated by the three-loop braiding
phases. [1,217] The model we studied in this section, the two copies of coupled BF surface theories, corresponds
to the surface theory of one of the K2 topological phases. The surface theories of all the other topological
phases can be obtained by tuning the coefficient in the coupling terms. In our model, the coefficient p1
and p2 in front of the cubic terms are chosen to be K. In general, they can take value q1K and q2K with
q1,2 = 0, 1, . . . ,K− 1 [198] which will lead to K2 different topological phases with different S and T matrices.
The three-loop braiding phases will be slightly modified and are shown in Table 4.2, which are consistent
with Ref. [165].
Observe also that for G = ZK, H4[ZK, U(1)] = 0, i.e., there is no non-trivial SPT phase protected by
G = ZK symmetry. Hence, there is essentially only one topologically ordered phase with ZK gauge group,
whose surface is described by the one-component surface theory studied in Sec. 4.3. On the other hand, the
two-component surface theory studied in this section allows richer possibilities.
(iii) An insight on the three-loop braiding statistics phase can be obtained from dimensional reduction. For
the trivial two-component BF theory, there is only a non-trivial particle and loop braiding phase described in
Eq. (4.18). This model, after dimensional reduction, reduces to the D(ZK ×ZK) quantum double model with
the K-matrix given by Kσx ⊕Kσx.
For the topological phase with non-trivial three-loop braiding statistics phase, the dimensional reduction is
more interesting. Here, we consider the simplest non-trivial example with K = 2. We perform dimensional
reduction on U ′1 and T defined in Eq. (4.37) and Eq. (4.38). When we do so, we need to fix the quantum
numbers n2 and r2. For example, if we take n2 = 0 and r2 = 0, i.e., there is no third loop connecting the
first and second loops, the S and T matrices after dimensional reduction are the same as those for the two
copies of the toric code model.
On the other hand, if we take n2 = 1 and r2 = 1, the dimensional reduction results in the S and T matrices
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given by
Sn′i,r′ini,ri =
1
4e
pii(n0n′1+n
′
0n1+r0r
′
1+r
′
0r1)+pii(r1−n1)(n′1−r′1),
T n′i,r′ini,ri = δni,n′iδri,r′iepii(n0n1+r0r1)−
pii
2 (n1−r1)2 .
This indicates that the (2+1)d topological order described by the K-matrix
K =

2 2 −2 0
2 0 0 0
−2 0 2 2
0 0 2 0

.
By an SL(2,Z) similarity transformation, this K-matrix is equivalent to K = 2σz ⊕ 2σz, which represents
two copies of the double semion model.
Similarly, if we choose (n2, r2) = (1, 0) and (0, 1), the corresponding (2 + 1)d topological order is described
by the K-matrix
K =

0 2 −1 0
2 0 0 0
−1 0 2 2
0 0 2 0

,
and
K =

2 2 −1 0
2 0 0 0
−1 0 0 2
0 0 2 0

,
respectively. To summarize, after dimensional reduction, the original (3 + 1)d topological order with
non-trivial three-loop braiding statistics “splits” into four different (2 + 1)d topological order, which are
controlled by the quantum numbers n2 and r2. This result seems to be related with the group cohomology
classification of symmetry-protected topological (SPT) phases in (2 + 1)d with G = Z2 × Z2 symmetry, i.e.,
H3[Z2 × Z2, U(1)] = Z2 × Z2.
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4.6 Discussion
Let us summarize our main results.
– In the (3+1)d BF theory, we have demonstrated, through explicit calculations in the boundary field
theories and by comparisons with known bulk results, there is a bulk-boundary correspondence in (3+1)d
topological phases. In particular the modular S and T matrices are calculated from the gapless boundary
field theory and shown to match with the bulk results.
– The surface theory of the (3+1)d BF theory with the theta term is introduced and solved. The action of
the modular S and T transformations on the partition functions is calculated. It is shown that the partition
functions do not form the complete basis under the modular S and T transformations.
– Finally, we propose a (3+1)d bulk field theory with cubic coupling that may realize three-loop braiding
statistics. We discuss the twist that the cubic term of the field theory adds to the zero modes. By considering
the alternative form of the bulk and boundary field theories, in which the quantization rule of the zero modes
is twisted, we computed the surface partition functions, and the S and T matrices are constructed.
These results extend the well-established bulk-boundary correspondence in (2+1)d topological phases and
their (1+1)d edge theories. Our approach from the surface field theories provide an alternative point of view
to (3+1)d topological phases, and to recently discussed, novel braiding properties, such as three-loop braiding
statistics.
There are, however, still some aspects in the (2+1)d-(1+1)d correspondence, which we do not know if
have an analogue in the (3+1)d-(2+1)d correspondence. For example, in the case of the bulk-boundary
correspondence connecting (2+1)d topological phases and (1+1)d edge theories, that the edge theories are
invariant under an infinite-dimensional algebra seems to play a significant role: the Virasoro algebra or an
extended chiral algebra of (1+1)d CFTs faithfully mirrors bulk topological properties of (2+1)d bulk phases.
On the practical side, that edge theories enjoy an infinite-dimensional symmetry algebra provides many
non-trivial solvable examples. For our example of (2+1)d surface theories of (3+1)d topological phases, on
the other hand, we did not make use of such infinite-dimensional symmetry. In fact, the surface theories
studied in this chapter are not conformal field theories. For example, the two-point correlation function
of the boson field 〈φ(t, r)φ(t′, r′)〉 in the free boson theory in (2+1)d decays algebraically. This should be
contrasted with the logarithmic decay of the corresponding correlator in the (1+1)d compactified boson theory.
As a consequence, the correlation functions of the bosonic exponents exp[imφ(t, r)] (m ∈ Z) do not decay
algebraically in the (3+1)d free boson theory. Whether or not there exists a unified field theory framework in
(2+1)d field theories that strongly resonates with topological properties of (3+1)d bulk topological phases
requires further investigations.
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Chapter 5
Topological BF theory of the quantum
hydrodynamics of incompressible
polar fluids
5.1 Introduction
One of the most prominent topological phenomena in quantum matter is the quantum Hall effect. [218] It
comes about when a two dimensional electron gas is subject to a strong perpendicular magnetic field at
sufficiently low temperatures. The striking property of this many-body state, its quantized transport, derives
from an incompressible (i.e., gapped) state in the bulk accompanied by soft chiral edge modes along the one
dimensional boundary. The electrons from the bulk state can be thought of as giving rise to an incompressible
fluid state.
The incompressible fluid picture of the quantum Hall effect has been investigated by Bahcall and
Susskind, [219, 220] who have shown that some properties of the quantum Hall state can be accounted
for if one considers a classical two dimensional incompressible fluid model of charged point particles in a
perpendicular magnetic field and if one applies a semi-classical analysis thereof.
In the construction presented in Refs. [219] and [220], the fluid description arises by considering the limit
when the inter-particle distance is sufficiently small. In this limit, the individual positions of particles can
be effectively described by a collective coordinate of the fluid. The freedom to relabel the discrete particles
emerges as a gauge symmetry in the fluid formulation (see, for instance, the review in Ref. [221]). The
classical Lagrangian of the fluid of charged particles contains an (Abelian) Chern-Simons term whose vector
field undergoes a gauge transformation that is equivalent to a reparametrization of the fluid’s underlying
particles. Given that the Chern-Simons action captures the topological essence of the quantum Hall state,
the fluid formulation of the Hall effect discussed in Refs. [219] and [220] offers an insightful platform for
understanding the interplay of incompressibility and topology as it relates to two dimensional systems in an
applied magnetic field.
In recent years, a number of new topological phenomena has arisen that go beyond the quantum Hall
paradigm. In particular, topological band insulators in two and three dimensions have been predicted and
experimentally found in solid state systems. [222, 223] The discovery of this new class of materials has
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revitalized the interest for non-interacting [224–226] and interacting [191,196,227–231] topological phases of
matter.
Motivated by the construction of Refs. [219] and [220], we propose a fluid model in three dimensional space
whose effective action contains a BF topological term, the natural generalization of the Chern-Simons term
to three dimensions. The new feature of our model, aside from the dimensionality three of space, is that, in
order to obtain a topological BF term, we are led to consider a polar incompressible fluid, while the fluid is
made of point particles in Refs. [219] and [220]. We propose a Lagrangian written in the explicit coordinates
of the fluid’s particles, position and dipole field, and show that, by expressing this term as a function of the
small fluctuations of the particle’s positions, it renders a topological BF action.
The BF term captures the Berry phase associated to a point defect adiabatically winding around a vortex
line. [161,232–234] The Berry phase associated to this adiabatic motion yields the statistics between point and
vortex defects in three dimensions. In our formulation, the coefficient of the BF action emerges as a function
of the phenomenological parameters of the fluid, which is subsequently shown to satisfy a quantization
condition upon quantization of the fluid.
We also find that the BF theory furnishes a pair of conserved currents, i.e., a charge current and a vorticity
current. We interpret these currents within a massive Dirac model as the usual fermion current and the
fermion “vorticity” current respectively. Upon evaluation the algebra for the projected charge and spin
densities in the Dirac model, we find that it agrees with the BF algebra. We find an algebra very similar
to the celebrated Girvin-MacDonald-Platzman (GMP) algebra for FQH systems, with the inclusion of a
vorticity sector in addition to the charge sector.
This chapter is organized as follows. In Sec. 5.2, we provide a short review of Lagrangian fluids focusing
on the main aspect related to our work, namely the role played by the invariance under volume preserving
diffeomorphisms. In Sec. 5.3, we propose a classical model for a polar incompressible fluid, which leads to BF
term effective action once small fluctuations of the fluid are take into account. Quantization of this fluid
leads to a the identification of the quasi-particles (point-like and vortex-like) as well as their mutual statistics
determined by the BF term. In Sec. 5.4, we propose an extension of the Girvin-MacDonald-Platzman algebra
to (3+1)-dimensional spacetime by the inclusion of the vortex-density operator in addition to the usual
charge-density operator and show that the same algebra is obeyed by massive Dirac fermions that represent
the bulk of Z2 topological insulators in three-dimensional space. Finally, we close with discussions in Sec. 5.5.
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5.2 Review of Lagrangian fluids
We begin by reviewing the Lagrangian description of fluids. [221] We consider a system of identical classical
particles, described by coordinates xβ(t) and velocity fields x˙β(t), where {β} is a discrete set of particle
labels. The Lagrangian of the system reads
L ≡
∑
β
L
(
xβ(t), x˙β(t)
)
.
For identical particles, the choice of the particle label β is arbitrary. Correspondingly, the Lagrangian L is
invariant under any relabeling of the discrete indices
{β} → {β′}.
In the hydrodynamical description of the system, one replaces the discrete label β ∈ {β} by the label
y ∈ R3, i.e., the coordinate and velocity vectors become vector fields according to the rule
xβ(t)→ x(t,y), x˙β(t)→ x˙(t,y),
respectively. Here, y can be thought of as a comoving coordinate that labels the position of an infinitesimal
droplet of the fluid. Initially, i.e., at t = 0, we declare that x(t = 0,y) = y. In this hydrodynamical limit, the
Lagrangian (5.2) becomes
L =
∫
d3y ρ0 L
(
x(t,y), x˙(t,y)
)
,
where the positive number ρ0 is interpreted as the mean particle density in y-space.
The invariance of the Lagrangian (5.2) under any particle relabeling (5.2) translates, in the fluid description,
to an emergent continuous (gauge) symmetry of the Lagrangian (5.2) with respect to a properly defined
reparametrization
y → y˜(y).
To identify this continuous symmetry, we require that the coordinates of the fluid remain invariant, i.e.,
x˜(t, y˜) = x(t,y),
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since the physical position of a particle does not depend on the chosen underlying parametrization. The
Lagrangian (5.2) transforms under the reparametrization (5.1) as
L˜ =
∫
d3y˜
∣∣∣∂y
∂y˜
∣∣∣ ρ0 L(x˜(t, y˜), ˙˜x(t, y˜)).
Invariance of Eq. (5.2), i.e., L˜ = L, is then achieved provided
∣∣∣∂y
∂y˜
∣∣∣ = 1.
Condition (5.2) defines a volume preserving diffeomorphism (VPD) if we assume that the map (5.1) is
sufficiently smooth.
An infinitesimal VPD is defined by
δf yi := y˜i − yi = −fi(y), i = 1, 2, 3,
where the infinitesimal vector field f must be divergence free,
∂i fi = 0,
in order to meet condition (5.2). Here and throughout,
∂i ≡
∂
∂yi
, i = 1, 2, 3.
In three dimensional space, the divergence-free vector field f , with the components fi defined in Eq. (5.2) for
i = 1, 2, 3 carrying the dimension of length, can always be parametrized (in a non-unique way) as
fi = ijk ∂jζk
for any smooth vector field ζ with the components ζm (m = 1, 2, 3) carrying the dimension of area. In the
following, summation over repeated indices is implied and sum over the Latin indices run over the three
spatial components.
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In turn, the variation of the coordinate x under the transformation parametrized by f is defined by
δf x(t,y) := x˜(t,y)− x(t,y).
With the help of Eq. (5.1) and upon insertion of the infinitesimal transformation (5.2),
δf xi = fj ∂j xi
= jlm ∂j xi ∂l ζm.
From the invariance of the Lagrangian (5.2) under arbitrary infinitesimal VPD defined by Eqs. (5.1) and (5.2),
there follows, according to Noether’s theorem, the constant of motion
Cf :=
∫
d3y ρ0 pii δf xi
=
∫
d3y ρ0 pii jlm ∂j xi ∂l ζm
=
∫
d3y ρ0
(
mlj∂l pii ∂j xi
)
ζm,
where
pii :=
∂ L
∂ x˙i
is the canonical momentum and, in deriving Eq. (5.3), we have made use of integration by parts and we have
neglected surface terms. Invariance of Eq. (5.3) under the infinitesimal coordinate transformation (5.2) for
an arbitrary vector field ζ yields the local conservation law
dΛ
dt = 0
for the vector field Λ with the components
Λi := ijk ∂j pil ∂k xl, i = 1, 2, 3.
The vector field Λ carries the dimension of energy multiplied by time per area.
The local density of the fluid is defined by
ρ(t,y) := ρ0 J
(
∂y
∂x
)
(t,y),
136
where
J
(
∂x
∂y
)
:=
∣∣∣∣∣ijk ∂x1∂yi ∂x2∂yj ∂x3∂yk
∣∣∣∣∣ = 1/J
(
∂y
∂x
)
is the Jacobian that relates the infinitesimal volume element d3y to the infinitesimal volume element d3x(t,y).
Starting with x(t = 0,y) = y yields an initially uniform fluid density ρ(t = 0,y) = ρ0.
We define an antisymmetric two-form with the components
bij = −bji, i, j = 1, 2, 3,
through
ijk bjk(t,y) := ρ0 [xi(t,y)− yi] , i = 1, 2, 3.
The vector field with the components ijk bij carries the dimensions of inverse area and is proportional to the
deviation between the coordinate xi(t,y) at time t and its initial value y at time t = 0. Assuming small
deviations of the fluid density away from ρ0, we may treat the two-form bij = −bji as small. In terms of this
field, the density of the fluid is given by
ρ = ρ0 − ijk ∂ibjk + · · · , (5.7)
where · · · stands for higher order terms in bij . One verifies that the transformation law
bjk → bjk + ∂jχk − ∂kχj
does not alter the density (5.7) provided the vector field χ with the components χi for i = 1, 2, 3 is smooth,
i.e., ∂j∂kχi = ∂k∂jχi. Equation (5.2) can also be obtained with the identification χ = ρ0 ζ/2 from
ijk
(
b˜jk(t,y)− bjk(t,y)
)
:= ρ0 [x˜i(t,y)− xi(t,y)] .
Hereto, one makes use of the fact that the 2-tensor field is antisymmetric on the left-hand side, while one
makes use of the linearized version of Eq. (5.2), whereby the approximation ∂jxi ≈ δij is done, on the
right-hand side. The invariance of the local density (5.7) under the transformation (5.2) thus reflects the
invariance of the Lagrangian (5.2) under any VPD defined by Eqs. (5.1) and (5.2).
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We close this review of Lagrangian fluids with the example defined by the Lagrangian
Lfree :=
∫
d3y ρ0 Lfree
with the local Lagrangian
Lfree :=
m
2 x˙
2.
This Lagrangian describes a fluid of non-interacting and identical classical particles of mass m. The canonical
momentum (5.3) becomes the usual impulsion
pi = m x˙.
The local conserved vector field (5.4) becomes
Λi = mijk ∂j x˙l ∂k xl,
whose conserved integral is called the vortex helicity and is related to a Chern number (see Ref. [221]). In
terms of the two-form defined in Eq. (5.6), the canonical momentum is (exactly) given by
pii =
m
ρ0
ijk b˙jk,
while the vortex helicity (5.2) is given by
Λi = 2
m
ρ0
∂j b˙ij + · · ·
to leading order in powers of the two-form defined in Eq. (5.6).
5.3 BF Lagrangian for an incompressible polar fluid
5.3.1 Definition
We start from the discrete set {β} that labels identical particles with a mass m. We associate to any label
β the coordinate xβ(t), the velocity x˙β(t), and the polar vector dβ(t) whose dimension we choose for later
convenience to be that of an inverse length. We then endow a Lagrangian dynamics to these degrees of
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freedom by defining
Lpol :=
∑
β
Lpol
(
x˙β(t),dβ(t)
)
where
Lpol
(
x˙β(t),dβ(t)
)
:= − g2pi dβ(t) · x˙β(t).
The real-valued coupling g carries the dimension of energy multiplied by time. The multiplicative factor
(−1)/(2pi) is chosen for later convenience.
The hydrodynamic limit of the Lagrangian (5.9) is the Lagrangian polar fluid
Lpol :=
∫
d3y ρ0 Lpol,
with the local Lagrangian
Lpol := −
g
2pi d · x˙
carrying the dimension of energy, for the positive number ρ0 is again interpreted as the mean particle density
in y-space.
The Lagrangian density (5.10) is invariant under simultaneous rotations of the coordinate and polar vectors.
Moreover, it is the unique scalar that is linear in both d and x and of first order in the time derivative, up to
a total time derivative. In addition to the rotational symmetry, two discrete symmetries are notable. The
first is parity,
P :

d(t,y)→ −d(t,y),
x(t,y)→ −x(t,y),
x˙(t,y)→ −x˙(t,y).
The second is time-reversal symmetry
T± :

d(t,y)→ ±d(−t,y),
x(t,y)→ +x(−t,y),
x˙(t,y)→ −x˙(−t,y),
where the ± sign choice depends on the nature of the dipoles. It is + for electric dipoles, while it is − for
magnetic dipoles. The Lagrangian density (5.10) is invariant under P and under T− (applicable to magnetic
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moments). Most importantly, the polar fluid is invariant under any VPD defined by Eqs. (5.1) and (5.2). We
focus primarily on the invariance under VPD.
We are after the local density
ρ(t,y) := ρ0 J
(
∂y
∂x
)
and the local conserved Noether vorticity field Λ with the components
Λi := ijk ∂j pil ∂k xl
= − g2pi ijk
∂dl
∂yj
∂xl
∂yk
for i = 1, 2, 3. The density is even under either the transformation (5.3.1) or the transformation (5.3.1). The
vortex helicity is odd under either the transformation (5.3.1) or the transformation (5.3.1).
We parametrize the coordinates x1, x2, x3 according to
xi(t,y) =: yi +
1
ρ0
ijk bjk(t,y).
As was the case with Eq. (5.6), the antisymmetric two-form with the components bjk(t,y) = −bkj(t,y)
encodes, up to a contraction with (1/ρ0) ijk, the deviation between the comoving coordinate y and the
coordinate x (t,y) at time t in the polar fluid.
Under the assumptions that both bij and d remain small for all times and for all comoving coordinates,
one finds the relations
ρ(t,y) = ρ0 − ijk ∂ibjk(t,y) + · · · ,
and
Λi(t,y) = −
g
2pi ijk ∂jdk(t,y) + · · · ,
to linear order in the fields bij and di, for the local density (5.11) and local vortex helicity (5.11), respectively.
Equation (5.12) is invariant under the transformation
bjk → bjk + ∂jχk − ∂kχj
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for any smooth vector field χ. Equation (5.12) is invariant under
dk → dk + ∂kξ,
for any smooth scalar field ξ. The linearized local density (5.12) is even under either the transforma-
tion (5.3.1) or the transformation (5.3.1). The linearized local vortex helicity (5.12) is odd under either the
transformation (5.3.1) or the transformation (5.3.1).
The local Lagrangian (5.10), takes the linearized form (up to total derivatives)
Lpol =
g
2pi ρ0
ijk d˙i bjk,
where we recall that g, ρ0, di, and bjk carry the dimensions of energy multiplied by time, inverse volume,
inverse length, and inverse area, respectively.
A VPD defined by Eqs. (5.1) and (5.2) leaves the local density (5.11) of the polar fluid invariant. This
symmetry is realized by the symmetry under the transformation (5.13) of the linearized local density (5.12)
and must hold at the level of the linearized local Lagrangian (5.3.1). Indeed it does, as we now verify. The
transformation law of Lpol under the infinitesimal VPD (5.13) is
Lpol → Lpol + 2×
g
2pi ρ0
d˙ · (∇ ∧ χ) .
Since the vector field χ is arbitrary, to enforce the symmetry under VPD we must demand that
d
dt (∇ ∧ d) = 0.
Now, Eq. (5.3.1) follows from
dΛ
dt = 0,
to linear order, as can be observed from Eq. (5.12). [As we did to reach Eq. (5.4), we are ignoring boundary
terms when performing partial integrations.]
The linearized local Lagrangian (5.3.1) is proportional to the Lagrangian density of the topological BF
field theory defined by Eq. (5.3.1) in the temporal gauge defined by the conditions
d0 = 0, b0i = 0, i = 1, 2, 3.
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A BF field theory is an example of a topological field theory. Topological field theories are interpreted in physics
as effective descriptions at long distances, low energies, and vanishing temperature of quantum Hamiltonians
with spectral gaps separating the ground state manifolds from all excited states. This observation motivates
the following definition. The VPD polar fluid is said to be incompressible if it has the constant density
ρ = ρ0 .
Without loss of generality, we consider henceforth a magnetic dipolar fluid, in which any non-vanishing
value taken by the conserved quantity Λ breaks the symmetry under T− defined in Eq. (5.3.1). We say that
the VPD polar fluid is time-reversal symmetric if and only if
Λ = 0.
[The same conclusion is reached for an electric polar fluid, in which case it is the symmetry under P defined
in Eq. (5.3.1) that implies Λ = 0.]
Incompressibility of a time-reversal symmetric (magnetic) polar fluid is automatically implemented with
the help of the Lorentz covariant extension of Lpol given by (we set the speed of light c to be unity, c = 1,
and µ, ν, λ, σ = 0, 1, 2, 3)
SBF :=
∫
d4yLBF, LBF :=
g
2pi 
µνλσ bµν ∂λdσ.
Indeed, the equations of motion that follow from LBF are the conservation laws for the matter current
jµ := 12pi 
µνλσ ∂ν bλσ, ∂µj
µ = 0,
and for the vortex-helicity currents
Jµν := 12pi 
µνλσ ∂λdσ, ∂µJ
µν = 0.
The time-component
j0 = 12pi 
ijk ∂ibjk =
1
2pi ijk ∂ibjk
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of the one-form jµ is the density (ρ0 − ρ)/2pi from Eq. (5.12). The time-component
J0i = 12pi 
ijk ∂jdk =
1
2pi ijk ∂jdk
of the two-form Jµν defines the vortex helicity −Λ/g, see Eq. (5.12). The difference between the Lagrangian
density (5.3.1) and its Lorentz covariant extension (5.3.1) is that the latter contains terms of the form
d0 ijk ∂ibjk/(2pi) and −b0i ijk ∂jdk/(2pi), which, upon using Eqs. (5.12) and (5.12), are rewritten as
1
2pi d0 ijk ∂ibjk =
1
2pi d0 (ρ0 − ρ)
and
g
2pi b0i ijk ∂jdk = b0i Λi,
respectively. Upon quantization of the theory, say by defining the path integral
ZBF :=
∫
D[d, b] e+iSBF/~,
the fields d0 and b0i take the role of Lagrange multipliers that enforce that the ground state has the constant
density ρ = ρ0 and the vanishing vortex helicity Λ = 0 as a consequence of Eqs. (5.14) and (5.14), respectively.
The vanishing vortex helicity Λ = 0 automatically enforces the weaker condition dΛ/dt = 0 that any
VPD-symmetric polar fluid must fulfill.
The assumption that both d and bij remain small is self-consistent, for the equal-time and local expectation
values 〈
d2i (t,y)
〉
BF ∝ I
〈
b2ij(t,y)
〉
BF ∝ I,
for any i, j = 1, 2, 3 are proportional to the integral
I :=
1/a∫
0
d3k 1|k| ∝
(
1
a
)2
.
Here, a is a short-distance cutoff below which the hydrodynamical approximation is meaningless.
We close this discussion of a VPD, incompressible, and time-reversal symmetric polar fluid by observing
that it is perfectly legitimate to add a term like d2 to the BF action, thereby breaking the independence on
the metric, Lorentz covariance, and the U(1) gauge symmetry associated to the d field. The U(1) gauge
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symmetry associated to the d field is a mere signature for the fact that the vortex helicity is the rotation
of the d field. On the other hand, the VPD symmetry, which is represented by the symmetry of the BF
action (5.3.1) under the transformation (5.13), must be preserved to any order in a gradient expansion.
5.3.2 Coupling the conserved currents to sources
The local conservation laws (5.3.1) and (5.3.1) suggest that we attribute to the coordinate x(t,y) the
conserved electric charge e and that we attribute to the polar vector d(t,y) the conserved vortex charge s.
Correspondingly, we may interpret the one form Aµ and the antisymmetric two form Bµν = −Bνµ entering
the Lagrangian density
Lext := e jµAµ + s Jµν Bµν
= e2pi 
µνλσ ∂νbλσ Aµ +
s
2pi 
µνλσ ∂λdσ Bµν
as the source fields needed to generate all the correlation functions for the conserved currents jµ and Jµν
from the BF theory defined by Eqs. (5.3.1) and (5.3.1), respectively. If we assign Aµ and Bµν the dimensions
of inverse length and inverse area, respectively, then the couplings e and s carry the dimensions of energy
multiplied by length.
If we ignore total derivatives, the equations of motion obeyed by LBF + Lext upon variation with respect
to bµν for fixed µ, ν = 0, 1, 2, 3 are
0 = µνλσ (g ∂λdσ + e ∂λAσ) .
If we introduce the antisymmetric two forms
fλσ := ∂λdσ − ∂σdλ, Fλσ := ∂λAσ − ∂σAλ,
for some given λ, σ = 0, 1, 2, 3, we may write the equations of motion obeyed by LBF + Lext upon variation
with respect to bµν for fixed µ, ν = 0, 1, 2, 3 as
fλσ = −
e
g
Fλσ.
We interpret Fµν as the field strengths in electromagnetism, i.e.,
Ei := ∂0Ai − ∂iA0, i = 1, 2, 3,
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are the three components of the electric field E and
Bi := ijk∂jAk, i = 1, 2, 3,
are the three components of the magnetic fieldB. The equations of motion (5.3.2) bind the electromagnetic-like
field strength of the polar four vector dµ to the external electromagnetic field according to the rule
Ei = −
g
e
(∂0di − ∂id0) , i = 1, 2, 3,
and
Bi = −
g
e
ijk∂jdk, i = 1, 2, 3.
This parallels the picture of the (fractional) quantum Hall effect where (fractionally) charged excitations are
bound to magnetic flux quanta. The homogeneous Maxwell equations (in units with the speed of light c = 1)
∇ ·B = 0, ∇ ∧E + B˙ = 0,
are automatically satisfied as a consequence of the Bianchi identity
Fµν := 12
µµλσ Fλσ =⇒ ∂µFµν = 0.
With the help of the equations of motion (5.3.2), the vortex helicity
Λi := −
g
2pi ijk ∂jdk =
e
2pi Bi, i = 1, 2, 3,
must then obey the homogeneous differential equations
∇ ·Λ = 0, ∇ ∧E + 2pi
e
Λ˙ = 0.
The equations of motion obeyed by LBF +Lext upon variation with respect to dσ for fixed σ = 0, 1, 2, 3 are
0 = µνλσ ∂λ
(
g bµν + sBµν
)
.
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5.3.3 Quadratic order in the gradient expansion
The Lagrangian density LBF + Lext is of first order in a gradient expansion. To second order in a gradient
expansion, the local extensions to LBF + Lext that are Lorentz scalars or pseudoscalars are the following.
There is the Thirring current-current interaction
LTh := gTh jµ jµ
= gTh δνλσν′λ′σ′ ∂νbλσ ∂ν
′
bλ
′σ′ ,
where δµλσµ′λ′σ′ is a generalized Kroenecker symbol, the conserved current jµ is defined in Eq. (5.3.1), and the
real-valued coupling gTh carries the dimension of energy multiplied by time and area.
There is the Maxwell term
LMa := gMa Jµν Jµν
= 2 gMa δλσλ′σ′ ∂λdσ ∂λ
′
dσ
′
,
where δλσλ′σ′ is a generalized Kroenecker symbol, the conserved current Jµν is defined in Eq. (5.3.1), and the
real-valued coupling gMa carries the dimension of energy multiplied by time.
Finally, there is the pseudoscalar
Lθ :=
θ
8pi2 
µνλσ∂µdν∂λdσ,
where the real-valued θ carries the dimension of energy multiplied by time. This is a the topological axion
term, a total derivative for smooth configurations of the field dµ. Singular points at which dµ is multivalued
are sources for Λ (magnetic monopoles). Due to the Witten effect, [235–237] such a point source for Λ carries
a point charge q = θ e/(2pi).
5.3.4 Topological excitations
The VPD, incompressible, and time-reversal symmetric polar fluid governed by Eqs. (5.3.1) and (5.3.1) is
described by a BF topological field theory. It supports static excitations bound to point and line singularities
as we now show.
We consider the static parametrization of the polar incompressible fluid defined by the map
x(y) := f(y2)y,
which we require to be diffeomorphic almost everywhere. The real-valued f is not arbitrary, for we demand
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that the Jacobian
J
(
∂y
∂x
)
= 1,
i.e., we interpret the map y 7→ x(y) as a VPD almost everywhere. In this way,
ρ(y) = ρ0 J
(
∂y
∂x
)
= ρ0
almost everywhere [recall Eq. (5.5)]. Condition (5.16) amounts to solving the non-linear differential equation
f3 + 2 f ′ f2 y2 = 1, f ′ := dfdy2 .
Solutions to the differential equations (5.3.4) are of the form
f(y) :=
(
1± c
3
y3
)1/3
,
where ± ln c2 is a real-valued integration constant. Admissible real-valued solutions of the form (5.3.4) must
satisfy simultaneously
x(y) = y
(
1± r
3
e
|y|3
)1/3
and
y(x) = x
(
1∓ r
3
e
|x|3
)1/3
,
i.e., either re ≤ |x| if the sign + ln c2 is chosen for the integration constant or re ≤ |y| if the sign − ln c2 is
chosen for the integration constant.
Figure 5.1 illustrates the fact that the fluid is excluded within a radius re by the almost everywhere
diffeomorphic map (5.17). This excluded volume can be interpreted as a hole of total particle number
qe := ρ0
4pi
3 r
3
e
At distances from the origin that are much larger than re, say |y|  re, the linear approximation (5.6) is
valid and yields the long-distance behavior
bjk ∼
qe
8pi jki
yi
|y|3 .
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(a) (b)
Figure 5.1: The static point singularity in the incompressible density of the polar-fluid droplet shown in (a)
as a small black disc induces a puncture of radius (5.3.4) in the coordinate of the polar fluid droplet shown in
(b) as a large disc. The polar-fluid droplet is shown as the grey disk in both (a) and (b).
A second type of topological defect of a VPD, incompressible, and time-reversal symmetric polar fluid
consists in allowing the vortex helicity field Λ not to be divergence free along a string. A static line defects
comes in the form of an infinitesimally thin solenoid. A flux tube carrying the dimensionless flux qs that runs
through the origin along the y3-axis obeys the asymptotics
d1 ∼ +
qs
2pi
y2
y21 + y22
, d2 ∼ −
qs
2pi
y1
y21 + y22
, d3 ∼ 0.
5.3.5 Winding a quasi-particle around a quasi-vortex
We call j˜µ and J˜µν the quasi-particle and quasi-vortex currents, respectively. We are first going to show how
they can be related to a point-like defect such as the one represented by Eq. (5.3.4), to which the charge
e∗ is associated, or the string-like defect such as the one represented by (5.3.4), to which the charge s∗ is
associated. We will then derive the Berry phase induced when a quasi-particle excitation winds adiabatically
n times around a quasi-vortex excitation of the incompressible polar fluid with the BF action (5.3.1). In
doing so, we are going to derive the quantization condition
g
~
e∗
e
s∗
s
n ∈ Z.
To this end, we define the action of the fields b and d interacting with the quasi-particle and quasi-vortex
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currents by
S[b, d, j˜, J˜ ] :=
∫
d4y
(LBF + Le∗ [j˜] + Ls∗ [J˜ ]) ,
LBF :=
g
2pi 
µνλσ bµν ∂λdσ,
Le∗ [j˜µ] :=
e∗
e
g dµ j˜
µ,
Ls∗ [J˜µν ] :=
s∗
s
g bµν J˜
µν .
The quasi-particle and quasi-vortex currents j˜µ and J˜µν couple to the fields dµ and bµν , respectively. The
quasi-particle current j˜µ couples to the dynamical field dµ as the dynamical conserved current jµ defined in
Eq. (5.3.1) does to the external electromagnetic field Aµ through the electric charge e in Eq. (5.3.2). Hence,
the quasi-particle charge e∗ shares the same dimension as the electric charge e, even though we allow for the
possibility that they differ in value. Similarly, the quasi-vortex current J˜µν couples to the dynamical field
bµν as the dynamical conserved current Jµν does to the external vortex field Bµν through the vortex charge
s in Eq. (5.3.2). Hence, the vortex charge s∗ shares the same dimension as s, even though we allow for the
possibility that they differ in value. The path integral
Z[j˜, J˜ ] :=
∫
D[d]
∫
D[b] e+iS[b,d,j˜,J˜]/~
≡Z[0, 0] e+iSeff[j˜,J˜]/~
defines the quantum theory with the action (5.18) in the background of the sources j˜µ and J˜µν . Their mutual
interactions are captured by the effective action Seff [j˜, J˜ ] obtained after integrating out the b and d fields.
Since (5.18) describes a quadratic action, we can obtain Seff[j˜, J˜ ] by expressing the dependence of the fields
b and d on the currents j˜ and J˜ via the equations of motion, which read
1
2pi 
µνλσ ∂νbλσ = −
e∗
e
j˜µ
(when varying with respect to dµ for µ = 0, 1, 2, 3) and
1
2pi 
µνλσ ∂λ dσ = −
s∗
s
J˜µν
(when varying with respect to bµν for µ, ν = 0, 1, 2, 3).
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Replacing the equations of motion (5.3.5) and (5.3.5) into (5.18) yields
Seff [j˜, J˜ ] =
e∗
e
g
∫
d4y j˜µ(y) dµ(y)
= − e
∗
e
s∗
s
g
∫∫
d4y d4y′×
j˜µ(y)
( 1
2pi ε
αβλµ ∂λ
)−1
(y − y′) J˜αβ(y′).
We define the static point defect
j˜0(t,y) := δ(y1) δ(y2) δ(y3), j˜i(t,y) := 0,
with i = 1, 2, 3. According to Eq. (5.3.5), this is the source for the static field configuration
bjk(t,y) = −
1
4
e∗
e
jki
yi
|y|3
with j, k = 1, 2, 3. For any closed surface Σ that is the boundary of an open neighborhood that contains the
origin y = 0 and is oriented outwards, Gauss law gives
1
2pi
∫∫
Σ
dyj dyk bjk(t,y) = −
e∗
e
.
Hence, the static point defect (5.3.5) binds the monopole-like field (5.3.5) with the monopole charge −e∗/e.
We may then identify −e∗/e with qe in Eq. (5.3.4).
We define the static line defect
J˜03(t,y) := δ(y1) δ(y2), J˜µν(t,y) := 0
with µ = 1, 2, 3 and ν = 0, 1, 2. According to Eq. (5.3.5), this is the source for the static field configuration
d1(t,y) = +
s∗
s
y2
y21 + y22
,
d2(t,y) = −
s∗
s
y1
y21 + y22
,
d3(t,y) = 0.
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For any closed curve C3 that winds around the axis y1 = y2 = 0 counterclockwise,
1
2pi
∮
C3
dyi di(t,y) = −
s∗
s
.
Hence, the static line defect (5.3.5) binds the field (5.19) of an infinitesimal magnetic flux tube running along
the y3 axis, i.e., a vortex field, of flux −s∗/s. We may then identify −s∗/s with qs in Eq. (5.3.4).
As a quasi-particle located at the time-dependent position r(t) and carrying the current
j˜µadia(t,y) :=
 δ(y − r(t))
dr(t)
dt δ
(
y − r(t))

winds n times adiabatically around the static quasi-vortex (5.3.5), it acquires the Berry phase defined by
eiΘB(n)/~ := eiSeff [j˜adia,J˜adia]/~.
The computation of ΘB gives
ΘB(n) = +
e∗
~
∫
d4y dµ j˜
µ
adia
= − e
∗
~
∫
dtd3y
∑
i=1,2
di(y) j˜i(t,y)
= − e
∗
~
∫
dtd3y
∑
i=1,2
di(y)
d ri(t)
d t δ(y − r(t))
= − e
∗
~
∮
C3
dr · d(r)
= 2pi g
~
e∗
e
s∗
s
n.
We used Eq. (5.19) to deduce the second and last equalities.
If we demand that the quantum theory (5.18) is invariant under this adiabatic process, we must impose
the quantization condition
g
~
e∗
e
s∗
s
n = m ∈ Z.
We can use this quantization condition to find the minimum possible quantized charges in the theory.
Physically we should demand that the Berry phase be an integer multiple of 2pi whenever any quasiparticle
winds once (n = 1) around a fundamental vortex (of vorticity s). Similarly, the Berry phase associated with
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winding once a quasivortex around a fundamental charge (of charge e) must also be 2pi. This yields the
conditions that the minimum fractional charges and vorticities are
e∗min
e
= ~
g
and s
∗
min
s
= ~
g
.
This result is obtained using the minimum m = 1.
5.4 Density operator algebra and the BF theory
In Sec. 5.3.5, we extracted the braiding statistics of topological excitations in a polar fluid. We now deduce
another important property of a polar fluid namely the algebra obeyed by the density operators of the polar
fluid.
We recall that, in the two-dimensional quantum Hall fluid, the particle density operator obeys the GMP
algebra (also known as the W∞ algebra or the Fairlie-Fletcher-Zachos algebra). [238–240] The GMP algebra
plays an important role in the theory of the quantum Hall fluid. In the fractional quantum Hall effect, the
GMP algebra can be used to construct, via a single-mode approximation, the magneto-roton excitation, a
dispersing gapped charge-neutral collective excitation above the ground state. In the presence of a boundary
(an edge), the GMP algebra describes the gapless edge excitations of quantum Hall liquid. [241–243] (To be
more precise, to describe edge states one needs to consider the GMP algebra with a central extension. The
resulting algebra is called the W1+∞ algebra.)
In the polar fluid, it is natural to discuss, in addition to the particle density operator, a density operator
associated to the vorticity, and commutation relations between these density operators. The BF Lagrangian
(5.3.1) together with the identification of conserved densities (currents), Eqs. (5.3.1) and (5.3.1), suggest
a non-vanishing commutator between these densities. (See below.) In this section, we discuss this issue
with the help of a fermionic microscopic model – a free massive Dirac fermion in (3+1) dimensions. In the
following, we will identify the density operators associated to the particle number and the vorticities within
the Dirac model. Assuming the large mass gap, we will then project these density operators to the occupied
bands and compute the commutation relations. Finally, we will make a comparison with the effective BF
theory description.
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5.4.1 The density algebra in the massive Dirac fermion model
The Dirac Hamiltonian in question is given by
Hˆ :=
∑
k
Ψˆ†(k)H(k) Ψˆ(k),
where Ψˆ(k) is a four component fermion annihilation operator,
Ψˆ(k) :=
(
ψˆ1(k), ψˆ2(k), ψˆ3(k), ψˆ4(k)
)T
,
the momentum k ∈ R3, the single-particle Hermitian 4× 4 matrix H takes the form
H(k) :=
3∑
i=1
ki αi +mβ,
and the gamma matrices are chosen to be in the Dirac representation
αi ≡ γ0 γi :=
 0 σi
σi 0
 , β ≡ γ0 :=
σ0 0
0 −σ0
 .
The spectrum of H consists of two doubly degenerate bands with the energy eigenvalues
ε±(k) = ±
√
k2 +m2.
In the following, we assume the chemical potential such that the lowest two bands are fully occupied and the
mass gap is large, much larger than any perturbations that we could add to the Dirac Hamiltonian. We are
after the physics encoded by the lower bands. In particular, we seek the algebra obeyed by the charge and
vortex density operators projected onto the lower bands. The charge-density operator in the Dirac model
(before projection) is given by
ρˆ := Ψˆ† Ψˆ.
Once projected onto the two fully filled lowest bands, this operator should be compared with ijk∂ibˆjk in the
BF theory. As for the counterpart of ijk∂j dˆk, the spin-density operator is not appropriate as spin is not
conserved due to the spin-orbit coupling. Instead, we consider the curl of the Dirac current,
Λˆi := ijk∂j
(
Ψˆ† γ0 γk Ψˆ
)
.
153
Assuming the mass m to be “large”, we then evaluate the commutator for the charge and vortex density
operators projected onto the lowest two occupied bands.
The comparison between the BF field theory and the non-interacting Dirac model is not expected to be
perfect. To elaborate this point, we go momentarily back to two spatial dimensions. On the one hand, the
GMP algebra is obtained for the charge-density operator projected onto the lowest Landau level, whereby the
lowest Landau level has a uniform Berry curvature. On the other hand, the projected charge-density operator
in two-dimensional Chern insulators do not obey the GMP algebra, since Chern bands have a non-uniform
Berry curvature related as they are to the massive Dirac Hamiltonian in two-dimensional space. [244–248]
While it may be possible to use three-dimensional Landau levels to make a better comparison with the
density algebra derived from the BF theory, we will stick with the Dirac model for the sake of simplicity. A
“trick” that we will use to improve the comparison is that we will focus on the region of the momentum space
|k|/m 0 for which the Berry curvature is asymptotically uniform.
The projection onto the lowest bands can be done by first transforming the fermion operators ψˆα(k) with
α = 1, 2, 3, 4 into the eigenoperators χˆa(k) with a = 1, 2, 3, 4 of the Hamiltonian H(k) according to
ψˆ†α(k) =
4∑
b=1
ub∗α (k) χˆ
†
b(k),
where ubα(k) are the components of the eigenfunctions (Bloch wave function) of H(k). In terms of χˆ and u,
the projected charge-density operator with momentum q is
ρ˜(q) :=
∑
k
4∑
α=1
2∑
a,b=1
[u∗α(k)uα(k + q)]
ab
χˆ†a(k) χˆb(k + q).
Projected operators acquire the˜symbol instead of theˆsymbol in order to imply the summation convention
α = 1, 2, 3, 4 on the Dirac labels, whereas the summation convention is restricted to the labels for the occupied
Bloch bands, i.e., a, b = 1, 2. For q → 0, we expand u(k + q) to linear order in q. Summing over the Dirac
indices α = 1, · · · , 4 gives
ρ˜(q) ≈
∑
k
2∑
a,b=1
[
1 + qiAi(k)
]ab
χˆ†a(k) χˆb(k + q),
where
Ai(k) :=
4∑
α=1
u∗α(k) (∂iuα)(k), i = 1, 2, 3,
is a non-Abelian U(2) Berry connection and the summation convention over the index i = 1, 2, 3 that labels
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the components of the three-dimensional wave number q is implied. This non-Abelian U(2) Berry connection
can be decomposed into a U(1) part (A1) and an SU(2) part (A2). For the massive Dirac Hamiltonian in
(3 + 1)-dimensional space and time, their components labeled by i = 1, 2, 3 are
(Ai1)ab(k) =
−ki
2k0 (k0 +m)
δab,
and
(Ai2)ab(k) =
iijk (σj)ab kk
2k0 (k0 +m)
,
respectively, where k0 :=
√
k2 +m2.
Similarly, the components labeled by the index i = 1, 2, 3 of the spin-density operator are defined to be
Λˆi(q) := ijk ∂jjk(q),
where jˆi(q) is the Dirac 3-current operator
jˆi(q) :=
∑
k
ˆ¯Ψ(k)γiΨˆ(k + q).
After projecting onto the lowest two occupied bands, the spin-density operator takes the form
Λ˜i(q) :=
∑
k
iijk qj
[
u∗α
(
γ0γk
)αβ
uβ(k + q)
]ab
× χˆ†a(k) χˆb(k + q).
To lowest leading order in a gradiant expansion of the Bloch states a, b = 1, 2,
Λ˜i(q) ≈
∑
k
iijk qj
[
B0,k(k) + ql (Bl1,k(k) +Bl2,k(k))
]ab
× χˆ†a(k) χˆb(k + q).
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For the massive Dirac Hamiltonian in (3 + 1) dimensional space and time,
B0,i(k) =
ki
k0
δab,
Bi1,j(k) =
−ki kjm
2 k30 (k0 +m)
δab,
Bi2,j(k) = i
[
ljl
ki kl
k0
+ jil(k0 +m)
]
(σl)ab.
Again, we have explicitly kept terms that vanish by contraction with an antisymmetric tensor.
If we only consider the leading order term in an expansion in powers of the components of q1 and q2, we
obtain
[
ρ˜(q1), j˜i(q2)
]
= qj1
∑
k
[
∂jB0i
]ab
χˆ†a(k) χˆb(k + q1 + q2)
+ · · ·
and
[
ρ˜(q1), Λ˜i(q2)
]
= iijk ql1 q
j
2
∑
k
[
∂lB
k
0 (k)
]ab
× χˆ†a(k) χˆb(k + q1 + q2) + · · · .
When |k|  m, we arrive at
[
ρ˜(q1), Λ˜i(q2)
]
= iijk
qk1 q
j
2
m
ρ˜(q1 + q2) + · · · .
This is an analogue of the GMP algebra.
We now compare the commutator (5.4.1) derived from the massive Dirac model with the corresponding
commutator in the BF theory. We begin with the BF Lagrangian density (5.3.1) in the temporal gauge
d0 = b0i = 0.
It is given by
L = g2pi ijk d˙i bjk = g d˙iB
i,
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where we have defined
Bi := 12pi 
ijk bjk ≡
1
2pi ijk bjk.
Canonical quantization for the canonical pair di and g Bi implies the equal-time commutation relation
[
dˆi(x), Bˆj(y)
]
= ig−1 δ(x− y) δji
for i, j = 1, · · · , 3. Recalling the definitions of the conserved currents, Eqs. (5.3.1) and (5.3.1), the commutator
(5.4.1) resembles the commutator (5.4.1), i.e., the presence of the factor ijk qk1 q
j
2, although there is no particle
number density operator on the right-hand side of the commutator (5.4.1).
In fact, the absence of the density operator on the right-hand side of of Eq. (5.4.1) is anticipated (see
below), and the comparison between the commutators derived from the microscopic model and from the
effective field theory is not expected to be complete. Within the BF theory description, the particle density
is completely frozen in the bulk and does not fluctuate. Hence, the density operator on the right-hand
side of the commutator (5.4.1) is “invisible”. This situation is completely analogous to the Chern-Simons
description of the quantum Hall fluid. In the Chern-Simons description of quantum Hall fluid, the only
collective charge fluctuations described by the Chern-Simons theory are edge excitations (apart from the
point-like quasiparticle excitations in the bulk). Hence, one can not derive the GMP algebra in the bulk from
the Chern-Simons theory. Nevertheless, the description of edge excitations derived from the Chern-Simons
theory is consistent with the edge excitations derived from the GMP algebra.
5.5 Discussion
We have formulated a hydrodynamic description of gapped topological electron fluid in term of the BF
effective field theory. Just as fluid dynamics is an efficient description of a collection of macroscopic number
of interacting particles, the hydrodynamic BF field theory allows us to describe incompressible electron liquid
beyond single particle physics. From the BF theory, we have extracted statistical information of defects in
the polar fluid.
In the last section, we have linked the hydrodynamic BF theory description to the algebra of densities in the
polar fluid. The hydrodynamic BF theory may be derived, alternatively, by using the functional bosonization
technique. In the functional bosonization approach, one derives an effective action that encodes properties of
conserved quantities (hydrodynamic modes) for a given microscopic model. For example, effective field theory
descriptions of topological insulators have been derived by bosonizing the charge U(1) degrees of freedom
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in topological insulators. [249] In the polar fluid, we are concerned with two kinds of densities, the charge
and vorticity densities. A functional bosonization can be adopted to take into account these two kinds of
densities.
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Chapter 6
2-groups in topological phases of
matter
In this chapter we study the appearance of 2-groups and other group-like structures in the study of topological
phases of matter. We analyze several scenarios where these structures appear. First we briefly review the
notions involved in 2-groups or categorical groups. Then we move onto constructing topological gauge theories
from such objects. Along the way we analyze in detail the notion of a (flat) connection on a 2-bundle i.e
bundle where the structure group is a 2-group. Next we move onto studying quantum field theories with
global 2-group symmetries, their gauging and anomalies.
Section 6.1 involves directly constructing state-sum models from 2-groups [105,250–252] as higher gauge
theories. This is done in two equivalent ways: (i) By endowing a triangulated four-manifold with a G-coloring
with a given 2-group G, (ii) building topological gauge theories as sigma models of the classifying space
BG of the 2-group. In (i), the G-coloring together with some constraints define a flat G-bundle. The
Dijkgraaf-Witten approach can then be generalized straightforwardly. By allowing the topological action to
be a non-trivial element of the cohomology group H4(G, U(1)), we define distinct topological gauge theories
built from 2-groups. Given a topological group G, the classifying space BG is a space which satisfies in
particular the important property that its fundamental group is G and all other homotopy groups vanish.
Furthermore, for a discrete group G, homotopy classes of maps from N to BG are equivalent to isomorphism
classes of flat G-bundles that are locally 1-cochains. Similarly, one can define a space Bq+1H, the q + 1-th
Eilenberg-Maclane space where H is an abelian group, such that piq+1(Bq+1H) = H and all other homotopy
groups of Bq+1H vanish. Homotopy classes of maps from N to Bq+1H are equivalent to isomorphism classes
of flat (q+1)-form H-bundles denoted by H[q] bundles, i.e. BH[q] ≡ Bq+1H. Finally the classifying space of
a 2-group in (ii) may be understood as a fibration of classifying spaces of groups H[1] over G. With such an
understanding of the classifying space of a 2-group, we can define topological higher gauge theories quite
straightforwardly. The partition function reduces to a sum over homotopy classes of maps and with the
topological action provided by the pullback of a representative of a cohomology class on the classifying space.
Throughout this chapter, we contrast and compare the original Dijkgraaf-Witten approach for groups with
higher form groups, 2-groups and other generalizations.
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Note that the subject of gauge theories built on categorified groups is not exactly a new one. In [253], D.
Yetter defined a TQFT for three-manifolds based on 2-groups in a manner analogous to Dijkgraaf-Witten
theories but without any cohomological twist. In [254], the construction of Yetter was extended to homotopy
n-types such that the classifying space of a 2-group is a homotopy 2-type and that of an ordinary group
is a homotopy 1-type. Furthermore, in [255], Mackaay provided an explicit construction of TQFTs based
on homotopy 3-type whilst including a cohomological twist. In [256, 257], Martins studied invariants of
knotted surfaces embedded in S4 based on Yetter’s TQFT. More recently, in the condensed matter literature,
there have been several papers related to topological constructions based on 2-groups [109, 258–260]. See
also the recent exhaustive study of abelian continuous 2-group global symmetries arising in quantum field
theories [104].
Apart from intrinsic topological orders, it is possible to define symmetry protected topological phases of
matter (SPTs) with a 2-group as input data. In general, SPTs are gapped short-range entangled symmetric
phases of matter that have unique groundstates. A classification of bosonic SPTs based on group cohomology
was proposed in [261]. The authors showed that in (d+1) dimensions distinct bosonic SPTs with symmetry
G are labeled by classes [ω] ∈ Hd+1(G,U(1)). Furthermore, it was shown that given a representative cocycle
ω, one can construct an exactly solvable fixed point model based on a state-sum construction. Later, it was
shown in [262] that it is no coincidence if the classification of such SPTs coincides with the classification of
G-topological gauge theories. In fact gauging the global symmetry G in an SPT labeled by [ω] yields the
Dijkgraaf-Witten model (G, [ω]). Furthermore, one notices that SPT topological invariants are the U(1)-valued
response functions that an SPT furnishes in the presence of a background G-bundle [27,69,263–266].
Besides containing point-like operators, SPTs may also contain operators that are localized on q-dimensional
spacetime submanifolds. Global symmetries of q-dimensional operators dubbed generalized global symmetries
were studied by Gaiotto et al. in [101]. Symmetry operators can then be constructed as topological wall
operators localized on (d−q)-submanifolds of a (d+1)-manifold. Gauging a q-form symmetry group H[q]
requires the introduction of a (q+1)-form gauge field valued in the gauge group. As discussed above this
may be understood as a map from N to Bq+1H in a particular homotopy class. Similarly, one may want to
consider theories with 0-dimensional and q-dimensional matter fields so that the the global symmetry group
is G[q] which is (G,H[q]) as a set. In order to gauge such a symmetry we first need to understand what a
G[q] flat connection looks like. This may be answered by addressing the related question: What does the
classifying space BG[q] look like? This can be either a product space BG[q] = BG×Bq+1H or a non-trivial
fibration Bq+1H → BG[q] → BG classified by the extension class [α] ∈ Hq+2(BG,H). A flat G[q] connection
is then be captured by a system of fields (g, h) ∈ Z1(N,G)× Cq+1(N,H) that satisfy the conditions dg = 0
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and dh = α(g). In the special case where q = 1 we recover a 2-group G.
Following the above discussion, we are able construct exactly solvable state-sum models for four scenarios
of matter field distribution: (i) Point-like matter with global symmetry G, (ii) q-dimensional matter with
global symmetry H[q], (iii) point-like as well as string-like matter with global symmetry G[1] ≡ G and (iv)
point-like as well as q-dimensional matter with global symmetry G[q]. For each one of these scenarios, gauging
the global symmetry requires coupling the theory to appropriate background symmetry bundles and showing
that, upon summing over isomorphism classes of such bundles, one obtains the usual or higher-categorical
generalizations of Dijkgraaf-Witten theory.
A particularly interesting aspect of SPTs is their boundary theories. Consider a (d+1)-dimensional SPT
with a global symmetry structure X = G,H[q],G[q] labeled by a cohomology class representative [ω] ∈
Hd+1(BX,U(1)), where BX is the classifying space of X. Since the theory is symmetric under X, it is
possible to probe the symmetry by coupling the theory to a flat background X-bundle. Such a bundle is
provided via a map from N to BX. This can be done on closed manifolds as well as open manifolds. In
the case of an open manifold N such that ∂N = M , one can show that the response theory is invariant
under reparametrizations of the background gauge field only up to boundary terms. For the theory to be
well-defined, there must exist a condition on the d-dimensional boundary which precisely cancels the lack
of invariance of the (d+1)-dimensional topological response action on N . In other words, there must exist
a boundary X-symmetric theory on M which can be coupled to a background X-bundle but so that its
partition function is not invariant under gauge variation of X. This is precisely what is referred to as ’t-Hooft
anomaly. Such scnearios are particularly interesting to investigate in the context of SPTs [27, 267–270]
protected by 2-group symmetry [110,271] and its generalizations.
Organization of the chapter
In sec. 6.1, we present the notions of weak 2-group and flat 2-connection allowing us to construct topological
models from groups, higher-from groups, 2-groups and further generalizations having a higher gauge theory
interpretation. We are then able to recover the model obtained from a category-theoretical point of view.
In sec. 6.2, we provide state-sum models protected by 2-group (and generalizations of 2-groups) symmetry
together with their lattice realization. The gauging procedure of such models is also exposed. Finally, we
discuss in sec. 6.3 the relations between SPTs in d+1 dimensions and ’t-Hooft anomalies for higher symmetries
in d-dimensional TQFTs.
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6.1 Higher gauge theory models
6.1.1 2-connections and strict 2-groups
Ordinarily a gauge theory is built from a connection on a principle G-bundle where G is a discrete or
continuous group. For topologically trivial bundles, a connection is fully prescribed by holonomies of a 1-form
field A ∈ Ω1(N, g) where g is the Lie algebra of G. In case G is a discrete group, it is often more convenient
to work with a local description wherein the analog of a 1-connection is a 1-cochain valued in G denoted by
g1. A concise way to describe a G-connection is via the holonomy functor
hol1 : P1(N)→ G
from the path groupoid of the manifold N to the group G. This definition requires some explanation. A path
groupoid on a manifold N is a category where the objects are points on N and morphisms are paths between
points. This is a groupoid as each morphism has an inverse that is provided by the reversed-path. In the
path groupoid, composing morphisms is given by composition of paths. In the present discussion, we won’t
worry about smooth structure too much however it has been dealt with carefully in [105–107].
Similarly, in categorical terms, a group G is a groupoid with a single object. Morphisms from the object
to itself are labeled by elements in G, composition of objects is by group multiplication and the identity
morphism is provided by the identity element of the group. Flat connections can have non-trvivial holonomies
along non-contractible paths only and therefore a flat G-connection can be defined as a homorphism from
the fundamental group pi1(N) to G. Locally, this means that a flat G-connection is fully characterized by a
1-cocycle valued in G satisfying
dg = 1 .
In analogy, a 2-connection on a 2-bundle can be defined most succinctly as a 2-functor from a certain path
2-groupoid P2(N) to a 2-group G:
hol2 : P2(N)→ G .
1Here g may be understood as a Cˇech 1-cochain for a general group G (abelian or non-abelian) or as a simplicial 1-cochain
for G abelian. In either case, there is an equivalent description using a G-coloring of a triangulation of the manifold N which we
make explicit in the coming sections. We would often find it necessary to work with cochains or G-colorings that satisfy some
(possibly twisted) cocycle conditions. These structures can be generalized straightforwardly to higher-form groups and higher
groups, H[q] and G[q] respectively.
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A path 2-groupoid is a 2-groupoid, i.e, a 2-category in which every 1-morphism and every 2-morphism is
invertible. More specifically a path 2-groupoid P2(N) for a manifold N is a 2-category with points as objects,
paths as 1-morphisms and surfaces between paths as 2-morphisms. A flat 2-connection may be defined in
analogy to a flat connection as a homomorphism from the fundamental 2-group [272] to a 2-group2.
A 2-group G can be defined in several ways. In its weak version, it can be succinctly defined as a (weak)
monoidal category whose 2-morphisms are all invertible and 1-morphisms are weakly invertible. We will make
use of this definition eventually, however for now we will consider strict 2-groups which can be defined as a
2-groupoid with a single object such that all 1-morphisms and 2-morphisms are invertible. The 1-morphisms
are labeled by elements of a group Γ1 which compose according to the group multiplication in Γ1, i.e.
• • •
g g′
= • •
gg′
where g, g′ ∈ Γ1 and • refers to the single object in the category. The set of 2-morphisms from the identity
1-morphism 1 ∈ Γ1 to g ∈ Γ1 form a group Γ2, i.e
Γ2 :=
⊕
g∈Γ1
Hom(1, g) .
Given such a 2-morphism h, we denote the target 1-morphism by t(h) such that
• •
1
t(h)
h ≡ • •
1
t(h)
h
1
where the identification follows from the vertical composition being given by the group multiplication in
Γ2. As a matter of fact, 2-morphisms can be composed both vertically and horizontally. The horizontal
composition implies in particular that for two 2-morphisms h, h′ ∈ Γ2, it is simply the product hh′ ∈ Γ2,
which in turn implies that the map t : Γ2 → Γ1 is a group homomorphism, i.e.
• •
1
t(hh′)
hh′ = • • •
1
t(h)
h
1
t(h′)
h′ .
The horizontal composition of 2-morphisms can also be used to define a Γ1-group action . on Γ2 such that
2Roughly speaking a fundamental 2-group of N may be thought of as the path 2-groupoid of N with paths and surfaces
replaced homotopy classes of paths and surfaces respectively.
163
. : Γ1 × Γ2 → Γ2 via
• •
1
t(g.h)
g.h := • • • •
g
g
1
1
t(h)
h
g−1
g−1
1 .
It turns out that the quadruple G = (Γ1,Γ2, t, .) introduced above defines an algebraic structure known as a
crossed module [273]. In particular, we can show that the set (Γ1,Γ2, t, .) satisfies the properties
t(g . h) = gt(h)g−1
t(h) . h′ = hh′h−1
which enter the definition of a crossed module. The first relation follows from the definition of . while the
second one is a bit more subtle and can be shown diagrammatically as follows
hh′h−1 := • • • •
1
t(h)
h
1
t(h′)
h′
1
t(h−1)
h−1
= • • • •
1
t(h)
h
1
1
t(h′)
1
h′
1
t(h−1)
h−1
1
= • • • •
t(h)
t(h)
1
1
t(h′)
h′
t(h−1)
t(h−1)
1
= t(h) . h′ .
More generally, the domain of a 2-morphism need not to be the identity 1-morphism in which case we label
it by a tuple λ ∼ (g, h) ∈ Γ1×Γ2 where g refers to the source 1-morphism. When λ : g → g′ we can introduce
source and target maps s, t : Γ1 × Γ2 → Γ1 which map a 2-morphism to its source and target 1-morphisms,
respectively. In terms of the data of the crossed module introduced above, these can be expressed as
s(g, h) = g
t(g, h) = t(h)g =: g′ .
Note that a general 2-morphism is still valued in Γ2, however the horizontal composition is not the group
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multiplication in Γ2 anymore but instead it is a mutliplication in the semi-direct product Γ2 o Γ1 which
depends on the source 1-morphisms. Hence the labeling by an element of Γ1×Γ2. The horizontal composition
is finally defined by the following diagram
• •
g1g2
g′1g
′
2
λ1◦λ2 = • • •
g1
g′1
λ1
g2
g′2
λ2 ,
where λi = (gi, hi), we have λ1 ◦ λ2 =
(
g1g2, h1(g1 . h2)
)
. Furthermore, the vertical composition now reads
• •
g
g′′
λ
λ′
= • •
g
g′′
λ′·λ
where λ′ · λ = (g, h′h). Horizontal and vertical compositions must be compatible with one another. This is
encoded in the fact that the diagram
• • •
g1
g′′1
λ1
λ′1
g2
g′′2
λ2
λ′2
implies that the following equation must hold
(λ′1 · λ1) ◦ (λ′2 · λ2) = (λ′1 ◦ λ′2) · (λ1 ◦ λ2) .
It is straightforward to show that this is true for the composition rules define above.
Having defined the structure of a strict 2-group, we return to the original motivation of studying hol2 which
describes a 2-connection. The functor hol2 would assign elements of Γ1 to the paths on a manifold N and
elements of Γ2 to paths between paths. Furthermore these assignments must compose in a coherent way
adhering to the structure of the (strict) 2-group described above. Since our main purpose is to analyze
topological models, we will only need to work with flat 2-connections. It turns out [274,275] that in analogy
with flat connections, a flat 2-connection can be fully determined by a 1-cochain g valued in Γ1 satisfying
dg = t(h)
165
and a 2-cocycle h valued in Γ2, but which compose as Γ1 n Γ2, satisfying
dg.h = 1 ,
where the differential dg. on 2-cochains evaluated on a 3-simplex (abcd) reads
〈dg.h, (abcd)〉 = (gab . hbcd) · h−1acd · habc · h−1abc .
D. Yetter constructed an interesting topological invariant for a manifold N from a crossed module or 2-group
G [274]. Let N be a compact oriented piecewise linear manifold. An admissible “G-configuration of N” is a
configuration (g, h) satisfying the above constraints. Furthermore, we denote by bi the i-th Betti number of
N . The Yetter’s invariant IG(N) then reads
IG(M) =
#(G-configurations on N)
|Γ1|b0 |Γ2|b1−b0 .
Recall that while constructing the Hamiltonian extension of Dijkgraaf-Witten theory, we introduced a
weak-version of a category whose group elements were labeled by a discrete group G. By weakening the
associativity constraint, we were able to construct the most general topological gauge theories from group-like
categories. Similarly, it is natural to construct topological gauge theories from weak 2-group-like 2-categories.
6.1.2 Weak 2-groups
Starting from the definition of strict 2-groups as 2-groupoids with simple objects, we can define a weak
2-group as a 2-category where all 1-morphisms are weakly invertible and all 2-morphisms are invertible. It
was shown by Baez and Lauda [108]3 that there is a one-to-one correspondence between equivalence classes
of weak 2-groups and isomorphism classes of quadruples (G,H, ., [α]) which consist of
◦ A group G = coker(t)
◦ An abelian group H = ker(t)
◦ An action . : G→ Aut(H)
◦ A cohomology class [α] ∈ H3(G,H) which corresponds to the first Postnikov invariant.
Equivalently, if two 2-groups G and G′ are isomorphic, their classifying spaces are homotopy equivalent and,
according to a theorem by Maclane and Whitehead [276], captured by the above data.
3Strictly speaking Baez and Lauda show this for coherent 2-groups but since there is an equivalence between the category of
coherent and weak 2-groups, this statement holds.
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Flat 2-connections corresponding to weak 2-groups are then fully determined by a 1-cochain g valued in G
satisfying
dg = 1
and a 2-cochain h valued in H satisfying a cocycle condition twisted by an action . of G upto a cohomology
class α(g) ∈ H3(M,H) such that
dg.h = α(g)
where the differential on 2-cochains evaluated on a 3-simplex (abcd) now reads
〈dg.h, (abcd)〉 = gab . hbcd − hacd + habd − habc ,
where we used an additive product rule since the group H is abelian. To summarize, g is a 1-cocycle and h is
a 2-cochain satisfying a certain twisted cocycle condition controlled by α.4 These cocycle conditions can be
made natural by recalling that distinct flat 2-connections can be obtained via homotopy classes of maps from
the manifold to a certain homotopy 2-type known as the classifying space of the 2-group. We defer a more
detailed explanation to the next section.
At this stage, we can use this result to redefine a weak 2-group as a weak monoidal category which consists
of: Objects labeled by group elements in a group G which are weakly invertible, 1-morphisms labeled by
group elements in an abelian group H which are invertible, and an associator α provided by a cohomology
class in H3(G,H). Assuming a trivial action of G on H,5this is exactly the input data of the underlying
weak monoidal 1-category in C–2Vecpi,α,τG,H defined in sec. [37]. In the following, we will always assume the the
group G acts trivially on H for notational convenience.
6.1.3 Topological gauge theories from groups and group-like generalizations
There is a natural way to define topological gauge theories as sigma models with the target space being
the classifying space of a group, 2-group or some other group-like generalization. The general form of the
4Note that we denote the cochains by (g, h) both in the case of a strict 2-group and an equivalence class of weak 2-groups.
However in the former case they are valued in (Γ1,Γ2) and in the latter one in (G,H).
5When defining the category C–2Vecpi,α,τG,H it would have been possible to introduce a non-trivial action of G on H but we
chose not to do so for notational convenience.
167
partition function reads
ZXω (N) =
1
NX,N
∑
[γ]:N→X
e2pii〈γ
?ω,[N ]〉
where ω ∈ Cd+1(X,R/Z), N is a compact oriented (d+1)-manifold, [N ] ∈ Hd+1(N,Z) its fundamental
homology cycle and NX,N is a normalization constant that depends on the manifold and the choice of target
space X. The sum in the partition function is over homotopy classes [γ] of maps γ from N to X.
Given an oriented (d+ 2)-bordism W : N1 unionsqN2 → N3 we require that [1]
0 = 〈γ?ω, [N1]〉+ 〈γ?ω, [N2]〉 − 〈γ?ω, [N3]〉
= 〈γ?ω, [∂W]〉
= 〈γ?dnω, [W]〉 (6.2)
where d : Cn(X,R/Z)→ Cn+1(X,R/Z) is the coboundary operator. Since we require (6.2) to hold for all
bordisms one has ω ∈ Zd+1(X,R/Z). Similarly we may ask, what is the effect of modifying the cocycle ω by
a coboundary dλ where λ ∈ Cn(X,R/Z). Clearly this has no effect when N is closed. When N is an open
manifold it alters the action by a boundary term that can be absorbed into a U(1) phase when quantizing
the theory. The redefined Hilbert space preserves amplitudes and hence describes the same theory. Therefore
distinct topological sigma models are labeled by cohomology classes [ω] ∈ Hd+1(X,R/Z).6
In the following, we will be interested in situations corresponding to gauge theories built from: (i) An ordinary
group G, which could be abelian or non-abelian, (ii) a higher-form group which we denote H[q] where q > 1
such that it is necessarily abelian, (iii) a 2-group G together with its higher form generalization (iv) G[q]. In
these examples, the corresponding classifying spaces will be X = BG, Bq+1H, BG and BG[q], respectively.
Furthermore, we will emphasize the lattice descriptions corresponding to these different kinds of topological
gauge theories. As such we briefly recall here the notations we have been using so far: We are interested
in a (d+1)-dimensional, compact, oriented manifold N with a triangulation 4. We denote the vertices by
labels a, b, c etc. and 1-simplices, 2-simplices, 3-simplices by (ab), (abc), (abcd) etc. , respectively. Each
i-simplex is assigned an orientation which we denote (abc . . .) ∈ ±1 depending on whether the orientation of
the particular simplex coincides with the orientation of N . The number of i-simplices is denoted by |4i|.
6Here we have switched from labelling cohomological models by cocycles valued in U(1) to an equivalent convention of
labelling such models by cocycles valued in R/Z. Although these two formulations are clearly equivalent, we make such a switch
because a lot of the discussion will be focussed on topological actions which are more naturally valued in R/Z.
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Dijkgraaf-Witten theory
The Dijkgraaf-Witten partition function on a compact, oriented, (d+1)-dimensional manifold N takes the
form
ZGω (N) =
1
|G|b0
∑
[γ]:N→BG
e2pii〈γ
?ω,[N ]〉 . (6.3)
with b0 the 0-th Betti number. A property of BG that will be important for the present discussion is that
its only non-vanishing homotopy group is in degree one, i.e pii(BG) is G if i = 1 and 0 otherwise. The
topological action in (6.3) can thus be realized as a lattice TQFT action. Let N be equipped with an oriented
triangulation 4. Since BG is path-connected (pi0(BG) = 0), one may smoothly deform a map γ such that
each 0-simplex (vertex) on N is mapped to the same point in BG. Edges or 1-simplices of the triangulation
are mapped to the space of paths in BG which, up to homotopy, is G. Contractible paths are mapped to
the identity element in G. This is obviously a rather familiar construction in lattice gauge theories as this
is simply the lattice implementation of flat connection, i.e given a 2-simplex 42 = (abc) we assign group
elements to the edges such that
gac = gab · gbc .
The Dijkgraaf-Witten partition function (6.3) can now be recast as a lattice gauge theory. Consider N with
a G-coloring, i.e an assignment of group elements g ∈ G to every 1-simplex of N such that the above cocycle
constraint is everywhere satisfied. Let the set of colorings be denoted by Col(N,G). It is easy to check
that the coloring of each (d+1)-simplex depends on d+1 group elements. The topological action assigns a
U(1) phase to each (d+1)-simplex which depends on the coloring g ∈ Col(N,G) and a group cohomology
class representative of [ω] ∈ Hd+1(G,R/Z). For example in (3+1)d, consider a simplex 44 = (abcde), the
topological actions reads
e2piiSω(g ,44) ≡ e2pii(44)ω(gab,gbc,gcd,gde)
so that the Dijkgraaf-Witten partition function takes the form
ZGω (N) =
1
|G||40|
∑
g∈Col(N,G)
∏
44
e2piiSω(g ,44) . (6.4)
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Higher-form topological gauge theory
Let us now consider an abelian group H which we would get upon gauging a q-form global symmetry H[q].
A topological gauge theory corresponding to this group is built from (q+1)-form H-valued cocycles. In
(d+1)-dimensions these are classified by the cohomology group Hd+1(Bq+1H,R/Z) where Bq+1H is the
classifying space such that piq+1(Bq+1H) = H and all other homotopy groups vanish. The partition function
is defined analogously to the Dijkgraaf-Witten model:
ZH[q]ω (N) = 1|H|b0→q
∑
[γ]:N→Bq+1H
e2pii〈γ
?ω,[N ]〉
with b0→q :=
∑q
i=0(−1)ibq−i. Similar to the case discussed above, homotopy classes of maps to Bq+1H
define distinct flat (q+1)-form fields which are labeled by elements in Hom(piq+1(N), H) which, since H is
abelian, is Hq+1(N,H). Furthermore, since H is abelian, we can always construct a simplicial expression for
the topological action in terms of cup products and H-valued (q+1)-cochains h(q+1) such that
Sω(h(q+1) , N) = 〈γ?ω, [N ]〉 .
We can construct an explicit lattice gauge theory realization by considering colorings Col(N,H[q]) of N , i.e.
an assignment of group elements h(q+1) ∈ H to every (q+1)-simplex which satisfy the cocycle condition
dh(q+1) = 0. The partition function for the topological gauge theory takes the form
ZH[q]ω (N) = 1|H||40→q|
∑
h(q+1)
∏
4d+1
e2piiSω(h
(q+1) ,4d+1)
with |40→q| :=
∑q
i=0(−1)i|4q−i|. In particular, for a trivial cocycle ω ∼ 0 ∈ Hd+1(Bq+1H,R/Z), the
partition function simplifies and reads
ZH[q]0 (N) = |H|b0→q+1 = |H|
∑q+1
i=0
(−1)ibq+1−i .
For q = 1, these topological gauge theories were studied in more detail in [65,67,101].
2-group topological gauge theory
Similar to the group case, one can construct a topological gauge theory from a 2-group G = (G,H, ., α). The
partition function mimics the Dijkgraaf-Witten model:
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ZGω (N) =
1
|G|b0 |H|b1−b0
∑
[γ]:N→BG
e2pii〈γ
?ω,[N ]〉
for some ω ∈ Hd+1(BG,R/Z) where BG is the classifying space of the 2-group. The classifying space BG
has non-vanishing homotopy in degree one and two such that
pi1(BG) = G ,
pi2(BG) = H .
In fact BG can be understood conveniently as a B2H fibration on BG, where B2H is the classifying space
for 2-form H-connections. Therefore, the 2-group classifying space can be understood through the sequence
B2H → BG→ BG
which is captured by the Postnikov class [α] ∈ H3(BG,H). In analogy to lattice Dijkgraaf-Witten theory, we
may finally understand isomorphism classes of flat G 2-bundles via homotopy classes of maps γ : N → BG
[103].
Let N be a piecewise linear triangulated manifold (or more generally a Cˇech or simplicial complex) such that
the simplices are oriented following the same convention as before. Since BG is path connected, we may
deform γ so that each 0-simplex is mapped to the same point in BG, then each 1-simplex gets mapped to an
element of G such that contractible paths are mapped to the identity element which in turn imposes the
cocycle condition corresponding to a flat bundle. In practice, it means that we assign to every 1-simplex a
group element gab ∈ G, such that for every 2-simplex 42 = (abc) we impose the flatness condition
gac = gab · gbc . (6.5)
Similarly, 2-simplices are identified with group elements habc ∈ H, such that for every 3-simplex 43 = (abcd)
we impose the condition
hbcd − hacd + habd − habc = α(gab, gbc, gcd) . (6.6)
These two conditions are only a simplicial translation of the cocycle conditions satisfied by the cochains g and
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h7. The topological action then assigns a U(1)-valued phase to every (d+1)-simplex, namely e2piiSω(g|h ,4d+1)
so that the partition function takes the form
ZGω (N) =
1
#G,H,4
∑
(g,h)
∏
4d+1
e2piiSω(g|h ,4d+1) (6.7)
with #G,H,4 = |G||40||H||41|−|40| and (g, h) ∈ Col(N,G) the set of colorings for which the cocycle conditions
written above are satisfied. By linearizing this cocycle we would obtain a representative of H4(BG,R/Z)
and the partition function (6.7) in (3+1)d. In [109] different classes of cocycles [ω] ∈ H4(BG,R/Z) were
enumerated so that a general 2-group cocycle can be expressed as a sum of such classes.
We distinguish three types:
◦ Cocycles for the ordinary group G which are naturally classified by H4(BG,R/Z).
◦ Cocycles corresponding to the 2-form group H[1] and are classified by H4(B2H,R/Z).
◦ Non-trivial combination of cochains valued in G,H which can be expressed in the form of a 4-cocycle
ω ∈ Z4(N,R/Z) as ω(g, h) = h^λ(g) where λ ∈ H2(G, Hˆ) and Hˆ = H1(H,R/Z).
Generally, in the same way as the topological action of the Dijkgraaf-Witten model (6.3) depends on a class
in Hd(BG,U(1)) which can be represented by a group cocycle as a function of d variables living in G, we
can write the topological action of the 2-group state-sum model (6.7) as a single function of d variables in G
and d(d− 1)/2 variables in H which explicitly represents an equivalence class in H4(BG, U(1)). Note finally
that starting from the general formula (6.7) for the topological theory constructed from the 2-group G and
assuming that the 2-group cohomology class is trivial, we recover the lattice version of Yetter’s invariant, but
this time for a weak 2-group, still denoted by IG(N) and defined as
IG(N) =
#(G–colorings of N)
|G||40||H||41|−|40| .
where #(G–colorings of N) is the number of colorings of the 1-simplices and 2-simplices satisfying the closure
constraints (6.5) and (6.6). Here we have made use of the fact that there is a bijection between equivalence
classes of admissible G–colorings of N and homotopy classes of maps [γ] :M→ BG with BG. Also, starting
with the model constructed from the 2-group G and assuming that the group G is trivial, we recover the
2-form gauge theory model presented in sec. 6.1.3.
7Note that we do not put a superscript (q+1) on h, i.e, unless specified, h always denotes a 2-cochain corresponding to H[1].
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Further generalizations
Recently, interesting generalizations of the above 2-group structure were discussed by Tachikawa [110]. Let
us call such a generalization G[q]. This structure can be defined via its classifying space which is a fibration
Bq+1H → BG[q] → BG .
As a topological space, BG[q] has non-vanishing homotopy in degree 1 and q+1. More precisely, pi1(BG[q]) = G,
piq+1(BG[q]) = H and all other homotopy groups vanish. The bundle obtained upon pulling back from BG[q]
can be understood in terms of a local system of fields g and h(q+1) that satisfy
dg = 1
dh(q+1) = α(q+2)(g)
where g is a 1-cocycle valued in G, h(q+1) is a (q+1)-cochain valued in H and [α(q+2)] ∈ Hq+2(BG,H).
Similar to the above constructions, one can construct a topological gauge theory as a sigma model with target
space BG[q]. Such topological gauge theories are also classified by cohomology classes [ω] ∈ Hd+1(BG[q],R/Z)
and the partition function takes the form
ZG[q]ω (N) = 1|G|b0 |H|b0→q
∑
[γ]:N→BG[q]
e2pii〈γ
?ω,[N ]〉 .
This can be realized more explicitly as a topological lattice gauge theory by considering a simplicial
triangulation for the compact oriented manifold N with a coloring Col(N,G[q]) which involves assigning G
elements to 1-simplices and H-elements to (q+1)-simplices subject to the above cocycle conditions. The
topological action assigns a U(1) phase which depends on a representative of the cohomology class [ω].
6.1.4 2-group gauge transformations
We presented topological models based on 2-groups which have a higher gauge theory interpretation. In this
short section we emphasize what the corresponding gauge transformations are. 2-group gauge theory models
have two sets of gauge symmetries. First we have the usual gauge transformations which will now be referred
to as 0-form gauge transformations. These are parameterized by a gauge parameter k ∈ C0(N,G) and act at
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0-simplices such that the G-group variables labeling the 1-simplices transform as
gab → gkab := kagabk−1b .
The H-group variables labeling the 2-simplices are modified as well according to
habc → hkabc := habc + ζ(g, k)abc
where ζ(g, k) is a descendent of α(g), i.e it satisfies
dζ(g, k) = α(gk)− α(g) .
This condition ensures that the twisted cocycle condition is preserved under 0-gauge transformations:
dhk = d(h+ ζ(g, k))
= dh+ α(gk)− α(g) = α(gk) .
We also have 1-form gauge transformations. These are parameterized by a gauge parameter λ ∈ C1(N,H)
and act at 1-simplices such that the H-group variables labeling the 2-simplices transform as
habc → hλabc := habc + dλabc
= habc + λbc − λac + λab .
Together the gauge transformations form a crossed module so that their action on the fields satisfies the
following multiplication rule
(k1, λ1) ◦ (k2, λ2) = (k1k2, λ1(k1 . λ2))
where we have reintroduced the group action ., despite choosing it to be trivial, so as to make the semigroup
structure of gauge transformations manifest.
6.1.5 Lattice Hamiltonian realization
We obtained earlier a generalization of DW model in (3+1)d by weakening some of the axioms of the
corresponding category. This resulted in the definition of the 2-category C–2Vecpi,α,τG,H . We emphasized above
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how the underlying 1-category is actually the weak 2-group (G,H, triv, [α]), and in which sense the state
sum is actually a twisted 2-group model whose 4-cocycle ω represents a class in H4(BG, U(1)). In particular,
this suggests a way to construct the lattice Hamiltonian corresponding to the string net model built upon
C–2Vecpi,α,τG,H using the notions we just recalled about 2-groups, higher gauge theory and 2-connections. We
will now sketch the general construction of such lattice Hamiltonian for a given 2-group cocycle which in
(3+1)d would comprise the case of the C–2Vecpi,α,τG,H string net model.
So we would like to construct a lattice Hamiltonian whose ground state is described by a 2-group TQFT. To
do so without burdening the reader with unwieldy notations, we will consider a representative of an equivalence
class [ω3] ∈ H3(BG, U(1)). Note, however, that the model retains all the features of the four-dimensional
case as far as the 2-group is concerned. The labeling convention for a 2-group 3-cocycle is the following:
Labeling convention for 2-groups
Let 43 = (abcd) with a < b < c < d be a 3-simplex of the triangulation 4. We consider a flat G-connection
by assigning group variables gab ∈ G to the 1-simplices and group variables habc ∈ H to the 2-simplices.
Using the differential on cochains, these group variables must satisfy dg = 1 and dh = α(g) at every
2-simplex and 3-simplex, respectively. Because of the closure constraints, a 3-cocyle in H3(BG, U(1))
for the 2-group G, depends on three group variables g1, g2, g3 ∈ G such that gb ≡ gb−1b and three
group variables h1, h2, h3 ∈ H such that h1 ≡ habc, h2 ≡ hacd, h3 ≡ habd. We denote such cocycle by
ω3(g1, g2, g3|h1, h2, h3).
Using this labeling convention, we show in app. E.1 how to obtain the 2-group 3-cocycle condition. We
reproduce the corresponding equation below in a slightly different form:
ω3(g2, g3, g4|h1, h2, h3)
×ω3(g1, g2, g3|h4, h1 + h5 − h4 − α(g1, g2, g3), h5)
×ω3(g1, g2g3, g4|h5, h2 + h6 − h5 − α(g1, g2g3, g4), h6)
= ω3(g1, g2, g3g4|h4, h3 + h6 − h4 − α(g1, g2, g3g4), h6)
×ω3(g1g2, g3, g4|h1 + h5 − h4 − α(g1, g2, g3),
h2 + h6 − h5 − α(g1, g2g3, g4),
h3 + h6 − h4 − α(g1, g2, g3g4)) .
In [37], we explained how the cocycle condition could be used to write down how the topological action is
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modified under a (0-form) gauge transformation. The result could then be used to define the corresponding
projection operator in the lattice Hamiltonian picture. Let us now study how this strategy generalizes to the
2-group case using the cocycle condition written above.
Let 43 = (0123) be a 3-simplex of the triangulation 4. The corresponding topological action is given by
ω3(43) ≡ ω3(g1, g2, g3|h1, h2, h3). Let us now perform simultaneously: (i) A 0-form transformation at the
vertex (0) with gauge parameter k ∈ G such that g1 → kg1, h1 → h1 + ζ(g, k)012, h2 → h2 + ζ(g, k)023 and
h3 → h3 +ζ(g, k)013. (ii) Three 1-form gauge transformations at the 1-simplices (01), (02) and (03) with gauge
parameters λ01, λ02, λ03 ∈ H such that h1 → h1 − λ02 + λ01, h2 → h2 − λ03 + λ02 and h3 → h3 − λ03 + λ01.
Putting everything together, we obtain the following gauge transformation
ω3(g1, g2, g3|h1, h2, h3)
−→ ω3(kg1, g2, g3|h1 − λ02 + λ01 + ζ(g, k)012,
h2 − λ03 + λ02 + ζ(g, k)023,
h3 − λ03 + λ01 + ζ(g, k)013)
where ζ(g, k) must satisfy the equation dζ(g, k)0123 ≡ 〈dζ(g, k), (0123)〉 = α(kg1, g2, g3)− α(g1, g2, g3). We
can therefore choose ζ(g, k) such that
ζ123 = 0
ζ012 = −α(k, g1, g2)
ζ023 = −α(k, g1g2, g3)
ζ013 = −α(k, g1, g2g3).
where ζabc ≡ ζ(g, k)abc. Using a simple relabeling of the variables, it is now possible to use the 3-cocycle
condition for ω3 in order to rewrite how the topological actions transforms under the gauge transformation
considered above. One has
ω3(43) −→ ω3(43)G[g, h, k, λ]
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with
G[g, h, k, λ]
= ω3(k, g1, g2| − λ01, h1 − λ02 + λ01 + ζ012,−λ02)
× ω3(k, g1g2, g3| − λ02, h3 − λ03 + λ02 + ζ023,−λ03)
× ω3(k, g1, g2g3| − λ01, h2 − λ03 + λ01 + ζ013,−λ03)−1
which can be used to confirm the gauge invariance of the state sum model. Furthermore it provides an
explicit expression for the operator Av of the lattice Hamiltonian model acting on a vertex v shared by three
1-simplices and performing the gauge transformations described above:
A(0) .
∣∣∣∣
1
23 0
〉
= 1|G||H|3
∑
g0′0
∑
{h0′0i}3i=1
G[g, h, k, λ]
∣∣∣∣
1
23 0
′
〉
which matches the previous expression when setting g0′0 = k, h0′01 = −λ01, h0′02 = −λ02 and h0′03 = −λ03.
The same strategy applies when considering different 0-form and 1-form gauge transformations. More
generally, the action of the operator Av can be obtained explicitly where from the state-sum defined in terms
of ω3. We postpone a thorough study of the complete lattice Hamiltonian to another article, however the
same strategy applies for a 2-group 4-cocycle as for the one corresponding to the model built upon the
2-category C–2Vecpi,α,τG,H .
6.2 Bosonic SPTs protected by higher symmetries: State sum
models and their gauging
Symmetry protected topological phases (SPTs) of matter are short-range entangled, gapped phases of matter
that are trivial in the absence of symmetry (say G) in the sense that if we allow ourselves to break symmetry
G then these phases can all be adiabatically connected to the trivial phase. A manifestation of this triviality
is that the partition function for SPTs on a topologically trivial manifold takes the form
Z(N) = 1 +O(e−Lξ ) + . . .
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where ξ is some correlation length determined by the microscopics of the model and L is the system size. In
other words the partition function of an SPT is unity up to corrections that are exponentially suppressed in
the system size and therefore vanish in the thermodynamic limit. This is not unexpected since it is just a
statement about the theory being short-range entangled and having a unique ground state.
In order to unravel the non-trivial aspects of these phases, one must probe their symmetry properties. This
is naturally done by coupling the phase to a background G-connection A on some manifold N . Since these
phases of matter are inherently short-range entangled (also referred to as invertible), the partition function
in the presence of any background structure A and N (note that we treat the background topology and
connection on a somewhat equal footing) can at most be a U(1) phase. Hence, distinct phases of matter must
furnish topologically distinct actions built from data of G-connection A. Long ago Dijkgraaf and Witten [1]
classified possible topological G gauge theories for a general group in dimension 3 and for a finite group in
any dimension. Let us restrict ourselves to a finite group for simplicity. Then the topological actions take the
form
S = 〈γ?ω, [N ]〉 (6.8)
where ω ∈ Hd+1(BG,R/Z) and as before γ ∈ Map[N,BG], [N ] ∈ Hd+1(N,Z) is the fundamental homology
cycle and BG is the classifying space for G. This simply implies that bosonic SPT phases in (d+1)-dimensions
protected by group G are classified by group cohomology classes Hd+1(BG,U(1)) [261].8
In the above equation (6.8), γ?ω should be thought of as a functional of local data which in our case is
essentially a G-valued cocycle g. Hence we will often denote this interchangeably as ω(g) ' γ?ω. Furthermore,
when G is a discrete abelian group, we can always construct a simplicial expression for ω(g), i.e an expression
in terms of cup products and codifferentials of local objects defined on a simplicial triangulation. The distinct
SPTs protected by symmetry G, labeled by cocycles [ω] ∈ Hd+1(BG,R/Z) furnish the following partition
functions when coupled to a background connection g on a manifold N
Zω|SPT(g , N) = e2pii〈ω(g),[N ]〉
[
1 +O(e−Lξ ) + . . .
]
.
More precisely we should specify that here G is a 0-form symmetry i.e it acts on point-like objects. Below
we will consider several different situations, namely SPTs protected by (i) 0-form symmetry, (ii) q-form
symmetry, (iii) 2-group symmetry and (iv) further group-like generalizations. We construct fixed point
8In all of this discussion there is an assumption that there is a bijection between equivalence classes of gapped phases (with
suitable adjectives such as bosonic, d-dimensional, G-symmetric etc.) of matter and relativistic topological quantum field theories
(with analogous adjectives). This assumption is by no means obvious but let us proceed anyway.
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models for each of these cases. In order to gauge the symmetry we couple the model to background (i) 1-form
connection, (ii) 2-form connection, (iii) 2-group connection and (iv) generalized higher group connection,
respectively. These phases can be labeled as above by the topological response actions they furnish which are
classes in Hd+1(BG,R/Z), Hd+1(Bq+1H,R/Z), Hd+1(BG,R/Z) and Hd+1(BG[q],R/Z), respectively.
6.2.1 SPTs protected by 0-form symmetry
Bosonic SPTs protected by 0-form symmetry G and labeled by a cohomology class [ω] ∈ Hd+1(BG,R,Z)
can be modeled as a lattice quantum field theory. Consider a compact, oriented (d+1)-dimensional manifold
N with a given triangulation. Let k denote local matter degrees of freedom that live on the vertices of the
triangulation and are valued in G. The model takes the form
ZGω|SPT(N) =
1
|G||40|
∑
k∈C0(N,G)
∏
4d+1
e2piiSω(1
k ,4d+1)
where we have the identification Sω(1k , 4d+1) ≡ 〈ω(1k, ),4d+1〉 ≡ (4d+1)ω(1k) which stipulates that the
topological action evaluated via a pairing with a (d+1)-simplex is the same as the corresponding group
cohomology cocycle evaluated on this simplex via a choice of coloring. This is essentially (6.4) with gab
replaced by kak−1b . We note that ω(g) may have pieces of the form dg so that ω(1k) ≡ ω(dk) may contain
terms with d2k. When G is abelian, we have an isomorphism G '∏Pi=1 Zni for some P , ni ∈ Z, so that we
may lift k to a cochain valued in ZP . Therefore G fits in the exact sequence
1→ G˜→ G → G→ 1
where G˜ =
∏P
i=1 niZ and G = ZP . Furthermore, there is a natural homomorphism associated with the
previous short exact sequence known as the Bockstein homomorphism
β : H1(N,G) −→ H2(N, G˜)
where we should think of d2k as being an element of H2(N, G˜).
This model is invariant under the global symmetry transformation ka → kaK−1 where K ∈ Z0(N,G) '
Hom(pi0(N), G) is a constant. We can gauge this global G-symmetry by firstly promoting K so that it
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represents a 0-cochain l, and secondly introducing a flat background G-connection g so that they tranform as
ka → kal−1a , gab → lagabl−1b .
As before the flat connection is obtained by coloring the lattice with group variables gab ∈ G on every
1-simplex such that for every 2-simplex 42 = (abc) one has gac = gab · gbc. The set of such colorings is still
denoted by Col(N,G). Furthermore, we replace all the differentials on cochains by their covariant extensions,
namely
dk → dgk ,
i.e. we replace 1k = kak−1b with gkab = kagabk
−1
b . The gauged SPT model therefore reads
ZGω (N) =
1
|G|2|40|
∑
g,k
∏
4d+1
e2pii〈ω(dgk) ,4d+1〉 .
We may gauge away the bosonic degrees of freedom k by choosing l = k so that the gauged partition function
finally takes the form
ZGω (N) =
1
|G||40|
∑
g
∏
4d+1
e2piiSω(g ,4d+1)
where we made use of the fact that |G||40| = ∑k∈C0(N,G). As before, we have the identification Sω(g , 4d+1) ≡
〈ω(g),4d+1〉. As expected we recover exactly the Dijkgraaf-Witten partition function (6.4).
6.2.2 SPTs protected by q-form symmetry
We now consider models where the objects on which the symmetry group acts have support on q-dimensional
manifolds embedded in spacetime submanifolds. In order to probe these symmetries we follow a procedure
completely analogous to the one for 0-form symmetries, namely we introduce a flat background (q+1)-form
connection h(q+1). Such connection is captured by “holonomies” holh ∈ Hom(piq+1(N), H). Since H is always
abelian for q > 0 [101], isomorphism classes of flat connections are elements in Hq+1(N,H).
We expect that phases of matter protected by q-form symmetry are in correspondence with topological
actions that can be built from (q+1)-form connections h(q+1) via the Dijkgraaf-Witten prescription.
So given a class [ω] ∈ Hd(Bq+1H,R/Z), one can construct an invertible lattice topological field theory that
describes an SPT phase. The matter degrees of freedom denoted by λ(q) correspond to so-called q-connections
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(rather than H-valued q-cochains) whose space is provided by
λ(q) ∈ C˜q(N,H) = Cq(N,H)/dC˜q−1(N,H)
such that C˜1(N,H) ∼= C1(N,H). This may be thought of as a lattice analog of what is commonplace in
gauge theory, i.e taking a quotient on the space of lie algebra-valued forms by gauge transformations. The
matter degrees of freedom λ(q) are mathematical objects that are identical to the gauge transformations
of a H-valued (q + 1)-connection. Since when q > 1 the gauge transformations themselves have “gauge
transformations”, λ(q) ∈ C˜q(N,H)9. The partition function then reads
ZH[q]ω|SPT(N) =
1
|H||40→q|
∑
λ(q)
∏
4d+1
e2piiSω(dλ
(q) ,4d+1)
where |40→q| =
∑q
i=0(−1)i|4q−i|. This model has a q-form global symmetry under λ(q) → λ(q) + Λ(q) where
Λ(q) ∈ Zq(N,H). In order to gauge this model we promote Λ(q) to a q-connection ξ(q) and introduce a
(q+1)-form flat H-connection h(q+1) satisfying dh(q+1) = 0 along with the gauge transformation
h(q+1) → h(q+1) + dξ(q)
λ(q) → λ(q) − ξ(q) .
The procedure to obtain the response action is identical to that for 0-form SPTs, we first gauge away λ(q)
and then perform the partition sum to obtain
ZH[q]ω (N) = 1|H||40→q|
∑
h(q+1)
∏
4d+1
e2piiSω(h
(q+1) ,4d+1)
which is a topological gauge theory for the symmetry group H[q], or equivalently a topological sigma model with
target space Bq+1H and topological action provided by a class representative of [ω] ∈ Hd+1(Bq+1H,R/Z).
6.2.3 SPTs protected by 2-group symmetry
Let us now construct SPT phases protected by a 2-group G = (G,H, ., α). These SPTs must reduce to the
usual group cohomology SPTs described in sec. 6.2.1 when H is trivial and to the 2-form SPTs described in
sec. 6.2.2 when G is trivial. As such, these can be modeled as a state-sum model with degrees of freedom
9The configuration space of the matter degrees of freedom can alternately be motivated from the physical requirement that
the partition function on a manifold N without any background H[q] field turned on must be unity.
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k ∈ C0(N,G) and λ ∈ C˜1(N,H)10. For an SPT labeled by a cocycle [ω] ∈ Hd+1(BG,R/Z), the model takes
the form [109]
ZGω|SPT(N) =
1
#G,H,4
∑
k,λ
∏
4d+1
e2piiSω(1
k|dλ+ζ(1,k) ,4d+1)
with #G,H,4 = |G||40||H||41|−|40|. Note that as before we have the identification Sω(1k|dλ+ζ(1, k) , 4d+1) ≡
〈ω(1k|dλ + ζ(1, k)),4d+1〉. The gauged SPT is obtained by coupling the model to a flat background G-
connection so that the partition function reads
ZGω (N) =
1
#2G,H,4
∑
(g,h)
k,λ
∏
4d+1
e2piiSω(dgk|dhλ+ζ(g,k) ,4d+1)
where (g, h) ∈ Col(N,G) are such that dg = 1 and dh = α(g). This model has two sets of gauge transfroma-
tions, namely a 0-form gauge transformation with gauge parameter l which is a 0-cochain valued in G, and a
1-form gauge transformation with gauge parameter ξ which is a 1-cochain valued in H. Under the 0-form
gauge transformation the flat connection (g, h) transform as
(g, h)→ (gl, h+ ζ(g, l))
whereas the matter degrees of freedom transform as
ka → kal−1a
and ζ(g, k) transforms as
ζ(g, k)→ ζ(g, k)− ζ(g, l) .
On the other hand, the 1-form gauge transformation acts as
h→ h+ dξ
λ→ λ− ξ .
10Similar to h(q+1), we drop the superscript on λ(q) when q = 1.
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The model can be gauge fixed by setting l = k and ξ = λ to gauge away the matter degrees of freedom k and
λ. The partition function then takes the form
ZGω (N) =
1
#G,H,4
∑
(g,h)
∏
4d+1
e2piiSω(g|h ,4d+1)
which is a 2-group topological gauge theory labeled by cohomology class [ω] ∈ Hd+1(BG,R/Z).
6.2.4 Further generalizations
State-sum models for SPT phases protected by G[q] can be constructed in a similar manner as the models
described above. The matter degrees of freedom live on q-simplices and vertices of a triangulation of the
(d+1)-manifold N . We denote the degrees of freedom living on q-simplices as λ(q) where λ(q) ∈ C˜q(N,H).
The degrees of freedom living on vertices are denoted by k and are valued in G which may be non-abelian.
Such SPTs are labeled by a cocycle [ω] ∈ Hd+1(BG[q],R/Z) and the state-sum model takes the form
ZG[q]ω|SPT(N)
= 1#(G,H[q],4)
∑
k,λ(q)
∏
4d+1
e2piiSω(1
k|dλ(q)+ζ(1,k) ,4d+1)
with #(G,H[q],4) = |G||40||H||40→q| and ζ ∈ Cq(N,H). This model has a global G[q]-symmetry which
comprises of a 0-form part and a q-form part which act as
ka → kaK−1
λ(q) → λ(q) + Λ(q)
where K ∈ Map(pi0(N), G) is a constant and Λ(q) ∈ Map[piq(N), H] is an element of Zq(N,H). The model
can be gauged by promoting K and Λ(q) to cochains l and ξ(q) such that
l ∈ Map[40, G]
ξ(q) ∈ Map[4q, H]
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and by introducing 1-form gauge field g and (q+1)-form gauge field h(q+1). Coupling the model with this
background connection amounts to the following replacements
1
k ≡ dk → dgk
dλ(q) → dhλ(q) + ζ(g, k) .
Under 0-form gauge transformations, we have
(g, h(q+1))→ (gl, h(q+1) + ζ(g, l))
ζ(g, k)→ ζ(g, k)− ζ(g, l)
ka → kal−1a
while 1-form gauge transformations read
h(q+1) → h(q+1) + dξ(q)
λ(q) → λ(q) − ξ(q) .
We can finally gauge away the matter degrees of freedom by choosing l = k and ξ(q) = λ(q). The gauged
model finally takes the form
ZG[q]ω (N) = 1#(G,H[q],4)
∑
(g,h(q+1))
∏
4d+1
e2piiSω(g|h
(q+1) ,4d+1)
where the sum is over configurations (g, h) satisfying dg = 0 and dh(q+1) = α(q+2)(g) with [α(q+2)] ∈
Hq+2(BG,H). This is nothing but a G[q]-topological gauge theory.
6.2.5 Explicit lattice realization of 2-group SPTs
As explained above, SPTs are phases of matter satisfying three properties: (i) They display a global symmetry,
(ii) they are gapped, (iii) the low-enery limit is described by a TQFT which is trivial. As for the corresponding
intrinsic topological orders, these symmetry protected phases can be formulated as lattice quantum field
theories. In this section, we will present in detail an explicit lattice realization of SPTs protected by a 2-group
symmetry together with the corresponding gauging procedure.
In order to be as explicit as possible, we will focus, as in sec. 6.1.5, on the three-dimensional case. However,
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the same strategy applies to any dimension. Let us consider a closed three-dimensional manifold N realized as
a gluing of oriented 3-simplices 43 by picking a triangulation 4. We then consider a matter field configuration
which is obtained by assigning group elements {k} of G to every vertex and group elements {λ} of H to
every 1-simplex. We then consider a U(1)-valued function ν3 which is evaluated on each 3-simplex so that
partition function finally reads
ZGν3|SPT(N) =
1
#(G,H,4)
∑
k,λ
∏
43
ν
(43)
3 (k|λ) (6.9)
with #(G,H,4) = |G||40||H||41|−|40|. We could also work with a linearized version of ν3 valued in R/Z as in
the previous sections but chose not to for notational convenience. For a given 3-simplex labeled as follows
λ12
λ13
λ03
λ02
λ01
λ23
k2
k1
k3
k0
,
the topological action explicitly reads ν(0123)3 (k|λ) ≡ ν+13 (k0, . . . , k3;λ01, λ02, λ03, λ12, λ13, λ23). Recall that
the system must display a global 2-symmetry such that the 0-form symmetry group is G and the 1-form
symmetry group is H. This imposes the function ν3 to be homogeneous, i.e.
ν3(k0, . . . , k3|λ01, . . . , λi<j , . . . , λ23)
≡ ν3(k0K−1, . . . , k3K−1|λ01 + Λa − Λb,
λ02 + Λa, λ03 + Λc, λ12 + Λb,
λ13 + Λc − Λa + Λb,
λ23 + Λc − Λa)
such that K ∈ Z0(N,G) an Λ ∈ Z1(N,H). Furthermore, the low energy limit is described by a TQFT which
requires invariance of the partition function under Pachner moves which in turn imposes the function ν3 to
satisfy the following condition
4∏
j=0
ν
(−1)j
3 (k0, . . . , k̂j , . . . , k4|λ01, . . . , λ̂ i<j
j<k
, . . . , λ34) = 1 , (6.10)
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where the notation •̂ means that the corresponding element is omitted from the list. For instance, we have
(k0, . . . , k̂2, . . . , k4|λ01, . . . , λ̂ i<2
2<k
, . . . , λ34)
≡ (k1, k1, k3|λ01, λ03, λ04, λ13, λ14, λ34) .
This function ν3 turns out to represent a cocycle in H3(BG, U(1)).
Let us now show how gauging the global G-symmetry yields the topological model we discussed in the
previous section. To do so we will generalize the procedure proposed in [277] to 2-groups. By fixing the
global symmetry such that K = k3, Λa = −λ02, Λb = −λ12 and Λc = −λ03, we can rewrite the partition
function (6.9) in terms of the function
ν3(k0k−13 , . . . , k2k−13 ,1|λ01 − λ02 + λ12, 0, 0, 0, (6.11)
λ13 − λ03 + λ02 − λ12,
λ23 − λ03 + λ02) .
Let us now define another function ω3 such that
ω3(k1, k2, k3|λa, λb, λc)
≡ ν3(k1k2k3, k2k3, k3,1|λa − ζ(1, k)012, 0, 0, 0,
λc − λa − ζ(1, k)013 + ζ(1, k)012,
λb − ζ(1, k)023) .
It follows from the condition (6.10) that the function ω3 satisfies the usual 2-group 3-cocycle condition (see
app. E.1). We then deduce from the definition of ω3 that the topological action (6.11) can be rewritten
ω3(k0k−11 , . . . , k2k−13 |λ12 − λ02 + λ01 + ζ(1, k)012,
λ23 − λ03 + λ02 + ζ(1, k)023,
λ13 − λ03 + λ01 + ζ(1, k)013)
which is manifestly invariant under global G-symmetry (making in part use of the fact that we chose a
normalization such that ζ(1k,K) = 0 if K is constant). The previous expression can be rewritten in the
synthetic form ω3(1k|dλ+ ζ(1, k)).
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Let us now couple our SPT phase cohmological model to a flat G-connection. As explained in sec. 6.1.2, this
can be performed by assigning a group variable gab ∈ G to every 1-simplex of the lattice and a group element
habc ∈ H to every 2-simplex. Furthermore these variables must satisfy conditions which are the simplicial
translations of cocycle conditions, namely gac = gab · gbc and hbcd − hacd + habd − habc = α(gab, gbc, gcd).
Graphically, the coupling to the flat 1-connection can be represented as follows in the case of a 3-simplex
43 = (0123):
g12
g01
g23
h012
h023
h013
2
13
0
.
More generally the convention regarding the labeling of the edges and faces is the same as the one presented
in sec. 6.1.5. The insertion of these variables is such that the topological action now reads
ω3(k0g01k−11 , . . . , k2g23k−13 |h012 + dλ012 + ζ(g, k)012,
h023 + dλ023 + ζ(g, k)023,
h013 + dλ013 + ζ(g, k)013) ,
where we made use of the notation dλabc ≡ 〈dλ, (abc)〉 = λbc − λac + λab. The new topological action is now
invariant under the 1-form gauge transformation
habc → habc + ξbc − ξac + ξab , λab → λab − ξab
and the 0-form gauge transformation
ka → kal−1a , gab → lagabl−1b
habc → habc + ζ(g, l)abc
ζ(g, k)abc → ζ(g, k)abc − ζ(g, l)abc
with ka a G-valued 0-form gauge parameter and ξab is an H-valued 1-gauge parameter. These are exactly
the 2-group gauge transformations we introduced above.
By choosing la = ka and ξab = λab we can set the matter field to the identity which shifts at the same time
the flat G-connection configuration. If we now decide to integrate over the space of flat G-connections using
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the discrete measure 1/#G,H,4, we can perform explicitly the sum over the matter field so as to recover the
higher gauge model for the 2-group G:
ZGω3(N) =
1
#G,H,4
∑
(g,h)∈Col(N,G)
∏
43
ω
(43)
3 (g|h) .
6.3 ’t-Hooft anomalies for higher symmetry structures
’t-Hooft anomalies for global symmetries in d-dimensional quantum field theories and symmetry protected
topological phases of matter in (d+1) dimensions are very intimately related. Consider a QFT on a d-
dimensional manifold M with a global symmetry. Global symmetries can be of different varieties. Restricting
to unitary symmetries that do not act on spacetime indices, one can have 0-form symmetries, q-form
symmetries, or symmetries corresponding categorically-higher versions of groups such as G or G[q], as
mentioned in the previous section.
One might be interested in gauging these global symmetries, some subgroup or subcategory of them as
the case may be. The usual method to carry out such a gauging procedure is to couple the theory to a
background field and ask whether the theory is invariant under gauge transformations. More specifically, a
background field is equivalent to a network of symmetry defects so that invariance under gauge transformations
is equivalent to invariance under rearrangements of the defect structure.
For a quantum field theory on a d-dimensional manifold M , defects corresponding to 0-form symmetries
are localized on (d−1)-dimensional submanifolds of spacetime while q-form symmetry defects are localized on
(d−q−1)-dimensional submanifolds. Defects corresponding to other categorified generalizations can also be
appropriately defined. The goal in such case is to build a fine enough mesh with these symmetry defects
so as to be able to triangulate the manifold M using a network of defects. If the symmetry is healthy, i.e
non-anomalous, the path integral of the quantum field theory assigns to the network of defects a U(1)-valued
number that is invariant under changes of triangulation, i.e. rearrangements of the network.
Let us denote the path integral on a manifold M in the presence of background defects AX by Z(M,AX).11
A reparamentrization corresponds to a “gauge transformation” of AX so that we require
Z(AX ,M) = Z(AX + δAX ,M) .
11X denotes some general symmetry structure, i.e a group, a higher-form group or a categorical generalization thereof.
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A violation of this requirement would then take the form
Z(AX + δAX ,M) = ei〈f(AX ,δAX),[M ]〉Z(AX ,M)
which are most naturally encoded in cohomology classes of degree d+1, i.e Hd+1(X,R/Z) where X is the
classifying space of the group-like global symmetry structure. In other words, in most cases of interest, it is
possible to find a cohomology class [ω] ∈ Hd+1(X,R/Z) and a manifold N satisfying ∂N = M such that the
quantity
Z(AX ,M)e2pii〈ω(A
#
X
),[N ]〉
depends unambiguously on the background field AX . In the equation above, ω(A#X) should be understood
as a cocycle evaluated on a background structure on N such that it restricts to AX on M as discussed in
the previous sections. Therefore, d-dimensional QFTs with ’t-Hooft anomalies can be realized as symmetric
theories on the surface of appropriate SPTs.
Below we discuss several examples of quantum field theories with ’t-Hooft anomalies corresponding to
higher-form symmetry and 2-group symmetries which can be realized on the surface of the corresponding
higher-form and 2-group SPTs. Most of the examples we study correspond to gapped boundaries of SPTs.
6.3.1 Scenario 1: 1-form symmetry anomalies in (2+1)d abelian
Dijkgraaf-Witten theories
In this subsection we study abelian Dijkgraaf-Witten theories in (2+1)d. We show that in general these
theories have 2-group global symmetries. The 1-form symmetry subgroup of the 2-group is generated
by the (abelian) line operators of the theory. Then gauging this 1-form symmetry implies condensing
the corresponding lines. Such a condensation process may be anomalous if two or more of the lines are
not-mutually local, i.e they have non-trivial braiding statistics. In this case, we say we have an abelian
Dijkgraaf-Witten theory with an anomalous 1-form symmetry. We show that such a symmetry can be gauged
on the surface of a 2-form SPT.
Let us consider global symmetries of abelian Dijkgraaf-Witten theories in (2+1)d. Since any finite abelian
group is a product of cyclic groups, it is convenient to work with G = Zkn. This can be generalized to other
finite abelian groups straightforwardly. Such Dijkgraaf-Witten theories admit a Lagrangian formulation of
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the form
Sω|DW(M) =
2pii
n
∫
M
(
δIJb
I^daJ + ω(a)
)
(6.12)
where we use the Einstein summation convention. Here ω is a simplicial expression that represents a
cohomology class in H3(G,R/Z) and the fields a, b12 are cochains valued in G13. The above action (6.12) is
invariant under both a 0-form and a 1-form symmetry transformations which together have the structure of a
2-group. The 0-form global symmetry group is provided by Autω(G), namely the subgroup of Aut(G) which
preserves the cohomology class ω, such that a given ϕ ∈ Autω(G) acts on the fields as
ϕ :
 a
b
 7→
 ϕ(a)
ϕ(b)
 .
The 1-form global symmetry group denoted by (G×G)[1]14 such that λ = (λa, λb) ∈ (G×G)[1] acts on the
fields as
λ :
 aI
bI
 7→
 aI
bI
+
 λIa
λIb
 , (6.13)
where λIa, λIb ∈ Z1(N,Zn). Before attempting to gauge these global symmetries, let us explain how they form
a 2-group. Earlier we saw that the data that prescribes a 2-group is: A group, an abelian (1-form symmetry)
group, an action of the former on the latter, and a certain cohomology class. Let us call the 2-group of global
symmetries of a particular Dijkgraaf-Witten labeled by [ω] by G(ω,α). Clearly the first three pieces of data
are the group Autω(G), the 1-form symmetry group (G×G)[1] and the obvious action of the former on the
latter. In addition we must pick a 3-cocycle [α] ∈ H3(Autω(G), G×G). Then the 2-group G(ω,α) fits in the
exact sequence
1→ (G×G)[1] → G(ω,α) → Autω(G)→ 1 .
As expected gauging G(ω,α) would involve turning on a background 1-cochain g and 2-cochain h valued in
12To avoid confusion we reserve using the notation g, h etc. for fields appearing in the response theory of the bulk SPT.
13More precisely b labels charge excitations in these twisted quantum doubles and should therefore be valued in Rep(G) but
for abelian groups Rep(G) ' G.
14More precisely this is the 1-form symmetry only for type-(I),(II) Dijkgraaf-Witten theories, not for type-(III) as we will see
shortly.
190
Autω(G) and G×G respectively that satisfy the twisted cocycle conditions
dg = 1 ,
dgh = α(g) .
Let us now return to the more modest task of gauging the 1-form subgroup (G×G)[1]. As explained earlier,
gauging a global symmetry is performed locally by relaxing the cocycle condition on λIa, λIb (6.13). We work
explicitly by picking a cocycle in the group cohomology H3(G,U(1)). In general, discrete abelian groups
have three families of 3-cocycles usually referred to as type-(I), type-(II) and type-(III) [117]:
ω(I)(ga, gb, gc) = exp
(2piipI
n2
gIa
(
gIb + gIc − [gIb + gIc ]
))
ω(II)(ga, gb, gc) = exp
(2piipIJ
n2
gIa
(
gJb + gJc − [gJb + gJc ]
))
ω(III)(ga, gb, gc) = exp
(2piipIJK
n2
gIag
J
b g
K
c
)
where ga, gb, gc ∈ G, pI , pIJ , pIJK ∈ Z/nZ and [ • ] ≡ • mod n. It is clear from the equations above that
types-(I),(II) are quite similar so that we treat these cocycles separately from type-(III) cocycles. In the
former case, the action (6.12) takes the form
S(I,II)|DW(M) =
2pii
n
∫
M
(
δIJb
I^daJ + pIJaI^daJ
)
.
Under a 1-form gauge transformation (i.e treating λIa,b as a Zn-valued cochains instead of cocycles) the
variation of the action reads15
δS(I,II)|DW(M)
= 2pii
n
∫
M
(
δIJ
(
λIb^da
J + bI^dλJa + λIb^dλJa
)
+ pIJ
(
λIa^da
J + aI^dλJa + λIa^dλJa
))
.
In order to compensate for the new terms which depends on the 1-form gauge parameters, we couple the
model with background 2-form gauge fields hIa and hIb which transform as
hIa → hIa − dλIa , hIb → hIb − dλIb
15Note that we drop boundary terms as M is a closed manifold.
191
so that the gauged action reads
Sgauged(I,II)|DW(M)
= 2pii
n
∫
M
(
δIJ
(
bI^daJ + hIb^aJ + bI^hJa
)
+ pIJ
(
aI^daJ + hIa^aJ + aI^hJa
))
.
Under gauge transformations, the variation of its action is finally given by
δSgauged(I,II)|DW(M)
= 2pii
n
∫
M
(
δIJ
(− dλIb^λJa + λIb^hJa + hIb^λJa)
+ pIJ
(
λIa^h
J
a + hIa^λJa − λIa^dλJa
))
.
It turns out that the variation of the gauged action exactly cancels the boundary term in the variation of
S(I,II)|SPT(N) =
2pii
n
∫
N
(
δIJh
I
b^h
J
a + pIJhIa^hJa
)
.
Hence we have shown that it is possible to gauge a 1-form symmetry corresponding to non-mutually local
abelian lines at the cost of introducing a (3+1)d bulk with the topological response action proposed above.
Gauging a 1-form symmetry corresponding to mutually non-local lines implies trying to proliferate these
lines freely commonly known as anyon condensation. It is clear that such a process cannot be well defined
(i.e is anomalous) for an inherently (2+1)d theory due to the phase ambiguity that the partition function
would accrue every time two mutually non-local lines cross each other. Next we show that no such anomaly
exists for type-(III) Dijkgraaf-Witten theory as all the abelian lines are mutually local for such theories.
Consider the following action that describes type-(III) Dijkgraaf-Witten theories
S(III)|DW(M)
= 2pii
n
∫
M
(
δIJb
I^daJ + pIJKaI^aJ^aK
)
.
Recall that a 1-form symmetry is generated by abelian lines in the theory. It is known that the type-(III)
theory for G = Zkn has only nk abelian line operators instead of |G2| = n2k [117,121]. Therefore in this case
the 1-form symmetry is only G[1] instead of (G×G)[1] and is generated by the following abelian Wilson line
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operators
WbI (γ) = exp
{
i
∮
γ
bI
}
.
Furthermore, the global 1-form symmetry acts as
λ : bI 7→ bI + λIb , λIb ∈ Z1(M,G) . (6.14)
Since all these lines are bosonic and mutually transparent, we are able to gauge the 1-form symmetry16 and
the gauged action reads
Sgauged(III)|DW(M) =
2pii
n
∫
M
(
δIJ
(
bI^daJ + hIb^aJ
)
+ pIJKaI^aJ^aK
)
.
It is then straightforward to show that this is invariant under the gauge transformation (6.14) and hIb →
hIb − dλIb where λIb ∈ C1(M,G).
6.3.2 Scenario 2: Anomalies from gauging 1-form subgroup of 2-group
symmetry in (2+1)d QFTs
We consider an H-topological gauge theory in (2+1)d where H is an abelian group. As we saw in the previous
section, such theories have a 1-form symmetry which always has a subgroup H[1]. Let us consider the scenario
where our QFT has a global 2-group symmetry with the 1-form part being H[1], 0-form part being G and
extension class being α ∈ H3(BG,H). We will see that by gauging H[1], we realize a quantum field theory
whose anomaly can be tuned by choosing [α] and can be cancelled by a 0-form SPT in (3+1)d protected by
0-form group G×H.
We begin with a theory with a 2-group global symmetry G, defined on a closed (2+1)d manifold M whose
partition function we denote by Zth(M)17. The global symmetry can be probed by coupling the theory to a
background 2-group connection defined by the local data (g, h) satisfying the usual twisted cocycle conditions
dg = 1 and dgh = α(g). We denote the partition function of the theory coupled to background 2-group
connection by Zth(g|h , M). The 1-form subgroup can be gauged by summing over equivalence classes of
16Gauging a 1-form symmetry is synonymous to condensing abelian lines that generate the symmetry. If the lines are all
bosonic and mutually transparent, they can be condensed and there is no 1-form ’t-Hooft anomaly [58,112].
17The superscript th is meant to denote theory. Similarly the superscript th/• implies the partition function for the same
theory after • subgroup of the total global symmetry group has been gauged.
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2-chains h. The partition function after gauging H[1] ⊂ G is
Zth/H[1](g , M) ∝
∑
h
Zth(g|h , M) .
The gauged theory has a dual 0-form global symmetry H in addition to the original 0-form symmetry G.
Therefore we can probe H by coupling to a background 1-cochain hˆ as
Zth/H[1](g|hˆ , M) ∝
∑
h
Zth(g|h , M)ei
∫
M
h^hˆ
.
Under a gauge transformation hˆ→ hˆ− dλˆ, the partition function transforms as
Zth/H[1](g|hˆ− dλˆ , M) = Zth/H[1](g|hˆ , M)ei
∫
M
α(g)λˆ
.
This anomaly can be absorbed by a bulk 0-form SPT in (3+1)d protected by the symmetry group G×H
with the topological response
SSPT(N) =
∫
N
α(g)^hˆ . (6.15)
More specifically, by choosing H = Zn and G = Zk−1n we may obtain candidate surface theories for all
(3+1)d bosonic SPTs protected by G ×H = Zkn. Indeed, similar to (2+1)d abelian DW theories, (3+1)d
DW are constructed from three kinds of cocycles which we call type-(II),(III),(IV). The topological action
corresponding to type-(II),(III) takes the form [63,69]
S(II,III)|SPT(N) ∝
∫
N
hˆ^g^dg
whereas the topological action corresponding to type-(IV) takes the form
S(IV)|SPT(N) ∝
∫
N
hˆ^g^g^g .
Surface theories corresponding to these anomalies can be constructed via the above recipe by choosing
α(g) ∝ g^dg or α(g) ∝ g^g^g with the appropriate coefficient in (6.15).
An alternate construction for gapless surfaces of (3+1)d 0-form bosonic SPTs was provided in [69].
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6.3.3 Scenario 3: Mixed 0,1-form anomalies from gauging finite subgroups of
(2+1)d QFTs
We will now consider a situation which was recently studied in the interesting work by Tachikawa [110] and
which is closely related to the works in [27,278,279]. Consider a (2+1)d QFT with a global symmetry Γ. Let
H be an abelian subgroup in the center of Γ. We consider the following short exact sequence
0→ H → Γ→ G→ 0
which defines Γ as a central extension of G by H such that Γ/H is isomorphic to G. Isomorphism classes of
such central extensions are captured by the cohomology classes [β] ∈ H2(G,H). By gauging H, we obtain a
gauge theory with gauge group H together with a 0-form global symmetry G and a 1-form global symmetry
Hˆ = H1(H,U(1)) which is generated by the line operators of the gauge theory. We can probe these global
symmetries by coupling the model with background fields g ∈ Hom(pi1(M), G) and hˆ ∈ H2(M, Hˆ).
Such model has an anomaly which we can now express as
∫
N
β(g)^hˆ .
More precisely, let the partition function of the original theory coupled to a background H-connection
h ∈ Z1(M,H) be denoted by Zth(h , M). We can dynamically gauge this symmetry by summing over classes
of flat bundles. The partition function for the gauged theory then reads
Zth/H(M) = 1|H|b0(M)
∑
[h]∈H1(M,H)
Zth(h , M) .
This theory has a mixed 0-form and 1-form global symmetry which we write (G, Hˆ). This mixed symmetry
can be probed by introducing a background system of fields (g, hˆ) ∈ (Z1(M,G), Z2(M, Hˆ)). It is crucial to
notice that in the presence of background g, the gauge field h is no longer a cocycle but satisfies the relation
dh = β(g). The theory th/H coupled to background (g, hˆ) takes the form
Zth/H(g|hˆ , M) ∝
∑
h
e
i
∫
M
h^hˆ Zth(g|h , M) .
This theory is not invariant under the gauge transformation hˆ → hˆ + λˆ where λˆ ∈ C1(N, Hˆ). It can be
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readily checked that it transforms as
Zth/H(g|hˆ+ λˆ , M ] = Zth/H(g|hˆ , M) ei
∫
M
β(g)^λˆ
hence the anomaly valued in a 4d theory described by the topological response action
∫
N
β(g)^hˆ. These
kind of response theories were studied previously in [109]. The corresponding mixed 1,2-form topological
topological gauge theory was analyzed in [280] and shown to furnish interesting Borromean-ring like triple
link invariants between two surfaces and a loop knotted in four-dimensional spacetime.
6.3.4 Scenario 4: Anomalies from gauging 1-form subgroup of 2-group
symmetry in (3+1)d QFTs
Consider a 4d version of Scenario 3 above. Let there be a QFT with global symmetry structure described by
a 2-group G captured by the sequence
0→ H[1] → G→ G→ 0
where the extension class is [α] ∈ H3(G,H). We can gauge the 1-form symmetry H[1] by coupling to a
background background h ∈ Z2(M,H)18. Let the partition function be labeled Zth(h , M). We can make
the gauge field dynamical, i.e sum over isomorphism classes of flat 2-connections to obtain the gauged theory
with partition function
Zth/H[1](M) = 1|H|b1−b0
∑
[h]∈H2(M,H)
Zth(h , M)
Then the gauged theory has a global symmetry group which as a set can be described as (Hˆ[1], G). As
described above and in [110], the theory th/H[1] has an anomaly given by
∫
N
α(g)^hˆ (6.16)
18Note that in this subsection, M is a closed 4-manifold and N a 5-manifold such that ∂N = M .
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where we have introduced background fields g ∈ Hom(pi1(N), G) and hˆ ∈ H2(N, Hˆ) 19. α[g] ∈ Z3(N,H)
refers to the cocycle α evaluated on g. The background field hˆ enters the action via the coupling
∫
M
h^hˆ ,
i.e, the gauged theory th/H[1] coupled to background fields (g, hˆ) takes the form
Zth/H[1](g|hˆ , M) ∝
∑
[h]
ei
∫
(h^hˆ+ω(g|hˆ))Z(g|h , M)
where we have also included ω ∈ H4(G×H[1],R/2piZ) which is the analog of the discrete torsion phase that
shows up in orbifold conformal field theories for four-dimensional spacetime with a 2-group instead of an
ordinary group. The anomaly may be computed straightforwardly by performing a gauge transformation
hˆ→ hˆ+ dλˆ where λˆ ∈ C1(M, Hˆ). Since dh = α(g), it can be seen that a term of the form (6.16) is required
to cancel this gauge variation.
Alternately, we can consider a more interesting scenario where the theory ‘th’ is itself anomalous and has an
anomaly of the form
∫
N
h^α˜(g) (6.17)
where α˜ ∈ H3(BG, Hˆ). Let us denote this theory by “thanom”. Then we may be interested in studying the
anomaly structure of the theory one obtains by gauging the 1-form symmetry H[1] in theory thanom. In a
recent study of SU(N) gauge theories [281] a similar phenomena was shown to occur for a mixed anomaly
between 0-form CP symmetry and 1-form center ZN symmetry (at θ = pi). As before let us label the partition
function of thanom coupled to background fields (g, h) by Zthanom(g|h , M). Then we may gauge by summing
over isomorphism classes of flat 2-form fields [h]
Zthanom/H[1](g , M)
= 1|H|b1−b0
∑
[h]∈H2(M,H)
Zthanom(g|h , M) .
As before, the gauged theory thanom/H[1] has a dual 1-form symmetry which may be probed by coupling to
19Here we use g, hˆ for both the fields on M and their extension to the 5-manifold N .
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a background field ĥ ∈ H2(M, Hˆ[1])
Zthanom/H[1](g|hˆ , M)
= 1|H|b1−b0
∑
[h]∈H2(M,H)
e
i
∫
M
h^hˆZthanom(g|h , M) .
We require the theory thanom/H[1] to be invariant under gauge transformations, h → h + dλ where λ ∈
C1(M,H). This requires imposing dhˆ = α˜(g) in order to cancel the variation of the anomaly (6.17) which
reminds us that the symmetry of the gauged theory is not a direct product of a 0-form and 1-form symmetry
but in fact forms a non-trivial 2-group whose extension class is [α˜] ∈ H3(G, Hˆ). Topologically distinct
coupling to background (g, hˆ) are labeled by classes in H4(G˜,R/2piZ) where G˜ is the 2-group which fits in
the short exact sequence
0→ Hˆ[1] → G˜→ G→ 0
with extension class [α˜].
6.4 Discussion
Cohomological models of topological phases have been under intense investigation in the past years. So far
they seem to encapsulate most of the known models of intrinsic topological orders in (3+1)d. For instance,
it was argued in [36] that bosonic topological orders with bosonic point-like excitations are classified by a
pair (G, [ω]) with G a discrete group and [ω] ∈ H4(BG,U(1)). Furthermore, these models typically have a
topological lattice gauge theory interpretation which is made prominent in the design of lattice Hamiltonian
realization.
The goal of this manuscript was three-fold: Provide additional evidence that 2-category is the proper
language to describe the input data of a (3+1)d string net model, emphasize how higher gauge theories
naturally arise as a generalization of the group cohomological models, and finally study properties of these
higher-gauge models built upon 2-groups.
Starting with the study of the Hamiltonian realization of the four-dimensional Dijkgraaf-Witten model,
we used simplicial arguments to explain how the consistency condition of the unitary map performing a
three-dimensional Pachner move corresponds to the coherence relation of a structural 2-morphism of a
given monoidal 2-category, namely the pentagonator. The combinatorics of the corresponding commutative
diagram is the one of the fifth Stasheff polytope. We were then able to identify the 2-category which yields
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the four-dimensional Dijkgraaf-Witten, namely the category of G-graded 2-vector spaces, such that the
cohomological twists plays the role of the pentagonator. Thinking of this 2-category as a base, we were then
able to obtain richer topological phases by relaxing some of its defining axioms. Most interestingly, in the
process we turned the underlying 1-category into a weak 2-group. The corresponding topological theory
could therefore be understood as a cohomological model for a 2-group which has a higher gauge theory
interpretation. Exploiting this relation with higher gauge theories is key in order to derive the corresponding
lattice Hamiltonian.
Following a strategy analogous to the one suitable to cohomological gauge models, we were able to
describe the symmetry protected phases associated with the 2-group TQFTs, higher-form TQFTs and their
generalizations. Further we described their lattice realization. Moreover, we explained in detail the gauging
procedure which relate these symmetry protected phases to their respective topological orders. Finally, we
provided a detailed discussion regarding the relation between these symmetry protected topological phases in
d+1 dimensions and ’t-Hooft anomalies for global symmetries in d-dimensional quantum field theories.
An interesting question that we will address in the future is the characterization of the excitations for these
higher gauge models of topological phases. In (2+1)d, it is well-known that the excitations of the Hamiltonian
realization of the three-dimensional Dijkgraaf-Witten model are labeled by irreducible representations of the
twisted Drinfel’d double [46,49,282,283]. Furthermore, it was shown in [47,51,68] using dimensional reduction
techniques that the three-dimensional generalization of Kitaev’s double model yields excitations labeled by
irreducible representations of the so-called quantum triple. We expect the excitations of topological models
built upon 2-groups to be characterized by extensions of these algebraic structures. This will probably require
us to make use of higher order representation theory [284]. A first step should be to study the excitations
in the case of 2-form gauge theories. In three dimensions, these should yield point-like and membrane-like
excitations.
Another prospect is the study of the Lagrangian formulation for such models in the continuum. We would
then show how we can recover the lattice higher gauge models presented here upon canonical quantization.
In particular, we would like to be able to provide explicit formulas in the spirit of (6.12). However, such
explicit formula in terms of cochains are usually reserved for abelian groups. Therefore, we expect to study
first the case of 2-groups built upon two abelian groups.
More generally, it would be very interesting to provide additional physical motivation for the study of such
models. As we explained in this chapter both from a category theoretical and gauge theory point of view,
topological phases of matter built upon 2-groups appear very naturally. However, the role played by such
models in physics needs further investigation.
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Appendix A
Mathematical preliminaries
A.1 Group cohomology for finite abelian groups
Here we collect some facts about the group cohomology of discrete abelian groups. In this thesis we use
both additive and multiplicative definition of group action. When we use additive definition, we will always
work with R/2piZ coefficients, however, when we work with multiplicative definition, we will work with U(1)
coefficients. Here we define Hngroup(G,R/2piZ). The space of n-cochains is defined as the set of homomorphisms
Cngroup(G,R/2piZ) = {f : Gn → R/2piZ} .
Cngroup is an abelian group under pointwise addition:
(f + g)(a1, a2, . . . , an) = f(a1, a2, . . . , an)
+ g(a1, a2, . . . , an),
where f, g ∈ Cngroup. Then there exists a coboundary operator δ : Cngroup → Cn+1group with the action
(δf)(a1, . . . , an+1) = f(a2, . . . , an+1)
+ (−1)n+1f(a1, . . . , an)
+
n∑
i=1
(−1)if(a1, . . . , ai + ai+1, . . . , an+1)
δ satisfies the properties
δ(f + g) = δf + δg,
δ2 = 0.
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δ naturally defines two subgroups of Cngroup-the group of n-cochains these are n-coycles Zngroup(G,R/2piZ)
and n-coboundaries Bngroup(G,R/2piZ) where Bngroup ⊂ Zngroup ⊂ Cngroup
Zngroup =
{
f ∈ Cngroup
∣∣ δf = 0} ,
Bngroup =
{
f ∈ Cngroup
∣∣f = δh, h ∈ Cn−1group} .
Then the cohomology is defined as usual as
Hngroup(G,R/2piZ) =
Zngroup(G,R/2piZ)
Bngroup(G,R/2piZ)
.
The slant product can be defined, which lowers the degree by 1
ia : Cngroup(G,R/2piZ)→ Cn−1group(G,R/2piZ).
Explicitly, this takes the form
(iaf)(a1, . . . , an−1) = (−1)n−1f(a, a1, . . . , an−1)
+
n−1∑
i=1
(−1)n−1+if(a1, . . . , ai, a, ai+1, . . . , an−1).
Further it can be checked by explicit computation that δ(iaf) = ia(δf). Therefore, if f ∈ Zngroup(G,R/2piZ),
then iaf ∈ Zn−1group(G,R/2piZ), i.e., ia establishes a homomorphism
ia : Hngroup(G,R/2piZ)→ Hn−1group(G,R/2piZ).
A.2 δ-function forms
In this appendix, we summarize the properties of δ-function forms. For an n-dimensional submanifold N of a
D-dimensional maniofold M, we define a (D − n)-form δD−n(N ) by
∫
N
An =
∫
M
δD−n(N ) ∧An, ∀An,
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where An is an arbitrary n-form on M. If we flip the orientation of N ,
δD−n(−N ) = −δD−n(N ).
More generally, for oriented submanifolds Ni,
δ
(∑
i
ciNi
)
=
∑
i
ciδ(Ni)
where ci is a coefficient.
The exterior derivative acts on the delta function form as
δD−n+1(∂N ) = (−1)D−n+1dδD−n(N ). (A.1)
Let N1 and N2 be a submanifold of M with dimensions n1 and n2, respectively. Define d as
d = n1 + n2 −D.
When d ≥ 0, N1 and N2 can have a d-dimensional intersection withinM. By properly defining an orientation,
we define the intersection of N1 and N2, I = N1#N2. The orientation of I is defined to be consistent with
δD−d(I) = δD−n1(N1) ∧ δD−n1(N2).
If the two submanifolds have complementary dimensions, n1 + n2 = D, they intersect at points. Then, the
intersection number
I(N1,N2) =
∫
δn(N1) ∧ δD−n(N2) ∈ Z
counts the number of intersection points.
The linking number of two submanifolds, L and N , is defined when dimL+dimN +1 = D. By considering
an auxiliary manifold satisfying ∂N1 = L, the linking number is given by
Lk(L,N ) = I(N1,N ).
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A.3 Modular transformations on T 3
We now consider the theory put on a generic flat torus. A flat three-torus is parameterized by six real
parameters, R0,1,2 and α, β, γ. For a flat three-torus T 3, the dreibein is given by [193]
eAµ =

R0 0 0
0 R1 0
0 0 R2


1 0 0
−α 1 0
−γ −β 1

where R0, R1, and R2 are the radii for the directions τ , x, and y, and α, β, and γ describe the angles between
directions τ and x, x and y, and τ and y, respectively. The Euclidean metric is then given by
gµν = eAµeBνδAB
=

R20 + α2R21 + γ2R22 −αR21 + βγR22 −γR22
−αR21 + βγR22 R21 + β2R22 −βR22
−γR22 −βR22 R22
 ,
The group SL(3,Z) is generated by two transformations:
U1 =

0 0 1
1 0 0
0 1 0
 , U2 =

1 1 0
0 1 0
0 0 1
 . (A.2)
Under the U2 transformation, the metric is transformed as
gµν
U2−→ (U2gUT2 )µν
which corresponds to the changes
α→ α− 1, γ → γ + β,
while R0, R1, R2, and β are unchanged.
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On the other hand, U1 can be decomposed as
U1 = U ′1M, U ′1 =

0 −1 0
1 0 0
0 0 1
 M =

1 0 0
0 0 −1
0 1 0

where U ′1 corresponds to the 90◦ rotation in the τ − x plane and M is the 90◦ rotation in the x− y plane.
The generator U ′1 acts on the metric as
gµν
U ′1−→ (U ′1gU ′T1 )µν
which corresponds to the changes
R0 → R0/|τ |, R1 → R1|τ |, τ1 → −τ1/|τ |2,
γ → −β, β → γ (while R2 is unchanged),
where we have introduced
τ ≡ α+ ir01, r01 ≡ R0/R1.
Observe also that under R0 → R0/|τ | and R1 → R1|τ |, τ2 → τ2/|τ |2. Hence, U ′1 induces τ → −1/τ .
The two transformations U ′1 and U2 correspond respectively to modular S and T−1 transformations in the
τ − x plane, generating the SL(2,Z) subgroup of SL(3,Z) group. Combining with M , they generate the
whole SL(3,Z) group. In the following, we call U ′1M as S transformation and U2 as T −1 transformation.
Moreover, the two generators of SL(3,Z), the U1 and U2 transformations defined in Eq. (A.2), satisfy
[163,285]
U1U
†
1 = U31 = R6 = (U1R)4 = (RU1)4 = 1,
(U1R2)4 = (R2U1)4 = (U1R3)3 = (R3U1)3 = 1,
(U1R2U1)2R2 = R2(U1R2U1)2 mod 3, (A.3)
where
R = (U2U1)2U−12 U21U−12 U1U2U1.
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Appendix B
For chapter 2
B.1 Orbifolding with discrete torsion and relation to 1 + 1d SPTs
Consider the following partition function on a torus
Zorb(τ) =
∑
a,b∈G
(a,b)Za,b.
Under modular transformations, the twisted sectors transform as
T : Za,b(τ) 7→ Za+b,b(τ),
S : Za,b(τ) 7→ Z−b,a(τ).
Since the mapping class group of a torus is SL(2,Z), a general element may be written as
U =
 p q
r s
 ; ps− qr = 1 (B.1)
Then this implies that
(apbq,arbs) = (a,b).
Further, consider putting the theory on Σ2, a Riemann surface of genus 2. Then  : Hom[pi1(Σ2), G]→ U(1).
By modular invariance we demand [129]
(a1,b1; a2,b2) = (a1b1b−12 ,b1; a2b2b−11 ,b2), (B.2)
where a1,a2,b1,b2 are the G-fluxes inserted along the non-contractible cycles L1x, L2x, L1y, L2y respectively.
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Further by the factorization property at genus 2,
(a1,b1; a2,b2) = (a1,b1)(a2,b2) (B.3)
If we normalize (1,1) = 1, then by modular invariance (B.1),
(g,1) = (1,g) = 1. (B.4)
Using these facts and (B.2),(B.3) it can be shown that  is a 1-dimensional representation of G
(a1 + a2,b) = (a1,b)(a2,b). (B.5)
It was shown in [129, 130] the set of inequivalent  that satisfy (B.4) and (B.5) are classified by [c] ∈
H2group(G,U(1)) and can be written as
(a,b) = c(a,b)
c(b,a) .
Since [c] ∈ H2group(G,U(1)) it satisfies the cocycle condition
c(a,bc)c(b, c) = c(ab, c)c(a,b).
Now using this form of , we may verify that the above two properties are satisfied. First
(a1a2,a3)
(a1,a3)(a2,a3)
= c(a1a2,a3)c(a3,a1)c(a3,a2)
c(a3,a1a2)c(a1,a3)c(a2,a3)
= c(a1a2,a3)c(a3,a2)
c(a1a3,a2)c(a1,a3)
= 1,
(apbq,arbs) = (ap,arbs)(bq,arbs)
= (a,arbs)p(b,arbs)q
= (arbs,a)−p(arbs,b)−q
= (bs,a)−p(ar,b)−q
= (a,b)(ps−qr)
= (a,b)
Furthermore the discrete torsion phase (a,b) = c(a,b)/c(a,b) is exactly the response of a 1 + 1d SPT
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Figure B.1: A triangulation of T 2 with flux a, b ∈ G along the two cycles. Dijkgraaf Witten theory labelled
by H2group(G,U(1)) associates the U(1) phase c(a, b)/c(b, a) to this assohnment A.
protected by G and characterized by 2-cocycle [c] ∈ H2group(G,U(1)) in the presence of G-flux a,b along the
two non-contractible cycles of the torus. (See Fig. B.1.) To see this recall that given a triangulation K of
manifold M , Dijkgraaf-Witten theory associates to an assignment A : H1(K,Z)→ G a U(1) phase i.e the
response theory of an SPT classified by [c], explicitly given by
eiI
c[K,A] =
∏
σ∈C2(K)
〈
c(A), σ
〉oσ
where oσ = ±1, the orientation of simplex σ. For a simplex σ[v0v1v2] and an assignment A(v0v1) = a,
A(v1v2) = b, we get 〈c(A), σ〉 = c(a,b). Then it is easy to check
eiI
c[T 2,A] = c(a,b)
c(b,a) = (a,b)
B.2 SPT response theory and group cocycles
In this appendix we show the relation between the SPT response theories and the respective group cocycles.
We would like to show explicitly that the SPT response theories written in the main text matches the
expression for the group cocycle. Consider a triangulation of the manifold N . (See App. A in [9] for an
introduction to simplicial calculus.) Then a flat G gauge field [A] ∈ C1(N,G) that satisfies the conditions
• A(∂f) = 0 for all f ∈ C2(N,Z).
• A(−e) = A(e)−1 for all e ∈ C1(N,Z) where −e implies reversing the orientation of edge e. .
Let us consider the specific case of Zn SPT in 2 + 1d. We pick a triangulation for a 3-manifold N . Then a
3-simplex σi = [v0v1v2v3] comes with an ordering of vertices 0 < 1 < 2 < 3 that picks an orientation. A choice
of [A] means assigning A[v0v1] = 2pia/n. A[v1v2] = 2pib/n and A[v2v3] = 2pic/n where a, b, c ∈ [0, 1, .., n− 1].
Then it straightforward to check that for this choice of flat field [A] (see Fig. B.2).
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Figure B.2: Configuration of a flat Zn gauge field on a 3-simplex. a, b, c ∈ Zn.
〈 q
2piA ∪ δA, σ
i
〉
= 2piq
n2
a(b+ c− [b+ c])
The precise meaning of δA should be understood as follows. Let A ∈ Z1(M ; 2pin Z/Z) be a Zn field. The
coefficient 2pin Z/Z means A(01) takes values in
2pia
n mod 2pi with a ∈ Z, i.e. A(01) ∈ {0, 2pin , . . . , 2pi(n−1)n }. We
shall define the topological action like “A ∪ δA”. To do so, we introduce a lift
A 7→ A˜ ∈ C1(M ; 2pi
n
Z).
The closed condition of A implies that
δA˜ ∈ C1(M ; 2piZ),
i.e. (δA˜)(012) takes values in 2piZ. A lift A˜ is not unique: an integer valued 1-cochain a ∈ C1(M ; 2piZ) also
gives a lift
A 7→ A˜+ a, a ∈ C1(M ; 2piZ).
We define a topological action S[A] of Zn fields by
I[A] := q2pi
∫
M
A˜ ∪ δA˜ ∈ 2piZ
n
.
This is ill-defined as 2piZn -valued action. However, I[A] mod 2piZ is well-defined: Under a change of lift, the
208
action is changed as
1
2pi A˜ ∪ δA˜ 7→
1
2pi (A˜+ a) ∪ (δA˜+ δa)
= 12pi
[
A˜ ∪ δA˜+ a ∪ δA˜+ A˜ ∪ δa+ a ∪ δa
]
= 12pi A˜ ∪ δA˜+
1
2pia ∪ δA˜︸ ︷︷ ︸
2piZ
− 12pi δ(A˜ ∪ a)︸ ︷︷ ︸
exact
+ 12pi δA˜ ∪ a︸ ︷︷ ︸
2piZ
+ a ∪ δa︸ ︷︷ ︸
2piZ
= 12pi A˜ ∪ δA˜−
1
2pi δ(A˜ ∪ a)︸ ︷︷ ︸
exact
(mod 2piZ).
This means eiI[A] serves as a U(1)-valued topological action. Similarly for type-II and III cocycle, it is
straightforward to check
〈qIJ
2pi A
I ∪ δAJ , σi
〉
= 2piqIJ
n2
aI(bJ + cJ − [bJ + cJ ]),〈qIJKn2
4pi2 A
I ∪AJ ∪AK , σi
〉
= 2piqIJK
n
aIbJcK .
Consider a triangulation of a three-torus as shown in Fig. B.3. The triangulation has six 3-simplices . Then
it is easy to check that the partition function takes the form [1,117]
Z[T 3, a, b, c] = 1|G|
∏
σ∈Z3
〈ω[A], σ〉oσ
= ω(a, b, c)ω(b, c, a)ω(c, a, b)
ω(a, c, b)ω(b, a, c), ω(c, b, a)
This matches with field theory calculation in (2.10) and (2.7). Furthermore one can compute the SPT or
Dijkgraaf Witten theory partition function on lens space L(n, 1). This was recently shown in [120] and we do
not repeat the calculation here. The field theory calculation (2.5) matches the result in [120].
Similarly for 3 + 1d SPTs for G = Zkn, we consider a 4-simplex σi = [v0v1v2v3v4] and a flat G field [A] with
the assignment AI(v0v1) = 2piaI/n, AI(v1v2) = 2pibI/n, AI(v2v3) = 2picI/n and AI(v3v4) = 2pidI/n.
〈2piqIJn
4pi2 A
I ∪AJ ∪ ∂AJ , σi
〉
= 2piiqIJ
n2
aIbJ
(
cJ + dJ − [cJ + dJ ]) ,〈2piqIJKn
4pi2 A
I ∪AJ ∪ ∂AK , σi
〉
= 2piiqIJK
n2
aIbJ
(
cK + dK − [cK + dK ]) ,〈qIJKLn3
8pi3 A
I ∪AJ ∪AK ∪AL, σi
〉
= 2piiqIJKL
n
aIbJcKdL.
The computations for partition functions on T 4 and L(n, 1)× S1 are more tedious but quite similar to those
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Figure B.3: Triangulation of a three-torus containing one 0-simplex, three 1-simplices, three 2-simplices and
six 3-simplices.
in 1-dimension lower on T 3 and L(n, 1) as the latter are dimensionally reduced versions of the former.
Simplicial calculus is naturally analogous to differential calculus where p-cochains map to p-forms, cup
product maps to wedge product and the differential ∂ maps to the exterior derivative ‘d’. This matches with
the response theories in Eqs. (2.25) and (2.26) for response theories of SPTs.
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Appendix C
For chapter 3
C.1 Wilson operator algebra and large gauge invariance in
three-loop braiding field theory
In this appendix, we detail some important properties of the zero-mode Wilson operators introduced in
section 3.2.4.
C.1.1 The Wilson operator algebra and three-loop braiding statistics
The three-loop braiding phase can be read off from the algebra of Wilson surface operators. To compute the
algebra of Wilson operators, we use the Baker-Campbell-Hausdorff formula:
eAˆeBˆ = exp
(
Aˆ+ Bˆ + 12[Aˆ, Bˆ]
+ 112
[
Aˆ− Bˆ,
[
Aˆ, Bˆ
]]
+ · · ·
)
.
Thus, for the products of Wilson operator,
Wˆ I†i Wˆ
J†
j Wˆ
I
i Wˆ
J
j
= exp
(
[iΛˆIi , iΛˆJj ]
)
,
(Wˆ J†j Wˆ
I†
i Wˆ
J
j Wˆ
I
i )Wˆ
K†
k (Wˆ
I†
i Wˆ
J†
j Wˆ
I
i Wˆ
J
j )WˆKk
= exp
(
[[iΛˆIi , iΛˆJj ], iΛˆKk ]
)
. (C.1)
The triple commutator is a phase and the above algebra of Wilson surface operator describes the three-loop
braiding phase. This is consistent with previous work on three-loop braiding statistics. [172] To have a
non-zero three-loop braiding phase, I, J,K cannot be all equal. i, j, k cannot be all equal neither. We list
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non-zero triple-linking phase factors below:
[[
ΛˆIi , ΛˆIj
]
, ΛˆI¯k
]
= −ijk 4piqI¯K2 ,[[
Λˆ1i , Λˆ2j
]
, Λˆ1k
]
=
[[
Λˆ2i , Λˆ1j
]
, Λˆ1k
]
= ijk
2piq2
K2 ,[[
Λˆ1i , Λˆ2j
]
, Λˆ2k
]
=
[[
Λˆ2i , Λˆ1j
]
, Λˆ2k
]
= ijk
2piq1
K2 .
Large gauge invariance
Unlike the infinitesimal gauge transformations, the large gauge transformations cannot be derived from the
conserved charges or Gauss law constraints of the action. However, the large gauge invariance can be deduced
by demanding the invariance of the Wilson operators AˆIi and Wˆ Ii . (Or vice versa: once the large gauge
transformations are properly defined, the Wilson operators are defined as those that are invariant under the
large gauge transformations.) Hence the correct large gauge transformations are
αˆIi → αˆ′Ii = αˆIi + 2pinIi ,
βˆIi → βˆ′Ii = βˆIi − qI¯ijk
[
nIj αˆ
I¯
k + αˆIjnI¯k + 2pinIjnI¯k
]
. (C.2)
It is worth noticing that, since βˆIi transforms non-linearly under large gauge transformations, the
[
βˆIi , βˆ
J
j
]
commutator is not preserved. In fact,
[
βˆ′Ii , βˆ
′I
j
]
= −4piiqI¯K ijkn
I¯
k,[
βˆ′1i , βˆ
′2
j
]
= 2piiK 
ijk
(
q1n2k + q2n1k
)
,
However the algebra of observables, i.e the Wilson algebra transforms covariantly under large gauge transfor-
mations. E.g.,
[
Λˆ′1i , Λˆ′1j
]
= −2iq2K ijk(αˆ
2
k + 2pin2k) =
−2iq2
K ijkαˆ
′2
k .
Therefore, the operator algebra is preserved under the large gauge transformations.
As for the Wilson operators AˆIi and Wˆ Ii , they are invariant under the large gauge transformations
(C.2) by construction. Nevertheless, it should be noted that their product may not be so, as seen in
Wˆ I†i Wˆ
J†
j Wˆ
I
i Wˆ
J
j in Eq. (C.1) (note the commutators in Eq. (3.17)), although the algebra of the Wilson
operators is gauge covariant; The algebra of the Wilson operators generated by AˆIi and Wˆ Ii and that
212
generated by AˆI′i and Wˆ I′i are isomorphic. While Wˆ
I†
i Wˆ
J†
j Wˆ
I
i Wˆ
J
j is not gauge invariant, the product
(Wˆ J†j Wˆ
I†
i Wˆ
J
j Wˆ
I
i )Wˆ
K†
k (Wˆ
I†
i Wˆ
J†
j Wˆ
I
i Wˆ
J
j )WˆKk and the triple commutator [[iΛˆIi , iΛˆJj ], iΛˆKk ] are large gauge
invariant, and so is the three-loop braiding phase.
C.2 Ground state wave functionals by geometric quantization
In this section, we will construct (ground state) wave functions (functionals) of the coupled BF theories.
The ground state wave functionals of topological quantum field theories such as the (2+1)-dimensional
Chern-Simons theories and BF theories can be constructed by using the method of geometric quantization.
[90,286,287]
In geometric quantization, one endows the phase space with a complex line bundle E with curvature Ω
(the symplectic two-form) and connection A (the symplectic connection) such that Ω is expressed as Ω = dA
(at least locally). Sections of this line bundle form the pre-quantum Hilbert space with element Ψ. To
obtain the “physical” Hilbert space which implements unitarity and irreducibility on the Poisson bracket, one
further needs to impose a constraint on Ψ. This procedure is called choosing polarization. For more details
of geometric quantization, see, Ref. [287], for example.
Two-flavor v.s. three-flavor theories
In the following, we will construct the ground state wave functions of the coupled BF theories on Σ = T 3.
We will focus on the quadratic avatar of the three flavors of BF theories coupled by a cubic term.
S =
∫
M
{ K
2pi δIJb
I ∧ daJ − δIJaI ∧ JJqp
−
[
b1 + q12pia
2 ∧ a3
]
∧ J1qv
−
[
b2 + q22pia
3 ∧ a1
]
∧ J2qv
−
[
b3 + q32pia
1 ∧ a2
]
∧ J3qv
}
.
Furthermore, we will focus on the zero mode sector. (The wave functions of the “oscillator” part of the theory
is identical to those in the ordinary BF theory, and can be constructed by following, e.g., Ref. [90].
Working with the three-flavor theory has a technical advantage than the two-flavor theory. To explain the
advantage, we split the construction of the ground state wave functions in the following two steps:
(i) One first identifies the symplectic structure of the zero mode phase space. Then, following the generic
procedure of the geometric quantization, one chooses the polarization (i.e., the choice of variables to use to
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write down wave functions). One can then identify the generic structure of the wave functions, inner product,
etc. We call the set of wave functions obtained this way the “large” Hilbert space.
(ii) The “large” Hilbert space is not yet of our physical relevance, since they are not invariant under large
gauge transformations. To further write down ground state wave functions explicitly, we need to demand the
large gauge invariance (the Gauss law constraint). (Since systems of our interest are topological and there is
no Hamiltonian. The large gauge invariance is the only guidance to construct physical ground state wave
functions.) We demand the set of the wave functions are gauge-singlet (or in fact one can relax this condition
a little bit; one may demand the wave functions to form a projective representation of the algebra of the
gauge transformations. Such “generalized” gauge invariance is in particular relevant when the level K is a
rational number K = k1/k2. Here, we will focus on the simplest case when K = integer or k2 = 1).
For the two-flavor theory, the main difficulty is that, the large gauge transformations cannot be represented
as a unitary operator within the “large” Hilbert space. This can be seen from the fact that the set of
commutators are not preserved by the large gauge transformations. (See Sec. C.1.1.) In other words, the
symplectic two-form is not preserved under the large gauge transformation. This should be contrasted to
the case of the (2+1)-dimensional Chern-Simons theory and the ordinary BF theories in (3+1) dimensions.
That the large gauge transformations cannot be represented as unitary operators within the large Hilbert
space does not mean that it is impossible to construct the “small” or restricted Hilbert space which is
gauge invariant. Nevertheless, this difficulty adds some complication in constructing the ground state wave
functions.
For the three-flavor theory, there is no such difficulty; the symplectic two-form is manifestly large gauge
invariant; the technical reason why we will work with the three-flavor theory in this section.
Choice of polarization
There is another complication in quantizing and constructing wave functions in coupled BF theories, which
is associated to the choice of polarization. In the (2+1)-dimensional Chern-Simons theories and BF theories,
it is convenient to choose a generic holomorphic polarization. In the case of the Chern-Simons theory, this
is convenient when making a contact with (1+1)-dimensional conformal field theories. In the coupled BF
theory, however, we will focus on a specific polarization, the “Hodge” polarization following the terminology
in Ref. [288]. In this polarization, we construct wave functions in terms of the zero modes αIi . One reason
for this is that we found it is somewhat technically involved to construct the wave function by using the
holomorphic polarization. However, on the other hand, the comparison with wave functions constructed in
Sec. 3.2.5 can be easily made for the wave functions in the Hodge polarization.
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C.2.1 Geometric quantization of the BF theory
We now move on to the construction of wave functions by geometric quantization. We start by taking the
ordinary BF theory on M = T 3 × R as an example. Our setting is described in Sec. 3.2.4. As mentioned
earlier, we will focus on the zero mode sector. The zero modes of the BF theory satisfy the Poisson bracket
{αi, βj} = 2piK δij .
The holomorphic polarization
Let us first construct wave functions in the holomorphic polarization following Ref. [90]. In the holomorphic
polarization, we introduce complex coordinates
γi := αi + ρijβj ,
γ¯i := αi + ρ¯ijβj , (C.3)
where ρ is an arbitrary symmetric 3× 3 complex-valued matrix, whose imaginary part is negative-definite. ρ
can be thought of as parametrizing a complex structure on H1(Σ;R)⊕H2(Σ;R) forming the multi-dimensional
complex space of the γ variables. [90] The inverse transformations are
βi =
1
2iRij(γ − γ¯)j ,
αi =
−1
2i (ρ¯Rγ − ρRγ¯)i,
where we introduced the notation
(Im ρ)−1ij = Rij
The complex coordinates satisfy the Poisson bracket
{γi, γ¯j} = 2piK (−2iIm ρ
i
j).
The symplectic 2-form is
Ω = − iK4piRijdγ¯i ∧ dγj
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We choose the symplectic potential as
A = + K8pi (γ¯ − γ)iRij(ρ¯Rdγ − ρRdγ¯)j ,
which satisfies dA = Ω.
As a first step of constructing ground state wave functions, we choose a particular polarization and impose
the condition:
(
∂
∂γ¯i
+ iAγ¯i
)
Ψ = 0
⇒
(
∂
∂γ¯i
− i K8pi [(γ¯ − γ)RρR]i
)
Ψ = 0.
Solutions to this constraint are given by
Ψ(γ, γ¯) = exp
[
−i K16pi (γ¯ − γ)RρR(γ¯ − γ)
]
f(γ),
where f is a function of γ only. The set of all wave functions of the above form constitute what we have
called the “large” Hilbert space.
We now construct a set of ground state wave functions by imposing the invariance under large gauge
transformations
γ → γ + 2pi(n+ ρm).
In the following, we present two slightly different construction of the wave functions.
In the first construction, we note, under the large gauge transformations, the symplectic potential is
transformed as
A → A+ dΛ
where Λ = −Ki2 m · (ρ¯Rγ − ρRγ¯) + const.
where the constant term can depend on m and n. Physical wave functions, which are gauge invariant, then
must satisfy
Ψ(γ + 2pi(n+ ρm), γ¯ + 2pi(n+ ρ¯m)) = eiΛΨ(γ, γ¯)
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This condition is translated into the condition on f :
e+iKm·γ+ipiKm·ρ·mf(γ + 2pi(n+mρ)) = f(γ)
up to an unknown phase factor mentioned above. The solution can be constructed by using the Jacobi theta
function:
Ψq(γ) = Θ
 c+qK
d
( K2piγ| −Kρ
)
,
where c and d are arbitrary parameters (“twisting angles”). Here, the Jacobi theta function is defined by
Θ
 c
d
 (z|Π) := ∑
n`∈Zp
exp
[
ipi(n+ c)`Π`k(n+ c)k + 2pii(n+ c)`(z + d)`
]
where c`, d` ∈ [0, 1] and z` ∈ C. The theta function satisfies
Θ
 c
d
 (z` + s` + Π`ktk|Π) := exp [2piic`s` − ipit`Π`ktk − 2piit`(z + d)`]Θ
 c
d
 (z|Π)
for integers sl and tl, and
Θ
 c
d
 (z` + CΠ`ktk|Π) = exp [−ipiC2t`Π`ktk − 2piiCt`(z + d)`]Θ
 c+ Ct
d
 (z|Π)
for any non-integer C ∈ R. We note, in particular,
Θ
 c+qK
d
( K2pi [γ + 2pi(n+ ρm)]| −Kρ
)
= exp [2piic · n+ ipim ·Kρ ·m+ i2pim · d] exp(iKm · γ)Θ
 c+qK
d
( K2piγ| −Kρ
)
In the second construction, we implement the large gauge transformation by using unitary operators, which
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we call Um,n. This operator sends α→ α+ 2pin and β → β + 2pim:
Um,nαU
†
m,n = α+ 2pin, Um,nβU†m,n = β + 2pim. (C.4)
The unitary operator can be identified, up to a constant phase factor, as
Um,n = exp [−iK(miαi − niβi)] .
Noting γ¯i = −(4pi/K)R−1ij (∂/∂γj), the operator implementing the large gauge transformations can be written
as
Um,n = exp
[
2pi(n+m · ρ) · ∂
∂γ
+ K2 (n+m · ρ¯) ·R · γ
]
= epiK2 (n+mρ¯)R(n+mρ)+ K2 (n+mρ¯)Rγ
× exp
[
2pi(n+mρ) ∂
∂γ
]
The action of U on wave functions is
Um,nΨ(γ) = e
piK
2 (n+mρ¯)R(n+mρ)+
K
2 (n+mρ¯)Rγ
×Ψ(γ + 2pi(n+ ρm))
The wave functions that solve this constraint are given by
Ψq(γ) = e−
K
8pi γiRijγjΘ
 c+qK
d
( K2piγ| −Kρ
)
,
where c and d are arbitrary parameters (“twisting angles”).
The Hodge polarization
We have so far constructed wave functions by using the holomorphic polarization (C.3). We now try a
different poloarization, which we call the Hodge polarization, following, Ref. [288]. In this polarization, we
attempt to write down the wave function in terms of αi: Ψ(α). Given the canonical commutation relation
[αi, βj ] = (2pii/K)δij , βi acts on the wave functions as βi = −i(2pi/K)∂/∂αi. Demanding (C.4), the unitary
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transformations that implement large gauge transformations can be represented as
Um,n = exp [−iKm · α+ iKn · β]
= e−piiKm·n−iKm·α exp
[
2pin · ∂
∂α
]
.
Physical wave functions can be constructing by demanding large gauge invariance:
Um,nΨ(α) = eiΘm,nΨ(α)
where Θm,n is a constant phase, which can depend on m and n. I.e.,
Um,nΨ(α) = e−piiKm·n−iKm·αΨ(α+ 2pin)
= eiΘm,nΨ(α)
This constraint can be solve by an ansatz
Ψ(α) =
∑
k∈Z3
C(k)eik·α.
From the large gauge invariance, C must satisfy the constraint
C(p+ Km) = eiθC(p),
which can be solved by
Cq(p) =
 e
iθl when p = q + Kl
0 otherwise
To summarize, the solutions are
Ψq(α) = eiθ·αeiq·α
∑
l
eiKl·(α+φ/K)
= eiθ·αeiq·α 2piK
∑
m
δ
(
α+ φK +
2pi
K m
)
.
The free parameter φ and θ are the twisting angle.
The states we have constructed are eigen states of Bi = exp iβi = exp[(2pi/K)∂/∂αi]. On the other hand,
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applying Ai changes the label q as AiΨq = Ψq+nˆi , where nˆi = (0, · · · , 1, · · · , 0).
C.2.2 Three-loop braiding theory with three flavors
We now move on to the construction of wave functions of the quadratic three loop braiding BF theory with
three flavors. The zero modes of the three-flavor theory satisfy the Poisson bracket
{
αIi , β
J
j
}
= 2piK δijδ
IJ .
The symplectic form and potential (I, J = 1, 2, 3) are given by
Ω = K2pidβ
I
i ∧ dαIi , A =
K
2piβ
I
i dα
I
i .
In the quadratic three-flavor BF theory, the fundamental Wilson surface operators are defined by taking
the exponential of
ΛIi = βIi + rIJKijk αJj αKk ,
as exp iΛIi , where we have introduced IJKijk = IJKijk. Generic Wilson surface operators are given by taking
products thereof. The parameter r plays a role similar to q1,2 in the two-flavor theory,
There is a set of large gauge transformations that preserve ΛIi :
αIi → αIi + 2pinIi
βIi → βIi − 4pirIJKijk nJj αKk − 4pi2rIJKijk nJj nKk (C.5)
The symplectic form is invariant under these large gauge transformations. Under the large gauge transforma-
tions, the symplectic form is transformed as
A → A+ dΛ
Λ = +KmIiαIi −KrIJKijk nJj αKk αIi
− 2piKrIJKijk nJj nKk αIi + const.
In the following, we will write down a set of ground state wave functions for the quadratic three-flavor BF
theory. We present two different constructions. In the first construction, we choose to work with αIi and ΛIi .
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Following the previous section, we introduce a holomorphic polarization for these variables. A merit of this
construction is that the large gauge transformations act on these variables in a simple fashion. In the second
construction, we choose to work with αIi and βIi , and use the Hodge polarization. Unlike ΛIi , the large gauge
transformations act on βIi non-trivially.
Using Λ as a variable
Following the holomorphic polarization of the ordinary BF theory (C.3), we introduce
γIi = αIi + ρijΛIj ,
γ¯Ii = αIi + ρ¯ijΛIj .
The wave functions can be constructed by demanding
(
∂
∂γ¯Ii
+ iAγ¯I
i
)
Ψ(γ, γ¯) = 0.
The solutions to this constraint are given by
Ψ(γ, γ¯) = exp
[
iK
16piΛ
I
i ρijΛIj −
iKr
6pi 
IJK
ijk α
I
iα
J
j α
K
k
]
f(γ),
where f(γ) is a function of γ only.
We now impose the large gauge invariance. Up to a constant phase factor, f must transform as
e+iKm
I ·γI+ipiKmI ·ρ·mI− 4ipi2Kr3 IJK(nI ·nJ×nK)
× f(γ + 2pi(n+ ρ ·m))
= f(γ)
Up to the phase factor, this constraint is the same as the one in the ordinary BF theory. Hence, the solutions
to the gauge constraint are given in terms of the theta function.
The Hodge polarization
We now attempt to construct the wave functions by using the Hodge polarization, in which the wave functions
are constructed as a function of αIi . On these wave functions, βIi acts as βIi = −i(2pi/K)∂/∂αIi . We first look
for unitary operators Um,n that implement the large gauge transformations (C.5). Up to a phase factor, the
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unitary operators Um,n are identified as
Um,n = exp
[
− iKmI · αI + iKnI · βI
+ iKrIJKnI · αJ × αK
]
.
Um,n can also be written as
Um,n = eiφn,meAeB
where
A = −iKmI · αI + 2piiKrIJKnI · nJ × αK
+ iKrIJKnI · αJ × αK ,
B = +2pinI · ∂
∂αI
,
φn,m = −ipiKmI · nI + 4pi
2i
3 Kr
IJKnI · (nJ × nK)
The physical wave functions are constrained by the large gauge invariance and must satisfy: Um,nΨ(α) =
eiΘm,nΨ(α). This large gauge constraint can be solved by the ansatz
Ψ(α) = e− iKr6pi 
IJKαI ·(αJ×αK)
3∏
I=1
∑
kI
CI(kI)eik
I ·αI
Observe that this wave function can be also written as
Ψ(α) =
3∏
I=1
∑
kI
CI(kI)ei(k
I− Kr18pi IJKαJ×αK)·αI
=
∑
k
C1(k1)ei(k
1−Krpi α2×α3)·α1
2∏
I=1
∑
kI
CI(kI)eik
I ·αI .
The large gauge invariance constrains CI to satisfy
CI(p+ Km) = eiθCI(p),
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which can be solved by the same ansatz as in the ordinary BF theory,
CIq(p) = eiθl when p = q + Kl
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Appendix D
For chapter 4
D.1 The surface theory of the BF theory with theta term
In this appendix, we go through canonical analysis of the surface theory of the BF theory with theta term. It
is described by the Lagrangian density
L =
[
K
2pi ij∂iζj +
p
4pi2 ij∂iΘ∂jϕ
]
∂tϕ
− 12λ1 (ij∂iζj)
2 − 12λ2G
ij∂iϕ∂jϕ.
In this theory, physical observables are bosonic exponents exp[imϕ(t, r)], and Wilson loops exp im
∫
C
dxiζi(t, r),
where m ∈ Z, and C is a closed loop. The boson field ϕ and gauge fields ζi are compactified accordingly.
The canonical commutators are
[ij∂iζj(t, r), lm∂lζm(t, r′)] =
−2ip
K2 ij∂iΘ∂
r
jδ
(2)(r − r′),
[ϕ(t, r), ij∂iζj(t, r′)] =
2pii
K δ
(2)(r − r′).
The mode expansions consistent with the equations of motion are given by (only the oscillator parts are
shown)
ϕ(t, r) = 1√
2K2λ1R1R2
∑
k 6=0
1√
Λ(k)
eik·r
×
[
a†(k)ei∆+(k)t + a(−k)ei∆−(k)t
]
,
ij∂iζij(t, r) =
√
λ1
8pi2R1R2
∑
k 6=0
1√
Λ(k)
eik·r
×
[
i∆+(k)a†(k)ei∆+(k)t + i∆−(k)a(−k)ei∆−(k)t
]
.
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where
Ω2(k) = (2pi)
2
K2λ1λ2
Gijkikj , Ξ(k) =
p
K2λ1
ij∂iΘkj ,
Λ(k)2 = Ξ(k)2 + Λ(k)2
= 1K2λ1
(
(2pi)2
λ2
Gij + p
2
K2λ1
Hij
)
kikj
∆±(k) = −Ξ(k) + Λ(k),
where
Hij =
 Q22/R22 −Q1Q2/R1R2
−Q1Q2/R1R2 Q21/R21

We now attempt to derive the zero mode quantization rule solely from the surface theory. The canonical
commuators among the zero modes are
[αµ, βν ] = iM−1µν
where
M =

K 0 0
−pQ2 0 +K
+pQ1 −K 0
 , M−1 =

1
K 0 0
pQ1
K2 0 − 1K
pQ2
K2
1
K 0
 .
The commutators take a canonical form in the rotated basis
β˜λ = βνMνλ ⇒ [αµ, β˜λ] = iδµλ.
Thus, from the compactification condition on αµ, the eigenvalues of β˜ are integers:
β˜λ = mλ ∈ Z.
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This means the eigenvalues of β are
βµ = β˜λM−1λµ = mλM
−1
λµ ,
=
(
m0
K +
p
K2 (m1Q1 +m2Q2),
m2
K ,
−m1
K
)
.
Renaming integers by m0 → n0, m1 → −n2, m2 → n1,
(β0, β1, β2) =
(n0
K −
p
K2 (Q× n),
n1
K ,
n2
K
)
.
This is consistent with the quantization rules derived from the equations of motion in the bulk field theory.
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Appendix E
For chapter 6
E.1 3-cocycle condition for the 2-group
Let us consider a 2-group 3-cocycle ω3 in H3(BG, U(1)). In vertue of the fact that a flat 2-connection
is realized locally by a 1-cocycle and a 2-cochain, the cocycle ω3 is a function of three group variables
g1, g2, g3 ∈ G and three group variables h1, h2, h3 ∈ H. Applying the convention defined in the main the text
in sec. 6.1.5, the tetrahedron associated with ω3(g1, g2, g3|h1, h2, h3) is given by
g2
g1
g3
h1
h2
h3
2
13
0
The coboundary of a 2-group 3-cochain reads
dω3(g1, . . . , g4|h1, . . . h6) (E.1)
=ω3(g2, g3, g4|h1, h2, h3)
×ω3(g1, g2, g3|h4, h1 + h5 − h4 − α(g1, g2, g3), h5)
×ω3(g1, g2g3, g4|h5, h2 + h6 − h5 − α(g1, g2g3, g4), h6)
×ω3(g1, g2, g3g4|h4, h3 + h6 − h4 − α(g1, g2, g3g4), h6)−1
×ω3(g1g2, g3, g4|h1 + h5 − h4 − α(g1, g2, g3),
h2 + h6 − h5 − α(g1, g2g3, g4),
h3 + h6 − h4 − α(g1, g2, g3g4))−1 .
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which is associated to the following P2 7→3 move:
P2 7→3 :
1
20
3
4
g3
g1 g2
h1h5
h4
h3h6
7−→
1
20
3
4
g3
g1 g2
h2
g4
such that h1 = h123, h2 = h134, h3 = h124, h4 = h012, h5 = h013 and h6 = h014. The cocycle condition then
simply reads d(3)ω3 = 1. In the case where the abelian group H is trivial, this reduces to the usual 3-cocycle
condition for group cohomology.
Recall that the SPT model studied in sec. 6.2.5 is defined in terms of a homogeneous function ν3 of four
group variables in G and six group variables in H which satisfy the following condition ensuring the invariance
under change of triangulation
4∏
j=0
ν
(−1)i
3 (k0, . . . , k̂j , . . . , k4|λ01, . . . , λ̂ i<j
j<k
, . . . , λ34) = 1 .
As explained in the main text, the cocycle ω3 defined above can be expressed in terms of this function ν3
according to the formula:
ω3(k1, k2, k3|λa, λb, λc)
≡ ν3(k1k2k3, k2k3, k3,1|λa − ζ(1, k)012, 0, 0, 0,
λc − λa − ζ(1, k)013 + ζ(1, k)012,
λb − ζ(1, k)023) .
and conversely, the functions ν3 can be written in terms of the 3-cocycle ω3 as
ν3(k0, . . . , k3|λ01, . . . , λi<j , . . . , λ23)
= ω3(k0k−11 , . . . , k2k−13 |dλ012 + ζ(1, k)012,
dλ023 + ζ(1, k)023,
dλ013 + ζ(1, k)013)
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using the notation dλabc ≡ λbc − λac + λab. We can now show how the cocycle condition (E.1) follows from
these two relations. We have the explicit formula:
4∏
j=0
ν
(−1)j
3 (k0, . . . , k̂j , . . . , k4|λ01, . . . , λ̂ i<j
j<k
, . . . , λ34)
= ω3(k1k−12 , k2k−13 , k3k−14 |dλ123 + ζ(1, k)123,
dλ134 + ζ(1, k)134,
dλ124 + ζ(1, k)124)
× ω3(k0k−12 , k2k−13 , k3k−14 |dλ023 + ζ(1, k)023,
dλ034 + ζ(1, k)034,
dλ024 + ζ(1, k)024)−1
× ω3(k0k−11 , k1k−13 , k3k−14 |dλ013 + ζ(1, k)013,
dλ034 + ζ(1, k)034,
dλ014 + ζ(1, k)014)
× ω3(k0k−11 , k1k−12 , k2k−14 |dλ012 + ζ(1, k)012,
dλ024 + ζ(1, k)024,
dλ014 + ζ(1, k)014)−1
× ω3(k0k−11 , k1k−12 , k2k−13 |dλ012 + ζ(1, k)012,
dλ023 + ζ(1, k)023,
dλ013 + ζ(1, k)013) .
Let us further define gi ≡ kik−1i+1 for i = 1, . . . , 4, h1 = dλ123 + ζ(1, k)123, h2 = dλ134 + ζ(1, k)134, h3 =
dλ124 + ζ(1, k)124, h4 = dλ012 + ζ(1, k)012, h5 = dλ013 + ζ(1, k)013 and h6 = dλ014 + ζ(1, k)014. Using these
conventions, we have the following relation
dλ023 + ζ(1, k)023
= dλ123 + dλ013 − dλ012 + ζ(1, k)023
= dλ123 + dλ013 − dλ012 − dζ(1, k−1)0123
+ ζ(1, k)123 + ζ(1, k)013 − ζ(1, k)012
= h1 + h5 − h4 − α(g1, g2, g3)
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where we used the fact dζ(1, k)0123 = α(1k)0123 = α(g1, g2, g3). Applying the same technique for every term
in the previous expression, we finally recover the cocycle condition (E.1).
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