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Due to concerns about pollutant emission combustion systems are increasingly being
designed to operate in a lean premixed mode. However, the reduction in emissions
offered by lean premixed combustion can be offset by its susceptibility to instabilities
and ignition and extinction problems. These instabilities, caused by the coupling of un-
steady heat release and pressure fluctuations can cause significant damage to combustion
devices. One method of avoiding these problems whilst still operating a globally lean
system is to employ a stratified premixed mode where areas of richer mixture are used
to enhance the stability of the flame.
In this thesis a computational modelling methodology for the simulation of stratified
premixed flames is developed. Firstly, several sub-models for the dissipation rate of a
reacting scalar are evaluated by the simulation of two laboratory scale flames, a turbu-
lent stratified V-flame and a dump combustor fed by two streams of different mixture
strength. This work highlights the importance of this quantity and its influence on the
simulation results.
Any model for stratified combustion requires at least two variables to describe the
thermochemical state of the gas: one to represent the mixing field and another to capture
the progress of reaction. In turbulent stratified flames the joint probability density
function (pdf) of these variables can be used to recover the mean reaction rates. A new
formulation for this pdf based on copula methods is presented and evaluated alongside
two alternative forms. The new method gives improved results in the simulation of the
two test cases above.
As it is likely that practical stratified combustion devices will have some unsteadiness
to the flow the final part of this work applies the modelling methodology to an unsteady
test case. The influence of the unsteady velocity forcing on the pollutant emissions is
investigated.
Finally the methodology is used to simulate a developmental, liquid fuelled, lean burn
aero-engine combustor. Here the model gives reasonable predictions of the measured
pollutant emissions for a relatively small computational cost. As such it is hoped that
the modelling methodology presented can be useful in the iterative industrial design
process of stratified combustion systems.
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Chapter 1
Introduction
Combustion has played a key role in the advancement of human kind for thousands
of years. From the primitive smelters of the bronze age through the industrial revolu-
tion driven by coal combustion and Watt’s steam engine to modern gas turbine engines
operating at an altitude of 10000 m, combustion has changed the way we live beyond
recognition. Nowadays, we come across combustion related processes in almost every
activity day-to-day; combustion heats our homes, powers our cars and aeroplanes, pro-
vides over 80% of our electricity and is a vital energy source in many manufacturing
processes.
Despite the obvious benefits, mankind’s increasing reliance on combustion has not
been without problems. Throughout the early 20th century, air pollution and its associ-
ated health effects increasingly became a concern. Although smoke emissions from fires
had been an issue for many years, the increased prevalence of coal combustion in indus-
try and a rapid rise in road transport volume led to several events which reinforced the
links between air pollution and public health. Of these, The Great Smog
a
of December
aIn this case smog refers to a thick fog due to the direct emission of SO2 and particulate matter
rather than particulate matter and ozone produced by the photochemical reaction of hydrocarbons and
oxides of nitrogen with sunlight.
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1952 in London is one of the most defining. Between the 5th and the 8th of December
1952, weather conditions and atmospheric pollution combined to blanket the city in a
thick fog. During the Smog both smoke and sulphur dioxide (SO2) concentrations rose
dramatically, as did the number of deaths due to respiratory and cardiological complica-
tions. As a result of these events Parliament passed the 1956 Clean Air Act introducing
“smoke control areas” where only smokeless fuel with reduced sulphur content could be
burnt. This led to a marked reduction in the amount of smoke and SO2 released into
the air and a substantial improvement in London’s air quality.
The Clean Air Act and a similar bill passed by the United States Congress in 1955
were the first instances of pollutant emissions from combustion becoming a political
and legislative issue. Since then understanding of the mechanisms of atmospheric pollu-
tion has grown and subsequent emissions legislation has become increasingly stringent.
For example, due to concern over smog caused by emissions of unburnt-hydrocarbons
(UHCs), oxides of nitrogen (NOx) and soot in Los Angeles, California has some of the
most stringent emissions laws in the world. More recently, problems of pollution are
being recognised on a global scale. In the 1970s acid rain, produced when SO2 and NOx
emitted into the atmosphere is dissolved in rain water to produce sulphuric and nitric
acid, was the first environmental problem to span international boundaries. Increasing
coal combustion and the use of taller chimneys, mandated by the Clean Air Acts of
the 1950s in order to improve air quality locally, meant that the pollutants emitted in
Manchester could cause acid rain to fall in Scandinavia.
In recent years the problem of global warming due to the anthropogenic emission
of greenhouse gasses has become an important scientific and political issue. Although
often miscredited with coining the term green house effect, Fourier [26] is widely accepted
to have recognised the mechanism whereby an atmosphere acts to increase a planet’s
temperature. It would be another 70 years before Arrhenius [6] postulated that an
3increase in the concentration of carbon dioxide in the atmosphere would lead to a rise in
global temperatures. Since then there has been increasing concern about global warming
and the rapid rise in fossil fuel consumption. In 1988 the Intergovernmental Panel on
Climate Change was set up and in their most recent report concluded that “most of the
observed increase in globally averaged temperatures since the mid-20th century is very
likely (>90%) due to the observed increase in anthropogenic (human) greenhouse gas
concentrations” [122].
Faced with an overwhelming body of evidence highlighting the detrimental effects of
combustion, the goal of combustion engineering for at least the past 50 years has been
to simultaneously reduce pollutant emissions whilst increasing the efficiency of energy
conversion. This can only be achieved by furthering our understanding of combustion
at a fundamental level and applying this knowledge to the design and development of
new combustion systems.
For the purposes of theoretical and numerical analysis, combustion systems are often
divided into two groups: premixed systems where the fuel and oxidiser are perfectly
mixed at the molecular level before being consumed by a flame; and non-premixed or
diffusion systems where the fuel and oxidiser enter the flame separately, mixing within
the reacting zone. In practice many combustion devices operate in a regime containing a
mixture of both premixed and non-premixed burning modes, commonly called a partially
premixed burning mode. Further classifications are detailed later.
The development of such systems has grown due to the need to reduce pollutant
emissions. The reduction in temperature achieved by operating combustors under fuel
lean conditions has a beneficial effect on NOx and carbon monoxide (CO) emissions.
Current ground-based gas turbine combustors used for power generation operate in this
mode and are capable of achieving extremely low NOx and CO emissions [38]. However,
as a combustor is run increasingly lean it becomes susceptible to several problems in-
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cluding extinction, ignitability and flame stability. Small fluctuations in the incoming
reactant mixture strength can result in large variations in the heat release rate, result-
ing in pressure oscillations. The coupling between the unsteady heat release and the
pressure can result in combustion instabilities that can cause major damage to engine
components [81], particularly in lean premixed systems.
One way to achieve stable lean combustion is to design the system to burn an inhomo-
geneous reactant mixture whilst still operating in a premixed burning mode. Including
areas of richer mixture which are less susceptible to large variations in heat release rate
due to fluctuations in mixture strength allows stable combustion in systems operating
under fuel lean conditions. Such systems are generally classified based upon the range of
spatial variation of equivalence ratio. Where the equivalence ratio is defined as the ratio
of fuel to oxidiser compared to the stoichiometric ratio. Systems in which the equiva-
lence ratio variation is bounded between the rich and lean flammability limits, where
only premixed burning can occur, are termed stratified or stratified premixed systems.
Both premixed and non-premixed modes of burning can occur in systems where the
reactants can attain values beyond the flammability limits. This more general case is
termed as partially premixed combustion [20].
Stratified combustion is employed in the latest generation of direct injection SI en-
gines [60] and is seen as the future direction for aviation gas turbines [116]. In many
of the aero-engines in service today a rich burn/quench/lean burn (RQL) combustion
approach is employed. This design uses a rich primary zone to ensure stable combustion,
minimal NOx and soot production before rapidly diluting the mixture to halt further
NOx production and to facilitate a continuing reduction in soot. Lean burn designs
where the majority of the air from the compressor is passed into the front portion of
the combustion chamber with fuel staged in a pilot and mains flow are currently under
development. These systems offer the emissions reductions of lean premixed combustion
5using liquid fuel, and with careful control of fuel and air flows the problems highlighted
earlier can be avoided.
The design and development of combustion systems can be complex and time-
consuming. The environment inside a combustor is hostile, often making detailed ex-
perimental measurements difficult if not impossible. The requirement for multiple ex-
periments and prototypes demanded by an iterative design process is also extremely
expensive, particularly so in the case of gas-turbines. To this end, the simulation of
combustion systems using computational fluid dynamics (CFD) has proven an invalu-
able tool. When used alongside experimental testing, CFD can provide visualisation of
scalar and flow fields which cannot be easily measured. It can also be used for parametric
studies as the geometry or flow conditions can be easily altered. Careful and informed
use of CFD along with selective experimental testing will be very helpful in the devel-
opment of new fuel lean combustors. The motivation behind this work is to improve
the currently available CFD models for stratified combustion. The specific objectives
for this research are as follows:
• To assess the currently available models for stratified combustion in a Reynolds
averaged Navier-Stokes (RANS) paradigm.
• To identify and develop modelling improvements to capture the underlying physics
of the problem accurately.
• To validate these developments using experimental and direct numerical simulation
(DNS) data.
• To further validate the combustion models by simulating laboratory scale premixed
and stratified flames.
• To apply these models to simulate a real aero-engine combustor.
6 Introduction
The remainder of this thesis is organised as follows. Chapter 2 gives an overview of
physics of stratified combustion and the currently available models for both premixed
and stratified combustion. Chapter 3 contains details of the modelling approaches used
throughout this thesis. Chapter 4 discusses the influence of the models used for the
scalar dissipation rates in the simulations. Chapter 5 addresses the issues posed by the
presumed shape of the probability density function (pdf) required in the closure of the
mean reaction rate. Chapter 6 employs the modelling ideas developed in previous chap-
ters to study the influence of flow unsteadiness on stratified combustion. The modelling
of an aero-engine combustor is discussed in Chapter 7. Chapter 8 draws conclusions and
identifies avenues for future work.
Chapter 2
Background
As noted in Chapter 1, combustion systems are often divided into two groups based
on the combustion mode: premixed or non-premixed. In systems using non-premixed
combustion the fuel and oxidiser enter the flame separately and must mix by molecular
diffusion before chemical reactions can occur. As such, combustion in non-premixed
flames is dictated by the molecular mixing process and the flame sits along the stoichio-
metric contour where the fuel and oxidiser are in the correct proportion for complete
reaction. Examples of non-premixed systems include compression ignition engines and
most industrial furnaces. In premixed systems the fuel and oxidiser are homogeneously
mixed at a given equivalence ratio before combustion occurs. Without the presence of
a mean flow, a premixed laminar flame will propagate forwards into fresh reactants at
a speed determined by its stoichiometry, temperature and pressure. In turbulent flow,
which is inevitable in practical systems, the attributes of turbulence will also influence
the speed at which the flame propagates into unburnt mixture.
These two idealised scenarios are useful in the modelling of combustion systems as
they allow the simplification of the system of equations that must be solved. However, as
mentioned Chapter 1, most practical systems operate in a partially premixed mode which
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may include a mixture of these two combustion regimes. Either in a stratified-premixed
mode where the reactant mixture is premixed with gradients of equivalence ratio between
the flammability limits, or in a more general partially-premixed mode which encompasses
the entire range of stoichiometry. As the focus of this work is stratified premixed flames,
this chapter first describes some of the fundamental ways in which stratification can alter
premixed flames before detailing the modelling approaches for premixed, non-premixed
and stratified systems.
2.1 Stratified Flames
Several experimental and numerical studies have been devoted to understand the effects
of mixture stratification on the properties of both laminar and turbulent flames. This
section discusses some of these results, starting with laminar flames.
2.1.1 Laminar Flames
Laminar methane-air flames propagating into an almost quiescent mixture stratified
from stoichiometric to lean investigated experimentally by Kang and Kyritsis [65] have
shown increased laminar flame speeds compared to premixed flames at the correspond-
ing local equivalence ratio. The lean flammability limits are also significantly extended.
For methane-air mixtures at atmospheric temperature and pressure the lean flamma-
bility limit is φ ≈ 0.5 [135] but for flames propagating through stratified mixture the
flammability limit is extended to φ ≈ 0.35 [65]. This situation is depicted in Fig. 2.1 and
can be explained by the heat transfer from the burnt gases to the flame front sustaining
chemical reactions into the leaner mixture. It is expected that this effect dominates over
the effect of decreasing equivalence ratio.
Numerical studies confirm this. Pires Da Cruz et al. [101] simulated laminar methane-
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air flames propagating through stoichiometric mixture with a step change in equivalence
ratio to φ = 0.35. These simulations also exhibited increased laminar flame speeds com-
pared to homogeneous flames at the same local equivalence ratio. An extension of the
lean flammability limit was also observed, however, it was not as great as seen in the
experiments of Kang and Kyritsis [65]. Pires Da Cruz et al. [101] went on to study the
effects of laminar flames propagating from rich to stoichiometric mixture and from stoi-
chiometric to rich mixture by numerical simulation. They suggest that the propagation
of such flames is controlled by the production and consumption of molecular hydrogen
(H2) in the flame front. If there is high H2 production due to insufficient oxygen the
flame will speed up if increased oxygen is available in the fresh gases. Hence, rich to
stoichiometric flames accelerate compared with homogeneous propagation and vice versa
for stoichiometric to rich flames.
Figure 2.1: Schematic of a laminar premixed flame propagating into stratified mixture.
2.1.2 Turbulent Flames
Experimental and DNS studies of turbulent stratified flames have suggested that there
is an additional flame wrinkling mechanism due to stratification. However, the effects of
this mechanism are strongly influenced by the configuration studied, the stratification
length scale, turbulence intensity and its length scale, the mean value of equivalence
ratio and its distribution.
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Three dimensional DNS of initially premixed flames propagating into stratified mix-
ture have been carried out using single-step irreversible chemistry [56, 105]. Poinsot
et al. [105] studied a flame propagating into mixture with an initially bimodal distribu-
tion of equivalence ratio with peaks at φ = 0.5 and φ = 1.1. The impact of stratification
on the overall burning rate was negligible as the effects of differential propagation tend
to average out. He´lie and Trouve´ [56] studied the same configuration but prescribe the
equivalence ratio distribution to be symmetric about stoichiometry. No significant im-
pact on flame front wrinkling was observed but the overall burning rate was decreased.
In both cases the stratification length scale is comparable or greater than the integral
length scale of turbulence. The ratio of turbulent fluctuations to the laminar flame
speed (u
′
/SL) was about 7.5 suggesting that the effects of turbulence dominate over the
laminar propagation of the flame.
Two dimensional DNS of propane-air combustion with complex chemical kinetics has
been carried out by Haworth et al. [55] and Jime´nez et al. [62]. In both the rich/lean
stratified simulations of Haworth et al. [55] and the globally lean stratified simulations
of Jime´nez et al. [62] the level of flame wrinkling due to stratification was found to be
sensitive to the length scale of stratification. Swaminathan et al. [132] found reduc-
ing the stratification length scale led to increased amounts of flame wrinkling in three
dimensional DNS studies of flame kernel growth in stratified mixture. These results
suggest that the prescribed distribution of equivalence ratio can have a large effect on
the behaviour of the flame.
Grout et al. [54] performed 3D DNS using a two-step chemical mechanism. The
stratification was prescribed in such a way to be consistent with the local velocity field
thus removing the influence of non-physical equivalence ratio gradients. In this low
turbulence intensity case, u
′
/SL = 0.7, flame front wrinkling was observed to increase
compared to a homogeneous case. This result was confirmed by the experimental findings
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of Anselmo-Filho et al. [5] in a weakly turbulent, u
′
/SL ≈ 1.3 stratified methane-air V-
flame. Here the broader distribution of flame front curvature observed was attributed
to differential propagation speeds in lean and rich mixture pockets.
The influence of the turbulence intensity and mixture composition fluctuation on
two dimensional, globally lean DNS was investigated by Garrido-Lo´pez and Sarkar [47].
When the velocity fluctuations are small increasing the levels of inhomogeneity in the
mixture leads to increased flame wrinkling. As the intensity of the turbulence was
increased the level of flame wrinkling induced by composition fluctuations was found to
be small compared to that generated by velocity fluctuations.
DNS of a turbulent stratified methane-air jet flame with a jet Reynolds number of
2100 was carried out by Richardson et al. [113]. They observed greatly modified burning
rates and propagation speeds compared to premixed flames. When the mixture strength
gradients were normally aligned to the flame, the propagation speed was enhanced where
the products were richer than the reactants and vice versa. They also carried out studies
of strained laminar flames stratified with a richer product side and concluded that the
altered burning rate was due to the preferential diffusion of intermediate species to the
reactant side of the flame resulting in increased reaction rates. This effect confirms that
the effects observed in the laminar flame studies [65, 101] can be present in turbulent
flames.
These results suggest that stratification can alter turbulent flames through an addi-
tional flame wrinkling mechanism resulting from differential propagation. However, the
level of influence is strongly dependent on how the stratification is introduced into the
flow and whether the turbulence intensity is high enough to overwhelm its influence.
As far as possible these effects should be incorporated into models for stratified com-
bustion. However, in practical combustion systems where the Reynolds number will be
high, the influence of turbulence is likely to dominate over stratification for the bulk
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characteristics.
2.2 Modelling Turbulent Flames
The instantaneous equations for the conservation of mass, momentum, mass fraction
of a reactive scalar, α, and energy can be used to describe any combustion system
mathematically. These equations are [107]:
Mass:
∂ρ
∂t
+
∂ρui
∂xi
= SdM, (2.1)
where SdM is a source term that includes the effect of mass transfer from evaporation of
a liquid phase in combustors using liquid fuels.
Momentum:
∂ρuj
∂t
+
∂ρuiuj
∂xi
= −
∂p
∂xj
+
∂τij
∂xi
, (2.2)
where τij = µ
[
∂ui
∂xj
+
∂uj
∂xi
]
−
2
3
µ
∂uk
∂xk
δij is the viscous stress tensor, fα,j is the body force
acting on species α in direction j and δij is the Kronecker delta.
Mass fraction of Species α:
∂ρYα
∂t
+
∂
∂xi
[
ρ(ui + Vα,iYα)
]
= ω˙α + SdYα (2.3)
where Vα,i is the diffusion velocity of species α in the ith direction, ω˙α is the reaction
rate of species α and SdYα is a source of Yα due to evaporation from a liquid phase.
The energy equation can be written in several alternative forms [107] and is given
here in terms of enthalpy:
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∂ρh
∂t
+
∂ρuih
∂xi
=
∂p
∂t
−
∂qi
∂xi
−
∂
∂xj
(
τijui
)
+ Q˙ (2.4)
where Q˙ is a heat source term that can be due to a spark or radiative flux or heat
transfer from a liquid phase etc. and qi is the molecular flux of enthalpy:
qi = −λ
∂T
∂xi
− ρ
N∑
α=1
hαYαVα,i (2.5)
with λ the thermal conductivity of the mixture.
There are three generally accepted approaches for simulating turbulent combustion.
These approaches are described in the following sections in order of decreasing compu-
tational expense.
2.2.1 Direct Numerical Simulation
Direct numerical simulation (DNS), where the full set of instantaneous equations, Eqs. (2.1)
to (2.4), are solved is extremely expensive as the full range of length and timescales of
the flow must be resolved. This requires very fine grid resolution, time-steps and accu-
rate numerical schemes for spatial and temporal derivatives, as well as placing specific
limitations on the grid size and spacing [104]. In order to resolve the largest scale in the
flow the size of the domain, L, must be larger than the integral length scale, lt. Yet,
in order to resolve the smallest scale of the flow the grid spacing, ∆x must be smaller
than the Kolmogorov length scale, ∆x = L/N < ηk, where N is the number of grid
points in any direction and ηk the Kolmogorov length scale. In homogenous, isotropic
turbulence the integral length scale and the Kolmogorov length scale can be related to
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the turbulent Reynolds number [107]:
lt
η
= Re
3/4
t =
(
u
′
lt
ν
)3/4
(2.6)
Combining these restrictions leads to [104]:
N > Ret
3/4
(2.7)
which determines the number of grid points in each direction required for a given
Reynolds number. For computations of large Re flows in three dimensions the spatial
grid and temporal resolution requirements quickly become prohibitive.
The problem is further compounded when chemical reactions are present as the char-
acteristic length- and time-scales of the flame are often smaller than those of turbulence,
increasing the grid resolution requirements further. In simulations of premixed flames,
ten to twenty grid points are typically required to resolve the inner structure of the
flame, Q ≃ 20 [104]. The size of the domain can then be expressed in terms of the
laminar flame thickness, δL, L ≃ (N/Q)δL. As L > lt the requirement to resolve the
inner structure of the flame places an upper limit on the integral length scale which can
be resolved for a given number of grid points further restricting the domain size.
Depending on the chemistry used there is also a need to solve several additional
transport equations which can be highly non-linear, further adding to the computational
requirements. Despite recent increases in computational power DNS remains limited to
canonical academic problems of a much smaller scale than real engineering flows. In
spite of this, DNS can provide invaluable insight into the physics of combusting flows
and can be used to test modelling assumptions. There exists a large database of DNS
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which have been used to study premixed [29, 33, 118, 119], non-premixed [127] and
spray combustion [40, 95]. DNS is also being used to investigate stratified and partially
premixed flames as mentioned in Section 2.1.2.
2.2.2 Large-Eddy Simulation
The restriction placed on the domain size and numerical grid in DNS is reduced in
a large-eddy simulation (LES) by applying a spatial filtering operation to Eqs. (2.1)
to (2.4). Only the scales of the flow greater than the filter width, ∆, are resolved
on the grid such that ∆x ≤ ∆. This process reduces the computational cost of LES
over DNS by a factor of Re
9/4
∆ where Re∆ is the sub-grid Reynolds number [102]. The
smaller, unresolved scales are termed as sub-grid scales (SGS). Filtering the information
about the small scales results in unclosed terms arising in the filtered balance equations.
These terms are similar to the Reynolds stresses which appear in the RANS equations
and must be modelled. Models for the SGS often follow concepts developed in RANS
approaches as many of the assumptions used are well suited to the smaller more universal
scales. The substantial reduction in the computational cost of LES compared to DNS
means that it is possible to use LES to model full scale engineering problems. Though
the LES for combusting flows is not yet well developed, many studies suggest that it
is possible to achieve good results for premixed, non-premixed and stratified flames
[15, 41, 64, 102, 125].
2.2.3 Reynolds Averaged Navier-Stokes
In a RANS formulation only mean quantities are considered. Averaging Eqs. (2.1) to
(2.4) gives a set of transport equations for mean quantities. The averaging can be either
spatial or temporal depending on the flow characteristics. The method of ensemble
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averaging is commonly used for unsteady flows. However, this process of averaging
introduces unclosed correlations due to turbulent fluctuations which require modelling.
As the requirement is to resolve only the mean features of the flow in a RANS simulation,
grid resolution requirements are significantly reduced over LES and DNS. Additionally,
if the flow can be considered steady there is no requirement to advance the solution
in time, further reducing the computational expense. Unsteady RANS simulations are
able to capture large scale unsteady motions; however, they resolve no portion of the
turbulent fluctuations which must be modelled. For now and the foreseeable future a
Reynolds averaged Navier-Stokes (RANS) formulation is the only practical engineering
choice when an iterative design process demands numerous simulations are carried out.
One can derive the RANS equations for mean quantities by replacing any quantity,
ϕ, with a mean, ϕ, and fluctuating, ϕ
′
, part and averaging. In variable density flows it
is convenient to use Favre, or density weighted, averaging. A Favre averaged quantity is
defined as ϕ˜ = ρϕ/ρ, the Favre fluctuation is ϕ
′′
and ϕ = ϕ˜+ϕ
′′
. Applying this process
to Eqs. (2.1) to (2.4) gives:
Mass:
∂ρ
∂t
+
∂ρu˜i
∂xi
= SdM, (2.8)
Momentum:
∂ρu˜j
∂t
+
∂ρu˜iuj
∂xi
= −
∂p
∂xj
+
∂
∂xi
(
τ ij − ρu˜
′′
i u
′′
j
)
, (2.9)
Species α:
∂ρY˜α
∂t
+
∂
∂xi
(ρu˜iY˜α) =
∂
∂xi
(
ρD
∂Yα
∂xi
− ρu˜
′′
i Y
′′
α
)
+ ω˙Yα, (2.10)
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The Reynolds stress correlations ρu˜
′′
i u
′′
j are unclosed and the need arises for a turbulence
model. In RANS modelling, there are two classes of turbulence model which can be
employed. In a Reynolds stress modelling approach additional transport equations, one
for each Reynolds stress and one for the dissipation rate of turbulent kinetic energy are
solved. Another approach is to employ one of the classical turbulence models based on
the turbulent viscosity assumption proposed by Boussinesq [133]:
ρu˜
′′
i u
′′
j = −µt
(
∂u˜i
∂xj
+
∂u˜j
∂xi
−
2
3
δij
∂u˜k
∂xk
)
−
2
3
ρk˜δij , (2.11)
where µt is the turbulent viscosity and k˜ is the turbulent kinetic energy. Of a number
of available models the two equation k-ε model of Jones and Launder [63] is the most
widely used due to its simplicity and low computational cost. The turbulent viscosity is
estimated as:
µt = ρCµ
k˜
2
ε˜
. (2.12)
Transport equations for the Favre averaged the turbulent kinetic energy, k˜, and its
dissipation rate, ε˜, must be solved. These equations are [79]:
∂ρk˜
∂t
+
∂
∂xi
(ρu˜ik˜) =
∂
∂xi
[(
µ+
µt
Sck
)
∂k˜
∂xi
]
+ Pk − ρε˜ (2.13)
and
∂ρε˜
∂t
+
∂
∂xi
(ρu˜iε˜) =
∂
∂xi
[(
µ+
µt
Scε
)
∂ε˜
∂xi
]
+ C1ε
ε˜
k˜
Pk − C2ερ
ε˜
2
k˜
(2.14)
18 Background
where,
Pk = −ρu˜
′′
i u
′′
j
∂u˜i
∂xj
+ p
′∂u
′′
i
∂xi
− u
′′
i
∂p
∂xi
(2.15)
Cµ, C1ε and C2ε are model constants whose values are given in Chapter 3 and Scϕ is the
turbulent Schmidt number for the quantity ϕ.
2.3 Combustion Modelling
In order to solve the averaged transport equation for species α, Eq. (2.10), the mean
reaction rate, ω˙Yα, must be provided. A first approximation would be to use the laminar
reaction rate values. Consider a system described by a single step irreversible reaction:
F +O → P (2.16)
the reaction rate is:
ω˙ = −krρ
2
YFYO, (2.17)
where the reaction rate coefficient that describes an Arrhenius type reaction is:
kr = BT
β
exp
(
−
Ta
T
)
(2.18)
where B is the pre-exponential factor, β is the temperature exponent and Ta the activa-
tion temperature. Equation (2.18) has a strongly non-linear dependence on temperature.
As such, kr 6= kr(T ) and simply substituting mean values into Eq. (2.17) is inaccurate,
temperature fluctuations must be accounted for [140]. One such method to do this is to
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replace the values of temperature in the exponential term in Eq. (2.18) with the mean
and fluctuating components and use a Taylor series expansion [78, 107]:
ω˙ = −Bρ
2
T˜
β
Y˜f Y˜o exp
(
−
Ta
T˜
)1 + (Ta
T˜
)2
T˜
′′2
T˜
2
+
Y˜
′′
f Y
′′
o
Y˜fY˜o
. . .
 (2.19)
As the higher order terms contain (Ta/T˜ )
n
and the activation temperature is often
an order of magnitude greater than the Favre mean temperature, the higher order terms
can only be neglected if the fluctuations are small, which is not the case in most practical
combustion devices [78]. Furthermore, closures are required for the higher moments of
temperature and species mass fraction correlations making this approach difficult to
apply to complex systems with many species. Hence, other approaches are required to
close the mean reaction rate. This is the motivation for developing models for turbulent
combustion. Several modelling methods for premixed, nonpremixed and stratified flames
are discussed below.
Before this discussion it is worth introducing the statistical approach of a probability
density function (pdf) as their properties are widely used in combustion modelling. The
pdf of a scalar, p(ϕ) measures the probability that ϕ takes values between ϕ and ϕ+dϕ.
Once the pdf is known at a point, local means and variances can be calculated:
ϕ =
∞∫
0
ϕ p(ϕ) dϕ
ϕ
′2
=
∞∫
0
(ϕ− ϕ)
2
p(ϕ) dϕ. (2.20)
A pdf may also be used to calculate the mean reaction rate. If a combustion system
can be characterised by density, velocity, species mass fractions and temperature. Then
the pdf of these quantities, p(ρ, Y1 ...YN−1, T ), may be used to determine ω˙. Consider
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a statistically stationary flow with a single step irreversible reaction of Eq. (2.16), here
the mean reaction rate of fuel is [78]:
ω˙ = −
ρmax∫
ρmin
Tmax∫
Tmin
1∫
0
1∫
0
ω˙ p(ρ, T, Yf , Yo) dYf dYo dT dρ (2.21)
The main difficulty in this approach is determining the joint pdf. In practice one of two
methods is employed; to assume the system can be described by a reduced scalar whose
pdf can be assumed to be a mathematical function or to solve a transport equation for
the pdf. Both methods are discussed in subsequent sections and the assumed shape of
a joint pdf of two variables is the subject of Chapter 5.
2.3.1 Reduced Scalars
Chemical mechanisms used to describe combustion kinetics can contain hundreds of
species and thousands of reactions. Since solving a set of averaged transport equations
for all the species in the mechanism, even if ω˙ were known, would be very costly, the
system of scalar equations is often reduced to a representative scalar equation from which
temperature and species concentrations can be deduced. In premixed flames a progress
variable, c, is normally employed, where c takes a value of zero in fresh reactants and one
in burnt products. Assuming unity Lewis numbers (where the Lewis number is the ratio
of thermal to mass diffusivities, Le = Dth/Dα) for all species, the progress variable can
be directly related to the chemical composition at a given burning state. The progress
variable is commonly defined in terms of a normalised temperature rise or normalised
major species mass fraction. Here the mass fraction of a product species (carbon dioxide,
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CO2) is used, unless stated otherwise to define c as:
c =
YCO2
YCO2b
, (2.22)
where the subscript b denotes a value in the burnt products. The Favre averaged trans-
port equation for c is [107]:
∂ρc˜
∂t
+
∂
∂xi
(ρc˜u˜i) =
∂
∂xi
(
ρD
∂c
∂xi
− ρu˜
′′
i c
′′
)
+ ω˙c (2.23)
where D is the molecular diffusivity. The final term on the righthand side (RHS) of
Eq. (2.23) is the mean reaction rate which requires modelling.
Similarly an equation for the Favre variance of the progress variable, c˜
′′2
, may be
written. This equation is [107]:
∂ρc˜
′′2
∂t
+
∂
∂xi
(
ρu˜ic˜
′′2
)
+
∂
∂xi
(
ρu˜
′′
i c
′′2
)
=
∂
∂xi
(
ρD
∂c
′′2
∂xi
)
+ 2c
′′ ∂
∂xi
(
ρD
∂c˜
∂xi
)
− 2ρu˜
′′
i c
′′ ∂c˜
∂xi
− 2ρD
∂c
′′
∂xi
∂c
′′
∂xi
+ 2c
′′
ω˙c (2.24)
where the scalar flux terms, ρu˜
′′
i c
′′2
and ρu˜
′′
i c
′′
, must be modelled. The first two terms
on the RHS are related to molecular diffusion: the second of these will be small at high
Reynolds numbers and is commonly neglected. The final term on the RHS represents
the decay rate of fluctuations due to turbulent mixing at small scales. This scalar
dissipation rate, ρχ˜c = 2ρD
∂c
′′
∂xi
∂c
′′
∂xi
, is a key quantity in turbulent combustion modelling
and appears in the transport equation of any second moment quantity. Its modelling
and influence on flame behaviour in stratified combustion will be discussed in Chapter
4. The final term on the RHS is due to chemical reaction and also requires modelling.
In non-premixed flames a non-reacting scalar, the mixture fraction Z, defined as zero
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in the pure oxidiser stream and one in the pure fuel stream is commonly used to describe
the mixture state. Here the mixture fraction is defined [11] as:
Z =
Yi − Yi1
Yi1 − Yi2
, (2.25)
where Yi is the mass fraction of element i and the subscripts 1 and 2 denote the fuel
and oxidiser streams respectively. Again using the assumption of unity Lewis numbers
Z can be related to the thermochemical composition for a given mixing state [79]. The
transport equation for the Favre averaged mixture fraction is [107]:
∂ρZ˜
∂t
+
∂
∂xi
(ρZ˜u˜i) =
∂
∂xi
(
ρD
∂Z
∂xi
− ρu˜
′′
iZ
′′
)
+ SdZ (2.26)
where SdZ is a source term that represents the mean production of Z from the evapora-
tion of liquid fuel. Unlike Eq. (2.23) there is no mean reaction rate in the equation for
the mixture fraction as it describes only the mixing process. However the influence of
chemical reaction will affect its evolution indirectly through the temperature and hence
density and velocity fields. Again the turbulent scalar flux, ρu˜
′′
iZ
′′
must be modelled.
The balance equation for the Favre variance of mixture fraction, Z˜
′′2
, is written as
[107]:
∂ρZ˜
′′2
∂t
+
∂
∂xi
(
ρu˜iZ˜
′′2
)
+
∂
∂xi
(
ρ
˜
u
′′
iZ
′′2
)
=
∂
∂xi
(
ρD
∂Z
′′2
∂xi
)
+ 2Z
′′ ∂
∂xi
(
ρD
∂Z˜
∂xi
)
− 2ρu˜
′′
iZ
′′ ∂Z˜
∂xi
− 2ρD
∂Z
′′
∂xi
∂Z
′′
∂xi
(2.27)
and is analogous to Eq. (2.24) except for the term coming from chemical reaction, the
final term on the RHS in Eq. (2.24), which does not appear.
The progress variable and mixture fraction form the basis of several methods to model
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premixed and nonpremixed flames respectively and may be used in partnership to de-
scribe stratified/partially premixed flames. Some of the common modelling approaches
used to tackle non-premixed and premixed flames are described in the subsequent sec-
tions. There are several extensive reviews on combustion modelling [69, 99, 109, 138]
and thus only a brief overview will be given here.
2.3.2 Non-premixed Flame Modelling
In their description of non-premixed flames, Burke and Schumann [27] considered a
“mixed is burnt” approach where the single step chemical reaction is infinitely fast. If
the mass fractions of fuel and oxidiser and the temperature can be related to the mixture
fraction, then their mean values can be obtained from the pdf of mixture fraction. Using
the mean mixture fraction and its variance the pdf of Z can be obtained by assuming
its shape to be given by a beta function. The required statistical moments are obtained
by solving the appropriate transport equations, Eqs. (2.26) and (2.27).
Once the pdf is known, the mean values of temperature and species can be obtained
using the expression:
ϕ˜ =
1∫
0
ϕ(ξ) p˜(ξ) dξ, (2.28)
where ξ is the sample space variable for the mixture fraction and ϕ(ξ) is an instantaneous
value.
The infinitely fast chemistry approach is a useful first step in modelling non-premixed
flames. It is strictly valid when the Damko¨hler number, Da = τt/τc, the ratio of the
turbulent timescale to the chemical time scale is very large. Complex chemistry can be
included by replacing the single step reaction with an equilibrium chemical calculation.
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Steady laminar flamelet modelling (SLFM) introduced by Peters [99] views a turbu-
lent non-premixed flame as an ensemble of laminar non-premixed flames and allows for
the inclusion of some finite rate chemical effects. It is strictly valid when the smallest
scales of turbulence cannot penetrate the flamelets, i.e. when the thickness of the reac-
tion zone is smaller than the Kolmogorov length scale. In this approach the chemical
system is no longer solely described by the mixture fraction. The instantaneous scalar
dissipation rate at the stoichiometric surface, χst = 2Dst (∂Z/∂xi)
2
st is also introduced to
parameterise the flamelet. The inclusion of χst allows for the influence of strain effects on
the laminar flamelet to be included. As χst increases, heat conduction from the reaction
zone into the surrounding gas also increases reducing the reaction rate until χst becomes
too large leading to the quenching of the flamelet [99]. In a SLFM calculation a look-up
table of laminar flamelets is calculated a priori for various values of Z and χst. Mean
values are then obtained by integrating these laminar values with the joint pdf of the
mixture fraction and its scalar dissipation rate [11, 99]:
ϕ˜ =
∞∫
0
1∫
0
ϕ(ξ, χst) p˜(ξ, χst) dξ dχst. (2.29)
In practice the joint pdf of the mixture fraction and scalar dissipation rate is assumed
to be statistically independent. The mixture fraction pdf is normally taken to be a beta
function whilst the scalar dissipation rate pdf is assumed to be a log-normal distribution.
Values of Z˜ and Z˜
′′2
are required to calculate the beta function and χst is normally related
to the mean scalar dissipation rate in the simulation. The SLFM model represents an
improvement over the infinitely fast chemistry approach with improved predictions of
minor species.
In the Conditional Moment Closure (CMC) approach, arrived at independently by
Klimenko [68] and Bilger [13], equations are derived for the conditional mean scalars,
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Qα = 〈ϕα|Z = η〉 [69]:
ρη
∂Qα
∂t
+ ρη〈ui|η〉
∂Qα
∂xi
− ρη〈N |η〉
∂
2
Qα
∂η
2 = ρη〈ω˙|η〉+ eQα + eyα (2.30)
where ρη = 〈ρ|η〉 and N = D
(
∂Z
∂xi
)2
with:
eQα =
〈
∂
∂xi
(
ρD
∂Qα
∂xi
)
+ ρD
∂Z
∂xi
∂
∂xi
(
∂Qα
∂η
)
|η
〉
(2.31)
eyα = −
〈
ρ
∂y
′′
α
∂t
+ ρui
∂y
′′
α
∂xi
−
∂
∂xi
(
ρD
∂y
′′
α
∂xi
)
|η
〉
(2.32)
where y
′′
α is the fluctuation about the conditional mean. The term eQα represents molec-
ular diffusion effects and is commonly neglected at high Reynolds numbers. The term
eyα can be modelled as, eyαp(η) = −
∂
∂xi
[
ρη〈u
′′
i y
′′
α|η〉p(η)
]
.
The conditional velocity, scalar dissipation rate and reaction rate terms, 〈ui|η〉, 〈N |η〉
and 〈ω˙|η〉 are unknown and must be modelled. The conditional velocity is normally
modelled using a linear approximation to the unconditional mean velocity and scalar
flux, this has been found to be adequate for most flows [69]. The simplest model for
the conditional scalar dissipation rate is to take the unconditional mean which is known
to be valid for Gaussian turbulence [10]. Other models have been developed to remove
this restriction [32, 48]. A first order closure for the conditional reaction rate is to use
the Taylor series expansion in Eq. (2.19) neglecting the higher order terms involving
conditional fluctuations. Thus, for the single step irreversible reaction considered in
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Eq. (2.16) the conditionally averaged reaction rate is:
〈ω˙|η〉 = ρηkr(QT )QfQo (2.33)
Whilst employing the same approach for unconditionally averaged values is grossly
erroneous this is not the case for the conditionally averaged quantities. This is because
the fluctuations about the conditional mean are expected to be of a smaller order than
the unconditional fluctuations, y
′′
α ≪ Y
′′
α . This is the fundamental hypothesis of CMC.
However, CMC is computationally expensive as equations must be solved for all the
species involved in the chemical kinetics mechanism used in the calculation. This is
further compounded by the need to calculate the terms involving ∂/∂η which requires a
suitably large number of points in η space. Despite this, its use is becoming widespread
and it is capable of capturing finite-rate chemical effects including ignition, extinction
and re-ignition as well as predicting pollutants [46, 74, 91, 92, 134, 143].
2.3.3 Premixed Flame Modelling
One of the most widely studied models for turbulent premixed flames is the Bray-Moss-
Libby (BML) model [21, 23, 77]. This model is based on a pdf of progress variable
containing contributions from unburnt, burnt and burning gases:
p(c) = αδ(c)︸ ︷︷ ︸
Unburnt gases
+ βδ(1− c)︸ ︷︷ ︸
Burnt gases
+ γ(H(0)−H(1))f(c)︸ ︷︷ ︸
Burning gases
, (2.34)
where H is the Heaviside step function and f(c) represents the internal burning portion
of the pdf. Under the assumption of large Reynolds and Damko¨hler numbers the in-
stantaneous flame front can be considered to be an infinitely thin sheet that is wrinkled
by turbulence. In this situation only burnt and unburnt gas can exist and the burn-
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ing portion of the pdf can be neglected. This means that the pdf cannot be used to
obtain the mean reaction rate. Various alternative approaches have been developed to
close the mean reaction rate using the scalar dissipation rate [23], the flamelet crossing
frequency [22] or the flame surface density (FSD) concepts [28]. In the latter case the
mean reaction rate is closed as:
ω˙c = ρu〈Sc〉sΣ (2.35)
where the subscript u denotes a value in unburnt reactants, Sc is the speed at which
reactants are consumed, defined with the integral of the burning rate across the flame
and 〈 〉s denotes averaging along the flame surface. Σ is the flame surface density and
describes the amount of flame surface per unit volume. Algebraic expressions for the
flame surface density have been derived based on flamelet crossing frequencies [22] and
fractal theories [53]. A transport equation for the flame surface density has been derived
by Pope [110] and Candel and Poinsot [28]:
∂Σ
∂t
+
∂
∂xi
(〈ui〉sΣ) +
∂
∂xi
[〈Sdni〉sΣ] =
〈(
δij − ninj
) ∂ui
∂xj
〉
s
Σ +
〈
Sd
∂ni
∂xi
〉
s
Σ (2.36)
where Sd is the displacement speed of the flame relative to fresh gases and ni =
−(∂c/∂xi)/|∂c/∂xi| is the component in direction i of the unit normal vector pointing
toward unburnt gases. Equation (2.36) is unclosed and requires significant modelling.
The terms on the RHS represent the effect of tangential strain on the flame surface and
the combined effects of propagation and curvature respectively and are unclosed.
Using the Favre decomposition described in Section 2.2.3 the convective and tangen-
tial strain terms can be split into contributions from the mean and fluctuations. The
modelled FSD equation may then be written as a advection-diffusion balance with three
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additional source terms; one due to the strain on the flame surface due to mean velocity
gradients, one for the strain due to turbulent fluctuations. A consumption term, due to
the last term on the RHS is added to prevent the equation predicting an infinite growth
of flame area. The strain terms are commonly modelled as proportional to the mean
velocity gradient and inverse turbulence timescale, ε/k, respectively. The consumption
term is normally related to the consumption speed, Sc, along the flame surface. A
summary of various closures for these terms is given by Veynante and Vervisch [138].
The level-set or G-equation approach [100] considers the flame surface to exist at a
point in the flow where G = G0. Either side, where G > G0 there is only burnt gas or
fresh reactants where G < G0. The Favre averaged transport equation for G is [100]:
ρ
∂G˜
∂t
+ ρu˜i
∂G˜
∂xi
= ρuSd
∣∣∣∣∣∂G˜∂xi
∣∣∣∣∣− ρDκ˜
∣∣∣∣∣∂G˜∂xi
∣∣∣∣∣ , (2.37)
where κ˜ is the mean curvature of the surface and Sd is the displacement speed due to
propagation of a flame element relative to fresh gases, this can be related to the laminar
flame speed and the ratio of the turbulent flame surface area to that of a laminar flame.
The thermochemical state of the mixture can be related to the distance from the inner
reaction layer of the flame [57]. This, alongside a presumed pdf can be used to recover
mean scalar quantities. The numerical implementation of the G-equation is challenging
as the equation is only valid along the flame surface, hence the rest of the G-field must
be reinitialised every iteration.
CMC methods for premixed flames are under development [1], however modelling
the conditional mean scalar dissipation rate remains a barrier to their implementation
as modelling this term is difficult when the conditioning variable is a reactive scalar
[128]. Other modelling approaches have been based on presumed pdf shapes other than
the delta functions of the BML model, allowing the mean reaction rate to be recovered
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directly from the integral of the pdf. Fioriana et al. [44] have employed beta function pdf
shapes in order to obtain this quantity. Bray et al. [19] compared the use of different
pdf shapes with DNS data. They conclude that a pdf based on unstrained laminar
flamelets gives the best approximation of the reaction rate from DNS. A beta function
pdf was found to over-predict the reaction rate slightly whilst a two delta function pdf
over-predicted it strongly. However, the implementation of the laminar flame based pdf
is not straightforward.
The influence of fluid dynamic stretch on premixed flames has been included in a
formulation [71, 72] similar to the SLFM model applied to premixed flames. A series
of strained laminar premixed flames are calculated and parameterised by their scalar
dissipation rate. The mean reaction rate is then calculated as:
ω˙ =
1∫
0
χ2∫
χ1
ω˙(ζ, χ) p(χ|ζ)p(ζ) dχ dζ, (2.38)
where χ1 and χ2 correspond to the upper and lower limits of scalar dissipation rate and
ζ is the sample space variable for the progress variable. Kolla et al. [71, 72] presumed
the pdf of χ to be log-normal and p˜(c) to be a beta distribution. The computational
results [72] for of laboratory scale pilot stabilised Bunsen flames [35] at high Reynolds
numbers show that including the influence of strain makes a significant difference to the
predicted flame behaviour.
2.3.4 Transported PDF Modelling
Several of the modelling approaches described in the previous sections use an assumed
shape pdf in order to recover mean scalar values. These pdfs are usually composed of
delta functions as in the case of the BML model or beta functions as is common in models
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for non-premixed combustion. The aim of transported pdf modelling is to remove the
constraint of presuming a shape for the pdf. This is achieved by solving a transport
equation for the joint pdf of species and temperature, p˜(ϕα) = p˜(Y1, Y2, ...YN, T ) for a
system of N chemical species [109]:
∂
∂t
[ρp˜(ϕα)] +
∂
∂xi
[ρu˜ip˜(ϕα)] +
∂
∂xi
[
ρ〈u
′′
i |ϕα〉p˜(ϕα)
]
=
+
N∑
α=1
∂
∂ϕα
[
1
ρ
ω˙α(ϕα)ρp˜(ϕα)
]
−
N∑
α=1
∂
∂ϕα
[〈
1
ρ
∂
∂xi
(
ρD
∂Yα
∂xi
) ∣∣ϕα〉 ρp˜(ϕα)] . (2.39)
The last two terms on the RHS of Eq. (2.39) represent the effects of chemical reaction
and molecular mixing. The main advantage of the transported pdf method is that
the chemical reaction term is closed. However, the molecular or micro-mixing term
requires modelling and is a major challenge [82]. The large number of dimensions of
the pdf also poses a problem and the equation cannot be solved using a finite volume
or finite difference approach. Monte Carlo methods are normally employed and as such
Eq. (2.39) is both difficult to incorporate into CFD codes and expensive to solve. Despite
the computational expense, transported pdf methods have shown good results in both
premixed and nonpremixed flames [2, 49, 64, 83] and have been extended using a joint
pdf of the velocity, composition and turbulent frequency [137]
2.3.5 Stratified/Partially Premixed Combustion Modelling
As stratified combustion is defined as premixed burning with gradients of mixture
strength an obvious starting point is to take an existing premixed model and adapt
it to stratified flames simply by adding a dependence on mixture fraction. The concept
of modifying the BML theory of turbulent premixed flames to a situation involving vari-
able equivalence ratio has been proposed in a number of works [9, 75, 120]. The idea is
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to modify the classical BML pdf given in Eq. (2.34) to include the presence of mixture
fraction gradients. Lahjaily et al. [75] modified the pdf by introducing distributions of
the mixture fraction in both products and reactants:
p(ζ, ξ) = αδ(ζ)pu(ξ) +
βδ(1− ζ)pb(ξ) +
γf(ζ)H(ξ − ξmin) +
γmfm(ξ)(1−H(ξ − ξmin)), (2.40)
where pu and pb are the pdfs of the mixture fraction in reactants and products and fm is
a pdf which accounts for possible mixing of reactants and products without reaction. By
assuming that the pdfs of the mixture fraction and the progress variable are statistically
independent of each other, the joint pdf can be simply evaluated from the product of the
BML pdf and the two pdfs of mixture fraction in both reactants and products, assumed
to be beta functions. Again if the flame is assumed to be infinitely thin, γ = 0 and
the pdf cannot be used to recover the mean reaction rate. Lahjaily et al. [75] use the
flame crossing frequency argument to derive an expression for the mean reaction rate
which includes the effects of flame stretch. A simple dependence on mixture strength for
this quantity is introduced through the mixture fraction. A similar approach is taken in
[120], however, here the mean reaction rate is closed with a fractal geometry argument
in conjunction with the G-equation.
Schneider et al. [120] compare the BML based approach with a G-equation method
for stratified premixed flames. Again a simple dependence on the mixture fraction is
introduced for the laminar flame speed required to model the turbulent flame speed, St,
in Eq. (2.37). Predictions of mean species and temperature are obtained through a pre-
sumed pdf approach using the joint pdf of the mixture fraction and two progress variables
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defined relative to the flame surface at G˜ = G˜0 and are assumed to be uncorrelated.
The FSD method has also been extended to stratified flames [14]. Here the consump-
tion speed normal to the flame surface 〈Sc〉 in Eq. (2.35) is assumed to be the laminar
flame speed, a reasonable assumption for flames where the inner structure is not altered
by turbulence and the Lewis numbers are close to unity [106]. The dependence of this
value on the mixture fraction is included through the pdf of Z in the unburnt mixture.
Mean scalar values are recovered from the joint pdf of mixture fraction and progress
variable as in Eq. (2.40), where the pdfs of the mixture fraction are chosen to be beta
functions and the burning and mixing portions of the pdf are neglected.
All of the studies referred above assume that the mixture fraction and progress
variable can be considered to be statistically independent which does not necessarily hold
in stratified combustion. In their analysis of stratified combustion Libby and Williams
[80] present a presumed pdf approach based on a single step reaction and a pdf comprised
of two delta functions that are free to move in mixture fraction and progress variable
space. They choose the progress variable to be the mean fuel mass fraction and do not
invoke the assumption of statistical independence, the pdf is defined as:
p(ξ, ζ) = αδ(ξ − ξ1)δ(ζ − ζ1)
+ (1− α)δ(ξ − ξ2)δ(ζ − ζ2), (2.41)
where α is the strength of the delta function and the subscripts 1 and 2 denote values of
a given quantity at the location of the respective delta peak. This form of the pdf given
requires a higher moment quantity along with Z˜, Y˜f , Z˜
′′2
and Y˜
′′2
f in order to determine
the location of the delta peaks. Ribert et al. [112] introduced the assumption that the
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covariance is always positive:
Z˜
′′
Y
′′
f =
√
Z˜
′′2
Y˜
′′2
f , (2.42)
which allows the pdf to be determined through the first two moments of the mixture
fraction and fuel mass fraction. The constraint of positive covariance was removed by
Robin et al. [115] by using a presumed pdf composed of four delta functions:
p(ξ, ζ) = αδ(ξ − ξ1)p1(ξ, ζ1) + (1− α)δ(ξ − ξ2)p2(ξ, ζ2), (2.43)
where p1(ξ, ζ1) and p2(ξ, ζ2) are defined as:
p1(ξ, ζ1) = βδ(ζ − ζ11) + (1− β)δ(ζ − ζ12)
p2(ξ, ζ2) = γδ(ζ − ζ21) + (1− γ)δ(ζ − ζ22). (2.44)
A knowledge of the covariance of the mixture fraction and fuel mass fraction is then
required to determine the strength and locations of the delta peaks. The two delta
function model is used throughout this work and a more detailed description is given in
Chapter 3.
Another method of constructing the correlated joint pdf is to use Bayes’ decom-
position, p(ξ, ζ) = p(ξ)p(ζ |ξ). Ihme and Pitsch [58] employed this idea to recover the
mean reaction rate where p(ζ |ξ) is taken to be the “statistically most likely distribution”
(SMLD). This most likely distribution is found by maximising the entropy which is the
uncertainty of the modelled pdf [61, 108], subject to the constraints of the known mo-
ments. Compared to the beta distribution, the SMLD gives better agreement with direct
numerical simulation (DNS) when there is strong extinction. However, in other regions
these two pdfs are comparable and close to unmixed fluid the beta distribution out-
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performs the SMLD [58]. When using Bayes’ decomposition, the conditional quantities
are required regardless of the model used for p(ζ |ξ). In LES the conditional quantities
can be assumed to be their unconditional values since much of the scalar variance is
resolved within a computational cell [59]. This assumption would be grossly erroneous
for a RANS framework. There is some evidence from DNS [54] to support a weak cor-
relation between Z and c in stratified flames, allowing one to write p(ζ |ξ) = p(ζ) when
the turbulence level is low. However, it is possible to envisage practical applications
involving a wide range of turbulence and stoichiometry in the combustion zone and thus
this correlation is expected to be stronger. A model for the joint pdf that includes this
correlation is required and it is discussed in the next chapter.
Chapter 3
Simulation Methodology
In this chapter the simulation methodology used in this work is described. All the
simulations are conducted using a RANS framework employing the standard k-ε model
for turbulence, described in Section 2.2.3. Firstly, the presumed pdf closures for the
mean reaction rate used are described. The models required for any other unclosed
terms and the solution algorithm employed in the computational fluid dynamics (CFD)
code are then detailed. This is followed by a brief overview of the two experimental
datasets used to test and validate the models. The first experimental case is a stratified
methane-air V-flame, stabilised behind a rod in decaying grid turbulence. The second
experiment is a propane-air fuelled dump combustor with a high Reynolds number with
stratified flames stabilised behind two backward facing steps.
3.1 Presumed PDF Models for Stratified Flames
As in premixed and non-premixed combustion, the mean reaction rate in a stratified
flame can be obtained using presumed pdfs. In this case determining the thermochemical
state of the gas mixture requires at least two state variables since turbulent mixing and
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chemical rection occur simultaneously in stratified flames. Typically these two variables
are chosen to be the mixture fraction and an appropriate reaction progress variable. The
mixture fraction describes the evolution of mixing and the progress variable the extent
of chemical reaction. The progress variable is either a major species mass fraction or a
normalised quantity. Using these two state variables, the mean reaction rate is:
ω˙ =
1∫
0
1∫
0
ω˙(ξ, ζ) p(ξ, ζ) dξ dζ, (3.1)
where ξ and ζ are the sample space variables for the mixture fraction and progress
variable respectively. Equation (3.1) is the basis of the three combustion models studied
in this work. The main difference between them is the formulation of p(ξ, ζ) used to
obtain the mean reaction rate through Eq. (3.1). The first of these models, the LWP
(Libby-Williams-Poitiers) model is described below. This is followed by an overview of
a statistically independent and a correlated joint beta pdf.
The instantaneous reaction rate, ω˙(ξ, ζ), is obtained using flamelet approximations;
the local reaction zone structure is not disturbed by turbulence. This is known to be
a good approximation [24] when the Damk´’ohler and turbulent Reynolds numbers are
large. The flamelet values are obtained using laminar flame calculations as described in
Section 3.4.
3.1.1 An Overview of the LWP Model
The LWP model of Ribert et al. [112] utilises a simple one-step chemical mechanism for
hydrocarbon fuels and two state variables, the mixture fraction, Z, and the fuel mass
fraction, Yf , to determine the thermochemical state of the gas. The joint pdf of these
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two state variables is then utilised to recover the mean reaction rate and mean scalar
values. The pdf shape shown in Fig. 3.1 is assumed to consist of two delta functions in
mixture fraction and fuel mass fraction space
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Figure 3.1: Domain of the LWP pdf. Adapted from [112].
The form of the pdf is given by Eq. (2.41). The transport equations for the first
and second moments of the mixture fraction and fuel mass fraction must be solved in
order to determine the locations of the delta functions, signified by ξ1, ξ2, ζ1 and ζ2 in
Eq. (2.41). The mean mixture fraction and its variance transport equations are given
by Eqs. (2.26) and (2.27). The transport equations for Y˜f and Y˜
′′2
f are given below:
∂ρY˜f
∂t
+
∂
∂xi
(ρu˜iY˜f) =
∂
∂xi
(
ρD
∂Yf
∂xi
− ρu˜
′′
i Y
′′
f
)
+ ω˙Yf , (3.2)
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∂ρY˜
′′2
f
∂t
+
∂
∂xi
(
ρu˜iY˜
′′2
f
)
︸ ︷︷ ︸
T1
=
∂
∂xi
(
ρD
∂Y
′′2
f
∂xi
)
︸ ︷︷ ︸
T21
−
∂
∂xi
(
ρ
˜
u
′′
i Y
′′2
f
)
︸ ︷︷ ︸
T22
− 2ρu˜
′′
i Y
′′
f
∂Y˜f
∂xi︸ ︷︷ ︸
T3
− ρχ˜f︸︷︷︸
T4
+2Y
′′
f ω˙Yf︸ ︷︷ ︸
T5
(3.3)
Ribert et al. [112] introduced a geometrical coordinate, g, along the line (ξ− ξ˜)/(ζ−
ζ˜) = (ξ˜
′′2
/ζ˜
′′2
)
0.5
that links the two delta peaks. The pdf is then characterised by the
values of g at the two peaks:
g1 = g˜ −
(
k1g˜
′′2
)0.5
g2 = g˜ +
(
k2g˜
′′2
)0.5
(3.4)
where g˜ = 0 and g˜
′′2
= ζ˜
′′2
+ ξ˜
′′2
. The values of coefficients k1 and k2 are obtained from
the two limits of g, gmin and gmax (shown in Fig. 3.1), imposed by the boundaries of the
pdf domain such that k1 = −gmin/gmax and k2 = −gmax/gmin.
The location of each peak in mixture fraction-fuel mass fraction space can then be
determined from the first and second moment quantities as follows:
ξ1 = ξ˜ −
(
k1ξ˜
′′2
)0.5
ξ2 = ξ˜ +
(
k2ξ˜
′′2
)0.5
ζ1 = ζ˜ −
(
k1ζ˜
′′2
)0.5
ζ2 = ζ˜ +
(
k2ζ˜
′′2
)0.5
(3.5)
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The final quantity required to characterise the pdf is the strength of the delta peaks.
This is given by α = gmax/(gmax − gmin). The mean reaction rate, required in Eq. (3.2)
can be obtained using:
ω˙Yf = ρ
1∫
0
ζmax∫
ζmin
ω˙Yf (ξ, ζ)
ρ(ξ, ζ)
p˜ (ξ, ζ) dζ dξ. (3.6)
Similarly the term T5 related to chemical reactions in Eq. (3.3) is modelled as:
Y
′′
f ω˙Yf = ρ
1∫
0
ζmax∫
ζmin
(ζ − ζ˜)
ω˙Yf (ξ, ζ)
ρ(ξ, ζ)
p˜ (ξ, ζ) dζ dξ. (3.7)
The instantaneous flamelet reaction rate is described using an Arrhenius rate expression
for one-step chemistry in this modelling approach:
ω˙Yf (ξ, ζ) = ρ B Yf Yo exp
(
−
Ta
T
)
(3.8)
For the propane-air fuelled ORACLES experiment described in Section 3.5.2 values of
B = 3.8 × 10
9
s
−1
and Ta = 20000 K are used [111]. For the methane-air fuelled V-
Flame described in Section 3.5.1 the approach of Ferna´ndez-Tarrazo et al. [43] is used.
Here B = 2.7 × 10
10
s
−1
and Ta varies according to the mixture strength such that
the correct laminar flame speed is recovered. The assumption of constant specific heat
used by Libby and Williams is relaxed here by using CHEMKIN modules [67] in the
computations.
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3.1.2 Independent Joint Beta PDF
If the mixture fraction and progress variable are assumed to be statistically independent,
which is common in turbulent combustion calculations, then the joint pdf can be written
as:
p˜(ξ, ζ) = p˜(ξ)p˜(ζ) (3.9)
where p˜(ξ) and p˜(ζ) are the marginal pdfs obtained using beta functions:
p˜(ξ : a1, a2) =
1
B(a1, a2)
ξ
a1−1(1− ξ)
(a2−1) (3.10)
and a1 and a2 are obtained using:
a1 = ξ˜
[
ξ˜(1− ξ˜)
σ
2
ξ
− 1
]
and a2 =
(1− ξ˜)
ξ˜
a1 (3.11)
where the Favre mean and variance of Z are denoted by ξ˜ and σ
2
ξ respectively. The means
and variances, c˜, c˜
′′2
, Z˜ and Z˜
′′2
required to calculate the joint pdf using Eq. (3.9) are
obtained by solving Eqs. (2.23), (2.24), (2.26) and (2.27). The mean reaction term in
Eq. (2.24) is closed using:
c
′′
ω˙c = ρ
1∫
0
1∫
0
(
ζ − ζ˜
) ω˙c(ξ, ζ)
ρ(ξ, ζ)
p˜(ξ, ζ) dξ dζ. (3.12)
This model employing the statistically independent joint form of the pdf is denoted as
i-βpdf in the subsequent discussion in later chapters.
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3.1.3 Joint Beta PDF
Constructing a bivariate distribution of statistically dependent variables is non-trivial
and there exists no immediately obvious bivariate distribution which could be applied
to represent p(ξ, ζ). An alternative method to create a bivariate distribution is to em-
ploy a copula. Copulas can be described as “functions that join or couple multivariate
distribution functions to their one-dimensional marginal distribution functions” [94] and
are used widely in other areas such as financial risk modelling. Sklar [121] proposed a
theorem as a basis for copulas which states that there exists a copula C for a bivariate
distribution function I(ξ, ζ) with margins F (ξ) and G(ζ) such that:
I(ξ, ζ) = C[F (ξ), G(ζ)] (3.13)
on a unit square, 0 ≤ ξ ≤ 1 and 0 ≤ ζ ≤ 1. Plackett [103] proposed a family of copulas
which include the statistical dependence of the two variables by using one parameter,
which is to be determined. This copula is:
θ =
C[1− F −G+ C]
[F − C][G− C]
, (3.14)
where θ is the coefficient of association or odds-ratio.
Equation (3.14) gives a quadratic relation for C which yields:
C =
S ±
√
S
2
− 4FGθ(θ − 1)
2(θ − 1)
(3.15)
where S = 1+ (θ− 1)(F +G). Out of these two roots, Mardia [86] proved that the root
with a minus sign preceeding the square-root is always a valid copula whilst the positive
is not for θ > 0 and θ 6= 1. Hence the Plackett [103] family of copulas, for 0 < θ ≤ ∞ is:
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C =

S −
√
S
2
− 4θ(θ − 1)FG
2(θ − 1)
(θ 6= 1)
FG (θ = 1)
(3.16)
The joint probability density function can be obtained by differentiating C with respect
to ξ and ζ , which gives p = fg(∂
2
C/∂F∂G), where f and g are the marginal pdfs of ξ
and ζ respectively. This gives
p(ξ, ζ) =

θfg{1 + (θ − 1)[F +G− 2FG]}
[S
2
− 4θ(θ − 1)FG]
3/2
(θ 6= 1)
fg (θ = 1)
(3.17)
These marginal pdfs, f and g, are chosen to be beta functions for the given mean and
variance of ξ and ζ .
As there is no straightforward relationship between the co-variance and the odds-
ratio, θ is obtained by generating uniformly distributed random values of ξ and ζ with
a given correlation coefficient, rξζ = σξζ/σξσζ where σξζ is the co-variance, σξ is the root
mean square (RMS) of ξ and σζ is the RMS of ζ . First, a set of correlated normally
distributed random variables, X and Y , is generated. The correlation of X and Y can
be related to the correlation of the required distribution [141]:
rXY = 2 sin
(pirξζ
6
)
. (3.18)
Uniformly distributed variates on the interval (0,1) can then be obtained as ξi = Φ(Xi)
where Φ is the cumulative density function (cdf) of the standard normal distribution. By
plotting the randomly generated data on the contingency table of Fig. 3.2 the odds-ratio,
Presumed PDF Models for Stratified Flames 43
θ, is calculated [94] as:
θ =
N1N4
N2N3
, (3.19)
where Ni is the number of samples in the respective region as marked in Fig. 3.2. In
the right hand portion of Fig. 3.2 for any pair of ξ and ζ the two rows correspond to
the events “ζ ≤ ζ˜” and “ζ > ζ˜” and similarly for ξ with the two columns. A strong
negative correlation is shown in Fig. 3.2a, the random data is on the right-hand side and
a representative pdf on the left. Similarly the statistically independent case is shown
in Fig. 3.2b and a strong positively correlated case in Fig. 3.2c. Thus one can see
that for given means, variances and co-variance it is possible to construct the joint pdf
using the marginal pdfs and Plackett’s copula. Validation of this method with DNS and
experimental data is discussed in Chapter 5.
To use the pdf in Eq. (3.17) in turbulent stratified flame simulations, transport
equations for c˜, c˜
′′2
, Z˜, Z˜
′′2
and Z˜
′′
c
′′
must be solved. The additional equation for the
co-variance, Z˜
′′
c
′′
, is given below:
∂ρZ˜
′′
c
′′
∂t
+
∂(ρu˜iZ˜
′′
c
′′
)
∂xi
=
∂
∂xi
(
ρD
∂Z
′′
c
′′
∂xi
− ρu
′′
iZ
′′
c
′′
)
−ρu˜
′′
i c
′′ ∂Z˜
∂xi
− ρu˜
′′
iZ
′′ ∂c˜
∂xi
− 2ρD
∂c
′′
∂xi
∂Z
′′
∂xi
+ Z
′′
ω˙c, (3.20)
where the mean reaction term, Z
′′
ω˙c is modelled as:
Z
′′
ω˙c = ρ
1∫
0
1∫
0
(
ξ − ξ˜
) ω˙c(ξ, ζ)
ρ(ξ, ζ)
p˜(ξ, ζ) dξ dζ. (3.21)
This model, which employs a correlated joint pdf, is denoted as c-βpdf in the remainder
of this work.
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Figure 3.2: The left hand column shows a representative surface of p(ξ, ζ), Eq. (3.17),
constructed using the randomly generated correlated data shown to the right. (a) shows
data with a negative correlation, (b) shows data with no correlation and (c) shows data
with a positive correlation.
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3.1.4 Numerical Implementation
For the βpdf models integrated lookup tables of density, temperature and the models
for the terms due to chemical reaction, Eqs (3.1), (3.12) and (3.21) parameterised by
c˜, Z˜, c˜
′′2
, Z˜
′′2
and, in the case of c-βpdf model, Z˜
′′
c
′′
are calculated a priori. In order
to reduce the number of integration points and to increase the fidelity of the integrated
region, the mixture fraction sample space includes only values that are expected to be
seen in the simulation as defined by the boundary conditions. For the simulations shown
in the following chapters integrations are performed for 20 values of Favre mean mixture
fraction and 15 values of all other Favre mean parameters. The LWP model does not
require any a priori calculation, it is incorporated into the CFD code. Further details
of the βpdf models integration into the CFD code are given in Appendix A.
3.2 Closure Models
As noted in the previous sections the different closures for the joint pdf require additional
scalar transport equations to be solved along with the flow and turbulence models. Table
3.1 identifies the equations to be solved for each modelling approach along with the
closures used for the scalar dissipation and reaction rates. The modelling of the scalar
dissipation terms is discussed in Chapter 4 where the LWP model is used in conjuction
with three different models for the dissipation rate of the reacting scalar. The closures
of the other terms that arise in the scalar transport equations are described in the next
section.
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Table 3.1: Equations solved in addition to the flow and turbulence closure, Eqs. (2.8),
(2.9), (2.13) and (2.14) for the models employed in this work. The mean reaction and
dissipation rate closures are also given where applicable.
Model Quantity Eq. No. Reaction term closure Dissipation rate closures
LWP-CLS
Y˜f Eq. 3.2 Eq. 3.6 N/A
Y˜
′′2
f Eq. 3.3 Eq. 3.12 Eq. 4.3
Z˜ Eq. 2.26 N/A N/A
Z˜
′′2
Eq. 2.27 N/A Eq. 4.3
LWP-DIL
Y˜f Eq. 3.2 Eq. 3.6 N/A
Y˜
′′2
f Eq. 3.3 Eq. 3.12 Eq. 4.9
Z˜ Eq. 2.26 N/A N/A
Z˜
′′2
Eq. 2.27 N/A Eq. 4.3
LWP-INT
Y˜f Eq. 3.2 Eq. 3.6 N/A
Y˜
′′2
f Eq. 3.3 Eq. 3.12 Eq. 4.7
Z˜ Eq. 2.26 N/A N/A
Z˜
′′2
Eq. 2.27 N/A Eq. 4.3
c-βpdf
c˜ Eq. 2.23 Eq. 3.1 N/A
c˜
′′2
Eq. 2.24 Eq. 3.12 Eq. 4.9
Z˜ Eq. 2.26 N/A N/A
Z˜
′′2
Eq. 2.27 N/A Eq. 4.3
Z˜
′′
c
′′
Eq. 3.20 Eq. 3.21 Eq. 4.3
i-βpdf
c˜ Eq. 2.23 Eq. 3.1 N/A
c˜
′′2
Eq. 2.24 Eq. 3.12 Eq. 4.9
Z˜ Eq. 2.26 N/A N/A
Z˜
′′2
Eq. 2.27 N/A Eq. 4.3
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3.2.1 Turbulence Closures
The turbulent viscosity required for Eq. (2.11) is modelled using Eq. (2.12), which re-
quires the solution of the equations for the turbulent kinetic energy and its dissipation
rate, Eqs. (2.13) and (2.14). There are two pressure related terms that remain unclosed,
see Eq. (2.12). The pressure dilatation term, the second term on the RHS of Eq. (2.15)
is closed using the model of Zhang and Rutland [145]:
p
′∂u
′′
i
∂xi
= 0.5c˜ [SLτ ]
2
ω˙c, (3.22)
where the heat release parameter is τ = (Tb − Tu)/Tu. In stratified flames both the
heat release parameter and the laminar flame speed depend on the local mixture frac-
tion value. The mean of the Favre velocity fluctuation in the second unclosed term,
u
′′
(∂p/∂xi), is modelled following Ref. [79] as:
u
′′
= τ
u˜
′′
c
′′
1 + τ c˜
. (3.23)
The turbulent scalar fluxes appearing in the transport equations for the mean scalar
values, and the variances, Eqs (2.26), (2.23), (2.27), (2.24) and (3.20), are modelled
using a gradient transport assumption. These fluxes for a scalar, ϕ, are modelled as:
ρu˜
′′
ϕ
′′
= −
µt
Scϕ
∂ϕ˜
∂xi
and ρ
˜
u
′′
ϕ
′′2
= −
µt
Scϕ
∂ϕ˜
∂xi
∂ϕ˜
∂xi
. (3.24)
The use of this approximation for a non-reacting scalar is well accepted; however in
premixed flames there is evidence of counter gradient transport under certain conditions
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[21]. Despite this, the gradient transport approximation is widely used to ease the
computational burden due to the stiffness associated with non-gradient transport. The
values of model constants required for various transport and closure equations are given
in Table 3.2.
Table 3.2: Model constants required for the turbulence closure.
Constant Cµ Sck Scǫ C1ǫ C2ǫ Scϕ
Equation 2.12 2.13 2.14 2.14 2.14 3.24
Value 0.09 1.0 1.3 1.44 1.92 0.7
The scalar dissipation rates that appear in the transport equations for second moment
quantities also require modelling. This is the focus of Chapter 4 where the models
employed are described in detail.
3.3 CFD Code
The RANS equations for mass, momentum, turbulent kinetic energy and its dissipation
rate, Eqs. (2.8), (2.9), (2.13) and (2.14) as well as any additional scalar equations are
solved using Rolls-Royce’s CFD code PRECISE [3]. This is a multi-block, structured
grid, parallel code written in Fortran 77. It is based on the SIMPLE pressure correction
algorithm of Patankar [98], which is shown as a flow chart in Fig. 3.3 and is essentially
a guess-and-correct procedure to solve the modelled equations. These equations are
identified in Table 3.1 and depend on the closure model used for the reaction rate. The
calculation is initiated by guessing a pressure field which is then used to find a temporary
(guessed) velocity field by solving the momentum equations. The pressure correction,
p
′
, is related to the correct pressure, p, and guessed pressure, p
⋆
, as, p = p
⋆
+ p
′
and
similar expressions are written for the velocities. Using these relations and subtracting
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the guessed velocity field from the correct velocity, one arrives at an equation for p
′
the
pressure correction, which is solved in the next step. The value of p
′
is then used to
correct the pressure and velocities before solving any additional scalar equations. The
final step is to test for convergence of the solution. If the residual (the difference in the
solution between two consecutive iterations) has not reached an adequate level then the
solution loop is repeated with the corrected pressure and velocities as the new initial
guess. This solution method is susceptible to divergence, particularly if the initial guess
is not close enough to the final solution. Hence the corrected pressure and velocities
along with any additional scalar quantities must be under-relaxed to ensure numerical
stability. The value of under-relaxation factors to be used in the calculation depends
highly on the problem.
The code uses a second order spatial discretisation scheme [146]. A second order
implicit scheme is used for time advancement in unsteady simulations. Numerous ad-
ditional subroutines have been developed to implement the models, discussed in earlier
sections of this chapter, into PRECISE.
3.4 Species Prediction and Chemistry Tabulation
The Favre mean of a species α can be calculated using:
Y˜α =
1∫
0
ζmax∫
ζmin
Yα(ξ, ζ)p˜(ξ, ζ) dζ dξ (3.25)
irrespective of the form of the joint pdf. The laminar flamelet value Yα is obtained
from appropriate one-dimensional laminar flame calculations. One can solve the full
set of instantaneous equations for a laminar flame with detailed chemistry and several
computer codes are available for this [67, 123].
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Figure 3.3: Flow chart of the SIMPLE algorithm.
The laminar flame results can be tabulated using a progress variable and the mixture
fraction. This table will contain Yα(ξ, ζ) and ω˙α(ξ, ζ), which can be used appropriately
to obtain either Y˜α or ω˙. This method is employed throughout this work to generate
tabulated chemistry using the chem1d code [123] for species predictions in the case of
the LWP model as well as the mean reaction rates when the βpdf models are used. The
reaction mechanism of Konnov [73] is used for propane-air flames and the GRI-Mech
2.11 [17] is employed for methane-air flames when computing the laminar flames for
constructing the table.
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3.5 Test Cases
Two different experimental configurations are used to test the models: the V-flame
burner of Anselmo-Filho et al. [5] and the ORACLES (One Rig for Accurate Comparison
with Large-Eddy Simulation) experiment of Besson et al. [8]. The relevant details of
these two test cases are described below.
3.5.1 V-flame Burner
The first experiment is a rod-stabilised V-flame above a slot burner studied by Barlow
et al. [7] and Anselmo-Filho et al. [5]. A schematic of this flame arrangement is shown
in Fig. 3.4. The burner consists of six slots, each 5 mm wide. The two central pairs
provide premixed methane-air and the outer two slots supply co-flow air. Stratification
is introduced into the flow by varying the equivalence ratio of the mixtures supplied
by the central slots, with the right pair always richer than the left. The conditions
simulated are the same as those in Ref. [7] and are given in Table 3.3. The Reynolds
number based on slot width is about 2000. A square grid of 1.02 mm diameter wires
with 45% open area is employed at the exit to generate turbulence with an intensity of
approximately 20%.
Figure 3.5 shows a part of the 2D computational grid around the stabilising rod. The
grid consists of about 60000 quadrilateral cells and extends over 20 slot widths on either
side of the burner and over 200 slot widths downstream as shown in Fig. 3.4. O-gridding
is utilised around the rod with the grid resolution refined in the region around the flame.
The boundary conditions are chosen carefully to match the flow rates given in Table
3.3 and the turbulence decay measured in the cold flow cases. Comparison of computa-
tional results to measured data are made at three different locations marked in Fig. 3.4.
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Figure 3.4: Schematic of the V-flame burner, all dimensions in mm, not to scale.
The experimental data used in this study was obtained using the methodology outlined
in Ref. [7].
3.5.2 The ORACLES Experiment
The ORACLES experiment shown in Fig. 3.6 and schematically in Fig. 3.7 involves a
symmetric dump combustor fed by two 3 m long channels which supply a fully developed
flow of propane-air mixture. The channel flows meet and mix just before the backward
facing step at the entrance to the combustion chamber and the flame is stabilised by
the recirculation zones behind the steps. Stratification is introduced into the flow by
varying the equivalence ratio of the reactant mixture flowing through the two channels.
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Figure 3.5: Computational mesh used for simulations. Inset shows the detail of the
mesh around the rod
Table 3.3: Conditions for the V-flames.
Condition fsh1 fsh4 fsh6
φlean 0.73 0.51 0.37
φrich 0.73 0.95 1.10
φrich/φlean 1.00 1.86 3.00
CH4,rich (lpm) 8.82 11.5 13.2
CH4,lean (lpm) 8.82 6.18 4.41
Air flow (lpm) 116.0 116.0 116.0
The two dimensional computational domain used for the simulations starts 176 mm
upstream of the backward facing step and ends 1.5 m downstream and consists of ap-
proximately 51,000 quadrilateral elements. The mesh detail around the splitter plate
and backward facing steps is shown in Fig. 3.8. A grid independence study was per-
formed and the solution is found to be unaffected by further increases in grid resolution.
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Figure 3.6: Photograph of the ORACLES rig taken from Besson et al., 2000 [8]
3000
3000
39.7
x = 0 x/h = 1.67 x/h = 8.67
30.4
10
h = 29.9
flame front
70.4
176 1500
Mesh Extent
φ
2
φ
1
Figure 3.7: Schematic of the ORACLES rig, all dimensions in mm, not to scale.
The inlet profiles for velocity and turbulence were obtained from separate simulations of
the 3 m long channels which feed the ORACLES combustion chamber. The mass flow
rate for these simulations was adjusted (by less than 2%) until the velocity profiles at
the end of the channel matched those reported by Ribert et al. [112] at the combustor
inlet. These profiles of velocity and turbulence are used in the reacting flow simulations.
Experimental data is available for one premixed and two stratified flames to compare
with calculations. The experimental conditions for these cases are given in Table 3.4.
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Figure 3.8: Detail of 51,000 cell mesh around the splitter plate and sudden expansion
of the ORACLES rig
The Reynolds number based on channel height is about 45000 in all cases which is
considerably higher than the V-flame case. The mean velocities measured by Robin
et al. [115] are compared with computed values at two downstream locations, x/h = 1.67
and x/h = 8.67 marked in Fig. 3.7.
Table 3.4: Conditions for the ORACLES experiments.
Condition m˙1 (g/s) φ1 φ2
Premixed 100 0.8 0.8
S1 100 0.7 0.9
S2 100 0.3 0.9
Chapter 4
Effects of Scalar Dissipation Rate Mod-
elling
This chapter explores the influence of the the reacting scalar dissipation rate model on
simulations of premixed and stratified flames in the experimental configurations dis-
cussed in Chapter 3. Firstly the scalar dissipation rate is defined and its importance
in combustion modelling described. Several different closures available for stratified
flames are then presented and their influence on the simulation of the two test cases
described in the previous chapter discussed. All the simulations are carried out using
the LWP combustion model in order to isolate the influence of the scalar dissipation rate
modelling.
4.1 Definition of Scalar Dissipation Rate
In presumed pdf models for premixed or stratified combustion second moment quantities
are required to calculate the pdf used to close the mean reaction rate. In the scope of the
LWP model described in Section 3.1.1 the variance of the mixture fraction and fuel mass
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fraction are needed. If one were to use the joint beta pdf model described in Section
3.1.3, then the co-variance of the mixture fraction and progress variable is also required
in addition to the variance of these two variables. A scalar dissipation rate appears in
the transport equation for each of these quantities, Eqs. (2.27), (3.3), (2.24) and (3.20).
There are several definitions of scalar dissipation rate and it may include the density
and a factor of 2. Here the definition given by Veynante and Vervisch [138] is used. The
definition is given for the progress variable and it is analogous to the definition for the
mixture fraction:
ρχ˜ = 2ρD
∂c
∂xi
∂c
∂xi
= 2ρD
∂c˜
∂xi
∂c˜
∂xi
+ 4ρD
∂c
′′
∂xi
∂c˜
∂xi
+ 2ρD
∂c
′′
∂xi
∂c
′′
∂xi
(4.1)
As the gradient of the mean is expected to be much smaller than the gradient of the
fluctuations the contributions from the mean gradients can be neglected [129] in high
Reynolds number flames, Eq. (4.1) becomes:
ρχ˜ ≈ 2ρD
∂c
′′
∂xi
∂c
′′
∂xi
(4.2)
This scalar dissipation rate represents the decay rate of scalar fluctuations, c
′′
, through
small scale turbulent mixing. Since turbulent combustion is essentially controlled by
this mixing process, the scalar dissipation rate is an important quantity for combustion
modelling. In non-premixed flames the reaction rate is controlled by the rate at which
fuel and oxidiser can be effectively mixed, hence it is directly related to the scalar
dissipation rate of the mixture fraction [12, 99, 138]. In premixed flames, the burning
rate is controlled by the mixing of cold reactants and hot products in the flame front
and this mixing rate is related to the scalar dissipation rate of progress variable [18, 76].
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In the case of partially premixed or stratified premixed combustion where the system
is described by both the mixture fraction and an appropriate progress variable, the
reaction rate has been shown [20] to be dependent on three dissipation rates: the mixture
fraction dissipation rate ρχ˜Z = 2ρD
∂Z
′′
∂xi
∂Z
′′
∂xi
, the progress variable dissipation rate
ρχ˜c = 2ρD
∂c
′′
∂xi
∂c
′′
∂xi
and the cross-dissipation rate ρχ˜Zc = 2ρD
∂c
′′
∂xi
∂Z
′′
∂xi
. Hence, these
dissipation rates are central in combustion modelling. Since they involve gradients of
the fluctuating scalars, their modelling is challenging.
The mixture fraction dissipation rate has been studied widely [34, 79, 126, 138] and
has been modelled using the turbulence timescale [124] and assuming a proportionality
between the turbulence and scalar timescales. This model is known to give good results
for the mixture fraction but its use for a reacting scalar such as the progress variable
is questionable [84, 129]. This is because chemical reaction, in addition to turbulence,
plays a role in producing scalar gradients and scalar fluctuations.
The modelling of the dissipation rate of a reacting scalar has been tackled using
different approaches. Transport equations for the scalar dissipation of the progress
variable in premixed flames have been derived by Borghi and co-workers [85, 89] ignoring
the effects of density change across the flame front. Swaminathan and Bray [129] have
subsequently included these effects. Algebraic expressions for the scalar dissipation rate
have been obtained using order of magnitude analysis [129]. This algebraic model has
been revised [70] to include newly reported physics of reactive scalar mixing in turbulent
flows [31, 131]. A model for the dissipation rate of the reactive scalar has been proposed
[90] by deducing expressions for the dissipation rate in the limits of the flamelets and
thickened flamelet regimes of combustion and using a bridging function to link these two
limits.
The aims of this chapter are: (i) to simulate stratified premixed combustion using
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the LWP presumed pdf approach described in section 3.1.1 and, (ii) to investigate the
influence of the model for the mean dissipation rate of the reacting scalar fluctuations.
The shape of the pdf is presumed in such a way that the cross-dissipation does not appear
explicitly and only the dissipation rate of the mixture fraction and reactive scalar must
be modelled [112]. Calculations of the two test cases described in the previous chapter
have been performed using three different dissipation rate models for the reacting scalar.
a
These models are described subsequently.
4.2 Dissipation Rate Modelling
The classical model for the dissipation rate of the mixture fraction fluctuations is based
on an analogy with turbulent mixing [124]
ρχ˜Z ≃ ρR
(
ε˜
k˜
)
Z˜
′′2
, (4.3)
where the constant R is the timescale ratio of the turbulence to the scalar fluctuation
and it normally has a value of about 2. This model has been shown to work well
for passive scalars. However, the dissipation rate of the reacting scalar fluctuations is
influenced by chemical reactions and their interaction with turbulence. As the classical
model accounts only for the turbulence effect it is known to be inadequate to describe
the reactive scalar dissipation rate. To this end, several models have been proposed to
capture the correct physics of reactive scalar mixing. Here two of them are considered:
(i) the stratified flame model of Robin et al. [114] and (ii) the premixed flame model of
Kolla et al. [70] adapted to stratified flames.
aIt must be noted that the results presented in this chapter do not include the model for the pressure
dilatation term, Eq. (3.22) on the ε˜ equation, Eq. (2.14). Although small, there is some difference to
the results as discussed further in Chapter 5
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The model detailed in Refs. [90] and [114] is derived by considering the behaviour
of reacting scalar fluctuations in the limits of thin and thickened flamelets by defining a
segregation factor S given by
S =
ρY
′′2
f −
(
ρY
′′2
f
)
min(
ρY
′′2
f
)
max
−
(
ρY
′′2
f
)
min
, (4.4)
where
(ρY
′′2
f )max = ρ(Y˜fmax − Y˜f)(Y˜f − Y˜fmin)
+ [ψ + (1− ψ)A˜
2
]Z˜
′′2
(4.5)
and
(ρY
′′2
f )min = [ψ + (1− ψ)A˜
2
]Z˜
′′2
, (4.6)
where ψ is defined as ψ = (Y˜f − Y˜fmin)/(Y˜fmax − Y˜fmin) and Y˜fmax and Y˜fmin are defined
by the bounds of the pdf domain. The symbol A˜ is the mean slope of the equilibrium
line such that A˜ = 0 in lean mixture and A˜ = 1/(1 − Zst) for rich mixture, where Zst
is the stoichiometric mixture fraction. Interpolating between the limits S = 0 which
corresponds to thickened flamelets where the scalar gradients are predominantly gener-
ated by turbulence and S = 1 which corresponds to thin flamelets where the chemical
reactions predominantly control the gradient generation, one obtains:
ρχ˜f = 2ρ
[
SχfR + (1− S)R
(
ε˜
k˜
)
Y˜
′′2
f
]
. (4.7)
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The reactive contribution to the mean dissipation rate is given as [90, 114]:
2ρ χfR ≃ −(Y˜fmax − 2Y˜f + Y˜fmin)ω˙Yf + 2Y
′′
f ω˙Yf
−
(1 + A˜)(1− A˜)
Y˜fmax − Y˜fmin
Z˜
′′2
ω˙
−(1 + A˜)
[
ψ + (1− ψ)A˜
]
(
2ρ
νt
ScZ
∂Z˜
∂xi
∂Z˜
∂xi
− χ˜Z
)
+(1 + A˜)
(
2ρ
νt
ScZ
∂Y˜f
∂xi
∂Z˜
∂xi
)
+A˜χ˜Z . (4.8)
The model proposed by Kolla et al. [70] given by:
χ˜f =
1
β
′
([
2K
⋆
c − τC4
] sL
δL
+ C3
ε˜
k˜
)
Y˜
′′2
f (4.9)
where β
′
≃ 6.7 and K
⋆
c ≃ 0.85τ are model constants. The parameters C3 and C4 are
calculated according to:
C3 =
1.5Ka
0.5
1 + Ka
0.5 and C4 = 1.1(1 + Ka)
−0.4
(4.10)
where Ka is the Karlovitz number defined as Ka≡ τc/τk = (δ/SL)/(ν/ε˜)
0.5
. The chemical
timescale is τc, the Kolmogorov timescale is τk and the heat release parameter is τ . The
mixture kinematic viscosity is ν. The Zel’dovich thickness δ is related to the thermal
thickness δL by δL/δ = 2(1 + τ)
0.7
[107]. The unstrained laminar flame speed, its
thickness and the heat release parameter vary with the equivalence ratio or the mixture
fraction. Thus for stratified turbulent flame calculations, these quantities depend on the
local mixture fraction values and are obtained using analytical expressions [52]. The
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values of burnt side temperature are obtained using a precomputed table of adiabatic
flame temperature for a range of equivalence ratio calculated using the procedure of
Ferna´ndez-Tarrazo et al. [43]. The dissipation rate of the fuel mass fraction variance,
term T4 in Eq. (3.3) is closed using one of the three dissipation rate models discussed
above. In the following discussion the results are denoted by LWP-CLS when Eq. (4.3)
is used to model T4, LWP-INT when Eq. 4.7 is used and LWP-DIL when Eq. 4.9 is used
- as noted in Table 3.1.
4.3 Results
As a first step, non-reacting cases for the ORACLES experiment and the V-flame were
simulated using the standard k-ε turbulence model. Although the use of k-ε for the
ORACLES case is not ideal because of the presence of recirculation regions behind the
backward facing steps (see Fig. 3.7), previous studies [39, 115] have shown that the k-ε
model gives acceptable predictions in these kinds of flow. Furthermore, the applicability
and accuracy of this model for the ORACLES case can be assessed from the results to
be discussed below. Figure 4.1 compares experimental data for the streamwise, x, and
the cross-stream, y, velocities at two streamwise locations. The comparison of turbulent
kinetic energy is also shown. Good agreement with the experimental result is observed
which validates the choice of turbulence models and their parameter values.
In the case of the V-flame burner, velocity data were only available at a distance of 6
mm above the burner face under non-reacting conditions. The velocity and turbulence
boundary conditions for the simulation were specified so as to recover the velocity values
and turbulence decay observed at the measured downstream locations. The results of
this simulation are shown in Fig. 4.2 and the agreement is very good. These boundary
condition profiles were then used in the reacting cases although the velocity magnitude
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Figure 4.1: Comparison of predicted and measured velocities (m/s) and turbulence
kinetic energy (m2/s2) for the cold flow ORACLES experiment.
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was scaled to match the flow rate in the experiment.
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Figure 4.2: Comparison of cold flow results for the V-flame case. Mean axial velocity
is shown on the left and turbulence intensity on the right.
4.3.1 Balance Diagram for the Variance Equations
The mean reaction rate closure using the LWP model requires the mean and variance
of the mixture fraction and the fuel mass fraction. Furthermore, the scalar dissipation
models require the variances. As noted earlier, transport equations (Eqs. 2.27 and 3.3)
are solved to obtain the variances. The imbalance in these equations is shown in Fig. 4.3
along with their individual terms to study the accuracy of the numerical scheme used. All
the results are taken at the 25 mm above the V-flame burner face marked in Fig. 3.4 and
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are obtained using LWP-DIL model (see Table 3.1). It is observed that the imbalance
is an order of magnitude smaller than all other terms showing that the accuracy of the
simulation is good. It is to be noted that the results are shown in the Y˜f space for the
reactive scalar to emphasise the relative role of various terms inside the flame brush,
where interesting processes are occurring. The results are shown for the premixed case
(fsh1) for which the mixture fraction variance is zero, and a stratified case (fsh4). A
positive value in Fig. 4.3 implies a sink while a negative value means a source for the
evolution of the variance.
For the premixed flame, as expected, the most dominant contributions come from
the dissipation and reaction processes. The contributions of convection, diffusion (both
molecular and turbulent) and turbulent production are of a smaller magnitude. This
behaviour is consistent with the following scaling analysis of Eq. (3.3). If one uses the
planar laminar flame speed sL and its thermal thickness δL respectively to scale the
fluctuating velocity and the gradient of fluctuating quantities, the turbulence integral
length scale, lt, to scale the gradient of mean quantities, and some reference velocity to
scale the mean velocity as has been done by Swaminathan and Bray [129] then it follows:
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Figure 4.3: Balance diagrams for Eqs. (2.27) and (3.3). The results for the LWP-DIL
model are shown in Y˜f space for Eq. (3.3) and Z˜ space for Eq. (2.27). Figure (a) shows
the results for the premixed case fsh1. Figures (b) and (c) are for the stratified case
fsh4; Eq (2.27) is shown in (b) and Eq. (3.3) is shown in (c).
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T1 ∼ O
(
ρusL
δL
;
1
Da
Uref
u
′
)
T21 ∼ O
(
ρusL
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where ρu is a reference density and Re ≡ u
′
lt/ν, Da ≡ (lt/δL)/(u
′
/sL). In the limit of
large Re and Da, the leading order terms are T4 and T5 as noted earlier in Fig. 4.3. This
is consistent with the large Da assumption in the LWP reaction rate model used here.
The other two parts, (b) and (c), of Fig. 4.3 are shown to depict the effect of strat-
ification on the terms in the variance equations, Eqs. (2.27) and (3.3). The leading
order contributions in the mixture fraction variance equation come from the dissipation
and the turbulent production as shown in Fig. 4.3b. This behaviour is expected as
the mixture fraction is a passive scalar and it does not change as the stratification level
increases.
Since the fuel mass fraction is a reactive scalar, its variance transport is expected
to be influenced by stratification. Comparing the stratified case (Fig. 4.3c) with the
premixed case (Fig. 4.3a), the dissipation and reaction terms remain dominant although
their absolute values are increased. This increase in the reaction term is due to the fact
that the stratified case exhibits areas of relatively rich mixture (the equivalence ratio
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varies from 0.51 to 0.95 compared to 0.73 in the premixed case) and hence the reaction
rate is higher in these regions. Since the reaction and mixing rates are increased in
the stratified case the scalar dissipation rate is also increased. The magnitude of the
turbulent production and diffusion terms is also significantly increased over the premixed
case. As these terms are modelled using gradient flux approximation it follows that the
larger gradients in the stratified case will result in their increase. As noted earlier, the
use of a gradient model may be questionable and it will definitely influence the behaviour
of these two terms. As long as the scalar flux model is consistent between the stratified
and the homogeneous case, the effect of stratification via the small scale mixing model
can be studied.
4.3.2 Modelled Dissipation Rates
The behaviour of the scalar dissipation rate with increasing stratification is shown more
closely for the INT and DIL (for brevity the LWP has been dropped from the model name
from here on) models in Figs. 4.4a and 4.4b respectively. Both models show the same
overall behaviour one would expect; where an increase in stratification yields an increase
in the dissipation rate due to increased reaction and mixing rates. However, there is a
significant difference in the value of dissipation rate predicted by the two models. In
Fig. 4.4b there are two values of dissipation rate associated with the higher values of
mean fuel mass fraction whereas only one appears in Fig. 4.4a. The lower of these two
values is due to the non-reacting mixing layer between the two slots, a region where one
would expect a non-zero dissipation rate. As both models relate the non-reactive mixing
contribution to the turbulence timescale, it is expected that the difference may come
from the reactive contribution. However, reconciling these differences is difficult at this
stage and the measurement of χ˜f would be helpful in this regard.
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Figure 4.4: Variation of the modelled scalar dissipation rate (s−1) of fuel mass fraction
fluctuations with Y˜f . Results are shown for (a) LWP-INT and (b) LWP-DIL models at
25 mm above the burner face.
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4.3.3 Flame Results
A. ORACLES Case
The effect of the scalar dissipation rate model on the mean reaction rate of fuel can be
clearly seen in Figs. 4.5 to 4.7. There is a marked difference in the length and intensity of
the reaction zone predicted by the three models. For the premixed case shown in Fig. 4.5
the classical model (CLS) produces a wider flame with a diffused reaction zone, the DIL
model produces a thinner and longer flame and the INT model produces a shorter more
intense flame with a slightly thicker reaction zone. Unfortunately, to our knowledge,
there is no experimental data available to verify this result at this time. Nevertheless,
this result is informative and clearly shows the strong influence of the small scale mixing
model. The mean reaction rates for the stratified cases are shown in Figs. 4.6 and 4.7.
Here the black contour lines correspond to the equivalence ratio in the lower and upper
streams and mark the region of stratification. As expected the stratification breaks the
symmetry and a strong flame exists on the upper part of the domain since φ2 > φ1.
When φ1 is greater than the lean flammability limit a weak flame is also established for
the lower stream as shown in Fig. 4.6. In the second stratified case shown in Fig. 4.7
this weak flame is not present because φ1 = 0.3 is beyond the lean flammability limit
(φmin = 0.51 [135]) of propane-air mixture. As one can observe in Figs. 4.6 and 4.7
introducing mixture stratification appears to have little effect on the relative behaviour
of the mixing models.
Figure 4.8 compares the predicted streamwise and cross-stream velocities at two
different measurement locations. The symbols are the experimental results and the lines
are the predictions. All three models give reasonable predictions at the first measurement
location, x/h = 1.67. However, at the downstream location the picture is quite different
with a distinct influence of the dissipation rate model used. The classical model (CLS)
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Figure 4.5: ORACLES premixed case mean fuel reaction rate (kg/m3s). From top to
bottom: LWP-CLS, LWP-DIL, LWP-INT models.
under-predicts both the streamwise and cross-stream velocity. The other two models
capture the trend nicely. The classical model under-predicts the dissipation rate for a
reacting scalar and hence the prediction of Y˜
′′2
f is too large resulting in the two delta
peaks of the pdf being widely spaced. This results in the reaction rate being under-
predicted, yielding a higher value for the mixture density. Thus the velocities are under
predicted as in Fig. 4.8.
The influence of stratification can be discerned from Figs. 4.9 and 4.10. A large
acceleration resulting from the strong flame in the upper stream leads to large velocities
at x/h = 8.67. This change is captured well by the DIL and INT models. However the
relative performance of the models remains the same. Unfortunately, species or tem-
perature measurements from the ORACLES experiments are unavailable for comparison.
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Figure 4.6: Mean fuel reaction rate (kg/m3s) ORACLES stratified case S1. From top to
bottom: LWP-CLS, LWP-DIL, LWP-INT. The black lines correspond to the equivalence
ratio in the lower and upper streams and mark the region where stratification occurs.
Scale as in Figure 4.5.
B. V-Flame Case
Figures 4.11 and 4.12 compare radial variation of predicted and measured mean
fuel mass fraction and mean temperature at three axial locations marked in Fig. 3.4.
The stratification level increases from (a) to (c) in these figures. The classical model
prediction of the premixed flame is poor compared to the other two models, as shown in
Figs. 4.11a and 4.12a, this behaviour is expected. The symmetric nature of the premixed
flame is well captured by the models. The two solid lines running from bottom to top in
Fig. 4.12a show a representative flame brush thickness, which grows with downstream
distance because of turbulent diffusion.
The effect of stratification can be seen in Figs. 4.11b and 4.11c where there is an
increase in mean fuel mass fraction before the fuel is consumed by the flame. This is
due to the non-reacting mixing layer between the rich and lean streams. The predictions
of the DIL and INT models are generally improved over the CLS model. As noted in
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Figure 4.7: Mean fuel reaction rate (kg/m3s) in the ORACLES stratified 2 case. From
top to bottom: LWP-CLS, LWP-DIL, LWP-INT. The black lines correspond to the
equivalence ratio in the lower and upper streams and mark the region where stratification
occurs. Scale is as in Figure 4.5.
section 4.3.3, the CLS model gives a more diffused reaction zone which results in an
over-prediction of the fuel mass fraction on the burnt side of the flame brush, since the
reaction rate is under-predicted.
Figure 4.12 shows the mean temperature compared with experiment for the premixed
flame in (a) to the most stratified flame in (c). The relative performance of the models is
the same as in Fig. 4.11, the DIL and INT models give good agreement with experiment
whilst CLS under-predicts the temperature for the reasons noted above.
The two slanted solid lines in Fig. 4.12 mark approximately 10 and 90% of the burnt
temperature to give an indication of the mean flame thickness. There is a significant
increase in the flame thickness from the premixed case to the first stratified although this
does not seem to continue with increasing stratification. This effect is also observed in
the photographs of Anselmo-Filho [4] and is captured well by the DIL and INT models.
Figure 4.13 compares the prediction of Favre means of H2O, H2 CO2 and CO mass
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Figure 4.8: Comparison of predicted and measured velocities (m/s) in the ORACLES
premixed flame.
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Figure 4.9: Comparison of predicted and measured velocities (m/s) in the ORACLES
stratified flame S1. Key as in Figure 4.8.
Results 77
Y Velocity at x/h = 8.67
531-1
X Velocity at x/h = 8.67
y
/
h
302010
4
3
2
1
0
Y Velocity at x/h = 1.67
6420-2
X Velocity at x/h = 1.67
y
/
h
3020100-10
4
3
2
1
0
Figure 4.10: Comparison of predicted and measured velocities (m/s) in the ORACLES
stratified flame S2. Key as in Figure 4.8.
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Figure 4.11: Comparison of measured and predicted mean fuel mass fraction for the
V-flame cases: (a) fsh1, (b) fsh4 and (c) fsh6. Key as in Figure 4.8.
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fraction to the experimental measurements 25 m above the burner face for the fsh4 case
obtained using the method outlined in Section 3.4. All three models produce predictions
of the correct order for the four different species mass fractions, however, as before the
DIL and INT models produce better results than the CLS model.
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Figure 4.13: Comparison of measured and predicted mean species mass fractions for
the stratified V-flame case fsh4 at 25 mm downstream of the burner exit.
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4.3.4 Second Moments
Figure 4.14 shows the variation of the Favre mean fuel mass fraction variance with the
Favre mean fuel mass fraction for all the flames considered in the ORACLES experiment.
The results are shown for the DIL model at a downstream measurement location of
x/h = 8.67. For each case there are two curves corresponding to the upper and lower
flames observed in Figs. 4.5 to 4.7. These two lines collapse on each other in the premixed
case because of the symmetric nature of the flame as in Fig. 4.5. The stratified flames
have branches, one for the strong flame in the upper channel and another one for the
weak flame in the lower channel (see Figs. 4.6 and 4.7). For the stratified flame S1, the
curve for the stronger flame is close to that for the premixed case whilst the curve for the
weak flame is substantially lower. One would expect that increasing the stratification
level further would result in an increase in the variance due to increased reaction and
mixing. However, this is not the case in the stratified flame S2. Here the curve for the
stronger flame is well below the other two cases. This is due to the fact that the global
equivalence ratio in the S2 flame is 0.6 which is lower than the 0.8 of the premixed and
S1 flames resulting in lower reaction rates due to leaner mixture and hence the lower
variance.
Figure 4.15 shows the fuel mass fraction variance in Y˜f space for all the V-Flame
cases using the DIL model (in Fig. 4.15a) and the INT model (in Fig. 4.15b). Since the
global equivalence ratio is kept constant in this experiment Y˜
′′2
f is expected to increase
with the level of stratification. This trend is captured well by both models, despite a
small difference in the predicted values. However, there seems to be a marked difference
in the non-reacting mixing layer values, denoted by the lower branches running from
Y˜f ≃ 0.04 towards the decreasing values of Y˜f . Unfortunately no further comments can
be made without the experimental data for comparison.
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Figure 4.14: Variation of the fuel mass fraction with Y˜f for the ORACLES flames using
the LWP-DIL model at x/h = 8.67.
4.3.5 Stratification Effect on ε˜/k˜
Since all three models require the turbulence timescale (see Eqs. 4.3, 4.7 and 4.9), the
predicted values of turbulent kinetic energy and the turbulence frequency ε˜/k˜ are stud-
ied. The Favre averaged turbulent kinetic energy calculated using the DIL and INT
models is shown in Figs. 4.16a and 4.16b respectively. The variations are shown in Y˜f
space to emphasise the behaviour of k˜ inside the flame brush. The results are shown for
the premixed and stratified flames of the second test case, the V-flame case. As one can
observe in Fig. 4.16 there is significant difference in the model predictions.
Although it is not easy to assess these predictions in the absence of experimental
data, some qualitative comments can be made. Also, it is to be noted that the scalar
flux and the Reynolds stresses are modelled using the gradient hypothesis. Thus, and
in the absence of experimental results, it is recommended that the results discussed
below are to be treated cautiously. Zhang and Rutland [145] showed that the mean
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Figure 4.15: Variation of the fuel mass fraction variance with Y˜f for the V-Flame cases
using (a) the LWP-DIL model and (b) the LWP-INT model at 25 mm above the burner
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84 Effects of Scalar Dissipation Rate Modelling
fsh6
fsh4
fsh1
(a)
Y˜f
k˜
0.050.040.030.020.010
0.8
0.7
0.6
0.5
0.4
0.3
0.2
fsh6
fsh4
fsh1
(b)
Y˜f
k˜
0.050.040.030.020.010
0.6
0.55
0.5
0.45
0.4
0.35
0.3
0.25
0.2
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turbulent kinetic energy increased through the flame brush reaching a maximum value
at the location of peak heat release rate, which has also been observed by Swaminathan
and Bray [129] for low levels of turbulence. As noted earlier the turbulence level is low
in the V-flames. In Fig. 4.16, the location of the peak in the mean heat release rate
is in the neighbourhood of Y˜f ≃ 0.01, which corresponds to a mean progress variable,
defined using the fuel mass fraction, of about 0.76. In Fig. 4.16 the unburnt side of the
flame brush corresponds to Y˜f ≥ 0.04. Now, one can see in Fig. 4.16a the increase of
the turbulent kinetic energy inside the flame brush until the reaction zone. This agrees
with the earlier results of Zhang and Rutland [145] and Swaminathan and Bray [129].
The maximum value of the kinetic energy inside the flame brush is reduced in the
stratified cases and the shape of the k˜ profile is also altered regardless of the mixing
model.
The turbulence timescale is a central quantity in turbulent combustion modelling,
appearing in the models for the dissipation rate (as noted earlier) and the mean reaction
rate. Figure 4.17 depicts the variation of ε˜/k˜ with Y˜f inside the flame brush in the
premixed and stratified cases. Results are shown for all the V-flame cases using the CLS
model (Fig. 4.17a), the DIL model (4.17b) and the INT model (4.17c). Although the
trend predicted by each of the models for the premixed flame, fsh1, is similar to a DNS
observation [129], Fig. 4.17c shows a marked difference in the behaviour of ε˜/k˜ across the
flame brush. The effects of stratification in the turbulence frequency (ε˜/k˜) represented
by these mixing models seem to be different. The CLS and DIL models show that the
turbulence timescale is increased in general, in the bulk regions of the stratified flame
brush. The level of stratification does not seem to influence this timescale. The INT
model shows an increase in ε˜/k˜ throughout the flame brush and the level of stratification
has some effect as in Fig. 4.17c. A similar behaviour is also noted for the integral length
scale of the turbulence given by lt ≃ k˜
3/2
/ε˜. Experimental measurements and DNS data
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Figure 4.17: Variation of the inverse turbulence timescale ε˜/k˜ (s−1) with Y˜f for all
the V-Flame cases using (a) the LWP-CLS model, (b) the LWP-DIL model and (c) the
LWP-INT model at 25 mm above the burner face.
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analyses are required to closely understand these behaviours.
4.4 Summary
Turbulent premixed and stratified flames stabilised behind a backward facing step [8]
and behind a rod [5, 7] are simulated using a RANS methodology. The LWP combustion
model is successfully applied to these two test cases. A standard k-ε turbulence model
with wall functions is used. Since the thermo-chemical state of the mixture depends
on the mixture fraction and the fuel mass fraction, transport equations for their Favre
means and variances are also solved. The dissipation rates in the fuel mass fraction
variance equation is closed using three different models, viz; (i) the classical model
using the turbulence timescale (CLS), (ii) a premixed flame model [70] adapted for
stratified flames (DIL), (iii) a stratified flame model [114] (INT). The later two models
agree well with experimental measurements of mean velocities, species mass fraction and
temperature, despite some differences in their prediction of second order quantities.
The analysis of the fuel mass fraction variance equation using the computed results
with the DIL model show that the dissipation rate and reaction terms are the leading
order terms in premixed flames and they remain so even in stratified flames. However,
other terms in the variance equation become comparable when the stratification level is
increased.
For premixed flames, the CLS model predicts a thicker and longer reaction zone
compared to the other two models. The DIL and INT models show comparable levels of
agreement with various measured quantities in the ORACLES (backward facing step)
and V-flame cases. However, their predictions of Favre averaged turbulent kinetic energy,
k˜, inside the flame brush show different behaviour in premixed flames; an increase in k˜
towards the reaction zone and then a decrease is captured by the DIL model, whereas
88 Effects of Scalar Dissipation Rate Modelling
the INT model shows a monotonous increase in k˜ from the unburnt to the burnt side
of the flame brush. These two models show a different trend for k˜ with stratification
levels. More experimental and DNS studies are required to understand these behaviours
closely and the differences in model predictions.
In this chapter the effect of the scalar dissipation rate was studied. Based on these
results the DIL model, Eq. (4.9) will be used in the further studies of this work. The joint
pdf required for the reaction rate closure, Eq. (3.1), was modelled using delta functions
as suggested by the LWP [112] approach, see Eq. (2.41). The effect of alternative
approaches to model the joint pdf is studied in the next chapter.
Chapter 5
A Beta PDFModel for Stratified Flames
This chapter analyses the joint beta pdf models described in Sections 3.1.2 and 3.1.3.
These models are first compared with experimental and DNS results. Then their influ-
ence on the mean reaction rate is explored, specifically the effect of mixture fraction-
progress variable correlation. Finally the models are used to simulate the two test cases
discussed in Section 3.5 and these results are discussed in the final section of this chapter.
5.1 Validation of the Joint PDF Model
The joint pdfs, p(ξ, ζ) obtained using the i-βpdf and c-βpdf models discussed in Section
3.1 are validated using experimental data from the V-flame described in Section 3.5.1.
The models are further validated using DNS results of a lifted turbulent hydrogen jet
flame simulated by Mizobuchi et al. [87, 88] using complex chemical kinetics. The detail
can be found in those references.
The comparison with the V-flame experimental data is made for the fsh6 case, the
most strongly stratified flame. The instantaneous values of the mixture fraction and
progress variable, here defined as c = (T − Tu)/(Tb − Tu), were used to construct the
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joint probability density function with 100 bins in each direction of Z − c space. Three
sampling locations, where unburnt, burning and burnt gas exist in a mean sense are
considered. There were over 4000 samples at each location, the mean values of the
mixture fraction, progress variable, their variances and the co-variance are given in
Table 5.1 along with Pearson’s correlation coefficient, rZc = Z
′
c
′
/(
√
Z
′2
c
′2
).
Table 5.1: Statistical properties for the V-flame case fsh6.
c c
′2
Z Z
′2
Z
′
c
′
rZc
Unburnt 0.192 0.106 0.0330 4.35×10
−5
1.40×10
−3
0.652
Burning 0.409 0.161 0.0370 3.97×10
−5
1.70×10
−3
0.672
Burnt 0.911 0.0218 0.0436 1.26×10
−5
2.28×10
−4
0.435
Figure 5.1a shows the joint pdf obtained from the experimental data along with the
modelled pdfs using the i-βpdf and c-βpdf. The pdf computed using Eq. (2.41), the
LWP model, is also shown. Both of these βpdf models capture the bimodality in the
experimental pdf but, as one would expect, the i-βpdf does not capture the correlation.
The burnt-side peak is shifted into richer mixture in the experimental data which is
better captured by the c-βpdf model. The comparison is similar in the burning part,
c = 0.409, where the bimodality of the pdf in progress variable space is more apparent
and captured well by both βpdf models. Again the c-βpdf captures the correlation and
the burning portion of the pdf more accurately than the i-βpdf.
Towards the burnt side, c = 0.911, the comparison with the experimental pdf shown
in Fig. 5.1c is not as good although both the modelled pdfs capture the location of the
peak well they give an extended tail into the centre of mixture fraction and progress
variable space that is not seen in the experimental results. The arrows in Fig. 5.1 depict
the location of the delta peaks in the LWP model. In the unburnt case, Fig. 5.1a, the
location of the unburnt peak is predicted reasonably well by the LWP model whilst the
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Figure 5.1: Comparison of p(ξ, ζ) computed using i-βpdf ( ) and c-βpdf ( ) with
experimental data from the V-flame case fsh6. The contour lines are at 25, 50, 100,
200, 500 and 1000. (a) corresponds to a location towards the unburnt side of the mean
flame brush, c = 0.192, (b) corresponds to a location in the centre of the mean flame
brush, c = 0.409, and (c) corresponds to a location towards the burnt side of the mean
flame brush, c = 0.911. Table 5.1 gives the statistical properties of the experimental
data at these locations. The arrows mark the locations of the delta peaks in the LWP
pdf, Eq. (2.41).
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burnt peak is not. The reverse is true in the burnt case. This model is limited by the
assumption of positive co-variance in the V-flame data. This is not immediately obvious
as Fig 5.1 shows the pdf in Z − c space where the correlation is positive, however, in
Z − Yf space the correlation will be negative. It is this enforced correlation that results
in the two peaks trending in the opposite direction to the experimental data in Fig. 5.1.
In unburnt or burnt gas the incorrect correlation will not be an issue as the strength of
the unburnt or burnt peak respectively will be high and the other will make only a small
contribution. However, in burning gas the peaks will be more evenly weighted and the
enforced co-variance will influence the solution.
The DNS data for comparison was extracted at an axial distance of 9d from the jet
exit, where d = 2 mm is the jet diameter. This location is downstream of the lift-off
height of the flame which is about 7d. Probability density functions of the mixture
fraction and progress variable are created by using the DNS data from about 1000 time
steps at x = 9d in circular strips of a given width, ∆r, at radius r. There are 200 bins
in mixture fraction space and 100 bins in progress variable space. Further detail of the
DNS data processing is discussed by Ruan et al. [117]. Here three pdfs from the DNS
are compared with the modelled pdfs. Their locations are chosen to be inside the mean
flame brush, close to the unburnt side, c = 0.162, in the centre, c = 0.497, and close to
the burnt side, c = 0.879. In this case the progress variable is defined based on the mass
fraction of H2O, c = YH2O/YH2Ob to be consistent with the DNS data processing [117].
The statistical properties of these DNS pdfs required for modelling are given in Table
5.2.
Figure 5.2 shows the comparison of the joint pdf extracted from the DNS with the
three modelled pdfs. On the unburnt side both βpdfs capture the DNS results, showing
a peak on the unburnt side. However, the pdf in mixture fraction space is somewhat
wide as shown in Fig. 5.2a. For the burning part, shown in Fig. 5.2b there is a strong
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Table 5.2: Statistical properties for the pdfs extracted from DNS.
c c
′2
Z Z
′2
Z
′
c
′
rZc
Unburnt 0.162 0.0317 0.142 0.00103 -0.00244 -0.427
Burning 0.497 0.100 0.118 0.00102 -0.00802 -0.794
Burnt 0.879 0.0469 0.0700 0.000773 -0.00504 -0.837
negative correlation with rZc = −0.794, the i-βpdf does not pick up this feature, giving
a distribution that is bimodal in progress variable space with both the unburnt and
burnt side peaks located at the mean value in mixture fraction space. The c-βpdf also
exhibits a bimodal shape in c space, however, it picks up the correlation seen in the DNS
very well with the unburnt peak shifted into richer mixture and the burnt side to leaner
mixture. The central burning portion is also captured very well. Figure 5.2c shows
the comparison towards the burnt side of the mean flame brush, c = 0.879. Here the
DNS data shows only one peak on the burnt side of progress variable space with a long
tail towards the unburnt side. Both the modelled pdfs reproduce the burnt side peak,
however, the c-βpdf model captures the width and location of the central portion of
the pdf much better than the i-βpdf model. Again the DNS data is strongly negatively
correlated and the c-βpdf model captures this feature.
Unlike for the V-flame shown in Fig. 5.1, the LWP model performs better for the
DNS data. At all three locations in Fig. 5.2 the model captures both the locations of the
peaks and the correlation of the data accurately. This is due to the negative correlation
seen in Z − c space which translates to a positive correlation in Z − Yf space.
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Figure 5.2: Comparison of p(ξ, ζ) computed using i-βpdf ( ) and c-βpdf ( ) with
experimental data from the DNS data. The contour lines are at 8, 16, 32, 64, 128
and 256. (a) corresponds to a location towards the unburnt side of the mean flame
brush, c = 0.152, (b) corresponds to a location in the centre of the mean flame brush,
c = 0.497, and (c) corresponds to a location towards the burnt side of the mean flame
brush, c = 0.879. Table 5.2 gives the statistical properties of the experimental data
at these locations. The arrows mark the locations of the delta peaks in the LWP pdf,
Eq. (2.41).
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5.2 Influence on the Reaction Rate Closure
Although Eq. (3.1) indicates this influence, a clear understanding can be gained by
studying Fig. 5.3 which shows the c-βpdf plotted above the instantaneous reaction rate
of progress variable. Here and in the following discussion the progress variable is defined
as c = YCO2/YCO2b. The reaction rate data is obtained using a tabulated chemistry
approach [136] employing GRI-mech 2.11 [17] chemical kinetics. The surface of the joint
pdf shown in Fig. 5.3 is for Z˜ = 0.0328, c˜ = 0.5, Z˜
′′2
= 1.74×10
−4
and c˜
′′2
= 0.125, only
the value of the co-variance is varied. This co-variance is obtained using its transport
equation while simulating the test cases discussed in Section 3.5. In Fig. 5.3a, the co-
variance is negative, rZc = −0.9, the statistically independent case, rZc = 0 is shown in
Fig. 5.3b. The case with positive correlation, rZc = 0.9, is shown in Fig. 5.3c. The shapes
taken by the pdf are the same as those shown in Fig. 5.1. In Fig. 5.3a the burnt side peak
is strongly skewed towards leaner mixture and the central burning contribution does not
cover the areas of high laminar reaction rate resulting in a low value for the mean reaction
rate compared to the independent case in Fig. 5.3b. When the co-variance is positive
the burnt side peak of the pdf is skewed towards richer mixture and the central burning
portion of the pdf covers a large area of the instantaneous progress variable reaction rate
and thus the mean reaction rate is higher than in the case where the co-variance is zero.
The influence of the co-variance on the mean reaction rate can be seen clearly in
Fig. 5.4 which shows the mean reaction rate variation with gc, where gc = c˜
′′2
/c˜(1− c˜),
for a range of values of the co-variance with Z˜, c˜ and Z˜
′′2
held constant. Towards the
unburnt side of the mean flame brush, shown in Fig. 5.4a, as the co-variance increases
there is an increase in the mean reaction rate. This is consistent with the situation seen
in Fig. 5.3 for the mean mixture fraction value of the data. Inside the flame brush,
shown in Fig. 5.4b, the same behaviour is observed with an increasing mean reaction
96 A Beta PDF Model for Stratified Flames
 0
 0.01
 0.02
 0.03
 0.04
 0.05  0
 0.2
 0.4
 0.6
 0.8
 1
 0
 100
 200
 300
 400
 500
 600
 700
 800
 900
 0
 10
 20
 30
 40
 50
 60
ω˙c
Z
c
p
(ξ
,ζ
)
p
(ξ
,ζ
)
p
(ξ
,ζ
)
p
(ξ
,ζ
)
(a)
 0
 0.01
 0.02
 0.03
 0.04
 0.05  0
 0.2
 0.4
 0.6
 0.8
 1
 0
 100
 200
 300
 400
 500
 600
 700
 800
 900
 0
 5
 10
 15
 20
ω˙c
Z
c
p
(ξ
,ζ
)
p
(ξ
,ζ
)
p
(ξ
,ζ
)
p
(ξ
,ζ
)
(b)
 0
 0.01
 0.02
 0.03
 0.04
 0.05  0
 0.2
 0.4
 0.6
 0.8
 1
 0
 100
 200
 300
 400
 500
 600
 700
 800
 900
 0
 10
 20
 30
 40
 50
 60
ω˙c
Z
c
p
(ξ
,ζ
)
p
(ξ
,ζ
)
p
(ξ
,ζ
)
p
(ξ
,ζ
)
(c)
Figure 5.3: Surface plots of p(ξ, ζ) with contours of ω˙c(ξ, ζ) (kg/m
3s) underneath for
Z˜ = 0.0328, c˜ = 0.5, Z˜ ′′2 = 1.74 × 10−4 and c˜′′2 = 0.125. For (a) Z˜ ′′c′′ = −4.2 × 10−3
giving rZc = −0.9. For (b) Z˜
′′c′′ = 0.0 and for (c) Z˜ ′′c′′ = 4.2× 10−3 giving rZc = 0.9.
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with increasing co-variance. On the burnt side of the flame brush the mean reaction rate
decreases with increasing co-variance as shown in Fig. 5.4c. This is due to the lean value
of the mean mixture fraction which results in tail of the pdf being skewed towards areas
of higher laminar reaction rate when the correlation is negative and lower areas when
the correlation is positive. One would also expect the value of the mean mixture fraction
and its variance to have an influence on the behaviour observed here. The influence of
the mixture fraction variance is most apparent when c˜ ≈ 0.5. As the three variances are
related through the correlation coefficient reducing the mixture fraction variance reduces
the range of values that the co-variance can take and hence reduces the spread of mean
reaction rates in Fig. 5.4b.
5.3 Stratified V-Flame
Unlike the results presented in the previous chapter the following results include the
model for the pressure dilatation, Eq. (3.22), on both the k˜ and ε˜ equations. Figure 5.5
shows the comparison of calculated temperature for the fsh4 case with experiment using
the c-βpdf model. Results are shown for a case that includes the model for the pressure
dilatation on both the k˜ and ε˜ equations and for a case where it is only included on the
k˜ equation (as in the results in Chapter 4). A small improvement in the temperautre
prediction when the model for the pressure dilatation is included on both the k˜ and ε˜
equations can be seen in Fig. (5.5). Including the pressure dilation term on both the k˜
and ε˜ equations alters the shape of the flame brush which is less advanced into the mean
flow. This behaviour is what one would expect as the pressure dilatation term is a source
on the k˜ equation and a sink on the ε˜ equation. Its inclusion in both equations results
in an increase in the predicted turbulence timescale which, in turn, gives a decreased
modelled dissipation rate resulting in an increased variance of progress variable and
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Figure 5.4: Mean reaction rate (1/s) of progress variable for (a) c˜ = 0.05, (b) c˜ = 0.5,
and (c) c˜ = 0.95 with Z˜ = 0.0328 and Z˜ ′′2 = 0.0127 held constant. The arrow indicates
the direction of increasing covariance. The statistically independent case, Z˜ ′′c′′ = 0 is
marked as .
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hence a lower reaction rate. Excluding the pressure-dilatation term on the ε˜ equation
reduces this effect.
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Figure 5.5: Temperature (K) predictions for fsh4. Results from the c-βpdf model with
a model for the pressure dilatation term included on both the k˜ and ε˜ equations ( )
and only on the k˜ equation ( ).
Figures 5.6 and 5.7 show results obtained using both the i-βpdf and c-βpdf formu-
lations compared to LWP-DIL model and experiment for the mildly stratified V-flame
fsh4. All the models give good predictions of temperature for the V-flame case with
the LWP-DIL model predicting the location of the flame slightly better than the βpdf
models. The predictions of major and minor species, here CO2, CO and H2 are shown
in Figs. 5.6b and 5.7. Here the βpdf models give significantly improved results over
the LWP-DIL model. This is to be expected due to the differences in the two pdfs.
The pdf employed in the LWP-DIL model consists of two delta peaks in Z − c space.
Whilst this approximation is attractive in both its simplicity and computational ease
it cannot capture the full range of Z and c values that would occur in the experiment.
On the other hand the joint beta pdf contains contributions from a wide range of Z
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and c values, which allows one to capture the turbulence chemistry interaction in an
improved manner. As discussed in Section 5.1, the βpdf formulation, particularly the
c-βpdf, captures the pdfs observed in experiments well, this results in improved species
predictions.
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Figure 5.6: Temperature (K) and CO2 predictions for fsh4. Results from the c-βpdf
( ), i-βpdf ( ) and LWP-DIL ( ) models compared to experiment. The centre
line ( ) marks the location of centre of the flame stabilising rod.
For the more stratified case, fsh6, the predictions of both the i-βpdf and c-βpdf,
shown in Figs. 5.8 and 5.9, are significantly improved over the LWP-DIL model and
slightly improved when compared to the fsh4 case. The prediction of CO compared to
the experimental data shown in Fig. 5.9 is very good. The difference between the c-βpdf
and i-βpdf models is more pronounced in the fsh6 case than in the fsh4 case because of
higher stratification. Although the difference is still small there is a noticeable change
in the predictions between these two models. This is due to the increased level of
stratification resulting in a higher covariance as discussed further in Section 5.5.
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Figure 5.7: CO and H2 predictions for fsh4. Results from the c-βpdf ( ), i-βpdf ( )
and LWP-DIL ( ) models compared to experiment. The centre line ( ) marks the
location of centre of the flame stabilising rod.
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Figure 5.8: Temperature (K) and CO2 predictions for fsh6. Results from c-βpdf ( ),
i-βpdf ( ) and LWP-DIL ( ) models compared to experiment. The centre line
( ) marks the location of centre of the flame stabilising rod.
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Figure 5.9: CO and H2 predictions for fsh6. Results from the c-βpdf ( ), i-βpdf ( )
and LWP-DIL ( ) models compared to experiment. The centre line ( ) marks the
location of centre of the flame stabilising rod.
5.4 ORACLES Experiment
The computed velocities for the two ORACLES cases using the models described in
Chapter 3 are compared with the experimental data in Figs. 5.10 and 5.11. At the
first measurement location, where the majority of the flow is non-reacting, the LWP-
DIL and both βpdf models predict the velocities well. At the downstream measurement
location, x/h = 8.67, the βpdf models over-predict both the streamwise and cross-stream
velocities whilst the LWP-DIL model gives better agreement with the experimental data.
There are several reasons which could explain the over prediction of the velocities
given by both the i-βpdf and c-βpdf formulations. Firstly, the current simulations
assume the walls of the experiment to be adiabatic but in reality this will not be the case.
This has been observed in Ref. [111] where the temperature in the burnt region close to
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Figure 5.10: ORACLES S1 velocity (m/s) comparison with experiment for the c-βpdf
( ), i-βpdf ( ) and LWP-DIL ( ) models.
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Figure 5.11: ORACLES S2 velocity (m/s) comparison with experiment for the c-βpdf
( ), i-βpdf ( ) and LWP-DIL ( ) models.
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the wall is reported to be approximately 1600K for a premixed case with φ = 0.8. This
is significantly lower than the adiabatic flame temperature. In the current simulations
the burnt side temperature is close to the adiabatic flame temperature. As the βpdf
models do not account for the heat loss through the walls this difference in predicted
and observed temperature could explain, through the density change, the over-predicted
velocities. To resolve these differences, more experimental data, such as wall temperature
distributions, are required. Also, as the k-ε turbulence model is based on the assumption
of homogenous isotropic turbulence it performs poorly in flows with strong anisotropic
features such as swirling and recirculating flows, thus the predictions could be improved
by employing a Reynolds Stress Model or LES approach.
Furthermore, the strain rate has been shown to have a strong influence on the predic-
tion of both the mean reaction rate and mean scalar values in premixed flames [71, 72].
The configuration of the ORACLES case where the flame is stabilised in the two shear
layers generated by the backward facing steps results in quite highly strained flamelets.
Increasing the stretch rate is known to attenuate the reaction rate. As the current βpdf
based reaction rate models do not include the effect of flame stretch they will over pre-
dict the mean reaction rate and hence the velocities. Including the effect of strain in
the model could make considerable improvements in the prediction of the ORACLES
case. The stretch effects are not the focus of this work and will be considered in a future
study. The V-flame cases are only very weakly strained because of the low turbulence
level and thus their predictions do not suffer from this limitation in the model.
5.5 Influence of the Co-Variance
Figure 5.12 shows the mean reaction rate from both the i-βpdf and c-βpdf models for
the most stratified ORACLES case, S2. The figure is focused on the region where the
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flow is most strongly stratified. The upper portion of the figure shows the mean reaction
rate field calculated using the c-βpdf, the line contours correspond to the co-variance.
The lower portion of the figure shows the mean reaction rate field calculated using the
i-βpdf model with line contours of Z˜
′′2
.
The region of the flow where the mixture is stratified and the values of Z˜
′′2
are non-
zero is quite small suggesting that the majority of the burning mode in the experiment is
premixed with no gradient of equivalence ratio. In the small region where the mean flame
brush (here it is taken to correspond to areas where the mean reaction rate of progress
variable is non-zero) and the stratified mixture overlap there is a difference between
the predicted mean reaction rates. The c-βpdf model predicts a flame that is further
advanced into the incoming flow, hence the mean reaction rate contour does not extend
downstream as predicted by the i-βpdf model. This can be further seen in Fig. 5.13
which shows the variations of the mean rection rate and the co-variance in the cross-
stream direction at five downstream locations. At every downstream location the c-βpdf
model predicts a lower mean reaction rate and a broader mean flame brush. Figure 5.13b
shows the co-variance compared to
√
Z˜
′′2
c˜
′′2
. The value of co-variance predicted is quite
close to the value of
√
Z˜
′′2
c˜
′′2
suggesting that in this region the correlation between Z
and c is strong. Although there are significant differences between the i-βpdf and c-βpdf
models in the small region of the flow where it is strongly stratified, since the majority
of the flow has no gradient of equivalence ratio the observed differences do not show in
the velocity comparisons shown in Figs. 5.10 and 5.11.
Figure 5.14 shows the co-variance and
√
Z˜
′′2
c˜
′′2
through the flame at three down-
stream locations in the most stratified V-flame case, fsh6. Here the value of the co-
variance is much less than
√
Z˜
′′2
c˜
′′2
suggesting that Z and c are only weakly correlated
in the V-flame case. This explains, despite the region where measurements were taken
containing gradients of equivalence ratio, the small difference between the c-βpdf and
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Figure 5.12: Contour plot of the mean reaction rate (kg/m3s) of progress variable for
the ORACLES case S2. The top part is from the c-βpdf model with line contours of
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Summary 107
 0
 20
 40
 60
 80
 100
0.0e+00
4.0e-05
8.0e-05
1.2e-04
0.8 1 1.2 1.4 1.6 1.8 2
y/h
ω˙
Z˜
′
′
c′
′
,
√ Z˜′
′
2
c˜′
′
2
x/h=10
x/h=10.5
x/h=11
x/h=11.5
x/h=12
(a)
(b)
Figure 5.13: (a) Mean reaction rate (kg/m3s) for the ORACLES S2 case symbols for
the c-βpdf model and lines for the i-βpdf model at several downstream locations. (b)
the covariance Z˜ ′′c′′ (symbols) and
√
Z˜ ′′2c˜′′2 (lines) for c-βpdf.
i-βpdf models observed in Figs. 5.8 and 5.9. However, a noticeable difference between
these two pdf models seen for x=30 mm is because the maximum value of rZc is noted
to be about 0.45. It is expected that in a situation where the majority of the flow is
stratified and the turbulence levels greater the difference between the c-βpdf and i-βpdf
models will be more pronounced.
5.6 Summary
The methodology to model the joint pdf using Plackett’s copula detailed in Section 3.1.3
is validated using experimental and DNS data. This model captures the experimental
and DNS joint pdf of the mixture fraction and progress variable well.
This joint pdf is employed as a closure for the mean reaction rate in both steady
and unsteady RANS simulations of turbulent stratified flames. The computed results
for a weakly turbulent V-flame compare well with the experimental measurements. The
calculated values of both major and minor species are improved by using the correlated
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joint pdf compared to the two delta function pdf model [112]. The correlated joint
pdf gives slightly improved results for the most stratified V-flame case compared to the
independent joint pdf formulation, however, the difference is noted to be minimal. This
is because of the low turbulence level in the V-flames. Greater differences between the
models, particularly when they are used to predict NOx, are shown in the prediction of
an aero-engine combustor in Chapter 7.
Simulations of a dump combustor also show favourable comparison with measure-
ment. Here the joint beta pdf model, whether correlated or statistically independent
over-predicts the velocity compared to the experiment. This may be due to three or
more factors; firstly the model does not account for heat loss through the combustor
walls which has been shown to exist in the experiment and would reduce the observed
velocity through the effects of density change. Secondly, the model does not account
for the influence of flame stretch on the mean reaction rate which could attenuate the
reactions significantly. Thirdly, the k-ε turbulence model does not perform well in recir-
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culating flows, a Reynolds Stress Modelling or LES approach may give better results.
The inclusion of these effects into a model for stratified flames present avenues for
future work. The copulas discussed in this study are a useful solution to modelling the
joint pdf as the assumption of statistical independence can be removed without the need
to solve for conditional quantities. It is possible to extend Plackett’s copula into three
dimensions and Gaussian copulas may be extended into multiple dimensions allowing
for the inclusion of additional parameters.
The performance of the c-βpdf model in a statistically unsteady situation is studied
in the next chapter.
Chapter 6
Unsteady RANS of Stratified Flames
Many flows of engineering interest are generally unsteady. As noted in the introduction,
combusting flows especially those involving fuel lean premixed reactants are susceptible
to instabilities. This is mainly because of the strong sensitivity of laminar burning speed
to fluctuations in local mixture equivalence ratio on the fuel lean side [130]. These com-
bustion oscillations are driven by the coupling between perturbations in heat release rate
and pressure. Even if one is not primarily concerned with modelling these instabilities,
an unsteady simulation methodology must be used to predict pollutant emissions.
Unsteady combustion oscillations have been observed [96] in the ORACLES experi-
ment described in Section 3.5.2 when the experimental conditions are changed. In this
chapter the performance of the c-βpdf model described and analysed in previous chap-
ters is tested for unsteady conditions using different sets of inlet boundary conditions
for the ORACLES case. A parametric study on the amplitude of the oscillation induced
in this combustor is carried out and its effect on the CO and NOx emissions is explored.
The unsteady dataset is described first, then the methodology used to predict NOx emis-
sions is detailed finally the performance of the c-βpdf model developed in the previous
chapter is assessed in an unsteady RANS formulation.
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6.1 MOLECULES Dataset
The MOLECULES data set of Nguyen et al. [96] was obtained from the ORACLES
experiment at a different set of operating conditions, given in Table 6.1, for one premixed
(C1) and two stratified cases (C2 and C3). The mass flow rates and Reynolds number
are around half of those in the ORACLES experiment. As in the ORACLES experiment,
velocity data are available for comparison with simulation results at streamwise locations
x/h = 1, 2, 3, 4, 7, 8, 9, 10.
Table 6.1: Flame conditions [25] considered in the MOLECULES dataset.
Case Re m˙ (kg/s) φ2 φ1
C1 25000 0.065 0.75 0.75
C2 25000 0.065 0.7 0.8
C3 25000 0.065 0.65 0.85
In all three cases a coherent flapping of the flame was observed and the velocity
spectra exhibited a strong peak at around 50 Hz with a harmonic at around 100 Hz [25].
These peaks were not observed in non-reacting flow and thus are due to combustion
induced oscillation. This oscillation influences the flow at the inlet boundary where the
mean centreline velocity is observed to follow u˜ = U[1+A sin(2pift)], where U is the time
averaged mean velocity. Thus, the inlet velocity for all simulations is specified according
to this expression with f = 50 Hz. The amplitude of the sime wave, A, is varied in a
parametric study taking values of 0, 0.1, 0.146, 0.2 and 0.5, where the experimentally
observed amplitude is 0.146. Each simulation was run for 3 flow-though times with the
data averaged over the last 2 flow-through times to ensure that the time-averaged values
are both converged and uninfluenced by the initial transients. For all simulations, the
time step was specified to be about 1× 10
−5
s.
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6.2 Species Predictions
Although experimental values of CO and NO are unavailable for comparison, the com-
puted values are shown here because of their importance in gas turbine combustion. The
values of CO mass fraction are obtained using Eq. (3.25). The mass fraction of NO is
obtained by solving its transport equation as described below.
6.2.1 NOx Formation
As noted in the Chapter 1, emission of nitrogen oxides (NOx) are highly regulated. As
such their formation and prediction in combustion processes has been the subject of
many previous works and Bowman gives a review [16] of these. Nitric oxide (NO) is the
dominant constituent of NOx and there are four accepted pathways of NO formation in
flames [16]:
1. The oxidation of atmospheric nitrogen through the thermal or Zel’dovich mecha-
nism [144].
2. The reaction of hydrocarbon radicals and atmospheric nitrogen through the prompt
NO mechanism [42]
3. The formation of NO through the N2O intermediate mechanism [142].
4. The oxidation of fuel bound nitrogen compounds [50].
The relative contribution of each of the mechanisms depends strongly on the condi-
tions within the combustor. The Zel’dovich mechanism is very sensitive to temperature;
at a temperature of around 2200 K the production of thermal NO roughly doubles for
every 90 K increase in temperature. Thus, in high temperature stoichiometric to lean
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flames the Zel’dovich mechanism is the dominant route for NO production. In fuel rich
premixed flames production through the prompt pathway is dominant [16]. The N2O
intermediate mechanism only becomes important when the overall level of NO produc-
tion is low. Under fuel lean, low temperature conditions such as those found in lean
burn gas turbine combustion chambers the N2O intermediate mechanism can become
the dominant pathway for NO formation [38, 97]. Production of NO via the fuel bound
nitrogen route is only relevant when the fuel source contains a significant amount of
nitrogen such as in coal combustion.
Under the assumption that the energy change due to NO reactions is very small com-
pared to the overall combustion process, the analysis of NO formation can be decoupled
from the main simulation of a turbulent flame. A transport equation for the Favre mean
NO mass fraction can be solved to predict the NO concentration while post-processing
the flame simulation results. This equation is obtained by averaging Eq. (2.3) for NO:
∂ρY˜NO
∂t
+
∂
∂xi
(ρu˜iY˜NO) =
∂
∂xi
(
ρD
∂Y˜NO
∂xi
− ρ ˜u′′i Y ′′NO
)
+ ω˙NO (6.1)
where ω˙NO is the mean net chemical source for NO. This term is closed through the
pdf following Eq. (3.1) in this work. This approach is attractive because it includes
the contribution from all four NO formation pathways as long as they are included in
the chemical mechanism. In an unsteady RANS simulation, Eq. (6.1) is solved at every
time-step after all other variables so that the flow and scalar fields are held constant
whilst solving it.
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6.3 Results
In the discussion below, the various cases are referred using a naming convention as
follows: the first two characters are used to denote the flame and the fourth character is
used to denote the amplitude A of the forced velocity field used at the inlet boundary.
For example, C3-5 means the stratified flame C3 with A = 0.5. Each of the three flames
given in Table. 6.1 is simulated with the unsteady boundary conditions described in
Section 6.1 at four different amplitudes, giving twelve simulations in total.
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Figure 6.1: Streamwise velocity normalised by the bulk velocity, Ubulk = 11 m/s, at
eight downstream locations for the C1 case. All forcing amplitudes shown.
Figure 6.1 compares the predicted and measured streamwise variation of time aver-
aged velocity normalised by the bulk mean velocity at the inlet, Ubulk = 11 m/s, at eight
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(a) A=0.1 (b) A=0.5
Figure 6.2: Mean reaction rate of fuel (kg/m3s) throughout one forcing cycle for the
C1 case, (a) with an amplitude of 0.1, (b) with an amplitude of 0.5.
downstream locations for the premixed flame, C1, with different forcing amplitudes. In
the region x/h < 4 of the combustor the majority of the flow is non-reacting and the
agreement is very good for all cases apart from the most strongly forced, A = 0.5, case.
Here the velocities are over-predicted slightly. This is because the velocity forcing has
less influence on the robust flames anchored at the backward facing step than it does
farther downstream. This can be seen in Fig. 6.2 which shows contours of the mean reac-
tion rate of progress variable (in kg/m
3
s) at four equi-spaced times through one cycle of
forcing for the premixed flame C1 at both the lowest forcing amplitude, A = 0.1 and the
highest, A = 0.5. In the premixed case the flame is symmetrical at all phase angles and
the range of flame motion induced by the velocity forcing increases with increasing am-
plitude. Increasing the forcing amplitude also alters the length of the recirculation zone
behind the backward facing steps. For the C1-1 cases this varies from approximately 2h
to 4h over one forcing cycle and for the C1-5 case the range is larger varying between
0.5h to 4.5h. This effect can be expected and includes the influences of the increased
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range of flame motion in the more strongly forced case. The final observation that can
be made in Fig. 6.2 is the occurrence of flame interactions when the two flapping flame
sheets meet. At low forcing amplitudes this results in small pockets of unburnt reactants
forming which burn as they are convected downstream. At higher forcing amplitudes
the interaction events occur farther upstream and result in larger pockets being formed.
(a) A=0.1 (b) A=0.5
Figure 6.3: Mean reaction rate of fuel (kg/m3s) throughout one forcing cycle for the
C3 case, (a) with an amplitude of 0.1, (b) with an amplitude of 0.5.
Contours of the mean reaction rate are shown in Fig. 6.3 for the most strongly
stratified case, C3, at forcing amplitudes of 0.1 and 0.5. The asymmetry of the flame
due to the difference in φ of the incoming flows is apparent. As the lower flame is
stronger with φ1 > φ2 it is more advanced towards the centreline due to a larger SL.
The effects of increased velocity forcing are similar to those observed for the premixed
flame. However, the introduction of stratification brings an asymmetry to the flow
with the weaker flame in the upper portion of the combustor influenced more by the
velocity forcing than the richer flame in the lower portion. In both the C3-1 and C3-5
cases the amplitude of the motion induced in the weaker flame by the velocity forcing
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is much greater than in the lower flame. In the C3-5 cases the weaker flame can be
seen to fold back on itself before merging. This effect can be seen in the time averaged
mean velocities, shown for both the stratified cases, C2 and C3, in Figs. 6.4 and 6.5
respectively. Here the increased influence of the forcing amplitude on the weaker flame
can be observed for both the stratified cases with the variation of time averaged velocity
with forcing amplitude being greater in the upper portion of the figure, y > 2h, than
the lower. This can be seen in both Figures 6.4 and 6.5. As in the premixed case the
agreement with the measured velocity is very good, particularly at the locations up to
x = 4h. Farther downstream into the combustor the variation of the velocities with
the forcing amplitude is apparent with the predicted time averaged velocities increasing
with increasing forcing amplitude.
6.3.1 Mean Species Concentration
Figure 6.6 shows the variation of the area weighted mean CO mass fraction across the
combustion chamber at several x/h locations for all the cases simulated. The mean value
is obtained using:
yˆCO =
1
A
∫
〈Y˜CO〉 dA, (6.2)
where 〈Y˜CO〉 is the time-averaged value of the Favre mean CO mass fraction computed
in the simulation.
For the premixed case, C1, and the mildly stratified case, C2, shown in Figs. 6.6a
and 6.6b respectively, the peak value of yˆCO corresponds to the location where the two
sides of the flame brush meet and interact due to this flapping motion induced by the
velocity forcing. As the amplitude of the forcing is increased, the locations of interaction
move forward towards the combustor inlet. This can be seen clearly in Figs. 6.2 and 6.3.
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Figure 6.4: Streamwise velocity normalised by the bulk velocity, Ubulk = 11 m/s, at
eight downstream locations for the C2 case. All forcing amplitudes shown.
In the steady cases, the peak value of yˆCO occurs at the tip of the flame where the
two sheets meet. After this peak the value of yˆCO reduces to the equilibrium value as the
distance from the flame increases. However, unlike the steady cases which exhibit a sharp
change at about, x/h = 18, the gradient of the yˆCO line after the peak with increasing
x/h becomes shallower as the level of forcing is increased. This is due to the formation
of pockets of reactants from the interacting flame brush, which react further as they are
convected downstream. This effectively increases the length of the time-averaged flame
brush.
In the most strongly stratified case, C3, shown in Fig. 6.6c the peak value of yˆCO is
at around x/h = 8 for all cases. There is then a second peak farther downstream. In
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Figure 6.5: Streamwise velocity normalised by the bulk velocity, Ubulk = 11 m/s, at
eight downstream locations for the C3 case. All forcing amplitudes shown.
all but the most strongly forced case the first peak can be attributed to the increased
CO levels in the richer branch of the flame and the second to flame interactions. In
the most strongly forced case the interactions occur at the location of the first peak
and the second peak is greatly reduced compared to the other cases. Although all three
cases have the same mean equivalence ratio, the non-linear relationship between CO
production and equivalence ratio means that in the C3 case (and to a lesser extent
the C2 case) the increased CO production in the rich flame outweighs the reduction
in the lean flame. This can be further seen in the values of yˆCO at the exit of the
solution domain. Increasing the level of stratification increases the value of yˆCO which
is 8.67×10
−4
, 1.02×10
−3
and 1.32×10
−3
in the C1, C2 and C3 cases respectively.
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Figure 6.6: Area weighted integral of CO mass fraction with increasing x/D for the
three different forcing levels for (a) C1, (b) C2 and (c) C3.
The behaviour of CO in the interacting flames can be further elucidated by studying
the temporal variation of Y˜CO across the combustor. This is discussed in Section 6.3.3
after presenting a method to define interacting regions of the flame.
6.3.2 Flame Interactions
Flame interactions can be identified by calculating the modulus of the gradient of Favre
mean progress variable, |∇c˜ |. Only a single flame exists in regions of the flow where
both the mean reaction rate of the progress variable (kg/m
3
s), ω˙c, and |∇c˜ | are high.
However, when the two flames in the combustion chamber come together |∇c˜ | remains
low yet the reaction rate is high. This is depicted in Fig. 6.7 where part (a) shows
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the contours of mean reaction rate for the C1-5 case. The time traces of mean species
mass fraction as well as |∇c˜ | and ω˙c taken at the two locations marked in Fig. 6.7
corresponding to a single flame and an interacting flame. These regions are shown in
Figs. 6.7b and 6.7c respectively.
As the flame crosses the measurement point (i) in Fig. 6.7a the behaviour of a
single premixed flame is observed in Fig. 6.7b with the passage of the flame resulting in
decrease of propane and increase in product species. There is also a sharp increase in
|∇c˜ | and the mean reaction rate of progress variable as the flame passes with the peak
value of |∇c˜ | reaching almost 250. The reverse occurs as the forcing cycle continues and
the flame passes back over the point from burnt gasses to fresh reactants. Conversely
when an interaction event occurs, point (ii) in Fig. 6.7a does not experience completely
burned conditions. As the two sides of the flame brush come together they merge to
form a broad single flame and the mean progress variable at point (ii) does not increase
past about 0.4. This behaviour is seen clearly in Fig. 6.7c where the mean species mass
fraction do not reach their burnt side values and as the flames merge to form a single
broadened flame brush and |∇c˜ | remains low, less than 20, yet the mean reaction rate of
progress variable is high. A comparison of this behaviour with that in Fig. 6.7b contrasts
the single flame behaviour with the interacting one and these time traces help to identify
regions with flame interactions.
6.3.3 CO Profiles in the Interacting Flames
Figures 6.8 to 6.10 show the values of the Favre mean progress variable, mixture fraction
and CO mass fraction at a given time-step, across the combustor at two locations, points
(i) and (ii). As noted in Fig. 6.7a, point (i) has two separate flame brushes and point
(ii) has interacting flames. Cases, C1 to C3 at a forcing amplitude of A=0.2 are shown
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Figure 6.7: (a) Mean reaction rate contours (kg/m3s) for the C3-5 case, the circles
mark sampling points for the time traces of species mass fractions, progress variable
reaction rate (kg/m3s) and |∇c˜ | at point (i) in (b) and at point (ii) in (c)
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in Figs. 6.8 to 6.10 respectively.
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Figure 6.8: Profiles of progress variable ( ) and CO mass fraction (◦) through a
non-interacting (a) and interacting (b) flame for the C1 case with a forcing amplitude
of 0.2.
In the premixed case, Fig. 6.8, the peak value of CO is the same in both the inter-
acting and non-interacting flames. However, if the width of the flame is defined as the
region in which 0 < c˜ < 1 then the interacting flame is considerably wider than the total
width of the two non-interacting flames. Even though the CO level dips in the centre
of the interacting flame as the progress variable reduces towards approximately 0.3 the
increased width means that the integrated value in Fig. 6.6 is higher than for the two
non-interacting flames.
In the stratified cases, C2 and C3 shown in Figs. 6.9 and 6.10 respectively, the situ-
ation is slightly different. For both of the stratified cases the two non-interacting flames
experience no gradient of equivalence ratio and may be considered purely premixed.
Conversely the interacting flames experience a gradient of equivalence ratio, however
mild it may be. Thus in both cases the lower portion of the interacting flame is in
richer mixture than the upper portion. Whilst the interacting flames in the stratified
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Figure 6.9: Profiles of progress variable ( ), CO mass fraction (◦) and mixture fraction
( ) through a non-interacting (a) and interacting (b) flame for the C2 case with a
forcing amplitude of 0.2.
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Figure 6.10: Profiles of progress variable ( ), CO mass fraction (◦) and mixture
fraction ( ) through a non-interacting (a) and interacting (b) flame for the C3 case
with a forcing amplitude of 0.2.
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cases are wider than the non-interacting flames the total amount of CO produced is also
affected by the level of stratification. In the C2 case, the stratification is such that the
interacting flame produces enough CO to give a value of yˆCO that is larger than for the
non-interacting flame, as can be seen in Fig. 6.6. However, in the C3 case the peak level
of CO in the richer, non-interacting flame is almost four times that in the lean flame
and more than double the peak in the interacting flame. This results in a larger value
of yˆCO in the non-interacting flame as seen in Fig. 6.6.
6.3.4 NOx Emission
Figure 6.11 shows the area weighted average of NO mass fraction on the exit plane of
the computational domain for the three cases, C1, C2 and C3, against the stratification
ratio, φrich/φlean. Here the forcing level is A=0.2 and the result is uninfluenced by
changes in the forcing level. The increase in the amount of yˆNO as the stratification
level increases is to be expected. Increasing the equivalence ratio in the rich stream
results in a higher temperature in the lower portion of the combustion chamber which
in turn results in more NO formed through the Zel’dovich mechanism. This increase in
predicted temperature, from about 1900 K in the C1 case to over 2100 K in the C3 case
is not offset by the drop in the amount of NO formed in the leaner flame.
6.4 Summary
The c-βpdf model described in Chapter 3 is used to simulate unsteady flames with
three levels of stratification taken from the ORACLES experiment. The flames exhibit
a self excited combustion oscillation which has been measured experimentally. The
inlet velocity for the simulations is prescribed as a sine wave with the experimentally
observed frequency and amplitude. A parametric study varying the strength of the
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Figure 6.11: Integrated time-average NO mass fraction (ppm) at the exit plane of the
computational domain against the stratification ratio, φrich/φlean for each of the three
cases.
forcing is conducted.
In all cases, the agreement with the measured velocity data is good, particularly
so for the case at the experimentally observed forcing level. Increasing the forcing
level leads to an increase in the predicted time-averaged velocity and an increase in
the frequency and strength of the flame interactions occurring. A method to identify
regions of flame interaction is defined and the effect of these interactions on CO emission
studied. Increasing the forcing level brings the interaction location forward and there
is a peak in the time-averaged value of CO mass fraction at this location. The forcing
level makes little difference to the amount of NO predicted in a time-averaged sense.
Here the level of stratification has a far greater influence with the temperature increase
associated with increasing the strength of the mixture resulting in larger NO values as
the level of stratification increases.
Chapter 7
Simulation of an Aero-Engine Com-
bustor
In this chapter the c-βpdf and i-βpdf models detailed in Table 3.1 which were used
in a URANS formulation in the previous chapter to predict NO and CO emissions in
the MOLECULES experiment, are used to simulate a developmental lean burn aero-
engine combustor at two different operating conditions. First, the details such as the
combustor geometry, numerical grid and chemical kinetics mechanism are described. As
the combustor is operated using liquid fuel a model for the fuel spray is required. The
procedure used for spray modelling is briefly described before discussing the results from
the simulations and their comparison with the available experimental data.
7.1 Combustor Geometry and Flow Conditions
The geometry of the combustion chamber is shown in Fig. 7.1a. In a lean burn de-
sign such as this the majority of the flow from the compressor of the engine enters
through the injector with only smaller cooling flows entering the combustion chamber
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further downstream. Figure 7.1b shows the mid-plane section of the combustion cham-
ber schematically with the fuel injection and exit flows highlighted. The injector is of a
staged air-blast design with several swirlers. In this case the swirl vanes in the injector
are not explicitly modelled but the velocity vector field at the boundary is specified
from the results of an isothermal simulation of the flow through the injector which was
validated against PIV data [37].
The kerosene fuel is injected in two stages; the pilot and mains. The pilot fuel flow is
injected into the pilot air flow close to the centreline as marked by the two red arrows in
Fig. 7.1b. Similarly the main flow is injected into the main air flows on the ring marked
by the two blue arrows. In both of the cases computed here the fuel flow rate is the
same, the difference arises in the flow splits between the pilot and main injection. In
one case the flow split is 20/80 for pilot/main flows and in the other case it is 40/60, all
other conditions are kept constant. The flow rates and inlet conditions for both cases
correspond to a mid-power operating condition.
The mesh [37] contains approximately one million hexahedral elements.
a
A slice
through the mesh along the centreline of the combustor is shown in Fig. 7.1c where the
detail and mesh resolution can be seen. For the purposes of the simulation, kerosene
fuel is approximated as do-decane, C12H26. The chemical kinetics mechanism used to
generate the laminar premixed flamelet solutions combines the C12 chemistry of Nehse
et al. [93] with the C2 chemistry of Karbach [66] and the Nitrogen chemistry of GRI
mech 1.2 [45]. This mechanism has been validated for high pressure lean premixed
flames [37]. The laminar flame solutions are combined with the joint pdf as described
in Chapter 3 in order to obtain mean quantities. The mean mass fraction of NO is
obtained by solving Eq. (6.1) as detailed in Section 6.2.1. All the calculations use an
aThe author kindly acknowledges Chris Goddard and the rest of the combustion CFD team at Rolls-
Royce Derby for providing of the numerical grid and input boundary conditions for the simulation results
reported in this chapter.
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unsteady RANS approach using the standard k-ε turbulence model with a wall function
used in the near-wall region with and a time step of 2×10
−5
s. Each case was run for
three flow-through times with the data averaged over the last two to ensure that the
final result is not influenced by initial transients. One simulation requires approximately
12 wall clock hours using four cores of two Intel Xeon X5550 processors.
(a) Geometry
(b) Boundaries (c) Mesh
Figure 7.1: The computational boundary conditions and mesh shown on a slice through
the central plane as well as the geometry of the combustor. Not to scale, injectory
geometry obscured.
Experimental data of temperature as well as CO and NOx emission is available close
to the combustor exit [37] for comparison with simulation results. Data for comparison
was extracted from the simulations at the same downstream location as the emissions
rake in the experiments
132 Simulation of an Aero-Engine Combustor
7.2 Spray Modelling
The spray model available in PRECISE is based on the “discrete random walk” model of
Gosman and Ioannides [51]. The spray is approximated as particles which are injected
into the flow and then tracked in a Lagrangian frame of reference. At every time-step
in the solution particles are injected into the domain which are then tracked until they
either evaporate or exit the domain. The instantaneous governing equation for the i
direction velocity component of the k
th
particle is [51]:
dUk,i
dt
=
(ui − Uk,i)
τd
(7.1)
where Uk,i is the velocity of particle k in direction i and τd is the droplet relaxation time
defined as:
τd =
4dkρp
3CDρg|u−Uk|
(7.2)
where u and Uk are the local gas phase and droplet velocity vectors respectively, dk is
the diameter of particle k, CD is the drag coefficient and the subscripts g and p denote
the gas and particle respectively. The drag coefficient is computed following Wallis [139].
Equations (7.1) and (7.2) require instantaneous velocity field information. In a RANS
formulation this can be recovered by randomly sampling a Gaussian distribution recon-
structed from the knowledge of the mean velocity and turbulent kinetic energy [51]. This
provides an estimate of the fluctuating velocity field which can then be used to obtain
the instantaneous field. The rate at which a droplet evaporates is described by [36]:
m˙p =
dmp
dt
= 2pidk(k/cp)g ln(1 +Bm) (7.3)
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where k is the thermal conductivity and cp the specific heat capacity. Bm = Yfs/(1−Yfs)
is the mass transfer number where Yfs is the mass fraction of fuel at the droplet surface.
As Yfs is a function of the droplet surface temperature, Ts, knowledge of this quantity is
required in order to evaluate the evaporation rate, the rate of change of Ts is:
dTs
dt
=
m˙pL
cppmp
(
BT
Bm
− 1
)
(7.4)
where L is the latent heat of vaporisation of the fuel and BT = [cpg(Tg−Ts)]/L is the heat
transfer number. Under steady state conditions Bm = BT and the surface temperature
of the droplet is equal to that of the gas phase. Once Ts is known then evaporation rate
of the droplet may be calculated given the knowledge of the thermodynamic properties
of the particle and surrounding gas.
The droplet phase interacts with the gas phase through source terms in the Favre av-
eraged transport equations. The sources for the mass, momentum and mixture fraction,
Eqs. (2.8), (2.9) and (2.26) are:
SdM =
1
Ns
N∑
k=1
(
Mdi −Mdo
)
k
SdMo =
1
Ns
N∑
k=1
[
(MUi)di − (MUi)do
]
k
SdZ =
1
Ns
N∑
k=1
(
Mdi −Mdo
)
k
(7.5)
where Ns is the total number of droplets introduced into the domain, N is the total
number of droplets that pass through the cell in question, Mdi and Mdo is the mass flux
of the droplet entering and leaving the cell respectively.
The spray model used here accounts only for the interaction of the droplets with
turbulence and their evaporation, it does not account for droplet interactions. The
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primary and secondary break up processes are also not explicitly modelled but the spray
boundary conditions are specified to represent the spray directly after the primary break
up. The physics of these processes are currently not well understood and the work of
Cha et al. [30] suggests that including models to represent them makes only marginal
difference to the temperature and emissions calculation of an RQL (Rich burn-Quench-
Lean burn) type combustor.
7.3 Results
The time-averaged Favre normalised mean streamwise velocity computed using the c-
βpdf model is shown in Fig. 7.2 for both the 20/80 and 40/60 fuel splits. In both cases,
the swirling flow introduced through the injector results in a recirculation zone forming
in the centre of the combustion chamber. The pilot flow separates shortly after leaving
the injector and joins the main flow which passes through a region of high velocity close
to the chamber sides before exiting the combustor at around 80 m/s. The line contours
in Fig. 7.2 denote the time-averaged mean reaction rate of progress variable and give an
indication of the location of the flame brush. In swirl stabilised combustor designs, the
flame brush sits close to the inlet in a region of the flow where the local velocity is low
enough to balance the turbulent propagation speed of the flame.
As the only difference between the two cases simulated is the fuel split between
the pilot and main injection, one would expect the mixture fraction fields to be quite
different. This is the case in Fig. 7.3 which shows the time-averaged normalised mixture
fraction fields for both the 20/80 and 40/60 cases, where the mixture fraction has been
normalised by the maximum value in the 40/60 case. Using a 20/80 fuel split on the
injector results in a Z˜ field which is significantly better mixed than that of the 40/60
case with the highest value in the domain around half of that in the 40/60 case. This can
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(a) 20/80 (b) 40/60
Figure 7.2: Colour map of time-averaged u velocity (m/s) on the central plane for the
20/80 and 40/60 flow splits between pilot and mains injections. The line contours show
the time-averaged mean reaction rate with contours at 10 levels from 2000 to 20000
kg/m3s. Not to scale, injector geometry obscured.
be seen further in the contour plots of mixture fraction variance field shown in Fig. 7.4,
which depicts that the variance in the 40/60 case to be almost double that of the 20/80
case in the region close to the pilot injection.
(a) 20/80 (b) 40/60
Figure 7.3: Colour map of time-averaged normalised mixture fraction on the central
plane for the 20/80 and 40/60 flow splits between pilot and mains injections. The
mixture fraction is normalised by the highest value in the 40/60 case. Not to scale,
injector geometry obscured.
Contours of the time-averaged progress variable, its variance and the co-variance are
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(a) 20/80 (b) 40/60
Figure 7.4: Colour map of time-averaged mixture fraction variance on the central plane
for the 20/80 and 40/60 cases. Not to scale, injector geometry obscured.
shown in Figs. 7.5, 7.6 and 7.7 respectively. The progress variable field is similar for
the two cases, however, the co-variance field is quite different with the unmixedness
highlighted in the 40/60 case resulting in a wider range of values shown in Fig. 7.7 than
for the 20/80 case. These differences in the five variables which control the c-βpdf model
result in the differences in the temperature and emissions results discussed next.
(a) 20/80 (b) 40/60
Figure 7.5: Colour map of time-averaged progress variable on the central plane for the
20/80 and 40/60 flow splits between pilot and mains injections. Not to scale, injector
geometry obscured.
The time-averaged normalised Favre mean temperature is shown in Fig. 7.8. As for
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(a) 20/80 (b) 40/60
Figure 7.6: Colour map of time-averaged progress variable variance on the central
plane for the 20/80 and 40/60 flow splits between pilot and mains injections. Not to
scale, injector geometry obscured.
(a) 20/80 (b) 40/60
Figure 7.7: Colour map of time-averaged co-variance on the central plane for the 20/80
and 40/60 flow splits between pilot and mains injections. Not to scale, injector geometry
obscured.
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the mixture fraction the temperature is normalised by the peak value in the 40/60 case.
There is a marked difference in the temperature fields predicted for the two cases. In
the 20/80 case the regions of highest temperature is confined to a small area directly
behind the injector towards the front of the combustion chamber whereas in the 40/60
case the high temperature region is significantly larger, extending further downstream.
In the region where the mixture fraction is highest and hence the mixture is richest there
is a region of low temperature. It is interesting to note that this region also corresponds
to the area of negative co-variance in Fig. 7.7b. In this situation, where the progress
variable is close to one, the c-βpdf model will give a pdf with a tail that is skewed
towards richer mixture where the temperature will be lower (as can be seen in the DNS
comparison in Fig. 5.2c).
(a) 20/80 (b) 40/60
Figure 7.8: Colour map of time-averaged normalised temperature (K) on the central
plane for the 20/80 and 40/60 flow splits between pilot and mains injections. The
temperature is normalised by the inlet value and the highest value in the 40/60 case.
Not to scale, injector geometry obscured.
The larger regions of high temperature predicted for the 40/60 case correspond well
with the predicted values of NO mass fraction. Figure 7.9 shows the time-averaged
normalised mass fraction of NO for both cases. Here the value of NO is normalised by
the peak in each case to allow the colour map to be seen clearly. As the temperatures
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(a) 20/80 (b) 40/60
Figure 7.9: Colour map of time-averaged normalised NO mass fraction on the central
plane for the 20/80 and 40/60 flow splits between pilot and mains injections. The NO
mass fraction is normalised by the highest value in each case. Not to scale, injector
geometry obscured.
predicted in the combustor are above 2200 K one would expect the majority of the NO
to be formed via the Zel’dovich mechanism. This appears to be the case with the areas
of high NO mass fraction in very similar locations to the areas of high temperature.
The NO formed in these high temperature regions is then convected downstream by the
mean flow. The peak value of NO predicted in the 40/60 case is significantly higher as
the larger regions of high temperature result in more NO formation. The asymmetry of
both the temperature and NO fields is a consequence of both the combustor geometry
and the mixing field.
A similar picture is observed for the time-averaged normalised CO mass fraction
(normalised by the peak value in the 40/60 case) in Fig. 7.10. Again it is the mixing
field that has a dominant effect on the prediction of CO, with the areas of richer mixture
in the 40/60 case resulting in higher values. However, in both cases whilst the CO value
is high just behind the flame brush, it burns out as it mixes with leaner mixture further
downstream.
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(a) 20/80 (b) 40/60
Figure 7.10: Colour map of time-averaged normalised CO mass fraction on the central
plane for the 20/80 and 40/60 flow splits between pilot and mains injections. The CO
mass fraction is normalised by the highest value in the 40/60 case. Not to scale, injector
geometry obscured.
7.3.1 Comparison with Experiment
Experimental data for CO and NOx emission are available for comparison with compu-
tational results. Figures 7.11a and 7.11b show the computed time-averaged CO mass
fraction using both the c-βpdf and i-βpdf models against the experimental data for
the two cases, 20/80 and 40/60 flow splits, respectively. In both cases the c-βpdf and
i-βpdf models give similar results. This is because the measurement locations are far
downstream from the flame brush in burnt gases where the mixture fraciton field is very
well mixed and hence its variance is low. At these locations the co-variance is zero and
both the models give the statistically independent formulation of the pdf, Eq. (3.9).
Although the models predict the correct order of magnitude of CO mass fraction at
the exit, the prediction is not quite the same as the experimental results as the values
towards the walls of the combustor are over predicted and the values towards the centre
are under-predicted.
It is difficult to determine a reason for this as there are many aspects of the simula-
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Figure 7.11: Comparison of the measured and computed CO mass fraction for both the
20/80 and 40/60 flow splits between pilot and mains injections at 189 mm from the front
heat-shield. The CO mass fraction has been normalised by the maximum experimental
value.
tion which could alter the CO prediction. Altering the spray model, injector boundary
conditions or including the effects of radiation could have a large influence on the re-
sults. Indeed, changing the turbulence model could have an effect. Additionally, as
shown by Kolla et al. [72], including the influence of fluid dynamic stretch can alter
the CO prediction. These effects are not included here as the aim of this work is to
develop a relatively computationally inexpensive model for stratified flames. However,
they represent avenues that could be explored in the future.
Comparison of the predicted NO emissions with experiment is made in Fig. 7.12.
Here the emissions index, EINO, from the experiment is compared with the calculated
value. The emissions index is defined as:
EINO =
Mass flow rate of NO
Mass flow rate of fuel
=
m˙NO
m˙f
(7.6)
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and is expressed here in g/kg. Figure 7.9 compares the experimental EINO with the
computed EINO from both the c-βpdf and i-βpdf models for both operating conditions
considered. In all cases the models over-predict the value of EINO compared to the
experiment. However, the trend is well predicted and the c-βpdf model gives improved
performance over the i-βpdf model. The over-prediction of NO is most likely related
to the temperature prediction as the peak temperatures predicted in the combustor
are high enough that the majority of the NO formed will be through the Zel’dovich
mechanism. As noted in the previous chapter this formation mechanism is very sensitive
to temperature. Hence, including the effects of heat transfer could result in an improved
temperature and therefore NO prediction.
20-80
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Figure 7.12: Comparison of the computed NO values with experiment for both the
20/80 and 40/60 cases using both the c-βpdf and i-βpdf models. The NO mass fraction
is expressed as the EINO given in Eq. (7.6) normalised by the maximum experimental
value.
The final comparison with the available experimental data is with the temperature at
the combustor exit. Prediction of the temperature profile exiting the combustor is key in
the gas turbine design process as it has a large influence on the reliability and life-span of
Results 143
the high pressure turbine. Figure 7.13 shows the measured temperature profile and the
predictions from both the c-βpdf and i-βpdf models for both operating conditions. The
temperature variation across the combustor exit is expressed as the radial temperature
distribution function (RTDF) given by:
RTDF =
T (r)− Tin
Tb,mean − Tin
, (7.7)
where T (r) is the temperature at radius r, Tin is the inlet air temperature and Tb,mean
is the bulk mean temperature on the measurement plane. In both cases, the computed
RTDF is slightly broader than the experimental profile. The peak temperature is shifted;
occurring at about 60% of the height in the experiment and it is closer to about 45% of
the height in computations of both the 20/80 and 40/60 cases.
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Figure 7.13: Comparison of the measured and computed RTDF (see Eq. 7.7) for both
the 20/80 and 40/60 flow splits between pilot and mains injections. The RTDF has been
normalised by the maximum experimental value.
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7.4 Summary
Both the i-βpdf and c-βpdf models presented in Chapter 3 are used to simulate a devel-
opmental lean burn aero-engine combustor at two different operating conditions. Both
the models give reasonable agreement with the available experimental data. The com-
parison with experimental measurements of CO mass fraction is similar for both the
c-βpdf and i-βpdf models for each in the operating conditions. Although the CO is
predicted to the correct order of magnitude, the trend of the experimental data is not
captured completely: the models under-predict the CO at the centre of the measure-
ment plane and over-predict it near the walls. It is difficult to attribute this difference
to any one particular reason as the modelling is complicated, requiring a spray model
which has a direct influence on the prediction of the mixing field and hence the emis-
sions. Thus, improving the spray model or, as suggested previously, including the effects
of fluid dynamic stretch or employing a more advanced turbulence modelling approach
could improve the prediction of CO. However, these are not considered here.
The NO emissions are also reasonably well predicted. Here the c-βpdf model outper-
forms the i-βpdf model giving closer results to the experimental data. However, in all
cases the levels of NO computed are slightly above those measured experimentally. This
is most likely related to an over-prediction of temperature resulting in a over-prediction
of NO. Including radiative heat transfer effects could improve the NO prediction. The
use of a copula in the joint pdf model lends itself to this well as the extra variable as
well as the statistical relationship between enthalpy and other state variables could be
included in a tri-variate copula.
The predictive capability of the c-βpdf model, particularly the ability to capture
the trend of NO emissions between the two cases is encouraging for its use as a design
tool. The small computational cost of the model compared to more computationally
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demanding methodologies such as CMC or transported pdf methods is a significant
advantage for the combustor design process. However, cost-to-accuracy ratios for these
different methodologies are yet to be investigated.
Chapter 8
Conclusions
The overall aim of this work was to assess and develop computational models for the
simulation of stratified premixed combustion using a RANS approach. Since RANS is
widely used in industry and has a low computational cost, the modelling methodology
developed in this work could be useful in an iterative industrial design process for gas
turbine combustors. The combustion modelling approach followed in this thesis is based
on presumed pdfs. The focus of the work is on two aspects; the model used for the
scalar dissipation rate of the reacting scalar fluctuations and the shape of the pdf used to
calculate the mean reaction rates and scalar concentrations. The main conclusions from
the model development, its validation and its application to an aero-engine combustor
case are summarised here before suggestions for future directions are made.
8.1 Summary of Main Findings
Chapter four studied the influence of the models used for the scalar dissipation rate of
the reacting scalar fluctuations. Simulations of a turbulent stratified V-flame and dump
combustor were carried out using three different closures for the dissipation rate in the
147
148 Conclusions
fuel mass fraction variance equation:
(i) The classical model [124], Eq. (4.3) using the turbulence time scale.
(ii) A premixed flame model [70] adapted to stratified flames, Eq. (4.9).
(iii) A model derived for stratified flames [90, 114], Eq. (4.7).
All the simulations were carried out in a RANS context using the standard k-ε
turbulence model and a double delta function pdf formulation. The main conclusions
are:
1. The simulations using models (ii) and (iii) gave good agreement with experimental
measurements of mean velocities, species mass fractions and temperature.
2. Analysis of the fuel mass fraction variance equation using model (i) shows that
the dissipation and reaction rate terms are the leading order terms in premixed
flames. They remain so in stratified flames although the magnitude of other terms
increases.
3. Model (i) suggests a thicker and longer reaction zone than models (ii) and (iii).
4. Computed values of Favre mean turbulent kinetic energy inside the flame brush
varied with models (ii) and (iii). Further experimental or DNS studies are required
to reconcile these differences.
Chapter five considered the influence of the model chosen to represent the joint pdf of
the mixture fraction and progress variable used to obtain mean values of reaction rates,
temperature and species mass fractions. Three forms of this joint pdf are investigated:
(a) The two delta function model of Ribert et al. [111]
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(b) A bivariate beta function pdf where the two variables are considered statistically
independent.
(c) A bivariate beta function pdf where the two variables are statistically correlated.
Plackett’s copula [103] is used to include the statistical correlation.
First, the pdf models were compared with experimental and DNS data. Then simulations
of the two test cases used in Chapter 4 were performed using a RANS approach with
the standard k-ε turbulence model. Model (ii) was used to close the reacting scalar
dissipation rate. The main results were:
1. The joint pdf model (c) captures the pdfs extracted from the experimental data of
a stratified methane-air V-flame and the DNS of a lifted hydrogen jet flame very
well. The agreement of this joint pdf is better than both models (a) and (b).
2. The correlated joint pdf model (c), clearly showed the influence of the co-variance
of the mixture fraction and progress variable on the mean reaction rate to be
significant, especially in the centre of the flame brush.
3. The simulation of a weakly turbulent V-flame using both models (b) and (c) com-
pares well with experiment. The prediction of both major and minor species is
improved over the joint pdf model (a).
4. The predictions of model (c) are slightly improved over model (b) in the most
strongly stratified V-flame case. However, the differences are minimal due to the
low level of turbulence in this case.
5. Comparison of the predicted velocities using models (b) and (c) with experiment
in a dump combustor are also made, the velocities are over-predicted. This is
attributed to several facets of the simulation; the fact that heat loss through the
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walls of the combustor, that the influence of fluid dynamic stretch on the reaction
rate is excluded in the simulations reported in this study and the relatively poor
performance of the k-ε turbulence model in recirulating flows.
Chapter six focused on the unsteady RANS simulation of stratified flames. These
simulations are carried out using model (c) validated for stratified flames in the previous
chapter. The unsteady flame simulated is from the ORACLES dump combustor exper-
iment for a different set of operating conditions. Simulations are carried out at three
different stratification levels. The dataset is characterised by a self excited oscillation
which has been characterised experimentally. The inlet velocities for the simulations
are prescribed as a sine wave to match the experiment. A parametric study varying the
amplitude of the forcing is carried out. The main results are as follows:
1. Comparison with the measured velocity is reasonable for all three stratification
levels at the experimentally observed forcing level. However, the velocities close
to the wall are over-predicted because of relatively poor performance of the k-ε
turbulence model in recirulating flows.
2. Increasing the forcing amplitude increases the predicted time-averaged velocities
and leads to an increase in the number and strength of flame interactions occurring
in the combustor.
3. A method for defining the regions where the flames are interacting based on the
gradient of progress variable and the mean reaction rate is introduced.
4. The level of CO in the combustor was found to have a peak where the flames were
interacting. The interactions have minimal effect on the NO predicted which is
more strongly dependent on the level of stratification.
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In Chapter 7, the unsteady RANS modelling approach used in Chapter six was
applied to simulate a developmental lean burn aero-engine combustor. Two different
operating conditions were simulated with the only difference being the fuel split be-
tween the pilot and main flows. Both operating conditions were simulated with the
independent beta function pdf and the pdf constructed using Plackett’s copula. Despite
the complexity of the case the modelling approach gives reasonable agreement with the
available experimental data:
1. The comparison of computed and measured CO mass fractions is of the correct
magnitude for all the cases. However both the joint pdf models under-predict the
CO in the centre of the measurement plane and over-predict it near the walls.
2. The exit temperature profiles computed using both joint pdf models agree reason-
ably well with the measured values for both operating conditions.
3. Comparison of the predicted and measured NO mass fraction is also good and the
pdf using Plackett’s copula captures the trend well when the operating conditions
are changed.
4. The added complication of modelling the liquid fuel spray undoubtedly has an
influence on the results and improving the spray model would in turn alter the
mixing field and could improve the results. Including the influence of fluid dynamic
stretch on the reaction rate as suggested previously [71, 72] could also improve the
results in this highly turbulent case. Furthermore, employing a Reynolds Stress
turbulence model or an LES approach could also improve the results.
5. Considering the reasonable computational costs and the acceptable level of accu-
racy and predictive capabilities of the modelling approach, it seems that it is a
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useful design tool in the development of lean, low emissions aero-engine combus-
tors.
8.2 Future Work
There are several avenues which could be explored to improve the modelling accuracies
further:
• The influence of fluid dynamic stretch on the reaction rate could be included as has
been done for premixed flames [71, 72]. This is expected improve the prediction
in cases with large Reynolds numbers.
• The effects of non-adiabatic combustion could be included into the model by adding
enthalpy as a parameter in the calculation of the mean reaction rates, temperatures
and species such that:
ϕ =
∫ ∫ ∫
ϕ(ξ, ζ, υ) p(ξ, ζ, υ) dξ dζ dυ (8.1)
where υ is the sample space variable for enthalpy. It is possible to extend Plackett’s
copula into three variables, however, it is certainly non-trivial.
• Finally, implementing the modelling approach in an LES formulation could give
improved results at the expense of additional computational requirements.
Appendix A
PDF Calculation
In this appendix the method used generate the look-up tables of mean reaction rates
and scalars for the c-βpdf and i-βpdf models is described. As mentioned in Section 3.1.4
a matrix of values is generated for a given set of Z˜, Z˜
′′2
, c˜, c˜
′′2
and Z˜
′′
c
′′
values.
A.1 Calculation Procedure
For a given values of Z˜, Z˜
′′2
, c˜, c˜
′′2
and Z˜
′′
c
′′
the pdf is calculated using the procedure
shown in Fig A.1. As the joint pdf routine will fail if the input values for the variances
are too low, the logic tests shown in Fig. A.1 are followed. If the value of the mixture
fraction variance and progress variable variance is below the cut-off then the pdf becomes
a delta peak at the mean values of mixture fraction and progress variable. If the value
of the mixture fraction variance is below the cut off but the progress variable variance is
not the routine returns a uni-variate beta pdf in progress variable space and vice versa
if the progress variable variance is below the cut-off and the mixture fraction variance
is not.
If both the mixture fraction and progress variable variances are above their cut-off
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values then the correlated joint pdf is calculated using Eq. (3.17). If the co-variance is
zero then the independent joint pdf is returned. Otherwise the correlation coefficient is
calculated and a set of 5000 pairs of random numbers, ξi, ζi, generated with the given
correlation. The value of five thousand random number pairs is chosen to ensure that
the resulting pdf is unaffected by further increases in the set size. As it is not possible
to generate correlated uniform variates directly, a set of correlated normal variate is
generated and then transformed back to a uniform distribution. This is done as follows:
• The required correlation is converted into that of the normal distribution using
Eq. (3.18)
• Two sets of 5000 random numbers are generated from a standard normal distribu-
tion using the Box-Muller method.
• The two sets of random numbers Xi and Yi are correlated:
Yinew = XirXY + Yi
√
1− (r
2
XY ) (A.1)
• The set of correlated variables is then transformed back to a uniform distribution
by taking ξi = Φ(Xi) and ζi = Φ(Yi) where Φ is the cumulative density function
(cdf) of the standard normal distribution.
Once the pdf has been calculated it is integrated using a Riemann sum. The results
are then written to a table of integrated values which is read by the CFD code at run
time. During the solution the code interpolates these values as necessary. Conducting
the calculation a priori reduces the solution time significantly. However, the nature
of the correlated pdf means that it is not possible to separate the variables as in the
statistically independent case. This along with the need for five controlling parameters
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can result in the generation of the look-up tables taking a significant amount of time.
The tables used in this work, containing 20 integration points in mixture fraction space
and 15 in all others required about 4 wall clock hours using 5 Intel Xeon X5550 cores.
This quickly goes up if the number of integration points is increased. However, once the
tables have been created it is possible to utilise them for several simulations.
156 PDF Calculation
beta pdf in Z
space
Move end points
in ζ space and
recalculate p(ξ, ζ)
at ends
c˜
′′2
< 1× 10
−3
Z˜
′′2
< 1× 10
−6
Yes
No
Yes
c˜, c˜
′′2
, Z˜, Z˜
′′2
, Z˜
′′
c
′′
delta peak at
means
c˜
′′2
< 1× 10
−3 beta pdf in c
space
No
Yes No
find rξζ =
Z˜
′′
c
′′√
Z˜
′′2
c˜
′′2
pairs with given rξζ
Generate 5000 random
Calculate p(ξ, ζ) for all
points in ξ, ζ space
No
Yes
Yes
Done
∫ 1
0
∫ 1
0
p(ξ, ζ) dξ dζ = 1
p(ξ, ζ) = p(ξ)p(ζ)
Z˜
′′
c
′′
= 0
No
Find θ from the
contingency table
Figure A.1: Flow chart showing the procedure for calculating the pdf for given input
values of Z˜, Z˜ ′′2, c˜, c˜′′2 and Z˜ ′′c′′.
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