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In the age of information explosion, so called “big data revolution”, how our live, 
work, and think has been transformed. For data analysis, the traditional sampling 
method seems irreconcilable with the increment of data volume. “From some to all” 
has been the requirement of nowadays. In order to achieve this goal, with depending 
only on the Moore’s Law is not enough. Elastic computing architectures, such as 
cloud computing, have received increasingly large amounts of attention. Meanwhile, 
social networking service, as the millstone in internet history, which is the most im-
portant data source of the age of big data. It’s huge wealth for not only the SNS pro-
vider, but his commercial partners, even the field of social science research. 
This dissertation focuses on the microblog topics recommendation based on dis-
tributed clustering algorithm and information retrieval, combined with semantic simi-
larity model. It fills the gap of auto topics detection and classification in the domestic 
mainstream microblogging sites. The main works of the dissertation as follow: 
First of all, do research on core ideas of big data processing with the MapReduce 
programming model and the Hadoop framework. 
Secondly, analysis the principles of two classical clustering algorithms, so called 
k-Means and Canopy, design and implement their parallel computing strategies. 
Finally, summarize the drawback which using in text similarity computing be-
tween vector space model and semantic method. And then propose a combined text 
similarity algorithm integrating TF-IDF and word semantics. Meanwhile, it was used 
as the distance metric of microblog text clustering. 
Experimental results show that method proposed by the dissertation is practica-
ble.  
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图 1-1 全球数据问题预测 
 
著名数据科学家 Viktor Mayer-Schönberger 是最早洞见当今时代发展趋势的
数据科学家之一，在其著作《Big Data: A Revolution That Will Transform How We 
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法，为世界开启了一次重大的时代转型。 




























































2003 年起，Google 公司陆续公开论文向世人介绍他们的 GFS、MapReduce
和 BigTable 三大分布式系统核心技术，标志着云计算时代的开始。2006 年，
Stanford 大学计算机科学系的 Cheng-Tao Chu 等人发表论文《Map-Reduce for 
Machine Learning on Multicore》，提出利用 MapReduce 构建抽象化的分布式机器
学习算法[13]，成为该领域发展的转折点。2008 年，Apache 软件基金会 Lucene
开源社区中几位对机器学习感兴趣的成员发起了一个叫做“Mahout”的子项目，
致力于开发一个基于 Apache Hadoop 的用于集群的机器学习类库，该项目于 2010































互联网地蓬勃发展，文本挖掘技术的研究开始朝着 Web 挖掘方向发展。 
然而，与结构化数据的分析方法不同，对文本等非结构化、半结构化数据的
预处理和信息抽取过程更为复杂，其中还将涉及到分词、语义分析等自然语言处






















课题中所使用的基本编程模型 MapReduce 的设计思路、基本原理以及在 Apache 
Hadoop 框架下的工作机制等进行研究和分析。 
第三章，分布式聚类算法的设计与实现。针对实际数据处理的需要，对经典
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