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ABSTRACT 
The aim of this research is to determine an accuracy assessment of a digital terrain model (DTM), 
derived from airborne laser scanning (Light Detection and Ranging or LiDAR). Samples of this Li-
DAR DTM with a resolution of 50 cm of the Mount Kemmel (Kemmelberg) in Belgium are com-
pared with manually measured points using both Real Time Kinematic Global Navigation Satellite 
System (RTK GNSS) and total station. Airborne laserscanning is a well-known technique to ac-
quire relatively accurate points in a very short timeframe over a large area. The Flemish Agency for 
Geographic Information (AGIV) provides statewide digital elevation models based on this tech-
nique. Although the resolution of the model of the Mount Kemmel (50 cm) is ten times higher than 
the standard models of the Agency (5 m), the same accuracy criteria are taken into account in this 
research, i.e. 20 cm for meadows, where the test sites are located. The proposed methodology 
consists of a comparison of this DTM with manually measured control points using RTK GNSS and 
total station. Since the last measurement techniques have a higher theoretical accuracy, it can be 
tested if the criterion of 20 cm is fulfilled and if LiDAR datasets are subsidiary with manually meas-
ured terrain points for these meadows, using a two sided t-test. The relation between these errors 
and the local slope of the topography are investigated as well. A full elaboration, describing the 
difference between and substitution of the LiDAR dataset and the total station dataset, is given in 
this paper. 
INTRODUCTION 
Before constructing a DSM (Digital Surface Model) or DTM, possible error sources should be taken 
into account and compensated or corrected. The most important errors are errors occurring during 
the acquisition of the data. The configuration of the acquisition equipment on the flying object (air-
plane, helicopter, etc.) contains three components, all generating its own errors. There are two 
components dealing with the navigation and positioning, namely a GNSS and an INS (Inertial Nav-
igation System). There is also the LiDAR sensor itself. In addition to the sensor-specific errors, 
errors may occur due to electronic delays during the communication between devices, acquisition, 
storing data, etc. Therefore, a proper time synchronization is indispensible (1). Other errors with a 
more geometrical source are mainly caused by the flying height, scan angle (2) or the local topog-
raphy (3). There are also important error sources during the post processing, the strip adjustment 
(4) and the interpolation to a discrete grid (5,6). If the point set is available without further notice 
about the acquisition process and strip adjustment, only the latter can be qualified. However, in this 
paper, the errors of a regular DTM are assessed in general, without respect to their error sources. 
This makes it possible to compare the LiDAR dataset with manually measured terrain data in a 
straightforward way. It is possible to describe the accuracy of a point cloud or interpolated DTM 
without any field work, by different quality parameters (7). The terrain has an important influence 
on the quality of the data, and the curvature is one of these parameters in an empiric-stochastic 
approach at motioned in (8,9), where multiple neighbouring cells play an important role in the quali-
ty assessment. Other parameters are point density or the standard deviation of the height values of 
different points in one cell. The distance to the nearest other point is used in a geometric approach 
to assess the quality of a point set at a sub cell level. 
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Figure 9: Squared error in relation with the slope. 
CONCLUSION 
Taking into account the requirements of the AGIV, it can be concluded that the interpolated DTM, 
acquired by LiDAR, fulfils the maximal vertical error criterion of 20 cm for meadows. The control 
datasets, measured by GPS RTK and total station, having a standard error much lower than this 
criterion, demonstrate no significant difference with the LiDAR DTM. The mount Kemmel is one of 
the steepest hills in the Flanders region. The test site was located on a slope with relatively high 
inclination. Nevertheless, no significant relation is assessed between the vertical error and the 
slope.  
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