Electrical Transfer Function and Poling Mechanisms for Nonlinear Optical Polymer Modulators by Watson, Michael Dale
ELECTRICAL TRANSFER FUNCTION AND POLING MECHANISMS FOR
NONLINEAR OPTICAL POLYMER MODULATORS
by
MICHAEL DALE WATSON
A DISSERTATION
Submitted in partial fulfillment of the requirements
For the degree of Doctor of Philosophy
in
The Department of Electrical and Computer Engineering
of
The School of Graduate Studies
of
The University of Alabama in Huntsville
HUNTSVILLE, ALABAMA
2005
https://ntrs.nasa.gov/search.jsp?R=20050182607 2019-08-29T20:23:22+00:00Z
_, presenting this dissertation in partial fulfillment of the requirements for a doctoral degree from
The University of Alabama in Huntsville, I agree that the Library of this University shall make it
freely available for inspection. I further agree that permission for extensive copying for
scholarly purposes may be granted by my advisor or, in his absence, by the Chair of the
Department of Electrical and Computer Engineering or the Dean of the School of Graduate
Studies. It is also understood that due recognition shall be given to me and to the University of
Alabama in Huntsville in any scholarly use which may be made of any material in this
dissertation.
Michael D. Watson (date)
ii
DISSERTATION APPROVAL FORM
Submitted by Michael D. Watson in partial fulfillment of the requirements for the degree of
Doctor of Philosophy in Electrical Engineering and accepted on behalf of the Faculty of the
School of Graduate Studies by the dissertation committee.
We, the undersigned members of the Graduate Faculty of the University of Alabama in
Huntsville, certify that we have advised and/or supervised the candidate on the work describe in
this dissertation. We further certify that we have reviewed the dissertation manuscript and
approve it in partial fulfillment of the requirements of the degree of Doctor of Philosophy in
Electrical Engineering.
Committee Chair
(Date)
Advisor
Department Chair
College Dean
Graduate Dean
°°°
111
ABSTRACT
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Title Electrical Transfer Function and Poling Mechanisms for Nonlinear Optical Modulators.
Electro-Optic Polymers hold great promise in increased electro-optic coefficients as
compared to their inorganic corollaries. Many researchers have focused on quantum chemistry
to describe how the dipoles respond to temperature and electric fields. Much work has also been
done for single layer films to confirm these results. For optical applications, waveguide
structures are utilized to guide the optical waves in 3 layer stacks. Electrode poling is the only
practical poling method for these structures. This research takes an electrical engineering
approach to develop poling models and electrical and optical transfer functions of the waveguide
structure. The key aspect of the poling model is the large boundary charge density deposited
during the poling process. The boundary charge density also has a large effect on the electrical
transfer function which is used to explain the transient response of the system. These models are
experimentally verified. Exploratory experiment design is used to study poling parameters
including time, temperature, and voltage. These studies verify the poling conditions for
CLDX/APC and CLDZ/APEC guest host electro optic polymer films in waveguide stacks
predicted by the theoretical developments.
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CHAPTER 1
Introduction
Over the past 15 years, electro-optic (EO) polymers have been investigated for
various integrated optics applications. These applications have ranged from second
harmonic generation devices to polarization mode converters to EO modulators.[1] Of
these applications, EO modulators currently show great promise in terrestrial applications
for GHz telecommunications modulators and fiber optic gyroscope (FOG) modulators
operating at wavelengths of 1.3 microns and 1.55 microns. For FOG applications, EO
polymers offer the advantage of simple integration with other waveguide components
and excellent modulation bandwidth for this low frequency application (approximately
100 KHz) [2].
Although these EO polymers offer great potential benefits in these applications,
the electrical properties of 3 layer polymer stacks are not well understood or defined. A
good definition of the waveguide electrical transfer function is important to understand
the modulation characteristics of electro optical modulators. The alignment mechanisms
of dipoles in the core material, accomplished by electrical poling, is also crucial to
defining the maximum achievable electro optical response for a given waveguide
structure. Understanding the poling factors that lead to the measured V_ and optical
losses related to poling are essential to the fabrication of practical devices.
This dissertation defines the electrical transfer function for a 3 layer waveguide
stack. The basic theory is defined including the physical properties that correspond to the
electricalmodel. Following this,thepolingprocessis describedfor the3 layerstack.
Thechargetransportmechanismsandchargedensitiesof theelectrooptic stackare
derived. Themeasurablemacroscopicpoling propertiesof thesestacksarerelatedto the
molecularalignmentmechanisms.Thechargedensitiesarefoundto havea significant
effectin notonly thedipolealignmentsbut alsocontributeto electrostrictionwhich
increasesoptical lossesin poledwaveguides.Thesechargedensitiesarerelatedto poling
time, temperature,andvoltage. A detailedsetof experimentsis definedandperformedto
verify thetheoreticalresults. Theseexperimentsshowthatthetheorydescribesthe
electricalpolingandtransferfunctionverywell.
EOpolymersareformedby introducingachromophorewith nonlinearoptical
propertiesintoa polymermatrix. Thereare3 approachesto incorporatingthe
chromophoreinto thepolymermatrix. 1) Thechromophoremaybeaddedasaquest
moleculein apolymerhost. Typical hostsincludedPMMA (Poly (Methyl
MethAcrylate),polycarbonate(PC),polysolfone(PSF),andpolystyrene(PS). 2)The
chromophoremaybeattachedasa sidechainmoleculeto apolymerbackbone.3) The
chromophoremaybeincorporatedasamainchainmoleculedirectlyinto thepolymer
backbone.
Variouschromophoreshavebeenevaluatedoverthe last few years.A good
nonlinearopticalchromophoreis characterizedby a larger33electro-opticcoefficient.
Ther33coefficientis directlyrelatedto thematerialdipolemobility, kt,andthe
hyperpolarizability,[3. Thus, good EO chromophores are often termed high _t[_
chromophores. A good measure of EO polymer nonlinear optical characteristics is that of
LiNbO3. LiNbO3 has an r33 of 8.7 pm/V [3]and excellent thermal stability up to 1145 °C
(Currie Temperature) [4]. Current NLO polymers have theoretical r33 values ranging
from 75 - 150pm/V [3]. Otherimpo_antfeaturesof agoodchromophoreincludelong-
termthermalstability, low opticallossesat thedesiredwavelengths,andsolubility with
polymer(for quest/hostmaterials).ThemostprominentchromophoresincludeDisperse
Red 1(DR1),DANS (4-N,N-dimethylamino-4'-nitrostilbene),andCLD.
EOpolymersaretypicallyappliedasthin films by spinninganddryingthe
materialona substrateor lower cladding.Thespinningprocessleavesthe chromophore
molecules in a random orientation, and thus the polymer films have a centrosymmetric
orientation and no nonlinear optical properties. To achieve the EO effects in polymers,
poling is required to orient the molecules in a preferred direction, creating a
noncentrosymmetric structure. The poling is typically performed by application of an
electric field while heating the device to the glass transition temperature (Tg) of the EO
polymer material. This heating creates space in the polymer matrix to allow the non-
linear optical chromophores to orient themselves along the electric field. By maintaining
the electrical field while cooling the sample freezes the chromophore orientation into the
polymer matrix creating a birefringence in the polymer. Studies have shown that the
chromophore orientation will relax over time. This relaxation time decreases with
increasing temperature, dropping off very quickly as the polymer Tg is approached.
Poling temperature profiles have a large effect on thermal stability of EO polymers.
These studies indicate that aging of polymers during poling can reduce the space for the
chromophores reorientation and substantially increase relaxation times.[1] Thus, the
poling technique is of fundamental importance to not only EO effects, but to thermal
stability as well.
Many of the early EO polymers based on PMMA, Polycarbonate, and Polystyrene
host systems had low Tg's (approximately 90 - 120 °C). [1] Thus their relaxation times
degradedquicklyasdevicetemperaturesincreased.To providebetterstabilityathigher
temperatures,highTgmaterialsareneededto enableEOpolymerdeviceoperationat 120
- 155°Ctemperatureswhilemaintaininglongrelaxationtimes. Oneof themost
promisingmaterialsis theCLD familyof EO polymers.ThesematerialsusetheCLD
chromophoreasa guest/host.In theseguest/hostmaterials,CLD hasbeenmixed with
amorphouspolycarbonate(APC),polyimides,andpolysolfones.Tg's for thesematerials
rangefrom 145°C to 193C dependingprimarily on thehostmaterialor polymer
backbonechemistry.
Muchwork hasbeendonein studyingoptical lossesandlow modulationvoltages
for thesematerials.CLDI/APC hasbeenreportedto haveanr33of 43 pm/V leadingto a
Vgof 4.2 V at awavelengthof 1.55microns.Opticallosseshavealsobeenreportedfor
rib waveguidesat 1.7dB/cmat 1.55microns.[5] While basicpoling techniqueshave
beenreported,little work hasbeenreportedon thepoling mechanismsof CLD based
materials.[6,7,8,9] Oneof theobjectivesof thisdissertationis to determinethebasic
poling mechanismsfor CLD materialsanddeterminepoling conditionsthatimprove
modulationvoltageof a CLD basedhightemperaturepolymermodulator.
To determineefficientpoling methods,anunderstandingof thepoling
mechanismsin a3 layerwaveguidestructureis required.Pastandcurrentresearchhas
focusedonsinglepolymerlayersandhasnot consideredeffectsof thewaveguide
structuresuchastheboundaryinterface.[10,11,12]Basicchargemodelshavebeen
developedfor singlelayerand2layernon-polarfilms [10,13]andsomeexperimental
work hasbeenreportedfor 2 layerfilms usinga TeflonAF upperlayeranda
DR1/PMMA lower layer.[14] Thechargedistributionandmotioninducedby ion beam
poling andcoronapoling acrossair gapshavebeenstudiedextensively.[15,16]
Investigationsbasedondielectricconstantmeasurementshavealsobeenconducted.[17]
Polymerfilms characteristicshavebeenstudiedby avarietyof methodsincluding
ThermallyStimulatedDischarge(TSD) [13],SecondHarmonicGeneration(SHG),pyro-
electriccurrents,[1] andthermalandacousticwaves.[18,19]Work hasbeenreportedon
singlelayerguest/hostsystems,[20], andfor singlelayerpolyamidefilm irradiation
influence,[21], usingTSD for experimentalanalysis.Somelimited work hasbeendone
on3 layerplanarfilm TSDcurrents.[22] SHGstudieshavealsobeenconductedfor UV
bleachedglassdopedwaveguidestructures,but thesestudieshavefocusedonthe
molecularorientationsymmetriesof thewaveguideboundaries.[23,24,25]Spacecharge
theorieshavealsobeenusedto describediffraction gratingformationin singlelayerfilms
of photorefractivematerials.[26]Investigationsof waveguidestructureshaverecently
addressedtheconductivityof thecladdinglayers[27], but thesestudieshavenot
consideredtheboundaryandpolarizationchargelayersformedin awaveguidestructure.
Themoleculartheorydevelopment,singlelayerchargemodels,andmeasurement
techniqueshaveprovidedatremendousamountof knowledgeonpolymerfilms but are
oftendifficult to employin standardfabricationprocesses.Polingcurrentsoffer a straight
forwardmacroscopicquantitythatiseasilymeasuredduringdevicefabrication. Poling
andTSD currenttechniquesoffer amethodto studymaterialpoling mechanisms
includingtheactivationenergy,EA,andthenaturalfrequency,cq.,of thematerialdipoles.
Thesecurrentsarecausedby theflow of chargesin thewaveguidestructureandthusa
modelhasbeendevelopedto investigatethechargedistributionandinducedcurrents
duringthepoling process.
Consideringdeviceoperation,electricalperformanceof electroopticmodulators
is keyto their applicationin high speedcommunicationsandgyroscopesystems.
Traditionally,waveguideelectricalmodels have focused on the design of the electrodes
for microwave frequencies. Some of the first models viewed the polymer waveguide
structure as a series stack of RC circuits modeling the bulk resistance and capacitance of
each layer. [10] More recent models have defined the waveguide stack as a series
combination of bulk capacitances, but have not addressed the stack resistance. [28]
Models have also been generated which consider the second order hyperpolarizability
response to poling field transients but did not address a waveguide structure or the
reduction in poling field due to the 3 layer stack.[29] Some work has also been
performed to match microwave impedance for a polymer waveguide based on models
developed for lithium niobate. [30] Investigations of waveguide structures have
addressed the conductivity of the cladding layers [27], but these studies have not
considered the total stack electrical properties.
Various groups have reported results for microwave modulation of electro optic
polymer modulators. 39 GHz modulation was reported with a UFC170-CLD1/APC-
UV15 waveguide structure. [31] Time stretching applications has also used CLD1/APC
roach zehnder modulators operating up to 101.7 GHz. [32] The highest frequency
reported has been 110 GHz. [33] Much attention has been paid in these developments to
the design of microwave electrodes [34,35], but not to the electrical characteristics of the
polymer stack.
To investigate poling methods, a series of experiments were conducted to explore
poling mechanisms. To measure the poling effectiveness predicted by the theories
defined by this dissertation, modulator half wave voltages are determined through
experimental measurements. Modulators were constructed of two CLD variations, CLDZ
and CLDX. A statistical Design of Experiment approach was used to define the poling
7parameterinvestigationmethods.TheCLD modulatorswereusedto studythepoling
processby varyingparametersuchaspolingtime,poling temperature,andpoling
voltage. Theeffectsof thesechangesonthepoling efficiencywereevaluatedby
measuringV,_. Theresultsof theseexperimentswerein goodagreementwith the
theoreticalfindings.
A reviewof pastresearchandadefinition of thescopeof this researcheffort are
definedin Chapter1. Thebasictheoryfor thedesignof anEO polymermodulatorcanbe
dividedinto 2 parts: modulationtheoryandelectricalpoling theory. Modulationtheory
is reviewedin Chapter2. In thischapterwaveguidetheory,electro-opticalmodulation
theoryandnewdevelopmentsfor thewaveguideelectricaltransferfunctionarepresented.
Electricalpolingtheoryis addressedinChapter3. Molecularorientationof molecules,
variouspoling methods,basicchargetransportheoryfor singlelayers,newdevelopments
in poling chargetransportfor a 3 layerwaveguide,newdevelopmentsrelating
macroscopicchargedensitiesto themolecularorientationin thepoling field, and
waveguideelectrostrictionarediscussedin detail. In Chapter4 thestatisticalDesignof
Experimentusedto studytheeffectsof somepoling parametersandtheequipmentused
for all poling experimentsandmeasurementsarepresented.Experimentalresultsand
explanationsareprovidedin Chapter5. Summaryandconclusionsof this workare
presentedin Chapter6. Severalappendixesareincludedfor reference.AppendixA
containsadetailedreviewof thematerialsystemsstudiedoverthe last 15yearsin poling
experiments.AppendixB containsadditionaldataplotsandtablesfrom theexperimental
evaluations.AppendixC containstheMatlab programswritten in supportof the
theoreticaldevelopments.
CHAPTER 2
Modulator Theory
Modulator theory is composed of the waveguiding mechanisms required to
confine a propagating optical mode and the modulation necessary to produce a
modulation in the intensity of the optical mode. Fabrication of a modulator starts with a
thin film polymer stack consisting of a lower cladding spun on a substrate, a core
material, and an upper cladding. Lower electrodes are deposited on the substrate before
the lower cladding. A channel waveguide is fabricated in the core material during
processing to produce the modulator input, output, and arm channels. Y-branch couplers
are fabricated to connect the arms to the input and output channels. Upper electrodes are
deposited over the lower cladding to complete the Mach-Zehnder modulator. The device
is then electrically poled using the modulator electrodes to induce molecular symmetry of
the electro-optic chromophores, completing the modulator. Material properties and layer
geometries play a large role in the waveguiding and modulating properties of the device.
Waveguiding properties are dependant on the index of refraction of the materials,
thickness of the layers, and width of the channel. Poling efficiency is dependant on the
material electrical transfer function. Optical modes traveling in a channel waveguide are
modulated using the electro-optic effect in the modulator. The strength of the voltage
required to modulate the optical signal is determined by the electrical poling mechanisms
of the device.
92.1 Waveguide TheoD,
A channel waveguide is used to confine the propagating light in an integrated
optical device such as an optical communication transceiver or a fiber optic gyroscope.
The index of refraction and geometry of the channel defines the optical mode of the
propagating light beam. The propagating optical mode is found by solving Maxwell's
equations in each region indicated by Figure 2.1 and matching solutions at the
boundaries. For a channel waveguide, Marcatili's Method can be used to define the
general equations for the optical mode. [36] Using the structure illustrated in Figure 2.1,
Marcatili assumed that the fields in the comer regions were negligible and could be
ignored. He, therefore, solved the fields in the remaining 5 regions and matched the
solutions at the region boundaries.
electric and magnetic fields:
- - _0FI (2.1)
VxE =-_t 0 _9t
The basic equations are the cross products relating the
Assuming the fields have the form:
/_(x,y,z) = (A x + Ay + Az)e -j_°_t-I_z), (2.3)
(where A represents E or H) then the cross products can be taken to find equations
relating each field component as:
a
aSEz + jl]Ey =-j0)_on x (2.4)
--_-x Ez - jI3E x = -jmla0Hy (2.5)
VxFI = eo n2 -_-tg (2.2)
xEy - _-_Ex = -jCogoH z
_yn z + j[3Hy = jO)eon2Ex
• 2/) E z -jl_E x = jt_on Ey
0x
o_x-xHy - Hx = j_on2Ez
Region 5
2d
Region 2 Y
Region 1 2a
Region 3
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(2.6)
(2.7)
(2.8)
(2.9)
Figure 2.1: Channel Waveguide Structure
For a 3-dimensional waveguide structure, the light is confined in both the x and y
directions. Thus, there are not true Transverse Electric (TE) or Transverse Magnetic
(TM) modes. Instead the modes are Transverse Electric Magnetic (TEM) modes.
Therefore, Marcatili assumed that a TE mode could be defined as a mode where Ey and
Hx where the predominate fields and that Hy was approximately zero. Similarly the TM
mode was defined as a mode where Ex and Hy are the predominate fields and Hx was
approximately zero. Using the assumptions that Hy (TE) or Hx (TM) are zero, Equations
(2.4) to (2.9) may be used to write field expressions in terms of either Hy or Hx.
TM mode:
02 02
C°eon13Ox2 Hy
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(2.10)
(2.11)
r.OS.on 2 "_x H y
(2._2)
u, =_TAa
13_u
TE mode:
(2.13)
(2.14)
_2 0 2
• °_on_ axay_
E _-._...._J o_
O_on 2 "_y H_
(2.15)
(2.16)
(2.17)
Equations (2.1 O) and (2.15) represent 2ha order partial clifferential equations (PDE).
These PDE's may be solved Using the separat/on of variable technique, where H =
F(x)G(y). This leads to 2 ordinary differential equations (ODE):
Fxx - K 2F = 0
(2.18)
(2.19)
% - Ca+K2)(__ o
(2.20)
(2.21)
K 2"
where A = ko2n 2 -- _2.
The solutions of these ODE's depend on the value of the coefficients, K 2 or A+
These solution regimes are:
K 2 = 0 or A+K 2 = 0
F=Ax +B or G = Ax +B
However, for a physical electric or magnetic field, the field must go to
zero at infinity. Thus, A and B are both zero for this boundary condition
and the solution is trivial.
K2<0
K2>0
Assume F = emx, and _2 = _K 2 then
m 2 emx+ c_2emx= 0
m2=_ o_2
m=+jo_
F(x) = C e3ax + De -j_x = Ccos(o_x) + jCsin(_x) + Dcos(o_x) - jDsin(o_x)
F(x) = (C+D)cos(o_x) = H cos(c_x)
Where H = C+ D. The value of o_can be found by noting that cos(2r0 = 0
or ct_x= 2ft. Since, we are dealing with electromagnetic waves, the phase
of the light will depend on its wavelength such that x = 3. and so c_ = 2_,
= kx. Since the phase of the solution is unknown, an arbitrary phase
constant is added:
F(x) = Hcos(kx x + 0x) (2.22)
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Assume F = erex, then
m 2 e n_ - K2e mx = 0
m 2 = K 2
m=+K
F(x) = C e Kx + De -Kx
Now, at infinity, F must be zero for a physical field.
defining D = H and Yx = K.
F(x) = He-Vxx
A+K 2 < 0
Assume G = e my, and _2 = _A_K 2 then
m 2 e my + o_2e my = 0
m2 =_ (z2
m =+j_
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Therefore C = 0 and
(2.23)
G(y) = C ejc_y+ De -jay -- Ccos(_y) + jCsin(o_y) + Dcos(czy) - jDsin(czy)
G(y) = (C+D)cos(czy) -- H cos(c_y)
Where H = C+ D.
Since the phase of the solution is unknown, an arbitrary phase constant is
added and denote cz as ky similar to the derivation of Equation (2.22).
G(y) = Hcos(kyy + _) (2.24)
A+K 2 > 0
Assume G = e my, then
m 2 e my - (A+K2)e my = 0
m 2 = A+K 2
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found.
Equation (2.23) ky = - _ + K 2 then:
ky 2 = k0Zn 2 --8 2 -kx 2 or,
-ky 2-kx 2+k02n 2-82 =0
m = _+.q/A + K 2
G(y) = Ce _y + De -A_+K_y
Now, at infinity, G must be zero for a physical field. Therefore C = 0 and
defining D = H and _,y= _ 2 .
G(y) = He -_yy (2.25)
Using Equations (2.22) to (2.25), relationships between kx, ky, Yx, and yy can be
Noting from the derivation of 2.22 that kx2 = 13_2 "- -K 2 and from the derivation of
(2.26)
This relationship can then be used to define the relationships with _'x and yy. From
the derivation of Equations (2.22) and (2.25), Yx= -kx and yy = -ky. Squaring and using
the relationship defined in Equation (2.26) yields:
yx z _ ky2 + ko2n 2 _ [32 = 0 (2.27)
yy2 _ kx 2 + k02n 2 _ 132 = 0 (2.28)
The phase constants may also be defined by noting that the solutions in the core
Region lof Figure 2.1 will be either symmetric or antisymmetric. Symmetric solutions
have cos(kx x + _x) = 1 and antisymmetric solutions have cos(kx x + _x) = 0 at x = 0,
respectively. Thus, _x = rt or rd2 which can be written in terms of the periodic mode
number, p, as:
Cx = (rt/2)(p-1), p = 1,2,3 .... (2.29)
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Following a similar course for _ using q as the mode number yields:
_y-" (_2)(q-1), q = 1,2,3 ..... (2.30)
Now, at the boundaries of each region, the solutions must match so that the wave
is continuous across the boundary. In Region 1, the solution has the basic form:
H(x,y) = Hlcos(kxx + _x)COS(kyy + _). (2.31)
In Region 2, the solution has the basic form H2 cos(kyy + _y)exp{yxX }. Equating
the solutions for Regions 1 and 2 and solving for H2 at x = a yields H2 = Hlcos(kxa + _x)
where the exponential is set equal to one at the boundary by shifting the argument to a.
Thus the solution in Region 2 is:
H(x,y) = Hlcos(kxa + _x) exp{yx(X-a) }cos(kyy + (_y). (2.32)
The solution in Region 3 can be found in a similar noting the boundary is at x = -
a;
H(x,y) = Hlcos(kxa -_x) exp{yx(X+a) }cos(kyy + _y). (2.33)
The solutions in Regions 4 and 5 can also be found similarly, noting that the
boundary is now at y = d and y = -d:
H(x,y) = Hlcos(k×x + _x) exp{yy(y-d) }cos(kyd + _y). (2.34)
H(x,y) = Hlcos(kxx -_x) exp{yy(y+d) }cos(kyd - _y). (2.35)
Equations (2.31) to (2.35) apply to both TE and TM mode solutions. In the case
of TE mode, H(x,y) = Hy and for TM mode, H(x,y) = Hx. As noted above, these are not
true TE or TM modes since the electric field has components in both the Ex and Ey
direction for both solutions. A more correct way to designate the modes is by using the
mode number defined in Equations (2.29) and (2.30). The TE mode then corresponds to
the EpqY mode (signifying the predominant field is in the y direction) and the TM mode to
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the Epqx mode (signifying the predominant field is in the x direction). The dispersion
relationships can then be found for the TE and TM modes by using the solutions defined
in Equations (2.31) to (2.35) in Equations (2.15) to (2.19) and in Equations (2.10) to
(2.14). This is done, by noting, that the tangential components (Ez, Hz) of the field are
continuous at the boundary. Thus for the TE mode, Equations (2.31) to (2.35) are
substituted for Hx in Equations (2.18) and (2.19) at the appropriate boundaries. Thus, at
the boundary for x = a,
_.j -jo _0 H1 cos(kxa+Ox)e_Vx(x_a)cos(kyy+t_y) - [3 ax0x H1 c°s(kx x + Cx )cos(ky y + (_y)
tgE0n g 2 0y
Taking the partial derivatives and setting x = a in the result yields:
kxa =-_ (p-1)+ tan-I (kv---_x);TE
Similarly, at the boundary for y = d,
j 0 H1 cos(kx x + (_x)e-_,y(y-d) cos(k yy + t_y) _ j 0
OJeonc 2 by
(2.36)
H l cos(k xx + _x )cos(k yy + (_y)
Taking the partial derivatives and setting y = d in the result yields:
-1 -ng 2 Yy x
kyd=_(q-1)+tan (--_--_k); TE
A similar process leads to the TM equations.
.2
k xa = _ (p - 1) + tan-I _--_ Vx_. TM
",nc 2 kx J
](y
kyd = _(q -1) + tan-I (i-_-k); TM
(2.37)
(2.39)
There are 3 basic methods to fabricate channel waveguides: Rib, trench, and
photo-bleached. To fabricate a rib, a thick core layer is spun over the lower cladding.
The rib is then patterned on the core, and Reactive Ion Etching (RIE) is performed to etch
(2.38)
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back the core region outside of the waveguide region. This produces the structure
illustrated in Figure 2.2. As the core layer is etched, the sides of the rib waveguide
become exposed to the RIE plasma. This can be destructive to the core material, in
particular the NLO chromophore as discussed in Section 3.0. Etching of the rib can also
create rough sidewalls leading to optical losses as well. Therefore, only a portion of the
core layer is etched back, producing the small ridge over the planar core layer. This ridge
is sufficient to confine the light in the y direction, producing a channel waveguide.
2tl Region 5
2d
Region 2
Region 1
Region 3
Region 4
I
Y
Figure 2.2: Rib Waveguide Structure
Note, as illustrated in Figure 2.2, this further complicates the equations for the
waveguide solutions, since there is an additional region that must be considered by the
equations. Marcatili's method assumes the comer regions have small field contributions
that are negligible in calculating the solutions. However, for these rib waveguides the
comer regions are extended. One possible method is to assume that Marcatili's
assumptions hold, even under this extended comer region. However, this assumes t is
approximately equal to a and that nc =ng. These assumptions form a planar waveguide
stack with no confinement in the y direction. So, Marcatili's method does not hold for
this complicated geometry. Koumar's method extends Marcatili's work to account for
field components in the comer regions. The effective index method provides for a more
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accuratemodelthatcanapproximatethemorecomplicatedgeometryof therib
waveguide.Themostaccuratesolutionmethod,however,is thenumericalsolutions
producedby finite elementanalysis.[36]
Finite elementanalysisbreaksthewaveguidestructureinto ameshof smallcells
andthensolvesfor theelectromagneticfields attheboundaryof eachcell.Very
complicatedgeometriescanbeaccommodatedby adjustingthedimensionsof thecellsin
themesh. For thiswork, Apollo PhotonicsOpticalWaveguideModeSolver(OWMS)
softwarewill beusedto generatethewaveguidesolutions. OWMSfinds supported
modesby solvingthefollowing matrixequationsassumingweakpolarizationcoupling:
P_E x = fl2E x (2.40)
eyyEy-= t_2Ey (2.41)
Qx_H, = flZxH, (2.42)
i_ By H y (2.43)QyyHy 2
where,
0 [- 1 O z 2 d 02E (2.44)p=Ex=.>%+ L gtnoE )j+ o_)y2
_I"_l _ )] 02Ey (2.45)PyyEy : gl2 k2Ey -I- Oy k nL _gy (ny2yEy -I aX 2
Qx,,Hx 22 OZHx 2 _--7[1 aHx] (2.46,= nyyk H. + Ox-----_ + glyy Dzz _x
QyyHy :n2k2gy +___nt_gt2 0iI ' 1 OHy-
ay ax Lnzz ay
(2.47)
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Theseequationsaresimilar to Equations(2.10)and(2.15),but accountfor spatial
variationof the indexof refractionandallow for all TEM modes.This is doneby
solvingEquations(2.4)to (2.9) in termsof eachof themajorfield componentsby
assumingtheorthogonalfield componentis zero.OWMS solvestheseequationsasaset
of linear equations in matrix form:
AE = flZE (2.48)
The power method is used to solve for the eigenvalues (132) and eigenvectors (E). [37]
2.2 Waveguide Modeling
To illustrate the application of the theory developed in Section 2.1, models of the
different waveguide designs have been generated using OWMS to illustrate their optical
mode profiles. These models are based on a CLDZ/APC (Amorphous Polycarbonate)
core with Norland Optical Adhesive (NOA) 71 upper and lower claddings. Figure 2.3
portrays the optical mode calculated by OWMS. The optical mode profile was generated
for the design case discussed in Section 5.1.
20
Figure2.3: OpticalModeProfile(1.55_tm)for aRibWaveguide6.5ktmwideby3.0I.tmhigh
A trenchwaveguideis simplyaninvertedrib whereatrenchis fabricatedin the
lower claddingandthecorelayeris thendepositedover(andinto) thetrenchasillustrated
in Figure2.4. This eliminatesconcernsfor exposingthecoreto theRIE plasma,but
sidewallroughnessis still apossibility.Thus,only a smallportionof thetrenchis etched
into the lowercladding. Figure2.5 illustratedthemodeprofile. Theopticalmodeprofile
wasgeneratedfor thedesigncase(in thiscaseaninvertedrib structure)discussedin
Section5.1. UpperandLower claddingsarebothNOA 71andthecoreis CLDZ/APC.
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Figure 2.4: Trench Waveguide Structure
Figure 2.5: Optical Mode Profile (1.55 gm) for a Trench Waveguide 6.5 lam wide by 3.0 gm
high
Photo-bleached waveguides are produced by depositing and patterning a thick
core layer on a lower cladding, similar to rib waveguide fabrication. UV light exposure is
then used to "bleach" the field destroying the NLO chromophore and lowering the index
of refraction in the exposed area to that of the host or main chain polymer. This produces
a structure as illustrated in Figure 2.1 with an optical mode profile as illustrated in Figure
22
2.6. The optical mode profile was generated for the design case discussed in Section 5.1,
Upper and Lower claddings are both NOA 71 and the core is CLDZ/APC. The bleached
core area index of refraction is 1.541 (the index of refraction of APC with no
chromophore) In this case, there is no RIE to possibly damage the core layer or to create
rough sidewalls. The solutions for the photobleached waveguide follow the Marcatili
method very well since there is no ridge area and mode solutions follow Equations (2.31)
to (2.35).
Figure 2.6: Optical Mode Profile (1.55 lam) for a Photobleached Waveguide
2.3 Modulation Theory
Figure 2.7 illustrates a Mach-Zehnder modulator. Modulation of an optical mode
confined in a waveguide channel in a Mach-Zehnder (MZ) configuration is accomplished
by creating a time varying phase difference in the light propagating in each arm of the
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modulator. By takingadvantageof thelinearelectro-opticeffect in a material,a time
varyingelectricalsignalcanbeusedto createanopticalmodulation. Light is input viaa
channelwaveguide.Thelight is thensplitby a symmetric(i.e.couples50%intoeach
arm)Y-branchcouplerinto the2 modulatorarms. A timevaryingvoltageis thenapplied
to electrodesoverthemodulatorarmsproducingan indexof refractionchangein onearm
relativeto theotherarm. Thisproducesaphasedifferencein the2 armsof the
modulators.A symmetricy-branchchannelthencouplesthemodesin eacharmof the
modulator. Sincethe2modesnowhavea varyingphase,theoutputcouplerproducesan
interferencesignalvaryingdirectlywith themodulationsignal.
Thephaseof a light signalpropagatingin a mediumis definedby theopticalpath
lengthas:
= knd (2.49)
where,
k = 2_
n = indexof refraction
d = propagationdistancein themedium
J
Figure 2.7: Mach-Zehnder Modulator Geometry
The propagation distance, d, and the wavelength, _,, are fixed, but the index of
refraction varies with an applied electrical field as defined by equation of the index
ellipsoid:
(_,,
) (X2+ Y ) +(__1 +r3kEk)Z2+2yzr4kEk+2zxrSkEk+2xyr6kEk=l(2.50)y2'°x n2
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where,
k = x,y,z and
r is the linear electro-optic coefficient defined by the expansion of the material
impermeability tensor, h, as:
1]ij = 11o+ rijkEk + SijklEkEI + ...
and
'110 -'-- eo(e-1)O= e0(1/n2)0
(2.51)
(2.52)
Thus, r represents the first order variation of the index with an electric field.
The possible values of r are dependent on the crystalline symmetry of the material.
As discussed in Section 3.1, poling of the electro-optic polymer produces symmetry along
the poling direction (the z crystalline axis). Thus, r333, r223, and rii3 are the typical
coefficients seen by the optical wave propagating through the medium. Using the
symmetry relations discussed in Section 3.1 allows the subscripts to be contracted as[38]:
1 -- (11),
2 = (22),
3 = (33), (2.53)
4 = (23) = (32),
5 = (13) = (31),
6 = (12) = (21).
So that,
r333 = r33,
r223 = r23,
rl13 = r13.
The symmetry relations also result in the following relationships:
r43 = 1"53= r63 = 0, (2.54)
r23 = r13. (2.55)
When an electric field is applied along the crystalline z axis, the cross terms in
Equation (2.50) are zero and the index ellipsoid can be written as:
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+r,3Ez!X2n or 3EzlY2j r 3Ez/z2 1
where nx = ny = no is the ordinary index of the crystal and nz= ne is the
extraordinary index of the crystal.
Equation (2.56) defines the new crystalline axis in the prescience of an electric
field. Thus, the orientation of the crystalline axis remain unchanged, but the index of
refraction seem by the propagating wave is modified. The new index of refraction can be
determined by comparing Equation (2.56) to the normalized equation of the index
ellipsoid:
x,..._2 y,2 z, 2
n2 ' h-n2 ' -t-n2- = 1 (2.57)
Comparing similar terms yields:
1 _ 1
n2 ' n2 "l- r13E (2.58)
1 _ 1 +q3 E (2.59)
no
1 _ 1 __r33E (2.60)-5
nz , n2
Assuming that rl3E << no-2 and r33E << ne2 then rl3E and r33E can be taken as
small differential changes in no and ne producing the new indexes of refraction no' = nx' =
ny' and ne' = nz'. Taking the derivative of no-2 and ne -2 gives:
d(no-2)/dno = -2no -3, or dno = -0.5no3d(no "2)
d(ne-2)/dne = -2ne -3 , or dne = -0.5ne3d(ne'2).
Using these assumptions and relationships to write of no' and ne' as a differential
change to no and ne gives:
no' = no + dno = no - 0.5no3r13E, and (2.61)
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ne' = nc + dne = ne - 0.5ne3r33E. (2.62)
Having defined the polymer index of refraction in the prescience of an electric
field, the phase difference seen by the 2 orthogonal modes in a light beam incident at 45
degrees to the crystalline axis is expressed as:
F = kd(ne'- no')= kd[ne - no - 0.5(ne3r33 - no3rl3)E]. (2.63)
For a waveguide modulator, the light propagates transversely to the electrodes.
The electric field in this case is distributed across the waveguide core scaling the field as:
E = Vapplied]t , (2.64)
where V is the applied voltage
t is the waveguide core thickness.
The voltage is further reduced by the electrical transfer function of the waveguide
stack. The applied voltage is reduced by the waveguide electrical transfer function
resulting in an effective core voltage of:
Vcore = nwg (jo))Vapplie d (2.65)
Thus, the phase change, F, can be written as:
F = kd[ne - no - 0.5(ne3r33 - no3rl3) (l/t)( Hwg (jo))Vapplie d )]. (2.66)
If the light propagating in the waveguide is a TM or TE mode, then only ne or no
index is seen. Thus, the phase change in each case would be:
FTM = kd[n_ - 0.5ne3r33 (1/t)Vcore], and (2.67)
F-rE = kd[no - 0.5no3r13 (1/t)Vcore]. (2.68)
Now, for a Mach-Zehnder (MZ) modulator, a phase difference can be generated
by changing the index of refraction in one arm of the modulator with respect to the other
arm. Thus, if Wapplied2 = 0 and Vappliedl = V, then:
AF_ = ku[nej
AF_ = kd[no]
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- -- iz \ r _kd[ne 0.5ne3r33 tl/t)¥core] kd[0.5ne3r33 (1/t)Vcore] (2.69)
- kd[no - 0.5no3r13 (1/t)Vcore] = kd[0.5no3rl3 (1/t)Vcore] (2.70)
The voltage required to produce a phase change of rt can be solved for TM and TE
modes using Equations (2.69) and (2.70). Setting AF = rt, setting d = L, the waveguide
interaction length, and solving for Vcor_ yields:
t_.
Vr_core - TM (2.71)3
Ln e 1"33
t_
Wrtcore - TE (2.72)3
Lnor13
Adjusting for cladding layer resistances, then yields V,_ as:
1 t2
VTr = Hwg (jo)) Ln"r33e TM (2.73)
1 t2
Vcr = TE (2.74)
Hwg (jo)) Ln3 rl3
Considering Equations (2.73) and (2.74), V= is noted to be proportional to t, )_,
and the electrical transfer function of the stack. V_ is inversely proportional to the length,
L, no or n_, and r33 or r13. For a give wavelength, Vz can be made small by minimizing the
waveguide thickness, t, maximizing the electrical transfer function, and maximizing the
length of interaction, L.
The modulator may also be operated in a push-pull mode where the applied
voltage is + in one arm and - in the other arm. In this case, Vapplied2 = -V and Vappliedl ""
+V, and:
AF_ = kd[ne + 0.5ne3r33 (1/t)Vcore] - kd[ne - 0.5ne3r33 (1/t)Wcore]
= kd[ne3r33 (1/t)Vcore], push-pull (2.75)
28
AF-rE = kd[no + 0.5no3D3 (1/t)Vcore] - kd[no - 0.5no3r13 (1/t)Vcore]
= kd[no3rl3 (1/t)Veore], push-pull. (2.76)
Comparing Equations (2.75) and (2.76) with Equations (2.69) and (2.70) a factor
of 2 increase in phase difference between the arms of the modulator is noted for the push-
pull configuration.
The light intensity is a function of the phase retardation as given by:
I = EE* = 0.5cos2(AF/2) (2.77)
Thus, a modulation of the index yields a direct modulation of the output intensity.
If a time varying voltage signal is applied to the modulator, then
Vapplied = Wmsin(O_mt), (2.78)
where Vm is the modulation voltage magnitude,
O_mis the modulation frequency, and
t is time.
Thus, substituting Equation (2.78) into Equations (2.65) to (2.76) shows the phase
difference for the TM and TE modes will vary directly with the modulating frequency as
will the intensity of the modulator output given in Equation (2.78).
2.4 Electrical Transfer Function
Waveguide stacks have been generally described as a series of 3 large resistors
[10] as illustrated in Figure 2.8. This model is based on the high resistance values of the
dielectrics but does not incorporate the capacitance of each layer.
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Figure 2.8: Resistive Waveguide Electrical Model
Including the bulk capacitance of each layer leads to 3 parallel RC circuits
connected in series as shown in Figure 2.9. This particular circuit provides an improved
model of the waveguide stack. The bulk properties of the circuit correspond to the space
charge contained within the dielectric layers including the dipoles. This gives rise to the
bulk capacitance. The bulk capacitors are charged and discharged during modulation.
The resistance of polar layers has two conduction paths: host backbone and
chromophore. These components are dispersed within the layer and so are parallel to
each other. Thus, the core layer resistance (Rcore) is the parallel combination of the host
(Rhost) and chromophore (Rchr) resistances written as:
Rcore- gh°stRchr (2.79)
ghost + gchr
30
()
_de
Cuc --_ Ruc
Ccore :L_ tahost _Chr
Ric
aelectrode
Figure 2.9: Bulk RC Waveguide Electrical Model
The frequency response of a series of parallel RC circuits has an infinite pass
band. However, the frequency response is limited when the interface resistance is
included in the total stack impedance. Assuming sputtered gold electrodes, there is not a
separation between the electrode and the upper cladding layer. Similarly, adhesion of the
spun lower cladding on the lower gold electrode is very good. Therefore, the interface
impedance can be represented by a resistance at each of the electrode cladding interfaces.
As this resistance increases, the pass band is reduced. High frequency cut-offs have been
demonstrated to 100 GHz in the literature. [32, 33, 34, 35] This corresponds to an
interface resistance on the order of 0.1 _. So,
Relectrode = 0.1 g2. (2.80)
This model provides a good high frequency response model, but assumes that the
interface between the layers is perfect (i.e. a straight, no resistance wire). However, this
model does not support the transient response seen for square wave inputs in some
material systems at frequencies below the microwave range. These responses can be
explained by incorporating the capacitance and resistance of the interface layer as
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illustratedin Figure2.10.Theinterfaceresistancerepresentsthechemicalinterconnection
betweenthelayers. Similarly, the interfacecapacitancerepresentstheseparationof the
layersatthe interface.Thevalueof thecapacitanceis stronglyinfluencedby the
boundarychargedensityformedat thelayerboundariesasdiscussedin Section3.4. Both
of theseeffectsarephysicallyrelatedtothe layeradhesion.As thelayersadherebetter,
thecapacitanceincreasesdueto thereducechargeseparationandtheresistancedecreases
dueto theincreasedbondsavailablefor chargetransfer.Conversely,astheadhesion
worsens,the layersseparateloweringtheinterfacecapacitanceandincreasingthe
resistanceasbondsbetweenthelayersarebroken. TheseadditionalRC componentshave
alargeeffecton theelectricaltransferfunction.
(
CUC
Relectrode
auc
Relectrode
Figure 2.10:3 Layer Waveguide Electrical Model
The electrical transfer function is defined by a series connection of parallel RC
circuits. For a parallel RC circuit the impedance can be written as:
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R-jwR2C
Z = (2.81)
1+ w2R2C 2
Thus, the impedance of the upper cladding (Zuc), core (Zcore), lower cladding (Zlc)
and the boundary interface (ZB) is given by:
Ruc - jO)Ruc2 Cuc
Zuc = (2.82)
1 + £O2Ruc2Cuc 2
Rcore - j(.ORcore 2 Ccore
Zcore = (2.83)
1 + .2n 2.--, 2
w l_core t_core
Rl c _ jrORlc 2 Cl c
Zlc = (2.84)
1 + gO2Rlc2Clc 2
R B -jWRB2CB
Z B = (2.84)
1+ W2RB2CB 2
These impedances are then added to produce the total stack impedance (Zstack) as,
Zstac k = Zuc + Zcore + Zlc + 2Z B + 2Relectrod e (2.85)
The transfer function of interest is the relationship of the core voltage to the
applied modulation voltage. This can be solved as:
Zcore
Hwg (ja)) - Zstack (2.86)
This transfer function can then be substituted into Equations (2.67) to (2.70),
(2.75), and (2.76) to give the optical response in terms of applied modulation voltage.
Interface capacitance and resistance have a clear effect on the sub-microwave
frequency performance of 3 layer waveguide stacks. These effects have been
incorporated into the stack electrical transfer function defined by Equation(2.86). As seen
with Equations (2.67) to (2.70), (2.75), and (2.76), the boundary capacitance and
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resistance have a direct effect on the measured Vn of the waveguide. The low frequency
performance of the waveguide stack shows the stack is a capacitive voltage divider for
all practical applications. Voltages must be stable across the core for 1000 hours or more
for the core voltage to stabilize and the circuit relax to a simple resistive voltage divider.
Thus, the dielectric properties, critical to the waveguide performance also have a
significant effect on the stack frequency response indicating that material selection must
consider both electrical frequency response and optical waveguide performance. These
effects are also significant when determining r33 from measured modulator performance.
The core voltage must be calculated using the transfer function incorporating the low
frequency capacitive effects and including the boundary capacitance and resistance.
Having addressed the modulation performance, Chapter 3 considers the effects of
the poling parameters on the waveguide stack and the source of the boundary charge
densities which determine the boundary capacitance values.
CHAPTER 3
Poling Theory
Poling establishes the modulation properties of an electro optic modulator. An
understanding of the poling mechanisms is key to defining optimal poling processes.
These mechanisms are defined by the poling electric field, the corresponding induced
charge transport, and the induced dipole alignments. The poling field is an external
macroscopic parameter which effects the molecular environment of the polymer material.
An understanding of these processes requires a relationship of the molecular effects to the
macroscopic effects be defined. In addition to modulation voltage, poling fields also
induce electrostriction which effect the optical losses of the waveguide channels.
When a polymer core material is first spun on a wafer, the chromophore
molecules are randomly oriented such that there is centrosymmetry in the molecular
structure. Thus, no electro-optic effect is present. By applying an electric field to the
material, the chromophore dipoles will orient themselves along the field lines, producing
the necessary noncentrosymmetric structure to produce an electro-optic effect. Thus,
"poling" of a material is the process of orienting the dipoles using an electro-magnetic
field.
The main polymer chain may also be aligned by the electric field in some polymer
materials. The effect of this alignment is generally much smaller than the effects of the
chromophore alignment and is not a factor with the APC and APEC hosts used in this
research.
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In orderfor poling to beeffective,thechromophoremoleculesmustbefreeto
orient themselvesalongtheelectricfield. At roomtemperature,polymersarein aglassy
state(i.e. ahighly viscousfluid state).The polymer chains have found a thermal
equilibrium state with neighboring polymer chains and chromophores. Thus, there is a
high energy level necessary to reorient the chromophore and polymer chains from their
equilibrium spacing. By adding heat to the mixture, the energy level of the system can be
raised, allowing the chromophore molecules to freely orient. Raising the temperature to
the material system glass transition temperature (Tg), the molecules of the polymer host
and chromophore become fluid. Physically, the thermal energy has raised the energy of
the system above the equilibrium wells and the molecules are now free to reorient. This
new energy level results in an increase in the spacing of the polymer system molecules.
Without the presence of an electric field, the molecules would achieve a new
random orientation as they are cooled. However, by applying an electric field to the
system, the chromophore at Tg freely aligns to the direction of the field. In addition, some
orientation of the polymer chains is also possible in the electric field at Tg. As the system
is cooled under the applied electric field, the orientation of the chromophore is
maintained as the system obtains a new room temperature equilibrium position. This
equilibrium is maintained upon the removal of the electric field at room temperature.
The poled state represents an induced molecular alignment that is not close to the
thermodynamic equilibrium state of the material. If free space between the polymer
chains exist in the poled sample at room temperature, then the chromophores may re-
orient toward a more thermodynamically stable position. Under the presence of local
effects such as local fields produced by the polymer chains and space charge, some
relaxation is possible at room temperature. Thus, free space left between polymer chains
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cangreatlydegradethermalstabilityof apoledpolymer. Theserelaxationprocesses
determinethethermalstabilityof thepoledpolymersystem.[39]
3.1 PolingTheory
Polarizabilityis createdatthemolecularlevel,but measuredmacroscopicallyin
nonlinearoptical (NLO) polymerfilms. Thus,polarizationmustbeunderstoodat the
molecularlevelandtranslatedto measurablemacroscopicparameters.
Thechromophoreis responsiblefor themolecularelectro-opticeffectin a
polymerfilm. NLO chromophoreshavea dipolestructureformedbyre-electrons.7t-
electronsarelooselyassociatedelectronsattachedto amolecularchain. Theseelectrons
arereadilyorientedby anexternalelectricfield. The local field polarizabilityof these
moleculesis givenbythepolarizationtensor:
p = la+ _(6o) + [3(-c0;601,0_)_(6ol){(0)2)+... (3.1)
where,
- permanentdipolemoment,
c_= linearpolarizabilitytensor,
13= first hyperpolarizabilitytensor.
Thefirst hyperpolarizibility,13,describesthe2"aordernonlinearopticaleffectat the
molecularlevel. Thenotation[3(-0_;o01,m2)indicatesthefrequenciesco1ando>2interact
with themoleculecausinganemissionof 6o.Thismaybewritten aso>2-6ol= -co.
Polarizationproperties,beingbasedon thefundamentalpropertiesof thematerial
systemfollow thesamesymmetrypropertiesasthematerial. If amaterialhasinversion
symmetry(i.e.centrosymmetric),thenthepolarizationpropertiesmusthold inversion
symmetry.So,taking aparameter,13,throughan inversionoperation,Pi, from a point R
on the crystal to a point -R:
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Pib= 13'=- 13
But, if inversionsymmetryexists,then13-- - [3 which is true only for [3 = 0.
centrosymmetric material, no 2 nd order NLO effect is present. But, for a
noncentrosymmetric material, inversion symmetry does not hold and 2 "d order NLO
effects are present.J38]
To derive the relationship between the molecular hyperpolarizability and the
macroscopic polarization constants for organic polymers, the dipole approximation is
employed. The dipole approximation assumes that anharmonic vibrations produce
dipoles in response to an external field, E(m). Spatial dispersion effects are ignored and
the wavelength of the external disturbance field is assumed to be large compared to the
polarizable chromophores. For organic polymers, anharmonic vibrations are the result of
nuclear vibrations and rotations at Infrared (IR) wavelengths and electronic vibrations at
Ultra-Violet (UV) wavelengths. Macroscopically, the polarization vector is related to the
electric field vector through the electric susceptibility tensor, )_, by [38]:
P = e0_E. (3.3)
where,
_ eij-£0
gij s0 (3.4)
The macroscopic polarization, P, can be expanded as was done for the microscopic
polarization, p. This produces the relationship:
P(o_) = g(1)E(o)) + X(2)E(o)I)E(o) 2) +... (3.5)
But, the macroscopic polarization can also be written as the summation of the
microscopic polarizabilities in the polymer crystal. If the crystal has N chromophores per
unit volume (the number density of chromophores), then the macroscopic polarization is:
(3.2)
Thus, in a
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P(m)= Np(m)= N[g + cx_(m)+ 13(-m;(01, (02) _(0)1)_(0._2) +...1 (3.6)
Now, Ej and Ek represent the local fields of the individual chromophores. These
fields can be related to the macroscopic fields by correcting the macroscopic field for
local field effects. Representing the local field by _ and the macroscopic field as E yields:
{(_) = f(o_). E(o_) (3.7)
Where f(o) are the local field correction factors,
f(m) = 1 + (eco- 1)/L. (3.8)
L is the demagnetization factor and describes the shape of the local field. This
parameter was first derived for magnetic dipoles, but generally describes the shape of
dipoles whether magnetic or electric. The local field is assumed to be elliptical in general
with major axis lengths of al, a2, a3. L then has 3 components given by:
Lt _ ala2a 3 ds (3.9)
2 f (s + a2)3/(s +a_)(s + a22)(s + a2) '
and are related by:
L1 + L2 + L3 = 1. (3.10)
Since [3 is represents the interaction of 3 frequencies: 6ol, o_, -co, then 3 field
correction factors are required. Substituting Equation (3.7) into (3.6) and comparing the
second order terms with the 2 ndorder terms in Equation (3.5) yields:
Z (2)= f(-co)f(ml)f(o_2)Nlg(-co;c.01,m2) (3.1 1)
This represents relationship between the microscopic and macroscopic polarization
constants. [12]
Now, the macroscopic polarization induced by a static electric field can be
considered as a measure of the dipole orientation. When the poling field in applied, the
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chromophoredipolesalignwith thepolaraxisparallelto thefield creatinga
noncentrosymmetricrystallinesymmetry.Thestructureis Uniaxial,with the
extraordinaryindexformedin thedirectionof thepoling field andtheordinaryindex
lying in thewaveguideplane.
During poling, the system is raised to the glass transition temperature, Tg, and thus
becomes fluid. The energy of a molecule in the prescience of an electric field can be
= laEpcos0, (3.12)
given by:
W = -_.Ep
where g is the permanent molecular dipole moment, Ep is the poling field, and
cos0 is the orientation of the molecule with respect to the poling field direction.
Assuming that all molecular orientations are equally probably in the absence of the poling
field, the average orientation of the molecules when the poling field is applied can be
calculated using Boltzman's Law:
7_
j'COS 0e (_tEp c°s0/kaT) lsin 0d0
0
COS 0 =
7_
j'e(UEp cos0/kaT) ½ sin OdO
0
where the denominator is a proportionality constant to maintain the total
probability equal to 1"
ffp(O)dO=l
0
e(_tEp cos 0/kBT ) ½ sin 0d0
for p(0)=
'e(_EP c°s0/kBT) I sin 0d02
0
(3.13)
(3.14)
(3.15)
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EvaluatingEquation(3.13),theaveragemoleculeorientationin thepresenceof an
electricfield mayberepresentedby theLangevinfunction:
L(a) = cotha- 1/a = (1/3)a- (1/45)a3+ (2/945)a5- (2/9450)a7+ ... (3.16)
wherea - (gEp)/(kBT).
Fortheassumptionthat(gEp)/(kaT)< 1,only thefirst term of theLangevin
expansionis significantandtheaverageorientationof moleculesin afluid canbe
approximatedas:
COS0- bt'EP
3kaTp (3.17)
where 0 is the angle describing the alignment
F_,pis the poling field
Tp is the poling temperature
g is the permanent dipole moment
kB is Boltzman's constant. [40]
The average value of the hyperpolarizability can then be written as
([3)=l_cos0- g.Ep [3 (3.18)
5kaT P
where a scaling factor of 3/5 has been used to reflect a uniaxial symmetry with I]
in the direction of the poling field [12] so that the relation between Z and 13is given by
[1]:
X33 (2) = N1_33 gEz5kT
_13 (2) = N_3 3 /aEz15kT
From these 2 relationships it can be seen that the magnitude of the 2 "0 order
effects is dependent on the product g_33. Thus, polymers with good nonlinear optical
properties are often described as high g13 materials. Also note that _33 is 3 times larger
(3.19)
(3.20)
41
than ZI3. Also, note that the measure of Z gives an indication of the average orientation
of the chromophores in the material. Thus, Equations (3.16) through (3.18) may be used
to determine the average dipole orientation.
Now, as noted in Section 2.3, electro-optic modulation is related to the linear
electro-optic coefficient, rijk. rijk is formed from a power series expansion of the material
system impermeability matrix, rlij, where[41],
- _(o) + _ +... (3.21)l"]ij -- eij I ----qij rijkEk
k
rijk can then be related to Zijk as:
rijk = -2hi 2 njE)_ijk. (3.22)
where ni 2 and nj 2 are 2 principle indexes of the material system.[12] rijk is a
function of the polarization field, Ek, only. This is known as the linear electro-optic
effect. However, 13is a second order effect depending on both E(oh) and E(to2). This is
reconciled by noting that the linear electro-optic effect occurs when E(o 1) >> E(o_2) = 0.
Thus the linear electro-optic effect is a special case of second order polarization
properties. Since X33 is 3 times larger than XI3, as noted from Equations (3.19) and
(3.20), then:
r33 = 3r13. (3.23)
Another parameter often seen in the literature is the nonlinear optical coefficient,
d (2). d (2) is related to Z as d (2) = 0.5Z and therefore, the electro-optic coefficient, r as [42]:
rij = 4n 2n 2d(2) (3.24)j --ji "
42
3.2 Poling Methods
There are various poling methods reported in the literature for application of an
electric field including corona, electrode, electron beam, and optical poling. Optical
poling is performed using an optical beam to create high electro-magnetic field within the
beam diameter. This method is good for narrow poling geometries required for gratings,
etc. There are various forms of optical poling reported, [43] but since they are good for
only small features, they will not be considered for this research.
Electron beam poling is performed by irradiating the top surface of a sample with
an electron beam. The beam forms a negative charge layer on the top surface of the
sample inducing a positive charge on the ground electrode. This creates a field under
which the dipoles can align. Thermal stability has been an issue for this type of poling
due to fast cooling rates and short poling times. Beam energies reported for this
technique are 2 - 20 keV generating a current density of .5 mA/m 2 through the sample.
[44]
Corona poling is another method used for poling of polymer films. Coronas are
produced using a high voltage (1 KV to 10 KV) applied to either a needle or wire. A
voltage grid (50 lam wire in a 500 lam grid mesh) is used to maintain a constant current
through the sample. Figure 3.1 illustrates the basic corona triode configuration for needle
poling. The needle produces a circular poling distribution on the sample surface. The
current controlled voltage source controls the grid voltage to maintain a constant current
through the sample. The other voltage sources are referenced to the grid voltage and
operated for constant current. This provides a configuration where the grid voltage is
used to maintain the current constant through the sample and also gives a measure of the
surface charge. As the surface charge changes, the voltage across the air gap between the
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grid andthesamplesurfacechangeinversely.Thiscausesa changein currentthatleads
to anadjustmentof thegrid voltageto counterthechangein surfacechargeandmaintain
constantcurrent. Thus,thetriodeconfigurationprovidestheability to monitorsurface
chargeandadjustfor changespreventingsampledamagedueto excessivecurrentflow
whilepoling. [45]
Wire polingis similar to needlepoling,excepta wire is usedto apply thehigh
voltageelectricfield. This resultsin acylindricalelectricfield distributionthatprojectsa
rectangularpoling field on thesamplesurface.Coronapoling is excellentfor planar
fields andprovidesgooduniformity overa circular (needlepoling)or rectangular(wire)
poling area.However,upperelectrodescannotbeplacedover thefilm until afterthe
poling is completed.Depositionof theelectrodesafterpoling exposesthesampleto
heatingduringphotoresistcuringandmetaldepositionprocesses.This canadversely
effect thedipoleorientation,andcancausecompletedipolerelaxationdependingon
temperaturesusedandthematerialthermalstability. Thus,coronapolingis not optimal
for modulatorfabrication.
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Figure 3.1: Corona Triode Poling Configuration
For devices such as modulators, which require upper electrodes, the device
electrodes can be used for poling as well as modulation. The poling geometry conforms
to the electrode geometry, so that there is good flexibility in poling geometry. Electrodes
also offer the ability to pole the material for either TE or TM mode polarization. Figures
2.2 and 2.3 illustrate electrode geometries for TE and TM polarization orientations. Since
the modulation electrodes are used for poling, no further fabrication processing is
required after device poling.
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Figure 3.2: TE Mode Electrode Poling
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Figure 3.3: TM Mode Electrode Poling
Poling of modulators involve application of the electric field across a material
stack consisting of the upper cladding, core, and lower cladding as illustrated in Figures
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3.2 and3.3. An electro-magneticfield is appliedin thecoreproducinganalignmentof
theelectro-opticchromophorein thedirectionof theelectricalfield. Thefield strengthin
thecoreis relatedto thepoling field throughthewaveguideelectricaltransferfunction,
Hwg(j6o)asgivenbyEquation(2.86). Thus,resistanceandcapacitanceof thecladding
layersat thepoling temperatureis animportantconsiderationfor effectivepoling. Poling
effectivenesscanbeobtainedbydeterminingther33coefficientthroughthemeasurement
of V_asindicatedin Equation(2.73). Thelower theVn,thehigherther33coefficientand
thebetterthealignmentof thechromophoresin thepolymersystem.
3.3 SingleLayerChargeMeasurementsandEffects
Dipole alignmentprocessescanbemonitor externallyby measuringthermally
stimulatedcurrentsduringpolinganddepolingprocesses.Thesecurrentsknownas
ThermallyStimulatedPoling (TSP)andThermallyStimulatedDepoling(TSD) currents
aretheresultof themovementof variouschargesin thepolymerfilms. Themain sources
of thesechargesaredipolealignment,surfacechargebuild-up, andspacechargeeffects.
Spacechargesin polymerfilms resultfrom isolatedfreeradicals,catalyzers,and
plasticizerstrappedin thefilm duringfabrication.[46] Surfacechargesarearesultof the
poling processused.Electronbeampolingworksby inducingalargesurfacecharge
potential. Similarly,coronapoling caninduceasurfacecharge.Surfacechargeinduced
by thesemethodsdecaysslowly asthereis noconductionpathto bleedoff thecharge.
This affectspoling stabilitysinceashortterm decreasein poling effectsaretypically seen
overthefirst severalhoursafterpolingasthesurfacechargeslowly dissipates.[39]
Electrodepoling,on theotherhand,doesnotproduceanysurfacechargesincethecharge
is freeto migratethroughtheelectrodesandis quickly dissipated.Dipole alignmentis
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responsiblefor theNLO effectsof thepolymer,but is influencedbythefields created in
the sample due to surface and space charges.
A simple model [46] has been developed to represent charge carriers within a
polymer film. Charge carriers are either trapped in deep traps or are trapped in shallow
traps below the conduction band of the material. Deeply trapped charge carriers are not
generally available during poling, but the thermal energy available in a system near Tg,
provides sufficient thermal energy to promote charge carriers in shallow traps up to the
conduction band. The energy required to free a trapped charge career is the activation
energy, EA. Using this simple model, charge carriers in states whose activation energy is
larger than kTp are considered trapped charge carriers. Charge carriers whose activation
energy is less that kTp become free at the poling temperature. Note the charge carriers
occupy many states but in this model are classified as either being trapped (EA < kTp) or
free (EA > kTp). The total density of charge carriers is the sum of the trapped and free
charge carriers and can be written as:
I0 = PTrapped + lOfree. (3.25)
Considering depolarization currents, which are similar to the poling case except
for the absence of an external electric field, the space charge current density can be
defined by assuming the density of free and trapped charge carriers to be uniform within
the film. Then a differential charge element can be written as:
dQ = pdx (3.26)
This differential charge then contributes to the thermally stimulated current
density as:
dj = VdQ/t = I(x)dx/t, (3.27)
where, t is the thickness of the layer,
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V is thevelocityof thechargelayer,
I(x) is thelocal currentdueto motionof thechargecarriers
in thespacechargefield.
Thecurrent,I(x) canbeexpressedusingOhm's Law as:
I(x) - QlxE(x), (3.28)
wheretxis thechargemobility, andE(x) is the local field atx.
UsingPoisson'sEquation,
dE/dx= QT/Eoer, (3.29)
where QT is the total free and trapped charge.
Now, assuming QT = e (the electronic charge) and integrating Equation (3.29) to
solve for E(x) and substituting this result into Equation (3.28) and then substituting the
resulting value of I(x) in Equation (3.27) and integrating yields a general equation for the
free space current density as:
where nf is the free carrier density,
nt is the trapped carrier density,
d is the depth of penetration.
The thermal dependency of the free carrier density has been defined for a system
that is raised from a temperature, To, to a temperature, T, as:
{ _T_ EA t
2 22 Ea 2 T k_dT
lie 8 nto z'e e ,Jsp(T) - kT e,0.o (3.31)
2COCrS Z"o
where nto is the initial trapped charge density,
_e2_ 2
j- nf(nf +nt), (3.30)
2e0ert
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i/_0 is thetrapescapefrequency,
k is Boltzmann'sconstant,
[3is theheatingrate,and
EA
r = Toe kT is the lifetime of a charge in traps. (3.32)
Taking the natural logarithm of Equation (3.32) provides a relationship between
the charge lifetime in traps (i.e. the space charge relaxation time) and Temperature, T as
ln[r(T)] = -ln(r0) -_ EA (3.33)
kT
This provides a model for evaluation of TSD current densities and activation
energy as a function of the temperature change. A plot of Equation (3.33) yields a
straight line with slope = EA. [47]
A similar derivation [48] has been made for TSD currents due to dipole relaxation
as:
INlt2 E EA 2 -T - k_-dTjD(T)-3--_re [ kT _o JToe
where, E is the poling electric field,
N is the dipole concentration,
"_ris the dipole relaxation time.
Taking the natural logarithm of this equation yields:
ln[jD(T)] = C EA
kT
(3.34)
(3.35)
where,
50
EA
C = in N/_2E- - 2 -T
-fl-_o JTo e kT dT . (3.36)
3kT'l" r
As with Equation (3.33), Equation (3.35) may be plotted yielding a straight line
whose slope is the activation energy, EA.
TSP current densities provides more detailed information on charge flow
processes in polymer films. Debye theory gives saturation polarization as:
Ps - N'u2Ep , (3.37)
3kT
where the poling temperature can be related to the initial temperature through the
heating rate:
T = To + I_t (3.38)
where, t is the heating time.
However, the total polarization can also be defined by integrating the current
density and dividing by the heating rate yielding:
_ jp (T)dT (3.39)Ps(T)
Equations (3.37) to (3.39) can be combined and differentiated to solve for the
poling current as:
jp(T) = NII2Ep
3k(T 0 + fit)2 (3.40)
z(T) may be defined as:
T
ff_ j p (T)dT
"_(T)- To
jp (T)
(3.41)
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Having de.reed _h,. current densities of polarization and depolarization currents, a
useful tool has been developed to study poling effects on polymer materials. These
effects are a direct consequence of the local and external electric fields in the polymer. A
general derivation has been made defining the local electric field as a result of space
charge density, dipole densities, and the external electric field. [49]
Using the propagation coordinate system, the poling field is applied along the x
axis. The space charge is assumed to be homogeneously distributed in the polymer with
the Ex causing a displacement of the charge during poling. The space charge volume
density is represented as 9sp and the polarization charge density is defined as:
dP(x,t)
9p (x, t) - dx (3.42)
Using Equation (3.25) with the total charge, Qa- = lasp + pp yields:
EoEr dE(x,t)/dx = lasp + lap, (3.43)
Integrating this relationship from x = 0 (positive electrode) to x,
£OSr[Ep(x,t)-Ep(O,')]= _3Xpsp(X,t)dx+ _3Xpp(X,t)d.x
(3.44)
Integrating again for x = t (bottom electrode) to find a relationship for E(0,t):
Ee(O,t)-V(t) _ . .1/2-c(t)/d 1/2-c'(t)/d
d _2sp(.X,t) gOerA Qp(x,t) (3.45)CO£rA
where, V(t) is the applied voltage derived from the line integral condition
V(t) = _ Ep(x,t)dx, (3.46)
c(t) is the location of the space charge centroid,
c'(t) is the location of the polarization charge centroid,
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A is theareaof theelectrodes,
Qsp= f 9sp (x, t)dx, and (3.47)
Qp = fpp(x,t)dx. (3.48)
d / 2
Note, that _ p(x, t)dx
_ ; c(t) 9(x, t) so that the charge centroid is referenced
to the center of the film (d/2) and the charge is distributed uniformly under the electrode
area (A). Equation (3.45) provides a value of E(0,t) that may be substituted back into
Equation (3.44) resulting in:
V(t) 1/2 - c(t) / d
Ep(x,t) - Qsp(X,t)
d eO,_rA
+ -- Psp (x,t)dx
CO£r
(1
£OF_r _ \ d3f /x _.2 c__.pd)J -1---_[P(X't)£O£r P(0,t)]
Sources of electric field can be identified as follows:
V(t)/d is the field due to the externally applied voltage,
the Qsp term is the induced electrode field due to the space charge,
the integral of 9sp is the space charge distribution,
<P(x,t)>x represents the spatial distribution of the polarization field
<dP(x,t)/dx>x represents the spatial variation in the polarization field
[P(x,t) - P(0,t)] represents the polarization difference from x = 0 to x.
Note, that for c(t) = 0.5d then the term with Qs0 is zero. Similarly, if cp = .5d, then
the field due to the spatial variation of the polarization is zero. If there is no space
charge, then Psi, = 0, so that the polarization becomes homogeneous in x and dP(x,t)/dx =
0, <P(x,t)>x = P(t), and P(x,t) - P(0,t) = 0, and
Ep(t) = V(t)/d - P(t)/E. (3.50)
(3.49)
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In the case of a constant poling field, the time dependency of E is removed and
P = eV/d. (3.51)
The term <P(x,t)>x can be related to the Voltage, V(t), starting with the basic
relationship between P and E,
P(x,t) = eEp(x,t) (3.52)
Integrating both sides from x = 0 to d and applying the line integral condition
from Equation (3.46) yields:
e°efV(t) (3.53)(P(x't))x - d
Thus, if <P(x,t)>x changes independently from V(t), then P(x,t) is not in
equilibrium with Ep(x,t). As seen in Equation (3.49), this is a result of space charge
e0erV(0)
distribution in the material. Since at t = 0, (P(x,0))x _: the time for the spatiald '
distribution of P(x,t) to equal this value the dipole response time, "c. P(x,t) can continue
to change after this point, reaching a constant value when Psv reaches a steady state value
(no longer changing with time). Equation (3.52) can e modified to reflect the dipole
response time as:
P(x,t) = [1-e -t/r _Ep(x,t) (3.54)
3.4 Three Layer Waveguide Stack Charge Distribution
Poling of a material stack can be described in terms of the charge densities and
current densities produced through the poling process. [50] Charge distributions
within the dielectric layers lead to a boundary charge density along the boundaries
between layers with differing dielectric constants. These represent Maxwell-Wagner
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boundaries In addition,polarizationchargedensitiesexist within polar layers.The
motionof thesechargedensitiesleadsto thematerialcun-entdensitiesandare
directedby thepolingfield which alsoprovidesaconductioncurrentdensitywithin
the layers.Thesechargedensitiesandcurrentdensitiesaredeterminedby thelayer
materialproperties.Boundarychargedensitiesaredeterminedby thedifferencesin
layerconductivitiesanddielectricconstants.Polarizationchargedensitiesarerelated
to thealignmentof dipoles. Thesealignmentsarerelatedto thedipoleactivation
energy(EA)andrelaxationfrequency(t_). Activation energyis theenergyrequiredto
orientamolecule.TheEAis stronglydependenton themolecularenvironment
surroundingthedipole. Naturalfrequencyis afunctionof molecularshapeand
size.[13] For guest/hostpolymersystems,thechromophoresareall of similarshape
andsize,sothenaturalfrequencyshouldbeaconstant.However,thelocal molecular
environmentcanvarygreatly,dependingonwherethechromophoremoleculeis
locatedwith relationshipto hostmoleculesegments,thecompactnessof thehost
molecules,andthechromophoreloadingdensity.Thus,for guest/hostpolymer
systems,distributionsareexpectedin termsof thechromophoreactivationenergy.
Figure3.3 illustratesthetypicalphotobleachedwaveguidegeometry.This
geometryconsistsof 2 separatenonpolarpolymerfilms sandwichinga polarguest/host
polymer. Photobleachingformsanarrowregionin thecorefilm providing lateraloptical
confinement.Thephotobleachingdestroysthechromophoremoleculesin theexposed
regionleavingonly thewaveguidecorecontainingchromophore.Thus,photobleached
waveguidescanbemodeledbynotingthatonly thecoreregionwill havedipole
orientations.Thebleachedcoreregioncanthenbetreatedasanonpolarmaterial.
Assumingdiffusion is nota strongfactorin TSD [13] thebleachedregionswill not
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contributesignificantlyto thedischargecurrent. Theseregionshaveasimilar molecular
structureto thecore,missingonly theguestmolecule.Whenpoled,thedipolesin the
bleachedregionarealignedparallelto theelectricfield asshownin Figure3.3. Both
negativeandpositivechargesexist alongthebleachingboundaryandthesurfaceretainsa
neutralcharge.Thus,thebleachingboundarydoesnot form aMaxwell Wagner
boundary.
Betweenthe3 film layers,MaxwellWagnerboundariesdoexist. For optical
waveguidesthepoling regionandthereforetheelectrodesaretypically confinedto the
waveguideregion. Thus,nosignificantpoling field existsoutsidethewaveguidecore
andarectangulargeometrycanbeassumedfor themodelasshownin Figure3.3. Based
on this assumption,noconductionchargeisexpectedto becreatedin thebleached
(nonpolar)coreregion. Thus,a 3 layermodelcanbeemployedwith Maxwell Wagner
chargeboundariesbetweentheuppercladdingandcoreandbetweenthecoreandlower
cladding.
Rib waveguides,asillustratedin Figure2.2,haveamorechallengingstructurebut
thesameassumptionsapply. Duringpoling,only thewaveguidecoreregionis poled.
Thus,thereis aboundarybetweenpoledandunpoledcoreregions. Again,however,this
boundarydoesnotproduceachargesurface,butmerelyrepresentsa transitionfrom
verticallyorienteddipolesto randomlyorienteddipoles. Becausethepolingfield is
confinedto thewaveguidecoreregion,andno conductionchargeis generatedoutsidethe
poling field. Thusrib waveguides,aswell astrenchwaveguideswhichcanbeviewedas
invertedribs,canbe representedby a3 layermodelwith Maxwell Wagnercharge
boundariesbetweentheuppercladdingandcoreandbetweenthecoreandlower
cladding.
56
The initial modelwill bedevelopedfollowing theoriginalapproachemployedby
J.Turnhoutfor a2 layernonpolarplanarstructureandapolar layerseparatedby anair
gapfrom theupperelectrode.[13] Themostgeneralwaveguidecaseis theasymmetric
waveguide:apolar layersandwichedby2 differentnonpolarlayers.Equationsfor the
chargedensityandpolarizationcanbederivedbeginningwith thecurrentdensityfor a3
layerstack.ThesinglerelaxationDebyeEquationcanthenbeemployedto form asetof
coupleddifferentialequations.
Figure2.10illustratestheelectricalmodelfor a3 layerstack. No spacechargeis
assumedto bestoredprior to poling. Thecurrentdensitythrougheachlayermustbe
equalfollowing Kirchoff's Laws. Thepoling field directsall currentflows anddipole
alignmentsin thesamedirection. So,thecurrentdensityrelationshipcanbewritten
employingGaussLaw (OL/A/ = eoeLEL) as:
dE c (t)
J(t) = Cog c _ + Yc (T)Ec (t) = Coeg --dt
dE s (t)
= eoes --- + ?'s(T)Es (t)
dt
dEg (t) dP s (t)
+ yg (T)Eg (t) qdt dt (3.55)
where,
e0 is the permittivity of free space,
ec, eg, es are the dielectric constants for the upper cladding, waveguide core
(guiding region), and lower cladding respectively,
Yc, _'g, _'s are the material conductivity of the upper cladding, waveguide core
(guiding region), and lower cladding respectively,
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Ec(t),Eg(t),E_(t)aretheelectricfields in theuppercladding,waveguidecore
(guidingregion),andlowercladdingrespectively,
Ps(t)is thepersistentpolarizationof thedipoles.
Similarly, thevoltagerelationshipis:
Vp = E c (t)h c + Eg (t)hg + E s (t)h s = V c (t) + Vg (t) + V s (t), (3.56)
where,
V(t) - E(t)h
Vp is the poling voltage
and he, hg, hs are the thicknesses of the upper cladding, waveguide core (guiding
region), and lower cladding respectively.
Now, from Ohm's Law, V(t) = i(t)/y(T) and assuming that the upper and lower
claddings differ only in their resistivity so that the currents in these layers are equal:
V s (t) = Vc (t) Yc (T) (3.57)
Ys (T)
and
/ '1Vp = Vg (t) + Vc (t) _c (T) = Vg (t) + V c (t)Fcs (T),
l + r-ZTr5)
(3.58)
where, Fcs(T) =
1 + Yc(T)
(3.59)
The surface charge along the Maxwell Wagner boundaries between the upper
cladding and core and between the core and lower cladding can be written using Gauss
Law as:
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c.Ycs(t) = eoC s Es (t) + Ps (t) - eoc,: E c (t)
and
(3.60)
6g s (t) = eoesE _(t) - EoEgEg (t) - Ps(t) (3.61)
Vp as"
Using Equations (3.60) and (3.58), Vg(t) can be written in terms of (Ycg(t), Ps(t) and
E'0E"c
O'cg(t) - Ps (t) + -- Vp
hc
hg hceg "
(3.62)
Using the first 2 equalities from Equation (3.55) and substituting E(t) = V(t)/h:
J (t) = e°ec dVc (t) + Yc (r) Vc (t) = e°e g dVg (t) _-r g (T) Vg (t) +dPs (t)hc hc ., --7 .(3.63)
Using Equation (3.58) to rewrite Vc(t) in terms of Vp and Vg(t) and substituting
into Equation (3.63):
dVg(t)
dt
h c Jig (T) Yc (T)
hg eoecFcs (T) eoecFcs (T)
I+
eg h c
1+
echgFcs(T)
Yc(T)
e c hg Fcs (T)
ve
Vg (t) + eoecFcs(T) t)
1 + eg hc
echgFcs(T) )
.(3.64)
Equation (3.62) may also be substituted into the 2 nd equality given in Equation
(3.63) to write the charging current density as:
59
r yg (T) r e°e_ 1
Crcg (t) - Ps(t) + _-c Fcs(r)Vp !
J(t) = [ g " -----------------'_ " +
I e°eg+e°eCF_s(T))hghc
60eg dCrcg(t) + eOec Fcs(T) dPs(t)
hg dt hc dt
hg hc )
(3.65)
Now let,
flw(T) = h /F_(T)+[eoe< EoEg
t,h< h=jj
(3.66)
Substituting Equation (3.66) into Equation (3.64) and then using Equation (3.62)
then gives a differential equation for _cg(t) as:
dcrcg (t)
dt _-Fgc (T)flw (T)crcg (t)
= Fgc(r)flw(r)Ps(t)+ flw(r)Fcs(r)(COeg + eOCc (Fcs(r) _
hg h c
Fg c (T) ))Vp ,(3.67)
where,
hcYg(T)]Fg c (T) = 1 -t hg_/c (-_)
(3.68)
Now this gives an equation in 2 unknowns, (_cg(t) and Ps(t). A second equation
can be found for Ps(t) by using Equation (3.62) in the Debye Equation given by Turnhout.
[13] The single relaxation frequency Debye equation is given by:
dP s (t)
F tz(T)P s (t) = e 0 (eslow -- £g )c_(T)Eg (t). (3.69)dt
Substituting Eg(t) = Vg(t)/hg and using Equation (3.62) for Vg(t) yields:
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\ec _ ec
(3.70)
= (£slow -- eg )a(T) eoV P + hc _cg (t) I
ec
where esiow is the low frequency dielectric response of the core material and o_(T)
is the dipole relaxation frequency.
Equations (3.67) and (3.70) form a coupled set of differential equations which can
be solved to give the boundary charge density, acg(t), and the polarization, Ps(t). These
equations apply to both the poling phase and the cool down phase while the voltage is
still applied to the waveguide stack.
The ultimate value of these equations can be derived assuming that the
polarization and boundary charge densities cannot grow infinitely, but reach some
maximum value during charging. This corresponds to saturation of charge sites able to be
occupied by the boundary charge and orientation of all dipoles in the core layer. For
these conditions, the charge densities are constant and the time derivative terms in
Equations (3.67) and (3.70) are zero. Thus, there are now 2 equations with 2 unknowns
(ffcg((:X3) and Ps(_)) which can be solved to yield:
o'cg (_,) =
]• hgr_ (_) + h_Est°w] _ eO(e_l°w - eg )" h_g .... Vp"hcEs +hgrcs(oo ) e_ ) +hgrcs(oo)
Ec Ec
1
Ps (oo) = EO (Sslow - Eg ) hc eg
--+hgFcs(°°)
£c
(6g hc _ "]]
177E-.+rcs( )-rsc( )//
rcs(oo) \ c g )1,, •
hce---_ --- __ [,p
Vgc(_) _ 4-hg Fcs (_') t
I
(3.71)
(3.72)
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c() h.
These Equations show that both charge densities are linearly proportional to the
poling voltage and also depend on the material properties (dielectric constants and
conductivities) and waveguide geometry (thickness). Thus, dipole orientation efficiency
is linearly proportional to the poling field.
the maximum values is a constant as well.
Equation (3.73) shows the difference between
Note, that the polarization charge density can
be seen as driven by the boundary charge density as will be clear from the experimental
section below. Also, if the material conductivities for each layer vary similarly with
temperature, then Fcs and Fgc will be constants across all temperatures.
Now, for a distribution in Activation Energy, EA, the dipole relaxation frequency
takes the form of an Arrhenius Equation with constant natural frequency (relaxation time
for infinite frequency), c_, as:
offT) = Otrg(E A )e -EA/kBr, (3.74)
where,
kB is boltzmann's constant, and
g(EA) is the activation energy distribution shape function defined as
oo
_g(EA )dE A = 1.
0
Equation (3.70) involves a single relaxation frequency. By solving this equation
for each possible activation energy and then summing all of the solutions, a final equation
is obtained for the distribution. The summation can be treated as an integral in general,
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sinccmanyactivationenergiesareassumedfor thechromophoremoleculesdependenton
their local molecularenvironment.SinceEquation(3.70)is atime dependentdifferential
equationandEquation(3.74)is timeindependent,Equation(3.74)maybesubstituted
into Equation(3.70)andintegratedyielding:
[_(hcEg dPs(t)d----'_+Ctr g(EA)e-EA/ksTdEA hgI'cs(T)+ hcesl°WlPs(t)
_c +hgrcs(T) ec ) . (3.75)
I? )l= (eslow eg)_r g(EA)e -ea/k_rdEA eOVp +hc_cg(t)ec )
Equations (3.67) and (3.75) may then be solved numerically to find solutions for
_cg(t) and Ps(t) for a distribution in Activation Energies.
During Thermally Stimulated Discharge (TSD), the waveguide electrodes are
grounded so that Vp = 0. Solving Equations (3.65), (3.67), and (3.70) for this condition
provides the charge densities, and released current densities during the TSD phase.
Following the same approach as for the charging phase yields the following equations for
Ps(t), CYgc(t), and Jr(t).
i yg (T) + Yc (T) F_ (T) ]
hg h c
flrs° (T) = eoe _ eoec
_--rcs(r)
hg h c
dCrcg(t) _ _rso(T)(Ps(t)-Crcg(t))
dt
eo _eo)+eOeg +eOeC Fcs(T)lPs(t) 1
(-_g(CSl°w A__ h g hc ) l
£°£g + £°£c ['cs (T) ]
hg hc )
I f_. (£slow - £g )O'cg (t)
dP s (t) _ ct(T)|. "g ....
] £0£g + £0£c Fcs (T)
hg hc
(3.76)
(3.77)
(3.78)
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1
Frso (T) = (3.79)
C0 ,_'g Co£
+ _ c Fcs (T)
hg h_
Jr(t) =
COeghgFTsD(T) dCrcg(t)÷(1-c°Cgdt_ hg FTSD(T)IdPs(t)dt +Yg FTSD(T)(trcg(t)-Ps(t))'hg (3.80)
For an asymmetric waveguide, Equations (3.56) to (3.59), and (3.61) can be used
to find the solution for C_gs(t) based on the solution to Equation (3.67) for Crcg(t). For a
symmetric waveguide, the upper and lower claddings are the same. Thus, 7c = 7s, ec = es.
Combining these equalities with ic(t) = is(t) by Ohm's Law yields Vc(t) = Vs(t).
Assuming, equal upper and lower cladding thickness, hc = hs, then gives E_(t) = Es(t).
Using these equalities with Equations (3.60) and (3.61) then yields:
_cg(t) =- ¢Tgs(t). (3.81)
Thus, as expected for a symmetric waveguide the model shows the two charge
layers have equal and opposite charge.
In most optical waveguide applications, the electrodes extend well outside the
waveguide channel as illustrated in Figure 3.3. For a photo bleached waveguide, no
chromophore exists outside the waveguide channel. Therefore the poling field outside
the channel induces a conduction current, but does not affect the dipole orientation TSD
current peak. No charge boundaries are formed either between the bleached and
unbleached regions as discussed previously. In addition, no Maxwell Wagner charge
boundary is assumed to form at the edge of the poling field in the bleached region. Since
the bleached region is nonpolar, no charge sources are assumed to produce a charge
surface.
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For arib waveguide,theextendedelectrodeconfigurationis moredifficult. A
Maxwell Wagnerchargeboundarydoesexistalongthesideof thewaveguidechannel
betweenthecoreandcladdinglayersasillustratedin Figure3.4. Theverticalportionof
this boundarycaneffectdipoleorientation,particularlyif thewaveguidechannelis
trapezoidalin shape. Thechargealongthis boundaryproducesalocal field which
countersfull alignmentof thedipole alongtheelectricfield. Instead,thedipolesare
influencedto alignperpendicularto theboundarychargecreatingamisalignmentwith
respecto thepoling field. Sincethechromophorenow hasanalignmentvector
componentin thehorizontaldirection,theopticalwavepropagatingthroughthe
waveguideseesapoling inducedindexchangealongthetrapezoidalboundarywhich acts
to constrictthewaveguidechannel.Thus,V,_will bereducedby this misalignmentand
optical lossescanbeincreasedduringpoling. Theplanarportionof thewaveguidecore
materialcreatesanextendedMaxwellWagnerchargeboundaryandalsocontributes
additionaldipole alignmentcurrentduringTSD currentmeasurements.This dipole
currentwill bereducedby thereducedthicknessof theplanarcorelayerbut mustbe
includedin theequationsasanadditionaldipolecurrentsource.Thustheplanarareain
thepoling field contributesto both theconductionandthedipolecurrents.Conversely,
thetrapezoidalportionof thechargeboundary,createssomedipolemisalignmentin the
waveguidechannel.Althoughthedipolerelaxationalongthetrapezoidalboundaries till
releasescharge,themolecularenvironmentis modified leadingafurtherdistributionin
activationenergy,EA.
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Figure 3.4: Rib Waveguide Extended Electrode Geometry
3.5 Macroscopic Field Effects on Molecular Polarization
In Equations (3.70) and (3.75) we have the term (eslow - eg). This term also
appears in the Onsager Equation (for a spherical dipole) [40]:
]l 2 = 9kBT CO(g'sl°w - £g )(2esl°w + £g ) (3.82)
4m'V ,F.slow(eg + 2) 2 '
where N = #dipoles/cm 3.
Writing the Onsager Equation in terms of (es_ow- eg) yields,
4re N_ 2 eslow(eg +2) 2
e 0 (eslow - eg ) - 3 3kBT (2eslow + eg ) (3.83)
Now, Bottcher [40], defines the dipole polarization (due to rotations, but not
translations) as:
N_2 E D (3.84)
P_, - 3kBT
where ED is the directing field.
Examining Equations (3.70) or (3.75) shows that the directing field is represented
as:
/Eo= + .
Co £c
(3.85)
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This shows that both the poling field and the boundary charge play a role in dipole
orientation.
So, multiplying Equation (3.83) by ED and substituting with Equation (3.84)
yields:
£0 (Cslow - £g )ED -
4re F_slow(C.g + 2) 2
3 (2eslow + eg ) P,u
(3.86)
so that the difference in the slow and fast dielectric response in the presence of the
directing field represents the dipole polarization, Pw Corrections to the Onsager Equation
such as for elliptical dipoles, can be readily incorporated into Equation (3.86) showing
that TSD currents clearly indicate the polarization of the chromophore dipoles.
Substituting Equation (3.86) into Equation (3.70) yields Equation (3.87) showing
a relationship between Ps and Pw Ps is the macropolarization, while P_t is the molecular
polarization. Thus, a relationship is achieved showing the relationship between the
polarization charge density and the molecular polarization.
i i+ hg Fcs (T) + or(T) hg r'cs (T) + hc Esl°w Ps (t)
_. Ec £c
(3_C.slow(Cg +2)2 ) (3.87)= a(T)hc " (2eslow + eg )" P_u
3.6 Electrostriction
Electric fields produce an electric force on the polymer layers which can lead to
translation of the chromophore and/or host molecules. As the molecules translate, the
density of the molecules increase. A relationship for the increase in density can be
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definedfollowing Brottcher[40]. Startingwith Boltzmann'sDistribution Law, the
#moles/cm3of a moleculargasin anelectricfield,Eo, canbewrittenas:
w
n = noe kBr (3.88)
where W is the average work to bring a molecule into the field and no is the
#moles/cm 3 for zero electric field strength.
Now,
W _= W o + Wch r . (3.89)
Where WD is the work to move the molecule into a constant field and Wcr_ is the
work to move a randomly oriented molecule into the field.
The total work to move a molecule into a uniform field, WD, can be written as:
W =--1 _E. Ddv (3.90)
8_
OO
The difference in work to move a molecule in the presence of field, ED, in a
region of free spae (W0) and in a dielectric (Wo) is:
AW = WD - W0 (3.91)
Now, the charge distribution, 9, for these 2 cases is assumed to be the same so
that,
div D = div E0 = 4rip
or
div(D - E0) = 0 .
Applying integral identities then leads to:
AW- 1 fff_ 1jjj_ D- E). Eodv = --- fff_'jjjr. Eodv8_ 2
oo P
(3.92)
(3.93)
(3.94)
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where 4riP - (D - E) is the polarization field and the charge distribution is
assumed to be zero outside of volume v so that the region of integration can be taken over
v only.
Now, the dipole momentum is defined as:
m = oeE0 = _Pdv
V
where t_ is the first order hyperpolarizibility.
So,
1 2AW = - cr.E,.
v (3.96)
a differential change in orientation results in a differential change in work so:
dWch r = -llE Dd (cos O) . (3.97)
This can be rewritten using Equation (3.17) as:
,t/2
dWchr - EDdED . (3.98)
3kBT
Integrating both side of Equation (3.98) yields
[.12
Wch r - E 2 , (3.99)
6kBT
and, combining Equation (3.96) (which is the work to move a dipole in a uniform
field) and (3.99) (the work to move a randomly oriented chromophore in a field):
orientation of the molecule to the field normal. This is defined by Equation (3.12). Now
work to move a randomly oriented dipole into a field, Wchr, is dependent on the
(3.95)
This defines the work to move a dipole in a uniform field. Now, the amount of
as:
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w-_- .. (3.100)
Substituting Equation (3.100) into (3.88) yields:
l(a'+ //2 / E 2
t, 3ksr)kBr
n = noe (3.101)
Now, the change in density of the chromophore can be written as the change in n
Ad = M(n - no),
where M is the Molecular Weight of the chromophore.
Substituting Equation (3.101) in Equation (3.102) yields,
Adchr_E2Mno(o_+ 112 ]=E2Avdo(o_+ 112 )2kBT _, 3kBT) 2RT 3kBT)
where Av is Avogadro's Number and R is the gas constant.
Thus, in an electric field the chromophore is translated proportional to the field
strength increasing the density of the chromophore. As this density increases, three
effects occur: increase in dielectric constant, compacting of guiding layer volume, and
increased interference of chromophore alignment. As the density increases, the dielectric
constant will also increase. However, the volume of the guiding region decreases as the
chromophore is compacted. In addition, as the density increases, the chromophore
eventually begin to interfere with each other's alignment and commensurate increase in
Vn will occur.
The interference of the chromophore is related to their configurations in the
unpoled state. Two primary configurations have been postulated to be predominant: H-
(3.102)
(3.103)
typeandJ-type.[51] These configurations are illustrated in Figure 3.5. Both type of
configurations are a result of acceptor-donor attraction between two adjacent
chromophore molecules. H-type configurations occur when the acceptor-donor of two
chromophores are 180 out of alignment. This type of configuration would tend to not
align if the poling field is limited to rotational orientations only. However, for
electrostriction, the 2 chromophores will translate in opposite directions and can be
separated during poling. J-type configurations occur when the acceptor-donors of two
chromophore are aligned end-to-end. Poling will lead to rotation of one or both
molecules and each molecule will translate in the same direction.
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H-Type J-Type
Figure 3.5 Chromophore Molecular Alignment Configurations
The increase in dielectric constant can be written as:
T M 3ksr)
and,
(3.104)
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Ad = OC- ) r 2TM ( 3knr)'
where C is the compressibility of the chromophore molecules.
The volume of the waveguide is the product of the thickness, hg, width, w, and
modulator length, L. Assuming the electric field is normal to the waveguide thickness,
then the compressibility is simply a change in the thickness. This relationship can be
written as:
Ad-
or,
A v
MwL hcomp
1
hg
AvAhg
MwLh g hcomp
(3.105)
(3.106)
MwLhg hcomp (3.107)
Ahg = AvAd
Electrostriction is a direct result of the poling process. For polymers with high
chromophore densities, the density increase induced by poling can cause chromophore
misalignment on the molecular level, resulting in lower Vn performance. Electrostriction
is generated not only by the poling field but also by the induced boundary charge density.
This charge density is a direct result of the Maxwell-Wagner boundary of any stack with
dissimilar material layers. The boundary charge density also plays a role in the aligning
of the chromophore dipoles which is reflected by the coupling between the polarization
charge density and the boundary charge density. The charge densities are limited by the
poling voltage applied, the material dielectric constants, and material conductivities. The
charge densities are both time and temperature dependent. Thus, the poling process is a
function of poling voltage, temperature, and time. The significance of these parameters
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and verification of these theoretical properties can be determined through experiments.
The design of experiments and experimental equipment is defined in Chapter 4. This is
followed by the results of experiments in Chapter 5 to explore the poling process and
electrical transfer function properties that have been developed in Chapters 2 and 3.
CHAPTER 4
Experiment Design and Equipment
Experiments were defined to explore the range of poling time, temperature, and
voltage effects. Because materials for these experiments are expensive and not available
in large quantities, experiments were defined to minimize the number of wafers required
to study the full parameter range. To understand the various factors that influence
experimental measurements, a Design of Experiment (DOE) approach was used to
analyze the fabrication, material, and treatment effects and ensure they are properly
accounted in the experiments. The DOE analysis and approach is described in Section
4.1. The equipment used to conduct these poling experiments and the experimental
measurements is described in Section 4.2.
4.1 Design of Experiment
A DOE approach provides for identification of statistically relevant measurements
in the presence of fabrication and material variations. The DOE process involves
identifying the variations to be statistically eliminated and the treatments to be
statistically measured. A blocking scheme is defined to accommodate the statistical
measurements. Finally, blocking methods available and the experiment design are
described.
4.1.1 Device Fabrication
Modulators are fabricated on 4" wafers with 3 modulators and 9 straight channel
waveguides on a die and 3 dies on a wafer. Each wafer has a specific material batch for
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thecorematerial. Thebatchescanhavechemicalvariations,but thesearegenerally
known. A separatebatchis generallymixedfor eachwafer,although2 waferscan
sometimesbeproducedfrom onebatchmixture. The%wt of chromophoreis determined
prior to mixing for guest/hostmaterials.Themixture thendistributesthechromophore
within thehostmaterial. ThecladdinglayersareNorlandOpticalAdhesive(NOA) 71.
NOA is acommercialproductandseveralwaferscanbeproducedfrom thesamebottle
of material. Someuniformity variationshavebeennotedbetweenbottlesin termsof pin
holedefects. Themodulatorsarefabricatedby spincoatingthelayers.Adhesion
promoteris usedbetweenthesubstrateandlowercladdingandbetweenthelower
claddingandthecore. No adhesionpromoteris usedbetweenthecoreandupper
claddingdueto solventcompatibility. Thewaveguidestructuresarefabricatedeitherby
photobleachingor ReactiveIon Etching(RIE). Rib waveguidesareproducedby theRIE
processandthereareseveraladditionalstepsto this fabricationmethod.Thesesteps
involve theuseof NOA71asahardmaskfor theetchingprocess.
4.1.2 DeviceandWaferVariations
From apoling standpoint,onlyvariationsin dielectricconstant(e),resistivity (p),
layerthickness(h), adhesion(A), andchromophoredensity(McD)effect thepoling
responseasindicatedby themeasuredV_. Thesevariationscanbecombinedinto 3
typesof effects: Chemistryvariations(C), mixtureuniformity (M), andfabrication
variance(F). Chemistryvariationsconsistof dielectricconstant(e),resistivity(9), and
adhesion(A) variations. Chemistryvariationsaffectthebondinginterfacesof the
materials. Fabricationprocesscanalsoaffectadhesion,but assumingthesameprocess
stepsareusedfor eachwafer,adhesioneffectscanbeattributedto chemistryvariations.
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Mixture uniformity is primarily thechromophoredensity.Fabricationvariancesaffect
thethicknessof thelayer. It is assumedthat treatmentsof rib waveguidemodulatorsare
statisticallycomparedseparatelyfrom photobleachedwaveguides.Thus,thefabrication
processvariancesdonot playarole in theexperimentalanalysis. In thespecialcase
wheretheresultsof rib andphotobleachedwaveguidesaremade,thenanadditional
fabricationprocessvariation(Fp)will haveto bestatisticallyincludedin themodel.
Othereffectssuchaspin holesin the layersaffectoptical lossproperties,but not the
poling properties.Thesepin holescanleadto shortingduringpoling,but this is a
catastrophiceffectwhich is detectableduringthepolingrun. Assuminganadditive
modelfor thesevariationeffectsthemainvariationscanbewrittenas:
C =Ae+A0 + A, (4.1)
M = MCD, (4.2)
F = Ah+ Fp. (4.3)
and,in general,
[3= C + M + F. (4.4)
Now, therearethreecasesin whichto considerthesevariations: betweendevices
on asingledie,betweendieon asinglewafer,andbetweendie onseparatewafers. For
die from thesamewafer,variationsinchemistry(C) areassumedto bedistributedevenly
throughout thewaferandthuscanbeignored.Variationsin mixture (M) arepresentand
canaffectthepoling resultsbetweendevices. Variationsin fabrication(F) canalsobe
ignored. Thelayerthickness(h) canbeaccuratelymeasuredin the lab andassumingthe
spinningprocessyieldsreasonablyuniformfilm thicknessthentheaffectsof Ahcanbe
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ignored. Thc fabrication process is considered to be uniform across the wafer as well
and so F can be ignored. Thus, between die from the same wafer,
13d= M (4.5)
Between wafers both chemistry (C)and mixture (M) variations can exist.
Variations in thickness can be ignored as discussed above and the effects of Fp can be
ignored when comparisons are made only between similarly processed wafers. So, F can
be excluded as a variation between wafers. Thus,
[_w= C + M (4.6)
Devices on the same die see the same treatments and have the same variations as
for the die level. Thus, device level variations are not a measure of treatment, but of the
mixture variations, M, across the die as defined by Equation (4.5). This measure,
however, provides for the mixture variations across the die only. Therefore, statistically,
die level comparisons provide the proper evaluation of treatment affects. The
measurements of devices on a single die are averaged. This average is then compared
between die to determine the statistical effects of the treatment applied to the die.
4.1.3 Treatments
Treatments can be applied singly to an individual device or in combinations to a
single device. Treatments to be studied are poling time (tp), poling temperature (Tp),
poling voltage (Vp), heating temperature ramp (rh), and cooling temperature ramp (rc).
For single treatments applied to devices from different wafers and assuming an additive
model individual measurements can be written as:
Yti = G + 13wi+ "17t +eti (4.7)
where G is the grand average of all measurements,
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4.1.4 Blocking
The experiments may be blocked by wafer. Thus, the block size = 3. Again, the
blocks are based on the number of die per wafer as discussed previously. If a single
mixture is used to fabricate 2 wafers, then this may be extended to 6. If the number of
treatment variations (e.g. number of different poling voltages) is 3, then a 3x3 Latin
square design may be used. If other than 3 wafers (i.e. 2 or > 3) are used or more than 3
treatment variations are studied, then a balanced incomplete block design is used. Since
the treatments may also be blocked by die, the incomplete block design reduces to a
Youden Square design.
"cis the treatment effect, and
e is the residual error.
For combinations of treatments, the interaction effects cannot be measured
separately. So, the model becomes
yti = G + [3wi+ Tt +eti (4.8)
where T is the combined treatment effect.
Essentially, the combined treatment is considered as a new single treatment. The
interaction effect can be estimated by comparing Tt with the sum of the individual "_t's
and attributing the differences as the interaction term, It. Thus,
Tt = _qTt + It. (4.9)
Note, that the quantitative value of It can be determined from experimental data
and may be + or -. However, the actual functional form of It may not be determinable in
this manner and is expected to be a complex function of the included treatment effects.
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Thetreatmentsarerandomlyappliedto thedevicesoneachwaferfor anyof these
designsto reducetheimpactof thewafervariations. A baselinetreatmentis always
appliedto onedie(randomlyselected)oneachwafer. Thus,eachwaferhasanidentically
treateddie. This allowsfor a directmeasureof variationsbetweenwafersenhancingthe
statisticaldetectionof wafervariationseffects(iBw).
4.1.5 LatinSquareDesign
Foranexperimentwith 3treatmentsover3 wafers,aLatin Squaredesignmaybe
employedasillustratedin Table4.1. Thetreatmentsarerandomlyappliedto thedieson
eachwafer. The assignmentsin Table1weredeterminedby usingMatlab to generatea
randomorderof 1,2, 3 andinsertingthesein Table4.1. Table4.2 showstheanalysisof
variancetablefor the3x3Latin Square.[52]
Table4.1: 3x3LatinSquareDesign
Die 1 Die 2 Die 3
Wafer 1 Treatment2 Treatment3 Treatment1
Wafer2
Wafer3
Treatment1 Treatment2 Treatment3
Treatment2 Treatment1 Treatment3
Table4.2:3x3 LatinSquaresAnalysisofVarianceTable
Sourceof
Variation
Grand
Average(G)
Wafers(13w)
Sumof
Squares
SG
Degrees of
Freedom
Mean
Square
SG 2
Expected
Value Mean
Square
Ratio of
Mean
Squares
VG
Sw Vw Sw 2 E---_ 2 Sw2/SR 2
Die (l_d) Sd Va Sd 2 E--a"2 Sd2/SR 2
Treatments 2 -- 2
St Vt st E t st2/SR 2
(Zt)
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Following [52] there are several quantities calculated in Table 4.2 to analyze the
variances within the data to determine statistical significance for the differences in the
treatment values. The Sum of Squares (S) is the sum of the square of averages or average
deviations for each row category in the table. The grand average, G, is simply the average
value of all observations, Yti. Thus,
G=y= . _ (4.10)
Thus, the sum of squares of G can be written as:
-2
S G =ijy (4.11)
All other effects and treatments can then be determined from their variance from
the grand average, G. So,
flwi = Yi - Y, (4.12)
fld j = Y j - Y, (4.13)
7Yt= Yt - Y, and (4.14)
R = elij = Ytij - Yt - Yi - Yj + Y" (4.15)
R is the residual error that occurs within treatments due mixture variations,
rounding, and estimation errors not accounted in the other terms. The sum of squares for
each of these terms is then,
Sw = i_'_ _'_flwtj 2 (4.16)
t j
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Sd = JZZi_dti 2
t i
(4.17)
S t =tZZTytij 2 (4.18)
i j
SR = ZZZ Rto 2 (4.19)
tij
Thus the total sum of squares, S, may be written as:
S = S G +S w +S d +S t +S R. (4.20)
The degrees of freedom, v, for each measure are used to determine the variance as
they define the number of ways in which a particular quantity may vary. In general, v is
and
(4.21)
(4.22)
(4.23)
(4.24)
defined as:
v = (n-l).
Therefore,
Vw = (i- 1),
va=(j - 1),
vt = (t - 1).
The residual degrees of freedom, vR, for a k x k Latin Square design are:
vR = (k-1)(k-2). (4.25)
For the Grand Average, only 1 value is free to vary, as the average is determined
from all of the data measurements. Hence,
vo = 1. (4.26)
So,
V -- V G + V w + V d + V t + V R. (4.27)
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The mean square, is simply the sum of squares divided by the total degrees of
freedom. So,
s_ z = SdvG, (4.28)
Swz = Sw/Vw, (4.29)
Sd 2 _- Sd/Vd, (4.30)
st2 = St/vt, and, (4.31)
SR2 = SR/VR. (4.32)
The expected value of the mean square is the variance. As such there is not
variance for the Grand Average as all values are identical. For the residuals, the variance
can be used directly. For the consideration of variance for the wafer, die, and treatment
effects the overall variance is inflated by the averaging of the values over the partial data
set. Thus the variance is corrected by the average of the square of these effects. So,
£ WnE w = + i
n=l(i - 1)
j 2
--2 = 0-2 . x, fld n
t ,/-2
_tt 2 =0 -2 +t_--" _n and
n=l(t - 1)'
--2
ER =(_2,
(4.33)
(4.34)
(4.35)
(4.36)
Finally, the ratio of mean squares shown in Table 4.2 is the comparison of the
wafer, die, and treatment mean squares with the residual mean square. This comparison
indicates any non-additive relationships. Should the data show these types of
relationships, additional data conditioning can be applied to adjust the additive model
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with correction factors. These correction factors then serve of as an indication of the
functional relationship between these variables.
4.1.6 Youden Square Design
The Youden Square is a form of the Balanced Incomplete Block Design.
Equations for the Youden Square can be found following [52]. For a Balanced
Incomplete Block Design, the number of treatments is greater than the block size. Since
the block size is always k = 3, treatments, t, greater than 3 ( t > 3) require the following
number of blocks, b, replicates of treatments, r, and yields the total number observations,
N, as:
b = t(t - 1)(t - 2)/6
r = (t - 1)(t - 2)/2
N = bk = rt = t(t - 1)(t - 2)/2
X = r(k - 1)/(t - 1)
(4.37)
(4.38)
(4.39)
(4.40)
The quantity, _, [53] defines the number of times a pair of treatments appears
together in the same block. These relationships will always yield Balanced Incomplete
Block Designs, but sometimes reduced numbers of blocks and replicates can be used. N
represents the total number of die required for a statistical analysis. The treatments are
randomly distributed across the 3 die on each wafer, r is the number of times each
treatment is replicated. [52] lists the reduced combinations and gives the combinations
of blocks to meet the replicate requirements (which can be complicated). The
combinations for k = 3 are listed in Table 4.3 [52].
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Table 4.3:
5 10 6 30
6 10 5 30
7 7 3 21
Balanced Incomplete Block Designs for k = 3
Combinations
Combinatoric: all t!/(k!k!) combinations
Combinatoric: all t !/(k!k!) combinations
(1,2,5);(1,2,6);(1,3,4);(1,3,6);(1,4,5)
(2,3,4);(2,3,5);(2,4,6);(3,5,6);(4,5,6)
(1,2,5);(3,4,5);(1,3,6);(2,4,6);((1,4,7);(2,3,7);(5,6,7)
The formulae for the 3x3 Latin Square must be adjusted for the Youden Square
Design as defined by [52]. The first adjustment is to find the sum of treatment effects for
each treatment, Tu, for each wafer, Tm, and each die position, Tn, as:
?.
Tu =_r i, whereu=l ..... t (4.41)
i=1
k
Tm = _-'_mi ,
i=1
where m = 1 ..... b (wafer) (4.42)
b
Tn = Erni' where n = 1..... k (die) (4.43)
i=1
Now, since all treatments are not contained in all blocks, a total is required of all
blocks containing treatment, u. So,
Bu = _-'_v s , (4.44)
where s is the total number of values in all blocks containing treatment u. This
may then be used to adjust the treatment totals as:
Qu = kTn - Bu (4.45)
This value is then used to adjust the treatment effects for the incomplete
distribution across the blocks as:
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'ru = Q___&u (4.46)
tA'
where,
t
_--_"_u =0, (4.47)
u=l
The sample average can then be adjusted by this factor:
Yu(adjusted) = Y + f'u. (4.48)
This then leads to an adjusted variance for the treatment average:
V(Yu(adjusted ) ) = s 2 - k°'2 (4.49)
adjusted tA
Sadjusted2 is used to determine the proper t or F distribution for a given data set.
The grand average is defined the same as for the Latin Square in Equation (4.11).
The corresponding sum of squares for the wafers, dies, and treatments then can be written
as;
( T"'_b 2
k 2
Sd =(nZ=__l k J G, (4.51)
S t - _ , (4.52)
The residual sum of squares can then be written as:
ZZ 2 ]SR = Ymn -S G-S w-S d-S t . (4.53)
m n J
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Thedegreesof freedomfor thegrandaverage,v6, wafers,Vw,die,Vd,and
treatments,vt, arethesameastheLatinSquaredesignandaredefinedby Equations
(4.22) to (4.24),and(4.26). Thedegreesof freedomfor theresidualsareupdatedbythe
adjustedvaluesandcanbewrittenas:
VR = bk - vG - Vw - VO- Vt -" bk - t - b + 1. (4.54)
The mean square are then calculated as defined by Equations (4.28) to (4.32) with
the updated values for v and S as defined in Equations (4.50) to (4.54). Table 4.4 shows
the Youden Squares Analysis of Variance Table [52].
Table 4.4: Youden Square Analysis of Variance Table
Source of
Variation
Grand
Average (G)
Wafers (_3w)
Die (_d)
Treatments
Residuals
(R)
Total
Sum of
Squares
SG
Degrees of
Freedom
VG
Sw Vw
Sd
St
Vd
Vt
Mean
Square
2
SG
2
Sw
Sd 2
St 2
SR VR SR 2
S v
Ratio of
Mean
Squares
Sw2/SR 2
SO2  SR2
St2/ SR 2
4.1.7 Experiment Design
Considering the number of blocks (i.e. wafers) indicated as necessary in Table 4.3,
treatments variations should be either 3, 4, or 7. Three or 4 treatments are desirable to
limit the number of wafers to < 5. This can be accomplished through an exploratory
experimental approach. The domain of interest can be explored to determine where
significant changes are likely to occur in the treatment variables (e.g. maximums,
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minimums,nochanges). Thesemeasurementscanprovideverificationof thetheoretical
developmentsof this dissertation.In thecaseweresmallchangesaremeasured,a3x3
Latin Squarecanbeemployedto statisticallyexaminetheexperimentalresults.
Variationsfor thetreatmentsbeingstudied,tp,Tp, and Vp, can be defined as
shown in Table 4.5. 3 variations of each treatment have been identified. The studies will
be carried out on photobleached waveguide modulators. The separate treatment results
will then be analyzed to verify theoretical predictions.
Table 4.5: Treatment Variations for 3x3 Latin Square Study
Treatment 1
10 minutesPoling Time (tp)
Poling Temperature (To) 145 C
Poling Voltage (Vp) 500 V
Treatment 2 Treatment 3
30 minutes 50 minutes
150 C 155 C
750 V 1000 V
Poling times (tp) were selected as 2, 10, 20, 30, 50, and 60 minutes. Poling
temperature (tp) is limited by the chromophore temperature sensitivity to a maximum of
160 C. As the temperature increases, then the activation energies increase so that
reducing temperatures limits the dipole response. Therefore, the temperature range of
study is 145 - 155 C. The poling voltage (Vp) has a linear relationship with the charge
densities induced and the infinite time response of the system increases with increasing
poling voltage. The maximum poling voltage is limited by dipole availability and
dielectric breakdown. Therefore 1000 V is the maximum voltage which may be studied.
Dwell time has a large effect on poling efficiency. This is primarily captured by poling
time. Thus, there is little to indicate that the heating (rh) or cooling (rc) ramps will
significantly effect poling and these factors are not directly studied.
87
Thesetestswill provideasignificantevaluationof thepoling parametersof
interestin modulatorVnperformance.Thetestswill provideanindicationof howthe
individually controllableparametersaffecttheperformance.Thisprovidesa strong
scientificbasisfor establishingefficientpoling methods.
4.2 PolingandMeasurementEquipment
Variouspoling andmeasurementequipmentwereconfiguredto supportthis
dissertationresearch.Thepoling stationis describedin Section4.2.1. Opticalloss
measurementequipmentis describedin Section4.2.2. Vnmeasurementequipmentis
describedin Section4.2.3.
4.2.1 PolingStation
TheElectrodepoling stationconsistsof aheatingsourceto heatthesampleto the
poling temperature(neartheTg),ahighvoltageDC powersupplyto generatethepoling
field, andcurrentmonitoringcircuitry to ensurebreakdownof thematerialis not
occurring. A FairweatherTPSR5CC-V3XWhotplatewith programmablecontrolleris
usedastheheatingsource.Thecontrolleris remotecontrollablevia aGeneralPurpose
InterfaceBase(GPIB)port. Thehot plateprovidesavacuumchucksurfaceandsupports
watercirculationfor cooling. Thetemperaturerangesupportedis roomtemperature(20-
25 C) to 250C andaK-typethermalcoupleis locatedon thebottomsurfaceof thehot
platefor activetemperaturemonitoring.
High Voltage [Source
V- ]V+ [
Micronata22-
185
Fluke
8060A
r
k_
100 k_
Modulator Stack
I[
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Figure 4.1: Poling Station Electrical Connections
Figure 4.1 illustrates the electrical connections for the poling station. A HP
6516A DC Power Supply provides the DC voltage. The source is capable of + 10 kV, but
is not programmable nor remote controllable. Whisker probes (Signatone 5-725-SRM
probe stations with Signatone SE-TD probe tips) connected via coaxial cable adapters are
used to contact the pads on the modulator chips during poling. The ground is applied to
the bottom surface of the Si chip via a gold contact pad. Gold contact pads are also
supplied on the top surface of the chip with all channels connected together to support
poling. A Fluke 8060A digital multimeter is connected through the circuitry as shown in
Figure 4.1 to monitor current. A Micronata 22-185A multimeter is used to monitor the
poling voltage applied across the modulator stack. Once poling is completed, the
electrodes over the modulators are separated from the shorting lines using wet etch
lithography.
Data is taken manually with the current poling instrumentation. Data points are
taken every 5 - 10 degrees C by recording the current (Ip) and temperature (T). Manual
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control of thehighvoltagesourceandmanualchangingof thetemperatureset-pointsare
alsoperformed.ThermallyStimulatedPolarization(TSP)currentsaremeasuredusing
thecurrentmeterasdiscussedaboveforthepoling station. Currentvaluesareread
every5 - 10C.
4.2.2 OpticalLossMeasurement
Optical lossesaremeasuredbyinsertingthemodulatorinto theconfiguration
illustratedin Figure4.2. Two laserdiodesourcesareusedfor optical lossmeasurements:
1.3lxmand 1.55ktm. The 1.3[amsourceis fixed on theopticalaxis,andthe1.55_tm
sourceis manuallymovedin andout of thebeamline asneeded.Modulatordieare
placedbetweentheinput andoutputfocusingobjectivesandheldfirmly via avacuum
chuckon a3 Degreeof Freedom(DOF)opticalstage.Similarly,planarwaveguidefilms
maybemeasuredby placingthefilm betweentheobjectives,usingmicroscopeslidesasa
supportbaseinsteadof thevacuumchuck. Thevacuumchuckrequiresdie to bewider
than2cm in orderfor theedgesto befocusedcorrectlyby theobjectives.Typical planar
die are< 1.3 cm and so microscope slides are used instead. The measurement techniques
for channel and planar waveguides are different as discussed in the following sections.
4.2.2.1 Channel Waveguide Losses
Channel waveguide optical losses are determined by measuring the reference
optical throughput without the die in place. A modulator is then put in place and the
power output through a waveguide channel is measured. The optical loss is then
calculated as:
L = [101og(Pmeas/Pref) - Lcoupling ]/length dB/cm
where, Pmeas -- measured output power,
(4.55)
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Pref = referenced power,
Length = waveguide channel length,Lcoupling = input coupling losses.
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Differential Amplifier
Newport 818
Photodetector
Head
t
Tektronix 7633
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Figure 4.2: Optical Loss Measurement Configuration
Using this technique, losses from the various system components are already
present in the reference power measurement. Therefore, only the losses due to coupling
and propagation through the die are represented in the power ratio (the other losses are
divided out). The coupling loss was previously determined to be -3 dB for waveguides of
the geometry discussed in Section 5.1 using the cutback method [54] where,
Lcoupling -" I101og(Pl/Pz)[lengthl -- length2]l dB/cm (4.56)
where, P_ = measured output power at length 1,
P2 = measured output power at length 2,
length_, length2 are the lengths of the die for each measurement.
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Thereferencepowerfor the1.3lamsourceis 390+ 3 laW. The reference power
for the 1.55 gm source is measured each time, since this source is move in and out of the
system when needed. The reference power varies from 1.35 mW to 1.55 mW.
4.2.2.2 Planar Waveguide Losses
Initial evaluations of new material stacks are often done with planar waveguide
stacks. Planar waveguide losses are measured in a fashion similar to channel waveguide,
but the data must be interpreted slightly differently. Channel waveguides confine the
propagation light in both the x and y directions. Planar waveguides, however, confine the
propagating light in only the x direction. The light beam then spreads as a gaussian beam
in the y direction. The gaussian beam from the laser diode is incident on the input
focusing objective (f = 6.25 mm) with a beam waist, m0 = 2 mm. Then the beam waist
focused on the planar waveguide face is:
f_
(201 --
7_0) 0
Using q-parameter calculations and a slab transmission matrix,
[10w--
then, the output beam waist can be calculated as:
/n (n2d2 d."
0) 2 = _-_ n2z-----_ Zo /
Now, the output power from the planar waveguide can be calculated as:
T S 1--7r7 •
p =1 j"J'=@axdy
0-s 13
(4.57)
(4.58)
(4.59)
(4.60)
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where,
E0 = _ (4.61)
ri = late--_ ,and (4.62)
x2+y 2
E = E o °_le °_2 (4.63)
0.) 2
Now, for a planar waveguide, all light is contained in the x direction. Therefore,
T = oo, and the integral reduces to:
Poutput "¢t-_E2t°2 Se y2
- °_2dy (4.64)
2rl 0
The integral can be evaluated using the error function (erf) over a finite interval
that is defined as:
b
_e-ay2dy = _'_ ,fora-_ _-erf(b_a) > 0. (4.65)
0
So, the output power is then,
Poutput 7_E2(I)2 / "qf2S / (_22S /
- _ erf =P0erf , (4.66)
where,
P0 - rtE2_2 (4.67)
41"1
P0 can be experimentally found as discussed in Section 4.2.2.1 above. This
experimental value includes fresnel losses from the output focusing objective and camera
lens that can be accounted for using the fresnel equations. The value of S depends on the
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vicwabledistancethatis controlled by the output aperture stop and camera lens
magnification. Experimentally, 10 lxm viewed is magnified to 24 mm on the monitor.
Thus, the viewed area, V, can be measured on the monitor screen and correlated to the
viewing size as:
1 10xl0-6 V. (4.68)
S -- 2 24x10-3
Thus, Equations (4.68), (4.66), and (4.59) can be used to determine the actual
power output by the planar waveguide. This must be correlated then to the optical
propagation loss in dB/cm. Optical losses can be calculated by comparing the measured
output power with the output power calculated using Equation (4.66) as:
Loss = [101og(Pmeas/Poutput) - 3 dB]/d. (4.69)
where, 3 dB is assumed to be the coupling input loss based measurement
previously done with channel waveguides as discussed in Section 4.2.2.1 and d is the
length of the planar waveguide sample.
4.2.3 V,_Measurement
Vn is measured using the optical loss bench illustrated in Figure 4.2. Prior to
measuring the modulation, the electrodes for each modulator arm are separated from the
poling electrodes so that each arm may be driven separately. Once the modulator is
placed on the bench, a modulator waveguide channel is aligned on the optical axis and an
optical loss measurement is made. Following this measurement, whisker tip probes
(Signatone 5-725-SRM probe stations with Signatone SE-TD probe tips) are used to
connect the modulator to a periodic high voltage signal as illustrated in Figure 4.3. A saw
tooth waveform is applied to the modulator varying from 0 V to - 330 V with a period of
about 30 seconds. The saw tooth waveform is generated via a Tektronics FG502 function
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generator.2 Volt OhmMeters(VOM), Micronata22-185Multimeters,provide
monitoringof thevoltageappliedacrossthemodulator.Theoutputsof thehighvoltage
source(througha 1%voltagedivision resistorbridge)andtheopticalpowermeter
(througha differentialamplifier) areconnectedto theoscilloscope.Operatingin dual
tracemode,theoscilloscopesweepsthroughall most2full periodsof themodulation
voltage,allowing theoutputopticalmodulationto bedetected.A Polaroidpictureis
madeof theoscilloscopescreento capturethetracesoveronefull sweep.Thepicture
clearlyshowstheopticalmodulation.UsingthepicturetheV_canbecalculatedas:
V_ - voltage drop (4.70)
# modulation half periods
The modulation depth can also be calculated by determining the maximum and
minimum optical power detected in the modulation waveform. This is typically done
manually by varying the voltage and noting the maximum and minimum power readings
on the optical power meter. A background optical power measurement may also be taken
by blocking the laser beam input to the optical power meter detector and reading the
detected optical power level. The modulation depth can then be calculated as:
M D = 101og('Pmi-n--PbgJ dB.t, Pmax
(4.71)
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Figure 4.3: Modulator Electrical Circuits
A National Instrument PCI-6036E digital/analog card was inserted into this
configuration to record waveforms. A Labview program was updated to provide
recording and display of the modulation waveform. The PC executing the Labview
program and DAQ card, was operated in parallel to the Tektronix oscilloscope. This
system worked well to store the data, but had noise problems associated with ground
loops through that generated noise on the modulation voltage data. This limited the use
of the modulation data to long period measurements where the noise (+5 V) was not a
significant level. A TREK high voltage power supply was added in place of the HVPS
power supply for the square wave forms used to study transient responses. The HVPS
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set-up,however,wasusedfor themodulationvoltagestudiesasthe clipped saw tooth
could not be generated with the TREK system.
This experimental equipment and techniques defined in this chapter were used in
the experimental studies conducted to verify the theoretical developments of this
dissertation. Chapter 5 presents the results of these studies.
CHAPTER 5
Experimental Results
Mach Zehnder modulators were used to measure V_ and therefore the poling
effects on CLD material systems. CLDZ/APEC and CLDX/APC material systems and
device fabrication used for this research are discussed in Section 5.1. Experiments
investigating poling time are discussed in Section 5.2. Experiments investigating poling
temperature are discussed in Section 5.3. Experiments investigating poling voltage are
discussed in Section 5.4. Finally, experiments investigating the electrical transfer
function are discussed in Section 5.5.
5.1 Experimental Device Fabrication
Guest/host systems involve the mixing of a guest chromophore in a host polymer
matrix. As the %wt. of the guest increases, the spacing between host chains increases and
the material Tg decreases below that of the host material with no guest molecules. Thus,
guest/host systems tend to have lower Tg and therefore thermal stability temperatures are
lower.
CLD is the most promising chromophore currently being investigated. CLD1,
most recently referred to as CPW 1 in some articles, has generated the best results to date.
CLD1 has a melting temperature of 252 C, but the molecules begin to disassociate at
much lower temperatures. A g13 product of 14,065 x 10 "48esu was measured at 1.907
lam. [9] CLDZ is a version of CLD that has been optimized for better solubility than
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CLD1 makingthefilms easierto reliablyfabricate.For CLDZ thechromophoreis
thermallystableto 160°C.
Amorphouspolycarbonate(APC)hasbeenshownto beoneof thebesthost
materialsevaluatedto date. APChasahighTg of 205 °C. CLDZ/APC is mixed at 25
%wt. to 35 %wt as indicated for each wafer below. The mixed ratio reduces the
guest/host system. The material is amorphous so the Tg has not been directly measurable.
The Tg has been estimated to be approximately 145 °C.
The cladding material is the commercially available Norland Optical Adhesive
(NOA) 71. The NOA71 is a low resistance cladding material with good adhesion
properties to the core materials and no birefringence. Table 5.1 gives the typical index of
refraction value for the core and cladding materials. Note, these are typical values; actual
values vary from batch to batch of material.
Table 5.1: Optical Properties of Modulator Materials
Material n_,_, = 1.31xm nTM,_, = 1.31xm nTE,_, = 1.551am
CLDZ/APC 1.650 1.648 1.639 1.636
NOA71 1.548 1.547 1.547 1.546
n'rM,_ = 1.551.tm
Two primary waveguide fabrication methods were used for modulators: rib
waveguide and photobleached waveguides. The waveguide geometries for each of these
methods are illustrated in Figures 5.1 and 5.2. This design produces a single mode at
1.55 lam and double modes at 1.3 lain. The optical mode profile for this case is illustrated
in Figures 2.3 and 2.6. For these devices, the upper and lower claddings are both NOA 71
and the core is CLDZ/APC. The electrode length, L, for all of these devices was 1.36 cm.
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To determine the factors and ranges of interests experiments were performed to
evaluate the performance of various modulators. The modulator construction is defined
below. All modulator die were measured at 1.55 lam. To provide a basis for comparison
between modulators a baseline poling process was defined. The process steps were:
1) GN2 purge for 15 mintues
2) Ramp temperature to 120 °C in GN2
3) Dwell 30 minutes in GN2 to release trapped oxygen
4) Apply 500 V (poling voltage)
5) Ramp temperature to 145 °C (poling temperature) in GN2
6) Dwell at poling temperature for 2 minutes (poling time) in GN2
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7) Ramp temperature to 30 °C using cooling water in GN2
8) Voltage off, stop GN2 purge
Poling efficiency can be defined as the percent of chromophore aligned.
determined by the measurement of r33 which is an indication of the number of dipole
aligned. If all dipoles are aligned, then looking at Equation (3.17), <cos0> = 1 so,
cos 0 - It" Ep _ 1
5ksTp
where, _ is the permanent molecular dipole moment of the chromophore,
Vcore = Ecore/hg is the core layer voltage defined by Equation (2.65), and
ka is the Boltzman constant (1.381 x 10-23) '.
Using this value in Equation (3.19) yields,
5
X33 (2) = -_ Nchrf133
Using this relationship in Equation (3.22), the maximum value of r33 can be
written in terms of the number density of chromophore molecules (Nchr) present in the
core as:
10 xr o -2 -2
r33max =--_-lVchrP33ngeng o
where,
This is
833 is the 2 nd order polarizability of the chromophore,
nge and ngo are the extraordinary and ordinary indices of refraction,
Nch_ in a guest/host solution can be found from the density and molecular weight
of the chromophore/host mixture. This is written as [55]:
(5.1)
(5.2)
(5.3)
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Av % Wt ch r
Nch r = _%Wtch______L+ %Wth, (5.4)
MchrDchr ---_h)
where, Av is Avogadro's Number (6.023 x 1023),
%wt_hr is the percent weight of chromophore in the guest/host mixture,
%wth = 1 - %Wtch_ is the percent weight of host in the guest/host mixture,
Mchr is the molecular weight of the chromophore (mol/g),
Dchr is the density of the chromophore molecule (g/cm3), and
Dh is the density of the host molecule (g/cm3).
The g1333 product is an indication of the total polarizability of the chromophore
dipoles. For CLD1, this value is given as IX[333= 14065 x 10 -48esu (electrostatic units).
Electrostatic units can be converted to MKS (Meter Kelvin Seconds) units by first noting
that the esu of g are statvolt.cm 2 and the units of [333 are cm4/statvolt. These quantities
can be converted to MKS units through the relationhips: 1 statvolt.cm 2 = 1
statCoulomb.cm - 3.3356 x 10 -12 C'm and 1 cm4/statvolt = 4.1888 x 10 -l° m4/V. [56] So,
1 esu = 13.972 x 10 -22 C.mS/V and for CLD1 converting m 5 to cm 5, IX[333 "- 196.52 x 10 -57
C.cmS/V.
Separate values of Ix, [333, and _ (first order hyperpolarizability) have not been
published for CLD chromophores. The value of Ix, however, has been estimated to be 15
- 20 Debye (D). [57] Debye units can be converted to MKS units as: 1 D -- 10 -18 esu =
10 -18 statvolt.cm 2 = 10 -18 statCoulomb.cm = 3.3356 x 10 .3o C.m. Thus, Ix = 50 x 10 -3°
C-m to 66.712 x 10 .3o C.m. Using the published values for Ix[333yields an estimated value
for [333= 5.89 x 10 -26 cm4/V to 2.95 x 10 -27 cm4/g.
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Since values of _ are not available, experimental calculations of electrostriction
cannot be made using Equations (3.103) to (3.107). Thus, while optical loss effects can
be seen in the data as the charge densities increase, quantitative calculations of the
electrostriction induced density increase and waveguide thickness compression cannot be
made.
As seen in Equation (3.75) activation energy, EA, and the dipole relaxation
frequency, c_, are important parameters to determine charge and current densities. As the
energy required to free a molecule from local molecular constraints, EA defines the glass
transition temperature for a material. This relationship is defined [turnhout] as:
Tg - EA(I'6×10-19)
kB A (5.5)
where,
A is an experimentally defined parameter and Tg is in °K.
For these materials, a single EA is assumed based on the good model fits to the
experimental data. This value has been set based on the Tg of the CLD/APC guest/host
system. This value is not specifically measurable, but has been estimated to be between
135 °C and 150 °C. Values of A = 56 and EA = 2.0 eV, corresponds to a Tg = 140.78 °C.
The values of A and EA were selected by matching experimental data with calculated
data. These values gave the best match. The value of A is also close to the value of 50
used by Turnhout [13] for amorphous polymer hosts in his original work. These values
for A and EA have been used for all theoretical plots.
The relaxation frequency must also be known. Relaxation frequencies have not
been measured for CLD/APC or CLD/APEC. Therefore, the value is set by matching the
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modeledcurvesto theexperimentaldata.Table5.2summarizesthematerialdata
parametersfor CLD/APC.
Table5.2:CLD1MaterialParameters
Parameter Value
Mchr
Dchr
Dh
gig33
50 x 10 .30 C-m to
(estimate) 66.712 x 10 -30 C.m
633 5.89 X 10 -26 cm4/W to
(estimate) 2.95 x 10 -27 cm4/V
A 56
EA 2.0 eV
Tg 140.78 °C
765.1 mol/_g
1.01 g/cm
1.15 g/cm 3
196.52 x 10 -57 C.cmS/V
Poling efficiency can then be written as:
r33
r/p - (5.6)
r33ma x
Using typical values for CLDX/APC photobleached waveguides (hg = 3.50 gm,
nge = 1.636, ngo = 1.639) with an estimated _33 value of 1 x 10 -27 produces r33max "- 1.67 x
105 pm/V. This is 3.5 orders of magnitude larger than the experimental values reported in
Section 5.5. This indicates that the average orientation angle is typically 89.98 degrees
off of normal. Thus, the orientation of the chromophore molecules is low due to the
orientation induced during spin coating, indicating that the polymer host backbones
provide significant interference in alignment of the molecules during poling and that
additional factors related to molecule spacing must be included in a calculation of the
maximum value of r33. Because of the large differences between measured values and
this theoretical maximum, Equation (5.6) is not a very sensitive measure of poling
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efficiency. Due to thispoorsensitivity,theuncertaintyin thevalueof 1333,andthe
missinghost interferencefactor Equation(5.6)will notbeappliedin thedataanalysis.
In evaluatingthemodulatorresults,V,_canbecalculatedusingeithertheapplied
voltage, Wapplied, or the core voltage, Vcore. Wapplie d is simply the total voltage applied to
the wafer stack. Dividing this value by the number of modulation periods gives the wafer
V,_. Vcore is calculated from Vapplied using Equation (2.65). Dividing this value by the
number of modulation periods gives the actual change in core voltage per modulation
period producing the core Vn. Wafer Vrt is the practical value of the modulation voltage
required to drive the total stack. Core Vn, however, must be used to calculate the actual
r33 coefficient obtained during poling.
5.2 Poling Time
Poling time was investigated using 14 die from 5 different wafers. The
fabrication data for these wafers is given Table 5.3. A slightly modified version of
CLDZ was used, CLDX, which sought to improve adhesion again. Wafer #775 was
fabricated using the low 19(p-doped silicon wafer for low resistivity) substrate pattern, but
the substrate in this case was a standard silicon wafer. This raised the lower contact
resistance to ground from 0.1 _ to approximately 200 KK2. This has a large effect on the
frequency response of the die from this wafer, but is a small change in impedance of the
wafer stack as can be seen from the electrical transfer function discussion in Section 2.4.
Therefore poling performance is not measurably affected by this configuration. The other
3 wafers have the same electrode pattern, but are on low 9 substrates. Wafers 761 and
775 were fabricated with a %Wtcr_ = 34.64%. However, mixing problems resulted in a
reduced chromophore loading By comparing index of refraction data the %wtc_ was
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determinedto actuallybe29.0%.All of thesewaferswerepoledfollowing thestandard
poling processwith Vp= 500V andTp= 145°C. Table5.4providestheresultsof the
testingandFigure5.1chartsthechangein measuredV_with poling time. Comparingthe
databetweenthewaferswith 29.0%loadingand34.65%loadingshowsa0.2V average
differencein thebaselineV,tvaluesat to= 2 minutes.Thedatain theTablealsoindicates
that 30minutesis theoptimalpoling timefor thissystem.
Beyond30minutes,theopticallossesbeginto worsen. This is dueto the
increasingbuildup of theboundarychargewhich leadsto anincreasein themolecular
directingfield asseenbyEquation(3.85). As thischargecontinuesto build with poling
time,theelectricalforceacrossthecoreincreasesleadingto electrostrictiondescribedby
Equation(3.103).Electrostrictionis acompressionof thechromophoreby thepoling
field which leadsto a compactionof thechromophorein thedirectionof thepoling field
asthedirectingfield increases.Thus,theopticalwaveguidewill eventuallycut-off asthe
boundarychargedensitycontinuesto increase. Thecompactionalsoincreasesthe
numberdensityof thechromophorewhichleadsto misalignmentof dipolesasthedensity
increasesresultingin anincreasein Vn.
Table5.3: WaferFabricationPropertiesfor PolingTimeExperiments
Wafer# UpperCladding Core LowerCladding
Thickness Thickness Thickness %wtc_
761 2.77 3.62 3.50 29.0
775 2.67 3.75 3.3 29.0
790 2.36 3.61 3.40 34.65
791 2.79 3.61 3.10 34.65
812 2.70 3.53 2.64 34.66
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Table 5.4: Poling Time Results
Post Poling Optical Wafer Poling TimeWafer-Die #
Loss (dB/cm) V_ (V) (minutes)
761-2 3.6* 6.36 2
761-3 3.8* 7.1 30
775-1 4.1" 5.71 10
775-2 5.1" 5.0 20
775-3 3.1 6.36 2
790-1 5.2* 5.0 30
790-2 3.7* 6.0 2
790-3 4.6* 5.5 20
791-1 6.3* 6.3 2
791-2 8.5* 5.7 30
791-3 1I. 1 8.0 60
812-1 3.45* 6.5 10
812-2 5.38* 5.81 30
812-3 7.1" 6.67 50
*Ends not re-diced to remove end face damage from gold etchant
These results match well with the theory. Figures 5.3, 5.4, 5.5, and 5.6 show the
modeled poling charge and current for wafer 791 assuming an unlimited temperature
range. Figure 5.3 shows the poling charge density with the boundary charge density
shown as a solid line and the polarization charge density shown as a dashed line. Figure
5.4 shows the poling current density with the total current density shown as a solid line,
the boundary charge current density shown as a dotted line, the polarization charge
density shown as a dashed line, and the conduction current density shown as a dot-dash
line. Figure 5.5 shows the TSD charge density with the boundary charge density shown
as a solid line and the polarization charge density shown as a dashed line. Figure 5.6
shows the TSD current density with the total current density shown as a solid line, the
boundary charge current density shown as a dotted line, and the polarization charge
density shown as a dashed line. Theoretical curves for the other wafers are in Appendix
B. The model shows the peak poling current is found at 206.19 °C and complete charge
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build up for this die is foundat233.31°C. Sincepoling temperaturesarelimited to 160
°C by thethermalstabilityof thechromophoremolecule,thispoling curveis not
achievable.
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Note, in comparing Figures 5.3 and 5.4 for Poling and Figures 5.5 and 5.6 for
TSD, the poling currents provide the same amount of information as the TSD plots.
There are some slight shifts in the charge curves with the peak TSD temperature at
209.64 °C and full charge depletion at 247.0 °C. These shifts are due to the absence of
the poling field which reduces the energy seen by the molecules to reduce the alignment.
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This results in a slight temperature increase for the depoling measured by TSD. Thu.s,
studies of poling can be accomplished by examining the poling curves for the various die
which provide the same information as TSD for electrode poled samples.
Since the poling temperature is limited, poling time is increased to allow the
charge to build longer and improve the poling alignment. This is a result of the boundary
charge forming part of the directing field for the molecular orientation as shown by
Equation (3.85). This can be seen through the poling charge calculations for the various
poling time experiments.
Die 791-1 was poled for the baseline 2 minutes, 500 V, 145 °C. Figures 5.7 and
5.8 show the poling charge and current densities for this die. Figure 5.7 shows the
modeled charge densities for the Die 791-1 poling experiment with the boundary charge
density shown by the + symbols and the polarization charge density shown by the dashed
line. The charge densities are plotted as the ratios to the boundary charge infinite value.
This wafer was poled for the minimum 2 minutes. Table 5.5 gives the calculated values
of the poling boundary and polarization charge densities achieved for the poling
experiment. The data in Table 5.5 is ordered by increasing poling times. Shaded rows
are discussed in this section. The remaining row are duplicate poling times and plots for
these die are presented in Appendix B. Equations (3.71) and (3.72) were used to
calculate the infinite (or limiting) values of the charge densities in the table.
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Table 5.5 Calculated Charge Densities for Poling Time Experiments
Wafer-Die # _ ogc Ps / Ps (oo) Ps/ogc (oo)
(1020 Hz)
761-2 0.8 2.03 x 10 .5 0.0070 0.0092
775-3 0.1 0.73 x 10 _ 0.0009 0.0012
790-2
o_c I og,: (oo) P_ [
I0.0074 I 1.92x 10 s0.0028 0.25 x 10 -_
1.53 x 10 _ 0.0058 1.42 x 10 _ 0.0054 0.0067
Figure 5.8 shows the modeled and measured poling current density with the total
modeled current density shown as a solid line, the modeled boundary charge current
density shown as a dashed line, the modeled polarization charge current density shown as
a dotted line, and the measured total current density shown as a solid line with circles
marking the measured data points. The experiment and theory data match well in Figure
5.8. The differences are due to the accuracy in estimating the poling time for each run.
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Experimentaldatawasmeasuredascurrentversustemperature.A baselinerunwas
measuredwith temperatureversustime. This temperature-timecurvewasthen
extrapolatedfor eachexperimentaldatarun to producethecurrentversustimeplots. The
accuracyof this extrapolationis _+3 seconds.Themodeleddataassumesthatoncethe
poling temperatureis reached,thetemperatureremainsconstantuntil cool down.
Experimentally,thetemperatureovershoots1-3 °C andthensettlesto aminimumwhich
is 0-1 °C belowtheTpbeforesettlingatTp. This canbeclearlyseenin themeasured
poling currentdensityin Figure5.8asthemeasuredcurrentvarieswith thetemperature.
Theplots for otherdie(761-2,775-3,and790-2)poledfor 2 minutesare
presentedin AppendixB.
Die 775-1waspoledfor 10minutes.Figures5.9and5.10showthepoling charge
andcurrentdensitiesfor thiswafer. Thetotal measuredcurrentdensityin Figure5.10
showssignificantdrift duringthepoling. This is attributedto theestimationof thec_and
EAfor themodeledcurrentdensityandthethermalconsiderationsdiscussedabove. The
plots fro die 812-1arepresentedin AppendixB.
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Die 775-2waspoledfor 20minutes.Figures5.11and5.12showthepoling
chargeandcurrentdensitiesfor thiswafer. Thetotal measuredcurrentdensityin Figure
5.12alsoshowssignificantdrift duringthepoling which is attributedto theestimationof
theff andEAfor themodeledcurrentdensityandthethermalconsiderationsdiscussed
above. Die 790-3wasalsopoledfor 20minutes.Plots for thisdie areshownin
AppendixB.
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Die 791-2 was poled for 30 minutes. Figures 5.13 and 5.14 show the poling
charge and current densities for this wafer. The total measured current density in Figure
5.14 also shows significant drift during the poling which is attributed to the estimation of
the ff and EA for the modeled current density and the thermal considerations discussed
above. Die 761-3,790-1, and 812-2 were also poled for 30 minutes. Plots for these Die
are presented in Appendix B.
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Die 812-3 was poled for 50 minutes. Figures 5.15 and 5.16 show the poling
charge and current densities for this wafer. The total measured current density in Figure
5.16 also shows significant drift during the poling which is attributed to the estimation of
the (_ and EA for the modeled current density and the thermal considerations discussed
above.
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Die 791-3 was poled for 60 minutes. Figures 5.17 and 5.18 show the poling
charge and current densities for this wafer. The total measured current density in Figure
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5.18alsoshowssignificantdrift duringthepoling which is attributedto theestimationof
the _ andEAtbr the modeled current density and the thermal considerations discussed
above.
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The boundary charge and polarization charge densities are plotted versus poling
time for these five die (the shaded rows in Table 5.5) in Figure 5.19. Note the significant
increase in charge densities with increasing poling time showing that additional poling
efficiency can be achieved through increased poling time.
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Figure 5.19 CLDX/APC Charge Density vs. Poling Time
To investigate the limits of the build up of boundary and polarization charge due
to dwell time, Figure 5.20 plots the charge buildup with poling (or dwell) time. This plot
shows that 91% of the boundary and polarization charge densities are reached after 4
hours and 99.9% of the full boundary and polarization charge is realized at a poling time
of 11 hours. However, practical poling is limited by electrostriction which causes cutoff
of the optical propagation mode.
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5.3 Poling Temperature
Poling Temperature was evaluated using 8 die from 3 wafers. Wafers 782 and
783 were fabricated with CLDX/APC while wafer 930 was fabricated with CLDZ/APEC.
The fabrication data for these wafers is given Table 5.5. Wafer 782 had some adhesion
problems resulting in the loss of die 2 and high initial losses in die 3. The optical losses
in die 3 were greatly reduced by poling, indicating the thermal environment improved the
adhesion of the layers. All of these wafers were poled following the standard poling
process with V o = 500 V and tp = 2 minutes. Table 5.7 provides the results of the testing
and Figure 5.8 charts the change in measured Vn with poling time. This data indicates
that poling temperature does not affect poling efficiency for this system. The adhesion
issues with wafer #782 create some uncertainty in the data given in Table 5.8. The
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adhesion problems lead to increased layer separation, and reduced poling charge build-up.
This can be seen by comparing the 2 surviving die from wafer #782. Die-1 has better
adhesion as can be seen by the optical losses and also a lower Vn in spite of the lower
poling temperature. Thus, the measured Vn is higher and more variable than for the #783.
Table 5.6: Wafer Fabrication Properties for Poling Temperature Experiments
Wafer # Upper CladNng
Thickness
782 2.83
783 2.84
930 2.52
Core Lower Cladding %Wtc_
Thickness Thickness
3.52 3.40 34.64
2.98 3.50 34.64
3.27 2.38 32.79
Table 5.7: Poling Temperature Results
Post Poling
Wafer-Die # Optical Loss Wafer Vn (V)
(dB/cm)
782-1 2.8* 5.85
782-3 5.1' 6.36
783-1 3.4* 5.0
783-2 3.4 5.0
783-3 3.0 5.0
Poling
Temperature
(of)
145
150
155
155
145
930-1 4.70* 5.13 150
930-2 3.97* 5.13 145
930-3 3.85* 5.69 155
*Ends not re-diced to remove end face damage from gold etchant
Theoretical poling and TSD plots are presented in Appendix B for wafers 782,
783, and 930. For the experimental data, the maximum poling temperature is limited to
160 °C due to the chromophore thermal stability. Thus, poling temperature was only
varied from 145 °C to 155 °C.
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Die 783-3waspoledfor thebaseline2 minutes,500V, 145°C. Figures5.21and
5.22showthepoling chargeandcurrentdensitiesfor this die. Figure5.21showsthe
modeledchargedensitiesfor theDie 783-3poling experimentwith theboundarycharge
densityshownby the+ symbolsandthepolarizationchargedensityshownby thedashed
line. Thechargedensitiesareplottedastheratiosto theboundarychargeinfinite value.
This waferwaspoledfor theminimum2 minutes.Table5.8givesthecalculatedvalues
of thepoling boundaryandpolarizationchargedensitiesachievedfor thepoling
experiment. Thedatain Table5.8 is orderedby increasingpoling temperatures.Since
waver782 hadsignificantadhesionproblems,which appearto haveeffectedthepoling
results,only die 783-3,783-2,and930-1arediscussedhere.Equations(3.71)and(3.72)
wereusedto calculatethe infinite (or limiting) valuesof thechargedensitiesin thetable.
Figure5.21showsthemodeledandmeasuredpoling currentdensitywith thetotal
modeledcurrentdensityshownasasolid line, themodeledboundarychargecurrent
densityshownasadashedline,themodeledpolarizationchargecurrentdensityshownas
a dottedline, andthemeasuredtotalcurrentdensityshownasasolid line with circles
markingthemeasureddatapoints. Theexperimentandtheorydatamatchwell in Figure
5.20. Variationsin themodeledandexperimentaldataarebasedon theestimationof the
andEAfor themodeledcurrentdensityandexperimentaltimeestimationasdiscussed
for Figure5.8. Die 782-1,and930-2werealsopoledat 145C. Plotsfor theseDie are
presentedin AppendixB.
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Table 5.8 Calculated Charge Densities for Poling Temperature Experiments
Wafer-Die # Poling _ ogc t_gc / Ogc (oo) Ps
Temperature (°C) (1020 Hz)
783-3 145 0.67 1.78 x 0.0053 1.58 ×
782-1 145 0.7 1.71 x 0.0061 1.57 x
Ps/P,(_) Ps/og¢(_)
0.0070 0.0047
0.0079 0.0056
Die 930-1 was poled at 150 °C. Figures 5.23 and 5.24 show the poling charge and
current densities for this wafer. The total measured current density in Figure 5.24 also
shows significant drift during the poling which is attributed to the estimation of the c_ and
EA for the modeled current density and the thermal considerations discussed above. Die
782-3 was also poled 150 °C. Plots for these Die are presented in Appendix B.
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Die 783-2 was poled at 155 °C. Figures 5.25 and 5.26 show the poling charge and
current densities for this wafer. The total measured current density in Figure 5.26 also
shows significant drift during the poling which is attributed to the estimation of the _ and
EA for the modeled current density and the thermal considerations discussed above. Die
783-1 and 930-3 were also poled 155 °C. Plots for these Die are presented in Appendix
B.
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As can be seen in Table 5.8, changing the temperature from 145 °C to 155 °C
does not significantly increase the poling or boundary charge densities. Note that the
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CLDX wafer (930) has a higher poling value than the CLDZ wafers (782 and 783). There
is an increase in polarization charge for each 5 °C added to the poling temperature for
either material as illustrated in Figure 5.27 for wafer 930, but these changes are small as
compared to the poling time changes seen in Table 5.5. Comparing these two tables,
increasing the poling temperature by 10 °C is about the same as increasing the poling
time by 8 minutes (from 2 minutes to 10 minutes). Thus, poling time has more
flexibility to increase the poling efficiency than does poling temperature due to the
chromophore thermal stability limits.
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Figure 5.27 Wafer 930 Charge Density Change versus Poling Temperature
5.4 Poling Voltage
Poling voltage was evaluated for CLDZ/APEC in Phase 1 experiments
using 9 die from 3 wafers. The fabrication properties for these wafers are shown
in Table 5.9. These poling results for these systems is shown by Table 5.10.
These results show a clear decrease in Vn as the poling voltage increases. This is
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consistent with theoretical predictions that the poling alignment improves with
increasing voltage. Note, that a wafer processing problem resulted in a partial
removal of the upper gold electrode for die 929-3. This resulted in electrode
lengths of 0.75 cm, 0.8 cm, and 1.0 cm instead of the standard 1.36 cm.
Considering Equation (2.71), the measured wafer V_ values were adjusted for
these electrode lengths using the relationship:
=L v
Vgadjusted 1.36 7r. (5.7)
Table 5.9: Fabrication Properties for Poling Voltage Experiments
Wafer # Upper Cladding Core Lower Cladding %wtc_
Thickness Thickness Thickness
929 2.61 3.33 2.50 32.79
931 2.52 3.25 2.50 32.79
932 2.57 3.53 2.64 32.79
Table 5.10 Poling Voltage Results
Post Poling Poling
Wafer-Die # Optical Loss Wafer Vn (V) Voltage
(dB/cm) (V)
929-1 3.1' 5.5 750
929-2 3.75* 5.08 1000
929-3 3.49* 5.33 500
931-1 7.77' 5.0 1000
931-2
931-3
3.07'
2.90*
6.45
5.85
5OO
750
932-1 5.02* 7.41 500
932-2 3.92* 5.56 750
932-3 5.76 5.26 1000
*Ends not re-dicer to remove end face damage from gold etchant
Table 5.11 gives the calculated charge densities for the different poling voltages.
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Table 5.11: Calculated Charge Densities for Poling Voltage Experiments
Wafer-Die #l
932-1
Poling
Voltage
(V)
5OO
(1020 Hz)
0.4
O'g c
1.57 x 10.5
Crgc/ t_gc(oo)
0.0051
Ps
1.28 x 10_
P_/Ps(_)
0.0057
Ps/_gc (oo)
0.0042
929-3 500 0.43 3.00 x 10.5 0.0101 1.36 x 105 0.0061 0.0046
931-2 500 0.7 2.56 x 10 .5 0.0084 2.27 x 10_ 0.0100 0.0075
929-1 750 0.43 5.33 x 10 .5 0.0120 2.03 x 10.5 0.0061 0.0046
931-3 750 0.7 7.77 x 10 .5 0.0170 3.41 x 10-5 0.0100 0.0075
932-2 750 1.4 1.51 x 10 .4 0.0329 6.73 x 10-5 0.0198 0.0147
929-2 1000 1.4 2.08 x 10 -4 0.0349 8.80 x 10.5 0.0199 0.0148
932-3 1000 1.4 2.28 x 10 .4 0.0373 8.99 x 10_ 0.0199 0.0147
931-1 1000 1.7 3.26x 10 .4 0.0537 11.1 x 10-_ 0.0244 0.0182
Theoretical plots are for poling taken to a maximum temperature (520 K) with no
dwell time. However, these plots vary in magnitude of response proportionally with
poling voltage as predicated by theory and seen in Equations (3.71) and (3.72). Thus,
theoretical plots are examined for the 3 experimental poling voltages: 500 V, 750 V, and
1000 V.
Figures 5.28 and 5.29 show the theoretical curves for wafer 931 poled at 500 V.
Figures 5.30 and 5.31 show the corresponding TSD plots for wafer 931. Theoretical plots
for wafers 929 and 932 poled at 500 V are presented in Appendix B.
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Figures 5.32 and 5.33 show the theoretical curves for wafer 931 poled at 750 V.
Figures 5.34 and 5.35 show the corresponding TSD plots for wafer 931. Theoretical plots
for wafers 929 and 932 poled at 750 V are presented in Appendix B.
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Figures 5.36 and 5.37 show the theoretical curves for wafer 931 poled at 1000 V.
Figures 5.38 and 5.39 show the corresponding TSD plots for wafer 931. Theoretical plots
for wafers 929 and 932 poled at 1000 V are presented in Appendix B.
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These plots show that the current density increases with poling voltage as also
seen in the experimental measurements. While the theoretical charge plots show only
small variation in charge densities, this is because the normalization factor, (_c(_)
increases proportional to Vp. Table 5.11, shows that the charge densities do in fact
increase with poling voltage as expected from the theory.
Die 931-2 was poled at 500 V. Figures 5.40 and 5.41 show the poling charge and
current densities for this wafer. The total measured current density in Figure 5.41 also
shows significant drift during the poling which is attributed to the estimation of the c_ and
EA for the modeled current density and the thermal considerations discussed above. Die
929-3 and 932-1 were also poled at 500V. Plots for these Die are presented in Appendix
B.
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Die 931-3 was poled at 750 V. Figures 5.42 and 5.43 show the poling charge and
current densities for this wafer. The total measured current density in Figure 5.43 also
shows significant drift during the poling which is attributed to the estimation of the _ and
EA for the modeled current density and the thermal considerations discussed above. Die
929-1 and 932-2 were also poled at 750. Plots for these Die are presented in Appendix B.
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Die 931-1 was poled at 1000 V. Figures 5.44 and 5.45 show the poling charge
and current densities for this wafer. The total measured current density in Figure 5.45
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alsoshowssignificantdrift duringthepolingwhich is attributedto theestimationof the
o_andEAfor themodeledcurrentdensityandthethermalconsiderationsdiscussed
above. Die 929-2and932-1werealsopoledat 1000. Plotsfor theseDie arepresentedin
AppendixB.
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There are some interesting conclusions that can be drawn from the charge density
values given in Table 5.11. The boundary charge and polarization charge densities
clearly show an increase with Vp. However, the magnitude of the change is small as
compared with the values achieved with poling time. Poling at a 1000 V produced the
same polarization charge density as poling for 10 minutes or for poling at 155 °C. Much
larger charge values are achievable by poling at 30 minutes. This indicates that poling at
higher temperatures and voltages can reduce the poling time, but poling time will still be
in the 10 - 20 minute range. Assuming 1000 V at 155 °C, a poling time of approximately
10 minutes is expected. However, this may not be optimal as poling at 750 V or above
tends to produce arcing which damages device electrodes.
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Table5.! 1alsoshowsthatpolingvoltagetendsto increasethedipolerelaxation
frequency.As thepoling voltageincreases,_ alsotendsto increase.This is acalculated
value,soexperimentalchemicalstudiesof poledrelaxationfrequenciesareneededto
confirm this. Notealsothatasar increasesodobothchargedensities.However,
comparingchargedensitiesfor die with similar c_anddifferentpoling voltagesconfirm
thatchargedensitiesdo increasewith increasingVp. Figure5.46illustratestheincrease
in chargedensitieswith poling voltageusingvaluesfrom wafer929.
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Following the statistical analysis for a 3x3 Latin Square as presented in Section
4.1.5, these results can be statistically analyzed. Table 5.12 presents the Analysis of
Variance Table for the poling voltage experimental data.
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Table5.12PolingVoltageExperimentAnalysisof VarianceTable
Sourceof
Variation
Grand
Average (G)
Wafers
([3929)
Wafers
(0931)
Wafers
(_932)
Die (_,)
Die (_2)
Die ([33)
Treatments
( 500)
Sum of
Squares
294.0082
0.509781
0.007837
0.391204
0.194226
0.00107
0.166459
Degrees of
Freedom
1.002422
2
2
2
2
2
Mean
Square
294.0082
0.254891
0.003919
0.195602
0.097113
0.000535
0.08323
Expected
Value Mean
Square
0.501211
0.499044
0.985244
1.810244
1.798578
0.664111
0.284778
Ratio of
Mean
Sc_uares
0.596428
0.50855
0.007818
0.390258
0.193757
0.001068
0.166057
1.391737 2 0.695869 2.332944 1.388374
Treatments
(1:75o) 0.01867 2 0.009335 1.284244 0.018625
Treatments
('rlooo) 1.08801 5 2 0.544007 1.266944 1.085386
Residuals
(R) 2
Total 21
The data in this table show that the V_ averages close to 750 V. This shows that
the data is fairly evenly distributed with the values of V,_ at 500 V being higher than those
for 750 V while this average is offset by the reduction in Vn at 1000 V. The values of the
Ratios of Mean Squares is very low since the value of the Residual Mean Square is on the
same order or larger than the wafer, die, and treatment Mean Squares. This is a function
of the small number of samples resulting in a low Degree of freedom for the Residuals.
Replicating these experiment 3 or 4 times would greatly increase the available Residual
Degrees of Freedom and provide a better statistical base from which to evaluate the
experimental error. The data, as seen in the Mean Square Values in Table 5.12 and the
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datatrendsplottedin Figure5.46supporttheconclusionthatincreasingpoling voltage
improvesthewaferV_.
5.5 ElectricalTransferFunction
Theelectricaltransferfunctioncanbedeterminedfrom theoptical responseof the
modulationsystem.[58]Thechangein thecorevoltageandtheassociatedoptical
responsecanbemodeledusingEquations(2.66),(3.62),and(2.86). Equation(3.62)
definesthelevel of corevoltagefixedbytheboundaryandpolarizationchargedensities
andthepoling field. In theabsenceof the poling field, Vp= 0, thevoltageinducedby
theboundarychargeis givenby:
O'cg (t) - Ps (t) (5.8)Vch arg e (t) = (
EOEgI Ec+ ;c, (T)
Equation (5.8) can be treated as an initial condition and combined with Equation
(2.86) so the core voltage can then be written as:
• • -- "_/,_t y
Vcore(t ) = _Hwg (jo))Vapplied(J(O)e J dt + Vcharge(t ) . (5.9)
The r33 values can then be calculated by solving Equation (2.73) for a TM wave
and determining Vn as the maximum change in core voltage, AVcore(t), divided by the
number of modulation half periods in the experimental data. These equations were
programmed in Matlab to produce plots of these quantities with the modulating voltage,
Vm. The Matlab programs are listed in Appendix C. To determine the electrical
characteristics, 3 responses of the model were evaluated: transient response to a square
wave modulation, modulation response to a saw tooth modulation, and the frequency
response. The model components and values were set to match the experimental data.
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Most experiments conducted in Phase 1 were done before the Labview program
was updated for the optical measurement bench as discussed in Section 4.2. Thus,
computer based matching of boundary layer capacitance and resistance could not be
readily accomplished. However, 3 wafers were measured with the new system to produce
the required data. Data was taken for a square wave modulation to measure transient
response and saw tooth modulation to measure V,t. Wafer 791-1, a CLDX/APC
photobleached wafer; wafer 809-1, a CLDX/APC rib waveguide wafer; and wafer 685-3,
a TP7 waveguide wafer were measured. TP7 is an attached side chain polymer.
[59],[60],[61]
Table 5.13 gives the resistance and capacitance values for the electrical transfer
function corresponding to the model shown in Figure 2.10. Since NOA71 is used as both
the upper and lower cladding, the upper and lower interface resistance values were
assumed to be equal. Table 5.13 gives the resistance and capacitance values for all 3
waveguides measured experimentally. The resistances were calculated by multiplying
the material resistivity with the electrode area divided by the fabricated film thickness.
Similarly, the capacitances were calculated as a function of the material dielectric
constant, film thickness, and electrode area. Ccore for the rib waveguide was calculated as
a series capacitance of upper cladding and planar core capacitance combined with a
parallel capacitance of core material scaled for the width of the rib. Rcore represents the
parallel combination of bleached and unbleached (waveguide core) areas of the core
layer. The bleached area resistance is taken as equal to Rhost. The unbleached area is the
parallel combination of Rhost and Rchr for the guest/host material. Measured values were
used for Rcore, and Rhost in the CLD/APC material. Rcr_ was then derived from these
values. Measured values for Rcore were also used for the TP7 device but separate values
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for the Rhost and Rchr were not available. The resistance of the bleached and unbleached
areas of the TP7 core were assumed to be the same since the resistance is primarily due to
the backbone in the side chain attached material. Values for the boundary layer resistance
and capacitance were determined by matching the model with the experimental data. The
modeled plots were produced by optimizing the boundary capacitance and resistance to
produce the best match in both the square wave and sawtooth modulation optical
response.
Table 5.13 Waveguide Electrical Transfer Function Values
Parameter CLDX/APC TP7
Rue 3.933x1017 2.29x10 TMg2
Cue
Rhost
14.38 pF
3.703x1019
Rclar 1.825x1017
Rcore 1.673x1017
Ccore
RB
CB
Relectrode
Rlc
Clc
10.55 pF
100 K_2
17.74 pF
0.1_
5.167x1017
10.94 pF
PB CLDX/APC Ril:
fig 3.82x1017 g2
27.52 pF
fig 3.631x1019 if2
1.79x1017 g2
if2 1.64x1017 if2
15.64 pF
10 Kg2
47.32 pF
0.1f2
if2 4.13x1017 if2
25.41 pF
23.96 pF
N/A
N/A
8.41x1015
20.51 pF
5 K_2
709.74 pF
0.192
2.52x10 TMf2
21.73 pF
This CLDX/APC modulator has Vcharg e "- 0.283 V and 1"33= 52.02 pm/V. This
value of r33 corresponds to a Vn value across the core of 2.1 V or a stack V_ of 5.48 V.
Figure 5.47 shows the calculated core voltage and square wave modulation voltage for
the CLDX/APC rib waveguide modulator. Note, that due to computer memory
limitations in executing the Matlab models, the frequency content of the calculated values
was clipped at 0.64 MHz. Thus, Gibbs Phenomena creates a large overshoot in the
calculated core voltage when translated back to the time domain. This overshoot is
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clearly shown in Figure 5.48. This creates a large ringing and phase offset error in the
optical cosine transfer function as can be seen by the transient square wave response in
Figure 5.48.
Figure 5.48 shows the comparison of the model and experimental results with the
core voltage superimposed on the bottom of the figure for reference. The y-axis scale is
in volts for the core voltage and is in 20x volts for the optical response. The optical
response is shown in the voltage units corresponding to the detector voltage signal
measured. The left side of the figure shows the response when the square is a maximum
(-235 V) and the fight side shows the square wave when grounded. The Gibbs overshoot
in the core voltage is clearly seen in the modeled optical response where the boundary
responses have narrowed peaks. The Gibbs Phenomena also produces a rounding of the
signal at the peaks which creates a phase error seen in the response at the center of each
wave pattern. The rounding is especially significant when the modulation signal is
grounded and causes a flattening of the phase changes as compared with the
experimental data. This error reflects the slope error in the modeled core voltage.
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134
Accountingfor theGibbsPhenomenaerrors,themodeldatamatchesthe
experimentaldatawell. Thesamenumberof maximumsandminimumsarepresent,
althoughshiftedby theerrorsin themodeledcorevoltage.
Figure5.49showsthesawtoothmodulationresponsewith similarGibbseffects.
Theseeffectsshowup asmarkedroundingof thecorevoltagejust prior to themodulation
signalretumingto ground. This translatesinto bothanopticalresponseperioderrorat
theedgeandaslight slopeerror thatcreatesasmallphaseshift in theoptical response
modulation. TheGibbseffectsarealsoapparentin thetransientresponsewhenthe
modulatingwaveformreturnsto ground.In addition,theexperimentalmodulationsaw
toothwavehadsignificantroundingattheboundarieswhich is not modeled.This affects
theresponseattheboundaries.Themodelshowsasinglemoderesponseandsodoesnot
reflect themultimodeeffectsseenin theexperimentaldataaswell.
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Figure 5.50 809-1 Modeled and Measured
Sawtooth Modulation Response
Figure 5.50 shows the experimental and optical response to this wave form. The
experimental response was scaled by 1000 V and the modeled response by 20 V for this
plot. The difference in scale factor is related to the scaling performed by the optical
meter when taking the experimental data. The core voltage overshoot is seen in the
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smaller band of fast optical changes when the core voltage returns to ground. In addition
the slight phase error in the optical response is due to the core voltage slope error as
discussed above. Note, that a highly damped response is seen at the right boundary where
the core voltage curves up due to Gibbs effects.
The effects of the RC circuit are clearly seen in the change in core voltage in
Figures 5.47 and 5.49 and the resultant induced modulation of the optical response in
Figures 5.46 and 5.48. The transient responses are driven by the values of the boundary
capacitance and resistance. The boundary capacitance is notably higher than the layer
capacitances and has the most significant effect on the transient responses. Raising or
lowering this capacitance by more than a few pF can dampen the transient responses
significantly while leaving the response to the saw tooth ramp unchanged. In addition,
CB has a significant effect on the value of r33. As CB is reduced, the core voltage
increases. This leads to a decrease in the value of r33 to achieve the same number of
periods to the saw tooth ramp response. The large value of CB is due to the large
boundary charge densities that exist between the layers. The capacitance increases with
decreasing layer separation, which lower the interface impedance.
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An additionalcharacteristicof thecircuit is thefrequencyresponse.Figures5.51
and5.52showthelow andhighfrequencyresponsemodulator809-1. Notethestepin
thefrequencyresponseat 1MHz. This is dueto thevalueof theboundarycapacitance.
As thecapacitanceis increased,the right plateau of the response increases. However,
this also dampens the transient response. So, CB is chosen to minimize the frequency
response step while still providing for the transient responses. The modulator 809-1 was
tested to 30 MHz using sine wave modulation and did not show any detectable
degradation in the response as expected from the model results.
A curious feature of the low frequency response is the DC response at _0 = 0 (a
characteristic of a series RC circuit) shown in Figure 5.51. The value of the transfer
function at this point is 0.17 which is the ratio of the stack resistance. However, this
value is not approached until the frequency is below 10 .6 Hz. Thus a true DC response is
not achieved with waveguide modulators unless the voltage is stable for over 1000 hours.
This corresponds well with relaxation time values known for glassy polymer materials.
This means that the stack reactance is the most significant characteristic in determining
the core voltage. Changing the layer resistances does not have a significant effect on the
reactance, and therefore the core voltage. Changing the capacitance, however, has a large
effect on the magnitude of the core voltage. This is significant in not only modulation
efficiency, but poling efficiency as well. Thus, to increase the core voltage for a given
modulation or poling voltage value, the dielectric constants must be considered for not
only their optical effects but also their effect on the stack reactance.
For wafer 791-1, an 1"33= 52.14 was calculated very similar to that of wafer 809-1.
This value of r33 corresponds to a V_ value across the core of 2.0 V or a stack Vn of 6.3 V.
Figure 5.53 shows the modeled and actual square wave form. Figure 5.54 shows the
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modeledand measuredsquarewave modulationresponsewaveform. Note the strong
Gibbs overshootat the squarewaveedges. This causesa significanterrorat the edges
andleadsto roundingof thewaveformin themiddleof theperiod. This resultsin errors
in matchingthemodeledandmeasureddatain Figure 5.54. Theedgeerrorscreatefaster
responsesin themodeleddata,while theroundingof the function producesslopeerrors
whichchangethemodulationperiodsof theoptical response.
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Figure 5.55 shows the calculated and measured square wave response. Figure
5.56 shows the calculated and measured saw tooth wave response.
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Figures 5.57 and 5.58 show the low frequency and high frequency response of the
waveguide stack. The high frequency response is set by the electrode resistance, Relectrode,
and is shown to be greater than 100 GHz for the values used in Table 5.13.
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A side chain attached material, TP7, was used as the core for the 3rd waveguide
modulator which was fabricated by photobleaching. TP7 has r33 = 10.105 pm/V. This
value of 1"33corresponds to a Vn value across the core of 6.25 V or a stack Vn of 18.07 V.
Figure 5.59 shows the calculated core voltage and modulation voltage for the TP7
photobleached waveguide modulator. Note the core voltage follows the modulation
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voltageverywell, butsomeGibbsovershootstill exists. Figure5.60showsthe
experimentalandoptical responsewith thecorevoltagesuperimposedagainfor
reference. Theexperimentalresponsewas scaledby 100V andthemodeledresponseby
20V for thisplot. Thedifferencein scalefactoris relatedto thescalingperformedby the
opticalmeterwhentakingtheexperimentaldata. Theexperimentalandmodeldata
matchwell. Notethecorevoltagefollowsthemodulationvoltageverywell. Figure5.61
showsthesawtoothmodulationandcorevoltageresponseandFigure5.62showsthe
correspondingoptical response.Again,notetheverygoodfit producedby themodelfor
this data. Themodelfor theTP7 haslesstransientcontentandsohaslesserrorinduced
by Gibbsovershootsandthereforefits theexperimentaldataverywell.
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Figures 5.63 and 5.64 show the high and low frequency response for the TP7
modulator. The modulator has responses similar to the CLDX/APC modulators. For the
high frequency response, the TP7 has higher interface capacitance and, therefore, a
significantly smaller step at 1 MHz.
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In considering the data for the CLDX/APC and the TP7 modulators, the largest
difference is in the interface resistances and capacitances. All other variations are
functions of the differences in the layer thickness between the 3 devices and the
differences in core resistivity and dielectric constant. The core capacitances are not
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significantly different while there is an almost order of magnitude difference in the core
resistance. Varying the resistance values, however, did not show a significant change in
the electrical response. So, the boundary interface characteristics are the most significant
factor. Varying these parameters effect both the transient response and the frequency
response knee. As adhesion of the layers improves, the layers have better bonding (lower
resistance) and smaller separations (higher capacitance). Thus, the boundary electrical
characteristics are strongly affected by adhesion. This is illustrated in Table 5.13 for the 3
modulators evaluated. These electrical differences are clearly seen in the optical response
of the system. The optical response is not only a measure of the electro-optic coefficient,
but also reflects the systems electrical response as can be seen from Equation (2.77).
Thus, calculation of r33 from Vrt measurements must consider the stack electrical response
as well.
These experiments have verified the performance predicted by the theoretical
developments. The poling time experiments show that 30 minutes is the optimal poling
time at 145 C and 500 V. Both poling temperature and poling voltage show
improvements with increasing temperature/voltage. These increases, however, are much
smaller than the improvements realized through the poling time. Poling time then is the
most influential in dipole alignments, but the time can be reduced by increasing
temperature, voltage, or both. In all cases, electrostriction is induced as the poling charge
increases, as can be seen most vividly by the increased optical losses with poling time.
Thus, there is a tradeoff between improved dipole alignment and optical losses. Because
electrostriction results in an increased chromophore density, dipoles can interfere with
each other as the density increases resulting in a decrease in Vn. Statistical experimental
analysis showed a need to replicate experiments 3 or 4 times to create enough degrees of
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freedomto _makethestatisticalanalysismeaningful.This is not aninvalidationof
experimentalresults,but ratheramathematicallimitation in thestatisticalanalysis.
Experimentsto verify theelectricaltransferfunctionwerealsosuccessful,
demonstratingtheeffectsof theboundarycapacitanceandresistancein the low frequency
response.Theseexperimentsalsoprovideverificationthatcapacitance ffectsmustbe
consideredevenatnearDC conditions.
Thus,this dissertationhassuccessfullyderived3layerwaveguidestackelectrical
transferfunction andpolingmechanisms.Theseresultsenablefutureendeavorsto
characterizepolingof variousmaterialsystemsanddefineoptimalpoling conditionsand
expectedelectricalperformanceof electroopticpolymermodulators.
CHAPTER 6
Summary and Conclusions
Poling of nonlinear optical (NLO) polymers has evolved from early work on
charge storage using electrets. This work concentrated primarily on single layer studies
and quantum chemical studies of polymer dipole alignments in complex material systems.
While these studies have provided a molecular level theoretical understanding of dipole
orientations, they focused on molecular rather than macroscopic effects. Macroscopic
studies have used poling and thermally stimulated discharge (TSD) current studies to
evaluate charge buildup and dipole orientation in single layer films. For optical
waveguide applications, these techniques required extension from single layer to three
layer systems. This work has been performed for this dissertation providing the first
poling charge and current density models for a 3 layer optical waveguide stack.
A theoretical poling model was initially developed to describe charge and current
densities during poling and TSD for a 3 layer waveguide system following the approach
used for single layer electrets. The development of this model revealed that the boundary
charge density formed at the Maxwell-Wagner boundary between the core and cladding
layers was significant. This large charge density is an indication of poling efficiency as
dipole alignment produces a polarization current density. The boundary and polarization
charge densities were shown to limits for infinite poling time. These limits are directly
proportional to the poling voltage showing that the maximum charge density achievable
is controlled by the poling voltage. The boundary charge was shown to contribute to
dipole alignment and also shown to be responsible for electrostriction as the charge layer
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builds during poling. Thus, there is an optimal charge density below which the dipoles
are not fully aligned and above which electrostriction begins to significantly increase
optical losses. These effects lead to a translation of the chromophore which compacts the
chromophores increasing the chromophore density with in the host system. This leads
then to interference in dipole alignment as chromophore misalignment with the poling
field are induced and the poling efficiency decreases.
A theoretical model of the 3 layer waveguide electrical transfer function was also
developed to accurately determine the core voltage responsible for dipole alignment.
This model showed that the effects of the boundary charge density is significant and leads
to a transient response in the core voltage and therefore the optical response. The
boundary charge produces a large capacitance value at the interface and along with the
resistance of the interface leads to a parallel Resistive Capacitive (RC) circuit at each
interface boundary in series with the bulk layer RC circuits. Being a series connection of
RC circuits, the high pass frequency was shown to be limited only by the contact
resistance of the electrodes. The low pass response for this circuit was extremely
interesting. This showed that the capacitance of the circuit is significant down to 10-6
Hz. Thus, the circuit does not relax to a pure DC response unless the voltage is stable for
1000 hours! The core voltage is much more sensitive to capacitance values than
resistance values. Thus, layer and boundary capacitance are significant quantities even at
low frequency operation indicating dielectric constant values play a more significant role
in the magnitude of the core voltage than resistance values.
Poling of 3 layer optical waveguide systems were investigated by poling Mach-
Zehnder modulators. Exploratory experiments were conducted to investigate various
poling parameters and verify the theoretical predictions.
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The experiments focused on poling time, temperature, and voltage. The
experimental data matched the modeled data extremely well. The poling current was
measured for each experiment and compared to modeled data. The curves matched
extremely well with errors attributed to temperature drift and time conversion accuracies
with the experimental data. As suggested by the theory, poling time were shown to be
significant parameters in poling efficiency. Increasing poling times allows a continuous
charge density build-up within the waveguide stack that improves the dipole alignments.
Poling times greater than 30 minutes showed significantly increased optical losses and
reduced V_ as predicted by theory for electrostriction effects. Poling voltage also showed
increase charge densities with increasing voltage as predicted by theory. Poling
temperature was limited to 160 °C by the maximum temperature of the chromophore.
Both poling voltage and poling temperature increases had much smaller effects on
polarization charge density build-up. Poling at 155 °C or 1000 V produce charge
densities similar to poling for 10 minutes. Thus, poling time may be used to offset
reduced poling temperature (due to chromophore stability limitations) or reduced poling
voltage (to eliminate arcing damage to electrodes and polymer layers which occur at
higher voltages). If poling time is desired to be optimized, the data indicate a poling
voltage of 1000 V and poling temperature of 155 °C would minimize optimal poling time
to 10 minutes. This is compared to 30 minutes at 500 V and 145 °C. Increasing poling
voltage also appears to increase the dipole relaxation frequency. Further chemical studies
of poled polymer relaxation frequencies are required to verify this.
The electrical response of the modulators was also investigated in the
experiments. Experiments were conducted with a square wave and saw tooth modulation
wave form. Matching the model to the experiment data showed that the electrical transfer
146
functiontheoreticalmodelaccuratelypredictedthetransientandmodulationresponse.
This effort alsoshowedthat themeasuredvalueof r33which is dependenton theactual
valueof thecorevoltagewassensitiveto theboundaryinterfacecapacitanceand
resistance.Thus,accountingfor thesevaluesiscrucial to calculatinganaccuratevalue
for r33.Theexperimentsshowedthatastheboundaryresistanceandcapacitance
decreased,thetransientresponseof themodulatorwasattenuated.No transientresponse
wasseenfor aboundaryresistance_ 1K_ (goodinterfacecontact)or aboundary
capacitance> 10nF (small layerseparation).
This work hassignificantlycontributedto investigatingandunderstandingvarious
effectsin poledwaveguidedevices.Thepoling theoryandelectricaltransferfunction
developmentsprovidekey insight intodeviceelectricalandopticalbehavior.These
theoriescanbeappliedto futurestudiesin devicethermalstability, akeyfactorin
practicaldeviceapplications.Thesetheoriesalsoprovidea basisfrom which to
determinethemannerin whichspaceradiationmayeffectdeviceoperationandcanbe
appliedto explanationsof radiationtestresults. Thesealsoindicatetheneedfor chemical
studiesto determinetheseparatevaluesof g, o_,and833. New device applications may
also be realized through the combination of electret charge storage and NLO effects.
Radiation sensors can be envisioned which optically detect the change in electret charge
layers. By providing an understanding of the charge densities and their role in the NLO
activity and electrical response this work has moved the field of electro-optic polymer
devices forward significantly, provided the basis for understanding many experimentally
observed phenomena, and opened the door for future application developments.
APPENDICES
APPENDIX A
MATERIAL SYSTEMS REVIEW
In this Appendix, material systems reported in the literature is surveyed. Section
A. 1 discusses results for Guest Host Systems reported in the literature. Section A.2
discusses results for Attached Systems (both side chain polymers (A.2.1) and main chain
polymers (A.2.2))
Various material systems have been investigated over the years. There are 3 main
systems: guest/host polymers, side chain polymers, and main chain polymers. Guest/host
systems are a mixture of NLO chromophore molecules in a polymer host material. Side
chain polymers have the NLO chromophore attached to the main polymer backbone as a
side chain. Main chain polymers have the NLO chromophore directly attached as part of
the main polymer backbone. Side chain and main chain polymers can be grouped
together as attached materials.
A. 1 Guest Host Systems
Guest Host polymers systems involve a guest chromophore mixed with a polymer
host matrix. The chromophores are not attached to the polymer chains, only dispersed
within the polymer matrix. There are various chromophores and host matrices that have
been investigated for their nonlinear optical properties. The following paragraphs address
these chromophores and polymer hosts separately. Section A. 1.3 then provides the
overall NLO properties for these systems.
A.I.1 Chromophores
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Chromophores are the primary source of NLO properties for a polymer material
system. Various chromophores have been explored recently including Disperse Red dyes,
DANS, FTC, and CLD.
A lot of early NLO polymer systems where investigated using Disperse Red (DR)
optical dye. Several varieties of DR exist, designated by their number. DR1 has been
extensively investigated and has a la_3product of 580 x 10 -4s esu. [62]
In the quest to see improved r33 coefficients over those provided by the various
dye compounds, a new set of chromophores were developed based on optimization of the
la[3 product. FFC and CLD are the recent results of these efforts. FTC (Furan derivative
ring incorporated into a TriCyanobutadiene acceptor) was one of the first of these
chromophores to be characterized and used to fabricate modulators. FI'C has a la[3
product of 15000 x 10 -4s esu, significantly larger than DR1. [62]
A.1.2 Polymer Hosts
Various hosts have been reported in the literature. The most predominate are
Poly methyl(methacrylate) (PMMA), Polycarbonate (PC), Polystyrene (PS), and
Polyimide.
PMMA is a readily available material, but has a low Tg (120 C). PMMA shows
no dipole effects on poling, but does show large build up of space charges. Studies show
that space charge build-up in PMMA is strongly dependant on poling temperature, with
Tp = 90 C showing the highest level of charge build up for samples poled from 40 C to 90
C. Poling voltage (corona) has a smaller, but still significant effect on charge build-up.
In this case, samples poled at 15 kV showed a larger charge build up than those at 5kV or
2 kV. Poling times also show increases in space charge as the poling time is increased.
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Dipole effects are seen in the charge distributions near the anode and cathode. However,
these effects are believed to be caused by a surface charge layer countering the space
charge in the bulk material. No molecular dipoles are said to be formed. [63]
Polycarbonate (PC) is a polarizable host with a high Tg (205 C). Studies have shown that
PC has an r33 of 0.10 pm/V when poled under the conditions given in Table A. 1. Thus,
PC enhances the electro-optic response of the chromophore in the guest/host system. [64]
Thermal stability of PC based systems has been shown to be very good. This is attributed
to the high Tg and dipole characteristics of PC. Under a poling field, the Carbonyl groups
will align to the field. This alignment process is slower than the chromophore alignment
and thus requires longer poling. [39] Amorphous polycarbonate (APC) has been shown
to be one of the best host materials evaluated to date.
Table A. 1: Polycarbonate Poling Characteristics
Polymer Tg Poling
System Voltage
(vp)
Polycarbonate NR 8.5 V/lam
Poling
Temp.
(To)
127 C
Poling
time (tp)
15 min
r33
0.10 pm/V
.633 _tm
Polystyrene is another readily available polymer, but, like PMMA, has a low Tg
(100 C). Although some work has been done with PS, it is not suitable has a high
temperature material.
Polyimides are a promising new host material that may rival APC. They have a
fairly high Tg (220 C- 270 C) and show promise as a low optical loss host material.
A.1.3 System Properties
Guest/host systems involve the mixing of a guest chromophore in a host polymer
matrix. As the %wt. of the guest increases, the spacing between host chains increases and
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the material Tg decreases below that of the host material with no guest molecules. Thus,
guest/host systems tend to have lower Tg and therefore thermal stability temperatures are
lower. One study of bisphenal-A polycarbonate (BPA-PC) doped with 35% wt. DAN
showed a reduction of Tg from 155 C to 85 C. Another polycarbonate based host,
BPTMC-PC, showed a reduction of Tg from 239 C to 117 C for the same DAN doping
level. [39]
Many studies of electro-optic and nonlinear optical effects have been done with
PMMA doped with DR1. The absorption band of a system consisting of the DR1
chromophore dispersed in PMMA has been investigated. The system was corona poled at
10kV with a grid voltage of 800 V at a poling temperature of 90 C. Absorption band
studies showed that relaxation of the dipoles occur at room temperature over a period of a
few days. During poling, the host chains can interfere with the chromophore orientation
resulting in a deformation of the _ electron configuration. This can destroy the
chromophore or lead to a relaxation of the dipole orientation as the chromophore seeks an
equilibrium state. [65]
Various loadings of chromophore in PMMA have been investigated in different
studies. PMMA doped with 12% DR1 have shown electro-optic characteristics at 1.55
_tm. The material was corona poled in the triode configuration and cooled slowly (rate
not reported). Results showed thermal stability only up to around 50 C. [66] Other
studies of PMMA-DR1 have investigated chromophore loadings of 4% to 10%. These
samples where poled with a constant current (I = 3 hA) corona in a triode configuration
also. The material dielectric constant, e, increased linearly with dye concentration and
followed the shape of the undoped PMMA curves with increasing temperature. In
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addition,theresultsshoweddipoleorientation(measuredby thepyroelectriccoefficient)
improvedwith increasedpoling field andincreasedchromophoreloading. Optimal
poling conditionsaregivenin TableA.2. [67]
Thermal stability has been measured in samples of PMMA-DR1. Loading was
not specified but, the material system showed thermal stability up to 105 C for both
corona poled and electron beam poled samples. [44]
Studies of PMMA and PC doped with 20% DANS chromophore have been made.
The PC-DANS system has a much higher r33 due to the polarizability of the PC backbone.
Note, that the PC-DANS was poled below the Tg due to increasing current flows with
temperature. The electro-optic response may have been higher had the poling been
performed closer to the Tg, but concerns for film breakdown due to high current flows
limited the poling temperature. The PMMA-DANS electro-optic response may have also
been reduced during fabrication. A bake out of 150 C is required to cure the film
possibly damaging the chromophore. [64]
Table A.2: Guest/Host NLO Polymer Poling Characteristics
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Polymer
System
PMMA-
DR1
Host
Tg
NR
Poling
Voltage
(Vp)
Poling
Temp.
(Tp)
90
Poling
time
(tp)
NR
Cooli
ng
Rate
NR
r33
I
NR
r13
NR
15
min
NR
PMMA- 90 C 80 MV/m 80 C 30 NR NR NR NR
DR1 (4%) min
PMMA- 90 C 80 MV/m 80 C 30 NR NR NR NR
DR1 (6%) min
PMMA- 90 C 80 MV/m 80 C 30 NR NR NR NR
DR1 (8%) min
PMMA- 80 C NR NR NR NR .3 pm/V NR 1.55 gm
DR1 (12%)
105 C 1.7 V/gm 100 C NR NR .633 gm
15
min
PMMA-
DANS
(20%)
NRI10CPC-DANS
(20%)
.17
pm/V
1.20
pm/V
150 C
APC -
CLD1
NR1.7 V/_tm
30
min
.633 lam
PMMA- 90 C 8 kV 95 C 30 NR 85 pm/V NR 1.3 txm
CLD1 min
145 C 8 kV 150 C NR 92 pm/V NR 1.3 lam
CLD1 was initially studied with a PMMA host. By corona poling a 30% wt
system at 95 C, an 1"33of 85 pm/V was obtained. This represents a significant
improvement over previous material systems, but the thermal stability was good only to
75 C. To address the low thermal stability temperature limit, amorphous polycarbonate
(APC) was used as a host material. CLD1/APC in a 25% wt mixture was corona poled at
8 kV for 30 minutes at a temperature of 150 C. An r33 of 92 pm/V was measured with a
thermal stability temperature limit of 115 C. Clearly, APC proved to be a better host
material providing better thermal stability with a slight improvement of the NLO
properties. No Tg could be measured indicating the chromophore/host mixture is highly
amorphous. TM mode Optical losses in planar samples were measured at both 1.3 lxm
and 1.55 _tm. These measurements yielded losses of 1.0 dB/cm and 1.2 dB/cm,
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respectively,in unpoledfilms. After poling,anindexof refractionchangewasnoted.
nw changedfrom 1.625to 1.655while n_ decreasedfrom 1.637to 1.626.This
indicatesa shift of chromophorealignmentfrom in planeto perpendicularto theplaneof
propagation.Thus,the indexincreasesasbetteralignmentof thechromophoresis
achievedanddecreasesasdipolesbecomelessaligned.[9] More recentreportshavealso
measuredpreandpostpoling indexchangesin CLDI/APC. Prepoling indexnumbers
were1.60(TM) and 1.62(TE). After polingthesevalueschangedto 1.625(TM) and
1.595(TE). [68]
Thermalstability studieshavebeenconductedat60 °Cfor 65days.Theseresults
showa 25%decreasein r33(basedonmodulatorVnmeasurementsat 1.55gm)overa20
dayperiod followedby stablevaluesfor theremaining45 days.[9] Subsequentstudies
conductedover40dayscomparedmodulatorsystemsheldat 60 °C andat room
temperaturein air. Again, adecreasein r33of 25%(increasein V_)wasnotedfor the
deviceat 60 °C, butnochangewasnotedfor thedeviceatroomtemperature.
Measurementsweremadeat 1.55lam.[5]
Oxygenhasbeenshownto causeseriousNLO degradationfor CLD samples.
Photostabilitystudiesusinga 10mW laserdiodein theTM modeat 1.55gm showeda
67% decreasein r33overa24hourperiod. However,r13did notdecreasein a similar
fashion. Thus,bleachingof thechromophorealignedin ther33(i.e.TM mode)direction
is attributedto thedecrease.Performingasimilar testin anAr atmosphereshowedno
degradationin r33.Thus,theresultsseenin air showthatphotoinducedoxidationof the
chromophoreis responsiblefor thebleaching.[9] Subsequentstudiesof theeffect
showedthatthecoreis significantlybleachedat theinput facetcausingaloweringof the
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indexof refractionandalossof TM modeconfinement.TheTE modewasmuchless
affected. Thebleachingis believedto beaphotochemicalreactionwhereasingleoxygen
atomattacksthecarbon double bonds or the nitrogen bonds in the chromophore. Two-
photon absorption may also cause degradation through 1.5 _tm light exciting the 0.7 _tm
absorption peak. Oxygen induced loss effects have also been noted in both corona and
electrode poling. Electrode poling at 600 V in air resulted in optical loss increases of 2 -
3.5 dB/cm versus no loss increases when poled in a nitrogen environment. Similarly,
samples heated to poling temperatures, but without a poling field, showed no optical loss
increases. Thus, these losses where determined to be due to the presence of oxygen at
high temperatures and high currents during poling. [5]
Optimal electrode poling procedures have been developed for the CLD1/APC
system. Poling is performed in a nitrogen environment due to oxygen sensitivity. In
addition, a nitrogen purge is performed at 120 C for 30 minutes to remove dissolved
oxygen trapped in the core at room temperature. Poling is then performed at 145 C for 30
minutes with a field of 400 V applied across the electrodes. The poling field is applied at
the end of the purge cycle and left on until the sample is cooled back to room
temperature. An r33 - 43 pm/V has been measured using this poling method. [5]
A.2 Attached Systems
Attached polymers systems include both side chain and main chain attached
chromophores. In side chain polymers, the chromophores are attached to the polymer
main chain or backbone. The chromophore is then oriented by the poling field, though
the motion is somewhat limited by the attachment site. Side chain polymers provide
better long term stability as the backbone limits the motion of the chromophore and thus
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limits theability of thechromophoretore-orientor relax. In mainchainpolymers,the
chromophoreis incorporateddirectly intothepolymerbackbone.Theentirebackbone
mustthenbeorientedin polingto produceanoncentrosymmetricstructure.Main chain
polymersprovidethebestlong-termstabilityasthechromophorecannotre-orientor relax
freely. Most of theattachedpolymersystemsinvestigatedfor their nonlinearoptical
propertieshavebeensidechainpolymers.Thefollowing paragraphsaddresssidechain
andmainchainpolymersystemsseparately.
A.2.1 SideChainPolymers
A sidechainsystemconsistingof DR 13attachedto a methylmethacrylate
forming (MMA)-DR13. TableA.3 givesthecharacteristicsof thepoledsystem.The
systemwascoronapoledatconstantcurrentusinganeedleconfiguration(seeFigure3.1).
Threelevelsof chromophoreloadingwereused:4%, 9%,and43%. Polingstudies
indicated120C astheoptimumpolingtemperatureand30minutesastheoptimum
poling time. Polingabove120C led toreducedvaluesof theelectro-opticcoefficients.
Extremelylongpolingtimesledto degradationfrom coronainducechemicalbreakdown.
Optimumpoling voltagewas100MV/mor 1MV/cm. Optimumpolingconditionswere
determinedby measuringr13aseachparameter(Vp,Tp,tp)wasvariedindividually.
Coolingratewasbestat0.2 C/min. Fasteratesshowedquick degradationin r13.Thus,
slow coolingratesledto betterthermalstability. Increasedspacebetweenthepolymer
backbonescorrespondto fasterrelaxationtimes. Thus,low chromophorecontent,which
allowsa tighterspacingof backbonesegments,producedthemoststablematerialsystem.
However,thereis alsosomeindicationthatthermalhistoryof thesampleplaysan
importantrole in thermalstability. Samplescooledquickly donot havesufficient
orientationtimeto allow thebackbonesto achievetheoptimalpackingdensity. Thus,in
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samplesthatwerecooledquickly duringfabricationandprior to poling, thermalstability
numberswerealwayslower. So,thermalhistoryof thesamplesis anareanotedfor
additionalinvestigationof poling effectiveness.[69]
TableA.3: Side-ChainNLOPolymerPolingCharacteristics
Polymer
System
(MMA)-
DR13 (4%)
Tg
117C
Poling
Voltage
(Vp)
100 MV/m
Poling
Temp.
(Tp)
120 C
Poling
time
(tp)
30
min
Cooling
Rate
r33
6 pm/V*
r13
2 pm/V
.633 gm
(MMA)- 117 C 100 MV/m 120 C 30 9 prn/V* 3 pm/V .633 gm
DR13 (9%) min
(MMA)- 117 C 100 MV/m 120 C 30 27 prn/V* 9 pm/V .633 gm
DR13 min
(43%)
PMMA- 120 C 100 C 5 min NR NR .3 - .7 lam
azoviolet
PC- 145 C 155 C 5 min NR NR .3 - .7 gm
azoviolet
PS- 100 C 120 C 5 min NR NR .3 - .7 lam
azoviolet
150 C NR 150 NR NR 14 prn/V NR 1.3 lamPMMA-
MMA
amino nitro
azobenzene
Polyimide 205 C NR 220C- NR NR 11 pm/V NR 1.3 lam
- DR 250C
Sol-Gel NR NR NR NR NR Small NR 1.3 gm
amino-
sulfone
PMDA- 110 C NR 140 C 120 NR NR NR NR
DR19 min
POA-DR1 165 C NR NR NR NR NR NR NR
* Calculated as 03 = 3r13
NR = Not Reported
Side chain polymers have been investigated by attaching an azoviolet dye to 3
different backbone materials: PMMA, Polycarbonate, and Polystyrene. Each material
system was needle corona poled at -12 kV, but without the voltage control grid. The
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sampleswerepoledfor 5 minutesneartheTg and then cooled to room temperature in 10
minutes. Absorption studies showed a slight relaxation of each system at room
temperature over 6 hours. Partial recovery of the absorption value was obtained by
depoling the PMMA-azodye sample. However, the PC-azodye and PS-azodye showed a
further drop in absorption. This was caused by destruction of the dye chromophore while
poling above the Tg. [70]
Thermal stability of various side chain polymers have been reported. PMMA-
DR1 was thermally stable to 120 C for a corona poled sample. This is an improvement
over the guest/host PMMA-DR1 system that was stable to 105 C. This illustrates the
improved thermal stability of side chain systems over guest/host systems. [44]
Work has also been done with different attachment mechanisms in side-chain
polymers. An amino nitro azobenzene chromophore has been attached to a PMMA-
MMA polymer. The chromophore was crosslinked for added stability and showed a 30 C
improvement in thermal stability due to crosslinking. This system has a high Tg, an
estimated r33 of 14 pm/V (d33 - 110 pm/V at 1.06 lam) and showed good thermal stability
to approximately 130 C. The 1"33estimate was obtained by extrapolating the d33
coefficient measured at 1.06 lam. A Disperse Red (DR) chromophore was also attached
to a polyimide. This system has a high Tg, an estimated r33 of 11 pm/V (d33 = 112 pm/V
at 1.06 ].tm) and showed good thermal stability to 190 C. Finally, a sol-gel was
investigated with an amino-sulfone dye attached. This system had poor nonlinearity (r33
not estimated, d33 = 10 - 13 pm/V at 1.06 lam) and the thermal stability trailed off slowly
starting near 130 C. This system had 9 crosslinking sites to hold the chromophores
tightly. [71]
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Poling dynamics of two different aromatic polyimide films have been investigated
with Disperse Red chromophores attached: poly(pyromelliticdianhydride) - DR 19
(PMDA-DR 19) and poly(pyromelliticdianhydride)-4,4'-diaminodiphenyl ether - DR1
(POA-DR1). These studies measured the second harmonic generation signal during the
poling process. For PMDA-DR19 the SHG increased sporadically during corona poling
due to randomly oriented potential wells in the polymer films. After poling for > 30
minutes, the sample SHG response became consistent and leveled off to a constant value
as the sample was cooled below the Tg. Theoretical curves matching the free-rotor model
of the polymer backbone to the experimental data showed good correlation for long
poling durations (120 minutes) and less correlation for poling at 30 minutes. SHG
response was also higher for longer poling durations indicating better orientation of the
chromophore dipoles. In addition, IR absorption measurements indicated that chemical
reactions with functional groups on the polymer chains occur and these reactions reduce
the spacing of the backbones. Thus, long poling durations create a more thermally stable
molecule as reactions reduce the backbone spacing and the chromophore orientations
have less opportunity to re-orient after cool down. [72]
An MO3ONS (oxynitrostibene attached to poly-acrylate) was also studied. The
electro-optic coefficient is similar to that of PC-DANS (20%) when the results are scaled
by the size of the poling fields. Another side-chain polymer (poly 4-vinylpyridine, [P-
4VP]) was also studied. MO3ONS showed long term thermal stability (1000 days) after a
settling period of 10 days where r33 dropped to 70% of the original value at room
temperature. P-4VP showed a smaller r33 and continued degradation over time. [64]
The FFC chromophore has been attached to a polyurethane (PU-FTC) to produce
an intensity modulator. Modulator structures were needle corona poled at 8 kV before
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application of the top electrodes. A pre-curing was added to allow partial crosslinking of
the material so that the material can with stand the surface potential applied during
poling. If pre-curing was allowed to proceed to long, then the crosslinking prevents
efficient chromophore orientation to the electric field. In addition, polymerization and
poling orientation were found to be effective by maximum poling temperature. If the
poling temperature was too high, then polymerization occurred faster than the
chromophore orientation. Optimal poling conditions then were found to be pre-cure 3
minutes at 120 C followed by poling for 60 minutes at 100 C. Optical losses of 2 dB/cm
were measured at 1.3 _m. This produced an r33 of 40 pm/V at 1.06 _tm that corresponds
to 25 pm/V at 1.3 lxm. [62]
A.2.2 Main Chain Polymers
Polyurea (PU) polymers have been prepared separately with the monomer 4,4'-
Diamino Diphenyl methane (DDM) or the monomer p-Diamino nitro benzene (DNB).
The monomers (DDM or DNB) serve as the chromophore segment in the PU backbone.
Planar films of PU(DDM) and PU(DNB) were prepared by vapor deposition
polymerization and then corona poled without a control grid. The control grid was
omitted to avoid interference with the SHG measurements during poling. Films were also
prepared by Electric filed VDP, but the results where poor. Table A.4 shows the poling
parameters for each film fabricated by VDP and then corona poled. In these films,
polymerization continued during the poling process. Thus, a thermally stable
configuration was polymerized during the poling process. When films where heat treated
prior to poling, poor poling results were noted. This was attributed to the polymerization
being completed before poling, locking in the random orientation of the polymer chains.
For PU(DNB), the poling field was determined to interfere with polymerization, reducing
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thereactivityof somegroupsthatin turn limits thepoling effectiveness.Note, thatthe
indexof refractionof thesefilms wasnotmeasured,soacalculationof r33usingEquation
(3.22)is not possible.[73]
TableA.4: Main ChainPolymerPolingCharacteristics
Polymer
System
PU(DDM)
Tg Poling
Voltage
(Vp)
+4kV
Poling
Temp.
(To)
200 C
Poling
time
(tp)
NO
Dwell
Cooling
Rate
NR
d33
5 prn/V
k
1.064 _tm
PU(DNB) + 4.4 kV 200 C No NR 15 prn/V 1.064 lam
Dwell
Although main chain polymers provide mechanisms to enhance thermal stability,
these same mechanisms may also hinder chromophore alignment in the poling electric
field. A lot of polymer engineering is still required to identify promising candidate main
chain materials. Therefore, only guest/host and side chain systems will be considered in
the dissertation work.
A.3 Reported Modulators Results
Mach Zehnder modulators have been demonstrated in a variety of different
material systems. Table A.5 lists the reported performance achieved for these systems.
A MZ modulator was produced in a side chain PU-FI'C core material using the
corona poling process discussed in Section A.2.1. The lower cladding was Epoxylite
9653 (n = 1.54 at 1.3 !am) and the upper cladding was NOA73 (n = 1.54 at 1.3 ILtm). The
waveguide was 6 lam wide and 1.5 lam thick. The core was etched back 0.3 lam in the
field to produce a rib guide as illustrated in Figure 2.4. The lower cladding was 3.0 lam
and the upper cladding 3.5 lxm thick, giving a total stack height of 8.0 lam. The
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modulatorelectrodeswere2.0cm long. A Vrt of 4.5 V wasmeasuredcorrespondingto
r33= 25pm/V at 1.3_tm.Theoptical losswasmeasuredto be2.5dB/cmat this same
wavelength.[62]
A CLD1/PMMA (30%wt.) modulatorwasproducedtheresultslistedin Table
A.5. An electrodelengthof 2.5cm wasusedandthemodulatorwasoperatedin thepush-
pull configuration.[74]PMMA, however,wasabandonedasahostdueto low thermal
stabilityandmodulatorsweresubsequentlyfabricatedfrom CLDI/APC.
CLDI/APC (25%wt.) modulatorswereproducedby coronapoling andresultsfor
both 1.3lamand 1.55lamareindicatedin TableA.5. Therib waveguideswereformedby
02 RIE. Themodulatorelectrodeswere2 cm long. Thetotal stackthicknesswas9.0
lam,thoughthethicknessof theupperandlowercladdinglayerswasnotreported.By
takinginto accounttheoptical lossdatafor thecladding,theoptical lossdueonly to the
CLDI/APC corewasextrapolatedto be1.4dB/cmat 1.3mm and 1.3dB/cmat 1.55lxm.
TableA.5 reflectstheactualmeasuredoptical lossof themodulatorstackthatis of more
practicalconcernwhencomparingthemodulatorpertbrmanceof variousmaterial
systems.[9]
CLDI/APC (25%wt.) modulatorshavealsobeenproducedbyelectrodepoling.
Therib waveguideswereformedby O2RIE. Thewaveguideswere6 _m wide. Optical
lossmeasurementsweremadefor both3 lxmand5 _tmthick waveguidesusingthecut-
backmethodat 1.55lxm. The3 lamwaveguideshaslossesof 1.7dB/cmwhile the5 _tm
waveguideshaslossesof 1.2dB/cmindicatingbettermodematchingwith the inputfiber.
TheVz numbersreportedin TableA.5 havebeenconvertedto nonpush-pullvalues. The
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numbers reposed were actually 1.4 V at 1.3 gm and 2.1 V at 1.55 lam for push-pull
modulation (induced by push-pull poling). [5]
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Table A.5: Reported Modulator Experimental Results
Layer Material Planar Waveguide
Thickness Thickness
LC Epoxylite 9653
Corona
Poled Core
UC
PU-FTC
NOA73 3.5 lam
LC
Corona CLD1/PMMA
Poled Core
UC
LC UV15 NR
Corona CLD1/APC 1.8 gm 2.4 lam
Poled Core
UC UFC- 170 NR
LC UV15 NR
Corona CLDI/APC 1.8 gm 2.4 gm
Poled Core
UC UFC- 170 NR
LC UV 15
Electrode
Poled Core
UC
3.0 _m
CLD1/APC 2.5 gm
UFC-170 2.5 [xrn
2.5 gm
3.0 gm
2.5 p.m
LC
Electrode
Poled Core
UV15 3.0 _m 2.5 gm
CLD1/APC 2.5 gm 3.0 gm
UC UFC-170 2.5 Ixm 2.5 gm
LC UV15
CLD1/APCPoling
Induced
Core
UC
2.5 btm 2.5 gm
3.0 _tm 3.0 lain
UFC-170 2.5 _tm 2.5 gm
LC
Photo
Bleached
Core
UC
UVI5 2.5 gm 2.5 [am
CLDI/APC 3.0 gm 3.0 gm
UFC-170 2.5 I.tm 2.5 _tm
LC UV15
Photo CLD 1/APC
Bleached
Core
UC UFC- 170
2.5 _tm 2.5 [.tm
3.0 gm 3.0 gm
2.5 [am 2.5 _tm
Vp Tp tp Optical
Loss
100 60 2.5
8kV
C min dB/cm
95 30 0.88kV
C min dB/cm
150 30 1.7
8kV
C min dB/cm
150 30 1.78kV
C min dB/cm
400 145 30 NR
V C min
400 145 30 1.7
V C min dB/cm
500 150 30 1.3
V C min dB/cm
500 150 30 NR
V C min
400 145 30 NR
V C min
W_
4.5V
0.8V
2.4V
3.7V
2.8V
4.2V
3.5V
5.4V
7.5V
1.3
.ktm
1.3
Arm
1.55
_.ktm
1.3
gm
1.55
1.55
p.m
1.3
gm
1.55
lam
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Modulator waveguides have also been fabricated by poling. This process is
similar to photobleaching, but the waveguide channels are defined by the poling field
creating a change in index as compared to the unpoled field. 7 mm wide channels were
fabricated producing the results in Table A.5. Note the increase in poling voltage and
temperature over earlier efforts. The modulating electrodes were 3 cm long. [68]
Photobleached modulators in CLDI/APC have also been measured. These
devices give a V_ of 7.5 V at 1.55 lam and 5.4 V at 1.3 gm. [75]
APPENDIX B
Modulator Data
This Appendix provides additional data plots covered by the discussions in
Chapter 5. Plots are provided for the theoretical poling calculations in B. 1 and the
modeled and measured plots for poling experiments in B.2.
B. 1 Wafer Theoretical Data Plots
These plots are the theoretical poling and TSD plots supporting the discussion in
Section 5.2 The polarization charge density plots show the boundary charge density as a
solid line and the polarization charge density as a dashed line. The poling current density
plots show the total current density as a solid line, the boundary charge current density as
a dotted line, the polarization charge density as a dashed line, and the conduction current
density as a dot-dash line. The TSD charge density plots show the boundary charge
density as a solid line and the polarization charge density as a dashed line. The TSD
current density plots show the total current density as a solid line, the boundary charge
current density as a dotted line, and the polarization charge density as a dashed line.
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B.2 Die Experimental Data Plots
This section presents the modeled and measured data plots for the poling time and
temperature studies discussed in Section 5.2. Figures B.49 - B.86 are the additional plots
for the poling time Phase 1 poling experiments. Figures B.32 - B.38 are the additional
plots for the poling temperature phase 1 poling experiments. The charge density plots
show the modeled charge densities for the poling experiment with the boundary charge
density shown by the + symbols and the polarization charge density shown by the dashed
line. The charge densities are plotted as the ratios to the boundary charge infinite value.
The current density plots show the modeled and measured poling current density with the
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total modeledcurrentdensityshownasa solid line, themodeledboundarychargecurrent
densityshownasadashedline, themodeledpolarizationchargecurrentdensityshownas
a dottedline, andthemeasuredtotalcurrentdensityshownasa solid linewith circles
markingthemeasureddatapoints. Tables5.4and5.5containtherelevantpoling
informationfor theseplots.
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Appendix C
Matlab Programs
This Appendix contains the Matlab programs written to produce the theoretical
data and plots and the experimental data plots shown in combination with the theoretical
There are 5 main programs written to produce these plots.plots presented in Chapter 5.
These plots are:
Polar Current Theory - produces the theoretical data and plots showing
the poling charge densities and poling current densities for unlimited
poling temperature.
Polar Current Experiment - produces the theoretical data values and
plots for an experimental poling run and plots the experimental data
with the theoretical data.
Modulation Model - produces the theoretical data (including Vcore and
r33 values) and plots for a saw tooth modulation waveform and plots
the experimental data with the theoretical data.
- Modulation Model SqWv- produces the theoretical data (including
Vcore value) and plots for a square wave modulation waveform and
plots the experimental data with the theoretical data.
- Mod Transfer Function - produces the theoretical data and plots for
the high and low frequency response.
In addition to these main programs there were several functions written to support
the calculations used in these main programs. There are 5 functions supporting both Polar
Current programs. There are:
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- arrenhius- calculatesthearrenhiusfunction.
dsdP- calculatesthechangein theboundary,chargedensityand
polarizationchargedensitywith timeduring theheatingrampof the
temperature. UsedbytheODE solverin thePolarCurrentprograms.
dsdPdwell- calculatesthechangein theboundarychargedensityand
polarizationchargedensitywith time duringthepoling temperature
dwell. Usedby theODE solverin thePolarCurrentprograms.
dsdPcool- calculatesthechangein theboundarychargedensityand
polarizationchargedensitywith time duringthecoolingrampof the
temperature.Usedby theODE solverin thePolarCurrentprograms.
- dsdPTSD- calculatesthechangein theboundarychargedensityand
polarizationchargedensitywith time duringtheheatingrampof the
temperaturefor TSD(zeropoling voltage). Usedby theODE solver
in thePolarCurrentprograms.
TheModulationModel programwassupportedbya singlefunction:
- Sawtoothmodulation- producesthesawtoothmodulationwaveform
for thetheoreticalplots.
Themainprogramsweretailoredfor thewaveguidedimensions,optical indexes,
resistances,andcapacitancesfor eachwaferanddie. Thus,eachwaferanddie
hasaversionof theprogramwhichcontainsinformationon themodelusedto
producetheseprograms.All programswereusedin theanalysisof Wafer 791-1.
Theseprogramswereusedfor otherWafersbeupdatingthevaluescontainedin
Tables5.3,5.5,5.6,5.8,5.9,5.11andC.1for thePolarCurrentprogramsand
Table5.12for theModulationModel,ModulationModel SqWv,andModulation
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Transfer function programs. The functions are generic and are listed at the end in
the order presented above.
Table C. 1 Upper and Lower Conductivity Coefficients used in Polar Current Programs
Wafer-Die#
761 Theory
761-1
761-2
775 theory
775-1
775-2
775-3
782 theory
782-1
782-3
783 Theory
783-1
783-2
783-3
790 theory
790-1
790-2
790-3
Upper and Lower Cladding Conductivity (_c0 = gs0)
0.4x109
0.4x109
0.43x109
0.4x 109
0.4x109
0.5x109
0.16x109
0.33x109
0.3x109
0.33x109
0.2x109
0.4x109
0.35x109
0.25x109
0.7x109
0.65xi09
0.35x109
0.76x109
791 theory
791-1
791-2
791-3
812 theory
0.5x109
0.5x109
0.7x10 _
0.5x109
0,5x109
0.5x109812-1
812-2 0.5x109
812-3 0.7x109
929 theory
929-1
0.42x109
0.5x109
929-2 1.5x109
929-3
930 theory
930-1
0.42x 109
0.9x109
0.9x109
930-2 0.9x109
930-3 1.4x109
931 theory
931-1
931-2
931-3
932 theory
932-1
932-2
932-3
0.72x109
2.4x109
0.35x109
0.72x109
1.6x109
0.21x109
1.4x109
1.6x109
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791 Polar Current Theory
%Script File: PolarCurrent 791 Theory
%Solves for the polarization and boundary charge in Poling and TSD current
density Theoretical equations
%Wafer #791 (NOA71-CLDX/APC-NOA71)
%
close all
% index of refraction values (lambda = 1.55 microns, TM)
nc = 1.546;
ng = 1.638;
ns = 1.546;
%
% height values
%
hc = 2.79e-6;
lag = 3.61e-6;
hs = 3.1e-6;
height = [ hc hg hs ];
%
% gamma (conductance)
%
gg0 = le20;
gc0 = .5e9;
gs0 = gc0;
gamma = [ gc0 gg0 gs0 ];
%
% epsilon (permitivity)
%
e0 -- 8.854e-12;
ec = ncA2;
eg = rigA2;
eslow = 4.6;
es = nSA2;
epsilon = [ ec eg es e0 eslow ];
%
% Poling Voltage
%
Vp = 500;
%
% Dipole relaxation frequency and conduction activation energy
%
ar = 1.1e20; %
Ea = 2; %in eV
Ec = 1.9; %in eV
AKT = 56;
Tm = Ea*(1.6e-19)/((1.381e-23)*AKT);
% High Frequency Dielectric Constant
% High Frequency Dielectric Constant
% Low Frequency Dielectric Constant for core
%Tm in K; Baseline: A/kT = 55
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CKTc = AKT*(1.13);
energy
CKTg = AKT*(1.5);
CKTs = CKTc;
Tcc= Ec*(1.6e-19)/((1.381e-23)*CKTc);
dependingoncrosslinking.
Tcg= Tm/.85; %Tm/Tc= .85
Tcs= Tcc;
CKT = [ CKTc CKTg CKTs ];
Tc = [ TccTcgTcs ];
%
%Time (seconds)andheatingrate
%
Tg = 520;
TO= 273;
s = 44/60;
t = [ 0 (Tg-T0)/s];
%
% Solvefor Ps(t)duringcharging
%
%
% ODE solver
%
%UpperCladdingConductanceactivation
% CoreConductanceactivationenergy
%LowerCladdingConductanceactivationenergy
%NorlundTg is 50 - 100C
%DegreesKelvin
%Initial temperaturein Kelvin
%CelsiuspersecondsBaseline:44/60
%timein secondsto go from TOto Tg
% CalculateCurrentDensity,J,basedonPsandsigmacg
%
PsC= 0; %no polarization(randomorientation)initially
sigmacg= 0; % noboundarychargeinitially
y0= [ sigmacgPsC];
options= odeset('RelTol',3e-14,'AbsTol',le- 15);
[tl,Y1] =
odel5s(@dsdP,t,y0,options,s,T0,epsilon,gamma,height,Vp,ar,AKT,CKT,Tm,Tc);
%
%Initialize valuesfor currentcalculation
%
Bw = zeros(length(Y1),l);
dpsdt= zeros(length(Y1),1);
dsgcdt= zeros(length(Y1),1);
gc= zeros(length(Y1),1);
gg= zeros(length(Y1),1);
gs= zeros(length(Y1),l);
Ggc= zeros(length(Y1),l);
Gcs= zeros(length(Y1),1);
PsC= zeros(length(Y1),1);
sigmagcC= zeros(length(Y1),l);
Vg = zeros(length(Y1),1);
Eg= zeros(length(Y1),l);
jt = zeros(length(Y1),1);
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jp = zeros(length(Y1),1);
jb = zeros(length(Y1),l);
jc = zeros(length(Y1),1);
%
%CurrentDensityCalculationduringCharging(it)
%
PsC(1:length(Y1),1) = Y1(1:length(Y1),2);
sigmagcC(l:length(Y1),l) -- Yl(l:length(Y1),l);
gc(l:length(Y1)) = arrenhius(tl*s+273,gc0,CKTc,Tcc);
273 at time = 0
gg(1 :length(Y1)) = arrenhius(tl*s+273,gg0,CKTg,Tcg);
273 at time = 0
gs(1 :length(Y 1)) = arrenhius(t 1*s+273,gs0,CKTs,Tcs);
273 at time = 0
Ggc(l:length(Y1)) = l+(hc*gg)./(hg*gc);
Gcs(1 :length(Y1)) = 1./(l+gc./gs);
Bw(1 :length(Y1)) = gc./(hc*(e0*ec*Gcs/hc + e0*eg/hg));
dsgcdt(l:length(Y1)) = Ggc.*Bw.*(PsC -
%273 sets temp =
%273 sets temp =
%273 sets temp =
sigmagcC)+Bw.*Gcs.*((e0*eg/hg)+(e0*ec/hc).*(Gcs-Ggc))*Vp;
dpsdt(1 :length(tl)) = (arrenhius(tl*s+273,ar,AKT,Tm)).*(((eslow-
eg)*(e0*Vp+(hc/ec)*sigmagcC))-
(hg*Gcs+(hc*eslow/ec)).*PsC)./(hg*Gcs+(hc*eg/ec));
Vg(l:length(tl)) = ((e0*ec*Gcs*Vp/hc)+sigmagcC-
PsC)./((e0*eg/hg)*(l+Gcs*ec*hg/(hc*eg)));
jt(l:length(tl)) = (gg.*(sigmagcC - PsC + e0*ec*Gcs*Vp/hc) + e0*eg*dsgcdt/hg
+ e0*ec*Gcs.*dpsdt/hc)./(hg*(e0*eg/hg + e0*ec*Gcs/hc)); % total current
density
jp(l:length(tl)) =(gg.*(-PsC) + e0*ec*Gcs.*dpsdt/hc)./(hg*(e0*eg/hg +
e0*ec*Gcs/hc)); % Polar current density
jb(1 :length(tl)) =(gg.*(sigmagcC) + e0*eg*dsgcdt/hg)./(hg*(e0*eg/hg +
e0*ec*Gcs/hc)); % Conduction current density
jc(l:length(tl)) =(gg.*(e0*ec*Gcs*Vp/hc))./(hg*(e0*eg/hg + e0*ec*Gcs/hc)); %
Conduction current density
scginf = e0*Vp*((eslow-eg) +
(Gcs./Ggc).* (hg*Gcs+hc*eslow/ec).*(eg/hg+(ec/hc)*(Gcs-
Ggc)))./(hg*Gcs+hc*eg/ec); % Infinite value of boundary charge
q0 = scginf; % q0 is maximum charge density
Psinf = e0*(eslow-eg)*((1 + (Gcs./Ggc).*(eg*hc/(ec*hg)+Gcs-Ggc))./(hg*Gcs +
hc*eg/ec))*Vp; % Infinite value of Polarization Charge
Vgmod(1 :length(tl)) = ((e0*ec*Gcs*235/hc)+sigmagcC-
PsC)./((e0*eg/hg)*(1 +Gcs*ec*hg/(hc*eg)));
%
% Note: sigmagcC, PsC, jp, jc, jt are all calculated interms of K, NOT C, so plot
scale must put ratios
% in K. s = C/sec = K/sec.
tlcelcius = (tl*s); %Celcius Temperatures
tlrelative = (tl*s+273)/Tm; %Relative Kelvin values
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figure(l)
axes('fontsize',14)
plot(tlcelcius,sigmagcC/q0(l),'k',tlcelcius,PsC/q0(1),'--k')
axis([0 2500 1.1])
%legend('boundarychargedensity(sigmagc)','polarizationchargedensity(Ps)',0)
%title (sprintf('PolarizationandBoundaryChargeDensitiesduringThermal
Chargingfor Vp = %3dV',Vp))
ylabel('ChargeDensity/sigmagc(inf)','fontsize',14),xlabel(sprintf('TemperatureT
(C) for Tg = %3.2fC',Tm-273),'fontsize',14)
figure(2)
axes('fontsize',14)
plot(tlcelcius,jt,'k',tlcelcius,jp,'--k',tlcelcius,jb,':k',tlcelcius,jc,'-.k')
% legend('TotalCurrentDensity(jt)','PolarizationCurrentDensity(jp)','Boundary
ChargeCurrentDensity(jb)','ConductionCurrentDensity(jc)',0)
% title (sprintf('Total,Polarization,andConductionCurrentDensityduring
ThermalChargingfor Vp = %3dV',Vp))
ylabel('CurrentDensity(A/m^2)','fontsize',14),xlabel(sprintf('TemperatureT (C)
for Tg = %3.2fC',Tm-273),'fontsize',14)
%
% TSD CurrentCalculation
%
tTSD= 0;
YTSD = 0;
PsCstorage= 0;
sigmagcCstorage= 0;
PsCstorage= PsC(length(Y1)); % Polarizationchargeinitialized atmax
temperature
sigmagcCstorage= sigmagcC(length(Y1)); % Polarizationchargeinitializedat
maxtemperature
ystorage= [ sigmagcCstoragePsCstorage];
tstorage=[ 0 (Tg-T0)/s]; %Time to get from TOto Tg
%options= [];
[tTSD,YTSD]=
odel5s(@dsdPTSD,tstorage,ystorage,options,s,T0,epsilon,gamma,height,0,ar,AK
T,CKT,Tm,Tc);
%
% TSDCurrentCalculation
% Initializevaluesfor TSD currentcalculation
%
sigmagcTSD= zeros(length(YTSD),1);
PsCTSD= zeros(length(YTSD),1);
dpsdtTSD= zeros(length(YTSD),1);
dsgcdtTSD= zeros(length(YTSD),1);
BwTSD = zeros(length(YTSD),1);
gcTSD= zeros(length(YTSD),1);
ggTSD= zeros(length(YTSD),l);
gsTSD= zeros(length(YTSD),1);
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GgcTSD= zeros(length(YTSD),l);
GcsTSD= zeros(length(YTSD),1);
VgTSD= zeros(length(YTSD),l);
EgTSD= zeros(length(YTSD),i);
jrTSD = zeros(length(YTSD),l);
jpTSD = zeros(length(YTSD),l);
jbTSD = zeros(length(YTSD),l);
%
% CurrentDensityCalculationduringTSD (jr)
%
PsCTSD(1:length(YTSD),1)= YTSD(1:length(YTSD),2);
sigmagcTSD(1:length(YTSD),l)= YTSD(1:length(YTSD),l);
gcTSD(1:length(YTSD))= arrenhius(tTSD*s+273,gc0,CKTc,Tcc);
setstemp= 273at time= 0
ggTSD(1:length(YTSD))= arrenhius(tTSD*s+273,gg0,CKTg,Tcg);
setstemp= 273at time= 0
gsTSD(1:length(YTSD))= arrenhius(tTSD*s+273,gs0,CKTs,Tcs);
temp= 273at time= 0
GcsTSD(I:length(YTSD))= 1./(I+gcTSD./gsTSD);
GgcTSD(1:length(YTSD))= 1./(e0*eg/hg+ e0*ec*GcsTSD/hc);
%GgcTSDsolvedfor Vp=0
BwTSD(1:length(YTSD))= (ggTSD/hg+ gcTSD.*GcsTSD/hc)./(e0*eg/hg+
e0*ec*GcsTSD/hc);%BwTSDsolvedfor Vp=0
dsgcdtTSD(1:length(YTSD))=BwTSD.*(PsCTSD-sigmagcTSD);
dpsdtTSD(1:length(YTSD))=
(arrenhius(tTSD*s+273,ar,AKT,Tm)).*((e0/hg)*(eslow- eg)*sigmagcTSD-
((e0/hg)*(eslow- eg)+(e0*eg/hg+
e0*ec*GcsTSD/hc)).*PsCTSD)./(e0*eg/hg+e0*ec*GcsTSD/hc);
VgTSD(I:length(YTSD))= (sigmagcTSD-
PsCTSD)./(e0*eg/hg+e0*ec*GcsTSD/hc);
jrTSD(1:length(YTSD))= (e0*eg*GgcTSD/hg).*dsgcdtTSD+ (1-
e0*eg*GgcTSD/hg).*dpsdtTSD+ ggTSD.*GgcTSD/hg.*(sigmagcTSD-
PsCTSD); %total currentdensity
jpTSD(1:length(YTSD))= (1-e0*eg*GgcTSD/hg).*dpsdtTSD+
ggTSD.*GgcTSD/hg.*(-PsCTSD);% Polarizationchargecurrentdensity
jbTSD(1:length(YTSD))= (e0*eg*GgcTSD/hg).*dsgcdtTSD+
ggTSD.*GgcTSD/hg.*(sigmagcTSD);% BoundaryChargecurrentdensity
%
%Note: sigmagcC,PsC,jp, jc, jt areall calculatedintermsof K, NOT C, soplot
scalemustput ratios
% in K. s = C/sec= K/sec.
tTSDcelcius= (tTSD*s); %CelciusTemperatures
tTSDrelative= (tTSD*s+273)/Tm; %RelativeKelvin values
figure(3)
axes('fontsize',14)
plot(tTSDcelcius,sigmagcTSD/q0(1),'k',tTSDcelcius,PsCTSD/q0(1),'--k')
axis([0 2500 1.1])
%273
% 273
% 273sets
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% legend('boundarychargedensity(sigmagc)','polarizationchargedensity(Ps)',0)
% title ('PolarizationChargeDensityandBoundaryChargeDensityduringTSD')
ylabel('ChargeDensity/sigmagc(inf)','fontsize',14),xlabel(sprintf('TemperatureT
(C) for Tg = %3.2fC',Tm-273),'fontsize',14)
figure(4)
axes('fontsize',14)
plot(tTSDcelcius,jrTSD,'k',tTSDcelcius,jpTSD,'--k',tTSDcelcius,jbTSD,':k')
% legend('ReleasedCurrentDensity(jr)','PolarizationCurrentDensity
(jp)','BoundaryCurrentDensity0b)',0)
% title ('Total,Polarization,andConductionCurrentDensityduringTSD')
ylabel('CurrentDensity(A/m^2)','fontsize',14),xlabel(sprintf('TemperatureT (C)
for Tg = %3.2fC',Tm-273),'fontsize',14)
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791-1PolarCurrentExperiment
%ScriptFile: PolarCurrent791_1Experiment
%Solvesfor thepolarizationandboundarychargein PolingandTSD current
densityequationsto matchExperimentalData
%Wafer#791-1(NOA71-CLDX/APC-NOA71)
%
closeall
%indexof refractionvalues
nc = 1.546;
ng= 1.638;
ns= 1.546;
%
% heightvalues
%
hc- 2.79e-6;
hg= 3.61e-6;
hs= 3.1e-6;
height= [ hchghs];
%
% gamma(conductance)
%
gg0= le20;
gc0= .5e9;
gs0-- gc0;
gamma = [ gc0 gg0 gs0 ];
%
% epsilon (permitivity)
%
e0 = 8.854e-12;
ec = ncA2; % High Frequency Dielectric Constant
eg = rigA2; % High Frequency Dielectric Constant
eslow = 4.6; % Low Frequency Dielectric Constant for core
es = nsA2;
epsilon = [ ec eg es e0 eslow ];
%
% Poling Voltage
%
Vp = 500;
%
% Dipole relaxation frequency and conduction activation energy
%
ar =l.e20; % Dipole Natural Relaxation Frequency in 1/seconds
Ea = 2; % in eV
Ec = 1.9; % in eV
AKT = 56;
Tm = Ea*(1.6e-19)/((1.381e-23)*AKT); %Tm in K; Baseline: A/kT = 55
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CKTc = AKT*(1.13);
energy
CKTg = AKT*(1.5);
CKTs = CKTc;
Tcc= Ec*(1.6e-19)/((1.381e-23)*CKTc);
dependingoncrosslinking.
Tcg = Tm/.85; %Tm/Tc= .85
Tcs= Tcc;
CKT = [ CKTc CKTgCKTs ];
Tc = [ TccTcgTcs ];
%
% Time (seconds)andheatingrate
%
Tg = 419;
TO= 273;
s = 50/60;
t = [ 0 (Tg-T0)/s];
%
% Solvefor Ps(t)duringcharging
%
%
% ODE solver
%
% UpperCladdingConductanceactivation
%CoreConductanceactivationenergy
%LowerCladdingConductanceactivationenergy
%NorlundTg is 50 - 100C
%DegreesKelvin
%Initial temperaturein Kelvin
%CelsiuspersecondsBaseline:44/60
%time in secondsto go from TOto Tg
% CalculateCurrentDensity,J, based on Ps and sigmacg
%
PsC = 0; % no polarization (random orientation) initially
sigmacg = 0; % no boundary charge initially
y0 = [ sigmacg PsC ];
options = odeset('RelTol',3e- 14,'AbsTol', le- 15);
[tl,Y1] =
odel5s(@dsdP,t,y0,options,s,T0,epsilon,gamma,height,Vp,ar,AKT,CKT,Tm,Tc);
%
% Initialize values for current calculation
%
Bw = zeros(length(Y 1), 1);
dpsdt = zeros(length(Y1), 1);
dsgcdt = zeros(length(Y 1), 1);
gc = zeros(length(Y 1), 1);
gg = zeros(length(Y1),l);
gs = zeros(length(Y1),l);
Ggc = zeros(length(Y 1), 1);
Gcs = zeros(length(Y 1), 1);
PsC = zeros(length(Y 1), 1);
sigmagcC = zeros(length(Y 1), 1 );
Vg = zeros(length(Y 1), 1);
Eg = zeros(length(Y 1), 1);
jt = zeros(length(Y1), 1);
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jp = zeros(length(Y1),1);
jb = zeros(length(Y1),1);
jc = zeros(length(Y1),1);
%
% CurrentDensityCalculationduringCharging(it)
%
PsC(l:length(Y1),l) = YI(1 :length(Y1),2);
sigmagcC(1:length(Y 1),1) = Y 1(1:length(Y1),1);
gc(1:length(Y1)) = arrenhius(t1*s+273,gc0,CKTc,Tcc);
273attime = 0
gg(l:length(Y1))= arrenhius(tl*s+273,gg0,CKTg,Tcg);
273 attime = 0
gs(1:length(Y1)) = arrenhius(t1*s+273,gs0,CKTs,Tcs);
273at time= 0
Ggc(l:length(Y1))= l+(hc*gg)./(hg*gc);
Gcs(1:length(Y1))= 1./(1+gc./gs);
Bw(1:length(Y1))= gc./(hc*(e0*ec*Gcs/hc+ e0*eg/hg));
dsgcdt(1:length(Y1))= Ggc.*Bw.*(PsC-
%273setstemp=
%273setstemp-
%273setstemp=
sigmagcC)+Bw.*Gcs.*((e0*eg/hg)+(e0*ec/hc).*(Gcs-Ggc))*Vp;
dpsdt(1:length(t1)) = (arrenhius(t1*s+273,ar,AKT,Tm)).*(((eslow-
eg)*(e0*Vp+(hc/ec)*sigmagcC))-
(hg*Gcs+(hc*eslow/ec)).*PsC)./(hg*Gcs+(hc*eg/ec));
Vg(1:length(t1))= ((e0*ec*Gcs*Vp/hc)+sigmagcC-
PsC)./((e0*eg/hg)*(1+Gcs*ec*hg/(hc*eg)));
jt(1 :length(tl)) = (gg.*(sigmagcC- PsC+ e0*ec*Gcs*Vp/hc)+ e0*eg*dsgcdt/hg
+ e0*ec*Gcs.*dpsdt/hc)./(hg*(e0*eg/hg+ e0*ec*Gcs/hc)); %totalcurrent
density
jp(1:length(tl)) =(gg.*(-PsC)+e0*ec*Gcs.*dpsdt/hc)./(hg*(e0*eg/hg+
e0*ec*Gcs/hc)); %Polarcurrentdensity
jb(1 :length(tl)) =(gg.*(sigmagcC)+ e0*eg*dsgcdt/hg)./(hg*(e0*eJhg+
e0*ec*Gcs/hc)); %Conductioncurrentdensity
jc(l:length(tl)) =(gg.*(e0*ec*Gcs*Vp/hc))./(hg*(e0*eg/hg+ e0*ec*Gcs/hc)); %
Conductioncurrentdensity
scginf= e0*Vp*((eslow-eg)+
(Gcs./Ggc).*(hg*Gcs+hc*eslow/ec).*(eg/hg+(ec/hc)*(Gcs-
Ggc)))./(hg*Gcs+hc*eg/ec);%Infinite valueof boundarycharge
q0= scginf; %q0 is maximumchargedensity
Psinf= e0*(eslow-eg)*((1+ (Gcs./Ggc).*(eg*hc/(ec*hg)+Gcs-Ggc))./(hg*Gcs+
hc*eg/ec))*Vp; % Infinite valueof PolarizationCharge
%
% ExperimentalCharging
%
Data= xlsread('D:kProjectskAvionicskPhd\Wafer791PolingData','Sheet2');
ElectrodeArea= 79e-6; % Electrodeareain m^2
jtexp = Data(14:20,3)/ElectrodeArea;% Polingcurrentdensitiesin A/m^2
Tcexp= Data(14:20,1)+273; %Polingcurrenttemperaturesadjustedto
Kelvin
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tcexp= Data(14:20,2)-1800; %Poling timein seconds
%
% Note: sigmagcC,PsC,jp, jc, jt areall calculatedintermsof K, NOT C, soplot
scalemustput ratios
% in K. s = C/sec= K/sec.
tlcelcius = (tl*s); %CelciusTemperatures
tlrelative = (tl*s+273)/Tm; %RelativeKelvin values
figure(l)
axes('fontsize',12)
plot(tlcelcius,sigmagcC/q0(1),'k',tlcelcius,PsC/q0(1),'--k')
%legend('boundarychargedensity(sigmagc)','polarizationchargedensity(Ps)',0)
%title (sprintf('PolarizationandBoundaryChargeDensitiesduringThermal
Chargingfor Vp = %3dV',Vp))
ylabel('ChargeDensity/sigmagc(inf)','fontsize',14),xlabel(sprintf('TemperatureT
(C) for Tg = %3.2fC',Tm-273),'fontsize',14)
figure(2)
axes('fontsize',12)
plot(tlcelcius,jt,'k',tlcelcius,jp,'--kD',tlcelcius,jb,':k',tlcelcius,jc,'-.k')
% legend('TotalCurrentDensity(jt)','PolarizationCurrentDensity(jp)','Boundary
ChargeCurrentDensity(jb)','ConductionCurrentDensity(jc)',0)
% title (sprintf('Total, Polarization, and Conduction Current Density during
Thermal Charging for Vp = %3d V',Vp))
ylabel('Current Density (A/m^2)','fontsize ', 14), xlabel(sprintf('Temperature T (C)
for Tg = %3.2f C',Tm-273),'fontsize', 14)
figure(3)
axes('fontsize',12)
plot(tlcelcius,jt,'k',Tcexp-273,jtexp,'--ko')
% legend('Total Current Density (jt)','Experimental Total Current Density
(jtexp)',0)
% title (sprintf('Total Modeled and Experimental Current Density during Poling
for Vp = %3d V',Vp))
ylabel('Current Density (A/m^2)','fontsize ', 14), xlabel(sprintf('Temperature T (C)
for Tg = %3.2f C',Tm-273),'fontsize',14)
%
% Dwell Time
%
Td = Tg; %dwell temperature: 145 C
tdwellmax = 120; %maximum dwell time in seconds
sdwell = 0;
PsCmax = PsC(length(Y1)); % Polarization charge initialized at max
temperature
sigmagcCmax = sigmagcC(length(Y1)); % Boundary charge initialized at max
temperature
ymax = [ sigmagcCmax PsCmax ];
tdwell = [ tl(length(tl)) tl(length(tl))+tdwellmax ]; %Initial conditions set
the value properly, time should start at zero sec with time to go from Tg to TO
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[tld,Ydwell] =
odel5s(@dsdPdwell,tdwell,ymax,options,sdweli,Td,epsilon,gamma,height,Vp,ar,
AKT,CKT,Tm,Tc);
%
% Initialize valuesfor currentcalculation
%
Bwdwell = zeros(length(Ydwell),l);
dpsdtdwell= zeros(length(Ydwell),1);
dsgcdtdwell= zeros(length(Ydwell),1);
gcdwell= zeros(length(Ydwell),1);
ggdwell= zeros(length(Ydwell),1);
gsdwell= zeros(length(Ydwell),1);
Ggcdwell= zeros(length(Ydwell),1);
Gcsdwell= zeros(length(Ydwell),l);
PsCdwell= zeros(length(Ydwell),l);
sigmagcdwell= zeros(length(Ydwell),1);
Vgdwell = zeros(length(Ydwell),l);
Egdwell= zeros(length(Ydwell),l);
jtdwell = zeros(length(Ydwell),l);
jpdwell = zeros(length(Ydwell),l);
jbdwell = zeros(length(Ydwell),l);
jcdwell = zeros(length(Ydwell),1);
%
% CurrentDensityCalculationduringDwell (jt)
%
PsCdwell(1:length(Ydwell),1)= Ydwell(1:length(Ydwell),2);
sigmagcdwell(l:length(Ydwell),l)= Ydwell(l:length(Ydwell),l);
gcdwell(1:length(Ydwell))= arrenhius(Td,gc0,CKTc,Tcc);
ggdwell(1:length(Ydwell))= arrenhius(Td,gg0,CKTg,Tcg);
gsdwell(1:length(Ydwell))= arrenhius(Td,gs0,CKTs,Tcs);
Ggcdwell(l:length(Ydwell))- l+(hc*ggdwell)./(hg*gcdwell);
Gcsdwell(1:length(Ydwell))- 1./(l+gcdwell./gsdwell);
Bwdwell(l:length(Ydwell)) -gcdwell./(hc*(e0*ec*Gcsdwell/hc+ e0*eg/hg));
dsgcdtdwell(1:length(Ydwell))= Ggcdwell.*Bwdwell.*(PsCdwell-
sigmagcdwell)+Bwdwell.*Gcsdwell.*((e0*eg/hg)+(e0*ec/hc).*(Gcsdwell-
Ggcdwell))*Vp;
dpsdtdwell(1:length(t1d)) = (arrenhius(t1d*sdwell+Td,ar,AKT,Tm)).*(((eslow-
eg)*(e0*Vp+(hc/ec)*sigmagcdwell))-
(hg*Gcsdwell+(hc*eslow/ec)).*PsCdwell)./(hg*Gcsdwell+(hc*eg/ec));
Vgdwell(l:length(tld)) = ((e0*ec*Gcsdwell*Vp/hc)+sigmagcdwell-
PsCdwell)./((e0*eg/hg)*(1+Gcsdwell*ec*hg/(hc*eg)));
jtdwell(l:length(t 1d)) = (ggdwell.*(sigmagcdwell- PsCdwell+
e0*ec*Gcsdwell*Vp/hc)+ e0*eg*dsgcdtdwell/hg+
e0*ec*Gcsdwell.*dpsdtdwell/hc)./(hg*(e0*eg/hg+ e0*ec*Gcsdwell/hc)); %
totalcurrentdensity
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jpdwell(1:length(tld)) =(ggdwell.*(-PsCdwell)+
e0*ec*Gcsdwell.*dpsdtdwell/hc)./(hg*(e0*eg/hg+ e0*ec*Gcsdwe!l/hc)); %
Polarcurrentdensity
jbdwell(l:length(tld)) =(ggdwell.*(sigmagcdwell)+
e0*eg*dsgcdtdwell/hg)./(hg*(e0*eg/hg+ e0*ec*Gcsdwell/hc)); %Conduction
currentdensity
jcdwell(l:length(tld)) =(ggdwell.*(e0*ec*Gcsdwell*Vp/hc))./(hg*(e0*eg/hg+
e0*ec*Gcsdwell/hc)); %Conductioncurrentdensity
%
figure(4)
axes('fontsize',12)
plot(tld,sigmagcdwell/q0(1),'+k',tld,PsCdwell/q0(1),'--k')
% legend('boundarychargedensity(sigmagc)','polarizationchargedensity(Ps)',0)
% title (sprintf('PolarizationandBoundaryChargeDensitiesThermalCharging
Dwell for Vp = %3dV',Vp))
ylabel('ChargeDensity/sigmagc(inf)','fontsize',14),xlabel(sprintf('Time(s)for
Tdwell = %3.2fC',Td-273),'fontsize',14)
figure(5)
axes('fontsize',12)
plot(tld,jtdwell,'k',tld,jpdwell,'--k',tld,jbdwell,':k',tld,jcdwell,'-.k')
% legend('TotalCurrentDensity(jt)','PolarizationCurrentDensity(jp)','Boundary
ChargeCurrentDensityOb)','Conduction Current Density (jc)',0)
% title (sprintf('Total, Polarization, and Conduction Current Density during
Thermal Charging Dwell for Vp = %3d V',Vp))
ylabel('Current Density (A/m^2)','fontsize ', 14), xlabel(sprintf('Time (s) for Tdwell
= %3.2f C',Td-273),'fontsize',14)
%
% Cool Down Current (too calculate TSD initial point)
%
PsCmaxd = PsCdwell(length(Ydwell)); % Polarization charge initialized
at max temperature
sigmagcCmaxd = sigmagcdwell(length(Ydwell)); % Boundary charge initialized
at max temperature
ymaxd = [ sigmagcCmaxd PsCmaxd ];
Tmax = Tg; % in Kelvin
scool = 33.3/60; % Cool down rate C/min = C/(60 sec)=
K/(60 sec)
tc = [ tld(length(tld)) tld(length(tld))+(Tmax-T0)/scool ]; %Initial
conditions set the value properly, time should start at zero sec with time to go
from Tg to TO
options I = odeset('RelTol',3e- 14,'AbsTol', 1e- 15);
[tcool,Ycool] =
odel5s(@dsdPcool,tc,ymaxd,optionsl,scool,Tmax,epsilon,gamma,height,Vp,ar,A
KT,CKT,Tm,Tc,tld(length(tld)));
%
% Initialize values for current calculation
%
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tcoolrev= zeros(length(tcool),1);
sigmagccool= zeros(length(Ycooi),1);
PsCcool= zeros(length(Ycool),1);
dpsdtcool= zeros(length(Ycool),1);
dsgcdtcool= zeros(length(Ycool),1);
Bwcool = zeros(length(Ycool),l);
gccool= zeros(length(Ycool),1);
ggcool= zeros(length(Ycool),l);
gscool= zeros(length(Ycool),1);
Ggccool= zeros(length(Ycool),l);
Gcscool= zeros(length(Ycool),l);
Vgcool= zeros(length(Ycool),1);
Egcool= zeros(length(Ycool),l);
jtcool = zeros(length(Ycool),1);
jpcool = zeros(length(Ycool),l);
jbcool = zeros(length(Ycool),l);
jccool = zeros(length(Ycool),l);
sigmagccoolmax= 0;
PsCcoolmax= 0;
dwellcharge= [ 0 0 0 ];
%
%CurrentDensityCalculationduringCharging(jt)
%
PsCcool(1:length(Ycool),1)= Ycool(1:length(Ycool),2);
sigmagccool(l:length(Ycool),l)= Ycool(l:length(Ycool),l);
gccool(1:length(Ycool))- arrenhius(Tmax-(tcool-
min(tcool))*scool,gc0,CKTc,Tcc);% InitializeTemperatureto Tmax-
(max(tcool)-tcool)*scoolto adjustfor time shift from start
ggcool(1:length(Ycool))= arrenhius(Tmax-(tcool-
min(tcool))*scool,gg0,CKTg,Tcg);%Initialize Temperatureto Tmax-
(max(tcool)-tcool)*scoolto adjustfor timeshift from start
gscool(1:length(Ycool))= arrenhius(Tmax-(tcool-
min(tcool))*scool,gs0,CKTs,Tcs);%Initialize Temperatureto Tmax-
(max(tcool)-tcool)*scoolto adjustfor timeshift from start
Ggccool(l:length(Ycool))= l+(hc*ggcool)./(hg*gccool);
Gcscool(1:length(Ycool))= l./(l+gccool./gscool);
Bwcool(l:length(Ycool)) = gccool./(hc*(e0*ec*Gcscool/hc + e0*eg/hg));
dsgcdtcool(1 :length(Ycool)) = Ggccool.*Bwcool.*(PsCcool -
sigmagccool)+Bwcool.*Gcscool.*((e0*eg/hg)+(e0*ec/hc).* (Gcscool-
Ggccool))*Vp;
dpsdtcool(1 :length(tcool)) = (arrenhius(Tmax-(tcool-
min(tcool))*scool,ar,AKT,Tm)).*(((eslow-eg)*(e0*Vp+(hc/ec)*sigmagccool))-
(hg*Gcscool+(hc*eslow/ec)).*PsCcool)./(hg*Gcscool+(hc*eg/ec));
Vgcool(1 :length(tcool)) = ((e0*ec*Gcscool*Vp/hc)+sigmagccool-
PsCcool)./((e0*eg/hg)*(1 +Gcscool*ec*hg/(hc*eg)));
jtcool(l:length(tcool)) =(ggcool.*(sigmagccool - PsCcool +
e0*ec*Gcscool*Vp/hc) + e0*eg*dsgcdtcool/hg +
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e0*ec*Gcscool.*dpsdtcool/hc)./(hg*(e0*eg/hg+ e0*ec*Gcscool/hc)); %total
currentdensity
jpcool(l:length(tcool)) =(ggcool.*(-PsCcool)+
e0*ec*Gcscool.*dpsdtcool/hc)./(hg*(e0*eg/hg+ e0*ec*Gcscool/hc)); %
Polarcurrentdensity
jbcool(1:length(tcool))=(ggcool.*(sigmagccool)+
e0*eg*dsgcdtcool/hg)./(hg*(e0*eg/hg+ e0*ec*Gcscool/hc)); %Boundary
Chargecurrentdensity
jccool(l:length(tcool)) =(ggcool.*(e0*ec*Gcscool*Vp/hc))./(hg*(e0*eg/hg+
e0*ec*Gcscool/hc)); %Conductioncurrentdensity
Vgcharge(1:length(tcool))= (sigmagccool-
PsCcool)./((e0*eg/hg)*(1+Gcscool*ec*hg/(hc*eg)));
%
% ExperimentalCoolDown
%
ElectrodeAreal= 79e-6; %Electrodeareain
m^2
jcoolexp = Data(20:47,3)/ElectrodeArea; %Polingcurrentdensitiesin A/m^2
Tcoolexp= Data(20:47,1)+273; %Polingcurrenttemperaturesadjusted
to Kelvin
tccoolexp= Data(20:47,2)-1800; %Poling timein seconds
%
%Note: sigmagcC,PsC,jp, jc, jt areall calculatedintermsof K, NOT C, soplot
scalemustput ratios
% in K. s= C/sec= K/sec.
tcoolcelcius= Tmax-(max(tcool)-tcool)*scool-273; %Celcius
Temperatures
tcoolrelative= (Tmax-(max(tcool)-tcool)*scool+273)/Tm; %RelativeKelvin
values
plotrange= 10:length(tcool);
sigmagccoolmax= sigmagccool(length(Ycool),1)/q0(1);
PsCcoolmax= PsCcool(length(Ycool),l)/Psinf(1);
dwellcharge= [ tdwellmaxsigmagccoolmaxPsCcoolmax];
%
%Write maximumnormalizedchargeto file to producechargevs.dwell time
plots
%
% rid = fopen('d:/projects/avionics/phd/dwelltemp.txt','a'); % If file exists,use
'w' to write over,thenswitchto append'a'
% fprintf(fid,'%8d %2.4f%2.4f',tdwellmax,sigmagccoolmax,PsCcoolmax);
% fclose(fid);
figure(6)
axes('fontsize',12)
plot(tcoolcelcius,sigmagccool/q0(1),'+k',tcoolcelcius,PsCcool/q0(1),'--k')
% legend('boundarychargedensity(sigmagc)','polarizationchargedensity(Ps)',0)
%title (sprintf('PolarizationandBoundaryChargeDensitiesduringCool down
for Vp = %3dV',Vp))
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ylabel('ChargeDensity/sigmagc(inf)','fontsize',14),xlabel(sprintf('TemperatureT
(C) for Tg - %3.2fC',Tm-273),'fontsize',14)
prangemin= 55;
prangemax= length(Ycool);
figure(7)
axes('fontsize',12)
plot(tcoolcelcius(prangemin:prangemax),jtcool(prangemin:prangemax),'+k',tcoolc
elcius(prangemin:prangemax),jpcool(prangemin:prangemax),'--
k',tcoolcelcius(prangemin:prangemax),jbcool(prangemin:prangemax),':k',tcoolcelc
ius(prangemin:prangemax),jccool(prangemin:prangemax),'-.k')
% legend('TotalCurrentDensity(jt)','Polarization Current Density (jp)','Boundary
Charge Current Density Ob)','Conduction Current Density (jc)',0)
% title (sprintf('Total, Polarization, and Conduction Current Density during Cool
Down for Vp = %3d V',Vp))
ylabel('Current Density (A/mA2)','fontsize ', 14), xlabel(sprintf('Temperature T (C)
for Tg = %3.2f C',Tm-273),'fontsize', 14)
figure(8)
axes('fontsize',12)
plot(tcoolcelcius,jtcool,'k',tccoolexp-273,jcoolexp,'--ko')
% legend('Total Current Density (jt)','Experimental Total Current Density
(jtexp)',0)
% title (sprintf('Total Modeled and Experimental Current Density during Cool
Down for Vp = %3d V',Vp))
ylabel('Current Density (A/mA2)','fontsize ', 14), xlabel(sprintf('Temperature T (C)
for Tg = %3.2f C',Tm-273),'fontsize',14)
%
% Full Plots
%
jexp = Data(14:47,3)/(ElectrodeArea); % Poling current densities in A/mA2
Texp = Data(14:47,1)+273; % Poling current temperatures adjusted to
Kelvin
texp = Data(14:47,2)-1800; % Poling time in seconds adjusted to
remove 30 min purge
figure(9)
axes('fontsize',12)
p__t(t__sigmagcC_q_(_)_'+k'_t_d_sigmagcdwe__/q_(_)_'+k'_tc____sigmagcc___/q_(_)_'
+k',tl,PsC/q0(1),'--k',tld,PsCdwell/q0(1),'--k',tcool,PsCcool/q0(1),'--k')
% legend('boundary charge density (sigmagc)','polarization charge density (Ps)',0)
% title (sprintf('Polarization and Boundary Charge Densities during Cool down
for Vp = %3d V',Vp))
ylabel('Charge Density/sigmagc(inf)','fontsize',14), xlabel(sprintf('time (s) for Tg
-- %3.2f C',Tm-273),'fontsize', 14)
figure(10)
axes('fontsize',12)
%plot(tl,jt,'k',tld,jtdwell,'k',tcool,jtcool,'k')
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plot(t1,jt,'k',t1,jp,'--k',t1,jb,':k',t1,jc,'-.k',t1d,jtdwell,'k',t1d,jpdwell,'--
k',tld,jbdwell,':k',tld,jcdwell,'-.k',tcool,jtcool,'k',tcool,jpcool,'--
k ,tcool,jbcooi,':k',tcool,jccool,'-.k',texp,jexp,'-ko')
% legend('TotalCurrentDensity(jt)','ExperimentalTotal CurrentDensity
(jtexp)',0)
% title (sprintf('TotalModeledandExperimentalCurrentDensityduringCool
Downfor Vp = %3dV',Vp))
ylabel('CurrentDensity(A/m^2)','fontsize',14),xlabel(sprintff'time(s)for Tg =
%3.2fC',Tm-273),'fontsize',14)
%
% TSD CurrentCalculation
%
tTSD= 0;
YTSD = 0;
PsCstorage= 0;
sigmagcCstorage= 0;
PsCstorage= PsCcool(length(Ycool)); %Polarizationchargeinitializedat
maxtemperature
sigmagcCstorage= sigmagccool(length(Ycool));%Polarizationcharge
initializedat maxtemperature
ystorage- [ sigmagcCstoragePsCstorage];
tstorage=[ 0 (Tg-T0)/s]; %Time to get from TOto Tg
%options= [];
[tTSD,YTSDI=
odel5s(@dsdPTSD,tstorage,ystorage,options,s,T0,epsilon,gamma,height,0,ar,AK
T,CKT,Tm,Tc);
%
% TSD CurrentCalculation
% Initialize valuesfor TSD currentcalculation
%
sigmagcTSD= zeros(length(YTSD),1);
PsCTSD= zeros(length(YTSD),1);
dpsdtTSD= zeros(length(YTSD),1);
dsgcdtTSD= zeros(length(YTSD),1);
BwTSD = zeros(length(YTSD),l);
gcTSD= zeros(length(YTSD),1);
ggTSD= zeros(length(YTSD),l);
gsTSD= zeros(length(YTSD),1);
GgcTSD= zeros(length(YTSD),1);
GcsTSD= zeros(length(YTSD),1);
VgTSD= zeros(length(YTSD),1);
EgTSD= zeros(length(YTSD),l);
jrTSD = zeros(length(YTSD),l);
jpTSD = zeros(length(YTSD),l);
jbTSD= zeros(length(YTSD),l);
%
% CurrentDensityCalculationduringTSD (jr)
2O2
%
PsCTSD(1:length(YTSD),1)= YTSD(1:!ength(YTSD),2);
sigmagcTSD(1:length(YTSD),1)= YTSD(1:length(YTSD),1);
gcTSD(l:length(YTSD))= arrenhius(tTSD*s+273,gc0,CKTc,Tcc);
setstemp= 273at time= 0
ggTSD(1:length(YTSD))= arrenhius(tTSD*s+273,gg0,CKTg,Tcg);
setstemp= 273at time- 0
gsTSD(l:length(YTSD))= arrenhius(tTSD*s+273,gs0,CKTs,Tcs);
temp= 273at time -- 0
GcsTSD(I:length(YTSD)) = 1./(I+gcTSD./gsTSD);
GgcTSD(I:length(YTSD)) = 1./(e0*eg/hg + e0*ec*GcsTSD/hc);
%GgcTSD solved for Vp=0
BwTSD(1 :length(YTSD)) = (ggTSD/hg + gcTSD.*GcsTSD/hc)./(e0*eg/hg +
e0*ec*GcsTSD/hc); %BwTSD solved for Vp=0
dsgcdtTSD(1 :length(YTSD)) = BwTSD.*(PsCTSD-sigmagcTSD);
dpsdtTSD(1 :length(YTSD)) =
(arrenhius(tTSD*s+273,ar,AKY,Tm)).*((e0/hg)*(eslow - eg)*sigmagcTSD -
((e0/hg)*(eslow - eg)+(e0*eg/hg +
e0*ec*GcsTSD/hc)).*PsCTSD)./(e0*eg/hg+e0*ec*GcsTSD/hc);
VgTSD(1 :length(YTSD)) = (sigmagcTSD-
PsCTSD)./(e0*eg/hg+e0*ec*GcsTSD/hc);
jrTSD(I:length(YTSD)) - (e0*eg*GgcTSD/hg).*dsgcdtTSD + (1-
e0*eg*GgcTSD/hg).*dpsdtTSD + ggTSD.*GgcTSD/hg.*(sigmagcTSD -
PsCTSD); % total current density
jpTSD(I:length(YTSD)) = (1-e0*eg*GgcTSD/hg).*dpsdtTSD+
ggTSD.*GgcTSD/hg.*(-PsCTSD); % Polarization charge current density
jbTSD(1 :length(YTSD)) - (e0*eg*GgcTSD/hg).*dsgcdtTSD +
ggTSD.*GgcTSD/hg.*(sigmagcTSD); % Boundary Charge current density
%
% Note: sigmagcC, PsC, jp, jc, jt are all calculated interms of K, NOT C, so plot
scale must put ratios
% in K. s = C/sec = K/sec.
tTSDcelcius = (tTSD*s); %Celcius Temperatures
tTSDrelative = (tTSD*s+273)/Tm; %Relative Kelvin values
figure(11)
axes('fontsize',12)
plot(tTSDcelcius,sigmagcTSD/q0(1),'k',tTSDcelcius,PsCTSD/q0(1),'--k')
% legend('boundary charge density (sigmagc)','polarization charge density (Ps)',0)
% title ('Polarization Charge Density and Boundary Charge Density during TSD')
ylabel('Charge Density/sigmagc(inf)','fontsize', 14), xlabel(sprintf('Temperature T
(C) for Tg = %3.2f C',Tm-273),'fontsize',14)
figure(12)
axes('fontsize',12)
plot(tTSDcelcius,jrTSD,'k',tTSDcelcius,jpTSD,'--k',tTSDcelcius,jbTSD,':k')
% legend('Released Current Density (jr)','Polarization Current Density
(jp)','Boundary Current Density (jb)',0)
% title ('Total, Polarization, and Conduction Current Density during TSD')
% 273
% 273
% 273 sets
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ylabel('Current Density (A/m^2)','fontsize ', 14), xlabel(sprintf('Temperature T (C)
for Tg = %3.2f C',Tm-273),'fontsize',14)
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•91-,, Polar Current Experiment
%Script File: PolarCurrent 791_2 Experiment
%Solves for the polarization and boundary charge in Poling and TSD current
density equations to match Experimental Data
%Wafer #791-2 (NOA71-CLDX/APC-NOA71)
%
close all
% index of refraction values
nc = 1.546;
ng= 1.638;
ns = 1.546;
%
% height values
%
hc = 2.79e-6;
hg = 3.61e-6;
hs = 3.1e-6;
height = [ hc hg hs ];
%
% gamma (conductance)
%
gg0 = le20;
gc0 = .7e9;
gs0 = gc0;
gamma - [ gc0 gg0 gs0 ];
%
% epsilon (permitivity)
%
e0 = 8.854e-12;
ec = nc^2; % High Frequency Dielectric Constant
eg = ngn2; % High Frequency Dielectric Constant
eslow = 4.6; % Low Frequency Dielectric Constant for core
es = ns^2;
epsilon = [ ec eg es e0 eslow ];
%
% Poling Voltage
%
Vp = 500;
%
% Dipole relaxation frequency and conduction activation energy
%
ar =1.5e20; % Dipole Natural Relaxation Frequency in 1/seconds
Ea = 2; % in eV
Ec = 1.9; % in eV
AKT = 56;
Tm = Ea*(1.6e-19)/((1.381e-23)*AKT); %Tm in K; Baseline: A/kT = 55
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CKTc = AKT*(1.13);
energy
CKTg = AKT*(1.5);
CKTs = CKTc;
Tcc= Ec*(1.6e-19)/((l.381e-23)*CKTc);
dependingoncrosslinking.
Tcg= Trn/.85; %Tm/Tc= .85
Tcs= Tcc;
CKT = [ CKTc CKTg CKTs ];
Tc = [ TccTcgTcs ];
%
%Time (seconds)andheatingrate
%
Tg = 419;
TO= 273;
s = 50/60;
t = [ 0 (Tg-T0)/s];
%
% Solvefor Ps(t)duringcharging
%
%
% ODE solver
%
%UpperCladdingConductanceactivation
%CoreConductanceactivationenergy
%Lower CladdingConductanceactivationenergy
%NorlundTg is 50 - 100C
% DegreesKelvin
%Initial temperaturein Kelvin
% CelsiuspersecondsBaseline:44/60
%timein secondsto go from TOto Tg
% CalculateCurrentDensity,J, based on Ps and sigmacg
%
PsC = 0; % no polarization (random orientation) initially
sigmacg = 0; % no boundary charge initially
y0 = [ sigmacg PsC ];
options = odeset('RelTor,3 e - 14,'AbsTol', 1e- 15);
[tl,Y1] =
ode 15s(@ dsdP,t,y0,options,s,T0,epsilon,gamma,height,Vp,ar,AKT,CKT,Tm,Tc);
%
% Initialize values for current calculation
%
B w = zeros(length(Y 1), 1);
dpsdt = zeros(length(Y1), 1);
dsgcdt = zeros(length(Y1), 1);
gc = zeros(length(Y1),l);
gg = zeros(length(Y 1), 1);
gs = zeros(length(Y1), 1);
Ggc = zeros(length(Y1),l);
Gcs = zeros(length(Y1),l);
PsC = zeros(length(Y1),l);
sigmagcC = zeros(length(Y1),l);
Vg = zeros(length(Y1),l);
Eg = zeros(length(Y1),l);
jt = zeros(length(Y1), 1);
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jp = zeros(length(Y1),1);
jb = zeros(length(Y1),l);
jc = zeros(length(Y1),1);
%
%CurrentDensityCalculationduringCharging(jt)
%
PsC(1:length(Y1),l) - YI(1 :length(Y1),2);
sigmagcC(1:length(Y 1),1) = Y 1(1:length(Y1),1);
gc(1:length(Y1)) = arrenhius(t1*s+273,gc0,CKTc,Tcc);
273at time= 0
gg(l:length(Y1)) = arrenhius(tl*s+273,gg0,CKTg,Tcg);
273at time= 0
gs(l:length(Y1))= arrenhius(tl*s+273,gs0,CKTs,Tcs);
273at time= 0
Ggc(l:length(Y1))= l+(hc*gg)./(hg*gc);
Gcs(1:length(Y1))= 1./(l+gc./gs);
Bw(1:length(Y1))= gc./(hc*(e0*ec*Gcs/hc+ e0*eg/hg));
dsgcdt(l:length(Y1))= Ggc.*Bw.*(PsC-
%273setstemp=
%273setstemp=
%273setstemp=
sigmagcC)+Bw.*Gcs.*((e0*eg/hg)+(e0*ec/hc).*(Gcs-Ggc))*Vp;
dpsdt(1:length(t1)) = (arrenhius(t1*s+273,ar,AKT,Tm)).*(((eslow-
eg)*(e0*Vp+(hc/ec)*sigmagcC))-
(hg*Gcs+(hc*eslow/ec)).*PsC)./(hg*Gcs+(hc*eg/ec));
Vg(l:length(tl)) = ((e0*ec*Gcs*Vp/hc)+sigmagcC-
PsC)./((e0*eg/hg)*(l+Gcs*ec*hg/(hc*eg)));
jt(1 :length(tl)) = (gg.*(sigmagcC- PsC+ e0*ec*Gcs*Vp/hc)+ e0*eg*dsgcdt/hg
+ e0*ec*Gcs.*dpsdt/hc)./(hg*(e0*eg/hg+ e0*ec*Gcs/hc)); % totalcurrent
density
jp(1 :length(tl)) =(gg.*(-PsC)+ e0*ec*Gcs.*dpsdt/hc)./(hg*(e0*eg/hg+
e0*ec*Gcs/hc)); %Polarcurrentdensity
jb(1:length(tl)) =(gg.*(sigmagcC)+ e0*eg*dsgcdt/hg)./(hg*(e0*eg/hg+
e0*ec*Gcs/hc)); %Conductioncurrentdensity
jc(l:length(tl)) =(gg.*(e0*ec*Gcs*Vp/hc))./(hg*(e0*eJhg+ e0*ec*Gcs/hc)); %
Conductioncurrentdensity
scginf= e0*Vp*((eslow-eg)+
(Gcs./Ggc).*(hg*Gcs+hc*eslow/ec).*(eg/hg+(ec/hc)*(Gcs-
Ggc)))./(hg*Gcs+hc*eg/ec);%Infinite valueof boundarycharge
q0= scginf; %q0 is maximumchargedensity
Psinf= e0*(eslow-eg)*((1+ (Gcs./Ggc).*(eg*hc/(ec*hg)+Gcs-Ggc))./(hg*Gcs+
hc*eg/ec))*Vp; %Infinite valueof PolarizationCharge
%
% ExperimentalCharging
%
Data= xlsread('D:_ProjectskAvionics_Phd\Wafer791PolingData','Sheet2');
ElectrodeArea= 79e-6; %Electrodeareain m^2
jtexp = Data(13:19,7)/ElectrodeArea; %Polingcurrentdensitiesin A/mn2
Tcexp= Data(13:19,5)+273; %Polingcurrenttemperaturesadjustedto
Kelvin
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tcexp= Data(13:19,6)-1800; %Poling timein seconds
%
% Note: sigmagcC,PsC,jp, jc, jt areall calculatedintermsof K, NOT C, soplot
scalemustput ratios
% in K. s -- C/sec = K/sec.
tlcelcius = (tl*s); %Celcius Temperatures
tlrelative = (tl*s+273)/Tm; %Relative Kelvin values
fgure(1)
axes('fontsize', 12)
plot(tlcelcius,sigmagcC/q0(1),'k',tlcelcius,PsC/q0(1),'--k')
%legend('boundary charge density (sigmagc)','polarization charge density (Ps)',0)
%title (sprintf('Polarization and Boundary Charge Densities during Thermal
Charging for Vp = %3d V',Vp))
ylabel('Charge Density/sigmagc(inf)','fontsize',14), xlabel(sprintf('Temperature T
(C) for Tg = %3.2f C',Tm-273),'fontsize',14)
figure(2)
axes('fontsize',12)
plot(t 1celcius,jt,'k',t 1celcius,jp,'--kD',t 1celcius,jb,':k',t 1celcius,jc,'-.k')
% legend('Total Current Density (jt)','Polarization Current Density (jp)','Boundary
Charge Current Density (jb)','Conduction Current Density (jc)',0)
% title (sprintf('Total, Polarization, and Conduction Current Density during
Thermal Charging for Vp = %3d V',Vp))
ylabel('Current Density (A/m^2)','fontsize ', 14), xlabel(sprintf('Temperature T (C)
for Tg = %3.2f C',Tm-273),'fontsize',14)
figure(3)
axes('fontsize',12)
plot(tlcelcius,jt,'k',Tcexp-273,jtexp,'--ko')
% legend('Total Current Density (jt)','Experimental Total Current Density
(jtexp)',0)
% title (sprintf('Total Modeled and Experimental Current Density during Poling
for Vp = %3d V',Vp))
ylabel('Current Density (A/m^2)','fontsize ', 14), xlabel(sprintf('Temperature T (C)
for Tg = %3.2f C',Tm-273),'fontsize',14)
%
% Dwell Time
%
Td = Tg; %dwell temperature: 145 C
tdwellmax = 1800; %maximum dwell time in seconds
sdwell = 0;
PsCmax = PsC(length(Y1)); % Polarization charge initialized at max
temperature
sigmagcCmax = sigmagcC(length(Y1)); % Boundary charge initialized at max
temperature
ymax = [ sigmagcCmax PsCmax ];
tdwell = [ tl(length(tl)) tl(length(tl))+tdwellmax ]; %Initial conditions set
the value properly, time should start at zero sec with time to go from Tg to TO
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[tld,Ydwell] =
odel5s(@dsdPdwell,tdweil,ymax,options,sdwell,Td,epsiion,gamma,height,Vp,ar,
AKT,CKT,Tm,Tc);
%
% Initialize valuesfor currentcalculation
%
Bwdwell = zeros(length(Ydwell),l);
dpsdtdwell= zeros(length(Ydwell),1);
dsgcdtdwell= zeros(length(Ydwell),1);
gcdwell= zeros(length(Ydwell),1);
ggdwell= zeros(length(Ydwell),l);
gsdwell= zeros(length(Ydwell),l);
Ggcdwell= zeros(length(Ydwell),l);
Gcsdwell= zeros(length(Ydwell),1);
PsCdwell= zeros(length(Ydwell),1);
sigmagcdwell- zeros(length(Ydwell),l);
Vgdwell - zeros(length(Ydwell),1);
Egdwell= zeros(length(Ydwell),1);
jtdwell = zeros(length(Ydwell),l);
jpdwell = zeros(length(Ydwell),l);
jbdwell = zeros(length(Ydwell),l);
jcdwell = zeros(length(Ydwell),l);
%
% CurrentDensityCalculationduringDwell (jt)
%
PsCdwell(1:length(Ydwell),1)= Ydwell(1:length(Ydwell),2);
sigmagcdwell(1:length(Ydwell),1)= Ydwell(1:length(Ydwell),1);
gcdwell(1:length(Ydwell))= arrenhius(Td,gc0,CKTc,Tcc);
ggdwell(1:length(Ydwell))---arrenhius(Td,gg0,CKTg,Tcg);
gsdwell(l:length(Ydwell))= arrenhius(Td,gs0,CKTs,Tcs);
Ggcdwell(l:length(Ydwell))- l+(hc*ggdwell)./(hg*gcdwell);
Gcsdwell(l:length(Ydwell))- 1./(l+gcdwell./gsdwell);
Bwdwell(1:length(Ydwell))= gcdwell./(hc*(e0*ec*Gcsdwell/hc+ e0*eg/hg));
dsgcdtdwell(1:length(Ydwell))= Ggcdwell.*Bwdwell.*(PsCdwell-
sigmagcdwell)+Bwdwetl.*Gcsdwell.*((e0*eg/hg)+(e0*ec/hc).*(Gcsdwell-
Ggcdwell))*Vp;
dpsdtdwell(1:length(t1d)) = (arrenhius(t1d*sdwell+Td,ar,AKT,Tm)).*(((eslow-
eg)*(e0*Vp+(hc/ec)*sigmagcdwell))-
(hg*Gcsdwell+(hc*eslow/ec)).*PsCdwell)./(hg*Gcsdwell+(hc*eg/ec));
Vgdwell(1:length(tld)) = ((e0*ec*Gcsdwell*Vp/hc)+sigmagcdwell-
PsCdwell)./((e0*eg/hg)*(l+Gcsdwell*ec*hg/(hc*eg)));
jtdwell(1 :length(tld)) = (ggdwell.*(sigmagcdwell- PsCdwell+
e0*ec*Gcsdwell*Vp/hc)+ e0*eg*dsgcdtdwell/hg+
e0*ec*Gcsdwell.*dpsdtdwell/hc)./(hg*(e0*eg/hg+ e0*ec*Gcsdwell/hc)); %
totalcurrentdensity
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jpdwell(l:length(tld)) =(ggdwell.*(-PsCdwell)+
e0*ec*Gcsdwell.*dpsdtdwell/hc)./(hg*(e0*eg/hg+ e0*ec*Gcsdwell/hc)); %
Polarcurrentdensity
jbdwell(1:length(tld)) =(ggdwell.*(sigmagcdwell)+
e0*eg*dsgcdtdwell/hg)./(hg*(e0*eg/hg+ e0*ec*Gcsdwell/hc)); %Conduction
currentdensity
jcdwell(l:length(tld)) =(ggdwell.*(e0*ec*Gcsdwell*Vp/hc))./(hg*(e0*eg/hg+
e0*ec*Gcsdwell/hc)); %Conductioncurrentdensity
%
figure(4)
axes('fontsize',12)
plot(tld,sigmagcdwell/q0(1),'+k',tld,PsCdwell/q0(1),'--k')
% legend('boundarychargedensity(sigmagc)','polarizationchargedensity(Ps)',0)
% title (sprintf('PolarizationandBoundaryChargeDensitiesThermalCharging
Dwell for Vp = %3dV',Vp))
ylabel('ChargeDensity/sigmagc(inf)','fontsize',14),xlabel(sprintf('Time(s) for
Tdwell = %3.2fC',Td-273),'fontsize',14)
figure(5)
axes('fontsize',12)
plot(tld,jtdwell,'k',tld,jpdwell,'--k',tld,jbdwell,':k',tld,jcdwell,'-.k')
% !egend('TotalCurrentDensity(jt)','PolarizationCurrentDensity(jp)','Boundary
ChargeCurrentDensity0b)','ConductionCurrentDensity(jc)',0)
%title (sprintf('Total,Polarization,andConductionCurrentDensityduring
ThermalChargingDwell for Vp = %3dV',Vp))
ylabel('CurrentDensity(A/m^2)','fontsize',14),xlabel(sprintf('Time(s)for Tdwell
= %3.2fC',Td-273),'fontsize',14)
%
%Cool Down Current(toocalculateTSD initial point)
%
PsCmaxd= PsCdwell(length(Ydwell)); %Polarizationchargeinitialized
at maxtemperature
sigmagcCmaxd= sigmagcdwell(length(Ydwell)); %Boundarychargeinitialized
at maxtemperature
ymaxd= [ sigmagcCmaxdPsCmaxd];
Tmax= Tg; %in Kelvin
scool= 33.3/60; % Cooldownrate C/min = C/(60sec)=
K/(60 sec)
tc = [ tld(length(tld)) tld(length(tld))+(Tmax-T0)/scool]; %Initial
conditionssetthevalueproperly,time shouldstartatzerosecwith timeto go
from Tg to TO
options1= odeset('RelTol',3e-14,'AbsTol',1e-15);
[tcool,Ycool]=
odel5s(@dsdPcool,tc,ymaxd,optionsl,scool,Tmax,epsilon,gamma,height,Vp,ar,A
KT,CKT,Tm,Tc,tld(length(tld)));
%
%Initialize valuesfor currentcalculation
%
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tcoolrev= zeros(length(tcool),l);
sigmagccoo!= zeros(length(Ycool),1);
PsCcool= zeros(length(Ycool),l);
dpsdtcool= zeros(length(Ycool),1);
dsgcdtcool= zeros(length(Ycool),l);
Bwcool = zeros(length(Ycool),l);
gccool= zeros(length(Ycool),l);
ggcool= zeros(length(Ycool),l);
gscool= zeros(length(Ycool),l);
Ggccool= zeros(length(Ycool),l);
Gcscool= zeros(length(Ycool),l);
Vgcool= zeros(length(Ycool),l);
Egcool= zeros(length(Ycool),l);
jtcool = zeros(length(Ycool),l);
jpcool = zeros(length(Ycool),1);
jbcool = zeros(length(Ycool),l);
jccool = zeros(length(Ycool),l);
sigmagccoolmax= 0;
PsCcoolmax= 0;
dwellcharge= [ 0 0 0 ];
%
%CurrentDensityCalculationduringCharging(_it)
%
PsCcool(l:length(Ycool),l) = Ycool(l:length(Ycool),2);
sigmagccool(1 :length(Ycool), 1) = Ycool(l:length(Ycool), 1);
gccool(1 :length(Ycool)) = arrenhius(Tmax-(tcool-
min(tcool))*scool,gc0,CKTc,Tcc); % Initialize Temperature to Tmax-
(max(tcool)-tcool)*scool to adjust for time shift from start
ggcool(1 :length(Ycool)) = arrenhius(Tmax-(tcool-
min(tcool))*scool,gg0,CKTg,Tcg); % Initialize Temperature to Tmax-
(max(tcool)-tcool)*scool to adjust for time shift from start
gscool(1 :length(Ycool)) - arrenhius(Tmax-(tcool-
min(tcool))*scool,gs0,CKTs,Tcs); % Initialize Temperature to Tmax-
(max(tcool)-tcool)*scool to adjust for time shift from start
Ggccool(l:length(Ycool)) = l+(hc*ggcool)./(hg*gccool);
Gcscool(1 :length(Ycool)) -- 1./(l+gccool./gscool);
Bwcool(l:length(Ycool)) = gccool./(hc*(e0*ec*Gcscool/hc + e0*eg/hg));
dsgcdtcool(1 :length(Ycool)) = Ggccool.*Bwcool.*(PsCcool -
sigmagccool)+Bwcool.*Gcscool.* ((e0*eg/hg)+(e0*ec/hc).*(Gcscool-
Ggccool))*Vp;
dpsdtcool(1 :length(tcool)) = (arrenhius(Tmax-(tcool-
min(tcool))* scool,ar,AKT,Tm)).* (((eslow-eg)*(e0*Vp+(hc/ec)* sigmagccool))-
(hg*Gcscool+(hc*eslow /ec ) ).* PsCcool )./(hg*Gcscool+(hc*eg/ec ) );
Vgcool(l:length(tcool)) = ((e0*ec*Gcscool*Vp/hc)+sigmagccool-
PsCcool)./((e0*eg/hg)*(l+Gcscool*ec*hg/(hc*eg)));
jtcool(l:length(tcool)) =(ggcool.*(sigmagccool - PsCcool +
e0*ec*Gcscool*Vp/hc) + e0*eg*dsgcdtcool/hg +
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e0*ec*Gcscool.*dpsdtcool/hc)./(hg*(e0*eg/hg + e0*ec*Gcscool/hc)); % total
current density
jpcool(1 :length(tcool)) =(ggcoo!.*(-PsCcool) +
e0*ec*Gcscool.*dpsdtcool/hc)./(hg*(e0*eg/hg + e0*ec*Gcscool/hc)); %
Polar current density
jbcool(l:length(tcool)) =(ggcool.*(sigmagccool) +
e0*eg*dsgcdtcool/hg)./(hg*(e0*eg/hg + e0*ec*Gcscool/hc)); % Boundary
Charge current density
jccool(l:length(tcool)) =(ggcool.*(e0*ec*Gcscool*Vp/hc))./(hg*(e0*eg/hg +
e0*ec*Gcscool/hc)); % Conduction current density
%
% Experimental Cool Down
%
ElectrodeAreal = 79e-6; %Electrode area in
m^2
jcoolexp = Data(19:73,7)/ElectrodeArea; % Poling current densities in A/m^2
Tcoolexp = Data(19:73,5)+273; % Poling current temperatures adjusted
to Kelvin
tccoolexp = Data(19: 73,6)-1800; % Poling time in seconds
%
% Note: sigmagcC, PsC, jp, jc, jt are all calculated interms of K, NOT C, so plot
scale must put ratios
% in K. s = C/sec = K/sec.
tcoolcelcius = Tmax-(max(tcool)-tcool)*scool-273; %Celcius
Temperatures
tcoolrelative = (Tmax-(max(tcool)-tcool)*scool+273)/Tm; %Relative Kelvin
values
plotrange = 10:length(tcool);
sigmagccoolmax = sigmagccool(length(Ycool), 1)/q0(1);
PsCcoolmax = PsCcool(length(Ycool),l)/Psinf(1);
dwellcharge = [ tdwellmax sigmagccoolmax PsCcoolmax ];
%
% Write maximum normalized charge to file to produce charge vs. dwell time
plots
%
% rid = fopen('d:/projects/avionics/phd/dwelltemp.txt','a'); % If file exists, use
'w' to write over, then switch to append 'a'
% fprintf(fid,'%8d %2.4f %2.4f',tdwellmax, sigmagccoolmax, PsCcoolmax);
% fclose(fid);
figure(6)
axes('fontsize',12)
plot(tcoolcelcius,sigmagccool/q0(1),'+k',tcoolcelcius,PsCcool/q0(1),'--k')
% legend('boundary charge density (sigmagc)','polarization charge density (Ps)',0)
% title (sprintf('Polarization and Boundary Charge Densities during Cool down
for Vp = %3d V',Vp))
ylabel('Charge Density/sigmagc(inf)','fontsize',14), xlabel(sprintf('Temperature T
(C) for Tg = %3.2f C',Tm-273),'fontsize', 14)
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prangemin= 55;
prangemax= length(Ycool);
figure(7)
axes('fontsize',12)
plot(tcoolcelcius(prangemin:prangemax),jtcool(prangemin:prangemax),'+k',tcoolc
elcius(prangemin:prangemax),jpcool(prangemin:prangemax),'--
k',tcoolcelcius(prangemin:prangemax),jbcool(prangemin:prangemax),':k',tcoolcelc
ius(prangemin:prangemax),jccool(prangemin:prangemax),'-.k')
%legend('TotalCurrentDensity(jt)','PolarizationCurrentDensity(jp)','Boundary
ChargeCurrentDensity(jb)','ConductionCurrentDensity(jc)',0)
%title (sprintf('Total,Polarization,andConductionCurrentDensityduringCool
Down for Vp = %3dV',Vp))
ylabel('CurrentDensity(A/m^2)','fontsize',14),xlabel(sprintf('TemperatureT (C)
for Tg = %3.2fC',Tm-273),'fontsize',14)
figure(8)
axes('fontsize',12)
plot(tcoolcelcius,jtcool,'k',tccoolexp-273,jcoolexp,'--ko')
% legend('TotalCurrentDensity(jt)','ExperimentalTotal CurrentDensity
(jtexp)',0)
% title (sprintf('TotalModeledandExperimentalCurrentDensityduringCool
Downfor vp = %3dV',Vp))
ylabel('CurrentDensity(A/m^2)','fontsize',14),xlabel(sprintf('TemperatureT (C)
for Tg = %3.2fC',Tm-273),'fontsize',14)
%
%Full Plots
%
jexp - Data(13:73,7)/(ElectrodeArea); % Polingcurrentdensitiesin A/m^2
Texp= Data(13:73,5)+273; % Polingcurrenttemperaturesadjustedto
Kelvin
texp= Data(13:73,6)-1800; %Poling timein secondsadjustedto
remove30min purge
figure(9)
axes('fontsize',12)
p__t(t__sigmagcC_q_(_)_'+k'_t_d_sigmagcdwe___q_(_)_'+k'_tc____sigmagcc____q_(_)_'
+k',tl,PsC/q0(1),'--k',tld,PsCdwell/q0(1),'--k',tcool,PsCcool/q0(1),'--k')
%legend('boundarychargedensity(sigmagc)','polarizationchargedensity(Ps)',0)
%title (sprintf('PolarizationandBoundaryChargeDensitiesduringCool down
for Vp = %3dV',Vp))
ylabel('ChargeDensity/sigmagc(inf)','fontsize',14),xlabel(sprintf('time(s)for Tg
= %3.2fC',Tm-273),'fontsize',14)
figure(10)
axes('fontsize',12)
%plot(tl,jt,'k',tld,jtdwell,'k',tcool,jtcool,'k')
plot(t1,jt,'k',t1,jp,'--k',t1,jb,':k',t1,jc,'-.k',t1d,jtdwell,'k',t1d,jpdwell,'--
k',tld,jbdwell,':k',tld,jcdwell,'-.k',tcool,jtcool,'k',tcool,jpcool,'--
k',tcool,jbcool,':k',tcool,jccool,'-.k',texp,jexp,'-ko')
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% legend('TotalCurrentDensity(jt)','ExperimentalTotal CurrentDensity
(jtexp)',0)
% title (sprintf('TotalModeledandExperimentalCurrentDensityduringCool
Downfor Vp = %3dV',Vp))
ylabel('CurrentDensity(A/m^2)','fontsize',14),xlabel(sprintf('time(s)for Tg =
%3.2fC',Tm-273),'fontsize',14)
%
% TSD CurrentCalculation
%
tTSD = 0;
YTSD -- 0;
PsCstorage = 0;
sigmagcCstorage = 0;
PsCstorage = PsCcool(length(Ycool)); % Polarization charge initialized at
max temperature
sigmagcCstorage = sigmagccool(length(Ycool)); % Polarization charge
initialized at max temperature
ystorage = [ sigmagcCstorage PsCstorage ];
tstorage= [ 0 (Tg-T0)/s ]; % Time to get from TO to Tg
% options = [];
[tTSD,YTSD] =
odel5s(@dsdPI'SD,tstorage,ystorage,options,s,T0,epsilon,gamma,height,0,ar,AK
T,CKT,Tm,Tc);
%
% TSD Current Calculation
% Initialize values for TSD current calculation
%
sigmagcTSD = zeros(length(YTSD), 1);
PsCTSD = zeros(length(YTSD), 1);
dpsdtTSD = zeros(length(YTSD),l);
dsgcdtTSD = zeros(length(YTSD), 1);
BwTSD = zeros(length(YTSD), 1);
gcTSD = zeros(length(YTSD),l);
ggTSD = zeros(length(YTSD), 1);
gsTSD = zeros(length(YTSD), 1);
GgcTSD = zeros(length(YTSD),l);
GcsTSD = zeros(length(YTSD), 1);
VgTSD = zeros(length(YTSD),l);
EgTSD = zeros(length(YTSD),l);
jrTSD = zeros(length(YTSD),l);
jpTSD = zeros(length(YTSD), 1);
jbTSD = zeros(length(YTSD),l);
%
% Current Density Calculation during TSD (jr)
%
PsCTSD(I:length(YTSD),I) = YTSD(I:length(YTSD),2);
sigmagcTSD(1 :length(YTSD), 1) = YTSD(1 :length(YTSD), 1);
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gcTSD(1:length(YTSD))= arrenhius(tTSD*s+273,gc0,CKTc,Tcc);
setstemp= 273at time= 0
ggTSD(1:length(YTSD))= arrenhius(tTSD*s+273,gg0,CKTg,Tcg);
setstemp= 273at time= 0
gsTSD(1:length(YTSD))= arrenhius(tTSD*s+273,gs0,CKTs,Tcs);
temp= 273at time= 0
GcsTSD(1:length(YTSD))= 1./(I+gcTSD./gsTSD);
GgcTSD(1:length(YTSD))= 1./(e0*eg/hg+ e0*ec*GcsTSD/hc);
%GgcTSDsolvedfor Vp=0
BwTSD(1:length(YTSD))= (ggTSD/hg+ gcTSD.*GcsTSD/hc)./(e0*eg/hg+
e0*ec*GcsTSD/hc);%BwTSDsolvedfor Vp=0
dsgcdtTSD(1:length(YTSD))= BwTSD.*(PsCTSD-sigmagcTSD);
dpsdtTSD(1:length(YTSD))=
(arrenhius(tTSD*s+273,ar,AKT,Tm)).*((e0/hg)*(eslow- eg)*sigmagcTSD-
((e0/hg)*(eslow- eg)+(e0*eg/hg+
e0*ec*GcsTSD/hc)).*PsCTSD)./(e0*eg/hg+e0*ec*GcsTSD/hc);
VgTSD(1:length(YTSD))= (sigmagcTSD-
PsCTSD)./(e0*eg/hg+e0*ec*GcsTSD/hc);
jrTSD(I:length(YTSD)) = (e0*eg*GgcTSD/hg).*dsgcdtTSD+ (1-
e0*eg*GgcTSD/hg).*dpsdtTSD+ ggTSD.*GgcTSD/hg.*(sigmagcTSD-
PsCTSD); %totalcurrentdensity
jpTSD(I:Iength(YTSD))= (1-e0*eg*GgcTSD/hg).*dpsdtTSD+
ggTSD.*GgcTSD/hg.*(-PsCTSD);% Polarizationchargecurrentdensity
jbTSD(1:length(YTSD))= (e0*eg*GgcTSD/hg).*dsgcdtTSD+
ggTSD.*GgcTSD/hg.*(sigmagcTSD);% BoundaryChargecurrentdensity
%
% Note: sigmagcC,PsC,jp, jc,jt areall calculatedintermsof K, NOT C, soplot
scalemustput ratios
% in K. s = C/sec= K/sec.
tTSDcelcius= (ffSD*s); %CelciusTempcratures
tTSDrelative= (tTSD*s+273)/Tm; %RelativeKelvin values
figure(11)
axes('fontsize',12)
plot(tTSDcelcius,sigmagcTSD/q0(1),'k',tTSDcelcius,PsCTSD/q0(1),'--k')
%legend('boundarychargedensity(sigmagc)','polarizationchargedensity(Ps)',0)
%title ('PolarizationChargeDensityandBoundaryChargeDensityduringTSD')
ylabel('ChargeDensity/sigmagc(inf)','fontsize',14),xlabel(sprintf('TemperatureT
(C) for Tg = %3.2fC',Tm-273),'fontsize',14)
figure(12)
axes('fontsize',12)
plot(tTSDcelcius,jrTSD,'k',tTSDcelcius,jpTSD,'--k',tTSDcelcius,jbTSD,':k')
%legend('ReleasedCurrentDensity(jr)','PolarizationCurrentDensity
(jp)','BoundaryCurrentDensity0b)',0)
%title ('Total, Polarization,andConductionCurrentDensityduringTSD')
ylabel('CurrentDensity(A/m^2)','fontsize',14),xlabel(sprintf('TemperatureT (C)
for Tg = %3.2fC',Tm-273),'fontsize',14)
% 273
%273
%273 sets
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791-3PolarCurrentExperiment
%ScriptFile: PolarCurrent791_3Experiment
%Solvesfor thepolarizationandboundarychargein PolingandTSD current
densityequationsto matchExperimentalData
%Wafer#791-3(NOA71-CLDX/APC-NOA71)
%
closeall
% indexof refractionvalues
nc = 1.546;
ng= 1.638;
ns= 1.546;
%
%heightvalues
%
hc= 2.79e-6;
hg - 3.61e-6;
hs= 3.le-6;
height= [ hchghs];
%
% gamma(conductance)
%
gg0= le20;
gc0= .5e9;
gs0= gc0;
gamma= [ gc0gg0gs0];
%
% epsilon(permitivity)
%
e0= 8.854e-12;
ec= nc^2; % HighFrequencyDielectricConstant
eg= ng^2; %High FrequencyDielectricConstant
eslow= 4.6; % Low FrequencyDielectricConstantfor core
es= nsA2;
epsilon= [ ecegese0eslow];
%
%PolingVoltage
%
Vp = 500;
%
% Dipole relaxationfrequencyandconductionactivationenergy
%
ar=1.le20; %Dipole NaturalRelaxationFrequencyin 1/seconds
Ea= 2; % ineV
Ec= 1.9; %ineV
AKT = 56;
Tm = Ea*(I.6e-19)/((1.381e-23)*AKT); %Tmin K; Baseline:A/kT = 55
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CKTc = AKT*(1.13);
energy
CKTg = AKT*(1.5);
CKTs= CKTc;
Tcc = Ec*(1.6e-19)/((1.381e-23)*CKTc);
dependingoncrosslinking.
Tcg = Trn/.85; %Tm/Tc= .85
Tcs= Tcc;
CKT = [ CKTc CKTg CKTs ];
Tc = [ TccTcgTcs ];
%
%Time (seconds)andheatingrate
%
Tg = 419;
TO= 273;
s = 50/60;
t = [ 0 (Tg-T0)/s];
%
% Solvefor Ps(t)duringcharging
%
%
% ODE solver
%
%UpperCladdingConductanceactivation
%CoreConductanceactivationenergy
%LowerCladdingConductanceactivationenergy
%NorlundTg is 50 - 100C
%DegreesKelvin
% Initial temperaturein Kelvin
%CelsiuspersecondsBaseline:44/60
%timein secondsto go from TOto Tg
% CalculateCurrentDensity,J, based on Ps and sigmacg
%
PsC = 0; % no polarization (random orientation) initially
sigmacg = 0; % no boundary charge initially
y0 = [ sigmacg PsC ];
options = odeset('RelTol',3e- 14,'AbsTor, le- 15);
[tl,Y1] =
ode 15 s( @ dsdP,t,y0,options,s,T0,epsilon,gamma,height,Vp,ar,AKT,CKT,Tm,Tc);
%
% Initialize values for current calculation
%
Bw = zeros(length(Y1),l);
dpsdt = zeros(length(Y 1), 1);
dsgcdt = zeros(length(Y1),l);
gc = zeros(length(Y1),1);
gg = zeros(length(Y 1), 1);
gs = zeros(length(Y1),l);
Ggc = zeros(length(Y1), 1);
Gcs = zeros(length(Y 1), 1);
PsC = zeros(length(Y 1), 1);
sigmagcC = zeros(length(Y1),l);
Vg = zeros(length(Y1),1);
Eg = zeros(length(Y1),l);
j t = zeros(length(Y 1), 1);
217
jp = zeros(length(Y1),l);
jb = zeros(length(Y1),l);
jc = zeros(length(Y1),1);
%
%CurrentDensityCalculationduringCharging(jt)
%
PsC(1:length(Y1),1)= YI(1 :length(Y1),2);
sigmagcC(1:length(Y1),1)= YI(1 :length(Y1),l);
gc(l:length(Y1)) = arrenhius(tl*s+273,gc0,CKTc,Tcc);
273at time= 0
gg(1:length(Y1))= arrenhius(tl*s+273,gg0,CKTg,Tcg);
273at time= 0
gs(1:length(Y1))= arrenhius(tl*s+273,gs0,CKTs,Tcs);
273attime = 0
Ggc(l:length(Y1))= l+(hc*gg)./(hg*gc);
Gcs(1:length(Y1))= 1./(l+gc./gs);
Bw(1:length(Y1))= gc./(hc*(e0*ec*Gcs/hc+ e0*eg/hg));
dsgcdt(1:length(Y1))= Ggc.*Bw.*(PsC-
%273setstemp=
%273setstemp=
%273setstemp=
sigmagcC)+Bw.*Gcs.*((e0*eg/hg)+(e0*ec/hc).*(Gcs-Ggc))*Vp;
dpsdt(1:length(tl)) = (arrenhius(tl*s+273,ar,AKT,Tm)).*(((eslow-
eg)*(e0*Vp+(hc/ec)*sigmagcC))-
(hg*Gcs+(hc*eslow/ec)).*PsC)./(hg*Gcs+(hc*eg/ec));
Vg(1:length(tl)) = ((e0*ec*Gcs*Vp/hc)+sigmagcC-
PsC)./((e0*eg/hg)*(l+Gcs*ec*hg/(hc*eg)));
jt(1 :length(tl)) = (gg.*(sigmagcC- PsC+ e0*ec*Gcs*Vp/hc)+ e0*eg*dsgcdt/hg
+ e0*ec*Gcs.*dpsdt/hc)./(hg*(e0*eg/hg+ e0*ec*Gcs/hc)); %total current
density
jp(1:length(tl)) -(gg.*(-PsC) +e0*ec*Gcs.*dpsdt/hc)./(hg*(e0*eg/hg+
e0*ec*Gcs/hc)); % Polarcurrentdensity
jb(1:length(tl)) =(gg.*(sigmagcC)+ e0*eg*dsgcdt/hg)./(hg*(e0*eg/hg+
e0*ec*Gcs/hc)); % Conductioncurrentdensity
jc(l:length(tl)) =(gg.*(e0*ec*Gcs*Vp/hc))./(hg*(e0*eg/hg+ e0*ec*Gcs/hc)); %
Conductioncurrentdensity
scginf= e0*Vp*((eslow-eg)+
(Gcs./Ggc).*(hg*Gcs+hc*eslow/ec).*(eg/hg+(ec/hc)*(Gcs-
Ggc)))./(hg*Gcs+hc*eg/ec);%Infinite valueof boundarycharge
q0= scginf; % q0 is maximumchargedensity
Psinf= e0*(eslow-eg)*((1+ (Gcs./Ggc).*(eg*hc/(ec*hg)+Gcs-Ggc))./(hg*Gcs+
hc*eg/ec))*Vp; % Infinite valueof PolarizationCharge
%
%ExperimentalCharging
%
Data= xlsread('D:Wrojects_vionicskPhd\Wafer791PolingData','Sheet2');
ElectrodeArea= 79e-6; %Electrodeareain m^2
jtexp = Data(14:20,11)/ElectrodeArea;%Polingcurrentdensitiesin A/m^2
Tcexp= Data(14:20,9)+273; %Polingcurrenttemperaturesadjustedto
Kelvin
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tcexp= Data(14:20,10)-1800; %Poling time in seconds
%
% Note: sigmagcC,PsC,jp, jc, jt areall calculatedintermsof K, NOT C, soplot
scalemustput ratios
% in K. s = C/sec= K/sec.
tlcelcius = (tl*s); %CelciusTemperatures
tlrelative = (tl*s+273)/Tm; %RelativeKelvin values
figure(l)
axes('fontsize',12)
plot(tlcelcius,sigmagcC/q0(1),'k',tlcelcius,PsC/q0(1),'--k')
%legend('boundarychargedensity(sigmagc)','polarizationchargedensity(Ps)',0)
%title (sprintf('PolarizationandBoundaryChargeDensitiesduringThermal
Chargingfor Vp = %3dV',Vp))
ylabel('ChargeDensity/sigmagc(inf)','fontsize',14),xlabel(sprintf('TemperatureT
(C) for Tg = %3.2fC',Tm-273),'fontsize',14)
figure(2)
axes('fontsize',12)
plot(t1celcius,jt,'k',t1celcius,jp,'--kD',t1celcius,jb,':k',t1celcius,jc,'-.k')
% legend('TotalCurrentDensity(jt)','PolarizationCurrentDensity(jp)','Boundary
ChargeCurrentDensity0b)','ConductionCurrentDensity(jc)',0)
% title (sprintf('Total,Polarization,andConductionCurrentDensityduring
ThermalChargingfor Vp = %3dV',Vp))
ylabel('CurrentDensity(A/m^2)','fontsize',14),xlabel(sprintf('TemperatureT (C)
for Tg = %3.2fC',Tm-273),'fontsize',14)
figure(3)
axes('fontsize',12)
plot(t1celcius,jt,'k',Tcexp-273,jtexp,'--ko')
% legend('TotalCurrentDensity(jt)','ExperimentalTotalCurrentDensity
(jtexp)',0)
%title (sprintf('TotalModeledandExperimentalCurrentDensityduringPoling
for Vp = %3dV',Vp))
ylabel('CurrentDensity(A/m^2)','fontsize',14),xlabel(sprintf('TemperatureT (C)
for Tg = %3.2fC',Tm-273),'fontsize',14)
%
% Dwell Time
%
Td = Tg; %dwell temperature:145C
tdwellmax= 3600; %maximumdwell time in seconds
sdwell= 0;
PsCmax= PsC(length(Y1)); % Polarizationchargeinitializedatmax
temperature
sigmagcCmax= sigmagcC(length(Y1)); % Boundarychargeinitializedat max
temperature
ymax= [ sigmagcCmaxPsCmax];
tdwell = [ tl(length(tl)) tl(length(tl))+tdwellmax ]; %Initial conditionsset
thevalueproperly,timeshouldstartat zerosecwith timeto go from Tg to TO
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[tld,Ydwell] =
odel5s(@dsdPdwell,tdwell,ymax,options,sdwell,Td,epsilon,gamrna,height,Vp,ar,
AKT,CKT,Tm,Tc);
%
% Initialize values for current calculation
%
Bwdwell = zeros(length(Ydwell), 1);
dpsdtdwell = zeros(length(Ydwell), 1);
dsgcdtdwell = zeros(length(Ydwell), 1);
gcdwell = zeros(length(Ydwell),l);
ggdwell = zeros(length(Ydwell),l);
gsdwell = zeros(length(Ydwell),l);
Ggcdwell - zeros(length(Ydwell),l);
Gcsdwell -- zeros(length(Ydwell), 1);
PsCdwell = zeros(length(Ydwell), 1);
sigmagcdwell = zeros(length(Ydwell), 1);
Vgdwell = zeros(length(Ydwell),l);
Egdwell = zeros(length(Ydwell), 1);
jtdwell = zeros(length(Ydwell),l);
jpdwell = zeros(length(Ydwell),l);
jbdwell = zeros(length(Ydwell),l);
jcdwell = zeros(length(Ydwell),l);
%
% Current Density Calculation during Dwell (jt)
%
PsCdwell(1 :length(Ydwell), 1) = Ydwell(1 :length(Ydwell),2);
sigmagcdwell(l:length(Ydwell),l) = Ydwell(l:length(Ydwell),l);
gcdwell(1 :length(Ydwell)) = arrenhius(Td,gc0,CKTc,Tcc);
ggdwell(1 :length(Ydwell)) = arrenhius(Td,gg0,CKTg,Tcg);
gsdwell(1 :length(Ydwell)) = arrenhius(Td,gs0,CKTs,Tcs);
Ggcdwell(1 :length(Ydwell)) - l+(hc*ggdwell)./(hg*gcdwell);
Gcsdwell(1 :length(Ydwell)) = 1./(l+gcdwell./gsdwell);
Bwdwell(1 :length(Ydwell)) = gcdwell./(hc*(e0*ec*Gcsdwell/hc + e0*eg/hg));
dsgcdtdwell(l:length(Ydwell)) = Ggcdwell.*Bwdwell.*(PsCdwell -
sigmagcdwell)+Bwdwell.*Gcsdwell.*((e0*eg/hg)+(e0*ec/hc).*(Gcsdwell-
Ggcdwell))*Vp;
dpsdtdwell(1 :length(t 1d)) = (arrenhius(t 1d* sdwell+Td,ar,AKT,Tm)).* (((eslow-
eg)*(e0*Vp+(hc/ec)*sigmagcdwell))-
(hg*Gcsdwell+(hc*eslow/ec)).*PsCdwell)./(hg*Gcsdwell+(hc*eg/ec));
Vgdwell(1 :length(tld)) = ((e0*ec*Gcsdwell*Vp/hc)+sigmagcdwell-
PsCdwell)./((e0*eg/hg)*(1 +Gcsdwell*ec*hg/(hc*eg)));
jtdwell(l:length(tld)) = (ggdwell.*(sigmagcdwell - PsCdwell +
e0*ec*Gcsdwell*Vp/hc) + e0*eg*dsgcdtdwell/hg +
e0*ec*Gcsdwell.*dpsdtdwell/hc)./(hg*(e0*eg/hg + e0*ec*Gcsdwell/hc)); %
total current density
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jpdwell(1:length(tld)) =(ggdwell.*(-PsCdwell)+
e0*ec*Gcsdwell.*dpsdtdweil/hc)./(hg*(e0*eg/hg+ e0*ec*Gcsdwel!/hc)); %
Polarcurrentdensity
jbdwell(l:length(tld)) =(ggdwell.*(sigmagcdwell)+
e0*eg*dsgcdtdwell/hg)./(hg*(e0*eg/hg+ e0*ec*Gcsdwell/hc)); % Conduction
currentdensity
jcdwell(1:length(tld)) =(ggdwell.*(e0*ec*Gcsdwell*Vp/hc))./(hg*(e0*eg/hg+
e0*ec*Gcsdwell/hc)); % Conductioncurrentdensity
%
figure(4)
axes('fontsize',12)
plot(tld,sigmagcdwell/q0(1),'+k',tld,PsCdwell/q0(1),'--k')
%legend('boundarychargedensity(sigmagc)','polarizationchargedensity(Ps)',0)
%title (sprintf('PolarizationandBoundaryChargeDensitiesThermalCharging
Dwell for Vp = %3dV',Vp))
ylabel('ChargeDensity/sigmagc(inf)','fontsize',14),xlabel(sprintf('Time(s)for
Tdwell = %3.2fC',Td-273),'fontsize',14)
figure(5)
axes('fontsize',12)
plot(tld,jtdwell,'k',tld,jpdwell,'--k',tld,jbdwell,':k',tld,jcdwell,'-.k')
% legend('TotalCurrentDensity(jt)','PolarizationCurrentDensity(jp)','Boundary
ChargeCurrentDensity(jb)','ConductionCurrentDensity(jc)',0)
% title (sprintf('Total,Polarization,andConductionCurrentDensityduring
ThermalChargingDwell for Vp= %3dV',Vp))
ylabel('CurrentDensity(A/m^2)','fontsize',14),xlabel(sprintf('Time(s)for Tdwell
= %3.2fC',Td-273),'fontsize',14)
%
% CoolDown Current(toocalculateTSD initial point)
%
PsCmaxd= PsCdwell(length(Ydwell)); % Polarizationchargeinitialized
atmaxtemperature
sigmagcCmaxd= sigmagcdwell(length(Ydwell)); % Boundarychargeinitialized
atmaxtemperature
ymaxd= [ sigmagcCmaxdPsCmaxd];
Tmax= Tg; % in Kelvin
scool= 33.3/60; % Cooldownrate C/min = C/(60sec)=
K/(60 sec)
tc = [ tld(length(tld)) tld(length(tld))+(Tmax-T0)/scool]; %Initial
conditionssetthevalueproperly,time shouldstartatzerosecwith time to go
from Tg to TO
options1= odeset('RelTol',3e-14,'AbsTol',le- 15);
[tcool,Ycool]=
odel5s(@dsdPcool,tc,ymaxd,optionsl,scool,Tmax,epsilon,gamma,height,Vp,ar,A
KT,CKT,Tm,Tc,tld(length(tld)));
%
% Initializevaluesfor currentcalculation
%
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tcoolrev- zeros(length(tcool),1);
sigmagccool= zeros(length(Ycool),l);
PsCcool= zeros(length(Ycool),l);
dpsdtcool= zeros(length(Ycool),1);
dsgcdtcool= zeros(length(Ycool),1);
Bwcool= zeros(length(Ycool),l);
gccool= zeros(length(Ycool),1);
ggcool= zeros(length(Ycool),1);
gscool= zeros(length(Ycool),l);
Ggccool= zeros(length(Ycool),l);
Gcscool= zeros(length(Ycool),l);
Vgcool = zeros(length(Ycool),l);
Egcool= zeros(length(Ycool),l);
jtcool = zeros(length(Ycool),1);
jpcool = zeros(length(Ycool),l);
jbcool = zeros(length(Ycool),l);
jccool = zeros(length(Ycool),l);
sigmagccoolmax= 0;
PsCcoolmax= 0;
dwellcharge= [ 0 0 0 ];
%
% CurrentDensityCalculationduringCharging(jt)
%
PsCcool(1:length(Ycool),1) = Ycool(1:length(Ycool),2);
sigmagccool(l:length(Ycool),l)= Ycool(l:length(Ycool),l);
gccool(1:length(Ycool))= arrenhius(Tmax-(tcool-
min(tcool))*scool,gc0,CKTc,Tcc);%Initialize Temperatureto Tmax-
(max(tcool)-tcool)*scoolto adjustfor time shift from start
ggcool(1:length(Ycool))= arrenhius(Tmax-(tcool-
min(tcool))*scool,gg0,CKTg,Tcg);% InitializeTemperatureto Tmax-
(max(tcool)-tcool)*scoolto adjustfor time shift from start
gscool(1:length(Ycool))= arrenhius(Tmax-(tcool-
min(tcool))*scool,gs0,CKTs,Tcs);%Initialize Temperatureto Tmax-
(max(tcool)-tcool)*scoolto adjustfor time shift from start
Ggccool(l:length(Ycool))= l+(hc*ggcool)./(hg*gccool);
Gcscool(1:length(Ycool))= 1./(l+gccool./gscool);
Bwcool(1:length(Ycool))= gccool./(hc*(e0*ec*Gcscool/hc+ e0*eg/hg));
dsgcdtcool(1:length(Ycool))= Ggccool.*Bwcool.*(PsCcool-
sigmagccool)+Bwcool.*Gcscool.*((e0*eg/hg)+(e0*ec/hc).*(Gcscool-
Ggccool))*Vp;
dpsdtcool(1:length(tcool))- (arrenhius(Tmax-(tcool-
min(tcool))*scool,ar,AKT,Tm)).*(((eslow-eg)*(e0*Vp+(hc/ec)*sigmagccool))-
(hg*Gcscool+(hc*eslow/ec)).*PsCcool)./(hg*Gcscool+(hc*eg/ec));
Vgcool(1:length(tcool))= ((e0*ec*Gcscool*Vp/hc)+sigmagccool-
PsCcool)./((e0*eg/hg)*(l+Gcscool*ec*hg/(hc*eg)));
jtcool(1:length(tcool))=(ggcool.*(sigmagccool- PsCcool+
e0*ec*Gcscool*Vp/hc)+ e0*eg*dsgcdtcool/hg+
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e0*ec*Gcscool.*dpsdtcool/hc)./(hg*(e0*eg/hg+ e0*ec*Gcscool/hc)); %total
currentdensity
jpcool(l:length(tcool))=(ggcool.*(-PsCcool)+
e0*ec*Gcscool.*dpsdtcool/hc)./(hg*(e0*eg/hg+ e0*ec*Gcscool/hc)); %
Polarcurrentdensity
jbcool(l:length(tcool))=(ggcool.*(sigmagccool)+
e0*eg*dsgcdtcool/hg)./(hg*(e0*eg/hg+ e0*ec*Gcscool/hc)); % Boundary
Chargecurrentdensity
jccool(1:length(tcool))=(ggcool.*(e0*ec*Gcscool*Vp/hc))./(hg*(e0*eg/hg+
e0*ec*Gcscool/hc)); % Conductioncurrentdensity
%
%ExperimentalCoolDown
%
ElectrodeAreal= 79e-6; %Electrodeareain
m^2
jcoolexp= Data(20:103,11)/ElectrodeArea;%Polingcurrentdensitiesin
A/mA2
Tcoolexp= Data(20:103,9)+273; % Polingcurrenttemperaturesadjusted
to Kelvin
tccoolexp= Data(20:103,10)-1800; %Poling timein seconds
%
%Note: sigrnagcC,PsC,jp, jc, jt areall calculatedintermsof K, NOT C, soplot
scalemustput ratios
% in K. s= C/sec= K/sec.
tcoolcelcius= Tmax-(max(tcool)-tcool)*scool-273; %Celcius
Temperatures
tcoolrelative= (Tmax-(max(tcool)-tcool)*scool+273)/Tm; %RelativeKelvin
values
plotrange= 10:length(tcool);
sigmagccoolmax= sigmagccool(length(Ycool),l)/q0(1);
PsCcoolmax= PsCcool(length(Ycool),l)/Psinf(1);
dwellcharge= [ tdwellmaxsigmagccoolmaxPsCcoolmax];
%
% Write maximumnormalizedchargeto file to producechargevs.dwell time
plots
%
% rid = fopen('d:/projects/avionics/phd/dwelltemp.txt','a'); % If file exists,use
'w' to writeover, thenswitchto append'a'
% fprintf(fid,'%8d %2.4f%2.4f',tdwellmax,sigmagccoolmax,PsCcoolmax);
%fclose(fid);
figure(6)
axes('fontsize',12)
plot(tcoolcelcius,sigmagccool/q0(1),'+k',tcoolcelcius,PsCcool/q0(1),'_-k')
% legend('boundarychargedensity(sigmagc)','polarizationchargedensity(Ps)',0)
% title (sprintf('PolarizationandBoundaryChargeDensitiesduringCooldown
for Vp = %3dV',Vp))
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ylabel('ChargeDensity/sigmagc(inf)','fontsize',14),xlabel(sprintf('TemperatureT
(C) for Tg = %3.2fC',Tm-273),'fontsize',14)
prangemin= 55;
prangemax= length(Ycool);
figure(7)
axes('fontsize',12)
plot(tcoolcelcius(prangemin:prangemax),jtcool(prangemin:prangemax),'+k',tcoolc
elcius(prangemin:prangemax),jpcool(prangemin:prangemax),'--
k',tcoolcelcius(prangemin:prangemax),jbcool(prangemin:prangemax),':k',tcoolcelc
ius(prangemin:prangemax),jccool(prangemin:prangemax),'-.k')
%legend('TotalCurrentDensity(jt)','Polarization Current Density (jp)','Boundary
Charge Current Density (jb)','Conduction Current Density (jc)',0)
% title (sprintf('Total, Polarization, and Conduction Current Density during Cool
Down for Vp = %3d V',Vp))
ylabel('Current Density (A/m^2)','fontsize ', 14), xlabel(sprintf('Temperature T (C)
for Tg = %3.2f C',Tm-273),'fontsize', 14)
figure(8)
axes('fontsize', 12)
plot(tcoolcelcius,jtcool,'k',tccoolexp-273,jcoolexp,'--ko')
% legend('Total Current Density (jt)','Experimental Total Current Density
(jtexp)',0)
% title (sprintf('Total Modeled and Experimental Current Density during Cool
Down for Vp = %3d V',Vp))
ylabel('Current Density (A/m^2)','fontsize',14), xlabel(sprintf('Temperature T (C)
for Tg = %3.2f C',Tm-273),'fontsize', 14)
%
% Full Plots
%
jexp = Data(14:103,11)/(ElectrodeArea); % Poling current densities in A/m^2
Texp = Data(14:103,9)+273; % Poling current temperatures adjusted to
Kelvin
texp = Data(14:103,10)-1800; % Poling time in seconds adjusted to
remove 30 min purge
figure(9)
axes('fontsize',12)
p__t(t__sigmagcC/q_(_)_'+k'_t_d_sigmagcdwe__/q_(_)_'+k'_tc____sigmagcc___/q_(_)_'
+k',tl,PsC/q0(1),'--k',tld,PsCdwell/q0(1),'--k',tcool,PsCcool/q0(1),'--k')
% legend('boundary charge density (sigmagc)','polarization charge density (Ps)',0)
% title (sprintf('Polarization and Boundary Charge Densities during Cool down
for Vp = %3d V',Vp))
ylabel('Charge Density/sigmagc(inf)','fontsize',14), xlabel(sprintf('time (s) for Tg
= %3.2f C',Tm-273),'fontsize',14)
figure(10)
axes('fontsize',12)
%plot(tl,jt,'k',tld,jtdwell,'k',tcool,jtcool,'k')
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plot(t1,jt,'k',t1,jp,'--k',t 1,jb,':k',t 1,jc,'-.k',t 1d,jtdwell,'k',t 1d,jpdwell,'--
k',tld,jbdweil,":k',tld,jcdwell,'-.k',tcool,jtcool,'k',tcool,jpcool,'--
k',tcool,jbcool,':k',tcool,jccool,'-.k',texp,jcxp,'-ko')
% legend('Total Current Density (jt)','Experimental Total Current Density
(jtexp)',0)
% title (sprintf('Total Modeled and Experimental Current Density during Cool
Down for Vp = %3d V',Vp))
ylabel('Current Density (A/m^2)','fontsize ', 14), xlabel(sprintff'time (s) for Tg =
%3.2f C',Tm-273),'fontsize', 14)
%
% TSD Current Calculation
%
tTSD = 0;
YTSD = 0;
PsCstorage = 0;
sigmagcCstorage = 0;
PsCstorage = PsCcool(length(Ycool)); % Polarization charge initialized at
max temperature
sigmagcCstorage = sigmagccool(length(Ycool)); % Polarization charge
initialized at max temperature
ystorage = [ sigmagcCstorage PsCstorage ];
tstorage= [ 0 (Tg-T0)/s ]; % Time to get from TO to Tg
% options = [];
[tTSD,YTSD] =
odel5s(@dsdPTSD,tstorage,ystorage,options,s,T0,epsilon,gamma,height,0,ar,AK
T,CKT,Tm,Tc);
%
% TSD Current Calculation
% Initialize values for TSD current calculation
%
sigmagcTSD = zeros(length(YTSD), 1);
PsCTSD = zeros(length(YTSD), 1);
dpsdtTSD = zeros(length(YTSD), 1);
dsgcdtTSD = zeros(length(YTSD),l);
BwTSD = zeros(length(YTSD),l);
gcTSD = zeros(length(YTSD), 1);
ggTSD = zeros(length(YTSD), 1);
gsTSD = zeros(length(YTSD), 1);
GgcTSD = zeros(length(YTSD), 1);
GcsTSD = zeros(length(YTSD),l);
VgTSD = zeros(length(YTSD), 1);
EgTSD = zeros(length(YTSD),l);
jrTSD = zeros(length(YTSD),l);
jpTSD = zeros(length(YTSD), 1);
j bTSD = zeros(length(YTSD),l);
%
% Current Density Calculation during TSD (jr)
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%
PsCTSD(1:length(YTSD),1)= YTSD(1:length(YTSD),2);
sigmagcTSD(1:length(YTSD),1)= YTSD(1:length(YTSD),1);
gcTSD(1:length(YTSD))= arrenhius(tTSD*s+273,gc0,CKTc,Tcc);
setstemp= 273attime = 0
ggTSD(1:length(YTSD))= arrenhius(tTSD*s+273,gg0,CKTg,Tcg);
setstemp= 273 attime = 0
gsTSD(1:length(YTSD))= arrenhius(tTSD*s+273,gs0,CKTs,Tcs);
temp= 273at time = 0
GcsTSD(1:length(YTSD))= 1./(1+gcTSD./gsTSD);
GgcTSD(1:length(YTSD))= 1./(e0*eg/hg+ e0*ec*GcsTSD/hc);
%GgcTSDsolvedfor Vp=0
BwTSD(1:length(YTSD))= (ggTSD/hg+ gcTSD.*GcsTSD/hc)./(e0*eg/hg+
e0*ec*GcsTSD/hc);%BwTSDsolvedfor Vp=0
dsgcdtTSD(1:length(YTSD))= BwTSD.*(PsCTSD-sigmagcTSD);
dpsdtTSD(1:length(YTSD))=
(arrenhius(tTSD*s+273,ar,AKT,Tm)).*((e0/hg)*(eslow- eg)*sigmagcTSD-
((e0/hg)*(eslow- eg)+(e0*eg/hg+
e0*ec*GcsTSD/hc)).*PsCTSD)./(e0*eg/hg+e0*ec*GcsTSD/hc);
VgTSD(1:length(YTSD))= (sigmagcTSD-
PsCTSD)./(e0*eg/hg+e0*ec*GcsTSD/hc);
jrTSD(I:!ength(YTSD)) = (e0*eg*GgcTSD,_g).*dsgcdtTSD+ (1-
e0*eg*GgcTSD/hg).*dpsdtTSD+ ggTSD.*GgcTSD/hg.*(sigmagcTSD-
PsCTSD); % totalcurrentdensity
jpTSD(1:length(YTSD))= (1-e0*eg*GgcTSD/hg).*dpsdtTSD+
ggTSD.*GgcTSD/hg.*(-PsCTSD);% Polarizationchargecurrentdensity
jbTSD(1:length(YTSD))= (e0*eg*GgcTSD/hg).*dsgcdtTSD+
ggTSD.*GgcTSD/hg.*(sigmagcTSD);% BoundaryChargecurrentdensity
%
%Note: sigmagcC,PsC,jp, jc, jt areall calculatedintermsof K, NOT C, soplot
scalemustput ratios
% in K. s= C/sec= K/sec.
tTSDcelcius= (tTSD*s); %CelciusTemperatures
tTSDrelative= (tTSD*s+273)/Tm; %RelativeKelvin values
figure(11)
axes('fontsize',12)
plot(tTSDcelcius,sigmagcTSD/q0(1),'k',tTSDcelcius,PsCTSD/q0(1),'--k')
% legend('boundarychargedensity(sigmagc)','polarizationchargedensity(Ps)',0)
% title ('PolarizationChargeDensityandBoundaryChargeDensityduringTSD')
ylabel('ChargeDensity/sigmagc(inf)','fontsize',14),xlabel(sprintf('TemperatureT
(C) for Tg = %3.2fC',Tm-273),'fontsize',14)
figure(12)
axes('fontsize',12)
plot(tTSDcelcius,jrTSD,'k',tTSDcelcius,jpTSD,'--k',tTSDcelcius,jbTSD,':k')
% legend('ReleasedCurrentDensity(jr)','PolarizationCurrentDensity
(jp)','BoundaryCurrentDensity0b)',0)
%title ('Total, Polarization,andConductionCurrentDensityduringTSD')
% 273
% 273
% 273sets
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ylabe!('Cu_rrentDensity(A/m^2)','fontsize',14),xlabel(sprintf('TemperatureT (C)
! ! • ! -for Tg - %3.2f C ,Tm-273), fontsaze ,14)
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79!- 1BModTransferFunction
%ScriptFile: ModTransferFunction791_lB
%Solvesfor thefrequencyresponseof apoledfilm duringsignalmodulation
%Thisversion has a separate boundary interface RC circuit (4 total boundaries
UC ->AP->core->AP->LC)
%
close all
RC = zeros(I,5);
% index of refraction values
nc = 1.546;
ng = 1.638; %CLD42A
ns = 1.546;
%
% height values
%
hc = 2.36e-6;
hg = 3.61e-6;
hs = 3.1e-6;
height = [ hc hg hs ];
%
% epsilon (permitivity)
%
e0 = 8.854e-12;
ec = nc^2;
eg = ng^2;
eslow = 4.7;
es = ns^2;
epsilon - [ ec eg es eO eslow ];
%
% Capacitance
%
Length = .0136-.24e-3;
width)
% in meters .0136 - .24e-3 (2 X. 12e-3 for break
ElectrodeWidth = 120e-6; % in meters
Cc = e0*ec*(Length*ElectrodeWidth)/hc;
Cg = e0*eg*(Length*ElectrodeWidth)/hg;
Cs = e0*es*(Length*ElectrodeWidth)/hs;
CB = e0*(Length*ElectrodeWidth)/(8e-7); %.8e-7
%CBs = CBc;
Cap = e0*(Length*ElectrodeWidth)/(le-9); % le-9
CMW = e0*eg*(Length*ElectrodeWidth)/(3.6 le-6);
Cstack = e0*((eg+ec+es)/3)*(Length*ElectrodeWidth)/(1.3e-5);
%
% Resistance
%
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Rc = 3e15*(100*hc)/(120e-6*15e-3);%hc/arrenhius(293,gc0,CKTc,Tcc);
%UpperCladdingResistance
%
RB = le5; %.8e5
%Rap= 5e3; %9e3
%
Rgm= le16*(100*hg)/(6.5e-6*15e-3);%hg/arrenhius(293,gg0,CKTg,Tcg);
%CoreMain ChainResistance(le16 for APC)
Rgc= 4.93e13*(100*hg)/(6.5e-6*15e-3);%hg/arrenhius(293,gg0,AKT,Tm);
%CorechromophoreResistance
Rgb = .5*(le16*(100*hg)/(56.75e-6*15e-3)); %Bleachedcorelayerresistance
sameasthehostresistance.This is theparallelcombinationof the2 bleached
regions.
%Rgion= 1.005el4/(100*hg); %hg/arrenhius(293,gg0,AKT,Tm); %Core
Ion Resistance(conductiveparticlesin thebleachedarea)
Rgu= Rgm*Rgc/(Rgm+ Rgc); %UnbleachedCoreResistance
Rg= Rgu*Rgb/(Rgu+ Rgb); %TotalCoreResistance
%
Rs= 3e15*(100*hs)/(120e-6*15e-3); %hs/arrenhius(293,gs0,CKTs,Tcs);
%LowerCladdingResistance%
%
% FrequencyResponse
%
% w = l:le4:le8;
% w2 = le8:le8:le14;
w = le-10:le-10:le-6;
w2 = le-6:le-8:le-4;
Zc= (Rc-]*w.*(Rc^2)*Cc)./(1 + (w*Rc*Cc).^2);
ZB = (RB-j*w.*(RBA2)*CB)./(1 + (w*RB*CB).^2);
Zg = (Rg-j*w.*(RgA2)*Cg)./(l + (w*Rg*Cg).^2);
Zs= (Rs-j*w.*(RsA2)*Cs)./(1+ (w*Rs*Cs).^2);
Zelectrode=. 1;
Hgw = Zg./(Zc+Zg+Zs+2*ZB+2*Zelectrode);
Zc2 = (Rc-j*w2.*(Rc^2)*Cc)./(1 + (w2*Rc*Cc).^2);
ZB2 = (RB-j*w2.*(RB^2)*CB)./(1 + (w2*RB*CB).^2);
Zg2 = (Rg-j*w2.*(RgA2)*Cg)./(1+ (w2*Rg*Cg).^2);
Zs2= (Rs-j*w2.*(RsA2)*Cs)./(1+ (w2*Rs*Cs).^2);
Hgw2= Zg2./(Zc2+Zg2+Zs2+2*ZB2+2*Zelectrode);
figure(l)
%plot(w,abs(Hgw),'k',w,abs(Zc),w,abs(Zg),w,abs(ZBg),w,abs(Zs))
semilogx(w,abs(Hgw),'k',w2,abs(Hgw2),'k')
%legend('Hgw','Zc','Zg','ZBg','Zs')
ylabel('Hg(_omega)'),xlabel('Frequency(_omega)')
% figure(2)
%
%semilogx(w,abs(Zg./(Zc+Zg+2*ZB+Zap)),w,abs(Zg./(Zs+Zg+2*ZB+Zap)),w,ab
s(Zg./(Zc+Zg+Zs+2*ZB+Zap)))
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% semilogx(w,abs(Zg,/(Zc+Zg+Zs+2*Zelectrode)))
% legend('Zg/(Zc+Zg)','Zg/(Zg+Zs)','Zg/(Zc+Zg+Zs)')
% ylabel('Hg(_omega)'),xlabel('Frequency(_omega)')
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791-1BModulationModel
%ScriptFile: ModulationModel
%Solvesfor thefrequencyresponseof apoledfilm duringsignalmodulation
%
closeall
RC = zeros(I,5);
% indexof refractionvalues
nc= 1.546;
ng= 1.638;%CLD42A
ns= 1.546;
%
% heightvalues
%
hc = 2.36e-6;
hg= 3.61e-6;
hs= 3.1e-6;
height= [ hc hghs];
%
%gamma(conductance)
%
gg0= le20;
gc0= le9;
gs0= gc0;
gamma= [ gc0gg0gs0];
%
% epsilon(permitivity)
%
e0= 8.854e-12;
ec= nCA2; %2
eg= ng^2; % 3
eslow= 4.6; %7
es= ns^2;
epsilon= [ ecegese0eslow];
%
%dipole relaxationfrequencyandconductionactivationenergy
%
ar= 2.4e20; %Baseline:le13
Ea= 2; %in eV Baseline:2
Ec = 1.9; %ineV Baseline:2
AKT = 56;
Tm = Ea*(1.6e-19)/((1.381e-23)*AKT); %Tmin K; Baseline:A/kT = 55
CKTc = AKT*(1.13); % UpperCladdingConductanceactivation
energy
CKTg = AKT*(1.5); % CoreConductanceactivationenergy
CKTs = CKTc; %Lower CladdingConductanceactivationenergy
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Tcc= Ec*(1.6e-19)/((1.381e-23)*CKTc); %NorlundTg is 50 - 100C
dependingoncrosslinking.
Tcg = Tin/.85; %Tm/Tc= .95 Baseline: .95
Tcs= Tcc;
CKT = [ CKTc CKTg CKTs ];
Tc = [ TccTcg Tcs ];
%
% Capacitance
%
Length= .0136-.24e-3; % in meters
width)
ElectrodeWidth= 120e-6; %in meters
Cc= e0*ec*(Length*ElectrodeWidth)/hc;
Cg= e0*eg*(Length*ElectrodeWidth)/hg;
Cs= e0*es*(Length*ElectrodeWidth)/hs;
CB = e0*(Length*ElectrodeWidth)/(8e-7);%.8e-7
%CBs= CBc;
Cap= e0*(Length*ElectrodeWidth)/(le-9);%le-9
CMW = e0*eg*(Length*ElectrodeWidth)/(3.6le-6);
Cstack= e0*((eg+ec+es)/3)*(Length*ElectrodeWidth)/(1.3e-5);
%
% Resistance
%
Rc= 3e15*(100*hc)/(120e-6*15e-3);%hc/arrenhius(293,gc0,CKTc,Tcc);
%UpperCladdingResistance
%
RB = le5; %.8e5
%Rap= 5e3; %9e3
%
Rgm= le16*(100*hg)/(6.5e-6*15e-3);%hg/arrenhius(293,gg0,CKTg,Tcg);
%CoreMain ChainResistance(le16 for APC)
Rgc= 4.93e13*(100*hg)/(6.5e-6*15e-3);%hg/arrenhius(293,gg0,AKT,Tm);
%CorechromophoreResistance
Rgb= .5*(le16*(100*hg)/(56.75e-6*15e-3)); %Bleachedcorelayerresistance
sameasthehostresistance.This is theparallelcombinationof the2 bleached
regions.
%Rgion= 1.005el4/(100*hg); %hg/arrenhius(293,gg0,AKT,Tm); %Core
Ion Resistance(conductiveparticlesin thebleachedarea)
Rgu= Rgm*Rgc/(Rgm+ Rgc); %UnbleachedCoreResistance
Rg= Rgu*Rgb/(Rgu+ Rgb); %TotalCoreResistance
%
Rs= 3e15"(100*hs)/(120e-6'15e-3); %hs/arrenhius(293,gs0,CKTs,Tcs);
%LowerCladdingResistance%
% ExperimentalData
%
% 791-1B
%
.0136- .24e-3(2 X .12e-3for break
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rid = fopen('d:projects\avionics\phd\791_lB072904p.txt');
a= fscanf(fid,'%g%g%g',[3inf]); % It hasthreerowsnow.
a= a';
fclose(fid);
t = a(:,l);
OP= a(:,2);
Vm = a(:,3);
duration= t(length(t));
%
%ModulationVoltage
%
%Vmt1= 1+sawtooth(2*pi*(tm-2.8)*1/31.2);% 2.8secoffset to match
experimental waveform; 31.2 sec period
% Vmt2 = l+square(2*pi*(tm-2.8)* 1/31.2,75); %2.8 sec offset to match
experimental waveform; 31.2 sec period; 75% duty cycle
% Vmt = -78.4*(Vmtl.*Vmt2); %-78.4*3 is the maximum voltage
period = 30.9; %seconds
offset = 12.8; %seconds
amplitude = -78.4; %volts
dutycycle = 75; %percent
step = .001; %to make sawtooth modulation have a variable step size
tm = 0:step:duration;
Vmt = sawtoothmodulation(period, offset, amplitude, dutycycle, duration, step)-
17;
%
% Search Algorithm
%
% r33 = 80.7e-12; % in m/V
opticaloffset = 0*pi; %optical offset representing interference with no voltage
applied
% options = [];
% [RC, fmin] = fminsearch(@ORerror, [RBc, CBc, r33, opticaloffset], options,
Rc, Cc, Rg, Cg, Rs, Cs, duration, ng, hg, Vmt, OP);
% RBc = RC(1);
% CBc = RC(2);
% r33 = RC(3);
% opticaloffset = RC(4);
%
% Frequency Response
%
w = -duration/2*(1/step): 1:duration/2*(1/step);
Vmw = fft(Vmt);
Zc = (Rc-j*w.*(Rc^2)*Cc)./(1 + (w*Rc*Cc).A2);
ZB = (RB-j*w.*(RB^2)*CB)./(1 + (w*RB*CB).^2);
Zg = (Rg-j*w.*(Rg^2)*Cg)./(1 + (w*Rg*Cg).n2);
Zs = (Rs- j*w.*(Rs^2)*Cs)./(1 + (w*Rs*Cs).^2);
Zelectrode =. 1;
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% Zap= (Rap-j*w.*(Rap^2)*Cap)./(1+ (w'Rap*Cap).^2);
%ZBg= (Zap+ 2*ZB + Zg)./((j*w*CMW).*(Zap + Zg + 2*ZB) + 1);
%Zstack= Zc + ZBg + Zs+ Zap;
Hgw = Zg./(Zc+Zg+Zs+2*ZB+2*Zelectrode);
Vgw = Vmw.*Hgw;
Vgt = ifft(Vgw)+.283; % .283V is chargedensityinducedvoltagefrom poling
%
%ModulationTransferFunction
%
lambda= 1.55e-6; % in meters
r33= hg*lambda./(Length*(ng^3)*((84.6-6)/43));%43is thenumberof periods
of theexperimentaldata
k = 2*pi/lambda;
DeltaGamma= k*Length*(0.5*(ngA3*r33)*(1/hg)*(abs(Vgt)));
Im = .5*cos(DeltaGamma/2+opticaloffset/2).^2;
Vpi = hg*lambda/(Length*(ngA3)*r33);
%
% Plots
%
% figure(l)
% plot(tm,Vmt,tm,Vgt,tm,20*Im)
% figure(2)
%plot(tm,Im)
% figure(3)
%plot(tm,Vmt,tm,Vmt2)
figure(2)
plot(tm,20*Im,'--k',t,20*OP-13,'k')%magnifyopticalpowerby 20 to seeon
graph;shift voltageup 17V to0
figure(l)
plot(tm,Vmt,'k',t,Vm,'k',tm,Vgt,'--k')
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791-1BModulationModel SqWv
%ScriptFile: ModulationModel
%Solvesfor thefrequencyresponseof a poledfilm duringsignalmodulation
%
closeall
RC = zeros(I,5);
% indexof refractionvalues
nc= 1.546;
ng= 1.638; %CLD42A
ns= 1.546;
%
%heightvalues
%
hc = 2.36e-6;
hg= 3.61e-6;
hs= 3.1e-6;
height= [ hchghs];
%
%gamma(conductance)
%
gg0= le20;
gc0= le9;
gs0= gc0;
gamma= [ gc0gg0gs0];
%
% epsilon(permitivity)
%
e0= 8.854e-12;
ec= 4.44;
eg= 3.59;
es= ec;
%
% Capacitance
%
Length= .0136-.24e-3;
width)
% basedonexerimentalmeasurements
%basedonexerimentalmeasurements
% in meters .0136- .24e-3(2X .12e-3for break
ElectrodeWidth= 120e-6; %in meters
Cc = e0*ec*(Length*ElectrodeWidth)/hc;
%Cg= e0*eg*(Length*ElectrodeWidth)/hg;
Cs= e0*es*(Length*ElectrodeWidth)/hs;
CB = e0*(Length*ElectrodeWidth)/(8e-7);%6e-7
Cap= e0*(Length*ElectrodeWidth)/(le-5);
Ribwidth = 6e-6;
Cg= e0*ec*(Length*ElectrodeWidth)/(1.54e-6);
CMW = Cg; %.25Cgbulk
RMW = 1e9;
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% CMW = e0*eg*(Length*ElectrodeWidth)/hg;
%
% Resistance
%
Rc = 3el5*(100*hc)/(ElectrodeWidth*15e-3);%
hc/arrenhius(293,gc0,CKTc,Tcc); %UpperCladdingResistance
%
RB = le5; %.8e5
%Rap= 5e3; %9e3
%
Rgm= le16*(100*hg)/(6.5e-6*15e-3);%hg/arrenhius(293,gg0,CKTg,Tcg);
%CoreMain ChainResistance(le16 for APC)
Rgc= 4.93e13*(100*hg)/(6.5e-6*15e-3);%hg/arrenhius(293,gg0,AKT,Tm);
%CorechromophoreResistance
Rgb= .5*(le16*(100*hg)/(56.75e-6*15e-3)); %Bleachedcorelayerresistance
sameasthehostresistance.This is theparallelcombinationof the2 bleached
regions.
% Rgion= 1.005el4/(100*hg); %hg/arrenhius(293,gg0,AKT,Tm); %Core
Ion Resistance(conductiveparticlesin thebleachedarea)
Rgu = Rgm*Rgc/(Rgm+ Rgc); %UnbleachedCoreResistance
Rg = Rgu*Rgb/(Rgu+ Rgb); %TotalCoreResistance
%
Rs = 3el5*(100*hs)/(ElectrodeWidth*15e-3);
%hs/arrenhius(293,gs0,CKTs,Tcs); %LowerCladdingResistance%
%
%ExperimentalData
%
% 791-1B
%
rid = fopen('d:projects\avionics\phd\79I_IB 081704SqWvp.txt');
a = fscanf(fid,'%g%g%g',[3inf]); % It hasthreerowsnow.
a = a';
fclose(fid);
t = a(:,l);
OP= a(:,2);
Vm = a(:,3);
duration= t(length(t));
%
% ModulationVoltage
%
% Vmtl = l+sawtooth(2*pi*(tm-2.8)*1/31.2);% 2.8secoffset to match
experimentalwaveform; 31.2secperiod
% Vmt2 = l+square(2*pi*(tm-2.8)*1/31.2,75);%2.8secoffset to match
experimentalwaveform;31.2secperiod;75%duty cycle
%Vmt = -78.4*(Vmtl.*Vmt2); %-78.4*3 is themaximumvoltage
period= 21; %seconds
offset= -4.55; %seconds
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amplitude= -79; %volts
dutycycle= 46.5; %percent
%duration= 215; %seconds
tm = 0:.0001:duration;
Vmt = amplitude*(l+square(2*pi*(tm-offset)*1/period,dutycycle));
%Vmt = sin(5Oe3*tm);
%
% SearchAlgorithm
%
% r33= 80.7e-12; %in m/V
opticaloffset= 0*pi; %opticaloffsetrepresentinginterferencewith novoltage
applied
% options= [];
% [RC, fmin] = fminsearch(@ORerror,[RBc,CBc,r33,opticaloffset],options,
Rc,Cc,Rg, Cg,Rs,Cs,duration,ng,hg,Vmt, OP);
%RBc = RC(1);
%CBc = RC(2);
%r33= RC(3);
%opticaloffset= RC(4);
%
% FrequencyResponse
%
w = -duration/2*le4:1:duration/2*le4;
%w= -duration/2*le12:le8:duration/2*lel 2;
Vmw = fft(Vmt);
Zc = (Rc-j*w.*(Rc^2)*Cc)./(1 + (w*Rc*Cc).^2);
ZB = (RB-j*w.*(RB^2)*CB)./(1 + (w*RB*CB).62);
Zg = (Rg-j*w.*(RgA2)*Cg)./(1+ (w*Rg*Cg).^2);
Zs= (Rs-j*w.*(RsA2)*Cs)./(1+ (w*Rs*Cs).^2);
%ZMW = RMW./(I+j*w*CMW*RMW);
%Zap= (Rap-j*w.*(Rap^2)*Cap)./(1+ (w'Rap*Cap).^2);
Zelectrode=. 1;
%ZBg= (2*ZB + Zg)./((j*w*CMW).*(Zg + 2*ZB) + 1);
%ZBg2= (j*w*RMW*CMW + 1).*(Zap+ 2*ZB + Zg)./((j*w*CMW).*(Zap +
Zg + 2*ZB) + 1+j*w*RMW*CMW); %series
%ZBg3= ZMW.*(2*ZB + Zg)./(Zg+ 2*ZB + ZMW);
%Zstack- Zc + ZBg3+ Zs +Zelectrode;
%Hgw= (ZBg3.*Zg)./(Zstack.*(Zelectrode+ 2*ZB + Zg));
Hgw2= Zg./(Zc+Zg+Zs+2*ZB+2*Zelectrode);
Vgw = Vmw.*Hgw2;
Vgt = ifft(Vgw)+.283; % .283V is chargedensityinducedvoltagefrom poling
%
%ModulationTransferFunction
%
lambda-- 1.55e-6; %in meters
r33= 49.443e-12;%46.433wascalculatedfor 809-1rib, adjustedslightly for
transientresponsein 791-1
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k = 2*pi/lambda;
DeltaGamma= k*Length*(0.5*(ngA3*r33)*(1/hg)*(-abs(Vgt)));
Im = .5*cos(DeltaGamma/2+opticaloffset/2).^2;
Vpi = hg*lambda/(Length*(ngA3)*r33);
%
% Plots
%
% figure(l)
% plot(tm,Vmt,tm,-abs(Vgt),tm,10*Im,t,50*OP-35,t,Vm)%magnifyoptical
powerby 20 to seeongraph;
figure(2)
plot(tm,Vmt,':k',tm,-abs(Vgt),'k')
axis([0,110,-150,100])
ylabel('Volts(V)'), xlabel('Time(s)')
figure(3)
plot(tm,20*(Im),'k',t,20*(OP-.7),'--k',tm,-abs(Vgt),':k')%magnifyopticalpower
by 20 to seeongraph;
ylabel('Volts(V)'), xlabel('Time(s)')
figure(4)
semilogx(w,abs(Hgw2),'k')
ylabel('Hg(_omega)'),xlabel('Frequency(_omega)')
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arrenhius
functionaT = arrenhius(T,ar,EKT,Tm)
% Functionto calculatethedistributionof relaxationfrequenciesusingan
arrenhiusfunction
%
%TK = T+273;
aT= ar*exp(-EKT./(T./Tm)); %T andTm in K
dsdP
functionTSDdata=
dsdP(t,y,s,Tin,epsilon,gamma,height,Vp,ar,AKT,CKT,Tm,Tc)
% Functionto calculatethecoupledvaluesof dsigmacg/dtanddPs/dt.
% y(1) arethesigmacgvalues.
% y(2) arethePsvalues.
%TSDdatais acolumnvectorreturningdsigmacg/dtin row 1anddPs/dtin row
2.
%
T1 = Tin+s't;
% if Tin+s*t <= 145
% T1 =Tin+s't;
%else
% T1 = 145;
%end
gc= arrenhius(T1,gamma(1),CKT(1),Tc(1));
gg= arrenhius(Tl,gamma(2),CKT(2),Tc(2));
gs= arrenhius(Tl,gamma(3),CKT(3),Tc(3));
Ggc= l+(height(1)*gg)./(height(2)*gc);
Gcs= 1./(l+(gc./gs));
Bw = gc./(height(1)*(epsilon(4)*epsilon(1)*Gcs/height(1)+
epsilon(4)*epsilon(2)/height(2)));
TSDdata= [ Ggc*Bw*(y(2) -
y(1))+Bw*Gcs*((epsilon(4)*epsilon(2)/height(2))+(epsilon(4)*epsilon(1)/height(
1))*(Gcs-Ggc))*Vp
arrenhius(Tl,ar,AKT,Tm)*(((epsilon(5)-
epsilon(2))*(epsilon(4)*Vp+(height(1)/epsilon(1))*y(1)))-
(height(2)*Gcs+(height(1)*epsilon(5)/epsilon(1)))*y(2))/(height(2)*Gcs+(height(
1)*epsilon(2)/epsilon(1)))];
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dsdPdwell
functionTSDdata=
dsdPdwell(t,y,s,Tin,epsilon,gamma,height,Vp,ar,AKT,CKT,Tm,Tc)
%Functionto calculatethecoupledvaluesof dsigmacg/dtanddPs/dt.
%y(1) arethesigmacgvalues.
%y(2) arethePsvalues.
%TSDdatais acolumnvectorreturningdsigmacg/dtin row 1anddPs/dtin row
2.
%
T1 = Tin;
% if Tin+s*t <= 145
% T1 =Tin+s't;
% else
% T1 = 145;
%end
gc= arrenhius(Tl,gamma(1),CKT(1),Tc(1));
gg= arrenhius(Tl,gamma(2),CKT(2),Tc(2));
gs= arrenhius(Tl,gamma(3),CKT(3),Tc(3));
Ggc= l+(height(1)*gg)./(height(2)*gc);
Gcs= 1./(l+(gc./gs));
Bw = gc./(height(1)*(epsilon(4)*epsilon(1)*Gcs/height(1)+
epsilon(4)*epsilon(2)/height(2)));
TSDdata= [ Ggc*Bw*(y(2) -
y(1))+Bw*Gcs*((epsilon(4)*epsilon(2)/height(2))+(epsilon(4)*epsilon(1)/height(
1))*(Gcs-Ggc))*Vp
an'enhius(Tl,ar,AKT,Tm)*(((epsilon(5)-
epsilon(2))*(epsilon(4)*Vp+(height(1)/epsilon(1))*y(1)))-
(height(2)*Gcs+(height(1)*epsilon(5)/epsilon(l)))*y(2))/(height(2)*Gcs+(height(
1)*epsilon(2)/epsilon(1)))];
dsdPcool
functionTSDdata=
dsdPcool(t,y,s,Tin,epsilon,gamma,height,Vp,ar,AKT,CKT,Tm,Tc,tmin)
%Functionto calculatethecoupledvaluesof dsigmacg/dtanddPs/dt.
% y(1)arethesigmacgvalues.
% y(2)arethePsvalues.
%TSDdatais a columnvectorreturningdsigmacg/dtin row 1anddPs/dtin row
2.
%
T1 = Tin-s*(t-tmin);
%if Tin+s*t <= 145
% T1 =Tin+s't;
% else
% T1 = 145;
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% end
gc- arrenhius(Tl,gamma(1),CKT(l),Tc(1));
,,,, = arrenhius(Tl.gamma(2),CKT(2),Tc(2));
,_,_
gs = arrenhius(T 1,gamma(3),CKT(3),Tc(3));
Ggc = l+(height(1)*gg)./(height(2)*gc);
Gcs = 1./(l+(gc./gs));
Bw = gc./(height(1)*(epsilon(4)*epsilon(1)*Gcs/height(1) +
epsilon(4)*epsilon(2)/height(2)));
TSDdata = [ Ggc*Bw*(y(2) -
y(1))+Bw*Gcs*((epsilon(4)*epsilon(2)/height(2))+(epsilon(4)*epsilon(1)/height(
1))*(Gcs-Ggc))*Vp
arrenhius(Tl,ar,AKT,Tm)*(((epsilon(5)-
epsilon(2))*(epsilon(4)*Vp+(height(1)/epsilon(1))*y(1)))-
(height(2)*Gcs+(height(1)*epsilon(5)/epsilon(1)))*y(2))/(height(2)*Gcs+(height(
1)*epsilon(2)/epsilon(1))) ];
dsdPTSD
function TSDdata =
dsdPTSD(t,y,s,Tin,epsilon,gamma,height,Vp,ar,AKT,CKT,Tm,Tc)
% Function to calculate the coupled values of dsigmacg/dt and dPs/dt.
% y(1) are the sigmacg values.
% y(2) are the Ps values.
% TSDdata is a column vector returning dsigmacg/dt in row 1 and dPs/dt in row
2.
%
T1 = Tin+s't;
gc = arrenhius(Tl,gamma(1),CKT(1),Tc(1));
gg = arrenhius(Tl,gamma(2),CKT(2),Tc(2));
gs = arrenhius(Tl,gamma(3),CKT(3),Tc(3));
Gcs = 1/(l+gc/gs);
Ggc = 1/(epsilon(4)*epsilon(2)/height(2) + epsilon(4)*epsilon(1)*Gcs/height(1));
%GgcTSD solved for Vp=0
Bw = (gg/height(2) + gc*Gcs/height(1))./(epsilon(4)*epsilon(2)/height(2) +
epsilon(4)*epsilon(1)*Gcs/height(1)); %BwTSD solved for Vp=0
TSDdata = [ Bw.*(y(2) - y(1))
(arrenhius(Tl,ar,AKT,Tm)).*((epsilon(4)/height(2))*(epsilon(5) -
epsilon(2))*y(1)-((epsilon(4)/height(2))*(epsilon(5) -
epsilon(2))+(epsilon(4)*epsilon(2)/height(2) +
epsi__n(4)*epsi__n(_)*Gcs/height(_)))*y(2))./(epsi__n(4)*epsi__n(2)/height(2)+eps
ilon(4)*epsilon(1)*Gcs/height(1)) ];
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sawtoothmodulation
functionVmt = sawtoothmodulation(period,offset,amplitude,dutycycle,
duration,step)
%
%Producesachirpedsawtoothwaveform
% periodis theperiodof thewaveformin seconds(31.2sectypical)
% offset is thetime offsetto matchthestartwith theexperimentaldata(varies
with experiment)
% amplitudeis theamplitudeof thewaveformin volts to matchtheexperimental
data(80V typical)
% dutycycleis thedutycylceof thesquarewaveto createthechirp (75%
typical)
% durationis thetotalmeasurementtime
%
tm = O:step:duration;
Vmtl = l+sawtooth(2*pi*(tm-offset)*1/period);% 2.8secoffsetto match
experimentalwaveform; 31.2secperiod
Vmt2 = l+square(2*pi*(tm-offset)*l/period,dutycycle); %2.8secoffsetto match
experimentalwaveform;31.2secperiod;75% dutycycle
Vmt = amplitude*(Vmtl.*Vmt2); %-78.4*3is themaximumvoltage
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