1. Introduction 1.1. Let k be a non-arcimedian local field and let G be a split reductive connected algebraic group over k. We will assume also that the derived group [G, G] is simply connected. Let X = G/U where U is a maximal unipotent subgroup of G defined over k. The group G acts on X on the left.
In this paper we are going to study the space of functions on X def = X(k) (the set of k-points of X). Usually one studies the space S c (X) of locally constant, compactly supported functions on X. The group G = G(k) operates naturally on this space. S c (X) is usually called the space of principle series representations. One may observe, however, that for certain purposes S c (X) is not the best possible space of functions on X. One way to see this is the following.
Let T denote the Cartan group of G. Then T acts on X and this action commutes with the G-action. Hence T = T(k) acts on S c (X) and this action commutes with the G-action on S c (X). Let χ be a character of T . Then we denote by I χ the space of coinvariants of T on S c (X) with respect to the character χ. Then I χ is an admissible representation of G, which is irreducible for generic χ ("I" here stands for "induced", since I χ is an induced representation of G). Then it is well-known that there is a natural action χ → w • χ of W on the set of all characters of T such that I χ is isomorphic I w•χ for generic χ (cf. (2.6) for the definition of this action). However, this is not true for all characters χ. The main purpose of this paper is "to correct" this difficulty. Namely we define certain bigger space S(X) of functions on X (which we call the Schwartz space of X), which is G × T -invariant and such that 1) S χ = I χ for generic χ, where S χ denotes the space of (T, χ)coinvariants in S(X).
The work of both authors was partially supported by the Natural Science Foundation.
2) There is a natural action of W on S(X), commuting with the Gaction, which gives rise to the isomorphisms S χ →S w•χ for any w ∈ W and any character χ of T .
1.2. Example: G = SL (2) . Suppose now that G = SL (2) . In this case X = A 2 \{0} (here A 2 denotes the affine plane), hence X = k 2 \{0}. In this case we define S(X) to be space of locally constant, compactly supported functions on k 2 . One can check directly that it satisfies conditions 1 and 2 above.
1.3. The general case. Unlike the case of G = SL(2), for general group G the space S(X) will not have any natural realization as the space C ∞ c (Y(k)) of locally constant compactly supported functions on Y(k) for an algebraic variety Y over k. So, to define it we need to adopt a rather different strategy. It was shown by Gelfand and Graev (cf. [6] and references therein) that the space L 2 (X) of L 2 -functions on X admits a natural action of W by unitary operators Φ w . The operators Φ w can be thought of as generalized Fourier transforms (cf. Section 2.2 for the definition of Φ w ). We define S(X) to be equal tthe subspace of L 2 (X), equal to the sum of Φ w (S c (X)) over all elements w ∈ W (the sum is taken inside L 2 (X)). Despite the fact that this definition might seem rather artificial, it turns out the the space S(X) has a lot of nice properties (the reader should compare our definition of S(X) with the definition of affine Hecke algebras given in [3] ).
It would be very interesting to generalize our construction to the space of functions on G/U P (k) for any parabolic subgroup P of G (here U P denotes the unipotent radical of P). However, we don't know how to do this, since the definition of the operators, analogous to Φ w seems to be much more complicated in the parabolic case.
1.4. This paper is organized as follows. Section 2 contains some basic notations and preliminaries about the basic affine space X. In Section 3 we define the Schwartz space S(X) of functions on X and describe explicitely the space K-ivariant vectors there, where K is a maximal compact subgroup in G × T . In Section 4 we study the space of I-invariant vectors in S(X), where I ⊂ G is an Iwahori subgroup. In particular we show that this space coincides (after suitable identifications) with the space, spanned by the elements of the so called "periodic Kazhdan-Lusztig basis". In Section 5 we continue working with the space S(X) I give another construction of it, using certain equivariant K-group (thus reproving a result by G. Lusztig -cf. [12] ). In Section 6 we give certain convenient explicit description of the space S ′ (X), which is the dual space to S(X) (this description is, in some sense, analogous to the main result in [3] ). Finally in Section 7 we discuss an analogue of the space S(X) for a global field F . In particular we give a somewhat untraditional treatment of the theory of (principle) Eisenstein series, which is morally similar to the definition of geometric Eisentein series (cf. [1] , [2] ). 1.5. Acknowledgements. We are very grateful J. Bernstein for a lot of useful discussions on the subject and to G. Lusztig for numerous helpful conversations and remarks and for letting us know the contents of [12] . We would also like to thank V. Ginzburg for pointing out a similarity between Theorem 6.2 and the main result of [3] . The first author is also indebted to W. Soergel who first introduced him to the contents of [11] .
Notations and preliminaries
2.1. Notations. Let k be a local non-arcimedean field, O ⊂ k -its ring of integers. We will denote algebraic varieties over k by bold letters and their sets of k-points by the corresponding ordinary letters. Let q denote the number of elements in the residue field of k. Let also π be a uniformiser of F v . We will suppose that the norm on F v is normalized in such a way that ||π|| = q −1 .
Let G be reductive, connected, simply connected algebraic group over k. We will suppose also that G is split over k and that its derived group [G, G] is simply connected. Let U be a k-rational maximal unipotent subgroup of k. Set X = G/U. We will refer to X as the basic affine space of G. The group G acts naturally on X (on the left).
Let B be the Borel subgroup of G which contains U and let T = B/U be the corresponding Cartan group. Then T also acts naturally on X (on the right) and this action commutes with the G-action on X.
The variety X is quasi-affine. Let X denote its affine closure. One has a natural G-equivariant disjoint decomposition
where the union is taken over all conjugacy classes of parabolic subgroups in G and X P = G/[P, P]. Set now
(by subminimal parabolic we mean a parabolic subgroup P whose Levi group has semisimple rank 1). The variety X reg is the maximal nonsingular open subset of X.
Set G = G(k), T = T(k), X = X(k). Let Γ = T /T(O) be the coroot lattice of G. We will identify every coroot α ∨ : G m → T with its image in Γ (the latter is well-defined, since the group k × /O × is canonically identified with Z). We will denote by ∆ ∨ the set of coroots of G and by ∆ ∨ + the set of positive coroots. We will also denote by Γ + the semigroup of positive elements in Γ. We also let val : T → Γ denote the natural projection.
Let Γ ∨ denote the dual lattice to Γ. This is the lattice of weights of G. Also let Γ denote the coweight lattice of G (thus Γ ⊂ Γ is a subgroup of finite index). Let Π ⊂ ∆ + ⊂ ∆ ⊂ Γ ∨ be respectively the set of simple roots, the set of positive roots and the set of all roots of G. Let also ρ ∈ Γ ∨ be the half-sum of all positive roots.
Let
Then K-orbits on X are in natural oneto-one correspondence with elements of Γ (in fact any G(O)-orbit on X is automatically a K-orbit, so in what follows one may use G(O) instead of K). This correspondence can be described in the following way. Let γ ∈ Γ and let t γ be a representative of γ in T . Then we set
and that this union is disjoint. The variety X admits unique up to a constant top-degree G-invariant differential form, which by [13] produces a G-invariant measure on X. It is easy to see that for such a measure one has vol(X γ ) = q −2 γ,ρ vol(X 0 ) (2.4) Therefore, we see that the sum γ∈Γ + vol(X γ ) is convergent. We will normalize our measure by requiring that vol(
Let C ∞ (T ) denote the space of locally constant functions on T . For any such function a and any w ∈ W we set
This formula defines an action of w on C ∞ (T ).
Fourier transforms (normalized intertwining operators).
In what follows we fix a non-trivial character ψ : F → C * . Let L 2 (X) denote the space of L 2 -functions on X with respect to the above measure. By [6] this space admits a natural action of the Weyl group W of G by means of certain unitary operators Φ w . Let α be a simple root of G and let s α ∈ W be the corresponding simple reflection. Set Φ α = Φ sα . Then the operator Φ α can be explicitly described as follows.
For a simple root α let P α ⊂ G be the minimal parabolic of type α containing B. Let B α be the commutator subgroup of P α , and denote X α := G/B α . We have an obvious projection of homogeneous spaces π α : X → X α . It is a fibration with the fiber B α /U = A 2 − {0}.
Let π α : X α → X α be the relative affine completion of the morphism π α . (So π α is the affine morphism corresponding to the sheaf of algebras π α * (O X ) on X α .) Then π α has the structure of a 2-dimensional vector bundle; X is identified with the complement to the zero-section in X α .
The G-action on X obviously extends to X α ; moreover, it is easy to see that the determinant of the vector bundle π α admits a canonical (up to a constant) G-invariant trivialization, i.e. π α admits unique up to a constant G-invariant fiberwise symplectic form ω α . We will fix such a form for every α.
Obviously L 2 (X) = L 2 (X α ). Thus we define Φ α to be equal to the Fourier transform in the fibers of π α , corresponding to the identification of X α with the dual bundle by means of ω α .
The Schwartz space
3.1. Definition of the Schwartz space. Let S c (X) denote the space of smooth functions with compact support on X (by a smooth function on X we mean a function which is invariant under some open compact subgroup of G × T ). Clearly S c (X) ⊂ L 2 (X). Recall that the Weyl group W acts on L 2 (X) by means of the operators Φ w . These operators do not preserve the subspace S c (X). We define now
Both the sum and the intersection are taken in L 2 (X). We have obvious inclusions (2) . In this case X is isomorphic to k 2 \{0} (here {0} ∈ k 2 denotes the origin) with the natural action of G = SL(2, k) and T = k × on it. We claim now that S(X) in this case coincides with the space C ∞ c (k 2 ) of locally constant compactly supported functions on k 2 .
Indeed, we have the obvious inclusion S c (X) ⊂ C ∞ c (k 2 ). On the other hand, C ∞ c (k 2 ) is invariant under the operator Φ α (where α is the unique simple root of SL(2)), since in this case Φ α just coincides with the symplectic Fourier transform. Hence S(X) is contained in C ∞ c (k 2 ). Let us prove the opposite inclusion. Let c 0 denote the characteristic function of O 2 ⊂ k 2 . Then it is enough to show that c 0 ∈ S(X) since
and f − f (0)c 0 ∈ S c (X). For any n ∈ Z define functions c n ∈ C ∞ c (k 2 ) and δ n ∈ S c (X) by
For general G we cannot give such a simple description of S(X). However, the following result holds. Proof. First of all, we claim that 2 implies 1. Indeed, we must show that for any w ∈ W and any f ∈ S c (X) the function Φ w (f ) satisfies 1. Let us prove this by induction on ℓ(w). So, assume that 1 holds for some w ∈ W . Take any α ∈ Π. We must show that Φ sαw (f ) = Φ α (Φ w (f )) satisfies 1. It is easy to see from the definition of Φ α that for any simple root α of G and any locally constant function g on X, which satisfies both 1 and 2 the function Φ α (g) is well-defined and satisfies 1. Taking now g = Φ w we see that 2 implies 1. So, let us prove 2. This statement can be reformulated as follows: for every f ∈ S c (X) and every w ∈ W there exists a locally constant function a on T such that Φ w (f ) = f ′ * a where f ′ ∈ S c (X) and such that a(t) = 0 if val(t) ∈ Γ + . Let us prove this by induction on ℓ(w).
First of all, if ℓ(w) = 1, i.e. w = s α is a simple reflection, then the statement is clear. Moreover, in this case one can choose a in such a way that a(t) = 0 only if val(t) = nα ∨ for n ∈ N.
Assume now by induction, that we know our statement for some w ∈ W and let α ∈ Π be a simple root, such that ℓ(ws α ) = ℓ(w)
Hence val(τ ) > 0. Therefore val(tτ −1 ) ∈ Γ + which by our assumptions implies that a 2 (tτ −1 ) = 0. This finishes the proof.
The algebra A.
In what follows we fix a Haar measure on T . We willnormalize it by requiring that the volume of T(O) is equal to 1. Let A denote the space of locally compact, compactly supported functions on T . Then A has a natural structure of a commutative algebra with respect to convolution. Let χ be a character of T(O). Denote by A χ the subspace of A,
The algebra A acts naturally on any smooth representation of T and, in particular, on the spaces S 0 (X), S c (X) and S(X). If V is any smooth representation of T we set
The space V χ has a natural structure of an A χ -module. Let π : V 1 → V 2 be a morphism of smooth T -modules.
Definition 3.5. We say that π is an isomorphism at the generic point of A if for every character
Lemma 3.6. The embeddings S 0 (X) ֒→ S c (X) ֒→ S(X) are isomorphisms at the generic point of A.
Proof. First of all, it is easy to see that the fact that the map S 0 (X) ֒→ S c (X) is an isomorphism at the generic point of A implies that the map S c (X) ֒→ S(X) is an isomorphism at the generic point of A. So, let us show that the map S 0 (X) ֒→ S c (X) is an isomorphism at the generic point of A. Let ρ be a character of T . Then ρ defines a point in Z χ where χ = ρ| T(O) . Let I ρ = Ind G B (ρ) denote the corresponding induced representation (here we regard ρ as a character of B by means of the identification B/U = T ). Let also
Then we have the natural map p ρ : I 0 ρ → I ρ . Now in order to show the the embedding S 0 (X) ֒→ S c (X) is an isomorphism at the generic point of A it is enough to show that p ρ is surjective for generic ρ. However, it is well known that for generic ρ the G-module I ρ is irreducible. Hence we just have to show that for generic ρ the morphism p ρ is non-zero.
Recall that a character Ψ of U is called non-degenerate if for any α ∈ Π, the restriction of Ψ to the one-parametric subgroup U α , corresponding to α, is non-trivial. Let now Ψ be a non-degenerate character of U. Set W Ψ = Ind G U (Ψ) to be the corresponding induced representation. Then it is well-known that for generic ρ one has Hom G (I ρ , W Ψ ) = 0. On the other hand by [6] we have
where the isomorphism is induced by the embedding S 0 (X) ֒→ S c (X). This implies that p ρ = 0 for generic ρ. Recall that an A-module M is called reflexive if the above map is an isomorphism. Clearly any finitely generated free A-module is reflexive. Let V be any representation of G × T . We will say that it is Areflexive if for any open compact subgroup H of G and any character χ of T(O) the space V H,χ is reflexive as an A χ -module (here V H,χ denotes the space of all elements of V , which are invariant with respect to H and on which T(O) acts by means of χ).
For any smooth G × T -module V we define
These isomorphisms are compatible with the embeddings S 0 (X) ⊂ S c (X) and S c (X) ⊂ S(X). Moreover, the first isomorphism in (3.12) is W -equivariant (recall, that W acts both on S 0 (X) and on S(X) by Φ w ).
Proof. The fact that S c (X) is A-reflexive follows easily from the fact that T acts freely on X and from the fact that for any compact open subgroup H of G the set of H × T -orbits on X is finite.
Define now a pairing ·, · :
Here (·, ·) L 2 denotes the L 2 scalar product and t * f (x) = f (tx). It is easy to see that this pairing is A-equivariant and that it defines an isomorphism between S c (X) and S c (X) ∨ .
Note now that the expression in the right hand side of (3.10) makes sense for any two smooth functions f and g if we suppose that g ∈ S c (X). However, if we don't suppose that f ∈ S c (X), it might happen that the resulting function f, g does not have compact support and, therefore, does not lie in A. Lemma 3.9. 1. Suppose that we are given f ∈ S(X), g ∈ S 0 (X).
Then the function f, g defined by (3.10) lies in A and therefore (3.10) defines an A-equivariant pairing ·, · : S(X)⊗S 0 (X) → A.
The above pairing is
Proof. To prove 1 we must show that f, g has compact support. For this it enough to show that the set of all γ ∈ Γ such that f, g | γT(O) = 0 is finite. Let us denote this set by Z f,g . Then it follows from Lemma 3.3(2) that there exists γ ∈ Γ such that Z f,g is contained in γ +Γ + . On the other hand, the same is true also for the set Z Φw(f ),Φw(g) . But Z Φw(f ),Φw(g) = w(Z f,g ), which implies that Z f,g is finite.
The second statement in Lemma 3.9 is obvious. Let us prove the third one. First of all let us show that our pairing defines an isomorphism S 0 (X) ≃ S(X) ∨ . Indeed, we have a map S 0 (X) → S(X) ∨ . It is easy to see that this map is injective. On the other hand, it also easy to see that we have a natural embedding S(X) ∨ → S c (X) (this follows for example from Lemma 3.6). So, let g ∈ S(X) ∨ ⊂ S c (X).
Then Theorem 3.8 can be generalized in the following way (we will need this generalization in Section 6).
Moreover, one has a natural identification
The proof of this result is the same as the proof of Theorem 3.8 and it is left to the reader.
. Thus K is a maximal compact subgroup of G × T . In this subsection we will give an explicit description of K-invariant elements of S(X) (in fact, as it is observed in Section 2, one has S(X) K = S(X) G(O) . So, in what follows, one may replace K by G(O)).
3.12.1. The functions δ γ . Recall that Γ denotes the coroot lattice of G and that one has a disjoint decomposition
It is clear that the functions δ γ form a basis in S c (X) K .
3.12.2.
The q-analog of Kostant's function. Let Γ + ⊂ Γ denote the semigroup of positive elements in Γ. Following Lusztig we define a function K : Γ + → C by
where P γ is the set of all representations of γ as a sum of positive coroots and if P ∈ P γ then we denote by |P | the number of summands in P . The function K(γ) may be viewed as a q-analog of Kostant's partition function.
3.12.3. The functions c µ . Let us now define a function c µ on X by putting
Remark. The reader should compare our definition of the function c µ with the computation of stalks of intersection cohomology sheaves on Drinfeld spaces, given in [4] .
Proof. Let us first prove 3. First of all we claim that e µ ∈ L 2 (X) for any µ ∈ Γ. Indeed, one has
So, we have to show that the sum in the right hand side of (3.16) converges. But it is easy to see that
Thus the expression Φ w (c µ ) is well defined. Clearly in order to prove Theorem 3.13 one may assume without loss of generality that w = s α for some α ∈ Π and µ = 0.
Let us introduce some notations. Let γ ∈ Γ. Then we can define two operators H γ and H γ on T(O)-invariant functions on X: H γ is just the operator of shift by γ and
The following lemma is proved by a direct calculation (which reduces essentially to G = SL (2) .
On the other hand, we claim that the following equality holds
where H α denotes the operator of shift by α. To see that (3.20) holds it is enough to note the following. Let C[Γ] denote the completion of C[Γ] consisting of all infinite sums a γ H γ satisfying the following condition:
• for every µ ∈ Γ the set {γ ∈ Γ| a γ = 0 and γ ∈ µ + Γ + } (3.21)
is finite.
It is obvious now that in C[Γ] we have the following equality: 1
On the other hand (3.22) implies (3.20) because of the fact that H γ (δ µ ) = δ µ+γ . But (3.18) and (3.20) imply together that Φ α (c 0 ) = c 0 which is precisely what we need to prove.
Let us prove 1 and 2 now. Let N denote the linear span of the functions c µ . It is clear that N is invariant under the action of Γ (by shifts). Also Theorem 3.13 (3) implies that N is also invariant under W .
We claim now that for any µ ∈ Γ one has δ µ ∈ N. Indeed, after one expands (3.20), one gets an expression of δ µ as a finite sum of c µ ′ 's with some coefficients, since H γ (c µ ) = c µ+γ .
Let N c = S c (X) K . It follows from the above that N c ⊂ N. Hence, in order to show that N = S(X) K (which is precisely what we have to prove), it is enough to show that the spaces Φ w (N c ) generate N.
Let T ∨ denote the dual torus of T. By definition, this is an algebraic torus over C, whose character group is Γ. The group W acts naturally on T ∨ . Let C(T ∨ ) denote the space of regular functions on T ∨ . It can be naturally identified with the group ring of C[Γ] of Γ.
It follows from Theorem 3.13(3) that the assignment c µ → µ extends to an isomorphism N ≃ C(T ∨ ) of Γ ⋊ W -modules, where we let Γ act on N by means of the operators H γ . Moreover, it follows from (3.20) that under this isomorphism the space N c gets identified with the ideal of C(T ∨ ), generated by the function Proof. By Hilbert Nullstellensatz it is enough to prove that for any
for every γ ∈ Γ + (this means that w(t ∨ ) lies in the "antidominant chamber"), which proves the lemma.
On the other hand, it follows immediately from (3.23) that the sum all w-translates of the ideal, generated by d q in C(T ∨ ) is equal to C(T ∨ ), which finishes the proof.
Relation with generic Kazhdan-Lusztig polynomials
In Section 4 and Section 5 we suppose that G is semisimple.
4.1. The affine Hecke algebra. Let W = Γ ⋊ W . This is a Coxeter group. We will denote by Π the corresponding set of generators. By definition this is an algebra over the ring C[v, v −1 ] of Laurent polynomials in an indeterminate v with generators T w for w ∈ W . We will denote T sα simply by T α . These generators satisfy the following relations:
(here ℓ : W → Z + is the length function). We will write H q for the specialization of H at v = q
denote the finite Hecke algebra, i.e. the subalgebra of H spanned by the T w for w ∈ W . Let I ⊂ G denote the Iwahori subgroup. It is well-known that H q is isomorphic to the algebra of smooth compactly supported functions on G which are I-bi-equivariant. This isomorphism can be characterized as follows. It is well known that the set I\G/I is isomorphic to W . For any w ∈ W let χ w denote the characterictic function of the corresponding double coset. Then under the above isomorphism the element (−1) ℓ(w) T −1 w −1 goes to q − 1 2 ℓ(w) χ w . Therefore, it follows that if V is any smooth representation of G then the algebra H q acts naturally on V I . I×T(O) and the periodic Hecke module. Let Alc denote the collection of all alcoves for the group W in the space t R -the real Lie algebra of T. The set Alc admits two commuting (resp. left and right actions) of the group W . Let also C + ∈ t R denote the dominant Weyl chamber. For any s ∈ S we will denote by H s the corresponding affine hyperplane in t R . For any s ∈ S we denote by H + s (resp. H − s the set of all points x ∈ t R which are on the same side of H s as the set γ + C + (resp. γ − C + for some γ ∈ Γ. We also denote by d : Alc → Z the corresponding length function (cf. [10] (Section 1.4)).
S c (X)
The set Alc has two natural (respectively left and right) actions of W which commute. We will denote them by A → wA (resp. A → Aw).
Following Lusztig we define for any A ∈ Alc a subset L(A) ⊂ Π in the following way. We say that α ∈ L(A) if and only if the two conditions below are satisfied:
• A ⊂ E + α . • As α ⊂ E − α (here As denotes the right action of s α on A). In [10] and [11] G. Lusztig considered the periodic Hecke module M c over H. By definition this module is spanned by elements {A ∈ Alc} over the ring C[v, v −1 ] and the action of H is defined in the following way:
(thus, if we specialize v to 1 we obtain the natural C[ W ]-action on span(A| A ∈ Alc)).
The module M c also admits a natural action of the group Γ, which commutes with the H-action. This action is defined by γ(A) = A + γ.
Let also M ≥ denote a completion of M c , consisting of all (possibly infinite) sums m A A such that the following property holds:
• there exists γ ∈ Γ, such that m A = 0 implies that A ⊂ γ + C + . In [11] G. Lusztig has defined for any α ∈ Π certain H-linear operator θ α : M c → M ≥ in the following way. Let A ∈ Alc. Define a sequence A n , n ≥ 0 by the consitions that A n lie in the same "α-strip" as A and
where d α denotes the corresponding "partial" distance function (cf. [11] ). Then
It clear, that when we specialize v to 1 the operator θ α reduces just to an obvious operator on M, which comes from the right action of W on Alc.
The set Alc is also in natural one-to-one correspondence with the set of I × T(O)-orbits on X (in fact, as before, any I-invariant set is automatically T(O)-invariant). So, we may write
where X A is the corresponding orbit. For any A ∈ Alc we define a function δ A ∈ S c (X) I×T(O) by
The following lemma can be proved by a direct computation and it is left to the reader. 4.4. In [11] (Theorem 12.2) G. Lusztig has constructed certain remarkable elements A ♯ ∈ M ≥ . These elements satisfy the following conditions: first of all, Proof. Let
Then it follows from [5] (Section 3) (cf. also Conjecture 13.11 in [11] and the remark afterwards) that d v M d ⊂ M c . Hence (4.7) follows from the fact the ideal generated by the elements {w(d v )} w∈W in R T ∨ ×C * contains 1, which is proved exactly in the same way as Lemma 3.15 
5.
Relation with equivariant K-theory.
5.1.
The results of this section were also obtained earlier by G. Lusztig, using slightly different methods (cf. [12] ).
5.2.
Let G ∨ the Langlands dual group to G and let T ∨ ⊂ G ∨ be its Cartan subgroup. Let also B denote the flag variety of G ∨ . One has a natural identification Γ ≃ Hom(T ∨ , C * ). Let K = K T ∨ ×C * 0 (B) denote the equivariant K-group of B with respect to the T ∨ × C * (where C * acts trivially on B). This is a module over the ring C[v, v −1 ] which can be identified with the ring of characters of C * . We will write K q for the specialization of K at v = q.
By [7] the algebra H acts naturally on K (as in [11] we twist the action defined in [7] by means of the automorphism • : H → H sending T w to (−1) ℓ(w) T −1 w −1 ). On the other hand, the space K admits also a natural action of the group Γ ⋊ W , which commutes with the action of H. This action may be described as follows.
First of all, since Γ is identified with the lattice of characters of T ∨ , it follows that Γ ≃ K T ∨ 0 (pt), and therefore, Γ acts on
Suppose now that Y is actually a G ∨ -variety. Then the Weyl group W acts naturally on K T ∨ 0 (Y ) in the following way. Let N(T ∨ ) denote the normalizer of T ∨ in G ∨ . Then W can be identified with N(T ∨ )/T ∨ . Let w ∈ W and let w be a representative of w in N(T ∨ ). Let also F be T ∨ -equivariant coherent sheaf on Y . Then (w −1 ) * (F ) also acquires a natural structure of a T ∨ -equivariant coherent sheaf, which is does not depend on the choice of w up to an isomorphism. Hence (w −1 ) * (F ) defines an element in K T ∨ 0 (Y ). It is easy to see that this element depends only on the image of F in (w −1 ) * (F ). Hence we get an action of W on (w −1 ) * (F ).
Applying this now to Y = B we see that the space K T ∨ ×C * 0 (B) acquires an action of the algebra H ⊗ C[Γ ⋊ W ], where C[Γ ⋊ W ] denotes the group algebra of Γ ⋊ W . 5.3. By [5] (cf. also [11] ) M c is isomorphic to H as a H ⊗ R T ∨ ×C *module. Under this isomorphism the element 1 ∈ H goes to A + ∈ M c , where A + is the unique alcove, which is contained in C + and contains 0 in its closure. Let
Consider now the set of fixed points of T ∨ on B. These fixed points are in natural one-to-one correspondence with the elements of W . For any w ∈ W we will denote by y w ∈ B the corresponding fixed point. Let κ w denote the skyscraper sheaf at y w . We let T ∨ act on the fiber of κ w by the character w(2ρ ∨ ). We will denote the image of κ w in K by the same symbol. Set κ = κ e . Following [7] we define a homomorphism ζ : M c → K of H⊗R T ∨ ×C *modules by sending A + to κ. By [7] (Theorem 6.2) ζ is well-defined and it becomes an isomorphism after tensoring with the ring of fractions of R T ∨ ×C * . More precisely the following result holds:
Theorem 5.4. (cf. Theorem 6.2 in [7] ) There exists N ∈ N such that d N v K ⊂ ζ(M c ) (in fact, in this it is known that one can take N = 1 but we are not going to use this).
Hence we see that the image of ζ −1 (which a priori) maps K into some localization of M c ) lies in M ≥ .
The main result of this section is the following
Corollary 5.6. The map ζ extends to an isomorphism between M d and K.
This follows immediately from Theorem 5.5 and Proposition 4.5.
Note that we do not need Corollary 4.6 in order to prove Corollary 5.7.
5.8.
Proof of Theorem 5.5. As in [11] we can regard both M c and K as sections of some vector bundles V → T ∨ × C * and V ′ → T ∨ × C * . The map ζ induces a meromorphic isomorphism between V and V ′ . Now both the left hand side and the right hand side of (5.2) are meromorphic maps from V to itself, which induce the same map s α on the base. On the other hand, it is well known that the fiber of V at the generic point of T ∨ × C * is an irreducible representation of H. Hence the left hand side and the right hand side of (5.2) differ by multiplication by certain meromorphic function f on T ∨ × C * .
On the other hand we know that
We claim now that f (t, 1) = 1 for every t ∈ T ∨ (it is easy to see that the divisor v = 1 is not a singular divisor for f , hence the restriction of f to v = 1 makes sense). To prove this we must show that ζ commutes with the action of W when we specialize to v = 1. We will denote the corresponding specializations by ζ 1 , M 1 c , K 1 etc. (Note that for v = 1 the operators θ 1 α preserve M 1 c and therefore define an action of W there). By (4.3) one has T 1 w A + = A + w. It is easy to see that one also has T 1 α κ = s α (κ). Indeed, fix α ∈ Π. Let π α : B → B α denote the projection from B to the corresponding partial flag variety. Let also Ω α denote the corresponding sheaf of relative differential forms. Then
Let P = π −1 α (π α (y e )) = π −1 α (π α (y sα ). Then P is T ∨ -stable and therefore the structure sheaf O P acquires the natural T ∨ -equivariant structure. Also P is T ∨ -equivariantly isomorphic to the projective line P 1 , where we let T ∨ act on P 1 by means of the character α ∨ : T ∨ → C * , composed with the standard C * -action on P 1 . For any γ ∈ Γ and n ∈ Z, such that n + α, γ is even, we will denote by O(n) γ P the image in K 1 of the bundle O(n) P ⊗ C γ (where C γ is the one-dimensional representation of a covering of T ∨ , on which the Lie algebra t ∨ acts by means of dγ). Thus
But it is easy to see that (note also that 2ρ
Hence T 1 α (κ) = κ(y sα ) = s α (κ). Thus T 1 w κ = w(κ) for every w ∈ W . This implies that f (t, 1) = 1.
On the other hand, it follows from the above, that f must be of the form f = χd N v , where χ is a regular invertible function on T ∨ × C * , for some integer N. Thus
is regular and invertible. It is easy to see that this may happen only for N = 0.
Thus f = χ is regular and invertible. But then f is just a scalar multiple of a character of T ∨ × C * and therefore (5.4) and the fact that f (t, 1) = 1 for every t ∈ T ∨ implies that f must be identically equal to 1. Hence (5.2) holds.
We claim now that Theorem 5.5(2) follows immediately from Theorem 5.4. Indeed, arguing in the same way as in Lemma 3.15 we can show that the ideal in R T ∨ ×C * generated by the functions {w(d N v )} w∈W contains 1, which implies Theorem 5.5(2) in view of Theorem 5.4.
6.
Description of the dual space 6.1. Let S ′ (X) denote the dual space to S(X). Let also D(X) denote the space of distributions on X (i.e. dual space to S c (X)). Clearly W acts on S ′ (X) and we will denote the corresponding operators also by Φ w . Also one has a surjective map r : S ′ (X) → D(X). The main result of this section is the following theorem, which will be used in the next subsection where we discuss a global analogue of S(X).
First of all let us introduce some notations. For every simple root α of G let
Moreover, this isomorphism can be described by sending λ ∈ S ′ (X) to {λ w }, where λ w = r(Φ w (λ)).
Proof. Remark 6.3. Note the similarity between Theorem 6.2 and the main result of [3] . Consider the complex
and the differential d : K 2 → K 1 is given by
It is easy to seen now that the assertion of Theorem 6.2 is equivalent to the fact that the above complex is exact in the middle term. The complex (C * (M), d M ) is still acyclic because its differential is conjugate to id ⊗d.
6.5.
End of the proof. Recall that we have to prove that the complex K 2 → K 1 → K 0 is acyclic in the middle term. But it follows from Theorem 3.8 and Theorem 3.11 that this is equivalent to showing that (K 0 ) ∨ → (K 1 ) ∨ → (K 2 ) ∨ is acyclic in the middle term (we use here the fact that K 1 and K 2 are A-reflexive; note that we don't need to know that K 0 is A-reflexive).
However, it follows again from Theorem 3.8 and Theorem 3.11 that the latter complex embeds naturally into the complex C * (S(X)), which is acyclic by Section 6.4. Let now x ∈ (K 1 ) ∨ be such that d(x) = 0. Then there exists some y ∈ S(X) such that d S(X) (y) = x. However d S(X) (y) = ⊕ w∈W Φ w (y). On the other hand it follows once more from Theorem 3.8 that (K 1 ) ∨ = ⊕ w∈W S c (X). Hence we see that Φ w (y) ∈ S c (X) for every w ∈ W . This means that y ∈ S 0 (X) = (K 0 ) ∨ which finishes the proof. 7. The global space 7.1. Remarks on arcimedean places. We now want to describe some global analogue of the space S(X). In order to do that we will need a definition of S(X) in the case where the base local field k is arcimedian. So, let G be a semisimple connected simply connected algebraic group over k = R, C. We will assume in fact that k = R (which can be done without loss of generality) and that G is quasisplit over k. Clearly the space L 2 (X) still makes sense and one still has an action of W on this space defined exactly as before. Let D denote the algebra of all global sections of the sheaf of regular differential operators on X. Thus we define S(X) = {f ∈ L 2 (X)| such that d(f ) ∈ L 2 (X) for every d ∈ D} (7.1)
It is easy to see that S(X) is invariant under the operators Φ w .
In the sequel we will need the following estimate on the growth rate of elements of S. Choose a maximal compact subgroup K R of G = G(R). One can choose a Borel subgroup B of G in such a way that G = K R ·B, where B = B(R). Hence the natural map φ : T(R) = T → X becomes surjective after we quotient out X by K R . Let also ξ R : T → t R denote the homomorphism of abelian groups, defined by the condition
for every weight λ ∨ ∈ Γ ∨ .
Lemma 7.2. Let f ∈ S(X). Then for every n ∈ N there exists a real number c = c(n) such that |f (φ(t))| < c| ρ, ξ R (t) | −n (7.
3)
The proof is left to the reader. 7.3. More notations. Let now F be a global field and let G be again a semisimple simply connected algebraic group defined over F . Let also A F denote the ring of adeles of F . Let v be a place of F and let F v denote the corresponding local field. In this case the variety X is defined over F . We will suppose that the symplectic forms ω α (cf. Section 2.1) are also F -rational.
Also we will fix a non-trivial character ψ : A F /F → C * . This character defines a non-trivial character ψ v of F v for every place v. All the local Fourier transforms that we are going to consider will be with respect to the characters ψ v . 7.4. The global space. Let v be a place of F . Then we may consider the space S v = S(X(F v )). By Theorem 3.13 the space S v has distin-
when v is archimedean).
Definition 7.5. The space S is the restricted tensor product of the spaces S v (over all places v of F ) with respect to the vectors c v 0 . We will also endow S with a topology, which comes from the discrete topology on S(X(F v ) for non-arcimedean v and from Frechet topology on S(X(F v ) for archimedean v.
Since the vector c v 0 ∈ S v is W -invariant, it follows that the W -action extends (diagonally) to the space S. As before for any w ∈ W we let Φ w denote the corresponding operator. On the other hand, it is clear that S also admits a natural smooth action of the group G(A F ) × T(A F ) compatible in the obvious sense with the action of W . 7.6. The functional ε 0 . We claim now that there exists a natural morphism from S to the space of smooth functions on X(A F ). Indeed if f = ⊗f v ∈ S and x = {x v } ∈ X(A F ) then we define
It is easy to see that the product in the left hand side of (7.4) is actually finite (this follows from the fact that x v ∈ X 0,v for almost any v).
We define now
It is clear that the functional ε 0 on S is G(F ) × T(F )-invariant, but not W -invariant. Our next goal is to produce some natural W -invariant modification of ε. 
Set also S 0 α = v S 0 α,v . Proposition 7.8. For any simple root α and any f ∈ S 0 α one has ε 0 (f ) = ε 0 (Φ α (f )) (7.7)
Proof. Suppose first that G = SL (2) . In this case S is the space of smooth compactly supported functions on A 2 F and the space S 0 α consists of all functions f such that
It follows now from the Poisson summation formula that for any f ∈ S one has
Now it is easy to see that (7.8), (7.9) and (7.10) imply together that ε 0 (f ) = ε 0 (Φ(f )) for any f ∈ S 0 α which proves Proposition 7.8 for G = SL(2).
In the general case Proposition 7.8 follows from the same arguments as above and the following result. Proof. The uniqueness of ε is obvious. Namely, let f ∈ S. Choose a place v of F . Then there exist functions f w ∈ S c,v such that
We set now
(It is clear that if ε exists then it must satisfy (7.13)).
In order to show that ε is well-defined, we must show that the right hand of (7.13) does not depend on the choice of the functions f w and on the choice of v. However, the first statement follows immediately from Theorem 6.2 and the second statement follows from the following lemma, whose proof is exactly the same as the proof of Theorem 6.2
α . Then {λ w } gives rise to a well defined functional on V . 7.12. Let Y T = (G(A F ) × T(A F ))/(G(F ) × T(F )) and let C ∞ (Y T ) denote the space of smooth functions on Y T . Thus we may define may
. Let also η 0 be the corresponding map, defined as in (7.15) but with ε replaced by ε 0 . 7.13. Let now χ be a character of T(A F )/T(F ). We wish to define a map E χ from S to the space of functions on G(A F )/G(F ) by putting
However, the integral in the right hand side of (7.16) does not have to converge and we will have to regularize it. We will do that only for regular characters χ (cf. Definition 7.14 below). In fact, for any regular character we will define a morphism of G(A F )×T(A F )-modules
by means of χ, which "morally" will be the regularization of the above integral.
Let χ be a character of T(A F )/T(F ) and let w ∈ W . Then we set w • χ = || · || −1 w(χ|| · ||). Definition 7.14. We will say that χ is regular if for any corroot α ∨ : G m → T and any w ∈ W , the induced character
Note that the set of regular characters is invariant under the action of W . 7.15. Regularization of the integral for regular characters. Let A * F /F * be the idele class group of F . Then we have the norm map || · || : A * F /F * → R + . Consider now the group T(A F )/T(F ). Recall that t R denote the real Cartan algebra of G (i.e. t R = Γ ⊗ R. Then there exists unique homorphism of abelian groups ξ :
for any t ∈ T(A F )/T(F ) and λ ∨ ∈ Γ ∨ (note that λ ∨ defines a map T(A F )/T(F ) → A * F /F * which, abusing the notations, we denote by the same letter). η 0 (f )(g, t)χ(t)dt (7.19)
is absolutely convergent. Here e ∈ W denotes the unit element.
Proof. Proposition 7.16 follows immediately from the following lemma. Suppose now that χ is a regular character of T(A F )/T(F ). Then we can define the map E χ : S → C ∞ (G(A F )/G(F )) by
η 0 (Φ w )(f )(g, t)w • (χ(t))dt (7.21) Proposition 7.18. 1. E χ is a G(A F ) × W -equivariant map (where W acts trivially on C ∞ (G(A F )/G(F )). 2. Let S χ denote the space of (T(A F ), χ)coinvariants on S, i.e. S χ = S/span(χ(t)g − t(g)| g ∈ S, t ∈ T(A F )) (7.22) (here the bar denotes the closure of the corresponding subspace). Then E χ descends to a well-defined map Eis χ : S χ → C ∞ (G(A F )/G(F )).
Remark 7.19. We will see some connection between Eis χ and Eisenstein series in the next subsection.
Proof. The second statement of Proposition 7.18 is clear from the definitions. Let us prove the first one. The G(A F )-equivariance of E χ is obvious. Let us prove that E χ is W -equivariant, i.e. that E χ (f ) = E χ (Φ w (f )) for every f ∈ S, w ∈ W . Clearly, it is enough to show this when w = s α is a simple reflection. Hence Proposition 7.18 follows from the following lemma. η 0 (f )(g, t)(χ(t))dt = ξ −1 (t e R ) η 0 (Φ α (f ))(g, t)s α (χ(t))dt (7.23)
Proof. (Of Lemma 7.20). Recall that for every simple root α we have defined the G(A F )×T(A F )-submodule S 0 α of S which is invariant under Φ α . Moreover, by Proposition 7.8, one has η 0 (f ) = η 0 (Φ α (f )) (7.24) for every f ∈ S 0 α . Therefore, Lemma 7.20 holds for every f ∈ S 0 α . Hence Lemma 7.20 follows from the following easy lemma. where we regard χ as a character of B(A F ) by means of the identification B(A F )/U(A F ) = T(A F ). Then by [8] one has the Eisenstein series map Eis ′ χ : π χ → C ∞ (G(A F )/G(F )), which is meromorphic in χ (in particular, it is well-defined for generic χ).
Choose now a finite set of places P of F such that P contains all places, where χ is ramified and all arcimedean places of F . Then we can define a map i P,χ : π χ → S χ in the following way.
Let K P = v ∈P G(O v ). The representation π χ is generated by its K P -invariant vectors. Hence it is enough to construct a map π K P χ → S K P χ which commutes with the action of the corresponding Hecke algebra.
By the definition of an induced representation, π is a quotient of the space C ∞ c (X(A F )) of smooth compactly supported functions on X(A F ). Moreover, π K P χ is a quotient of (C ∞ c (X(A F )) K P . On the other hand, we have the natural morphism l P :
where q v is the number of elements in the residue field of F v and H α ∨ is as in Section 3.12. Thus composing l P with Eis χ we get the map Eis χ,P : π χ → C ∞ (G(A F )/G(F )). Let now
be the corresponding L-function, which is a meromorphic function of χ. Here the notations are the following: χ α denotes the character of A * F /F * obtained by composing χ with the homomorphism A * F /F * → T(A F )/T(F ), coming from α ∨ : G m → T. Also π v is a uniformiser of F v , viewed as an element of A * F . The following proposition is obvious from the definitions. Eis χ,P = L P (χ)Eis ′ χ (7.28) Remark 7.24. One can view Proposition 7.23 as the reason that Lfunction appears in the functional equation, satisfied by Eisenstein series (cf. [8] ). Note that in the case when F is a functional field and χ is everywhere unramified one can take P = ∅. In this case Eis χ,P was constructed in [9] , [2] and [1] by geometric methods. It would be interesting to understand a direct connection betweeen the construction in loc. cit. and the construction presented above.
