Abstract. Let g 0 , . . . , g k : N → D be 1-bounded multiplicative functions, and let h 0 , . . . , h k ∈ Z be shifts. We consider correlation sequences f : N → Z of the form
Introduction
Define a 1-bounded multiplicative function to be a function g : N → D from the natural numbers N ≔ {1, 2, . . . } to the disk D ≔ {z ∈ C : |z| ≤ 1} such that g(nm) = g(n)g(m) whenever n, m are coprime. We use the averaging notation E a∈A f (a) ≔ 
for 1-bounded multiplicative functions g 0 , . . . , g k and distinct shifts h 0 , . . . , h k ∈ Z (defining g 0 , . . . , g k arbitrarily on non-positive integers) for some k ≥ 0 have been extensively studied. A well-known conjecture of Elliott [6] , [7] asserts that the limit (1) exists and is equal to zero unless each of the g j pretends to be a twisted Dirichlet character n → χ j (n)n it j in the sense that
1 for all j = 0, . . . , k. Specialising to the case when g 0 = · · · = g k = λ is equal to the Liouville 1 function λ and using the prime number theorem in arithmetic progressions, we see that the Elliott conjecture implies the Chowla conjecture [3] , which asserts that lim x→∞ E n≤x λ(n + h 0 ) . . . λ(n + h k ) = 0
for any k ≥ 0 and any distinct integers h 0 , . . . , h k . The Elliott conjecture is known to hold for k = 0 thanks to the work of Halász [21] . For k ≥ 1, it was observed in [31] that this conjecture fails on a technicality; however one can repair the conjecture by replacing (2) with the stronger assumption 
for all j = 0, . . . , k. It was shown in [31] that this repaired version of the Elliott conjecture holds if one is allowed to perform a non-trivial amount of averaging in the shifts h 0 , . . . , h k ; we refer the reader to that paper for a precise statement. The result in [31] was generalised to averages over independent polynomials in several variables in [11] . The papers [10] , [29] in turn established two-dimensional variants of Elliott's conjecture. We also mention the recent paper of Klurman [24] which gives an explicit formula for the limit (1) in the "pretentious" case that (2) holds for all j = 0, . . . , k.
A different kind of averaging of the k = 1 case of the Elliott conjecture was considered by the first author in [36] . For functions f : A → C defined on a finite non-empty set of natural numbers A, define the logarithmic averages In [36] , an "entropy decrement" argument was used to show that we have the logarithmically averaged two-point Elliott conjecture for any h 0 h 1 and any sequences of numbers 1 ≤ ω m ≤ x m that both go to infinity as m → ∞, unless there exist Dirichlet characters χ 0 , χ 1 such that (4) holds for j = 0, 1. The higher k version of this argument for the Liouville function was considered in [37] , where it was shown that the logarithmically averaged version of the Chowla conjecture was equivalent to the logarithmically averaged Sarnak conjecture [35] ; it was also shown in [12] that this conjecture was also equivalent to the ergodicity of a certain family of dynamical systems which we will also encounter in this paper. We mention that very recently Frantzikinakis and Host [14] proved the logarithmic Sarnak conjecture for all zero entropy topological dynamical systems that are uniquely ergodic. It was also shown in [37] that the logarithmic Chowla conjecture is equivalent to the local Gowers uniformity of the Liouville function over almost all short intervals (Conjecture 1.6 of that paper). It is only known that the Liouville function is Gowers uniform over long intervals (by [19] , [20] ), as opposed to short ones, and even the case of local U 2 -uniformity of the Liouville function is a difficult open problem (also mentioned in [36, Section 4] ). The case of local U 1 -uniformity over almost all very short intervals is already the Matomäki-Radziwiłł theorem [30] for the Liouville function. We manage to bypass these questions, and make no progress on them here, as we will only be working with odd order correlations of the Liouville function.
One technical difficulty in analysing these correlations is that it is not currently known whether the above limits exist. To get around this problem, we shall (as in [32] ) work with generalised limit functionals 3 lim m→∞ , which are bounded linear functionals on the space of bounded sequences which extend the limit functional lim m→∞ on convergent sequences. As is well known, the Hahn-Banach theorem may be used to (nonconstructively) demonstrate that generalised limit functionals exist. Furthermore, it is not hard to see that if a bounded sequence x m has the property that all of its generalised limits lim m→∞ x m are equal to α, then it converges to α in the ordinary limit. 
for all integers a. The logarithmically averaged (and corrected) version of the Elliott conjecture then asserts that when the h 0 , . . . , h k are distinct, f (a) vanishes for all nonzero a unless there exist Dirichlet characters χ 0 , . . . , χ k such that (4) holds for all j = 0, . . . , k; this is currently known to hold for k = 0, 1. We do not settle this conjecture completely here. However, we are able to obtain the following structural information on the correlation sequence f . We say that a multiplicative function g : N → D weakly pretends to be another multiplicative function h : N → D if one has lim x→∞ E log p≤x 1 − Re(g(p)h(p)) = 0 3 As special cases of generalised limit functionals, one could consider Banach limits, which also enjoy the shift-invariance property lim m→∞ a m+1 = lim m→∞ a m , and ultrafilter limits, which enjoy the homomorphism property lim m→∞ a m b m = lim m→∞ a m lim m→∞ b m . However it is not possible to satisfy both properties simultaneously for arbitrary sequences, and we will not use either of these properties in our arguments, so will work at the level of arbitrary generalised limit functionals.
or equivalently
We can now state our main theorem, which we prove in Section 6: 
Naturally, part (i) of the theorem can be restated in the form that for any ε > 0 there is a periodic function f ε :
Among other things, (iii) implies that f has the same parity as χ, in the sense that f (−a) = χ(−1) f (a) for all integers a. 
for fixed q 1 , . . . , q k . We sketch the proof as follows. First we may assume that g 0 , . . . , g k are completely multiplicative, since an arbitrary 1-bounded multiplicative function can be expressed as the Dirichlet convolution of a 1-bounded completely multiplicative function and a function supported on powerful numbers and dominated by the divisor function. Next, by "clearing denominators" we may assume that q 1 = · · · = q k = q. We can restrict attention to those a coprime to q, since if a shares a common factor with q one can factor it out and apply an induction hypothesis on q. The quantity f (a) can now be written as q lim
and one can then perform a multiplicative Fourier expansion 
In particular, the limit on the left-hand side exists. Thus for instance one has
as x → ∞. 
From Corollary 1.6, we obtain the logarithmically averaged Chowla conjecture
as m → ∞ for all even values k = 0, 2, 4, . . . of k (that is, for an odd number of shifts). More generally, by Remark 1.3, we have
for any q 0 , . . . , q k ≥ 1 and h 0 , . . . , h k ∈ Z, if k is even (that is, if there is an odd number of shifts). This particular consequence of our main theorem can be proven by a more direct and shorter argument, avoiding the use of ergodic theory; we will present such a simpler proof elsewhere. Among other things, Corollary 1.6 (together with the results of [36] ) gives the conjectured logarithmic density of sign patterns for the Liouville and Möbius functions of length up to three and four respectively: 
(ii) (Möbius sign patterns of length four) If k = 0, 1, 2, 3, ε 0 , . . . , ε k ∈ {−1, 0, 1}, and A is the set of natural numbers n such that µ(n + j) = ε j for j = 0, . . . , k, then
where C(ε 0 , . . . , ε k ) is an explicitly computable constant, and r is the number of 0 ≤ j ≤ k for which ε j 0.
We prove this result in Section 7. This improves upon the results in [36] , which handled the cases k = 0, 1, and the results in [32] , which showed that all Liouville sign patterns of length up to three and Möbius sign patterns of length up to two occur with positive density. Because the logarithmically averaged Chowla conjecture is now known for k = 0, 1, 2, one can also establish that all Liouville sign patterns of length four occur with positive density; this observation is due to Will Sawin (private communication) and also independently Kaisa Matomäki (private communication), and we present it in Section 7.
In Section 7 we will also establish the expected logarithmic density for arbitrarily long sign patterns for the number Ω(n) of prime factors relative to coprime moduli. More precisely, we show Corollary 1.9. Let 1 ≤ ω m ≤ x m be sequences of reals that go to infinity. Let h 0 , . . . , h k be integers, and let q 0 , . . . , q k be pairwise coprime natural numbers. Then for any ε j ∈ Z/q j Z for j = 0, . . . , k, one has
where A is the set of natural numbers n such that
where Ω(n) denotes the number of prime factors of n (counting multiplicity). Similarly if one replaces Ω(n) by ω(n), the number of prime factors of n not counting multiplicity.
Note that the Chowla conjecture would follow if one could remove the hypothesis that the q 0 , . . . , q k be coprime (and if we now insist on h 0 , . . . , h k being distinct).
Finally, we have the following equidistribution results for "linearly independent" additive functions: 
where θ R/Z denotes the distance from θ to the nearest integer. Then, for any integers h 0 , . . . , h k , the vectors 
In particular, we see that for any any positive integer k and any real numbers α 1 , . . . , α k that are linearly independent over Q, the vectors (α 1 Ω(n), . . . , α k Ω(n+k −1)) are asymptotically logarithmically equidistributed (mod 1). Furthermore, if we rewrite the statement of the above theorem in terms of multiplicative functions g j (n) = e 2πi f j (n) , then the case k = 1 is connected with [25, Conjecture 3.3] about equidistribution of shifts of multiplicative functions. However, Theorem 1.10 does not completely resolve that conjecture, since we have a stronger non-pretentiousness assumption.
Again, the result will be established in Section 7. When k = 0, we see that if we had
for some non-zero a 0 , then by Wirsing's theorem [39] we would see that either e(a 0 f 0 (n)) or e(2a 0 f 0 (n)) has non-zero mean value, meaning that f 0 cannot be asymptotically equidistributed (mod 1) in the ordinary sense. However, one would not expect the condition (7) to be necessary for k > 0. If one wished to work with ordinary averages in Corollary 1.10 rather than logarithmically averaged ones, one would need to modify (7) to also rule out the possibility of a 0 f 0 + · · · + a k f k pretending to behave like a function of the form n → t log n for some non-zero t since such functions are not equidistributed if one does not perform logarithmic averaging.
1.1. Proof ideas. We now briefly discuss the methods of proof of Theorem 1.1. The idea is to control the sequence f (a) in two rather different ways.
The first way to control f (a) (carried out in Section 3 and in the beginning of Section 6) starts with dilating the summation variable n appearing in the correlation (5) by primes p in some dyadic range 2 r ≤ p < 2 r+1 and then averaging over such primes using the multiplicativity of the functions g j ; this idea was also used in [36] . Here it is crucial that the average in the definition of f (a) is a logarithmic one, with ω m going to infinity. Denoting G(n) ≔ g 0 (n) . . . g k (n) (and assuming for simplicity that the functions g j take values on the boundary of the unit disk), one then ends up with
The factor p1 p|n on the right-hand side is problematic, but has average value 1 over n. By using the entropy decrement argument developed in [36] , we can replace p1 p|n with 1 in (8) for "many" values of r. The original entropy decrement argument gave infinitely many values of r for which the above works, but we need to prove a refined version of the argument that shows that the set of suitable r contains almost all numbers with respect to logarithmic density. Thus we arrive at the formula
that is in some sense a functional equation for f (with lim some suitable generalised limit functional). In fact, by working more carefully, we can even obtain the stronger claim
see Theorem 3.6 for a precise statement (very recently, a similar identity was utilized in [14] ). We remark that analysing quantities related to multiplicative functions via "approximate functional equations", is also utilized in Elliott's book [8] . There, though, the results are mainly about mean values of multiplicative functions.
It will be convenient (following a suggestion of Maksym Radziwiłł) to iterate formula (9) to obtain
the advantage being that the right-hand side resembles a bilinear sum. The other approach to analyzing f proceeds via ergodic theory (see Sections 3 and 4). By the Furstenberg correspondence principle, we may find a probability space (X, µ) together with a measure-preserving invertible map T : X → X such that
for some bounded measurable functions G 0 , . . . , G k : X → D, whose precise form does not concern us. Making use of a recent result of Leibman [26] on multiple correlations, (12) can be written as f 1 (a) + f 2 (a), where f 1 is a nilsequence and f 2 is a sequence that goes to zero in uniform density (see Section 4 for definitions). Similarly as in the recent work of Le [26] , we see that the sequence f 2 goes to zero in uniform density also along the primes, implying that it is negligible in (11), so the right-hand side of that formula becomes a bilinear sum of the nilsequence f 1 .
Using the theory of nilsequences (see Section 5), we can write any nilsequence f 1 up to any specified small error ε > 0 as a linear combination of a periodic sequence f 0 (depending on ε) and several "irrational" nilsequences. For irrational nilsequences, we can show that their bilinear averages tend to zero, so we end up with
which already shows part (i) of the main theorem, namely that f is the uniform limit of periodic sequences. (These arguments are in the spirit of the structural theory of bounded multiplicative functions from [13] , which among other things indicates that bounded multiplicative functions can only resemble nilsequences if they are essentially periodic.) For part (ii) of the main theorem, we use the conclusion of part (i), which together with (9) gives
for some periodic function f 0 that approximates f up to error ε. Multiplying both sides by an arbitrary Dirichlet character χ(n), averaging over n and using the fact that G(n)χ(n) does not weakly pretend to be 1, we see that E n≤x f 0 (an)χ(n) ≪ ε. This shows that the function n → f (an) is orthogonal to all Dirichlet characters, but the only almost periodic function with this property is the identically zero function, giving the desired conclusion. The proof of part (iii) is quite similar to that of part (ii), but uses the information that G(n)χ ′ (n) does not weakly pretend to be 1 for any character χ ′ arising from a different primitive character than χ.
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Notation
Unless otherwise specified, all sums, averages, and products over p (or similar symbols such as p 1 , p 2 , etc.) will be understood to be over primes.
We use e : R/Z → C to denote the standard character e(x) ≔ e 2πix . If q is a natural number and a, b are integers, we use a (q) ∈ Z/qZ to denote the residue class of a modulo q, and (by abuse of notation) a = b (q) to denote claim that a and b have the same residue class modulo q. We write a|q if a divides q, thus a = b (q) if and only if q|a − b. We observe that these definitions continue to make sense if a, b take values in the profinite integersẐ (the inverse limit of the Z/qZ) rather than the integers Z.
For technical reasons (having to do with our use of the nilcharacters introduced in [20] ) we will need to deal with vector-valued sequences f : Z → C m in addition to scalar sequences f : Z → C. We endow C m with the usual Hilbert space norm
and also recall that the tensor product
Given a statement S , we use 1 S to denote the indicator of S , equal to 1 when S is true and 0 when S is false. Given a set E, we use 1 E to denote its indicator function, thus
We use the asymptotic notation X ≪ Y, Y ≫ X, or X = O(Y) to denote the estimate |X| ≤ CY for some implied constant C, which is absolute unless otherwise specified. If there is an asymptotic parameter x going to infinity, we use X = o(Y) to denote the estimate |X| ≤ c(x)Y where c(x) goes to zero as x goes to infinity (holding all other quantities not depending on x fixed).
We will need to use probabilistic notation at various junctures of the paper. Random variables (which are assumed to have some common probability space Ω as their common sample space) will be denoted in boldface to distinguish them from deterministic objects, e.g. we will be considering random functions g j : Z → D that are distinct from (but related to) their deterministic counterparts g j : N → D. We use P(E) to denote the probability of an event E, and EX to denote the expectation of a real or complex random variable X. Further, we will need the Shannon entropy
of a random variable X having a finite range X, with the convention that 0 log 1 0 = 0. For two random variables X, Y with finite ranges X and Y, we have the more general joint entropy
and the conditional entropy
Lastly, we will make use of the concept of conditional mutual information
of three random variables X, Y, Z.
We will use the following standard arithmetic functions:
• the number Ω(n) of prime factors of n (counting multiplicity);
• the number ω(n) of prime factors of n (not counting multiplicity);
• the Liouville function λ(n) = (−1) Ω(n) ; • the Möbius function µ(n), defined to equal (−1) ω(n) when n is squarefree, and 0 otherwise;
• the von Mangoldt function Λ(n), defined to equal log p when n is a power p j of a prime p for some j ≥ 1, and zero otherwise; and • the Euler totient function φ(n), defined as the number of invertible elements of Z/nZ.
The Furstenberg correspondence principle and the entropy decrement argument
Let the notation and hypotheses be as in Theorem 1.1. By translating the h j (which is easily seen to not affect the generalised limit functionals) we may assume without loss of generality that the h j are all positive; in particular
for some natural number H, which we now fix.
In [32] , generalised limit functionals were used to interpret correlations such as f in the language of finitely additive probability theory. In fact, thanks to tools such as the Riesz representation theorem and the Kolomogorov extension theorem, one can 4 interpret these correlations using the language of countably additive probability theory: Proposition 3.1 (Furstenberg correspondence principle, probabilistic form). Let the notation and hypotheses be as in Theorem 1.1. Then there exists random functions g 0 , . . . , g k : Z → D and a random profinite 5 integer n ∈Ẑ, all defined on a common probability space Ω, such that (15) for any natural numbers N, q and any continuous function F :
Furthermore, the random variables g 0 , . . . , g k : Z → D and n ∈Ẑ are a stationary process, by which we mean that for any natural number N, the joint distribution of
and n + n does not depend on n as n ranges across the integers.
Proof. Observe that for any natural numbers N, q and continuous F :
is unchanged if one replaces n by n + 1 in the summand. This shows that any random variables g 0 , . . . , g k , n obeying (15) will also obey the identity
for any continuous function F : D (k+1)(2N+1) → R, which implies that the g 0 , . . . , g k , n are a stationary process. It thus suffices to construct random variables g 0 , . . . , g k , n obeying (15) for all N, q. By the Kolmogorov extension theorem, it suffices to show that for each fixed choice of N and q, there exist random variables obeying (15) for those values of N and q. But this easily follows from the Riesz representation theorem, since for fixed choices of N and q the right-hand side of (15) is clearly a positive linear functional on the space of continuous functions F on the compact Hausdorff space D (k+1)(2N+1) ×Z/qZ.
As a corollary of the countably additive probability theory interpretation, we can also interpret the correlation sequence f (a) in the language of ergodic theory: 4 Strictly speaking, one does not need the full strength of Proposition 3.1 for the applications in this paper; one could instead establish Corollary 3.2 below by adapting the proof of [12, Proposition 2.1], and one could run the entropy argument non-asymptotically (as in [36] ) without appeal to the correspondence principle, picking up some additional small error terms as a consequence. We leave the details of this alternate argument to the interested reader. 5 The profinite integersẐ are defined as the inverse limit of the cyclic groups Z/qZ, with the weakest topology that makes the reduction maps n → n (q) continuous. This is a compact abelian group and thus has a well defined probability Haar measure.
Corollary 3.2 (Furstenberg correspondence principle, ergodic theory form).
Let the notation and hypotheses be as in Theorem 1.1. There exists a probability space (X, µ) together with a measure-preserving invertible shift T : X → X, and measurable func-
for all integers a.
We remark that this result is essentially the same as that in [12, Proposition 2.1].
Proof. Let X = (D Z ) k+1 be the space of all tuples (g 0 , . . . , g k ) of functions g i : Z → D, equipped with the product topology and σ-algebra. The distribution of the tuple (g 0 , . . . , g k ) provided by the previous theorem is then a probability measure µ on X. As this tuple is a stationary process, X is invariant with respect to the shift map T that maps any tuple (g 0 , . . . , g k ) to (g 0 (· + 1), . . . , g k (· + 1)). Applying (15) with q = 1 and F of the form
for a sufficiently large N, we obtain the claim.
Remark 3.3. Such measure-preserving systems associated to multiplicative functions
were also studied recently in [12] , focusing in particular in the Liouville case g 0 = · · · = g k = λ; the use of generalised limit functionals was avoided in that paper by assuming that all classical limits involved converge, but the analysis carries over to the generalised limit functional setting without difficulty. A key technical point is that the measure-preserving system provided by the Furstenberg correspondence principle is not known to be ergodic; indeed, in [12] it was shown (in the Liouville case) that ergodicity is in fact equivalent to the full logarithmically averaged Chowla conjecture. See also [14] for some further analysis of these systems.
In the next section we use Corollary 3.2, together with the ergodic-theory results of Bergelson-Host-Kra [1] , Leibman [27] , and Le [26] , to approximate f by nilsequences.
Let G : N → D denote the multiplicative function G ≔ g 0 . . . g k . In this section we will use the entropy decrement argument from [36] to show that the approximate identity
holds in some sense for "most" integers a and primes p. Fix a, and let p be a prime. From (5), we have
From multiplicativity, we can write g j (p)g j (n+ah j ) as g j (pn+aph j ) unless n = −ah j (p). The latter case contributes O 1 p to the above generalised limit functional for each j.
where we henceforth allow implied constants in the asymptotic notation to depend on k. If we now make pn rather than n the variable of summation, we conclude that
We can adjust the range of n from px m /ω m ≤ n ≤ px m to x m /ω m ≤ n ≤ x m without affecting the generalised limit functional, since ω m goes to infinity. Thus
Comparing this with (5) (with a replaced by ap), we conclude that
and hence by Proposition 3.1 we have the formula
If we define c p to be the signum of f (a)G(p) − f (ap), then |c p | ≤ 1 for all p, and we have
In order to apply the entropy decrement argument introduced in [36] it is convenient to discretise the random functions g j , so that they only take finitely many values. Fix a small parameter ε > 0. Let g j,ε (n) be the random variable formed by rounding g j (n) to the nearest Gaussian integer multiple of ε (breaking ties using (say) the lexicographical ordering on the Gaussian integers), then by the triangle inequality we have
if p is sufficiently large depending on ε. By stationarity, we then also have
for all integers l. Averaging over a dyadic range 2 m ≤ p < 2 m+1 and 1 ≤ l ≤ 2 m , we conclude that
for m sufficiently large depending on ε, where
with H ′ ≔ (1 + |a|)H and H is as in (14); (ii) Y m ∈ 2 m ≤p<2 m+1 Z/pZ is the random variable
From (15) and the Chinese remainder theorem, we see that the Y m are uniformly distributed in 2 m ≤p<2 m+1 Z/pZ, and are jointly independent in m. However, they may correlate with the X m . We ignore this issue for the moment by introducing a new random variable U m = (u p ) 2 m ≤p<2 m+1 , drawn uniformly at random from 2 m ≤p<2 m+1 Z/pZ. For any deterministic vector
The random variables Z p are clearly jointly independent in p. Since u p is uniformly distributed in Z/pZ, we also see that each random variable Z p has mean zero. One easily verifies from the triangle inequality that Z p is bounded in magnitude by O (1) . Applying Hoeffding's inequality [22] , together with the prime number theorem, we conclude the concentration of measure estimate
for some absolute constant c > 0.
, we use the following informationtheoretic inequality (cf. [36, Lemma 3.3] ). For the basic definitions and properties of information-theoretic quantities such as Shannon entropy and mutual information that we will need, see [36, §3] and Section 2. Proof. We evaluate the conditional entropy H(Y|1 Y∈E ) in two different ways. On one hand, we have
thanks to Jensen's inequality. On the other hand, by a further application of Jensen's inequality one has
.
Combining the two bounds, we obtain the claim.
Taking U = U m and E = {Y : |F m (X m , Y)| ≥ ε} in this lemma and recalling (19), we conclude that for m sufficiently large depending on a, ε, one has
whenever Y is a random variable taking values in 2 m ≤p<2 m+1 Z/pZ which has sufficiently high entropy in the sense that
To use this, let m 0 be a sufficiently large natural number depending on a, ε. For m ≥ m 0 , let Y <m denote the random variable (Y m ′ ) m 0 ≤m ′ <m . By (15) and the Chinese remainder theorem, the Y m are uniformly distributed in 2 m ≤p<2 m+1 Z/pZ and are jointly independent in m. In particular we have the conditional entropy identity
for any value Y <m in the range of Y <m . Now suppose for the moment that we have for the conditional mutual information (defined in Section 2) the bound
which roughly speaking asserts some weak conditional independence between the random variables X m and Y m relative to Y <m . We compute
where X m , Y <m vary over the ranges of X m , Y <m respectively. Thus by Markov's inequality, we see that with probability 1
m m and thus by (20) and (21) (applied to Y <m after conditioning to the event X m = X m ) we have the conditional probability bound
Multiplying by P(X m = X m , Y <m = Y <m ) and summing in X m , Y <m , we conclude that
whenever m ≥ m 0 is such that (22) holds. Combining this with (17), we conclude that
Call a set N of natural numbers log-small if
as x → ∞, and log-large otherwise. We say that an assertion P(m) holds for log-almost all m if it holds for m outside of a log-small set. We then have 
. By stationarity (and the fact that translating n does not affect the σ-algebra generated by Y <m+1 ) we have
is the concatenation of Y <m and Y m , we have the identity
and hence
Telescoping this, and using the non-negativity of conditional entropy, we see that Combining this proposition with the previous analysis, we have established the following precise version of (16): 
Theorem 3.6 (Approximate G-isotopy). Let the notation and hypotheses be as in Theorem 1.1. For any integer a and ε > 0, one has
E 2 m ≤p<2 m+1 | f (a)G(p) − f (ap)| ≪ ε for
Nilsequence theory
To proceed further, we will invoke some deep ergodic theory results on recurrence sequences to obtain additional control on the sequence f . More precisely, we will show that f behaves like a nilsequence, which turns out to be incompatible with the approximate isotopy property of f from Theorem 3.6, unless f behaves like a periodic sequence (cf. the structural theory of multiplicative functions in [13] ). We start by defining nilsequences.
Definition 4.1 (Nilsequence). Let d ≥ 1 be a natural number. A filtered group G = (G, G • ) of degree ≤ d is a group G, together with a sequence G
By a polynomial sequence adapted to a filtered group, we mean a map g : F(g(n) [20, Appendix C] ).
is a filtered connected, simply connected nilpotent Lie group (G, G • ) of degree s (with all subgroups G i also connected, simply connected nilpotent Lie groups), together with a quotient G/Γ of G by a lattice Γ (that is to say, a discrete and cocompact subgroup) of G, such that
The way nilsequences will enter into our analysis is via multiple recurrence sequences, and in particular from the following result: Theorem 4.4. Let (X, µ) be a probability space, and let T : X → X be an measurepreserving action on this space. Let G 0 , . . . , G k ∈ L ∞ (X), and let h 0 , . . . , h k be integers for some k ≥ 0. Then we have a decomposition
for all n ∈ Z, where f 1 : Z → C is a nilsequence of degree ≤ D for some D, and f 2 : Z → C is a sequence that goes to zero in uniform density, in the sense that
Proof. By concatenating functions G j with a common value of h j , we may assume that the h j are all distinct. For the first claim, see [27, Theorem 5.2] (which in fact handled the more general situation of polynomial shifts); the case when X was ergodic and h i = i was previously obtained in [1, Theorem 1.9] . It is likely that the analysis in [27] allows us to take D = k, but we will not need this bound here.
For our application, it will be important to localise the zero density claim (23) We remark that results of this type were recently obtained by Le [26] .
Proof. We allow all implied constants to depend on a, k, G 0 , . . . , G k , f 1 , f 2 . Note that as all nilsequences are bounded, f 2 must also be bounded, thus f 2 (n) = O(1) for all n.
Let ε > 0 be arbitrary, let w be a sufficiently large quantity depending on ε, a, k, let δ > 0 be sufficiently small depending on w, ε, a, k, and assume that x is sufficiently large depending on δ, w, ε, a, k. It will suffice to show that
Dividing into residue classes modulo W ≔ p≤w p, it suffices to show that
for every b coprime to W. In terms of the von Mangoldt function, it will suffice to show that
or equivalently that
We can write the left-hand side as 
and g 3 (n) is bounded by O(ν(n) + 1) (so in particular E x/2W≤n≤x/W |g 3 (n)| ≪ 1) and obeys the Gowers uniformity bound
where we extend g 3 by zero to the integers. From Theorem 4.4 we have (24) we have
and so it will suffice to show that
The sequence n → f 1 (a(Wn + b)) can be approximated to accuracy ε by a basic nilsequence, whose underlying nilmanifold and smooth automorphic function F does not depend on W or b. We apply [17, Proposition 11.2] , which decomposes the nilsequence into a part with bounded dual Gowers U k+1 -norm and uniformly bounded error. Since g 3 has Gowers U k+1 -norm bounded by ≪ δ 2 −k−1 , we conclude that
if δ is small enough, so by the triangle inequality it suffices to show that
Exchanging the places of integration and summation and applying the Cauchy-Schwarz inequality, it is enough to show that
Strictly speaking, in [16] it was assumed that w was a function of x that went to infinity as x → ∞, but this hypothesis is compatible with our selection of parameters, since we assume x to be sufficiently large depending on w.
and this follows from 7 [9, Lemma 3] and (25) 
for any fixed natural number a.
Nilcharacters and their symbols
In order to use Corollary 4.6, it will be convenient to (approximately) decompose nilsequences into linear combinations of a special type of basic nilsequence known as a nilcharacter. This concept, introduced in [20] , generalises the concept of a polynomial phase n → e(α d n d +· · ·+α 1 n+α 0 ). We also define the notion of a symbol of a nilcharacter, which is based on a similar definition 8 in [20] , and which informally captures the "top order" behaviour of a nilcharacter (such as the top coefficient α d of the above polynomial phase, up to integer or rational shifts).
We review the relevant definitions. 
Definition 5.1 (Nilcharacters). A nilcharacter of degree d is a basic nilsequence
for all g d ∈ G d and x ∈ G/Γ. Strictly speaking, the statement of [9, Lemma 3] is only directly applicable when h 0 , . . . , h k are in arithmetic progression, but the proof of that lemma easily extends to cover arbitrary (distinct) choices of h 0 , . . . , h k . 8 The notion of symbol in [20] was adapted to a hyperfinite interval or box, rather than to the integers, due to the need to perform a "single-scale" analysis in that paper rather than the "asymptotic" analysis considered here. Nevertheless, the two notions of symbol are closely analogous. 9 We will use χ to denote nilcharacters, to distinguish slightly from the symbol χ used in this paper to denote Dirichlet characters. 10 Strictly speaking, the results in [20, Appendix E] involve nilcharacters over the nonstandard integers * Z rather than the standard integers Z, but the arguments carry over without difficulty to the standard setting. 
Definition 5.2 (Symbols). Two nilcharacters
χ : Z → C m , χ ′ : Z → C m ′ of degree d are said to be d-equivalent if the function χ ⊗ χ ′ : Z → C m×m ′ is equal
of order d, and the space of such equivalence classes will be denoted Symb d (Z). The operation of tensor product gives rise to an abelian group structure on
for any natural number q, where χ ⊗q denotes the tensor product of q copies of χ. For future reference, it will be important to note that symbols behave well under dilations by natural numbers q ≥ 1, in that
see [20, Lemma E.8(v) ]. The relevance of the symbol notion for us will come through the following equidistribution result: F(g(n) ) for a smooth Γ-automorphic F : G → C m and a polynomial sequence g : Z → G. By [18, Corollary 1.12], we may factor
where ǫ ∈ G is constant in n, γ is rational in the sense that there exists a natural number r such that γ(n) r ∈ Γ for all n ∈ Z, and g ′ takes values in a filtered subgroup G ′ of G (with all subgroups G ′ i being connected, simply connected Lie groups), such that G ′ i ∩ Γ is a lattice in G ′ i for all i, and g ′ is totally equidistributed in the sense that
As γ is rational, it is periodic with some period q. On each arithmetic progression {qn + a : n ∈ Z}, γ(n) ∈ γ(a)Γ, so by the Γ-automorphic nature of F, it suffices to show that
for each a. Suppose for contradiction that this fails for some a.
As Γ ′ is commensurate with G ′ ∩ Γ, we conclude that there is an a for which
where µ is the Haar measure on G ′ /Γ ′ . On the other hand, for any h in the central group G ′ d , we have from translation invariance of the Haar measure that
F(hǫgγ(a))dµ(g).
Applying (26), we conclude that η must annihilate the central group G In fact, we can modify the arguments of [20, Appendix E] 
for all natural numbers n and some basic nilsequence F(g(n)Γ) of degree ≤ d − 1. Since χ has magnitude one, we may ensure that F does also. By (the proof of) [20, Lemma E.8(vi) ], we can write g(n) = g ′ (qn) for another polynomial sequence g ′ . Trivially, the χ 1 (n) := χ(qn) satisfies tr(χ 1 (n) ⊗ χ 1 (n)) = m, so we conclude that
as x → ∞. By the Cauchy-Schwarz inequality, we have |tr(z)| ≤ m 1 2 z C m×m for any z ∈ C m×m , so by Fourier analysis we have
for some integer a. By Proposition 5.4 in the contrapositive, we conclude that F(g(n) ). The function F : G → C descends to the quotient G/Γ d , on which the compact abelian group G d /Γ d acts. By Fourier expansion, we may approximate F uniformly by a finite linear combination of smooth functions, each of which obeys (26) for some character η; thus without loss of generality we may assume that F obeys (26) . We may also rescale so that |F| < 1 pointwise. By a partition of unity, we can find Γ-automorphic smooth functions F 1 , . . . , F k : G → C, also obeying (26) , such that
, we see that χ is a degree d nilcharacter, and f is a linear functional applied to χ. If χ is irrational, then we are done; if χ has vanishing symbol, then we are also done thanks to the induction hypothesis. By Lemma 5.5 and the identification Symb 1 (Z) ≡ R/Z, the only remaining case is when d = 1 and χ is equivalent to n → e(an/q) for some rational a/q, but then χ and hence f will be periodic, and we are again done.
Irrational nilcharacters are "minor arc" in the sense that they exhibit cancellation in bilinear sum estimates. More specifically:
Lemma 5.7. Let χ : Z → C m be an irrational nilcharacter, let ε > 0, let x be sufficiently large depending on ε, and let y be sufficiently large depending on ε, χ, x. Then for any bounded sequences a n , b m = O(1), one has
Proof. By expanding out, we see that
Hence it suffices to show that
The diagonal contribution p = p ′ will be acceptable for x large enough, so by the triangle inequality it suffices to show that
whenever p p ′ and y is sufficiently large. But as χ is irrational, the symbol of χ(pm) ⊗ χ(p ′ m) is non-trivial by (27) , and the claim follows from Proposition 5.4.
One can transfer this result to the primes (in the m variable):
Lemma 5.8. Let χ : Z → C m be an irrational nilcharacter, let ε > 0, let x be sufficiently large depending on ε, and let y be sufficiently large depending on ε, χ, x. Then for any bounded sequences a n , b m = O(1), one has
where the implied constants can depend on χ.
Proof. Let w be sufficiently large depending on ε; we may assume y to be sufficiently large depending on ε, χ, x, w. Let W be the product of the primes less than w. It then suffices to show that
for each 1 ≤ c ≤ W coprime to W. This in turn will follow (for y large enough) from the estimate
Using the dense model theorem 11 as in the proof of Proposition 4.5, and assuming y large enough, we can write 
where we extend b ′′′ m by zero to the integers. From the previous lemma (with ε replaced by ε/W), we have 
Proof of main theorem
We are now ready to prove Theorem 1.1. Henceforth the notation and assumptions are as in that theorem.
We begin with treating a degenerate case, in which
, we then have
As with the proof of Proposition 4.5, one strictly speaking has to view w as a function of y that goes to infinity as y → ∞ in order to apply the dense model theorem, but this is compatible with our choice of parameters.
as x → ∞, from which it is easy to conclude from the triangle inequality that f vanishes identically, in which case Theorem 1.1 is trivially true. Thus we may assume that
. g k as before, we thus have from the triangle inequality that
In particular, for any ε, one has |G(p)
for any a. Applying Theorem 3.6, we conclude that for any natural number a and ε > 0, we have
for log-almost all m. In particular, by the triangle inequality we have the approximate reproducing formula
for log-almost all m. Let lim m→∞ be a generalised limit functional with the property that lim m→∞ a m = 0 whenever a m is supported on a log-small set; such a generalised limit functional exists by the Hahn-Banach theorem (or the ultrafilter lemma). (It will be irrelevant to the argument whether this generalised limit functional agrees with the functional that was used to construct f .) Applying this generalised limit functional and then sending ε to zero, we obtain the exact reproducing formula
which we may then iterate 12 to obtain
We use Corollary 4.6 to split f = f 1 + f 2 . From that corollary, we see that for any a and ε > 0 we have
for log-almost all m. By the triangle inequality, we conclude that
12
We are indebted to Maksym Radziwiłł for suggesting this iteration.
By Proposition 5.6, we may write
where f 0 is periodic, c i, j is a linear transformation, and each χ i, j is an irrational nilcharacter of degree i. By Lemma 5.8, the contribution of the irrational nicharacters to (32) is O(ε). We conclude that
The double generalised limit functional here is periodic in a (with the same period as f 0 ). This establishes part (i) of Theorem 1.1. To approach part (ii) of Theorem 1.1, we begin by establish some asymptotic orthogonality of f with Dirichlet characters. Proof. Since the function G(n) = g 0 (n) . . . g k (n) does not weakly pretend to be χ, one has
for a log-large set of m (this can be seen by taking contrapositives and using the triangle inequality). In particular, one can select the generalised limit functional lim used in the above analysis so that
By Theorem 1.1(i), f lies within ε of a periodic function f 0 . From (31) we conclude that
and thus
The function n → f 0 (an)χ(n) is periodic and thus has a well-defined mean value α.
Since p is a large prime, the function n → f 0 (apn)χ(pn) has the same mean value α. Taking means (which only requires using finitely many n), we conclude that
and hence by (33) we have α ≪ ε where the implied constant can depend on G and χ. Thus the function n → f 0 (an)χ(n) has mean O(ε), which implies that
for sufficiently large x. The claim follows.
We can now prove part (ii) of Theorem 1.1. Let a be an integer, and suppose that G does not weakly pretend to be any Dirichlet character χ. Let ε > 0. By Theorem 1.1(i), f lies within ε of a periodic function f 0 of some period q. By Proposition 6.1, we have
for every Dirichlet character χ, which by Dirichlet character expansion implies that
Approximating f by f 0 , we conclude that
But by the periodicity of f 0 , the left-hand side is f 0 (a). Taking limits, we obtain f (a) = 0, as required.
A similar argument can be used to prove part (iii) of Theorem 1.1. Suppose that G weakly pretends to be a Dirichlet character χ of some period q 0 , then it cannot weakly pretend to be any other Dirichlet character that arises from a different primitive character than χ. Again, let ε > 0, let a be an integer, and let f 0 be a periodic function lying within ε of f of some period q; by dilating the period we may assume that q is a multiple of q 0 . By Proposition 6.1, we have 1 Ω(n+h j )=ε j (q j ) = 1 q 0 . . . q k as claimed.
We now give an argument, discovered independently by Will Sawin and by Kaisa Matomäki, that also gives some bounds on Liouville sign patterns of length four. The key estimate is the following partial result towards a four-point case of the logarithmically averaged Chowla conjecture: where α is the quantity in Proposition 7.1 for some generalised limit functional lim. This gives the desired contradiction.
Lastly, we establish the corollary on equidistribution of additive functions.
Proof of Corollary 1.10. Let f 0 , . . . , f k , h 1 , . . . , h k be as in that corollary. Let g 0 , . . . , g k : N → S 1 be the multiplicative functions g j (n) ≔ e( f j (n)) = e 2πi f j (n) , which take values in the unit circle S 1 ≔ {z ∈ C : |z| = 1}. From ( n + h 0 ) ) . . . P k (g k (n + h k )) = P 0 (0) . . . P k (0).
We observe that the space of Laurent polynomials is dense in the space of continuous functions from S 1 to C with respect to the sup norm.
14 To see this, we apply the StoneWeierstrass theorem to the compact Hausdorff space S 1 , and use the fact that Laurent polynomials form an algebra which is closed with respect to conjugation.
Note that, by the Cauchy integral formula, for any Laurent polynomial P we have P(0) = S 1 P(z) dz. 13 Laurent polynomials are functions of the form z → N j=−N c j z j with c j ∈ C and N ∈ N. 14 Ordinary polynomials would not be dense in this space, as is seen by considering the conjugation function z → z, which is non-analytic. (|I j | + ε).
Sending ε → 0, we obtain the first part of Corollary 1.10. The second part then follows by repeating the proof of Corollary 7.2.
