The generating functions for a large class of combinatorial problems involving the enumeration of permutations may be expressed as solutions to matrix Riccati equations. We show that the generating functions for the permutation problem in which the number of inversions is also preserved form a system of matrix Riccati equations in which the differential operator is the Eulerian differential operator. We obtain the classical result of MacMahon concerning permutations.
Introduction
The purpose of this paper is to give a new application of matrix Riccati equations involving differential and other operators. The application concerns an area of combinatorial theory which deals with the enumeration of combinatorial structures. The particular structure we consider here is the sequence.
We show that the generating functions y?(x), for Os=sssQ-l andO a st a sP-l, associated with a large class of permutation enumeration problems, satisfy a system of non-linear ordinary differential equations of the form in which the elements of U and V satisfy the differential equation
2>"u = pu (1.3) 0012-365X/81/0000-0000/$02.50 © North-Holland for some fixed /3 and fixed positive integer a, and are hence obtained in closed form. Equation (1.2) was previously obtained using a purely algebraic argument by Jackson and Goulden [7] and Gessel [6] attributes a number of expressions of this type to Stanley [12] . A particular case has been given by Carlitz and Scoville [21
We also show that related permutation and sequence enumeration problems correspond to q-analogues and backward difference analogues of (1.1), (1.2) and (1.3) . In these, 3) is replaced by the Eulerian differential operator % (defined in Section 6) and the backward difference operator V (defined in Section 7). For clarity, we refer to (1.1) as a matrix Riccati Qi-equation, and its q-analogue and V-analogue as a matrix Riccati ^-equation and a matrix Riccati V-equation, respectively.
The interest in permutation and sequence enumeration is explained by the observation that sequences may be used for encoding combinatorial structures. Thus, particular aspects of combinatorial structures may be examined by means of the theory of sequence enumeration. A number of approaches to an algebraic theory of sequence enumeration has been adopted by several authors (e.g. [3, 4, 5, 6, 8, 11] ).
It is perhaps unexpected that a class of discrete problems may be transformed into a system of differential equations involving continuous variables. An explanation of this in the present context is given in Section 3.
Let {0,1}* denote the sequence monoid on {0,1} with concatenation. If S, Ts{0,1}* then ST denotes {a/3 | a e S, 0 e T), and S* denotes Uk=o S k , where S° = {e} and e is the null sequence. The enumeration problems we consider involve sequences with periodic shape. A sequence a t • • • tr, on M n ={1,..., «} has shape k x • • • k ( _, e{0,1}* if a, <a j+1 when k, = 0 and a, SSCT.+I when k, = 1 (so 1423 has shape 010). We refer to the determination of the generating function for the number of sequences with shape in Ss{0,1}* as the (enumeration) problem S. When S^StW^Sj for some S,, W, S 2 s{0,1}* we say that the problem S is a periodic problem.
Let c"(S), where Sc{0,1}*, be the number of permutations in Jf" with shape in S and c nm (S) be the number of these with m inversions, where an inversion in IT is a pair (i, /) such that o-f ><r, and /</ (so 1423 has two inversions). Let
and x and q are indeterminates. Then <P and <P" are the exponential and Eulerian generating functions for the problem S. We usually denote <P(S; x) by <fr(S) for brevity. Let i = (i'i i") and c t (S) be the number of sequences over Jf n with shape in S and with i, occurrences of /, for / = 1,..., n. The ordinary generating function for S is * , n (S;x) = Xc,(S)x' 1 "--x| r , i where x= (x lr ..., xj are indeterminates. We denote V"(S; x) by ^(S).
Sections 3, 4 and 5 deal with the determination of *(S) both for the periodic case and for the arbitrary case. Sections 6 and 7 contain extensions of this material for the determination of #"(S; x) and ^"(S), respectively. Section 8 gives an application of the material of Sections 5, 6 and 7 to the derivation of MacMahon's result [9] and its generalisations.
Historical background
In 1881, Andre [1] , in his early investigations into the combinatorial properties of Eulerian numbers, considered the problems (01)* and (01)*0. He termed permutations with these shapes affeniafing. It may be shown by the method of This historical evidence of Andre suggests that other periodic problems may be associated with systems of non-linear differential equations and this, indeed, is the case. For example, it will be seen in Section 3 that the system This problem has been treated by Carlitz and Scoville [2] by a method which does not exploit the connexion with matrix Riccati equations.
In the next section we consider a combinatorial construction which gives systems of differential equations for periodic permutation problems. Although the equations may be established faster by means of exponential generating functions, the familiar approach which we give here suffices in the present context. The construction is modified in Sections 6 and 7 to incorporate, respectively, permutations with inversions, and sequences.
The construction of the systems of equations for periodic permutations problems
We describe the method for constructing the systems of differential equations with reference to the particular case (namely (2.1)) given in Section 2, since generalisation to the arbitrary case is immediate. Let W = (0 2 1 2 )* and consider the permutation problem WO. Let a be an arbitrary permutation on Jf" with shape in WO. Clearly n must be greater than one. When the largest element, namely n, in a is deleted, a decomposes into a left fragment and a right fragment, in two distinct ways. These are, either (i) the left fragment has length r and shape in WO; the right fragment has length n-l -r and shape in 1W0; or (ii) the left fragment has length n -1 and shape W; the right fragment is empty. The contribution of (i) to c"(W0) is c r (W0)c"_,_ r (l WO). Moreover, the set on which the left fragment is constructed may be chosen in (" 7 1 ) distinct ways, since the largest element, n, is excluded from this selection. The set on which the right fragment is constructed is then determined. The contribution of (ii) 
A special case of the periodic permutation problem
The preliminary system we consider is based on the problem (0 P 1°)* where P and O are fixed positive integers. Using the method given in Section 3 we may obtain a system of differential equations for y' = <P(P(0 P 1°)*0'). This preliminary system is included here because the method for obtaining its solution may be extended to a more general result given as Theorem 5.2, and because the latter has a more difficult proof whose strategy is an amplification of the former. Proof. Consider an arbitrary permutation on Jf" with shape in (0 P 1°)*. Then by the construction of Section 3 we have directly, for 0 «s s < O -1 and 0 *s t«s P -1, ®y. = 1I yfS'p-iSf-'yf+I ytsr'+Z yjSj-.+ajs?. with the convention that Vl l = U' o = 0. Accordingly, we obtain the following basic relationships from which U\ and V\ may be derived
We consider U' t first. By iterating (iii) we have 2i°l/ 0 =(-l) Q " 1 2'C/ 5 o_ 1 = (-l)°Vp_ 1 from (iv). By iterating (ii) we have 3 p_1 Vp_ l = V 0 so, eliminating Vp_, between the two expressions we obtain 2> • When P = Q = 2, we note that this lemma may be specialised to give the generating functions for the permutation problem (0 2 1 2 )* exhibited in Section 2.
The general periodic permutation problem
We now consider permutations with arbitrary periodic shape
This problem entails the additional examination of permutations with shape
The theorem which is derived demonstrates that the exponential generating function for this problem may be obtained as the solution to a pair of matrix Riccati 9-equations, and that these may be solved explicitly. One of these equations deals with periodic permutations whose shape is in the prescribed set •iHiN*. while the other deals with certain permutations of fixed shape aCS Proof. The matrix Riccati S-equations for X and p. follow directly from the construction of Section 3. We linearise the equation for X by the method reported in Reid [10] , and we follow the strategy employed in the proof of Proposition 4.1. Let U be a Q x Q non-singular matrix, and V be a Q x P matrix such that 2>U = U(XB+D) and V = UX. Then U and V satisfy the equations S>U = UD + VB and S)V = UC-VA. The linearisation of the matrix Riccati 2) -equation for p is similar. Let S be a QxQ non-singular matrix and let T be a Qxp matrix such that 2IS = S(pB+D) and T = Sp. Then S and T satisfy the equations 2>S = SD+TB and 2>T = SE-TA.
Clearly T(0) = 0 and, for definiteness, we may set S(0) = I. We note that this case differs from the case for X only in the condition that 3>T"'^' = 0. Iterating these equations as before we have
Again, it follows from these after routine calculation that so S^ is a polynomial in x. The initial condition is satisfied by S^= 1. Setting n = m and N = M we have S™ti = (-l) T 2) { S% 0 1 so S^S , = (-l) r & since the constants of integration are zero, to satisfy the initial conditions. It follows that S^=(-l) a+r 6-s and W=(-l) b+r 6_" so the condition 3>Tft 1 = 0 is satisfied. This completes the evaluation of S and T where p = S _1 T. The result follows by Cramer's Rule. •
The periodic permutation problem for inversions
The purpose of this section is to derive *"(W; x) where W is an arbitrary set of periodic shapes. Our reason for doing this is that it provides us with a means for obtaining q-analogues of Theorem 5.2. We may proceed as for &(W), although a slight adjustment to the argument of Section 3 is necessary. The following observations are required (see, for example [8] ).
(i) Let tj be a permutation on Jf". If n occurs in position i of a-then n contributes n-i to the number of inversions in a. (Thus 1432 has 2+number of inversions in 132 = 2+l+number of inversions in 12 = 3.)
(ii) Let I(a, 0) be the number of inversions (i, /) in any permutation cr^-• • a n = cr = o-'or" on Jf n such that <r' is a sequence over a£./V m |a| = r, cr" is a sequence over P=Jf" -a and a t ea, Oj e (i. Then
The argument of Section 3 may now be modified quite easily. By considering the contributions from cases (i) and (ii) in Section 3, and by using observations (i) and (ii) above, we have, in the notation of Section 1, with W=(0 2 1 2 )*, This is a q-analogue of (3.1). Let u q (x) = #"(W;x), o"(x) = * q (W0;x), w"(x) = # q (lW;x) and z q (x) = * (| (lW0; x). Then these generating functions satisfy the following system of non-linear Eulerian differential equations &w q (x) = i> q (x)w q (qx) +1,
with initial conditions u q (0) = u q (0) = w q (0) = z q (0) = 0. This is a q-analogue of (2.1). We note that these equations may be rewritten in the following matrix form
Accordingly, we call this a matrix Riccati ^-equation. Its solution may be obtained as follows. Let U be a QxQ non-singular matrix such that V = UY. Then U, V satisfy Proof. The matrix Riccati ^-equations for X and p follow directly by means of the construction indicated at the beginning of this section. To linearise the equation for X we follow the proof of Theorem 5.2, with 3> replaced by %. The result follows immediately.
•
The periodic sequence problem
The combinatorial problems which we have considered in the earlier sections have been concerned with permutations, but the problems may equally well be solved for sequences in general. The purpose of this section is to derive f"(S) when S is periodic. We may use the argument of Section 3 but, as was the case for its adjustment to account for inversions in Section 6, so do we now adjust it to account for sequences.
Now W"(S) -^n(S)-^"-i(S)
is the ordinary generating function for all sequences over . Af" with shape in S and with at least one occurrence of the element n. We now look for the first occurrence of n from the left in each sequence and we apply the argument of Section 3, having observed that left fragments of sequences obtained during this process are, of course, sequences over •A r "_i. Thus, putting W = (0   2   1 2 )*, we have
This is a V-analogue of (3.1). Let u" = V n (W), v" = ^"(W0), w" = tf^lW) and 2ri = 1 P"(lW0). Then these generating functions satisfy the following system of non-linear V-equations Vu" = r n (t)". 1 w"+1).
Vu" = x,,(ij"_ 1 z n + u"_ 1 ), Vw" = x n (w"_ 1 z" + « n ), Vz" = x n (z"_,z" + v n + w"_,) with initial conditions «,, = v" = vv" = z" = 0 at n -0. This is a V-analogue of (2.1).
We may rewrite these equations in the form This is a result due to Gessel [6] .
