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ABSTRAK 
 
 Wahyuni Putranto, 2015. PERBANDINGAN METODE GRADIENT 
DESCENT DAN GRADIENT DESCENT DENGAN MOMENTUM PADA 
JARINGAN SYARAF TIRUAN BACKPROPAGATION DALAM 
PERAMALAN KURS TENGAH RUPIAH TERHADAP DOLAR AMERIKA. 
Fakultas Matematika dan Ilmu Pengetahuan Alam, Universitas Sebelas Maret. 
 
 Jaringan syaraf tiruan dapat digunakan sebagai metode yang efektif untuk 
meramalkan kurs. Algoritme pelatihan dalam jaringan syaraf tiruan yang sering 
digunakan untuk peramalan adalah backpropagation. Pada backpropagation, 
bobot jaringan diubah menggunakan metode gradient descent. Metode gradient 
descent dapat dimodifikasi dengan penambahan momentum, sehingga memiliki 
laju konvergensi lebih cepat. Modifikasi ini disebut gradient descent dengan 
momentum.  
Penelitian ini bertujuan untuk membandingkan proses pelatihan struktur 
jaringan menggunakan metode gradient descent dan gradient descent dengan 
momentum pada jaringan syaraf tiruan backpropagation. Metode gradient descent 
dan gradient descent dengan momentum digunakan untuk menentukan parameter 
model jaringan syaraf tiruan backpropagation, yaitu bobot. Data pelatihan yang 
digunakan dalam penelitian ini adalah data harian kurs tengah rupiah terhadap 
dolar Amerika dari 2 Januari 2013 sampai dengan 23 Juli 2013. Beberapa 
kombinasi dari banyaknya unit masukan, unit tersembunyi dan laju pelatihan 
diterapkan dalam penyusunan struktur jaringan untuk mencari model terbaik. 
Model terbaik dipilih berdasarkan nilai rataan kuadrat sesatan (RKS). Kemudian 
model terpilih diterapkan pada peramalan kurs tengah rupiah terhadap dolar 
Amerika dari 21 Februari 2014 sampai dengan 28 Februari 2014. 
Berdasarkan hasil penelitian, struktur model terbaik yang diperoleh dari 
kedua metode adalah 1-5-1. Peramalan kurs tengah rupiah terhadap dolar Amerika 
dari 21 Februari 2014 sampai dengan 28 Februari 2014 menggunakan model 1-5-
1 dengan bobot yang diperoleh dari metode gradient descent lebih akurat daripada 
bobot yang diperoleh dari metode gradient descent dengan momentum. 
 
Kata kunci : jaringan syaraf tiruan, backpropagation, gradient descent, gradient 
descent dengan momentum, kurs tengah 
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ABSTRACT 
 
 Wahyuni Putranto, 2015. COMPARISON OF GRADIENT DESCENT 
AND GRADIENT DESCENT WITH MOMENTUM METHODS ON 
BACKPROPAGATION ARTIFICIAL NEURAL NETWORK IN 
FORECASTING THE MIDDLE RATE OF THE RUPIAH AGAINST US 
DOLLAR. Faculty of Mathematics and Natural Sciences, Sebelas Maret 
University. 
 
 Artificial neural network can be used as an effective method to forecast the 
exchange rate. Training algorithm in artificial neural network which often used in 
forecasting is backpropagation. In backpropagation, weights of the network are 
updated by using gradient descent method. Gradient descent method can be 
modified by the addition of momentum, so it has a faster convergence rate. This 
modification is called gradient descent with momentum. 
 This aim of the research is compare the network structure of training 
process using gradient descent and gradient descent with momentum methods on 
backpropagation artificial neural network. Gradient descent and gradient descent 
with momentum methods are used to determine the parameters of 
backpropagation artificial neural network model, namely weight. Training data 
used in this research is the daily data middle rate of rupiah against US dollar from 
January 2, 2013 until July 23, 2013. Some combinations of the number of input 
units, hidden units, and learning rate were applied in the construction of the 
network structure in order to find the best model. The best model was selected by 
using the value of mean square error (MSE). Then the selected model is applied to 
forecast the middle rate of rupiah against US dollar from February 21, 2014 until 
February 28, 2014. 
Based on the results, the best model structure obtained from both methods 
was 1-5-1. Forecasting the middle rate of rupiah against US dollar from February 
21, 2014 until February 28, 2014 using the model 1-5-1with weights derived from 
the gradient descent method is more accurate than the gradient descent with 
momentum method. 
 
Keywords : artificial neural network, backpropagation, gradient descent, gradient 
descent with momentum, middle rate 
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      : unit masukan ke-  pada waktu ke-           
      : sinyal masukan ke-  pada waktu ke-           
    : unit tersembunyi ke-           
         : bobot yang menghubungkan unit masukan      ke unit lapisan 
  tersembunyi    
     : bobot yang menghubungkan bias di unit masukan ke unit  
  lapisan tersembunyi    
∑     : fungsi penjumlah 
       : nilai hasil penjumlahan sinyal unit masukan      dan  
  bobot-bobot ke unit lapisan tersembunyi         
     : sinyal keluaran pada unit tersembunyi ke-           yang 
  akan dikirimkan ke unit keluaran 
    : unit keluaran pada waktu ke-  
     : bobot yang menghubungkan unit lapisan tersembunyi     ke unit 
  keluaran    
     : bobot yang menghubungkan bias di unit lapisan tersembunyi 
  ke unit keluaran    
       : nilai hasil penjumlahan sinyal keluaran pada unit tersembunyi    
  dan bobot-bobot ke unit keluaran     
    : sinyal keluaran pada unit keluaran pada waktu ke-  
   : fungsi kesalahan 
    : target pada waktu ke-  
   : gradien dari fungsi 
    : koreksi kesalahan diantara unit keluaran pada waktu ke-  dan 
  lapisan tersembunyi 
   : laju pelatihan 
      : besarnya koreksi bobot     
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       : besarnya koreksi bobot     
         : besarnya koreksi bobot          
      : besarnya koreksi bobot     
    : koreksi kesalahan diantara lapisan tersembunyi ke-           
    dan lapisan masukan 
   : parameter momentum 
               : nilai hasil transformasi data 
    : nilai data yang akan ditransformasi 
       : nilai minimum dari seluruh data 
        : nilai maksimum dari seluruh data 
    : nilai terendah interval 
    : nilai tertinggi interval 
  
perpustakaan.uns.ac.id digilib.uns.ac.id 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
commit to user 
xiv 
 
DAFTAR LAMPIRAN 
 
Lampiran 1. Data harian kurs tengah rupiah terhadap dolar Amerika dari  
            2 Januari 2013 sampai dengan 20 Februari 2014………………  33 
Lampiran 2. Hasil RKS pelatihan menggunakan algoritme pelatihan 
        backpropagation dengan gradient descent……………………..  34 
Lampiran 3. Hasil RKS pelatihan menggunakan algoritme pelatihan  
        backpropagation dengan gradient descent momentum (  = 0.9)… 35 
 
 
 
