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ABSTRACT Demining is a highly impactful but complex problem which requires considerable resources
and time. Land mine detection is the most hazardous and time consuming of the tasks in the demining
pipeline. Currently, the risk of landmines being present in an area is estimated on the basis of non-technical
surveys which are expensive and slow. This paper presents a novel spatial landmine risk prediction model
to help and improve the allocation of resources in demining operations and even predict future areas of
interest. Our approach is based on training predictive models on geographical and social development data
for areas recorded to have been demined in the past. We then use this model to predict areas with high chance
of mine presence in the vicinity of the demined area so as to progressively expand the area of operations.
We explore weighted classification and biased scoring methods to improve the performance of our base
logistic regression and support vector machine models. Refinement of conventional models allows us to
tackle the problem of unbalanced datasets in our application. The resulting pipeline is then characterized in
terms of various performance metrics. The results show that the pipeline has a potential to provide reliable
predictive information based on historic demining data, which can help organizations plan their resource
allocations in future demining operations.
INDEX TERMS Social implications of technology, logistic regression, support vector machine, predictive
analysis, landmine risk.
I. INTRODUCTION
Landmines are a blight on regions recovering from conflict.
Un-cleared landmines claimed more than 8000 casualties1
in 2016 alone, and the numbers unfortunately have been more
or less steady year on year for the past 20 years [1]. Since
landmines are cheap to produce, easy to deploy, maintenance
free and extremely durable, huge amounts were exces-
sively deployed in countries such as Cambodia, Mozam-
bique, Afghanistan and other counties during recent civil
conflicts [1]. In the post-conflict period, the existence of
unexploded landmines results in migration, displacement and
casualties, which significantly influences the local communi-
ties [2].
Many global non-governmental organizations (NGOs)
including those funded by the United Nations, have been
participating in demining operations with a positive impact
The associate editor coordinating the review of this manuscript and
approving it for publication was Yudong Zhang.
1http://www.the-monitor.org/en-gb/reports/2017/landmine-monitor-2017/
casualties.aspx#ftn1
on local economies and communities.2 The demining process
comeswith inherent substantial complexity. Typically, a dem-
ining cycle includes processes such as: vegetation clearance,
detecting a landmine using devices, prodding to find the
position of the landmine, and finally, removing the mine [3].
In recent years, the following approaches have been mainly
applied to detect landmines: trace/vapour explosive detec-
tion, bulk explosive detection, mine casing detection, and
infrared/hyper spectral detection. These technologies have
shown promise in detecting landmines in various scenarios,
with one of the main challenges being to detect mines buried
in great depth [4]–[7].
One of the major issues in demining operations is the
mismatch between the size of the area to cover and the
resources available. Furthermore, due to the lack of clear
evidence on the location of the contaminated areas, effective
planning of the deployment of limited demining resources is
a challenge. Currently, the allocation of demining resources
2https://peacekeeping.un.org/en/mine-action
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mainly depends on non-technical surveys, demining dogs,
and local knowledge. The cost of conducting a non-technical
survey varies anywhere between $1.8 per square feet to $5 per
square feet [8]. Moreover in a post-war environment, a non-
technical survey can be biased for various reasons, such as
locals providing inaccurate information for their own benefit
such as to create jobs or increase the value of land. Thus,
the intelligence from these techniques is often inaccurate,
biased, and misleading [9]. Furthermore, the use of sniffing
animals such as dogs or rats can add significant overhead
costs, can be extremely time consuming, and have limited
accuracy. Therefore, a method which can use historic as well
as up-to-date information to triage areas based on probabil-
ities of mine contamination could add great value to these
surveys. To the best of authors’ knowledge, currently there
is no automated method that has been implemented for the
prediction of landmine risk, and this work is the first to pro-
pose the application of well-known machine learning (ML)
algorithms to this problem.
In particular, we show that we can achieve high accuracy
in predicting mine contamination in unexplored areas using
publicly available historic demining data and conventional
ML algorithms. This could widely impact the operational
efficiency of demining organizations in terms of cost and
speed of demining operations, thus bringing clear societal and
economic benefits to mine-affected communities.
II. RELATED WORK
Recently, many industries have had their operation methods
greatly advanced through the application of information tech-
nology. For example, patterns of interest can be extracted
from spatial predictive analysis using platforms such as the
geographic information system (GIS). By applying advanced
data-mining techniques on criminal events records in police
departments’ GIS database, the analysis can predict trend of
criminal events in the future [10], [11]. Similarly, demining
operations can also benefit from application of GIS, with
suitable ML techniques applied.
Logistic regression (LR) [12], [13] is widely used in classi-
fication problems. It can automatically transfer a binary label
result to its probability, which is very suitable to the nature of
landmine risk problem. Authors of a recent paper [14], [15]
used a GIS-based study to make several modifications to
adapt the original LR model to a rare-events dataset – min-
eral distribution in southeast China. This GIS-based study
provided some useful corrections, which, if more-generally
applied, could possibly improve the regression model perfor-
mance in terms of recall and overall accuracy. For example,
a variance inflation factor (VIF) was calculated to reduce the
dimension of dataset. In our problem, a trade-off between
elimination of multi-collinear variables and completeness of
information exists. This topic will be explained in details in
later section.
Support vector machine (SVM) [18] is another popular
algorithm to solve similar problems. Especially when deal-
ing with a non-linear separable problem, the SVM model
has unmatchable advantages compared with linear models.
Similar to LR, the SVM method has been widely applied
to rare event prediction such as credit risk classification
[19]–[23].Moreover, the SVMalgorithm is also implemented
for spatial predictive analysis with altered non-random sam-
pling in order to overcome influence from imbalanced
data [24]–[27].
On the basis of this discussion, our proposed method
includes the process of translating traditional binary output
of the SVM into a probability result. Probability results
are designed to give a broader definition of ‘presence’, and
thus provide demining organizations with more flexibility in
decision-making.
III. METHODS
A. LOGISTIC REGRESSION (LR)
LR [12] is designed to construct regression that can fit
underlying relations between multiple explanatory variables
and dependent variables. The dependent variable is typi-
cally binary, with values 0 and 1. In the context of this
paper, we have assigned presence and absence of landmine to
dependent variable values 1 and 0, respectively. The relation
between the dependent and independent variables is generally
described by a linear equation of the following form:
y = β0 + β1x1 + β2x2 + . . .+ βdxd (1)
where y denotes the result of regression, and xi∀i ∈ [0, d] rep-
resents dimensions of the observation features or, in our case,
the features corresponding to the geographical position of a
prospective mine. The coefficients βi∀i ∈ [0, d] represent the
regression coefficients to be learned through the data. Finally,
d is the number of explanatory variables for an observationX .
By convention, the sigmoid function is used to inter-
pret the output y to a probability value p(X), ensuring that
p(X)∈(0,1), and that the value increases sharply from 0 to
1 in monotonous rise. This is an approximation suitable for
the binary case. [15]–[17]:
p (X) = 1
1+e−y (2)
where p (X) is the predicted probability of the observation
belonging to class 1 (presence of landmine). A major task of
training the LR model is to find a suitable coefficients vector
β, which can be acquired by maximum likelihood estimation.
If we assume there are n observations:X1, X2, . . . ,Xn,
and their observed class labels are ω1, ω2, . . . , ωn, then the
likelihood function can be given as,
L (β)=
n∏
i=1
(p (X i))ωi (1−p(X i))1−ωi (3)
From equations (1) and (2), p (X i) is a function of β for
observed values of vector X i. The goal is therefore to find
β which maximizes the value of function (3). Applying the
natural algorithm in (3) yields the following equation which
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can be solved to acquire the optimal β by using the gradient
descent method [17]:
ln (L (β)) =
n∑
i=1
(ωi ln (p (X i))+(1−ωi)ln(1−p (X i) ))
(4)
B. NON-LINEAR SUPPORT VECTOR MACHINE
Support vector machine (SVM) techniques [18] are based
on linear discriminant functions to solve binary classification
problems. In practice, SVM relies on projecting data points
to a higher dimension space, as, in most cases, it is easier
to use this hyperplane to separate two groups of data points.
Non-linear kernel functions can support this process in a non-
linearly separable dataset [19]. The training mechanism is
shown below.
Similar to LR, this work can be regarded as a
two-class classification problem which has a training sample
(observation) dataset: S = {X1,X2,X3, . . . ,Xn}. Obser-
vation X i belongs to either one of the classes (absence
of landmine, presence of landmine), which is represented
by yi ∈ {−1,+1}. As previously, X denotes a fea-
ture vector corresponding to a particular geographical data
point.
In an ideal case where data points are linearly separable,
the separating hyperplane is of similar form to LR and can be
written as:
f (X) = βTX + β0 (5)
where β = [β1, β2, . . . ,βd ]T denotes the group of coef-
ficients applied to the corresponding observation feature,
d represents the number of features (dimensions) of an
observation, and β0 is the intercept. Two hyper-planes
f (X) = +1 or − 1 leave previously mentioned margins in
both sides of the separating hyperplane, allowing possible
wrongly classified observations in this area. Therefore the
final classification criteria is written as [15]:{
βTX i + β0 ≥ +1 for yi = +1
βTX i + β0 ≤ −1 for yi = −1 (6)
The observations fall onto two margin hyperplanes (when
f (X i) equals to +1 or −1). The optimal solution should
distinguish the two classes of support vectors as much as
possible from the separating hyperplane. For any support
vector, the distance to a separating hyperplane is 1/ ‖β‖, and
is doubled for both sides ofmargins as 2/ ‖β‖. To simplify the
derivation, the problem becomes an optimization problem:
Minimize
1
2
‖β‖2 (7)
Which is subject to:
yi(βTX i + β0) ≥ 1 (8)
Applying a Lagrange function to solve this problem, we can
get β and β0 by solving the following group of equations [15]:
β =
n∑
i=1
λiyiX i
n∑
i=1
λiyi = 0
λi ≥ 0
λi(yi
(
βTX i + β0
)
− 1) = 0 (9)
where λi is the introduced Lagrange multiplier. Here, all
X i are support vectors. For the non-linear separable case,
a mapping function of selection 8(·) needs to be applied to
all observations X i to work as mapping function, projecting
X into higher dimensional space, where the observations
represented by Z become linearly separable [16]:
Zi= 8(X i) (10)
The solution steps previously demonstrated should be applied
in the same way, on Zi instead of X i.
We note that, in order to unify the setting with the LR
model, the SVM predictor’s output ‘-1’ for the absence class
will be replaced by ‘0’ in our notation below.
C. BAGGING – AN ENSEMBLE METHOD
The ‘‘bagging’’ method is designed to enable multiple clas-
sifiers into same sets to carry out a ‘‘major vote’’ on the final
result. It can substantially improve performance compared
with a single predictor model as it helps avoiding overfitting
and reducing runtime variance [27]–[30].
Assuming the training dataset is S, training m meta-
classifiers requires generating m training subsets S1, S2,..,
Sm by sampling with replacement. The meta-classifier can
be any of the traditional classification models such as SVM
or decision tree. The number of observations for each subset
will be smaller or equal to the size of S.
After m meta-classifiers are generated, the classification
result of an observation X would be:
ffinal (X) =
m∑
i=1
1
m
fi (X) (11)
where f denotes the classification function of any kind of
model, such as SVM for this particular work. The final result
is the average value of the meta-classifiers’ result. There are
different ways to interpret the final result. In this paper we
propose to take the average value itself as a final result, thus
the final result of SVM’s output could be treated the same as
a probability output from LR.
IV. PROPOSED MODEL FOR LANDMINES PREDICTION
In this work we are proposing a pipeline shown in Figure 1,
which could apply a combination of heuristics and mapping
to a dataset from active demining operations, in order to
extract usable features. These features could then be used
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FIGURE 1. Proposed model for prediction of landmine risk.
to train a variety of models for the purpose of predicting
landmine distributions in mine fields. Our aim is to demon-
strate that even the most accessible ML algorithms, such
as SVM or LR, could have significant positive impact on
demining operations around theworld by predicting landmine
distributions.
The main steps of the proposed model comprise defining
the explanatory variables of our dataset and the mapping of
the minefields, a pre-processing step, training of the predic-
tion algorithms, and performance evaluation. The core focus
of this work is tomake a prediction on the presence or absence
of landmines within a particular study area.
A. STUDY AREA AND DATASET
Cambodia is one of the countries that has suffered most from
explosive remnants of war (ERW). A high proportion of the
country’s area remains contaminated, and hence an accurate
landmine risk prediction tool would help expedite operations
in this country. To test our approach, landmine operations data
in Cambodia was provided by HALO Trust. This data mainly
contains 2 parts:
• Demining operations done by HALO Trust
in 1992-2012
• Demining operations done by all other organizations
in 2010-2017
Among the aforementioned dataset, all ERW including dif-
ferent types of landmine and other unexploded devices are
taken into consideration. The operations that have found
landmine and other ERW at certain geographical loca-
tions are combined with the country map (Positions shown
in Figure 2). The study chose an area close to the city Phsar
Prum (12.93 N, 102.50 E). This area covers 113 square kilo-
metres. Furthermore a larger area is also included as Extended
Area in the study, which covers 248 square kilometres and is
shown in Figure 3. The terrain in this region is mainly flat,
with a small portion of hills. The study area and extended
surrounding area share the same type of terrain; the minefield
densities are also similar. Transportation networks are also
FIGURE 2. Distribution of landmine and ERW in cambodia based on
demining operations in 1992-2017 and location of study area (yellow
rectangle covers study area, orange rectangle represents surrounding
area).
FIGURE 3. 3 Landmine distribution in study area (inside blue frame) and
surrounding area (red shadowed areas are minefields).
present within this area. In our implementation, we train the
models on data sampled from the study area (train set), and
then validate the models on both the test set from the study
area and on the extended area.
B. MAPPING OF MINEFIELDS AND
EXPLANATORY VARIABLES
1) MINEFIELD DATA CONVERSION
The minefield data were provided in shapefile format, which
is a popular serialization format for GIS applications. In order
to simplify the process linking dependent variable (mine-
field presence) with other explanatory variables, all infor-
mation was converted to raster layer format. The resolution
of the finest observation, which is also regarded as a datum
point, is 900 square meters. Based on experience, previous
studies [18]–[21], and availability, in total 11 features were
selected as candidate explanatory variables, which are sum-
marized in Table 1.
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TABLE 1. Information of explanatory variables.
2) EXPLANATORY VARIABLES
Topographical elevation data are collected from ‘‘ASTER
GDEM Version 002’’ [31]. This was a project developed col-
lectively by NASA and Japan’s Ministry of Economy, Trade,
and Industry, posted on a 30 meter grid with vertical root-
mean-squared-error between 10 and 25 meters. The hill slope
in percentage data are calculated from elevation in quan-
tum geographic information system (QGIS) platform using
geospatial data abstraction library (GDAL)’s slope package,
the output of which is also posted to a 30 meter grid raster
layer. There are some variable raster maps which don’t have
that resolution, such as population density which was based
on a 4500 meter grid, from which we extracted data to match
our 30 meter grid. Having the finest possible grid gave us
more data samples, which can increase the accuracy of our
prediction.
The location of the national border, transportation net-
works such as roads, railways, and water channels data are
collected from various sources, with details shown in Table 1.
As logistic regression works well for continuous variables
instead of categorical variables [16], we converted all categor-
ical explanatory variables to continuous numerical by calcu-
lating distance-to value in meter unit with GDAL’s Proximity
package. The module measures distance from the centre of a
random pixel to the centre of its nearest pixel which belongs
to the target dataset.
Trend of forest coverage data are extracted from Earth Sci-
ence Data Records of Global Forest Cover and Change V001,
a work completed by University of Maryland and NASA. It is
mainly derived from enhanced Global Land Survey (GLS+)
data sets and surface reflectance ESDRs [29]. In the study
we split the data into three parts – Persistent Forest, Forest
Loss, and Forest Gain. Generally, areas where landmines are
found would experience a change of vegetation coverage.
Changes between 1990 and 2000 are collected based on this
dataset, as mine operation data is not available before 1990.
We have extracted probability data from a project
by NASA and Columbia University targeting year 2010,
the Human Built-up and Settlement Extent. This dataset maps
levels of urban development using a scale of 1 to 100 with
30m spatial resolution [32]. This work is based on classifica-
tion of global surface reflectance data from previous projects.
We also collected population density data using ‘‘Gridded
Population of the World v3’’, to get a population density grid
of Cambodia in 1990 according to total population statistics
of the UN [39]. The mapping has a resolution of 4500 meter
which is converted to 30 meter grid in order to have a uniform
grid size.
C. DATA SAMPLING
Within the study area, 10,000 data points are randomly sam-
pled from the whole dataset as the training set. In addition
5,000 data points are sampled for the validation and test sets
respectively. Statistics of the training set suggest that there are
only around 450 points with values indicating presence of a
landmine, which counts for 4.5% of the total data points. This
indicates that the model is trained on an imbalanced dataset.
This could further exacerbate the risk of overfitting during
training, especially for the SVM algorithm. Therefore, in
order to tackle the imbalance, over-sampling was performed
on the dataset to remedy the imbalanced training dataset in
accordance with a previous study [33]. Moreover, a large
number of existing studies claimed that under-sampling,
which means selecting equal numbers of samples from both
classes of an imbalanced dataset, will result in losing part of
the information [34], [42]. However over-sampling, i.e. filling
the gap between the minority class and the majority class by
adding minority samples repetitively into the training dataset,
VOLUME 7, 2019 107263
W. Rafique et al.: Predictive Analysis of Landmine Risk
TABLE 2. VIF values of explanatory variables in each iteration of
dimension reduction (bold values are maximums of the iteration which
are greater than 10, and variable will be excluded from next iteration).
could increase the risk of overfitting. Taking these concerns
into consideration, we further explored remedies in the model
by tweaking performance criteria and decision thresholds.
D. DATA PRE-PROCESSING
This study used GDAL’s Translate package in QGIS to trans-
form and import data into ML programs written in Python.
Although LR is able to overcome large scale variance by
adjusting the β coefficients, it is still preferable to trans-
form variables into the same scale to speed up conver-
gence, especially since SVM is not scale-invariant. Therefore,
the pre-processing step also considers the scaling process.
Scikit-learn [40] is the main package that is used in model
training including scaling of data and prediction.
E. FEATURE SELECTION
A previous study showed that if the explanatory variables
used for training an LR algorithm are correlated, the model
cannot compute regression coefficients with confidence [41].
The relationship can be detected by calculating VIF values
for the explanatory variables. If the VIF value for an explana-
tory variable is greater than 10, it will likely have a strong
dependence on other variables, and would lead to errors in
coefficient estimations by the algorithm. We have used the
‘statsmodels’ package [42] to calculate the factor values of
each variable and remove high VIF features iteratively.
Results in Table 2 suggest that the ‘‘Distance to Border’’
variable should be removed, as it has multi-collinearity with
‘‘Distance to Railways’’. Moreover, the variable value range
in Table 2 indicates that the study area is located close to
the border and far from major railways of Cambodia. The
VIF values of these variables, however, are not extremely
large and are based on acquired knowledge. We do know for
a fact that landmines were planted along the border during
the conflict period to prevent people from escaping the coun-
try. Thus, it is difficult to decide if excluding ‘‘Distance to
Border’’ would benefit the performance, as it might cause loss
of important information as well. Therefore, this suggestion
will be tested in later sections.
F. ML IMPLEMENTATION APPROACH
1) SCORING METHODS TO FIND OPTIMAL PARAMETERS
As previously mentioned, the classification of landmine pres-
ence is a heavily imbalanced problem. To generate an infor-
mative model, we aim at the highest possible true positive
rate (TPR), or recall, while ensuring that other performance
measurements are controlled within an acceptable range. The
study firstly utilized a package’s mode to set the weight of
samples corresponding to the proportion of its own class in
the whole dataset. This ensured that the observations of a
landmine presence will havemuch larger weight than of those
an absence in the training set, to balance the fact that landmine
presence data represents only 4.5% of all observations.
To compare performance between models, the area under
the curve (AUC) is calculated for receiver operating char-
acteristic (ROC) curves resulting from the different models.
A ROCCurve is one of the most important evaluation metrics
for checking any classification model’s performance, as it
allows calculating the true positive rate (TPR) and false posi-
tive rate (FPR) corresponding to a specific decision threshold
of a binary classification. Generally, if the ROC curve is
almost full in its feature space, the AUC is close to 1, sug-
gesting that the model is stable and optimal. The calculations
of TPR and FPR are as follows:
TPR = True Positive
True Positive+ False Negative =
True Positive
Actual Positive
(12)
FPR = False Positive
False Positive+ True Negative =
False Positive
Actual Negative
(13)
To select the best probability threshold for binary predic-
tion accuracy, a selection process is programmed to find the
threshold corresponding to the point on the ROC curve which
has the shortest Euclidean distance to (FPR = 0, TPR = 1).
2) IMPLEMENTATION OF THE LR MODEL
As mentioned above, we use the scikit-learn package, which
implements an LR model with regularization controlled by a
parameter ‘C’ [37]. ‘LogisticRegressionCV’ is used to find
the best model parameter. This mainly applies three-fold
stratified cross-validation to calculate performance of each
selected parameter combination. The scoring method for the
LR model is the AUC value of the ROC Curve.
As discussed in Section 2.E, calculating VIF values for the
explanatory variable ‘‘Distance to Border’’ suggests multi-
collinearity that would lead to potential errors. To resolve
this issue, the AUC of the ROC curves was calculated for
two datasets with and without the variable. By analysing the
results, as shown in Table 3, it is safe to state that including
‘‘Distance to Border’’ does not de-stabilise the trained mode.
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TABLE 3. AUC of ROC curves for logistic regression algorithm on different
training sets.
TABLE 4. Confusion matrix of predictive models.
We therefore decided to keep this feature in the training set,
so as to process as much information as possible in our model.
3) IMPLEMENTATION OF THE SVM MODEL
The SVM algorithm requires defining more parameters com-
pared to the LR algorithm. First, the radial basis function is
chosen as the kernel of the algorithm, as it allows a stable
and simple optimal selection for model training. Moreover,
in addition to the parameter C defining the regularization
strength, a parameter γ (gamma) captures the influence of
a single observation in its surrounding dimension space, with
larger values corresponding to a smaller range of influence.
By implementing the built-in package GridSearchCV from
scikit-learn [40], we can traverse all pre-defined combina-
tions of parameter C and gamma. In order to emphasize TPR’s
importance in the training, this study chose ‘recall_macro’ as
a scoring method to pick suitable parameters for the SVM
model; ‘recall_macro’ calculates the arithmetic average recall
value of positive and negative classes.
This study also transforms the SVM’s binary result to
probabilities with bagging method using the BaggingClas-
sifier function. Furthermore, the bagging method is set to
generate 100 meta-classifiers where each classifier will make
use of 100% data from training set to perform training.
V. RESULTS, ANALYSIS AND EVALUATION
A. PERFORMANCE COMPARISON IN STUDY AREA
Using trained models of the two algorithms to predict the test
dataset sampled from the Study Area, the confusion matrix
generated for the LR and SVM models is shown in Table 4.
Results show that the SVM model is slightly better than the
Logistic Regression model in terms of TPR (199> 194). The
SVM model has 10.12% FPR, whereas LR’s FPR is 23.62%.
This indicates that the LR model generates more than double
the number of false alarms compared to the SVM algorithm.
A lower FPR is meaningful in reducing waste of demining
resources in our case.
FIGURE 4. Measurements comparison of predictive models.
FIGURE 5. ROC curves of predictive models (green line - SVM red line -
logistic regression).
Additional performance measures were calculated to gain
better understanding of the results from both algorithms.
First, the precision score was calculated as follows:
Precision = True Positive
True Positive+ False Positive (14)
We also calculated the F1 score, which is a balanced evalua-
tion based on the Recall (TPR) and the Precision score, which
equals to:
F1score = 2 ∗ precision ∗ recall
(precision+ recall) (15)
The graph shown in Figure 4 demonstrates that F1 scores
are relatively lower than normal due to manual adjustment
for TPR. In practice, we believe this issue won’t increase
the demining workload substantially since the ratio of actual
landmine area to entire area is very small. It is obvious that
the SVM algorithm outperforms LR in all the measurements
shown. Moreover, accuracy and precision for both methods
provides excellent insight into the performance of both algo-
rithms in making predictions with high accuracy.
ROC curves [43] for both algorithms are shown in Figure 5.
The AUC values for the SVM and LR algorithms are 0.93 and
0.88, respectively, and the SVM model also outperforms the
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FIGURE 6. Logistic regression prediction result (blue frame shows study
area).
FIGURE 7. SVM prediction result (blue frame shows study area).
LR model in the up-right area where the optimal decision
threshold is selected.
The main disadvantage of LR is the sacrificed F1 score
to achieve the pre-set goal of TPR higher than 0.85. The
usual explanation for this phenomenon is that LR is based on
linear separation. Therefore in order to ensure a high TPR, the
classification border has to be moved towards negative class
data points.
B. MAPPING OF PREDICTION RESULTS IN STUDY AREA
AND EXTENDED AREA
Probabilities of landmine presence for all observations within
the extended area (including the Study Area) are calcu-
lated by both models by repeating the same experiment.
This study visualized results within the GIS platform. Using
QGIS, results can be shown together with the actual land-
mine distribution. This generated the scaled heat maps shown
in Figure 6 and Figure 7, where the actual landmine distri-
bution is marked as black shadowed areas. With an optimal
probability threshold for our binary decision around 0.45 for
TABLE 5. Percentage of observations predicted probability inside study
area.
FIGURE 8. Logistic regression prediction result in second chosen area
(blue frame shows study area).
SVM and LR, probability 0 is labelled as ‘Very Low’, 0.2 is
labelled as ‘Low’, 0.4 is labelled as ‘Medium’, 0.75 is as
labelled ‘High’, and when probability is 1 it is labelled as
‘Very High’.
Comparing the two heat maps and statistics in Table 5 pro-
vides clear confirmation that, within the study area, the sepa-
ration performed by the SVMmodel is more effective. Unlike
the SVM, the LR model generates a great number of obser-
vation probability values in the uncertainty area of 0.2 – 0.75.
In surrounding areas outside the blue frame in the heat maps
of Figures 6 and 7, the LR does not perform well in the north-
east area, while the SVM algorithm does not correctly predict
minefields in the southwest area. These results suggest that
the LR model can perform accurate predictions for a known
area, but when new areas are tested, its performance degrades.
The SVM, on the other hand, performs consistently well for
a wide range of different locations.
In order to validate the findings from the above results,
another mountainous area of 275 square kilometres, located
south of Samlout (12.33 N, 102.51 E), is chosen as a second
study area, along with a larger extended area of 885 square
kilometres. The same methods are applied for training and
prediction processes as in the previous experiments and the
results are shown in Figure 8 and Figure 9, which are also in
the same scale.
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FIGURE 9. SVM prediction result in second chosen area (blue frame
shows study area).
The results in this second area again confirmed the findings
that the SVMmodel achieves higher accuracy than LRwithin
the study area. The accuracy for both algorithms is generally
high and can provide substantial information about the con-
taminated area within the study area. In the surrounding areas,
a large proportion is predicted as high risk by the LR model,
whereas the ratio of different risk levels in the SVM model’s
prediction result comparedwith the study area remains stable.
However, some minefields are still not correctly classified
by both algorithms. This implies there is a limit of distance
from the study area to the surrounding area, within which the
accuracy is acceptable.
C. POTENTIAL PRACTICAL USE
In countries like Cambodia which have not been officially
declared mine-free, demining operations are still on-going.
Hence, the proposed predictive analysis algorithms can help
demining operations in the ‘clearing’ stage. In particular,
our study suggests that, in regions where some areas have
known landmine distributions, a trained model based on data
from the characterised area could help to predict the risk
in remaining unknown areas. Our results suggest that the
SVM algorithm is generally suitable in any kind of conditions
inside the study area by keeping a low FPR, while the LR
model achieves a similar TPR but possibly higher FPR.
Another practical use of the algorithms is to predict con-
tamination of adjacent areas based on data from areas that
are almost clear. Better performance would be achieved if
the demining operations are already completed in a region
such as the study areas considered in this paper. Moreover
the LR model can be further enhanced by adding some
pre-conditions about the training set such as topography
information etc. On the other hand, the SVM model can
potentially perform better when the training set have com-
plete and accurate information about the study area.
VI. CONCLUSION
This paper argued that it is feasible to use historic demining
data along with ML models to evaluate probabilistic risks of
land mine contamination. We also assessed the performance
of these models and showed that the models are useful at
ruling out the presence of landmines. With further work and
data, we believe the performance of these models can be
improved considerably.
Due to the sparsity of distribution of mines, this particu-
lar application poses the challenge of imbalanced datasets.
We explored different techniques to mitigate this issue.More-
over, a grid search method with cross validation technique
was implemented to optimise parameter selection for both
models. Themodels are adaptive in terms of scoringmethods,
which enables us to train a model in the favour of gain or
cost. The results section of the study compares the SVM and
LR methods and results show that the SVM algorithm out-
performs LR in most cases. In regions where topographical
variance is not very prominent, the LR algorithm can also
produce reliable results with much lower cost of time and
memory. Combining insights from both models could be the
best way forward in maximizing performance. One important
limitation of our work can be seen from Table 4. Our pipeline
is great at ruling out presence of mines, but performs poorly
in ruling in the presence of mines. This limitation could be
addressed if more data was available.
As a future work, we aim at acquiring more data from
sources who work on site, and improve our models. The
explainable nature of these models would allow us to not
only evaluate risks of contamination, but also understand
the patterns and correlations between geographic and social
features and presence/absence of mines. The problem that
we are trying to solve affects millions of inhabitants of post-
conflict countries around the world, and with further work,
the proposed approach can help plan demining operations
efficiently and optimize resource allocation.
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