Abstract-Deep neural networks enjoy high interest and have become the state-of-art methods in many fields of machine learning recently. Still, there is no easy way for a choice of network architecture. However, the choice of architecture can significantly influence the network performance.
I. INTRODUCTION
D EEP neural networks (DNN) architectures have become the state-of-art methods in many fields of machine learning in recent years [2] , [3] .
While the learning of weights of the deep neural network is done by algorithms based on the stochastic gradient descent, the choice of architecture, including a number and sizes of layers, and a type of activation function, is done manually by the user. However, the architecture has an important impact on the performance of the DNN. Some kind of expertise is needed, and usually a trial and error method is used in practice.
In this work we exploit a fully automatic design of deep neural networks. We investigate the use of genetic algorithms for evolution of a DNN architecture. There are not many studies on evolution of DNN since such approach has very high computational requirements. To keep the search space as small as possible, we simplify our model focusing on implementation of DNN in the Keras library [1] that is a widely used tool for practical applications of DNNs.
As a target application, we use a real dataset from the area of sensor networks for air pollution monitoring. We work with data from De Vito et al [4] , [5] .
The paper is organized as follows. Section II brings an overview of related work. Section III briefly describes the main ideas of our approach. In Section IV our algorithm GAKeras is described. Section V summarizes the results of our experiments. Finally, Section VI brings conclusion.
II. RELATED WORK There were quite many attempts on architecture optimization via evolutionary process (e.g. [6] , [7] ) in previous decades.
Successful evolutionary techniques evolving the structure of feed-forward and recurrent neural networks include NEAT [8] , HyperNEAT [9] and CoSyNE [10] algorithms.
On the other hand, studies dealing with evolution of deep neural networks and convolutional networks started to emerge only very recently. They usually focus only on parts of network design, due to limited computational resources. The training of one DNN usually requires hours or days of computing time, quite often utilizing GPU processors for speedup. Naturally, the evolutionary techniques requiring thousands of training trials were not considered a feasible choice. Nevertheless, there are several approaches to reduce the overall complexity of neuroevolution for DNN and provide useful and scalable algorithms.
For example, in [11] CMA-ES is used to optimize hyperparameters of DNNs. In [12] the unsupervised convolutional networks for vision-based reinforcement learning are studied, the structure of CNN is held fixed and only a small recurrent controller is evolved. However, the recent paper [13] presents a simple distributed evolutionary strategy that is used to train relatively large recurrent network with competitive results on reinforcement learning tasks.
In [14] automated method for optimizing deep learning architectures through evolution is proposed, extending existing neuroevolution methods. Authors of [15] sketch a genetic approach for evolving a deep autoencoder network enhancing the sparsity of the synapses by means of special operators. Finally, the paper [16] presents two version of an evolutionary and co-evolutionary algorithm for design of DNN with various transfer functions.
III. OUR APPROACH
The main idea of our approach is to keep the search space as small as possible. Therefore only architecture is a subject to evolution, the weights are learnt by gradient based technique.
Further, the architecture specification is simplified. It directly follows the implementation of DNN in Keras library, where networks are defined layer by layer, each layer fully connected with the next layer. A layer is specified by number of neurons, type of an activation function (all neurons in one layer have the same type of an activation function), and type of regularization (such as dropout).
IV. GENETIC ALGORITHM FOR KERAS ARCHITECTURES
Genetic algorithms (GA) [17] , [18] represent a robust optimization technique. They work with the population of feasible solutions represented by individuals. Each individual is associated with fitness value that evaluates its quality. New generations are created iteratively by means of GA operators selection, crossover and mutation.
Individuals are coding feed-forward neural networks implemented as Keras model Sequential. The model implemented as Sequential is built layer by layer, similarly an individual consists of blocks representing individual layers.
where H is the number of hidden layers, size i is the number of neurons in corresponding layer that is dense (fully connected) layer, drop i is the dropout rate (zero value represents no dropout), and act i ∈ {relu, tanh, sigmoid, hardsigmoid, linear} stands for activation function.
The operator crossover combines two parent individuals and produces two offspring individuals. It is implemented as onepoint crossover, where the cross-point is on a border of block.
The operator mutation brings random changes to the individual. Each time an individual is mutated, one of the following mutation operators is randomly chosen:
• mutateLayer -introduces random changes to one randomly selected layer. One of the following operation is randomly chosen: changeLayerSize (the number of neurons is changed; either one neuron is added, one neuron is deleted, or completely new layer size is generated), changeDropOut (the dropout rate is changed), changeActivation (the activation function is changed), changeAll (the whole block is discarded and new one is randomly initialized).
• addLayer -one randomly generated block is inserted at random position.
• delLayer -one randomly selected block is deleted. Fitness function should reflect the quality of the network represented by an individual. To assess the generalization ability of the network represented by an individual we use a crossvalidation error. The lower the crossvalidation error, the higher the fitness of the individual. Classical k-fold crossvalidation is used and the mean squared error is used as an error function.
The tournament selection is used, i.e. each turn of the tournament k individuals are selected at random and the one with the highest fitness, in our case the one with the lowest crossvalidation error, is selected.
Our implementation of the proposed GAKeras algorithm is available at [19] .
V. EXPERIMENTS

A. Data Set
The dataset used for our experiments consists of real-world data from the application area of sensor networks for air pollution monitoring. The data contain measurements of gas multi-sensor MOX array devices recording concentrations of several gas pollutants. There are altogether 5 sensors as inputs and 5 target output values representing concentrations of CO, N O 2 , N Ox, C6H6, and N M HC.
In the first experiment, the whole time period is divided into five intervals. Then, only one interval is used for training, the rest is utilized for testing. We considered five different choices of the training part selection. This task may be quite difficult, since the prediction is performed also in different parts of the year than the learning.
In the second experiments, the data are shuffled randomly and one third is used for testing and the rest for training. Table I brings overview of data sets sizes. All tasks have 8 input values (five sensors, temperature, absolute and relative humidity) and 1 output (predicted value). All values are normalized between 0, 1 . 
B. Parameter Setup
The GAKeras algorithm was run for 100 iterations for each data set, with the population of 30 individuals.
During fitness function evaluation the network weights are trained by RMSprop for 500 epochs. For fitness evaluation, the crossvalidation error is computed. When the best individual is obtained, the corresponding network is built and trained on the whole training set and evaluated on test set.
C. Results
The testing error values of the best individuals are listed in Table II . There are average, standard deviation, minimum and maximum errors over 10 computations. The values are compared to results obtained by support vector regression (SVR) with linear, RBF, polynomial, and sigmoid kernel function. SVR was trained using Scikit-learn library [20] , hyperparameters were found by grid search and crossvalidation.
The GAKeras network achieved best results in 16 cases, it in average outperforms the SVR.
Since this task does not have much training samples, also the networks evolved are quite small. The typical evolved network had one hidden layer of about 70 neurons, dropout rate 0.3 and ReLU activation function. In case of C6H6 there were two layers, about 100 neurons together, the first linear and the second ReLU without dropout. in output layers, ReLU activation is used and dropout 0.2). The one with most (10) best results is the GAKeras network.
The results of the second experiment are listed in Table IV . In this case the GAKeras has best results in 4 cases from 5. The training sets are bigger and also the evolved architectures contained several layers. Again the dominating activation function is ReLU.
VI. CONCLUSION
We have proposed genetic algorithm for automatic design of DNNs. The algorithm was tested in experiments on the real-life sensor data set. The solutions found by our algorithm outperform SVR and selected fixed architectures. The activation function dominating in solutions is the ReLU function. Evolved architecture depends on the task size, for tasks with small number of training points networks with only one hidden layer were evolved, for bigger tasks architectures with several hidden layers were found.
In our future work we plan to extend the algorithm to work also with convolutional networks and to include more parameters, such as other types of regularization, the type of optimization algorithm, etc. The importance of this direction is supported also by the recently conceived library [21] which combines genetic algorithm with models obtained by means of Keras and TensorFlow libraries. 
