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ABSTRACT
Modeling a sequence of interactions between users and items (e.g.,
products, posts, or courses) is crucial in domains such as e-commerce,
social networking, and education to predict future interactions.
Representation learning presents an attractive solution to model
the dynamic evolution of user and item properties, where each
user/item can be embedded in a euclidean space and its evolution
can be modeled by dynamic changes in its embedding. However,
existing embedding methods either generate static embeddings,
treat users and items independently, or are not scalable.
Here we propose JODIE, a coupled recurrent model to jointly
learn the dynamic embeddings of users and items from a sequence
of user-item interactions. JODIE has three components. First, the
update component updates the user and item embedding from each
interaction using their previous embeddings with the two mutually-
recursive Recurrent Neural Networks. Second, a novel projection
component is trained to forecast the embedding of users at any
future time. Finally, the prediction component directly predicts the
embedding of the item in a future interaction. For models that
learn from a sequence of interactions, traditional batching of train-
ing data can not be done due to complex user-user dependencies.
Therefore, we present a novel batching algorithm called t-Batch
that generates time-consistent batches that can be run in parallel,
leading to massive speed-up.
We conduct six experiments to validate JODIE on two prediction
tasks—future interaction prediction and state change prediction—
using four real-world datasets. We show that JODIE outperforms six
state-of-the-art algorithms in these tasks by up to 22.4%. Moreover,
we show that JODIE is highly scalable and up to 9.2× faster than
comparable models. As an additional experiment, we illustrate
that JODIE can predict student drop-out from courses up to five
interactions in advance.
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1 INTRODUCTION
Users interact sequentially with items in many domains such as
e-commerce (e.g., a customer purchasing an item) [9, 49], education
(a student enrolling in a MOOC course) [32], healthcare (a patient
exhibiting a disease) [23], social networking (a user posting in a
group in Reddit) [10], and collaborative platforms (an editor editing
a Wikipedia article) [22]. The same user may interact with different
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2018. ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. . . $15.00
https://doi.org/10.1145/nnnnnnn.nnnnnnn
Figure 1: Left: a network of three users u1,u2 and u3 inter-
acting with four items i1, i2, i3 and i4 over time. Each arrow
represents an interaction with associated timestamp t and
a feature vector f . Right: resulting dynamic embeddings of
users and items in the network.
items over a period of time and these interactions dynamically
change over time [4, 5, 20, 25, 35, 39, 49]. These interactions create
a dynamic interaction network between users and items. Accurate
real-time recommendation of items and predicting change in state
of users over time are fundamental problems in these domains [5,
6, 26, 31, 38, 42, 45]. For instance, predicting when a student is
likely to drop-out of a MOOC course is important to develop early
intervention measures for their continued education [11, 27, 48],
and predicting when a user is likely to turn malicious on platforms,
like Reddit andWikipedia, is useful to ensure platform integrity [12,
16, 28].
Learning embeddings from dynamic user-item interaction net-
works poses three fundamental challenges. We illustrate this using
an example interaction network between three users and four items
shown in Figure 1 (left). First, as users interact with items, their
properties evolve over time. For example, the interest of a user u3
may gradually change from purchasing books (item i2) to movies
(item i3) to clothes (item i4). Similarly, the properties of items change
as different users interact with them. For instance, a book (item
i2) that is popular in older people (user u3 at time t3) may eventu-
ally become popular among the younger audience (users u1 and
u2 at times t4 and t5). Second, a user’s property is influenced by
the property of the item that it interacts with and conversely, an
item’s property is influenced by the interacting user’s property. For
instance, if u2 purchases a book (item i3) after it has won a Pulitzer
Prize reflects a different behavior than if u2 purchases i3 before
the prize. Third, interactions with common items create complex
user-to-user dependencies. For example, users u1 and u2 interact
with item i1, so both users influence each other’s properties. The
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traditional methods of batching data during training treat all users
independently and therefore they can not be applied to learn em-
beddings. As a result, existing embedding methods have to process
the interactions one-at-a-time, and therefore, they are not scalable
to a large number of interactions. Therefore, modeling the jointly
evolving embeddings of users and items in a scalable way is crucial
in making accurate predictions.
Representation learning, or learning low-dimensional embed-
dings of entities, is a powerful approach to represent the dynamic
evolution of users and item properties [8, 13, 15, 17, 49, 51]. Existing
representation learning algorithms, including random-walk based
methods [19, 34, 37], dynamic network embedding methods [50, 51],
and recurrent neural network-based algorithm [8, 47, 53], either
generate static embeddings from dynamic interactions, learn em-
beddings of users only, treat users and items independently, or are
not scalable to a large number of interactions.
Present work. Here we address the following problem: given
a sequence of temporal interactions S : Sj = (uj , i j , fj , tj ) between
users uj ∈ U and items i j ∈ I with a feature vector of the inter-
action fj at time tj , generate dynamic embeddings uj(t ) and ij(t )
for users and items at any time t , such that they allow us to solve
two prediction tasks: future interaction prediction and user state
change prediction.
Present work (JODIE model): Here we present an algorithm,
JODIE, which learns dynamic embeddings of users and items from
temporal user-item interactions.1 Each interaction has an associated
timestamp t and a feature vector f , representing the properties
of the interaction (e.g., the purchase amount or the number of
items purchased). The resulting user and item embeddings for the
example network are illustrated in Figure 1 (right). We see that
JODIE updates the user and item embeddings after every interaction,
thus resulting in a dynamic embedding trajectory for each user and
item. JODIE overcomes the shortcomings of the existing algorithms,
as shown in Table 1.
In JODIE, each user and item has two embeddings: a static embed-
ding and a dynamic embedding. The static embedding represents
the entity’s long-term stationary property, while the dynamic em-
bedding represent evolving property and are learned using the
JODIE algorithm. This enables JODIE to make predictions from
both the temporary and stationary properties of the user.
The JODIE model consists of three major components in its
architecture: an update function, a project function, and a predict
function.
The update function of JODIE has two Recurrent Neural Net-
works (RNNs) to generate the dynamic user and item embeddings.
Crucially, the two RNNs are coupled to explicitly incorporate the
interdependency between the users and the items. After each in-
teraction, the user RNN updates the user embedding by using the
embedding of the interacting item. Similarly, the item RNN uses
the user embedding to update the item embedding. It should be
noted that JODIE is easily extendable to multiple types of entities,
by training one RNN for each entity type. In this work, we apply
JODIE to the case of bipartite interactions between users and items.
A major innovation of JODIE is that it learns a project function to
forecast the embedding of users at any future time. Intuitively, the
1JODIE stands for Joint Dynamic User-Item Embeddings.
embedding of a user will change slightly after a short time elapses
since its previous interaction (with any item), but the embedding
can change significantly after a long time elapses. As a result, the
embedding of the user needs to be estimated for accurate real-time
predictions. To solve this challenge, JODIE learns a project function
that estimates the embedding of a user after some time ∆ elapses
since its previous interaction. This function makes JODIE truly
dynamic as it can generate dynamic user embeddings at any time.
Finally, the third component of JODIE is the predict function that
predicts the future interaction of a user. An important design choice
here is that the function directly outputs the embedding of the item
that a user is most likely to interact with, instead of a probability
score of interaction between a user and an item. As a result, we only
need to do the expensive neural network forward pass once in our
model to generate the predicted item embedding and then find the
item that has the embedding closest to the predicted embedding. On
the other hand, existing models need to do the expensive forward
pass N times (once for each candidate item) and select the one with
the highest score, which hampers its scalability.
Presentwork (t-Batch algorithm):Trainingmodels that learn
on a sequence of interactions is challenging due to two reasons: (i)
interactions with common items results in complex user-to-user
dependencies, and (ii) the interactions should be processed in in-
creasing order of their time. The naive solution to generate dynamic
embeddings is to process each interaction sequentially, which is
not scalable to a large number of interactions such as in DeepCo-
evolve [13] and Zhang et al. [50]. Therefore, we propose a novel
batching algorithm, called t-Batch, that creates batches such that
the interactions in each batch can be processed in parallel while still
maintaining all user-to-user dependencies. Each user and item ap-
pears at most once in every batch, and the temporally-sorted inter-
actions of each user (and item) appear in monotonically increasing
batches. Batching in such a way results in massive parallelization.
t-Batch is a general algorithm that is applicable to any model that
learns on a sequence of interactions. We experimentally validate
that t-Batch leads to a 8.5× and 7.4× speed-up in the training time
of JODIE and DeepCoevolve [13].
Present work (experiments):We conduct six experiments to
evaluate the performance of JODIE on two tasks: predicting the
next interaction of a user and predicting the change in state of users
(when a user will be banned from social platforms and when a stu-
dent will drop out from a MOOC course). We use four datasets from
Reddit, Wikipedia, LastFM, and a MOOC course activity for our ex-
periments. We compare JODIE with six state-of-the-art algorithms
from three categories: recurrent recommender algorithms [8, 47, 53],
dynamic node embedding algorithm [34], and co-evolutionary al-
gorithm [13]. JODIE outperforms the best baseline algorithms on
the interaction prediction task by up to 22.4% and up to 4.5% in pre-
dicting user state change. We further show that JODIE outperforms
existing algorithms irrespective of the percentage of the training
data and the size of the embeddings. As an additional experiment,
we show that JODIE can predict which student will drop-out of a
MOOC course as early as five interactions in advance.
Overall, in this paper, we make the following contributions:
• Embedding algorithm: We propose a coupled Recurrent
Neural Network model called JODIE to learn dynamic em-
beddings of users and items from a sequence of temporal
interactions. A major contribution of JODIE is that it learns
a function to project the user embeddings to any future time.
• Batching algorithm:We propose a novel t-Batch algorithm
to create batches that can be run in parallel without losing
user-to-user dependencies. This batching technique leads to
8.5× speed-up in JODIE and 7.4× speed-up in DeepCoevolve.
• Effectiveness: JODIE outperforms six state-of-the-art al-
gorithms in predicting future interactions and user state
change predictions, by performing up to 22.4% better than
six state-of-the-art algorithms.
2 RELATEDWORK
Here we discuss the research closest to our problem setting span-
ning three broad areas. Table 1 compares their differences. Any
algorithm that learns from sequence of interactions should have
the following properties: it should be able to learn dynamic em-
beddings, for both users and items, in such a way that they are
inter-dependent, and the method should be scalable. The proposed
model JODIE satisfies all the desirable properties.
Deep recommender systems. Several recent models employ
recurrent neural networks (RNNs) and variants (LSTMs and GRUs)
to build recommender systems. RRN [47] uses RNNs to generate
dynamic user and item embeddings from rating networks. Recent
methods, such as Time-LSTM [53] and LatentCross [8] incorporate
features directly into their model. However, these methods suffer
from two major shortcomings. First, they take one-hot vector of
the item as input to update the user embedding. This only incorpo-
rates the item id and ignores the item’s current state. The second
shortcoming is that models such as Time-LSTM and LatentCross
generate embeddings only for users, and not for items.
JODIE overcomes these shortcomings by learning dynamic em-
beddings for both users and items in a mutually-recursive manner.
In doing so, JODIE outperforms the best baseline algorithm by up
to 22.4%.
Dynamic co-evolutionmodels.Methods that jointly learn rep-
resentations of users and items have recently been developed using
point-process modeling [43, 46] and RNN-based modeling [13]. The
basic idea behind these models is similar to JODIE—user and item
embeddings influence each other whenever they interact. How-
ever, the major difference between JODIE and these models is that
JODIE learns a projection function to generate the embedding of
the entities whenever they are involved in the interaction, while
the projection function in JODIE enables us to generate an embed-
ding of the user at any time. As a result, we observe that JODIE
outperforms DeepCoevolve by up to 57.7% in both prediction tasks
of next interaction prediction and state change prediction.
In addition, these models are not scalable as traditional methods
of data batching during training can not be applied due to complex
user-to-user dependencies. JODIE overcomes this limitation by
developing a novel batching algorithm, t-Batch, which makes JODIE
9.2× faster than DeepCoevolve.
Temporal network embedding models. Several models have
recently been developed that generate embeddings for the nodes
(users and items) in temporal networks. CTDNE [34] is a state-of-
the-art algorithm that generates embeddings using temporally-
increasing random walks, but it generates one final static em-
bedding of the nodes, instead of dynamic embeddings. Similarly,
Table 1: Table comparing the desired properties of the exist-
ing class of algorithms and our proposed JODIE algorithm.
JODIE satisfies all the desirable properties.
Recurrent Temporal network Proposed
models embedding models model
Property
LS
TM
Ti
m
e-
LS
TM
[5
3]
RR
N
[4
7]
La
te
nt
Cr
os
s[
8]
CT
D
N
E
[3
4]
IG
E
[5
0]
D
ee
pC
oe
vo
lv
e
[1
3]
JO
D
IE
Dynamic embeddings ✔ ✔ ✔ ✔ ✔ ✔
Embeddings for users and items ✔ ✔ ✔ ✔ ✔
Learns joint embeddings ✔ ✔ ✔
Parallelizable/Scalable ✔ ✔ ✔ ✔ ✔ ✔
IGE [50] generates one final embedding of users and items from
interaction graphs. Therefore, both these methods (CTDNE and
IGE) need to be re-run for every a new edge to create dynamic
embeddings. Another recent algorithm, DynamicTriad [51] learns
dynamic embeddings but does not work on interaction networks as
it requires the presence of triads. Other recent algorithms such as
DDNE [30], DANE [29], DynGem [18], Zhu et al. [52], and Rahman
et al. [40] learn embeddings from a sequence of graph snapshots,
which is not applicable to our setting of continuous interaction
data. Recent models such as NP-GLM model [41], DGNN [33], and
DyRep [44] learn embeddings from persistent links between nodes,
which do not exist in interaction networks as the edges represent
instantaneous interactions.
Our proposed model, JODIE overcomes these shortcomings by
generating dynamic user and item embeddings. In doing so, JODIE
also learns a projection function to predict the user embedding at
a future time point. Moreover, for scalability during training, we
propose an efficient training data batching algorithm that enables
learning from large-scale interaction data.
3 JODIE: JOINT DYNAMIC USER-ITEM
EMBEDDING MODEL
In this section, we propose JODIE, a method to learn dynamic
representations of users and items from a sequence of temporal
user-item interactions S : Sj = (uj , i j , fj , tj ). An interaction Sj
happens between a user uj ∈ U and an item i j ∈ I at time tj . Each
interaction has an associated feature vector fj . The desired output
is to generate dynamic embeddings uj(t ) for user uj and ij(t ) for
item i j at any time t . Table 2 lists the symbols used.
Our proposed model, called JODIE is a dynamic embedding
learning method that is reminiscent of the popular Kalman Filtering
algorithm [24].2 Like the Kalman filter, JODIE uses the interactions
(i.e., observations) to update the state of the interacting entities
(users and items) via a trained update function. A major innovation
in JODIE is that between two observations of a user, its state is
estimated by a trained projection function that uses its previous
observed state and the elapsed time to generate a projected When
the entity’s next interaction is observed, its new states are updated
again.
2Kalman filtering is used to accurately measure the state of a system using a combina-
tion of system observations and state estimates given by the laws of the system.
Figure 2: Architecture of JODIE: After an interaction S =
(u, i, t , f ) between useru and item i, the dynamic embeddings
ofu and i are updated in the update functionwith RNNU and
RNNI , respectively. To predict user u’s interaction at time
t + ∆u , the user embedding is projected, uˆ(t + ∆u ), using the
project function ρ. This is used to generate the embedding
j˜(t + ∆u ) of the predicted item j.
The JODIE model is trained to accurately predict future interac-
tions between users and items. Instead of predicting a probability
score of interaction between a user and item, JODIE trains a predict
function to directly output the embedding of the predicted item that
a user will interact with. This has the advantage that it JODIE only
needs to do one forward pass during inference to generate the item
embedding, as opposed to |I | times (once for each candidate item).
We illustrate the three major operations of JODIE in Figure 2.
Static and Dynamic Embeddings. In JODIE, each user and
item is assigned two types of embeddings: a static embedding and
a dynamic embedding.
Static embeddings, u ∈ Rd ∀u ∈ U and i ∈ Rd ∀i ∈ I, do not
change over time. These are used to express stationary properties
such as the long-term interest of users. We use one-hot vectors
as static embeddings of all users and items, as advised in Time-
LSTM [53] and TimeAware-LSTM [7].
On the other hand, each user u and item i is assigned a dynamic
embedding represented as u(t ) ∈ Rn and i(t ) ∈ Rm at time t ,
respectively. These embeddings change over time to model their
evolving behavior. The embeddings of a user and item are updated
whenever they are involved in an interaction.
In JODIE, use both the static and dynamic embeddings to train
the model to predict user-item interactions in order to leverage
both the long-term and dynamic properties.
3.1 Learning dynamic embeddings with JODIE
Here we propose a mutually-recursive Recurrent Neural Network
based model that learns dynamic embeddings of both users and
items jointly. We will explain the three major components of the
Table 2: Table of symbols used in this paper.
Symbol Meaning
u(t ) and i(t ) Dynamic embedding of user u and item i at time t
u(t−) and i(t−) Dynamic embedding of user u and item i before time t
u and i Static embedding of user u and item i
[u,u(t )] and [i, i(t )] Complete embedding of user u and item i a time t
RNNU and RNNI User RNN and item RNN to update embeddings
ρ Embedding projection function
Θ Prediction function to output
û(t ) and î(t ) Projected embedding of user u and item i at time t
i˜(t ) Predicted item embedding
fj Feature at interaction Sj
algorithm: update, project, and predict. Algorithm 1 shows the
algorithm for each epoch.
3.1.1 Update operation using a coupled recurrent model.
In the update operation, the interaction S = (u, i, t , f ) between a
user u and item i is used to update both their dynamic embed-
dings. Our model uses two separate recurrent neural networks for
updates—RNNU is shared across all users and used to update user
embeddings, and RNNI is shared among all items to update item
embeddings. The state of the user RNN and item RNN represent
the user and item embeddings, respectively.
When useru interacts with item i ,RNNU updates the embedding
u(t ) by using the embedding of item i as an input. This is in stark
contrast to the popular use of items’ one-hot vectors to update user
embeddings [8, 47, 53], which makes these models infeasible as
they scale only to a small number of items due to space complexity.
Instead, we use the dynamic embedding of an item as it contains
more information than just the item’s ‘id’, including its current
state and its recent interactions with (any) user. Therefore, the
use of item’s dynamic embeddings can generate more meaningful
dynamic user embeddings. For the same reason, RNNI uses the
dynamic user embedding to update the dynamic embedding of the
item i . This results in mutually recursive dependency between the
embeddings. Figure 2 shows this in the “update function” block.
Formally,
u(t ) = RNNU (u(t−), i(t−),∆u , f )
i(t ) = RNNI (i(t−),u(t−),∆i , f )
where u(t−) and i(t−) represent the user and item embeddings
before the interaction (i.e., those obtained after their previous in-
teraction updates). ∆u and ∆i represent the time elapsed since u’s
previous interaction (with any item) and i’s previous interaction
(with any user), respectively, and are used as input to account for
their frequency of interaction. Incorporating time has been shown
to be useful in prior work [8, 13, 47, 49]. The interaction feature
vector f is also used as an input. The input vectors are all concate-
nated and fed into the RNNs. Variants of RNNs, such as LSTM and
GRU, gave empirically similar performance in our experiments, so
we use an RNN to reduce the number of trainable parameters.
3.1.2 Embedding projection operation. Between two inter-
actions of a user, its embedding may become stale as time more time
elapses. Using stale embeddings lead to sub-optimal predictions
Figure 3: This figure shows the project operation. The pro-
jected embedding of user u2 in the example network is
shown for different time elapsed values∆ and∆2 > ∆.We see
that the projected embedding drifts farther as ∆U increases.
and therefore, it is crucial to estimate the embeddings in real-time.
To address this, we create a novel projection operation that estimates
the embedding of a user after some time ∆ elapses since its previous
interaction.
In practice, consider the scenario when a recommendation needs
to be made to a user when it logs into a system. For example, on an
e-commerce website, if a user returns 5 minutes after a previous
purchase, then its projected embedding would be close to its previ-
ous embedding. On the other hand, the projected embedding would
drift farther if the user returned 10 days later. The use of projected
embedding enables JODIE to make different recommendations to
the same user at different points in time. Therefore, the instan-
taneous projected embedding of a user can be utilized to make
efficient real-time recommendations. The projection operation is
one of the major innovations of JODIE.
The projection function ρ : Rn×R→ Rn projects the embedding
of a user after time ∆u has elapsed since its previous interaction at
time t . We represent the projected user embedding at time t + ∆u
as û(t + ∆u ).
The two inputs to the projection operation are u’s previous em-
bedding at time t and the value ∆u . We follow the method suggested
in LatentCross [8] to incorporate time into the embedding. We first
convert ∆u to a time-context vector w ∈ Rn using a linear layer,
where we initializew to a 0-mean Gaussian. The projected embed-
ding is then obtained as an element-wise product as follows:
û(t + ∆u ) = (1 +w) ∗u(t )
The time-context vector w essentially acts as an attention vector
to scale the past user embedding to the current state. The context
linear layer is trained during the training phase.
In Figure 3, we show the projected embedding of user u2 in
our example network for different values of ∆u . We see that for
smaller ∆ < ∆2, the projected embedding û2(t7 + ∆) is closer to
the previous embedding u2(t7), and it drifts farther as the value
increases, showing the change in user’s state.
3.1.3 Predicting user-item interaction. The JODIE model
is trained to correctly predict future user and item interactions.
To make prediction of the user’s interaction at time t + ∆u , we
introduce a prediction function Θ : R(n+d ) × R(m+d ) → R(m+d ).
This function takes the estimated user embedding along with its
static embedding as input. Additionally, we also use the static and
dynamic embedding of the item i (the item from u’s last interaction
Algorithm 1: JODIE Algorithm
Input :Temporally sorted sequence of interactions S : Sj = (u, i, t, f );
Initial user embeddings u (t ) ∀u ∈ U;
Initial item embeddings i (t ) ∀i ∈ I;
Current model parameters: ρ, Θ, RNNU , RNNI
Output :Dynamic user and item embeddings, updated model parameters
1 ℓ ← 0 ;
2 prev ← { } for j ∈ 1 to |S | do
/* Processing (u, i, t, f ) */
/* Let ∆u be the time since u’s previous interaction with
any item, and ∆i be the time since i’s previous
interaction with any user */
3 û (t ) ← ρ(u (t−), ∆u ) ; // Project user embedding
4 k ← prev[u] ; // k is the previous item u interacted with
5 i˜ (t ) ← Θ(û (t ), u, k (t−), k ) ; // Predict item embedding
6 ℓ ← ℓ + | |i (t−) − [i, i˜ (t )] | |2 ; // Calculate prediction loss
/* Update user and item embedding */
7 u (t ) ← RNNU (u (t−), i (t−), ∆u , f ) ;
8 i (t ) ← RNNI (i (t−), u (t−), ∆i , f ) ;
9 prev[u] ← i ;
/* Add user and item embedding drift to loss */
10 ℓ ← ℓ + | |u (t ) − u (t−) | |2+ | |i (t ) − i (t−) | |2 ;
11 end
12 Back-propagate loss and update model parameters
13 return u (t ) ∀u ∈ U ∀t, i (t ) ∀i ∈ I∀t , model: ρ, Θ, RNNU , RNNI
at time t ) as inputs. As item i could interact with other users between
time t and t + ∆u , its embedding right before time t + ∆u , i.e.,
i(t + ∆−u ), would reflect more recent information. We use both the
static and dynamic embeddings to predict using both the long-term
and temporary properties of the user and items. The function is
trained to output the complete (static and dynamic) predicted item
embedding.
In practice, we use a fully connected layer as the function Θ.
Note that instead of predicting a probability score of interac-
tion between a user and a candidate item, JODIE directly pre-
dicts an item embedding. This is advantageous during inference
time (i.e., making real-time predictions), as we would only need
to do the expensive neural network forward-pass of the predic-
tion layer once and select the item with the closest embedding
using k-nearest neighbor search. This is advantageous over the
standard approaches [8, 13, 14, 47] that generate a probability score
as they need to do the forward pass N times (once for each of the N
candidate items) to find the item with the highest probability score.
3.1.4 Loss function for training. The entire JODIE model is
trained to minimize the distance between the predicted item embed-
ding and the ground truth item’s embedding at every interaction.
Let u interact with item j at time t + ∆u . We calculate the loss as
follows:
Loss = | |Θ(û(t + ∆u ), u, i(t + ∆−u ), i) − [j, j(t + ∆−u )]| |2
+ λU | |u(t + ∆u ) −u(t + ∆−u )| |2 + λI | |j(t + ∆u ) − j(t + ∆−u )| |2
The first loss term minimizes the predicted embedding error.
The last two terms are added to regularize the loss and prevent
the consecutive dynamic embeddings of a user and item to vary
too much, respectively. λU and λI are scaling parameters to ensure
the losses are in the same range. Note that we do not use negative
sampling during training as JODIE directly outputs the embedding
of the predicted item.
Overall, Algorithm 1 describes the process in each epoch.
3.1.5 Extending the loss term for user state change pre-
diction. In certain prediction tasks, such as user state change pre-
diction, additional training labels may be present for supervision. In
those cases, we train another prediction function Θ : R(n+d ) → C
to predict the label using the dynamic embedding of the user after
an interaction. We calculate the cross-entropy loss for categorical
labels and add the loss to the above loss function with another
scaling parameter. We explicitly do not just train to minimize only
the cross-entropy loss to avoid overfitting.
3.1.6 Differences between JODIE andDeepCoevolve. Deep-
Coevolve is the closest state-of-the-art algorithm as it also trains
two joint RNNs for generate dynamic embeddings. However, the
key differences between JODIE andDeepCoevolve are the following:
(i) JODIE uses a novel project function to estimate the embedding
of a user and item at any time. Instead, DeepCoevolve maintains
a constant embedding between two consecutive interactions of
the same user/item. This makes JODIE truly dynamic. (ii) JODIE
predicts the embedding of the next item that a user will interact
with. In contrast, DeepCoevolve trains a function to predict the
likelihood of interaction between a user and an item. This requires
N forward passes through the inference layer (for N items) to select
the item with the highest score. On the other hand, JODIE is scal-
able at inference time as it only requires one forward pass through
the inference layer (see Section 3.1.3 for details).
Overall, in this section, we presented the JODIE algorithm to
generate dynamic embeddings for users and items from a sequence
of user-item interactions.
4 T-BATCH: TIME-CONSISTENT BATCHING
ALGORITHM
Here we explain a general batching algorithm to parallelize the
training of models that learn from a sequence of user-item interac-
tions.
Training two mutually-recursive recurrent networks, in models
such as DeepCoevolve [13] and JODIE, introduces new challenges
as it is fundamentally different from training a single RNN. The
standard RNN models are trained through the standard Back Propa-
gation Through Time (BPTT) mechanism. Methods such as RRN [8]
and T-LSTM [53] that use single RNNs can split users into small
batches because each user’s interaction sequence is treated inde-
pendently (using one-hot vector representations of items). This
enables parallelism but ignores the user-to-user interdependencies.
On the other hand, in JODIE and DeepCoevolve, the two RNNs are
mutually recursive to incorporate user-to-user dependencies, and
as a result, users’ interactions sequences are not independent. So,
the two RNNs can not be trained independently. This new challenge
requires new methods for efficient training.
First we propose two necessary conditions for any batching
algorithm to work with coupled recurrent networks.
Condition 1 (Co-batching conditions). A batching algorithm
for coupled recurrent networks should satisfy the following two condi-
tions:
(1) Every user and every item can only appear at most once in a
batch. This is required so that all interactions in the batch are
Algorithm 2: t-Batch Algorithm
Input :Temporally sorted sequence of interactions S : Sj = (uj , i j , tj , fj )
Output :Sequence of batches B : Bk = {Sk1, . . . Skn }
1 lastU [u] ← 0∀u ∈ U ; // Initialize all users’ last-batch index
2 lastI [i] ← 0∀i ∈ I ; // Initialize all items’ last-batch index
3 Bk ← {} ∈ [1, |S |] ; // Initialize batches
4 C ← 0 ; // Initialize non-empty batch count
5 for j ∈ 1 to |S | do
/* Processing Sj = (uj , i j , tj , fj ) */
6 idx ←max (lastU [uj ], lastI [i j ]) + 1 ; // Find batch id to insert
7 Bidx ← Bidx ∪ {Sj } ; // Add interaction to correct batch
8 lastu [uj ] ← idx ; // Update user last-batch index
9 lastI [i j ] ← idx ; // Update item last-batch index
10 C ←max (C, idx ) ; // Update batch count C
11 end
12 return {B1, . . . BC }
completely independent so that the batch can be parallelized,
and
(2) The kth and k + 1st interactions of a user or item should be
assigned to batches Bi and Bj , respectively, such that i < j .
This is required since batches are processed sequentially, u’s
kth embedding can then be used in the k + 1st interaction.
The naive solution that satisfies both the above conditions is to
process interactions one-at-a-time. However, this is very slow and
can not be scaled to large number of interactions. This approach
is used in existing methods such as Dai et al. [13] and Zhang et
al. [50].
Therefore, we propose a novel batching algorithm, called t-Batch,
that creates large batches that can be parallelized for faster train-
ing. t-Batch is shown in Algorithm 2. t-Batch takes as input the
temporally-sorted sequence of interactions S and outputs a set of
batches. It processes one interaction at a time in increasing order of
time. The key idea of t-Batch is that the jth interaction (say, between
useru and i) is assigned to the batch id after the largest batch id with
any interaction of u or i yet. As a result, each batch only has unique
user and item, and the batches can be processed in increasing order
of their id, satisfying both the co-batching conditions.
Algorithmically, the variables lastU and lastI store the index of
the last batch in which each user and item appears, respectively
(lines 1 and 2). A total of |S | empty batches are initialized which
is the maximum number of resulting batches (line 3) and a count
C of the number of non-empty batches is maintained (line 4). All
interactions Sj ∈ S are then sequentially processed, where the
interaction Sj is added to the batch after the one in which either uj
or i j appear. All non-empty batches are returned at the end.
Example 4.1 (Running example). In the example interaction net-
work shown in Figure 1, t-Batch results in the following batches:
• Batch B1: (u1, i1, t1, f1), (u3, i2, t3, f3)
• Batch B2: (u2, i1, t2, f2), (u1, i2, t4, f4), (u3, i3, t6, f6)
• Batch B3: (u2, i2, t5, f5), (u3, i4, t8, f8)
• Batch B4: (u2, i3, t7, f7)
• Batch B5: (u2, i4, t8, f8)
We can see that a total of 5 batches, there is a 45% decrease compared
to the naive 9 batches. Note that in each batch, users and items
appear at most once, and for the same user (and item), earlier
transactions are assigned earlier batches.
Theorem 4.2. t-Batch algorithm satisfies the co-batching condi-
tions.
Proof. Lines 6 and 7 ensure that every batch contains a user
and an item only once. This satisfies condition 1.
The interactions are added to batches in increasing order of
time. Consider two interactions Sj and Sk (k > j) in which a user u
appears. If Sj is added to batch n, the last-batch index ofu is set of n,
such that when Sk is processed, the index is at least n + 1 (as shown
in line 1). This satisfies condition 2 and completes the proof. □
Theorem 4.3 (Complexity). The complexity of t-Batch in creating
the batches is O(|S |), i.e., linear in the number of interactions, as each
interaction is seen only once.
Overall, in this section, we presented the t-Batch algorithm that
creates batches from training data such that each batch can be
parallelized. This leads to faster training of large scale interaction
data. In Section 5.3, we experimentally validate that t-Batch leads
to a speed-up between 7.4–8.5 × in JODIE and DeepCoevolve.
5 EXPERIMENTS
In this section, we experimentally validate the effectiveness of
JODIE on two tasks: next interaction prediction and user state
change prediction. We conduct experiments on three datasets each
and compare with six strong baselines to show the following:
(1) JODIE outperforms the best performing baseline by up to
22.4% in predicting the next interaction and up to 4.5% in
predicting label changes.
(2) We show that t-Batch results in over 7.4× speed-up in the
running-time of both JODIE and DeepCoevolve.
(3) JODIE is robust in performance to the availability of training
data.
(4) We show that the performance of JODIE is stable with respect
to the dimensionality of the dynamic embedding.
(5) Finally, we show the usefulness of JODIE as an early-warning
system for label change.
We first explain the experimental setting and the baseline meth-
ods, and then illustrate the experimental results.
Experimental setting.We train all models by splitting the data
by time, instead of splitting by user which would result in temporal
inconsistency between training and test data. Therefore, we train
all models on the first τ fraction of interactions, validate on the
next τv fraction, and test on the next τt fraction of interactions.
For fair comparison, we use 128 dimensions as the dimensionality
of the dynamic embedding for all algorithms and one-hot vectors
for static embeddings. All algorithms are run for 50 epochs, and all
reported numbers for all models are for the test data corresponding
to the best performing validation set.
Baselines. We compare JODIE with six state-of-the-art algo-
rithms spanning three algorithmic categories:
(1) Recurrent neural network algorithms: in this category,
we comparewith RRN [47], LatentCross [8], Time-LSTM [53],
and standard LSTM. These algorithms are state-of-the-art
in recommender systems and generate dynamic user em-
beddings. We use Time-LSTM-3 cell for Time-LSTM as it
performs the best in the original paper [53], and LSTM cells
Table 3: Future interaction prediction experiment: Table
comparing the performance of JODIE with state-of-the-art
algorithms, in terms of mean reciprocal rank (MRR) and re-
call@10. The best algorithm in each column is colored blue
and second best is light blue. JODIE outperforms the base-
lines by up to 22.4%.
Method Reddit Wikipedia LastFM
MRR Rec@10 MRR Rec@10 MRR Rec@10
LSTM [53] 0.355 0.551 0.329 0.455 0.062 0.119
Time-LSTM [53] 0.387 0.573 0.247 0.342 0.068 0.137
RRN [47] 0.603 0.747 0.522 0.617 0.089 0.182
LatentCross [8] 0.421 0.588 0.424 0.481 0.148 0.227
CTDNE [34] 0.165 0.257 0.035 0.056 0.01 0.01
DeepCoevolve [13] 0.171 0.275 0.515 0.563 0.019 0.039
JODIE (proposed) 0.726 0.852 0.746 0.822 0.195 0.307
% Improvement 12.3% 10.5% 22.4% 20.5% 4.7% 8.0%
in RRN and LatentCross models. As is standard, we use the
one-hot vector of items as inputs to these models.
(2) Temporal network embedding algorithms:we compare
JODIE with CTDNE [34] which is the state-of-the-art in gen-
erating embeddings from temporal networks. As it generates
static embeddings, we generate new embeddings after each
edge is added. We use uniform sampling of neighborhood as
it performs the best in the original paper [34].
(3) Co-evolutionary recurrent algorithms: herewe compare
with the state-of-the-art algorithm, DeepCoevolve [13], which
has been shown to outperform other co-evolutionary point-
process algorithms [43]. We use 10 negative samples per
interaction for computational tractability.
5.1 Experiment 1: Future interaction prediction
In this experiment, the task is to predict future interactions. The
prediction task is: given all interactions till time t , and the user u
involved in the interaction at time t , which item willu interact with
(out of all N items)?
We use three datasets in the experiments related to future inter-
action prediction:
• Reddit post dataset: this dataset consists of one month of posts
made by users on subreddits [2]. We selected the 1000 most active
subreddits as items and the 10,000 most active users. This results in
672,447 interactions. We convert the text of the post into a feature
vector representing their LIWC categories [36].
•Wikipedia edits: this dataset is one month of edits made by edits
on Wikipedia pages [3]. We selected the 1000 most edited pages as
items and editors who made at least 5 edits as users (a total of 8227
users). This generates 157,474 interactions. Similar to the Reddit
dataset, we convert the edit text into a LIWC-feature vector.
• LastFM song listens: this dataset has one months of who-listens-
to-which song information [21]. We selected all 1000 users and the
1000 most listened songs resulting in 1293103 interactions. In this
dataset, interactions do not have features.
We select these datasets such that they vary in terms of users’
repetitive behavior: in Wikipedia and Reddit, a user interacts with
Table 4: User state change prediction: Table comparing the
performance in terms of AUC of JODIE with state of the art
algorithms. The best algorithm in each column is colored
blue and second best is light blue. JODIE outperforms the
baselines by up to 4.5%.
Method Reddit Wikipedia MOOC
LSTM [53] 0.523 0.575 0.686
Time-LSTM [53] 0.556 0.671 0.711
RRN [47] 0.586 0.804 0.558
LatentCross [8] 0.574 0.628 0.686
DeepCoevolve [13] 0.577 0.663 0.671
JODIE (proposed method) 0.599 0.831 0.756
Improvement over best baseline 1.3% 2.7% 4.5%
the same item consecutively in 79% and 61% interactions, respec-
tively, while in LastFM, this happens in only 8.6% interactions.
Experimentation setting. We use the first 80% data to train,
next 10% to validate, and the final 10% to test. We measure the
performance of the algorithms in terms of the mean reciprocal rank
(MRR) and recall@10—MRR is the average of the reciprocal rank
and recall@10 is the fraction of interactions in which the ground
truth item is ranked in the top 10. Higher values for both are better.
For every interaction, the ranking of ground truth item is calculated
with respect to all the items in the dataset.
Results. Table 3 compares the results of JODIE with the six base-
line methods. We observe that JODIE significantly outperforms all
baselines in all datasets across both metrics on the three datasets
(between 4.7% and 22.4%). Interestingly, we observe that our model
performs well irrespective of how repetitive users are—it achieves
up to 22.4% improvement in Wikipedia and Reddit (high repetition),
and up to 8% improvement in LastFM . This means JODIE is able to
learn to balance personal preference with users’ non-repetitive in-
teraction behavior. Moreover, among the baselines, there is no clear
winner—while RRN performs the better in Reddit and Wikipedia,
LatentCross performs better in LastFM. As CTDNE generates static
embedding, its performance is low.
Overall, JODIE outperforms these baselines by learning efficient
update, project, and predict functions.
5.2 Experiment 2: User state change prediction
In this experiment, the task is to predict if an interaction will lead to
a change in user, particularly in two use cases: predicting banning
of users and predicting if a student will drop-out of a course. Till a
user is banned or drops-out, the label of the user is ‘0’, and their
last interaction has the label ‘1’. For users that are not banned or
do not drop-out, the label is always ‘0’. This is a highly challenging
task because of very high imbalance in labels.
We use three datasets for this task:
• Reddit bans: we augment the Reddit post dataset (from Sec-
tion 5.1) with ground truth labels of banned users from Reddit.This
gives 366 true labels among 672,447 interactions (= 0.05%).
•Wikipedia bans:we augment the Wikipedia edit data (from Sec-
tion 5.1) with ground truth labels of banned users [3]. This results
in 217 positive labels among 157,474 interactions (= 0.14%).
•MOOC student drop-out: this dataset consists of actions, e.g.,
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Figure 4: Figure showing the running time (in minutes) of
JODIE and DeepCoevolve, both with and without using the
proposed t-Batch algorithm. t-Batch speeds both the algo-
rithms by 8.5× and 7.4×, respectively.
Table 5: Table comparing the running time (in minutes) of
the two coupled recurrentmodels, JODIE andDeepCoevolve,
showing the effectiveness of the proposed t-Batch method.
Experiments were conducted on the Reddit dataset. First, we
observe that JODIE is slightly faster than DeepCoevolve and
second, we observe that t-Batch leads to 7.4×–8.5× reduction
in running time.
Without t-Batch With t-Batch
DeepCoevolve 47.21 6.35
JODIE 43.53 5.13
viewing a video, submitting answer, etc., done by students on a
MOOC online course [1]. This dataset consists of 7047 users inter-
acting with 98 items (videos, answers, etc.) resulting in over 411,749
interactions. There are 4066 drop-out events (= 0.98%).
Experimentation setting. Due to sparsity of positive labels, in
this experiment we train the models on the first 60% interactions,
validate on the next 20%, and test on the last 20% interactions. We
evaluate the models using area under the curve metric (AUC), a
standard metric in these tasks with highly imbalanced labels.
For the baselines, we train a logistic regression classifier on
the training data using the dynamic user embedding as input. As
always, for all models, we report the test AUC for the epoch with
the highest validation AUC.
Results. Table 4 compares the performance of JODIE on the
three datasets with the baseline models. We see that JODIE out-
performs the baselines by up to 2.7% in the ban prediction task
and by 4.5% in the drop-out prediction task. As before, there is no
clear winner among baselines—RRN performs the second best in
predicting bans on Reddit and Wikipedia, while Time-LSTM is the
second best in predicting dropouts.
Thus, JODIE is highly efficient in both link prediction and label
change prediction.
5.3 Experiment 3: Effectiveness of t-Batch
Here we empirically show the advantage of t-Batch algorithm on
co-evolving recurrent models, namely our proposed JODIE and
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Figure 5: Robustness of JODIE: Figures (a–c) compare the mean reciprocal rank (MRR) of JODIE with baselines on interaction
prediction task, by varying the training data size. Figure (d) shows the AUC of user state change prediction task by varying
the training data size. In all cases, JODIE is consistently the best by up to 33%.
DeepCoevolve. Figure 4 shows the running time (in minutes) of
one epoch of the Reddit dataset.3
Wemake three crucial observations. First, we observe that JODIE
is slightly faster than DeepCoevolve. We attribute it to the fact that
JODIE does not use negative sampling while training because it
directly generates the embedding of the predicted item. In contrast,
DeepCoevolve requires training with negative sampling. Second,
we see that our proposed JODIE + t-Batch combination is 9.2× faster
than the DeepCoevolve algorithm. Third, we observe that t-Batch
speeds-up the running-time of both JODIE and DeepCoevolve by
8.5× and 7.4×, respectively.
Altogether, these experiments show that the proposed t-Batch is
very effective in creating parallelizable batches from complex tem-
poral dependencies that exist in user-item interactions. Moreover,
this also shows that t-Batch is general and applicable to algorithms
that learn from sequence of interactions.
5.4 Experiment 4: Robustness to training data
In this experiment, we check the robustness of JODIE by varying
the percentage of training data and comparing the performance of
the algorithms in both the tasks of interaction prediction and user
state change prediction.
For interaction prediction, we vary the training data percentage
from 10% to 80%. In each case, we take the 10% interactions after
the training data as validation and the next 10% interactions next
as testing. This is done to compare the performance on the same
testing data size. Figure 5(a–c) shows the change in mean recipro-
cal rank (MRR) of all the algorithms on the three datasets, as the
training data size is increased. We note that the performance of
JODIE is stable as it does not vary much across the data points.
Moreover, JODIE consistently outperforms the baseline models by
a significant margin (by a maximum of 33.1%).
Similar is the case in user state change prediction. Here, we
vary training data percent as 20%, 40%, and 60%, and in each case
take the following 20% interactions as validation and the next 20%
interactions as test. Figure 5(d) shows the AUC of all the algorithms
3We ran the experiment on one NVIDIA Titan X Pascal GPUs with 12Gb of RAM at
10Gbps speed.
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Figure 6: Robustness to dynamic embedding size: Figure
shows that the MRR of JODIE is stable with change in dy-
namic embeddign size, for the task of interaction prediction
on LastFM dataset. Please refer to the legend in Figure 5.
on the Wikipedia dataset. We omit the other datasets due to space
constraints, which have similar results. Again, we observe that
JODIE is stable and consistently performs the best (better by up to
3.1%), irrespective of the training data size.
This shows the robustness of JODIE to the amount of available
training data.
5.5 Experiment 5: Robustness to embedding
size
Finally, we check the effect of the dynamic embedding size on the
predictions. To do this, we vary the dynamic embedding dimension
from 32 to 256, and calculate the mean reciprocal rank for interac-
tion prediction on the LastFM dataset. The effect on other datasets
is similar and omitted due to space constraints. The resulting figure
is showing in Figure 6. We find that the embedding dimension size
has little effect on the performance of JODIE and it performs the
best overall.
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Figure 7: JODIE as an early-warning system: Figure showing
that as a student gets closer to dropping-out (moving right),
JODIE predicts a higher dropping out probability score for
them compared to other students.
5.6 Experiment 6: JODIE as an early-warning
system
In user state change prediction tasks such as predicting student
drop-out from courses and finding online malicious users, it is
crucial to make the predictions early, in order to develop effective
intervention strategies []. For instance, if it can be predicted well
in advance that a student is likely to drop a course (an ‘at-risk’
student), then steps can be taken by the teachers to ensure continued
education of the student []. Therefore, here we show that JODIE is
effective in making early predictions for at-risk students.
To measure this, we calculate the change in student’s dropout
probability predicted by JODIE as a function of the number of
interactions till it drops out. Let us call the set of students who drop
as D and those who do not as D. We plot the ratio of the predicted
probability score of d ∈ D to the predicted score for d ∈ D (i.e.,
the expected score). A ratio of one means that the algorithm gives
equal score to dropping-out and non-dropping-out students, while
a ratio greater than one means that the algorithm gives a higher
score to students that drop out compared to the students that do
not. The average ratio is shown in Figure 7, with 95% confidence
intervals. Here we only consider the interactions that occur in the
test set, to prevent direct training on the drop-out interactions.
First, we observe from Figure 7 that the ratio score is higher
than one as early as five interactions prior to the student dropping-
out. Second, we observe that as the student approaches its ‘final’
drop-out interaction, its score predicted by JODIE increases steadily
and spikes strongly at its final interaction. Both these observations
together shows that JODIE identifies early signs of dropping-out
and predicts a higher score for these at-risk students.
We make similar observation for users before they get banned
on Wikipedia and Reddit, but the ratio in both these cases is close
to 1, indicating that there is low early predictability of when a user
will be banned.
Overall, in this section, we showed that effectiveness and ro-
bustness of JODIE and t-Batch in two tasks, in comparison to six
state-of-the-art algorithms. Moreover, we showed the usefulness of
JODIE as an early-warning system to identify student dropouts as
early as five interactions prior to dropping-out.
6 CONCLUSIONS
We proposed a coupled recurrent neural network model called
JODIE that learns dynamic embeddings of users and items from
a sequence of temporal interactions. The use of a novel project
function, inspired by Kalman Filters, to estimate the user embedding
at any time point is a key innovation of JODIE and leads to the
advanced performance of JODIE. We also proposed the t-Batch
algorithm that creates parallelizable batches of training data, which
results in massive speed-up in running time.
There are several directions open for future work, such as learn-
ing embeddings of groups of users and items in temporal interac-
tions and learning hierarchical embeddings of users and items. We
will explore these directions in future work.
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