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1. Introduction
Given bounded linear operators A and B on a Hilbert space H with A herein
a positive operator, a system{
Aσ +B∗µ = η
Bσ = Bξ
(1)
describes a type of so-called saddle-point problems. These problems appear
frequently in numerical analysis, in particular in finite element methods (see
[5], [8], [10], [11], [18]). They are represented by operator matrices of the
form
[
A B∗
B 0
]
, which are called “bordered matrices” (in [9]). System (1) is
equivalent to
(I − P )Aσ +B∗µ = (I − P )η (2)
(PA+ I − P )σ = Pη + (I − P )ξ, (3)
where P is the orthogonal projection onto N(B), the nullspace of B. For this
reduction of system (1) and some basic related theory the reader is referred
to [6], [25], and [26]. Y. Chen [15] has solved problems like (1) in the finite
dimensional case. He has found conditions on ξ and η in order to (1) admit
solutions, found the set of solutions when the problem is solvable and found,
in this case, the minimal norm solution of (3). A key role of the study by
Chen is played by the operator AP − I − P.
Knyazev [26] considers an analogous problem for an infinite dimensional
Hilbert space, using the operator PA + I − P. Under an assumption that
R(A) + S⊥ is closed or, equivalently PA + I − P has a closed range (see
Proposition 2.5), Knyazev derives results which are similar to those by Chen.
In this note, we extend Chen and Knyazev results to systems where PA +
I − P may not have a closed range. More precisely, we prove that many
of their results holds if R(PA + I − P ) = R(PA) + R(I − P ). Indeed, this
equality means that the operator A and the subspace R(I−P ) are compatible
in the sense of [21]. This is a geometrical condition between the subspace
R(I−P ) and R(AP ) which has been studied in [19], [20], [21], among others
papers. Observe that if system (1) has a solution then η ∈ R(A) + N(B)⊥.
The compatibility condition mentioned before is optimal, in the sense that
equation (3) has a solution for every ξ ∈ H and η ∈ R(A) + N(B)⊥ if
and only if A and R(I − P ) = N(B)⊥ are compatible. This is weaker
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than the assumption that R(PA + I − P ) is closed, used by Knyazev [26,
Theorem 4.1]: in fact, if R(PA + I − P ) is closed then A and R(I − P )
are compatible (see [20, Remark 2.7]), but there exist pairs A,P for which
the reverse does not hold (see Example 2.6). In the references above, it is
proven that compatibility between A and S involves the existence of bounded
oblique (i.e., non necessarily orthogonal) projections E such that R(E) = S
and AE = E∗A. Among these, there exists a unique projection PA,S such
that, for each ξ ∈ H, η = (I − PA,S)ξ is the unique element in ξ + S with
minimal norm which minimizes 〈Aφ, φ〉 ; see [21, Theorem 3.2].
It turns out that operators like AP + I − P and PA + I − P appear in a
theory of electric networks developed by R. Bott and R. J. Duffin [12]. For
a semidefinite positive n × n matrix A and a subspace S of Cn they define
a kind of constrained inverse: A is said to be Bott-Duffin invertible with
respect to S if AP + I −P is invertible where P is the orthogonal projection
onto S and in this case A(−1)(S) := P (AP + I − P )−1 is called the Bott-Duffin
inverse. The reader is referred to the book by Ben-Israel and Greville [7,
Chapter 2] for many results and references on the subject, and to the paper
by Chen [15], where he has extended Bott-Duffin theory by means of the
Moore-Penrose generalized inverse of AP + I − P obtaining the generalized
Bott-Duffin inverse A
(†)
(S) = P (AP + I −P )†. In the infinite dimensional case,
these generalized inverses are unbounded unless R(AP + I − P ) is closed.
This is the reason why Knyazev has restricted his study to this case. One of
the main contributions of this paper is, on one side, the extension of Chen
and Knyazev results to the case where A and R(I−P ) are compatible and, on
the other side, to use projections like the PA,S mentioned above which can be
expressed by means of the (possible unbounded) Moore-Penrose generalized
inverse of AP + I −P and PA+ I −P. This unifies the approaches by Chen
and Knyazev.
Another contribution is a comparison between PA,S and A
(†)
(S). In [21] it is
proven that the abstract splines theory of Atteia [4] can be studied by means
of the compatibility methods. At the beginning of Section 4 we state this
assertion in precise terms as Theorem 4.1. We prove that if T ∈ L(H,K), S
is a closed subspace of H, ξ, η ∈ H and f(ψ) = ‖Tψ‖2− 2Re(〈η, ψ〉), ψ ∈ H
then
spg(T,S, ξ, η) = {σ ∈ ξ + S : f(σ) = min
ψ∈ξ+S
f(ψ)}
is exactly the set of solutions of equation (3) where A = T ∗T . Moreover, the
minimal norm solution is P (AP + I − P )†η + (I − PA,S)ξ, where P = PS .
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For η = 0, we re-obtain the results of [21].
The content of the rest of the paper is the following. Section 2 contains a
quite complete study of the operators PA+ I −P and AP + I −P and their
relationship with the compatibility. Some new characterizations of compat-
ible pairs are obtained. In Section 3, we relate, in the case of compatible
pairs, the distinguished projection PA,S with the generalized Bott-Duffin in-
verse A
(†)
(S). New explicit formulas for PA,S are obtained. In particular, the
formulas PA,S = I − (PA+ I −P )†(I −P ) = P (I + (AP + I −P )†A(I −P ))
seem to be among the simplest expressions of PA,S in terms of A and P = PS .
Section 4 is devoted to generalized abstract splines.
Acknowledgements: We thank Alejandra Maestripieri who has communicated
us Proposition 2.8. We wish to thank the referee for her/his suggestions
regarding the article.
2. The operator PA+ I − P
Let H and K denote complex Hilbert spaces and L(H,K) be a space of all
bounded linear operators from H to K. The algebra L(H,H) is abbrevi-
ated by L(H). For every T ∈ L(H,K) its range is denoted by R(T ), its
nullspace by N(T ) and its adjoint by T ∗. By L(H)+ we denote the cone
of positive (semidefinite) operators of L(H), i.e., L(H)+ := {A ∈ L(H) :
A = A∗ and 〈Aξ, ξ〉 ≥ 0 ∀ξ ∈ H}. Furthermore, given B ∈ L(H,K) we
denote by B† the Moore-Penrose generalized inverse of B (see [7]). Recall
that B† ∈ L(K,H) if and only if R(B) is closed; otherwise, B† is defined
on R(B) + R(B)⊥, and it is not bounded; in any case R(B†) = R(B∗) and
N(B†) = N(B∗). In addition, if B ∈ L(H,K) with R(B) ⊆ R(C) then
C†B ∈ L(H) even if C has a non-closed range. We include the proof of this
fact here for completeness.
Lemma 2.1. Let B,C ∈ L(H,K). If R(B) ⊆ R(C) then C†B ∈ L(H).
Proof. Let (ξn, C
†Bξn) −→
n→∞
(ξ, η). Hence, as ξn −→
n→∞
ξ we have that Bξn −→
n→∞
Bξ. On the other side, as C†Bξn −→
n→∞
η then η ∈ R(C†) and Bξn =
CC†Bξn −→
n→∞
Cη where we use that R(B) ⊆ R(C). Thus, Bξ = Cη and
so C†Bξ = C†Cη = η. Therefore, by the Closed Graph Theorem, we have
that C†B ∈ L(H).
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Given A ∈ L(H)+ and a closed subspace S of H the aim of this section is to
study the operator PA + I − P, where P = PS is the orthogonal projection
onto S.
Lemma 2.2. The next equalities hold: N(PA+ I −P ) = N(AP + I −P ) =
N(A) ∩ S.
Proof. Let us show that N(PA + I − P ) = N(A) ∩ S. Indeed, if (PA +
I − P )ψ = 0 PAψ = 0 and (I − P )ψ = 0, i.e., ψ = Pψ ∈ S. Then,
0 = PAψ = PAPψ and so 0 = A1/2Pψ = A1/2ψ. Hence, ψ ∈ N(A)∩S. The
other inclusion is trivial.
On the other hand, let us see that N(AP + I − P ) = N(A) ∩ S. Let ψ ∈
N(AP + I −P ). Thus, APψ = −(I −P )ψ and so PAPψ = 0, i.e., APψ = 0
and so (I − P )ψ = 0. Therefore, ψ = Pψ ∈ R(P ) and Aψ = APψ = 0, i.e.,
ψ ∈ N(A). For the other inclusion, let ψ ∈ N(A)∩S. Hence, (AP+I−P )ψ =
APψ = Aψ = 0 and the assertion follows.
Lemma 2.3. There exists an invertible G ∈ L(H) such that G(PA+I−P ) =
PAP + I − P.
Proof. Let G = P −PA(I−P ) + I−P, then G−1 = P +PA(I−P ) + I−P,
i.e., G ∈ Gl(H). Furthermore, G(PA+ I − P ) = PAP + I − P.
Proposition 2.4. The following conditions are equivalent:
1. PA+ I − P is invertible.
2. PAP + I − P is invertible.
3. R(PA+ I − P ) = H.
4. AP + I − P is invertible.
5. R(AP + I − P ) = H.
6. R(PA) = S.
7. R(PAP ) = S.
8. PA|S is invertible.
9. R(A) + S⊥ = H.
10. A+ I − P is invertible.
Proof. 1⇔ 2. It follows by Lemma 2.3.
1⇔ 3. Assume that R(PA+ I − P ) = H. Hence, by Lemma 2.3, R(PAP +
I − P ) = R(G(PA + I − P )) = H and, since PAP + I − P ∈ L(H)+,
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PAP + I − P is invertible and so PA + I − P = G−1(PAP + I − P ) is
invertible. The converse is trivial.
1⇔ 4. It is trivial.
4 ⇔ 5. The implication 4 ⇒ 5 is obvious. Let R(AP + I − P ) = H. Hence,
N(PA+I−P ) = {0} and, by Lemma 2.2, N(AP +I−P ) = {0}. Therefore,
AP + I − P is invertible.
1⇒ 6. If PA+ I − P is invertible then H = R(PA+ I − P ) ⊆ R(PA) +
.
S⊥
and so R(PA) = S.
6⇒ 7. Since N(AP ) = N(A1/2P ) then, as R(PA) = S is closed, we get that
R(PA) = R(PA1/2) and so S = R(PA) = R(PAP ).
7⇒ 8. If R(PAP ) = S then PA|S : S → S is a surjective positive operator,
i.e., PA|S is invertible.
8 ⇒ 9. If PA|S is invertible then R(PAP ) = S. Hence, given ξ ∈ H, Pξ =
PAPζ for some ζ ∈ H and so ξ − APζ ∈ S⊥, i.e, ξ ∈ R(A) + S⊥.
9⇒ 10. If R(A) +S⊥ = H then, by [3, Theorem 3.3], A+ I−P is invertible.
10⇒ 2. If A+I−P is invertible then R(A)+S⊥ = H. Therefore S = R(P ) =
P (H) = R(PA) and R(PAP ) = S because of 6⇒ 7. Thus, H = R(PAP ) +
S⊥ = R(PAP )+R(I−P ). Hence, by [3, Theorem 3.3], R(PAP+I−P ) = H
and PAP + I − P is invertible.
In a similar manner we obtain the following result. Conditions 4, 6 and 7
appear in [26, Theorem 4.1].
Proposition 2.5. The following conditions are equivalent:
1. PA+ I − P has closed range.
2. PAP + I − P has closed range.
3. AP + I − P has closed range.
4. R(PAP ) is closed.
5. PA|S has closed range;
6. R(PA) is closed.
7. R(A) + S⊥ is closed;
8. A+ I − P has closed range.
Proof. 1⇔ 2. It follows by Lemma 2.3.
1⇔ 3. It is trivial.
2⇒ 4. If PAP+I−P has closed range then, by [3, Theorem 3.3] , R(PAP ) .+
R(I − P ) = R(PAP + I − P ) is closed and, by [23, Theorem 2.2], R(PAP )
is closed.
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4⇒ 5. It is clear.
5 ⇒ 6. If PA|S has closed range then R(PAP ) is closed. We claim that
R(PAP ) = R(PA). Indeed, considering the Hilbert space decomposition
H = S + S⊥ let A =
[
a b
b∗ c
]
where R(b) ⊆ R(a1/2) because A ∈ L(H)+
(see [29]). Then, as R(PAP ) is closed we get that R(a) is closed and so
R(b) ⊆ R(a). Therefore, R(PA) = R(a) + R(b) = R(a) = R(PAP ) and so
R(PA) is closed.
6 ⇒ 7. Notice that R(A) + S⊥ = R(PA) + S⊥. Now, since R(PA) is closed
and R(PA) ⊆ S then R(PA) + S⊥ is closed and so R(A) + S⊥ is closed.
7⇒ 8. It follows from [3, Theorem 3.3].
8⇒ 2. Assume that A+ I −P has closed range. Then, by [3, Theorem 3.3],
we get that R(PA)
.
+S⊥ = R(A) +S⊥ = R(A+ I −P ) is closed. Therefore,
by [23, Theorem 2.3], R(PA) is closed. Hence, R(PAP ) is closed and, by
[22, Theorem 13], R(PAP ) +R(I − P ) is closed. Applying [3, Theorem 3.3]
again, we obtain that R(PAP + I − P ) is closed and the result follows.
It is interesting to notice that the behavior of AP + I − P with respect to
the range additivity is completely different to that of PA+ I−P. In fact, for
every A ∈ L(H)+ and orthogonal projection P it holds that R(AP+I−P ) =
R(AP ) + R(I − P ) = AS + S⊥. However, the next example shows that the
range additivity does not hold in general for PA+ I − P.
Example 2.6. Let C ∈ L(H)+ have a dense non-closed range and define
A =
(
C C1/2
C1/2 I
)
=
(
C1/2 0
I 0
)(
C1/2 0
I 0
)∗
∈ L(H⊕H)+. Consider
the closed subspace S = H⊕{0} of H⊕H and P = PS . Then, R(PA)+S⊥ =
R(C1/2)⊕H. We claim that R(PA + I − P ) 6= R(C1/2)⊕H. In fact, since
R(C1/2) properly contains R(C), there exists ξ ∈ H such that C1/2ξ /∈ R(C).
Let us see that η = (C1/2ξ, C1/2ξ) /∈ R(PA + I − P ). Indeed, suppose that
there exists ν = (ψ, ζ) ∈ H ⊕ H such that η = (PA + I − P )ν. Then,
C1/2ξ = Cψ + C1/2ζ and C1/2ξ = ζ and so C1/2ξ = Cψ + Cξ ∈ R(C) which
is a contradiction. Thus, R(PA+ I − P ) 6= R(PA) + S⊥.
Definition 2.7. Given A ∈ L(H)+ and S a closed subspace of H, we say that
the pair (A,S) is compatible if P(A,S) := {Q ∈ L(H) : Q2 = Q, R(Q) =
S and AQ = Q∗A} is not empty.
The compatibility of a pair (A,S) means that there exists a (bounded linear)
projection with image S which is Hermitian with respect to the semi-inner
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product 〈·, ·〉A defined by 〈ξ, η〉A = 〈Aξ, η〉 . If the pair (A,S) is compatible
then the unique element in P(A,S) with nullspace (AS)⊥ 	N , where N =
N(A)∩S, is denoted by PA,S . Furthermore, P(A,S) = PA,S+L(S,N(A)∩S).
The reader will find in [19] some results on compatibility which are useful in
the sequel.
We shall prove that R(PA + I − P ) = R(PA) + R(I − P ) if and only if
the pair (A,R(P )) is compatible. Before that we present the following result
about ranges of operators due to A. Maestripieri which will be useful in the
sequel. We include the proof for completeness.
Proposition 2.8. Let T1, T2 ∈ L(H) such that R(T1) ∩ R(T2) = {0}. Then,
R(T1 + T2) = R(T1) +R(T2) if and only if N(T1) +N(T2) = H.
Proof. Assume that R(T1 + T2) = R(T1) + R(T2) and let ξ ∈ H. Write
ξ = ξ1 + ξ2 with ξ1 ∈ N(T1), ξ2 ∈ N(T1)⊥. Then, (T1 + T2)ξ = T1ξ2 + T2ξ1 +
T2ξ2. Now, since R(T1 + T2) = R(T1) + R(T2) there exists η ∈ H such that
(T1 + T2)ξ = (T1 + T2)η + T2ξ2 or, equivalently, T1(ξ − η) = T2(η + ξ2 − ξ) ∈
R(T1) ∩ R(T2) = {0}. Hence, ξ − η ∈ N(T1) and ζ = η + ξ2 − ξ ∈ N(T2).
Thus ξ2 = ξ − η + ζ ∈ N(T1) + N(T2) and so ξ = ξ1 + ξ2 ∈ N(T1) + N(T2),
i.e., N(T1) +N(T2) = H.
Conversely, suppose that N(T1) + N(T2) = H and let ζ = T1ξ + T2η ∈
R(T1) +R(T2). Therefore, there exist ξ1, η1 ∈ N(T1) and ξ2, η2 ∈ N(T2) such
that ξ = ξ1 + ξ2 and η = η1 + η2. Hence, ζ = T1ξ+T2η = (T1 +T2)(ξ2 + η1) ∈
R(T1 + T2) and so R(T1 + T2) = R(T1) +R(T2).
We present now six conditions on A and P = PS which are equivalent to
the compatibility of the pair (A,S). Conditions 2 and 4 appeared in [19,
Proposition 3.3], condition 5 in [2, Proposition 5.1] and the others are new.
Proposition 2.9. The following conditions are equivalent:
1. (A,S) is compatible.
2. S + (AS)⊥ = H.
3. R(PA+ I − P ) = R(PA) + S⊥.
4. R(PA) = R(PAP ).
5. H = R(PA) .+N(PA).
6. R(A) ⊆ AS + S⊥.
7. R(A) ⊆ R(AP + I − P ).
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Proof. 1⇔ 2. See [19, Proposition 3.3].
2⇔ 3. Note that R(PA)∩R(I−P ) = {0}. Then, by Proposition 2.8, we get
R(PA+I−P ) = R(PA)+S⊥ if and only if H = N(PA)+S or, equivalently,
H = R(AP )⊥ + S = (AS)⊥ + S.
1⇔ 4. See [19, Proposition 3.3]
1⇔ 5. [2, Proposition 5.1].
2⇔ 6. Notice that (AS)⊥ = A−1(S⊥).
Assume that S + A−1(S⊥) = H and let η = Aξ ∈ R(A). Thus, ξ = σ + τ
with σ ∈ S and τ ∈ A−1(S⊥) and so η = Aξ = Aσ + Aτ ∈ A(S) + S⊥,
i.e., R(A) ⊆ AS + S⊥. Conversely, assume that R(A) ⊆ AS + S⊥ and let
ξ ∈ H. Then, there exists σ ∈ S and ψ ∈ S⊥ such that Aξ = Aσ+ψ. Hence,
A(ξ − σ) = ψ, i.e., ξ − σ ∈ A−1(S⊥) and so ξ ∈ S + A−1(S⊥). Therefore,
H = S + A−1(S⊥) = S + (AS)⊥.
6 ⇔ 7. The equivalence follows from the fact that AS + S⊥ = R(AP + I −
P ).
Remark 2.10. It is clear that any condition of Proposition 2.4 implies ev-
eryone of Proposition 2.5. Moreover, by the proof of Proposition 2.5, it holds
that any condition of Proposition 2.5 implies everyone of Proposition 2.9.
If R(A) is closed then all items of Proposition 2.5 and Proposition 2.9 are
equivalent (see [19, Section 6]). In particular, if R(A) is closed the (A,S)
is compatible if and ony if (PR(A),S) is compatible, which means that the
Friedrichs angle between S and N(A) is non zero. We refer the reader to [22]
and [27] for many results on angle between subspaces in Hilbert spaces.
3. Compatible pairs and generalized Bott-Duffin inverses
If (A,S) is compatible then the projection PA,S plays a relevant role similar
to that of the orthogonal projection PS among all the projections with range
S. The next explicit formulae of PA,S will be useful in the sequel. The first
one is particularly simple since it only depends on P and A. Compare with
previous formulas [21, Propositions 4.1 and 4.2].
In the sequel, given two closed subspaces S and W in H, such that H =
S .+W we shall denote by QS//W the projection onto S with nullspace W . If
H = S .+W with S andW closed subspaces then the angle α between S and
W is automatically non zero and the projection QS//W has norm 1/ sin(α);
if α = 0 and S ∩W = {0} then S .+W is not closed in H and QS//W , defined
on S .+W is unbounded (see [14]).
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Proposition 3.1. Let (A,S) be compatible. Then,
PA,S = I − (PA+ I − P )†(I − P ). (4)
= QR(PA)//N(PA) + PN(A)∩S (5)
Proof. Assume that (A,S) is compatible and let us prove equality (4). Before
that observe that PPA,S = PA,S and PAPA,S = PA. In fact, for two projec-
tions E,F it holds EF = F if R(E) = R(F ) and EF = E if N(E) = N(F ).
In our case, PAPA,S = PP ∗A,SA = PA because N(P
∗
A,S) = S⊥.
Now, taking this into account, we have that (PA + I − P )(I − PA,S) =
PA + I − P − PAPA,S − (I − P )PA,S = PA + I − P − PA = I − P. Now,
since R(I − PA,S) = N(PA,S) ⊆ (N(A) ∩ S)⊥ = N(PA+ I − P )⊥ we obtain
that I − PA,S = (PA+ I − P )†(I − P ) and equality (4) is proved.
On the other hand, by [2, Proposition 5.3], we get that PA,S = QR(PA)//N(PA)+
PM with S = R(PA)⊕M andM⊆ N(A). Let us show thatM = N(A)∩S.
Clearly, M ⊆ N(A) ∩ S. For the other inclusion, take y ∈ N(A) ∩ S
then y = PA,Sy = QR(PA)//N(PA)y + PMy = PMy, i.e., y ∈ M. Therefore,
M = N(A) ∩ S and (5) is proved.
Definition 3.2. The operator A
(†)
(S) := P (AP+I−P )† is called the generalized
Bott-Duffin inverse of A respect to S = R(P ).
Note that A
(†)
(S) ∈ L(H) if and only if AP+I−P has closed range. However, we
shall see that if (A,S) is compatible then A(†)(S)A ∈ L(H) even if A(†)(S) /∈ L(H).
The next lemma is known. For the sake of completeness, we include its proof.
Lemma 3.3. Let Q1, Q2 ∈ L(H) be two projections. If R(Q1) ⊆ R(Q2) and
N(Q1) ⊆ N(Q2) then Q1 = Q2.
Proof. If R(Q1) ⊆ R(Q2) then Q2Q1 = Q1. On the other side, if N(Q1) ⊆
N(Q2) then Q2Q1 = Q2. Therefore, Q1 = Q2.
Proposition 3.4. Let (A,S) be a compatible pair. Then,
QR(PA)//N(PA) = A
(†)
(S)A (6)
Proof. By Proposition 2.9, the projectionQR(PA)//N(PA) is well-defined. More-
over, by Proposition 2.9, we have that R(A) ⊆ R(AP + I − P ). Hence, by
Lemma 2.1, (AP + I −P )†A ∈ L(H) and then A(†)(S)A ∈ L(H). Therefore, by
Lemma 3.3, we remain to show that:
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1. A
(†)
(S)A is a projection.
2. R(PA) ⊆ R(A(†)(S)A).
3. N(PA) ⊆ N(A(†)(S)A).
First, let us observe that A
(†)
(S)(I − P ) = 0. Indeed, A(†)(S)(I − P ) = P (AP +
I−P )†(I−P ) = P (AP + I−P )†(AP + I−P )(I−P ) = PPN(AP+I−P )⊥(I−
P ) = PP(N(A)∩S)⊥(I − P ) = P (I − P ) = 0. In the sequel we shall use that
A
(†)
(S)(I − P ) = 0 without any mention.
1. (A
(†)
(S)A)
2 = P (AP+I−P )†AP (AP+I−P )†A = P (AP+I−P )†(AP+
I − P )(AP + I − P )†A = P (AP + I − P )†A = A(†)(S)A.
2. Let η = PAξ ∈ R(PA). Hence, A(†)(S)Aη = P (AP+I−P )†Aη = P (AP+
I − P )†APAξ = P (AP + I − P )†(AP + I − P )Aξ = PP(N(A)∩S)⊥Aξ =
PAξ = η, i.e., η ∈ R(A(†)(S)A).
3. Let ξ ∈ N(PA). Then, PAξ = 0, and so Aξ = (I −P )Aξ = (AP + I −
P )(I − P )Aξ. Therefore, A(†)(S)Aξ = P (AP + I − P )†Aξ = P (AP + I −
P )†(AP+I−P )(I−P )Aξ = PP(N(A)∩S)⊥(I−P )Aξ = P (I−P )Aξ = 0,
i.e., ξ ∈ N(A(†)(S)A) and the result is proved.
Proposition 3.5. Let (A,S) be compatible. Hence,
I − PA,S = (I − A(†)(S)A)(I − P ). (7)
Proof. By Propositions 3.1 and 3.4, we have that I − PA,S = I − A(†)(S)A −
PN(A)∩S . Hence, as N(I − P ) = N(I − PA,S), we have that I − PA,S =
(I − PA,S)(I − P ) = (I − A(†)(S)A)(I − P ) as desired.
4. Generalized abstract splines
Let T ∈ L(H,W), S a closed subspace of H and ξ, η ∈ H. In this section
we shall consider the functional: f(ψ) = ‖Tψ‖2− 2Re(〈η, ψ〉), ψ ∈ H. More
precisely, we are interested in the next set, called generalized abstract spline:
spg(T,S, ξ, η) = {σ ∈ ξ + S : f(σ) = min
ψ∈ξ+S
f(ψ)}. (8)
11
If η = 0 then spg(T,S, ξ, η) is called an abstract spline or a (T,S)-spline
interpolant to ξ. This notion which unifies the treatment of many spline-like
functions was introduced by M. Atteia [4]. See the surveys of Champion,
Lenard and Mills [16], [17] and Deutsch [22] and the papers by Shekhtman
[28], de Boor [13] and Izumino [24]. The relationship between spg(T,S, ξ, 0)
and the compatibility of the pair (T ∗T,S) was studied in [21].
Theorem 4.1. ([21, Theorem 3.2])Let T ∈ L(H,W), A = T ∗T and S ⊆ H
a closed subspace.
1. If ξ ∈ H, spg(T,S, ξ, 0) is not empty if and only if ξ ∈ S + A−1(S⊥).
2. The following conditions are equivalent:
(a) spg(T,S, ξ, 0) is not empty for every ξ ∈ H.
(b) S + A−1(S⊥) = H.
(c) The pair (A, S) is compatible.
Moreover, if (A,S) is compatible then
3. spg(T,S, ξ, 0) = {(I −Q)ξ : Q ∈ P(A,S)}.
4. (I − PA,S)ξ is the unique vector in spg(T,S, ξ, 0) with minimal norm.
Our goal is to study the relationship between spg(T,S, ξ, η) and the compat-
ibility of the pair (T ∗T,S) for η 6= 0. The proof of the next result follows the
lines of [15, Theorem 5].
Theorem 4.2. Let T ∈ L(H,W), A = T ∗T, S a closed subspace of H,
P = PS and ξ, η ∈ H. The following conditions are equivalent:
1. σ ∈ spg(T,S, ξ, η).
2. (PA+ I − P )σ = Pη + (I − P )ξ.
Proof. 1 ⇒ 2. Let σ ∈ spg(T,S, ξ, η) and φ = σ + Pψ with ψ ∈ H. Hence,
from f(φ) ≥ f(σ) we have that that
〈APψ, Pψ〉+ 〈Aσ − η, Pψ〉+ 〈Pψ,Aσ − η〉 ≥ 0, (9)
for all ψ ∈ H. Put ζ = P (Aσ − η) and take ψ = −λζ in (9) with λ > 0; we
get: λ 〈APζ, Pζ〉 − 2||ζ||2 ≥ 0 for all λ > 0. Now, if ζ 6= 0 then we can find
λ small enough so that λ 〈APζ, Pζ〉 − 2||ζ||2 < 0 which is a contradiction.
Therefore, ζ = 0, i.e., PAσ = Pη. On the other side, since σ ∈ ξ+S we have
that (I −P )σ = (I −P )ξ. Combining this two last equalities we obtain that
(PA+ I − P )σ = Pη + (I − P )ξ and the result follows.
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2⇒ 1. Let σ ∈ H such that (PA+ I − P )σ = Pη + (I − P )ξ. Hence,
PAσ = Pη and (I − P )σ = (I − P )ξ.
From (I−P )σ = (I−P )ξ we have that σ ∈ ξ+S. Consider ψ ∈ ξ+S. Hence,
ψ = σ+ζ with ζ ∈ S and f(ψ) = f(σ)+〈Aζ, ζ〉−2Re(〈Aσ, ζ〉)+2Re(〈η, ζ〉).
Now, as PAσ = Pη then Aσ = η + φ with φ ∈ S⊥ and so 〈Aσ, ζ〉 = 〈η, ζ〉 .
Hence, f(ψ) = f(σ) + 〈Aζ, ζ〉 ≥ f(σ) and σ ∈ spg(T,S, ξ, η).
Motivated by Theorem 4.2, our goal in what follows is to study the equation:
(PA+ I − P )σ = Pη + (I − P )ξ, (10)
Proposition 4.3. Let A ∈ L(H)+, ξ, η ∈ H. The following conditions are
equivalent:
(a) there exists σ ∈ H such that (PA+ I − P )σ = Pη + (I − P )ξ,
(b) there exists ψ ∈ H such that (AP + I − P )ψ = η − Aξ.
Proof. Given σ ∈ H such that (a) holds, then ψ = σ− ξ+ η−Aσ solves (b).
Conversely, given ψ ∈ H such that (b) holds, then σ = ξ+Pψ solves (a).
Proposition 4.4. ([26, Lemma 4.2]) Suppose that for some ξ, η ∈ H there
exists a solution σ of (10). Then, all possible solutions are σ+N(A)∩S. In
particular, there exists a unique solution of (10) provided that N(A) ∩ S =
{0}.
Proof. It follows from Lemma 2.2.
Now, applying the results of the previous section we obtain:
Theorem 4.5. 1. The next conditions are equivalent:
(a) For all ξ, η ∈ H equation (10) has a unique solution which depends
continuously on the data.
(b) For all ξ, η ∈ H equation (10) has a unique solution.
(c) For all ξ, η ∈ H equation (10) has a solution.
(d) R(PAP ) = S.
2. The next conditions are equivalent:
(a) {(ξ, η) : equation (10) is solvable} = H × (R(A) + S⊥) and the
unique solution in (N(A)∩S)⊥ depends continuously on the data.
(b) R(PAP ) is closed.
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3. The next conditions are equivalent:
(a) {(ξ, η) : equation (10) is solvable} = H× (R(A) + S⊥).
(b) R(PAP ) = R(PA).
4. Any condition of 1 implies everyone of 2; any condition of 2 implies
everyone of 3.
Proof. 1. a⇒ b⇒ c. Trivial.
c⇒ d. If for all ξ, η ∈ H equation (10) has a solution then R(PA+ I−
P ) = H or, equivalently, by Proposition 2.4, R(PAP ) = S.
d⇒ a. By Proposition 2.4, if R(PAP ) = S then PA+I−P is invertible
and the result follows.
2. a ⇒ b. If {(ξ, η) : equation (10) is solvable} = H × (R(A) + S⊥)
then R(PA) + S⊥ = {Pη + (I − P )ξ : (ξ, η) ∈ H × (R(A) + S⊥)} =
R(PA + I − P ). Now, since the unique solution in (N(A) ∩ S)⊥ is
given by (PA + I − P )†(Pη + (I − P )ξ) and it depends continuously
on the data then (PA+ I −P )†|R(PA+I−P ) is bounded or, equivalently,
R(PA + I − P ) is closed. Therefore, by Proposition 2.5, R(PAP ) is
closed.
b⇒ a. Suppose that R(PAP ) is closed then, by Remark 2.10, R(PA+
I −P ) = R(PA) +S⊥. Take (ξ, η) such that (10) is solvable, i.e., there
exists σ ∈ H such that (PA + I − P )σ = Pη + (I − P )ξ. Therefore,
PAσ = Pη, i.e., η ∈ R(A) + S⊥. For the other inclusion, let (ξ, η) ∈
H×(R(A)+S⊥). Then, Pη+(I−P )ξ ∈ R(PA)+S⊥ = R(PA+I−P ),
i.e., equation (10) is solvable. Now, the unique solution in (N(A)∩S)⊥
is obtained by (PA+I−P )†(Pη+(I−P )ξ) which depends continuously
on the data since (PA + I − P )† is a bounded operator because of
Proposition 2.5.
3. a⇒ b. Assume that item (a) holds. We claim that R(PA + I − P ) =
R(PA) + S⊥. Indeed, let ζ = PAψ + φ with φ ∈ S⊥. Then, (φ,Aψ) ∈
H×(R(A)+S⊥) and so there exists σ ∈ H such that (PA+I−P )σ = ζ,
i.e., ζ ∈ R(PA + I − P ). Therefore, R(PA + I − P ) = R(PA) + S⊥
and the conclusion follows by Proposition 2.9.
b⇒ a. If R(PAP ) = R(PA) then, by Proposition 2.9, R(PA+I−P ) =
R(PA) + S⊥ and the proof follows as in the previous item.
4. It is clear.
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Remark 4.6. Knyazev [26, Lemma 4.3] asserts that for every ξ ∈ H and
every η ∈ R(A) + S⊥ equation (10) has a solution. The assertion is false;
Knyazev’s proof fails because identity R(PA+ I − P ) = PR(A) +R(I − P )
holds only if A and R(P ) are compatible. We have shown examples for
which the identity does not hold (see Example 2.6). The right assertion
should read: for every ξ ∈ H and every η ∈ R(A) + S⊥ equation (10) has
a solution if and only if R(PA) = R(PAP ) or, equivalently (A,R(P )) is
compatible. However, this little mistake does not affect the validity of the
main assertions of his paper, because in general he only considers pairs A,P
for which R(PA+I−P ) is closed; as we have seen, in such cases the identity
R(PA+ I − P ) = PR(A) + R(I − P ) holds. Warning: Knyazev denotes by
P the orthogonal projection onto S⊥ so that in order to translate his results
to our notation one must interchange P and I − P .
By the previous corollary and Proposition 2.9 we obtain:
Corollary 4.7. Let T ∈ L(H) and A = T ∗T. The set spg(T,S, ξ, η) is not
empty for all ξ ∈ H and η ∈ R(A) + S⊥ if and only if (A,S) is compatible.
Under the assumption of compatibility, we characterize the solutions of (10):
Proposition 4.8. Let T ∈ L(H) and A = T ∗T such that (A,S) be compatible
and (ξ, η) ∈ H× (R(A) +S⊥). Therefore, if η = Aψ+σ⊥ with σ⊥ ∈ S⊥ then
spg(T,S, ξ, η) = {PA,Sψ + (I − PA,S)ξ + ζ : ζ ∈ N(A) ∩ S} (11)
= {Qψ + (I −Q)ξ : Q ∈ P(A,S)}, (12)
= {A(†)(S)η + (I − PA,S)ξ + ζ : ζ ∈ N(A) ∩ S} (13)
Moreover, A
(†)
(S)η + (I − PA,S)ξ is the unique element in spg(T,S, ξ, η) with
minimal norm.
Proof. First notice that, by Theorem 4.2 and Corollary 4.7, it holds that the
set spg(T,S, ξ, η) = {σ ∈ H : equality (10) holds} is not empty.
Now, let us show that PA,S(ψ − ξ) + ξ is a solution of (10). Indeed, since
PAPA,S = PA we obtain that (PA+ I−P )(PA,S(ψ− ξ) + ξ) = PAPA,S(ψ−
ξ) + PAξ + (I − P )ξ = PAψ + (I − P )ξ = Pη + (I − P )ξ. Therefore,
PA,Sψ + (I − PA,S)ξ = PA,S(ψ − ξ) + ξ is a solution of (10) and (11) holds
because of Proposition 4.4.
Equality (12) is consequence of P(A,S) = PA,S + L(S, N(A) ∩ S).
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For equality (13), note that by (11), σ˜ := PA,Sψ + (I − PA,S)ξ − PN(A)∩Sψ ∈
spg(T,S, ξ, η). Now, by (5) and (6), we have that σ˜ = P (AP+I−P )†Aψ+(I−
PA,S)ξ = P (AP+I−P )†(Aψ+σ⊥)+(I−PA,S)ξ where the last equality holds
because P (AP+I−P )†(I−P ) = 0. Thus, σ˜ = P (AP+I−P )†η+(I−PA,S)ξ ∈
spg(T,S, ξ, η) and (13) follows by Proposition 4.4
Finally, since spg(T,S, ξ, η) is the set of solutions of equation (10), then
the element in spg(T,S, ξ, η) with minimal norm is the unique element in
spg(T,S, ξ, η)∩N(PA+ I −P )⊥ = spg(T,S, ξ, η)∩ (N(A)∩S)⊥. Therefore,
let us show that σ˜ = PA,Sψ + (I − PA,S)ξ − PN(A)∩Sψ ∈ (N(A) ∩ S)⊥.
Now, since PN(A)∩S(PA,Sψ−PN(A)∩Sψ) = 0 we get that PA,Sψ−PN(A)∩Sψ ∈
(N(A) ∩ S)⊥. On the other hand, (I − PA,S)ξ ∈ N(PA,S) ⊆ (N(A) ∩ S)⊥.
Therefore, σ˜ ∈ (N(A) ∩ S)⊥ as desired.
Remark 4.9. In [15, Theorem 5] it is also described the elements of the set
spg(T,S, ξ, η) and the element of minimal norm but for the finite dimensional
case. Note that our expression of the minimal norm solution coincides with
the one obtained by Chen because of Proposition 3.5. It should be noticed
that Chen works with pairs (A,S) such that A is S−positive, in the sense
that A = A∗, 〈Aφ, φ〉 ≥ 0 for all φ ∈ S and if 〈Aφ, φ〉 = 0 with φ ∈ S then
Aφ = 0. Most results on compatible pairs can be extended to this type of
pairs.
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