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MINKOWSKI ADDITIVE OPERATORS
UNDER VOLUME CONSTRAINTS
JUDIT ABARDIA-EVE´QUOZ, ANDREA COLESANTI, AND EUGENIA SAORI´N GO´MEZ
Abstract. We investigate Minkowski additive, continuous, and translation invariant
operators Φ : Kn → Kn defined on the family of convex bodies such that the volume
of the image Φ(K) is bounded from above and below by multiples of the volume of
the convex body K, uniformly in K. We obtain a representation result for an infinite
subcone contained in the cone formed by this type of operators. Under the additional
assumption of monotonicity or SO(n)-equivariance, we obtain new characterization
results for the difference body operator.
1. Introduction
Let Kn be the space of convex bodies in Rn, i.e., compact convex subsets of Rn,
endowed with the usual Minkowski addition. An operator Φ : Kn −→ Kn is called linear,
or Minkowski additive, if:
Φ(K + L) = Φ(K) + Φ(L), ∀K,L ∈ Kn.
In this paper we will consider:
MAdd: Minkowski additive, continuous (with respect to the Hausdorff metric) and trans-
lation invariant operators. Their class will be denoted by MAdd;
MEnd: Minkowski additive, continuous, and translation invariant operators, which are
additionally rotation equivariant, i.e., they commute with rotations of Rn. Fol-
lowing the current notation (see for instance [50] or [13]), we will refer to these
operators as Minkowski endomorphisms and denote their class by MEnd.
Minkowski endomorphisms were first introduced in 1974 by Schneider [47]. In fact,
in [47] the author considers operators Φ : Kn −→ Kn, which are continuous, linear, and
commute with Euclidean motions. Subsequently, Kiderlen [27] proved that any operator
of this form is, up to the addition of the Steiner point, a Minkowski endomorphism in
the sense of the previous definition.
A significative example of Minkowski endomorphism is given by the so-called difference
body operator
(1)
D : Kn −→ Kn
K 7→ DK := K + (−K),
where + denotes the Minkowski addition and −K = {x ∈ Rn : −x ∈ K}. We refer the
reader to Section 2 for precise definitions and notation.
Since their introduction, Minkowski endomorphisms and their extensions have been
widely studied and different representation results have been obtained, usually under
further geometric assumptions (see, for instance, [27,48,49,52,53,55,56]). We also point
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out the recent work by Dorrek [13], who carried out a deep systematic study of Minkowski
endomorphisms closing some of the most important conjectures related to them within
convex geometry.
In this paper we focus on Minkowski additive operators (inMAdd or inMEnd) veri-
fying a natural affine isoperimetric inequality, involving the volume. Affine isoperimetric
inequalities – i.e. those relating two geometric quantities associated to a convex body
such that their ratio is invariant under the action of affine transformations – have been
largely studied in convex geometry. They turned out to have important applications,
for instance in improving well-known inequalities in analysis. We refer the reader to the
survey [37] and to [12, 20, 23–25, 36, 38, 58, 62] and references therein for some recents
results and applications.
Our starting point consists of two inequalities of this sort, associated to the difference
body:
(2) 2nVn(K) ≤ Vn(DK) ≤
(
2n
n
)
Vn(K), ∀K ∈ Kn.
The right-hand inequality is the celebrated Rogers-Shephard, or difference body, inequality
proved in [45] (see also [11, 46] for other proofs and related inequalities). The left one
can be directly obtained from the Brunn-Minkowski inequality (see [50]). Note that both
inequalities are known to be sharp, and equality cases are completely characterized.
Motivated by (2), we introduce the following definition.
Definition 1.1. Let Φ : Kn −→ Kn. We say that Φ satisfies a volume constraint (VC)
if there are constants cΦ, CΦ > 0 such that
(VC) cΦVn(K) ≤ Vn(Φ(K)) ≤ CΦVn(K), ∀K ∈ Kn.
Our first result is a characterization of Minkowski endomorphisms verifying a (VC)
condition. Roughly speaking, we prove that any such application is a non-symmetric
version of the difference body operator. If in addition we assume that the images of the
operator are symmetric with respect to the origin (we denote by Kns the class of convex
bodies with this property), then the difference body operator is characterized.
Theorem 1.2. Let n ≥ 3.
(i) An operator Φ : Kn −→ Kn is a Minkowski endomorphism that satisfies (VC) if
and only if there are a, b ≥ 0 with a+ b > 0 such that
ΦK = a(K − st(K)) + b(−K + st(K)), ∀K ∈ Kn.
(ii) An operator Φ : Kn −→ Kns is a Minkowski endomorphism that satisfies (VC) if
and only if there is a λ > 0 such that ΦK = λDK for every K ∈ Kn.
Here
st(K) =
1
Vn(Bn)
∫
Sn−1
uh(K,u)du
denotes the Steiner point of K, Bn and Sn−1 are the unit ball and the unit sphere in Rn,
respectively, and h(K, ·) is the support function of K. The case n = 2 is considered in
Theorem 6.1, where the result is analogous up to a rotation about the origin.
Another important geometrical property in convex geometry is the monotonicity. An
operator Φ : Kn −→ Kn is monotonic if for every K,L ∈ Kn with K ⊆ L, then Φ(K) ⊆
Φ(L). In the context of Minkowski endomorphisms, the more general notion of weak
monotonicity turns out to be more relevant. We say that an operator Φ : Kn −→ Kn is
weakly monotonic if for every K,L with st(K) = st(L) = 0 and K ⊆ L, the inclusion
Φ(K) ⊆ Φ(L) holds. Weakly monotonic endomorphisms were characterized by Kiderlen
[27], who proved that they are given by certain measures on the sphere. Before the recent
results by Dorrek [13] came to light, all known Minkowski endomorphism were weakly
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monotonic. On the other hand, Theorem 1.2 proves, in particular, that all Minkowski
endomorphisms satisfying (VC) are weakly monotonic.
These two results lead us to our second result which provides a classification of
Minkowski additive operators in MAdd that are monotonic.
Theorem 1.3. Let n ≥ 2 and Φ ∈MAdd. Then Φ is monotonic and satisfies (VC) if
and only if there exists g ∈ GL(n) such that
Φ(K) = g(DK), ∀K ∈ Kn.
Nowadays, Minkowski additive operators are usually treated as a special case of
Minkowski valuations. A Minkowski valuation is an operator Φ : Kn −→ Kn such that
Φ(K) + Φ(L) = Φ(K ∪ L) + Φ(K ∩ L), ∀K,L ∈ Kn, K ∪ L ∈ Kn,
where + denotes Minkowski addition in both sides of the equality.
The relation between Minkowski additive operators and Minkowski valuations was
first studied (under different names) by Spiegel [57], who proved that every continuous,
translation invariant, and 1-homogeneous Minkowski valuation is Minkowski additive.
We recall that an operator Φ : Kn −→ Kn is said to be 1-homogeneous if Φ(λK) = λK
for all λ > 0. From the relation
(3) K + L = K ∪ L+K ∩ L,
which holds for every K,L,K ∪ L ∈ Kn (see, e.g., [50, Lemma 3.1.1]), it follows directly
that every Minkowski additive operator is a Minkowski valuation. In this sense, Schnei-
der’s study of Minkowski endomorphisms in [47, 48] can be considered as the starting
point of the investigation of Minkowski valuations. In [47], various classification results
for Minkowski endomorphisms are obtained by adding different geometric properties,
such as preserving some precise intrinsic volume, or prescribing the image of a segment
(see Theorem 2.10). Another remarkable result by Schneider [49] classifies the operators
between convex bodies that preserve the volume. This result can be interpreted as the
first one considering the (VC) condition in the special case that both constants are equal
to one.
Theorem A ([49]). Let n ≥ 2. An operator Φ : Kn −→ Kn is Minkowski additive and
satisfies Vn(Φ(K)) = Vn(K) for every K ∈ Kn if and only if there exist α ∈ SL(n) and a
Minkowski additive map t : Kn −→ Rn such that Φ(K) = αK + t(K) for every K ∈ Kn.
A systematic study of Minkowski valuations was started by Ludwig [30, 31] at the
beginning of this century. We point out her characterization of the difference body
operator.
Theorem B ([31]). Let n ≥ 2. An operator Φ : Kn −→ Kn is a continuous, translation
invariant, and SL(n)-covariant Minkowski valuation if and only if there is a λ ≥ 0 such
that Φ(K) = λDK for every K ∈ Kn.
We recall that Φ : Kn −→ Kn is said to be covariant with respect to a group G of
transformations of Rn if Φ(g(K)) = g(Φ(K)) for every K ∈ Kn and g ∈ G.
After these seminal papers of Ludwig, Minkowski valuations have been deeply studied
and characterization results for other operators, for other groups of transformations and
for certain subfamilies of Kn have been obtained. Some of these results can be found in
[21,27,44,51,53–56,59] and references therein.
Apart from the mentioned characterization results of the difference body operator,
by Schneider and Ludwig, more recent results in this direction have been proven. For
instance, Gardner, Hug, and Weil [17], managed to remove the Minkowski valuation
property in Theorem B, although adding the condition of homogeneity. This result was
obtained in the much more general context of classifying operations between convex
bodies (see also [10, 18, 42]). Other characterization results for the difference body were
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established in [1], by using the notion of satisfying a (VC) condition and the GL(n)-
covariance.
We denote byMAdds,+ the subset of those operators ofMAdd that verify Φ(−K) =
Φ(K) = −Φ(K) for every K ∈ Kn. The above characterization results, Theorem 1.2
and 1.3, are obtained as consequence of a representation result for operators Φ ∈MAdds,+
that satisfy (VC). The corresponding result in dimension higher than 2 will be stated in
Section 4, as it requires further notation and additional definitions.
Theorem 1.4. Let n = 2. An operator Φ ∈MAdds,+ satisfies (VC) if and only if there
exist ρ : Gr(2, 1) −→ R, continuous and strictly positive, and π : Gr(2, 1) −→ Gr(2, 1),
bijective and bi-Lipschitz, such that for every K ∈ K2,
h(Φ(K), u) =
∫
S1
ρ(v)V1([−u, u]|π(v))dS1(K, v), ∀u ∈ S1.
Here S1(K, ·) denotes the surface area measure of K ∈ Kn, V1(L) denotes the length
of the 1-dimensional convex body L, and v denotes the vector obtained from a π/2-
counterclockwise rotation of v.
The proof of this representation result, as well as its higher dimensional analogue relies
on the existence of bi-Lipschitz bijections on Gr(n, k) for every 1 ≤ k ≤ n− 1, associated
to every Φ ∈MAdd that satisfies (VC).
The paper is organized as follows. In Section 2, we recall the basic concepts in convex
geometry and theory of valuations that will be used throughout the paper. In Section 3 we
investigate properties of operators fromMAdd, focusing in particular on their interaction
with Grassmannians and proving that they preserve dimensions. In Section 4 we obtain
representation formulae for Minkowski additive operators that satisfy the (VC) condition
and prove Theorem 4.1. Theorem 1.3 is proved in Section 5. The last section is devoted
to the characterization contained in Theorem 1.2, of Minkowski endomorphisms that
satisfy a (VC) condition.
2. Preliminaries
2.1. Notation. We work in the n-dimensional Euclidean space Rn, equipped with usual
scalar product 〈·, ·〉 and norm ‖ · ‖. If A ⊂ Rn is a measurable set, Vn(A) denotes its
volume, that is, its n-dimensional Lebesgue measure. The notation Sn−1 and Bn stands
for the unit sphere and the unit ball (centered at the origin) of Rn, respectively. The
standard basis of Rn is denoted by {e1, . . . , en}. For x ∈ Rn, we denote by Sx := [−x, x]
the line segment joining −x and x. For x = (x1, x2) ∈ R2 \ {0}, we denote by x ∈ R2,
the orthogonal vector to x given by (−x2, x1).
As usual, Gr(k, n) denotes the Grassmannian of linear k-dimensional subspaces of Rn.
For A ⊂ Rn, we denote by A|E the orthogonal projection of the set A onto E ∈ Gr(k, n).
If E is a linear subspace of Rn, we denote by E⊥ the orthogonal complement of E in Rn.
We write GL(n) and SL(n) to denote the general linear and special linear groups in Rn.
By O(n) we denote the group of orthogonal transformations of Rn and by SO(n) ⊂ O(n)
the orthogonal transformations which preserve orientation.
If A ⊂ Rn, then spanA, the span of A, is the vector subspace of Rn parallel to the
affine subspace of smallest dimension containing A. The dimension of a set A ⊂ Rn,
dimA, is defined as the dimension of spanA.
2.2. Convex bodies. Next we recall some notions from convex geometry, which will be
used throughout the paper. Our reference text for this part is the monograph [50] by
Schneider. We refer the reader also to the books [5, 16, 19] for different perspectives on
this subject.
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We denote by (Kn,+) the set of convex bodies (compact and convex sets) in Rn,
endowed with the usual Minkowski addition:
K + L := {x+ y : x ∈ K, y ∈ L}.
The topology that we consider on Kn is the one induced by the Hausdorff distance. For
K,L ∈ Kn, the Hausdorff distance between K and L is given by
dH(K,L) = max{min{ǫ > 0 : K ⊂ ǫL},min{ǫ > 0 : L ⊂ ǫK}}.
By Kns , we denote the set of convex bodies in Rn which are symmetric with respect to
the origin. We call o-symmetric bodies the elements of Kns .
The support function h(K, ·) : Rn −→ R of a convex body K ∈ Kn is given by
h(K, v) = max{〈v, x〉 : x ∈ K}.
This is a 1-homogeneous convex function in Rn which determines uniquely K ([50, The-
orem 1.7.1]). Moreover, for any u ∈ Rn, the function h(·, u) : Kn −→ R is additive with
respect to the Minkowski addition and positively homogeneous, namely,
(4) h(αK + βL, ·) = αh(K, ·) + βh(L, ·), ∀K,L ∈ Kn, ∀α, β ≥ 0.
Further, for any K ∈ Kn, g ∈ GL(n), and u ∈ Rn,
(5) h(gK, u) = h(K, gT u),
where gT denotes the transpose of the matrix g ∈ GL(n).
We note that Hausdorff topology on Kn is equivalent to the uniform convergence
topology in the set of support functions (see, e.g., [50, Lemma 1.8.14]).
A zonoid is a convex body which can be approximated by finite sums of line segments.
A convex body Z ∈ Kn is a generalized zonoid if its support function can be written in
the form
(6) h(Z, u) =
∫
Sn−1
|〈u, v〉|dρZ (v) + 〈u, v0〉, ∀u ∈ Rn,
where ρZ is a signed even measure on S
n−1, called the generating measure of Z, and
v0 ∈ Rn is fixed. In particular every generalized zonoid has a center of symmetry (which
is the origin when v0 = 0). It is known that generalized zonoids are dense in Kns (see
[50, Corollary 3.5.7]).
2.3. Mixed volumes. The mixed volume in Rn is the unique multilinear functional
V : (Kn)n −→ R
(K1, . . . ,Kn) 7→ V (K1, . . . ,Kn)
which satisfies V (K, . . . ,K) = Vn(K) and is symmetric and Minkowski additive in each
component. The mixed volume functional is non-negative and in each variable it is
continuous, translation invariant, and monotonic. We refer the reader to [50, Chapter 5]
for a systematic study of mixed volumes.
For 1 ≤ i ≤ n and K,Ki+1, . . . ,Kn ∈ Kn, we use [i] inside a mixed volume to denote
that the convex body K is repeated i times:
V (K[i],Ki+1, . . . ,Kn) = V (K, . . . ,K︸ ︷︷ ︸
i-times
,Ki+1, . . . ,Kn).
Some special cases of mixed volumes give rise to well-known quantities such as the surface
area, the Euler characteristic, or more generally the intrinsic volumes that are defined
as
Vj(K) =
1
Vn−j(Bn−j)
(
n
j
)
V (K[j], Bn[n− j]), K ∈ Kn.
If j = n, then Vn(K) coincides with the n-dimensional volume of K, Vn−1(K) with its
surface area and V0(K) with the Euler characteristic of K.
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Let E ∈ Gr(n, k), let K1, . . . ,Kk ∈ Kn, and let L1, . . . , Ln−k be convex bodies con-
tained in E⊥ ∈ Gr(n, n − k). The mixed volume V (K1, . . . ,Kk, L1, . . . , Ln−k) can be
split in a product of mixed volumes of convex bodies contained in E and E⊥, as follows:
(7)
(
n
k
)
V (K1, . . . ,Kk, L1, . . . , Ln−k) = VE(K1|E, . . . ,Kk|E)VE⊥(L1, . . . , Ln−k),
where VE and VE⊥ denote the mixed volume functional defined on E and E
⊥ respectively,
with the standard identification with Rk and Rn−k, respectively (see, e.g., [16, (A.36)]).
An immediate consequence of (7) is the following representation of the support function
of the difference body.
Corollary 2.1. Let n ≥ 2, v ∈ Rn and let K ∈ Kn. Then there exist n − 1 vectors
{vv2 , . . . , vvn}, constituting an orthonormal basis of span{v}⊥, such that
h(DK, v) = h(K, v) + h(K,−v) = 1
2n−1
V (K,Svv2 , . . . , S
v
vn), ∀v ∈ Sn−1,
for Svvj = [−vvj , vvj ], j ∈ {2, . . . , n}.
Proof. Observing that h(K, v) + h(K,−v), the width of K in the direction v, measures
the length of the projection of K onto the line spanned by v, we have V1(K| span{v}) =
h(K, v) + h(K,−v). Taking E = span{v} in (7), we obtain the result. 
The following result provides equivalent conditions ensuring that a mixed volume is
strictly positive.
Theorem 2.2 (Theorem 5.1.8 in [50]). For K1, . . . ,Kn ∈ Kn, the following assertions
are equivalent:
(a) V (K1, . . . ,Kn) > 0;
(b) there are segments Si ⊂ Ki (i = 1, . . . , n) having linearly independent directions;
(c) dim(Ki1 + · · ·+Kik) ≥ k for each choice of indices 1 ≤ i1 < · · · < ik ≤ n and for
all k ∈ {1, . . . , n}.
The surface area measure of order 1 of K ∈ K2, denoted by S1(K, ·), is the unique
finite Borel measure on S1 such that
V(K,B2) =
1
2
∫
S1
dS1(K,u).
We refer the reader to [50, Chapters 4 and 5] for a description of the surface area measure
of order 1, and more generally, for the description of the surface area measures. Some
properties of the surface area measure of order 1 that we need in the following are that
S1(K, ·) is weakly continuous with respect to K and it is Minkowski additive, namely,
for K,L ∈ K2 and a Borel set ω ⊂ S1, S1(K + L,ω) = S1(K,ω) + S1(L,ω). Further,
for every Borel set ω ⊂ S1, the map K 7→ S1(K,ω) is a real-valued, 1-homogeneous, and
translation invariant valuation (see Equation (8)).
2.4. Translation-invariant valuations. Let (A,+) be an Abelian semigroup. An op-
erator ϕ : Kn −→ A is a valuation if for any K,L ∈ Kn with K ∪ L ∈ Kn,
(8) ϕ(K) + ϕ(L) = ϕ(K ∪ L) + ϕ(K ∩ L).
The most well-known valuations are real-valued valuations, i.e., those for which (A,+) =
(R,+) with the usual addition of real numbers. Real-valued valuations were probably first
used by Dehn for his solution of the third Hilbert problem. The reader interested in the
state of the art of the theory of real-valued valuations is referred to the valuable surveys
[2,6,15,26,29,40,41] and [50, Chapter 6], and to [3,4,7,8,35] for the most recent results.
Nowadays, apart from real-valued and Minkowski valuations, other valuations, namely,
for other abelian semigroups (A,+) than the reals or (Kn,+), have been studied, often
motivated by their applications in material science and physics. Among these valuations
MINKOWSKI ADDITIVE OPERATORS UNDER VOLUME CONSTRAINTS 7
are the tensor-valued valuations, area and curvature measures, or taking values in some
space of functions (see, for instance, [9, 22,32–34,60,61]).
In this work, we will only consider real-valued and Minkowski valuations. Two basic
features of valuations which will be used throughout are continuity with respect to the
Hausdorff metric and translation invariance. If ϕ : Kn −→ Kn is assumed to be continu-
ous with respect to the Hausdorff distance, then the topology inherited from this distance
is assumed in both, domain and image spaces. A valuation ϕ (real-valued or Minkowski)
is translation invariant if
ϕ(K + t) = ϕ(K) for any t ∈ Rn and K ∈ Kn.
A (real-valued or Minkowski) valuation ϕ is said to be homogeneous of degree k ∈ R if
for every K ∈ Kn and λ > 0,
ϕ(λK) = λkϕ(K).
We say that a valuation ϕ : Kn −→ (A,+) taking values in an ordered semigroup A is
monotonic (increasing with respect to set inclusion) if for every K,L ∈ Kn such that
K ⊆ L, we have ϕ(K) ⊆ ϕ(L).
We denote by Val the family of continuous and translation invariant real-valued valu-
ations. The subset of Val consisting of homogeneous of degree k (resp. even) real-valued
valuations is denoted by Valk (resp. Val
+). Analogously, MVal and MValk are the
spaces of continuous and translation invariant Minkowski valuations, and continuous,
translation invariant, and k-homogeneous Minkowski valuations. Notice that all these
sets of valuations have the structure of real vector spaces.
An operator Φ : Kn −→ Kn is said to be an o-symmetrization if Φ(K) is o-symmetric
for every K ∈ Kn.
Real-valued and Minkowski valuations are naturally connected by means of the support
function through the following construction. Let Φ be a Minkowski valuation and let
w ∈ Rn be fixed. Then Φw : Kn −→ R, defined by
(9) Φw(K) = h(Φ(K), w), ∀K ∈ Kn,
is a real-valued valuation which inherits several of the properties of Φ. In the next
lemma we collect some properties of Φw that we will use all over the work without
explicit mention.
Lemma 2.3. Let Φ ∈MVal, let w ∈ Rn and define
Φw : Kn −→ R
K 7→ h(Φ(K), w).
The following facts hold:
(i) Φw ∈ Val;
(ii) if Φ is k-homogeneous, then Φw is k-homogeneous;
(iii) if Φ is monotonic increasing (resp. decreasing), then Φw is monotonic increasing
(resp. decreasing), too.
Moreover, if we assume that Φ : Kn −→ Kn is a translation invariant and monotonic
Minkowski valuation, then
(iv) Φw and Φ are continuous.
Proof. Let Φ ∈MVal and w ∈ Rn. (i) follows immediately from (3) and (4). The proof
of (ii) is a consequence of (4) and the homogeneity of Φ. Finally, (iii) follows from the fact
thatK ⊆ L if and only if h(K,u) ≤ h(L, u) for all u ∈ Rn, together with the monotonicity
of Φ. Property (iv) for Φw follows by a result of McMullen [39] stating that every
translation invariant and monotonic real-valued valuation is continuous. Finally, the
continuity of Φ is obtained from the continuity of Φw and the fact that the continuity with
respect to the Hausdorff topology is equivalent to the uniformly convergence topology in
the set of support functions. 
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Next we introduce the Klain function ([50, p. 356]) of a real-valued valuation, which
will be needed to prove Proposition 3.12.
Let µ ∈ Valj. The Klain function of µ is the continuous map Klµ : Gr(n, j) −→ R
such that for every K ∈ Kn such that K ⊂ E ∈ Gr(n, j),
µ(K) = Klµ(E)Vj(K)
where Vj denotes the j-th intrinsic volume of K ⊂ E, that is, its j-dimensional volume.
For µ ∈ Val1 and E ∈ Gr(n, 1), the definition of Klµ(E) yields that
(10) Klµ(E) =
1
2
µ(E ∩Bn).
Klain proved in [28] that homogeneous and even real-valued valuations are uniquely
determined by its Klain function (see [50, Theorem 6.4.11]). More precisely:
Theorem 2.4 ([28]). The map Val+j −→ C(Gr(n, j)) is injective.
Next we state another result of Klain, for the particular case that we need in the
following.
Theorem 2.5 (Theorem 6.4.12 in [50]). Let µ ∈ Val1 and let Klµ : Gr(n, 1) −→ R be
its Klain function. If Z ∈ Kn is a generalized zonoid with generating measure ρZ , then
µ(Z) = 2
∫
Sn−1
Klµ(Eu)dρZ(u),
where Eu = span{u}.
2.5. The space MAdd. We consider an operator Φ : Kn −→ Kn which it is continuous
(with respect to the Hausdorff topology), translation invariant, and Minkowski additive,
that is,
Φ(K + L) = Φ(K) + Φ(L), ∀K,L ∈ Kn.
We denote the space of these operators by MAdd. The subspace of even (resp. o-
symmetrizations) is denoted by MAdd+ (resp. MAdds).
As described in the introduction, we have the following relation.
Lemma 2.6 ([57], Remark 6.3.3 in [50]). Let n ≥ 2. Then Φ ∈ MVal1 if and only if
Φ ∈MAdd.
The following lemma describes the image of a point of an operator Φ ∈MAdd.
Lemma 2.7. Let n ≥ 2. If Φ ∈MAdd, then Φ({p}) = 0 for every p ∈ Rn.
Proof. Since Φ is Minkowski additive and translation invariant, we have that for every
convex body K,
Φ(K + p) = Φ(K) + Φ({p})
= Φ(K),
which implies Φ({p}) = 0 for every p ∈ Rn. 
In Section 5 we will study operators belonging to MAdd, satisfying (VC), which are
also monotonic. We will need the following results in this direction.
Theorem 2.8 ([14], [43]). Let µ : Kn −→ R be a monotonic, translation invariant, and
1-homogeneous valuation. Then there exist k ∈ {1, . . . , n} and (n−k) pairwise orthogonal
unit segments Sk+1, . . . , Sn such that one of the following cases occurs.
(i) k ≥ 2 and there is a convex body L of dimension k, contained in the orthogonal
complement of span{Sk+1, . . . , Sn} such that
µ(K) = V (K,L[k − 1], Sk+1, . . . , Sn).
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(ii) k = 1 and there is a constant c > 0 such that
µ(K) = cV (K,S2, . . . , Sn).
Notice that the segments Sk+1, . . . , Sn can be chosen to be centered at the origin since
mixed volumes are translation invariant in each component.
We would like to remark that Corollary 7.2 also follows from the above representation
result. In Section 7, we include a proof which enlightens also the proof of Theorem 1.3.
In Section 6 we will investigate Minkowski endomorphisms, that is, operators belonging
to MAdd that are SO(n)-equivariant. We say that Φ : Kn −→ Kn is SO(n)-equivariant
if
Φ(gK) = gΦ(K), ∀g ∈ SO(n), ∀K ∈ Kn.
The space of Minkowski endomorphisms is denoted byMEnd. For the study of Minkowski
endomorphisms satisfying (VC), we will need the following results.
Theorem 2.9 ([3]). If Φ ∈MVal is SO(n)-equivariant, then Φ is also O(n)-equivariant.
Theorem 2.10 ([47]). Let Φ ∈MEnd.
(i) Let n = 2. Then the image under Φ of some convex body is a non-degenerated
segment if and only if there are a, b ≥ 0 with a+ b > 0 and g ∈ SO(2) such that
ΦK = ag(K − st(K)) + bg(−K + st(K)) for every K ∈ K2.
(ii) Let n ≥ 3. Then the image under Φ of some convex body is a non-degenerated
segment if and only if there are a, b ≥ 0 with a + b > 0 such that ΦK = a(K −
st(K)) + b(−K + st(K)) for every K ∈ Kn.
2.6. Grassmannians. For n ≥ 2 and k ∈ {1, . . . , n}, we denote by Gr(n, k) the Grass-
mannian formed by all k-dimensional vector subspaces of Rn. More generally, if E ∈
Gr(n, k) and j ∈ {1, . . . , k}, Gr(E, j) denotes the set of all j-dimensional subspaces of E.
The following map defines a distance on Gr(n, k)
(11)
d : Gr(n, k)×Gr(n, k) −→ [0,∞)
(E,F ) 7→ d(E,F ) = dH(E ∩ Sn−1, F ∩ Sn−1),
where dH is the Hausdorff distance.
We observe that the distance on Gr(n, 1) is equivalent to the angle distance on Sn−1.
Indeed, let v1, v2 ∈ Sn−1. If E1 = span{v1} and E2 = span{v2}, then
(12) d(E1, E2) = 2 sin
(α
2
)
,
where α ∈ [0, π/2] such that cos(α) = 〈v1, v2〉. This distance can be directly computed
by elementary trigonometry and recalling definition (11).
The above distance between F1, F2 in Gr(n, k) can be also expressed in terms of the
angles between F1, F2. Indeed, by the above definition of distance on Gr(n, k) and the
definition of the Hausdorff distance, (see (1.59) in [50] and subsequent comments)
(13)
d(F1, F2) = max
{
max
L1∈Gr(F1,1)
(
min
L2∈Gr(F2,1)
d(L1, L2)
)
, max
L2∈Gr(F2,1)
(
min
L1∈Gr(F1,1)
d(L1, L2)
)}
.
Hence, (12) yields the claim.
For the proof of our main results, we will strongly use that the space Gr(n, k), 1 ≤ k ≤
n − 1, is compact and connected, with the topology from the endowed distance. Since
the authors were not able to find appropriate references of these two facts, a proof is
sketched in the appendix.
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2.7. Volume constraints. The main new geometric property that we consider in this
paper is the following volume constraint for an operator Φ ∈MAdd.
Definition 2.11. We say that an operator Φ : Kn −→ Kn satisfies a volume constraint
condition (VC) if there exist constants cΦ, CΦ > 0 such that
cΦVn(K) ≤ Vn(Φ(K)) ≤ CΦVn(K), ∀K ∈ Kn.
The identity operator on Kn trivially satisfies (VC). Another example of an operator
satisfying a volume constraint (VC) is the difference body operator (1), since it satisfies
(2). However, there are much more other elements of MAdd satisfying (VC). They will
be described in Section 4.
3. The (VC) condition interacts with Grassmannians
In this section, we investigate properties of operators ofMAdd which satisfy a volume
constraint condition (VC) and prove that associated to every Φ ∈ MAdds,+ which
satisfies (VC) there is a bi-Lipschitz bijection on Gr(n, k) for every 1 ≤ k ≤ n − 1, in
Theorem 3.8.
In the next lemma we prove that an operator ofMAdd which satisfies (VC) preserves
dimensions.
Proposition 3.1. Let n ≥ 2 and let Φ ∈MAdd satisfy (VC). Then
dim(K) = dim(ΦK), ∀K ∈ Kn.
Proof. Let n ≥ 2 and let Φ ∈ MAdd satisfy (VC) with cΦ, CΦ > 0. We first observe
that from Lemma 2.7 we already have that if x0 ∈ Rn is a point, then 0 = dim{x0} =
dimΦ({x0}) = dim{0} = 0.
We prove that Φ preserves dimensions for everyK ∈ Kn. Let l ∈ {1, . . . , n}, letK ∈ Kn
with dimK = l, and let L ∈ Kn with dimL = n − l and such that dimK + L = n. For
every λ > 0, the Minkowski additivity of Φ and the (VC) condition yield
(14) cVn(K + λL) ≤ Vn(Φ(K + λL)) = Vn(ΦK + λΦL) ≤ CVn(K + λL).
Using the expansion of Vn(K + λS) and Vn(Φ(K) +Φ(λS)) as polynomials whose coeffi-
cients are mixed volumes (see [50, Section 4.1]), together with Theorem 2.2, we obtain
Vn(K + λL) = Vn(K) +
n∑
j=1
λj
(
n
j
)
V (K[n− j], L[j]) = λl
(
n
l
)
V (K[n− l], L[l])
and
(15) Vn(ΦK + λΦL) = Vn(ΦK) +
n∑
j=1
λj
(
n
j
)
V (ΦK[n− j],ΦL[j]).
Since (14) holds for every λ > 0, the polynomial in (15) is a monomial of degree l. By
Theorem 2.2 this is possible only if dimΦK = l and dimΦL = n − l, which proves the
result. 
Throughout the rest of the paper we will use systematically the following special
situation of Proposition 3.1.
Remark 3.2. Let n ≥ 2 and let Φ ∈ MAdd satisfy (VC). Then the image of a non-
degenerate segment under Φ is a non-degenerate segment.
Next we show that every Φ ∈MAdd satisfying (VC) induces in a natural way a map
from Gr(n, k) into itself, for every 1 ≤ k ≤ n − 1. For E ∈ Gr(n, k), the set of convex
bodies contained in E will denoted by K(E), i.e.,
K(E) := {K ∈ Kn : K ⊂ E}.
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Proposition 3.3. Let Φ ∈ MAdd satisfy the (VC) condition. Let 0 ≤ k ≤ n and
let E ∈ Gr(n, k). Then there exists πΦk (E) ∈ Gr(n, k) such that Φ(K) ⊂ πΦk (E) for all
K ∈ K(E), i.e., ImΦ|K(E) ⊂ K(πΦk (E)).
Proof. For k = 0, the result follows by Lemma 2.7, and for k = n, it is trivial. Let
k ∈ {1, . . . , n− 1} and let E ∈ Gr(n, k). Let K and L be k-dimensional convex bodies in
K(E). We know, by Proposition 3.1, that Φ(K) and Φ(L) are k-dimensional as well.
We prove that span(Φ(K)) = span(Φ(L)). For, let F := span(Φ(K)) + span(Φ(L))
and assume m = dim(F ) ≥ k + 1. Let M ∈ K(F⊥) with dimM = dimF⊥ = n− dimF .
Since K,L ⊆ E with dimK = dimL = k and m ≥ k+1, we have that dimM ≤ n−k−1,
which yields
(16) 0 = Vn((K + L) +M).
On the other hand, Proposition 3.1 and the Minkowski additivity of Φ ensure that
Vn (Φ(K + L+M)) = Vn((Φ(K) + Φ(L)) + Φ(M)),
which together with the assumptions dimF ≥ k + 1 and dimM = n− dimF yields
0 < Vn (Φ(K + L+M)) .
But this contradicts (16).
To finish the proof, we consider K ∈ K(E) with dim(K) < k and show that Φ(K) ⊂
πk(E). For that, take L ∈ K(E) with dimension k. Then K +L ⊂ E has also dimension
k so that Φ(K + L) = Φ(K) + Φ(L) ⊂ πk(E), which implies Φ(K) ⊂ πk(E). 
Using the above result, we define the following map.
Definition 3.4. Let Φ ∈MAdd satisfy the (VC) condition and let k ∈ {0, . . . , n}. The
map
πΦk : Gr(n, k) −→ Gr(n, k)
E 7→ πΦk (E)
is well-defined and for every E ∈ Gr(n, k),
Φ(K) ⊂ πk(E), ∀K ∈ K(E).
From now on we will omit the subscript Φ in πΦk , unless it is not clear from the context.
The additivity of Φ and the definition of πk imply the following additivity property of
the functions πk.
Lemma 3.5. Let Ei ∈ Gr(n, ki), ki ∈ {0, . . . , n}, i = 1, 2, and let j ∈ {0, . . . , n} be the
dimension of E1 + E2. Then
πk1(E1) + πk2(E2) = πj(E1 + E2).
Next, we introduce another map defined on Gr(n, 1), which, together with π1 will play
the role of a Klain function of Φ (see Proposition 3.12).
Definition 3.6 (Definition and Remark). Let Φ ∈ MAdd satisfy the (VC) condition.
The map
ρ1 : Gr(n, 1) −→ (0,∞)
E 7→ V1(Φ(E ∩Bn))
is well-defined. Further, it is continuous and strictly positive.
Notice that Remark 3.2 ensures that for any E ∈ Gr(n, 1), dimΦ(E ∩Bn) = 1, and ρ1
is strictly positive. Finally, the continuity of Φ and V1 yield that ρ1 is continuous.
This real-valued map measures how Φ stretches the 1-dimensional volume on each line
of Rn passing through the origin.
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Definition 3.7. Let Φ ∈MAdd satisfy the (VC) condition and let ρ1 be associated to
Φ. The following magnitudes are well-defined:
mΦ := min
Sn−1
ρ1, MΦ := max
Sn−1
ρ1.
Further, mΦ,MΦ > 0.
We aim to prove the following result:
Theorem 3.8. Let n ≥ 2 and let Φ ∈MAdd satisfy (VC). For every k ∈ {1, . . . , n−1},
the map πk : Gr(n, k) −→ Gr(n, k) given by Definition 3.4 is
(i) continuous,
(ii) bijective,
(iii) bi-Lipschitz, i.e., there exist constants c, C > 0 such that
c d(E,F ) ≤ d(πk(E), πk(F )) ≤ C d(E,F ), ∀E,F ∈ Gr(n, k).
The proof of the above results combines geometric and analytical tools, and will allow
us to obtain a more precise knowledge of the induced action of a Φ ∈ MAdds,+ that
satisfies (VC), on the Grassmannians.
In order to prove the above result we need the following lemma.
Lemma 3.9. Let E1, E2 ∈ Gr(n, 1), and let v1, v2 ∈ Sn−1 be such that
[−vi, vi] = Ei ∩Bn, i = 1, 2, 1 > 〈v1, v2〉 ≥ 0.
Let α ∈ [0, π/2] be such that cos(α) = 〈v1, v2〉. Then,
(i) d(E1, E2) = 2 sin
(
α
2
)
,
(ii) V2([−v1, v1] + [−v2, v2]) = 4 sin(α).
Moreover, the following inequality holds:
(17)
1
4
≤ d(E1, E2)
V2((E1 ∩Bn) + (E2 ∩Bn)) ≤
√
2
4
.
Proof. Item (i) is equation (12). To prove (ii) we use that [−v1, v1] + [−v2, v2] is the
union of four parallelepipeds whose 2-dimensional interiors are non-intersecting and of
area equal to the area of [0, v1] + [0, v2], which is sin(α). In order to prove the inequality
(17), it is enough to use (i) and (ii) with α ∈ [0, π/2]. 
Proof of Theorem 3.8. Let Φ ∈MAdd satisfy (VC). Let πk : Gr(n, k) −→ Gr(n, k) be
given in Definition 3.4, for 1 ≤ k ≤ n− 1.
Observing that for E ∈ Gr(n, k), the map πk is defined so that Φ(K) ⊂ πk(E) for all
K ∈ K(E), its continuity follows from the continuity of Φ and the definition of distance
on Gr(n, k) (see (11)).
The injectivity follows from Proposition 3.1. Indeed, if E1 6= E2 ∈ Gr(n, k) and
Ki ∈ Ei with dimKi = k, i = 1, 2, we have dim(K1 +K2) = m > k. As Φ is Minkowski
additive, we also have dim(Φ(K1 + K2)) = dim(Φ(K1) + Φ(K2)) > k, which is only
possible if span(Φ(K1)) 6= span(Φ(K2)), i.e., πk(E1) 6= πk(E2).
Next we prove (iii). We start with the case k = 1. Let E1, E2 ∈ Gr(n, 1) be distinct
and let E = E1 + E2 ∈ Gr(n, 2) and F = E⊥. Denote
Si = Ei ∩Bn, i = 1, 2,
and let L := F ∩Bn ∈ Kn−2(F ). Since E and F are orthogonal, we have
Vn(S1 + S2 + L) = V2(S1 + S2)Vn−2(L),
and Lemma 3.5 yields
π2(E) ∩ πn−2(F ) = 0.
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By the Minkowski additivity of Φ and (7),
Vn(Φ(S1 + S2 + L)) = Vn(Φ(S1) + Φ(S2) + Φ(L))
= c(π2(E), πn−2(F ))V2(Φ(S1) + Φ(S2))Vn−2(Φ(L)).
The constant c(π2(E), πn−2(F )) > 0 depends continuously on π2(E) and πn−2(F ) and
then, ultimately, depends only on E1 and E2. We define
γΦ := inf
E1,E2∈Gr(n,1)
E1 6=E2
c(π2(E1 + E2), πn−2((E1 +E2)⊥)),
ΓΦ := sup
E1,E2∈Gr(n,1)
E1 6=E2
c(π2(E1 + E2), πn−2((E1 +E2)⊥)).
These are strictly positive and finite constants since they coincide, respectively, with
inf
F∈Gr(n,n−2)
c(π2(F
⊥), πn−2(F )) and sup
F∈Gr(n,n−2)
c(π2(F
⊥), πn−2(F )).
Indeed, since the functions π2, πn−2, and c are continuous and Gr(n, n − 2) is compact,
the above infimum and supremum are attained.
Similarly, the values
λΦ := inf
E1,E2∈Gr(n,1)
E1 6=E2
Vn−2(Φ((E1+E2)∩Bn)), ΛΦ := sup
E1,E2∈Gr(n,1)
E1 6=E2
Vn−2(Φ(((E1+E2)⊥∩Bn))
are strictly positive and finite constants since
λΦ = inf
F∈Gr(n,n−2)
Vn−2(Φ(F ∩Bn)) and ΛΦ = sup
F∈Gr(n,n−2)
Vn−2(Φ(F ∩Bn)).
On the other hand, by the (VC) condition, we have that
0 < cΦ ≤ Vn(Φ(S1 + S2 + L))
Vn(S1 + S2 + L)
≤ CΦ
where cΦ and CΦ (from the definition of (VC)) depend only on Φ. Thus, we obtain that
(18) 0 < c1 ≤ V2(Φ(S1) + Φ(S2))
V2(S1 + S2)
≤ c2,
where c1 =
cΦ
ΓΦΛΦ
and c2 =
CΦ
γΦλΦ
. Taking Lemma 3.9 into account we know that
(19) 2
√
2 d(E1, E2) ≤ V2(S1 + S2) ≤ 4 d(E1, E2).
We next obtain a similar bound for V2(Φ(S1) + Φ(S2)). For that we apply Lemma 3.9
to the unit segments S˜i := π1(Ei) ∩ Bn, i = 1, 2. Up to a translation, we have S˜i =
1
ρ1(Ei)
Φ(Si). We obtain,
V2(Φ(S1) + Φ(S2)) = ρ1(E1)ρ1(E2)V2
(
Φ(S1)
ρ1(S1)
+
Φ(S2)
ρ1(S2)
)
,
and
(20) 2
√
2m2Φ d(π1(E1), π1(E2)) ≤ V2(Φ(S1) + Φ(S2)) ≤ 4M2Φ d(π1(E1), π1(E2)).
Therefore, by (18), (19) and (20), we have
0 < k1 ≤ d(π1(E1), π1(E2))
d(E1, E2)
≤ k2,
where k1 =
cΦ√
2M2ΦΓΦΛΦ
and k2 =
CΦ
√
2
m2ΦγΦλΦ
are constants independent of E1 and E2. Hence,
π1 is bi-Lipschitz.
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We next prove that π1 is surjective, which finishes the proof of (ii) for k = 1. Let
I ⊂ Gr(n, 1) be the image of π1, i.e.,
I := {E ∈ Gr(n, 1) : ∃E′ ∈ Gr(n, 1) s.t. π1(E′) = E}.
Let E1, E2 ∈ Gr(n, 1), E1 6= E2, and let F = E1 + E2 ∈ Gr(n, 2). We know from
Definition 3.4 that dimF = dimπ2(F ) = 2. Further, Lemma 3.5 ensures that π1(E) ∈
Gr(π2(F ), 1) for every E ∈ Gr(F, 1). Due to the bi-Lipschitz property of π1, the set
π1(Gr(F, 1)) := {π1(E) : E ∈ Gr(F, 1)}
is a (non-empty) closed and open subset of Gr(π2(F ), 1). Indeed, if (Ei)i is a convergent
sequence in π1(Gr(F, 1)), then, since π1 is bi-Lipschitz, the sequence E˜i given by Ei =
π1(E˜i) is convergent to E˜ ∈ Gr(F, 1). By definition, π1(E˜) ∈ π1(Gr(F, 1)) and by
continuity, it is the limit of the sequence (Ei). Thus, the set π1(Gr(F, 1)) is closed. To
prove that it is open, we use that Gr(F, 1) can be identified with the unit sphere S1 in
the plane, with the convention that antipodal points are identified (see Subsection 2.6).
In turn S1, with the identification of antipodal points, can be identified with the interval
[0, π). The topology given to Gr(F, 1), under these identifications, is equivalent to the
usual topology of the real line, restricted to [0, π). Now, a bi-Lipschitz map from [0, π)
onto itself takes open sets into open sets, since it takes neighborhoods into neighborhoods.
Hence, π1(Gr(F, 1)) is open.
Now, since the set Gr(π2(F ), 1) is connected, we have
(21) π1(Gr(F, 1)) = Gr(π2(F ), 1).
Combining (21) and
π2(F ) = π1(E1) + π1(E2),
which follows from Lemma 3.5, we obtain
I ⊃ Gr(π1(E1) + π1(E2), 1), ∀E1, E2 ∈ Gr(n, 1).
This property can be inductively extended to any finite sum of elements of Gr(n, 1).
Let {e1, . . . , en} denote the standard basis of Rn. If we choose Ei = span(ei), i =
1, . . . , n, and use this property together with Proposition 3.1, we obtain I = Gr(n, 1),
i.e., π1 is surjective.
We next use the surjectivity of π1 to obtain that πk, for k ≥ 2, is also surjective. Indeed,
let F ∈ Gr(n, k) and let {v1, . . . , vk} be a basis of F . Let Ei = span(vi), i = 1, . . . , k.
The surjectivity of π1 yields that there exist Fi ∈ Gr(n, 1) such that Fi = π−11 (Ei),
i = 1, . . . , k; by Lemma 3.5 we obtain
πk(F1 + · · ·+ Fk) = F.
We conclude the proof of Theorem 3.8 by proving that πk is bi-Lipschitz, for k ≥ 2.
Let F1, F2 ∈ Gr(n, k). We recall that, by (13), we have
d(F1, F2) = max
{
max
L1∈Gr(F1,1)
(
min
L2∈Gr(F2,1)
d(L1, L2)
)
, max
L2∈Gr(F2,1)
(
min
L1∈Gr(F1,1)
d(L1, L2)
)}
.
Let L˜1 ∈ Gr(F1, 1) be fixed and L˜2 ∈ Gr(F2, 1) be such that
d(L˜1, L˜2) = min
L2∈Gr(F2,1)
d(L˜1, L2).
Then, using that π1 is bi-Lipschitz, we have
min
L2∈Gr(F2,1)
d(L˜1, L2) = d(L˜1, L˜2)
≥ c d(π1(L˜1), π1(L˜2))
≥ c min
L′2∈Gr(pik(F2),1)
d(π1(L˜1), L
′
2),
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for some constant c > 0. Thus, taking maximum with respect to L1 ∈ Gr(F1, 1) and
using the surjectivity of π1, we get
max
L1∈Gr(F1,1)
(
min
L2∈Gr(F2,1)
d(L1, L2)
)
≥ c max
L′1∈Gr(pik(F1),1)
(
min
L′2∈Gr(pik(F2),1)
d(L′1, L
′
2)
)
.
In the same way, the corresponding inequality where the roles of F1 and F2 are inter-
changed is obtained. From these and the above definition of Hausdorff metric, we have
d(F1, F2) ≥ c d(πk(F1), πk(F2)).
The proof is completed applying the same argument to π−1k , to obtain the reverse in-
equality. 
Next, we collect some special assertions of the case k = 1.
Lemma 3.10. Let Φ ∈ MAdd satisfy (VC) and let π1 : Gr(n, 1) −→ Gr(n, 1) be the
map in Definition 3.4. Let S be a segment in Rn.
(i) If E = spanS ∈ Gr(n, 1), then Φ(S) ⊂ π1(E).
(ii) For every E ∈ Gr(n, 1) there exists a translation t(E) ∈ π1(E) for which
Φ(E ∩Bn) = 1
2
ρ1(E)(π1(E) ∩Bn) + t(E).
If Φ is also an o-symmetrization, then
(22) Φ(E ∩Bn) = 1
2
ρ1(E)(π1(E) ∩Bn), ∀E ∈ Gr(n, 1)
(iii) The pair (π1, ρ1) identifies the image through Φ ∈ MAdds of any centered seg-
ment having length 2. The 1-homogeneity and translation invariance yield that
the image of any segment in Rn can be deduced.
This allows us to interpret (π1, ρ1) as a Klain map of Φ ∈MAdd (cf. Theorem 2.4),
when Φ is also even and o-symmetrization. We first compute the Klain function of the
real-valued valuations associated to Φ, given by (9), namely, Φu = h(Φ(·), u), for any
u ∈ Rn.
Proposition 3.11. Let Φ ∈ MAdds satisfy (VC). For u ∈ Rn, the Klain map of
Φu = h(Φ(·), u) is determined by the pair (π1, ρ1). In particular,
KlΦu(E) =
1
2
ρ1(E)V1([−u, u]|π1(E)),
for all E ∈ Gr(n, 1).
Proof. Using the definition of Φu, (10), and (22), we get
KlΦu(E) =
1
2
h(Φ(E ∩Bn), u)
=
1
4
ρ1(E)h(π1(E) ∩Bn, u)
=
1
4
ρ1(E) |〈v, u〉|,
where v ∈ Sn−1 is such that
π1(E) ∩Bn = [−v, v].
The proof is concluded observing that, by (7),
|〈u, v〉| = 2V1([−u, u]|π1(E)).

Proposition 3.12. An operator Φ ∈MAdds,+ satisfying (VC) is uniquely determined
by the pair (π1, ρ1).
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Proof. Notice, first, that as Φ is even, then Φu is even for every u ∈ Rn. As a consequence
of Theorem 2.4 and Proposition 3.11, Φu is uniquely determined by (π1, ρ1) for every u,
i.e., the support function of Φ(K) is uniquely determined by (π1, ρ1), for every K. 
4. Representation formulae
In this section we prove the representation result contained in Theorem 4.1, as well as
its extension to higher dimension in Theorem 4.2. These representation formulae will be
useful in the coming section, in particular to obtain the characterization result for the
difference body given in Theorem 1.3.
Theorem 4.1. Let n = 2. An operator Φ ∈MAdds,+ satisfies (VC) if and only if there
exist ρ : Gr(2, 1) −→ R, continuous and strictly positive, and π : Gr(2, 1) −→ Gr(2, 1),
bijective and bi-Lipschitz, such that for every K ∈ K2,
h(Φ(K), u) =
∫
S1
ρ(v)V1([−u, u]|π(v))dS1(K, v), ∀u ∈ S1.
Proof. We recall that the notation x ∈ R2 stands for the orthogonal vector to x =
(x1, x2) ∈ R2 \ {0} given by (−x2, x1).
Let π1 and ρ1 be the functions, associated to Φ, given by Definitions 3.4 and 3.6. Let
u ∈ Sn−1. We consider the map µu : K2 −→ R defined as
(23) µu(K) =
∫
S1
ρ1(v)V1([−u, u]|π1(v))dS1(K, v).
Since S1 is a 1-homogeneous and translation invariant valuation (see Section 2.3), it
follows that µu is also a 1-homogeneous and translation invariant valuation. Moreover,
as S1(K, ·) is weakly continuous with respect to K ∈ K2, µu is continuous and it is also
even, since S1(−K, v) = S1(K,−v) for any v ∈ S1.
We prove next that
(24) µu ≡ Φu,
where Φu = h(Φ(·), u). Equality (24) will follow if we prove that µu and Φu have the
same Klain function (cf. Theorem 2.4). In order to determine Klµu , let E ∈ Gr(2, 1) and
v0 ∈ S1 be such that E = span(v0). Then
Klµu(E) =
1
2
µu(E ∩B2) = 1
2
µu([−v0, v0]).
The surface area measure of order 1 of the segment [−v0, v0] is
(25) S1([−v0, v0], ·) = 2 (δv0(·) + δ−v0(·)) ,
where δv denotes the Dirac measure concentrated at v ∈ S1. Thus, from (23) and (25)
we have
Klµ(E) =
1
2
ρ1(E)V1([−u, u]|π1(E)).
The conclusion follows from Proposition 3.11.
Next we prove the “only if” part of Theorem 4.1. Let ρ : Gr(2, 1) −→ R be continuous
and strictly positive, and let π : Gr(2, 1) −→ Gr(2, 1) be bijective, bi-Lipschitz, and such
that for every K ∈ K2,
h(Φ(K), u) =
∫
S1
ρ(v)V1([−u, u]|π(v))dS1(K, v), ∀u ∈ S1.
For every K ∈ K2, the map
h : R2 −→ R
u 7→
∫
S1
ρ(v)V1([−u, u]|π(v))dS1(K, v)
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is convex and 1-homogeneous. Therefore, there exists a convex body Φ(K) ∈ K2 such
that h(u) = h(Φ(K), u) for any u ∈ R2. The operator Φ : K2 −→ K2, defined by
K 7→ Φ(K), with
h(Φ(K), u) =
∫
S1
ρ(v)V1([−u, u]|π(v))dS1(K, v),
as argued with (23), is an even o-symmetrization and Φ ∈MAdd. It remains to prove
that it satisfies (VC).
In order to prove (VC) for Φ we show first that it is satisfied for parallelograms. Let
S1, S2 be (non-degenerated) segments in R
2. We prove that there exist c1, c2 > 0, not
depending on S1 and S2, such that
(26) c1 V2(S1 + S2) ≤ V2(Φ(S1 + S2)) ≤ c2 V2(S1 + S2).
Indeed, using the translation invariance of the operator Φ, we can assume w.l.o.g. that
there are v1, v2 ∈ S1 and α1, α2 > 0 such that S1 = α1[−v1, v1] = α1Sv1 and S2 =
α2[−v2, v2] = α2Sv2 . Therefore we have
(27) V2(α1Sv1 + α2Sv2) = α1α2V2(Sv1 + Sv2).
If we denote ρmax = maxE∈Gr(2,1)ρ(E) and use the additivity of Φ, (27), (22), (17), the
Lipschitz property of π1, and again (17) and (27), we obtain
V2(Φ(S1 + S2)) = V2(Φ(α1Sv1 + α2Sv2)) = V2(α1Φ(Sv1) + α2Φ(Sv2))
=
1
4
α1α2V2(ρ(Ev1)π1(Ev1 ∩B1) + ρ(Ev2)π1(Ev2 ∩B1))
≤ 1
4
α1α2ρ
2
maxV2(π1(Ev1 ∩B1) + π1(Ev2 ∩B1))
≤ α1α2ρ2maxd(π1(Ev1), π1(Ev2))
≤ α1α2ρ2maxCd(Ev1 , Ev2) ≤
1
4
α1α2ρ
2
maxC
√
2V2(Ev1 ∩B1 + Ev2 ∩B1)
=
√
2
4
Cρ2maxV2(S1 + S2),
for an appropriate constant C depending only on the Lipschitz property of π1. Notice
that both C and ρmax do not depend on S1, S2. With an analogue argument we prove
that
2cV2(S1 + S2) ≤ V2(Φ(S1 + S2))
for a constant c > 0, which is independent of S1, S2. Hence, we have proved that Φ
satisfies (VC) for parallelograms.
Next, we show that Φ satisfies (VC) for zonotopes. Let m ∈ N and let S1, . . . , Sm be
segments. Consider the zonotope K = S1 + · · · + Sm. Using the multilinearity of mixed
volumes, together with Theorem 2.2, we have
V2(S1 + · · ·+ Sm) = 2
∑
j<l
V (Sj , Sl) =
∑
j<l
V2(Sj + Sl).
Thus, using (26),
c1V2(S1 + · · · + Sm) = c1
∑
j<l
V2(Sj + Sl)
≤
∑
j<l
V2(Φ(Sj + Sl)) =
∑
j<l
V2(ΦSj +ΦSl)
= V2(ΦS1 + · · ·+ΦSm) = V2(Φ(S1 + · · ·+ Sm)).
Analogously, we obtain that
V2(Φ(S1 + · · · + Sm)) ≤ c2V2(S1 + · · ·+ Sm).
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Hence, Φ satisfies (VC) when restricted to the family of zonotopes. The same assertion
follows for zonoids, since Φ and V2 are continuous. Using that in dimension n = 2 all
centrally symmetric bodies are zonoids (see [50, Corollary 3.5.7]), we obtain the statement
for all symmetric bodies, i.e.,
(28) c1 V2(K) ≤ V2(ΦK) ≤ c2 V2(K),
for all K ∈ K2s . To prove that Φ satisfies (VC) for an arbitrary convex body K, not
necessarily centrally symmetric, we note that since Φ is even and additive,
(29) ΦK =
1
2
Φ(K + (−K)) = 1
2
Φ(DK),
for all K ∈ K2. The proof is concluded using (28), (29), and the Rogers-Shephard
inequality (2) (cf. Lemma 5.3). 
We obtain a representation result in higher dimension using Theorem 2.5.
Theorem 4.2. Let Φ ∈ MAdds,+ satisfy the (VC) condition. Then there exist ρ1 :
Gr(n, 1) −→ R, continuous and strictly positive, and π1 : Gr(n, 1) −→ Gr(n, 1), bijective
and bi-Lipschitz, such that for every generalized zonoid Z, with generating measure ρZ ,
we have
(30) h(ΦZ, u) =
1
2
∫
Sn−1
ρ1(Ev)V1([−u, u]|π1(Ev)) dρZ(v), ∀u ∈ Rn,
where for v ∈ Sn−1, Ev = span(v).
Proof. The proof follows the lines of the first part of the proof of Theorem 4.1, where
to define µu we use (30) instead of (23) and obtain the conclusion from Theorem 2.5,
instead of Proposition 3.11. 
4.1. Encoding the image of segments: the function p. We have seen in Theo-
rem 3.12 that Φ ∈MAdds,+ determines (and is determined by) the maps π1 and ρ1, both
defined on Gr(n, 1), which completely describe the action of Φ on segments. It is tempting
to think about a possible map Rn −→ Rn, with v 7→ w such that Φ([−v, v]) = [−w,w].
It is easy to realize that such an association is not well-defined. However, it would be
practical to have a unique function defined on Rn, which provides the same information
as the pair (π1, ρ1). For v ∈ Sn−1, let Sv = [−v, v] be the segment joining −v and v.
From Proposition 3.1, for every v ∈ Sn−1, there exists w ∈ Rn, w 6= 0, such that
Φ([−v, v]) = Φ(Sv) = [−w,w] = Sw.
Clearly, w is not uniquely determined, as we may replace it by −w. Taking this into
account, we define a function, in the above spirit, which enjoys several useful properties.
Proposition 4.3 (and Definition). Let Φ ∈ MAdds,+ satisfy (VC) and let e ∈ Sn−1.
There exists a measurable function p : Sn−1 −→ Rn \ {0} such that
(i)
ΦSv = Sp(v), ∀ v ∈ Sn−1;
(ii)
p(v) = p(−v), 〈p(v), e〉 ≥ 0, ∀ v ∈ Sn−1.
Moreover, p is continuous at every v such that 〈p(v), e〉 6= 0.
Proof. Let Φ ∈MAdds,+ satisfy (VC). Without loss of generality we may assume that
e = en = (0, . . . , 0, 1). For k ∈ {1, . . . , n} we set
Ck = {(x1, . . . , xn) ∈ Sn−1 : xk > 0, xk+1 = · · · = xn = 0}.
In particular,
C1 = {(1, 0 . . . , 0)} and Cn = {(x1, . . . , xn) ∈ Sn−1 : xn > 0}.
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Note that Ck ∩ Ck′ = ∅ for k 6= k′. Let Ω be defined as follows
Ω =
n⋃
k=1
Ck ⊂ Sn−1.
It is easy to check that for every w ∈ Sn−1 we have either w ∈ Ω or −w ∈ Ω. In other
words, Ω contains exactly one of the points w and −w, for every w ∈ Sn−1. In particular,
for every v ∈ Sn−1 there exists exactly one point w ∈ Rn \ {0} (by Proposition 3.1), that
we will denote by p(v), such that
(31) ΦSv = Sp(v) and
p(v)
‖p(v)‖ ∈ Ω.
In this way we have defined the map p : Sn−1 −→ Rn\{0}. We show next that it satisfies
the other stated properties. First, since Ω ⊂ {xn ≥ 0}, we have
〈p(v), e〉 ≥ 0, ∀ v ∈ Sn−1.
Moreover, for every v ∈ Sn−1 we have, by the first equality in the definition of p in (31),
p(−v) = ±p(v). On the other hand, as Ω does not contain any pair of antipodal points,
we deduce p(−v) = p(v).
We prove next the stated continuity property. Let v ∈ Sn−1 be such that 〈p(v), e〉 > 0
and let (vi)i∈N, be a sequence in Sn−1, converging to v. By the continuity of Φ, Sp(vi)
converges to Sp(v). If wi ∈ Rn is such that
ΦSvi = [−wi, wi], ∀ i ∈ N,
then we may assume, up to interchanging wi and −wi, that 〈wi, e〉 > 0 for i sufficiently
large. Then
lim
i→∞
wi = p(v) and wi = p(vi), ∀ i ∈ N,
which proves the continuity of p at v, for every v ∈ Sn−1 satisfying 〈p(v), e〉 > 0.
Finally, we prove the measurability of the application p at Sn−1. For k = 1, . . . , n we
set
Dk = p
−1(Ck) =
{
v ∈ Sn−1 : p(v)‖p(v)‖ ∈ Ck
}
.
Dk is measurable. Indeed, note that
D1 =
{
v ∈ Sn−1 : p(v)‖p(v)‖ = (1, 0, . . . , 0)
}
.
By the continuity of Φ this set is closed, and hence measurable. We argue by induction.
Assume now that D1 ∪ · · · ∪Dk is closed; we prove that D1 ∪ · · · ∪Dk ∪Dk+1 is closed
as well. Let (vi)i∈N, be a convergent sequence in D1 ∪ · · · ∪Dk ∪Dk+1. By the definition
of the sets Dj , if v ∈ Dj , we have, for every i ∈ N,
p(vi) = (p1(vi), . . . , pk+1(vi), 0, . . . , 0) with pk+1(vi) ≥ 0.
First we observe that if, up to a subsequence, pk+1(vi) = 0 for every i ∈ N, then, the
sequence (vi)i∈N lies in D1 ∪ · · · ∪Dk and the induction hypothesis yields the statement.
Hence, we assume pk+1(vi) > 0 for every i ∈ N.
Let
v = lim
i→∞
vi.
We want to prove that v ∈ D1∪ · · · ∪Dk ∪Dk+1, i.e., p(v) = (p1(v), . . . , pk+1(v), 0, . . . , 0)
where the last non-zero coordinate (not necessarily pk+1(v)) is positive.
Next we show that, up to a subsequence, (p(vi))i converges to a vector
w = (w1, . . . , wk+1, 0, . . . , 0),
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as i tends to infinity. Since Sn−1 is compact and vi ∈ D1 ∪ · · · ∪ Dk ∪ Dk+1, we have
p(vi)
‖p(vi)‖ ∈ S
n−1, and hence,
(
p(vi)
‖p(vi)‖
)
i∈N
has a convergent subsequence in Sn−1. Moreover,
we claim that there is C > 0 such that ‖p(u)‖ ≤ C for every u ∈ Sn−1, and hence,
(p(vi))i converges, up to a subsequence, to a vector in R
n. The claim follows from the
continuity of u 7→ ‖p(u)‖, which is an immediate consequence of the continuity of Φ (see
Proposition 4.5) and the compactness of Sn−1. Let w = limi→∞ p(vi). By the continuity
of Φ, we have
ΦSv = Sw.
Hence, p(v) = ±w. If wk+1 > 0 (resp. wk+1 < 0), then, by the definition of p, p(v) =
w (resp. p(v) = −w), which implies that v ∈ D1 ∪ · · · ∪ Dk ∪ Dk+1, since p(vi) =
(p1(vi), . . . , pk+1(vi), 0, . . . , 0). If wk+1 = 0, we can argue in the same manner with the
last non-zero coordinate of w. We use the induction hypothesis to ensure that there is
such a last non-zero coordinate in the limit, due to D1 ∪ · · · ∪Dk being closed. Similarly
to the previous case, we have p(v) = ±w and v ∈ D1∪ · · ·∪Dk. This concludes the proof
that D1 ∪ · · · ∪Dk is closed for every k. As a consequence, Dk is measurable for every
1 ≤ k ≤ n.
The continuity of Φ and the definition of Dk imply that p is continuous on each Dk.
Hence p is measurable on each Dk (a function which is continuous over a measurable set
A is measurable on A). As Sn−1 is the disjoint union of D1, . . . ,Dn, p is measurable on
S
n−1. 
From now on, whenever we need the function p associated to the operator Φ ∈
MAdds,+ from Proposition 4.3, we will set e ∈ Sn−1 fixed. We will use also p to
denote the 1-homogeneous extension of the function p coming from Proposition 4.3 to
R
n, associated to the operator Φ ∈MAdds,+.
In the next, we collect some other important facts about the function p.
Lemma 4.4. Let Φ ∈ MAdds,+ and let p be the one homogeneous extension of the
function p determined by Proposition 4.3. Let E ∈ Gr(n, 1) and let v,w ∈ Sn−1 be such
that E ∩ Sn−1 = {±v} and π1(E) ∩ Sn−1 = {±w}, then
(32) ρ1(E) = 2‖p(v)‖, Sp(v) ⊂ π1(E), and p(v) = ±ρ1(E)w.
Proof. For the first equality, we observe that ρ1(E) = V1(Φ(E ∩Bn)) = V1(Φ([−v, v])) =
V1([−p(v), p(v)]). Since π1(E) = span{[−w,w]} = span{[−p(v), p(v)]}, by the definition
of w and p, the second assertion follows. The last assertion follows from the definition of
ρ1 and the previous facts. 
Proposition 4.5. Let Φ ∈MAdds,+ and let p be given by Proposition 4.3. Let u ∈ Rn.
The following maps are continuous:
(i)
(33) v 7→ |〈p(v), u〉|, v ∈ Sn−1,
(ii)
(34) v 7→ ‖p(v)‖, v ∈ Sn−1.
Proof. By the definition of p, we have h(ΦSv, u) = |〈p(v), u〉|. Since Φ and the support
function are continuous, the map in (33) is also continuous. Similarly, the map in (34) is
continuous since ρ1(E) = 2‖p(v)‖, by (32). 
Now, Theorems 4.1 and 4.2 can be rephrased in terms of the function p.
Corollary 4.6. Let n = 2, and let Φ ∈ MAdds,+ satisfy (VC). Let p be the function
associated to Φ in Proposition 4.3. Then, for every K ∈ K2,
h(ΦK,u) =
1
2
∫
S1
|〈p(v), u〉|dS1(K, v), ∀u ∈ R2.
MINKOWSKI ADDITIVE OPERATORS UNDER VOLUME CONSTRAINTS 21
Corollary 4.7. Let n ≥ 2 and Φ ∈ MAdds,+ satisfy (VC). Let p be the function
associated to Φ in Proposition 4.3. Then, for every generalized zonoid Z, with generating
measure ρZ , we have
h(ΦZ, u) = 2
∫
Sn−1
|〈p(v), u〉| dρZ (v), ∀u ∈ Rn.
5. The monotonic case
In this section we provide the proof of Theorem 1.3. We start with the following
lemma, whose proof is straightforward.
Lemma 5.1. Let Φ ∈ MAdds,+ be monotonic and satisfy the (VC) condition. Then,
for every g ∈ GL(n) the application
Φg : Kn −→ Kn
K 7→ g(ΦK)
is monotonic, Φg ∈MAdd, and satisfies (VC).
First we proof a weak version of Theorem 1.3, where evenness and symmetrization
properties are also assumed.
Proposition 5.2. Let n ≥ 2. An operator Φ ∈ MAdds,+ satisfies (VC) and is mono-
tonic increasing if and only if there is a g ∈ GL(n) such that ΦK = gDK for every
K ∈ Kn.
Proof. We start with the following reduction.
Let {e1, . . . , en} be the canonical basis of Rn and let w1, . . . , wn ∈ Rn be such that
Φ([−ei, ei]) = [−wi, wi]
for all i = {1, . . . , n}. Proposition 3.1 ensures that w1, . . . , wn are linearly independent.
Hence there exists a unique g ∈ GL(n) such that g(wi) = ei for every i = 1, . . . , n.
By Lemma 5.1, the operator Φg, defined by Φg(K) = g(ΦK), has the properties of Φ,
namely, Φg ∈MAdds,+, it satisfies (VC), and is monotonic increasing. Moreover,
Φg([−ei, ei]) = [−ei, ei], ∀ i = 1, . . . , n.
In the rest of the proof we will work with Φg instead of Φ but write, for simplicity Φ
instead of Φg. Our aim is to prove that ΦK = DK for every K ∈ Kn.
Let p : Sn−1 −→ Rn \ {0} be associated to Φ as indicated in Proposition 4.3 with the
choice e = en. In particular we have
〈p(v), en〉 ≥ 0, ∀ v ∈ Sn−1.
Proposition 4.3 yields that p is continuous at every v0 such that 〈p(v0), en〉 6= 0. Using
the above reduction (from Φ to Φg) we may assume that
(35) p(ei) = ei, ∀ i = 1, . . . , n.
Let p denote also its extension to Rn as a 1-homogeneous function. For a w ∈ Rn we set
fw(v) = |〈p(v), w〉|, v ∈ Rn.
Claim 1. fw is a support function for every w ∈ Rn.
Let E ∈ Gr(n, 2). Fixing an orthonormal coordinate system on E we identify it with
R
2 and K(E) with K2. Let w ∈ Sn−1 and consider the application
Φw : K2 −→ R
K 7→ h(ΦK,w).
Lemma 2.3 yields that Φw ∈ Val1 and is monotonic. Hence, by Theorem 2.8, there exists
Lw ∈ K2 such that
h(Φw(K), w) = V (K,Lw) =
1
2
∫
S1
h(Lw, v)dS1(K, v),
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for all K ∈ K2. Notice that if we are in Case 2 of Theorem 2.8, then Lw corresponds to
the segment S2 -which depends on w- in the notation of Theorem 2.8.
Let v0 ∈ S1 ⊂ E ∼= R2 and K = Sv0 = [−v0, v0]. By the identification of E with R2,
the orthogonal vectors to v0 are also in E, i.e., v0 ∈ E. Using (25) and the definition of
the difference body, we obtain
h(Φw(Sv0), w) =
1
2
∫
S1
h(Lw, v)dS1(Sv0 , v) =
1
2
(2h(Lw, v0)+2h(Lw,−v0)) = h(D(Lw), v0).
On the other hand, by the definition of the function p,
h(Φw(Sv0), w) = |〈p(v0), w〉|.
We deduce that
(36) h(DLw, v) = |〈p(v), w〉|
for all v ∈ Sn−1 ∩ E. By (5) and (36) with v instead of v, there exists a rotation g˜ on E
such that
h(g˜(DLw), v) = |〈p(v), w〉|
for all v ∈ Sn−1 ∩ E. The 1-homogeneity of both, the support function and p, ensures
that the equality continues to hold for every v ∈ E. This proves that fw restricted to E
is convex. As E was arbitrary, fw is convex in R
n.
Claim 2. There exists g0 ∈ O(n) such that for every v ∈ Rn,
g0(Φ([−v, v])) = [−v, v].
Let i ∈ {1, . . . , n} be fixed. We apply Claim 1 to w = ei, getting that
fi(v) = |〈p(v), ei〉|
is a support function for every 1 ≤ i ≤ n. Let Li ∈ Kn be such that h(Li, v) = fi(v) for
every v ∈ Rn. As p is even (by definition; see Proposition 4.3), Li is o-symmetric.
On the other hand, by (35),
fi(±ej) = |〈p(ej),±ei〉| = |〈ej , ei〉| = 0, j 6= i.
This implies that Li is a segment centered at the origin and parallel to ei. Thus, there
exists a constant c > 0 such that
h(Li, v) = |〈p(v), ei〉| = c|〈v, ei〉|,
for all v ∈ Rn. Choosing v = ei we get immediately c = 1. Hence we have proved that
for every i = 1, . . . , n and for every v ∈ Rn:
(37) |〈p(v), ei〉| = |〈v, ei〉|.
This implies that for every i ∈ {1, . . . , n} there exists a function ǫi : Sn−1 −→ {−1,+1}
such that
〈p(v), ei〉 = ǫi(v) 〈v, ei〉,
for all v ∈ Sn−1. Let
On+ = {v ∈ Sn−1 : 〈v, ei〉 > 0, i = 1, . . . , n}.
For v ∈ On+ taking into account the definition of p, the choice e = en, and (37) we have
〈p(v), en〉 > 0. Proposition 4.3 yields that p is continuous in On+. This implies that ǫi is
constant in On+, for every i. Therefore, for every i = 1, . . . , n there exists ǫi ∈ {−1,+1},
(now not depending on v) such that
〈p(v), ei〉 = ǫi 〈v, ei〉, ∀ v ∈ On+.
Let g0 ∈ O(n) be defined by
g0(y) = g0((y1, . . . , yn)) = (ǫ1y1, . . . , ǫnyn),
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for all y ∈ Rn, and consider a new operator Φg0 ∈MAdds,+ defined by
Φg0(K) = g0(ΦK),
for any K ∈ Kn. From Lemma 5.1, Φg0 is monotonic and satisfies (VC). We have, for
every v ∈ On+,
Φg0([−v, v]) = g0(Φ([−v, v])) = [−g0(p(v)), g0(p(v))].
On the other hand
〈g0(p(v)), ei〉 = ǫ2i 〈v, ei〉 = 〈v, ei〉, ∀ v ∈ On+, ∀ i = 1, . . . , n.
Hence
(38) Φg0([−v, v]) = [−v, v], ∀ v ∈ On+.
Let pg0 be associated to Φg0 as indicated in Proposition 4.3, with e = en. From (38) it
is clear that pg0 is the identity in O
n
+. Moreover, as the matrix representation of g0 is of
the form g0 = diag(ǫ1, . . . , ǫn) ∈ O(n), with ǫi ∈ {1,−1} for 1 ≤ i ≤ n, (37) holds true
also for pg0 . Let
Onn,+ = {v ∈ Sn−1 : 〈v, en〉 > 0}.
Arguing as above, we have that pg0 is continuous in O
n
n,+. For i = 1, . . . , n− 1, let
A+i = {v ∈ Onn,+ : 〈v, ei〉 > 0}, A−i = {v ∈ Onn,+ : 〈v, ei〉 < 0}.
As pg0 is continuous in these sets, and they are connected, ǫi is constant in each of them.
By A+i ∩On+ 6= ∅, we have ǫi = 1 in A+i .
We show next ǫi = 1 in A
−
i , for every i = 1, . . . , n − 1. Assume by contradiction that
there exists i0 such that ǫi0 = −1 in A−i0 , and choose
v = (v1, . . . , vn) ∈

⋂
i 6=i0
A+i

 ∩A−i0 .
We consider now v′ ∈ Rn such that the coordinates of v′ coincide with those of v for
1 ≤ i 6= i0 ≤ n and the i0-th coordinate is −vi0 in place of vi0 . The assumption ǫi0 = 1
yields p(v) = p(v′). This contradicts the injectivity of p. We conclude that ǫi = 1 on Onn,+
for every i, i.e., p is the identity on Onn,+. Hence, we have that there exists g0 ∈ O(n)
such that g0(Φ[−v, v]) = [−v, v] for every v ∈ Sn−1 with 〈v, en〉 6= 0. By the continuity
of Φ, the statement holds for every v ∈ Sn−1 and the claim is proved.
Claim 3. There exists g0 ∈ O(n) such that
g0(ΦK) =
1
2
DK, ∀K ∈ Kn.
Let g0 be the element of O(n) from Claim 2. We will write, for convenience, Φ instead
of Φg0 . We know that
(39) Φ([−v, v]) = [−v, v], ∀ v ∈ Rn.
Now let Φ : Kn −→ Kn be defined by
ΦK =
1
2
DK, ∀K ∈ Kn.
This operator has the same properties as Φ: Φ ∈ MAdds,+ is monotonic and satisfies
(VC).
Let w ∈ Rn and consider the applications Φw, Φw : Kn −→ R defined by
Φw(K) = h(ΦK,w), Φw(K) = h(ΦK,w),
for all K ∈ Kn. Lemma 2.3 ensures that Φw, Φw ∈ Val1 and they are also even. Using
(39) and the definition of Φw it is easy to check that they have the same Klain map,
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which implies Φw(K) = Φw(K) for every w ∈ Rn and K ∈ Kn. Hence, Φ ≡ Φ, and the
proof is completed. 
In order to prove Theorem 1.3, we first remark that condition (VC) is preserved when
composing two elements in MAdd that satisfy the (VC) condition.
Lemma 5.3. If Φ,Ψ ∈MAdd satisfy (VC), then Φ ◦Ψ ∈MAdd and satisfies (VC).
Proof. The continuity, translation invariance, and Minkowski additivity of the operator
Φ ◦Ψ are clear from the corresponding properties of Φ and Ψ.
The (VC) condition follows from the (VC) condition of Φ and Ψ. Let cΦ, CΦ, cΨ, CΨ
be the constants such that (VC) is satisfied for Φ and Ψ, respectively. Then,
cΦcΨVn(K) ≤ cΦVn(ΨK) ≤ Vn(Φ(Ψ(K))) ≤ CΦVn(Ψ(K)) ≤ CΦCΨVn(K).

Next, we proceed to prove Theorem 1.3.
Proof of Theorem 1.3. Let Φ ∈ MAdd be monotonic and satisfy the (VC) condition.
By Lemma 5.3, the operator
Ψ : Kn −→ Kn
K 7→ D(Φ(DK))
satisfies (VC) and, moreover, Ψ ∈MAdd is clearly monotonic, even, and an o-symmetrization.
Thus, we can use Theorem 5.2 to assert that there exists g ∈ GL(n) such that
(40) Ψ(K) = g(DK), ∀K ∈ Kn.
Since Φ is monotonic, Theorem 2.8 yields that for every u ∈ Sn−1 there exist k ∈
{1, . . . , n} and (n−k) pairwise orthogonal unit segments Suk+1, . . . , Sun such that, if k ≥ 2,
then
(41) h(ΦK,u) = V (K,Lu[k − 1], Suk+1, . . . , Sun),
with Lu ∈ Kk(span{Suk+1, . . . , Sun}⊥) and dimLu = k; in particular, dim(Lu + Suk+1 +
· · ·+ Sun) = n. If k = 1, then h(ΦK,u) = cV (K,Su2 , . . . , Sun) for some c > 0.
Hence, for k ≥1, (41) and (40) yield
h(Ψ(K), u) = h(D(Φ(DK)), u) = h(Φ(DK)− Φ(DK), u)
= h(Φ(DK), u) + h(Φ(DK),−u)
= V (DK,Lu[k − 1], Suk+1, . . . , Sun) + V (DK,L−u[k − 1], S−uk+1, . . . , S−un )
= h(g(DK), u),
for every K ∈ Kn.
Next, we show that k = 1. Assume that k ≥ 2. Then Theorem 2.2 together with
dim(Lu + S
u
k+1 + · · ·+ Sun) = n yields
V (DK,L±u[k − 1], S±uk+1, . . . , S±un ) 6= 0
for every convex body K such that dim(K + L±u) ≥ k.
Let K = Sv be the line segment [−v, v] with v ∈ span{g−1(u)}⊥. From h(g(DSv), u) =
h(DSv, g
−1u) = 0, we obtain that V (DK,L±u[k − 1], S±uk+1, . . . , S±un ) = 0. Hence,
Sv ⊂ span{Suk+1 + · · · + Sun} and Sv ⊂ span{S−uk+1 + · · ·+ S−un }
for every v ∈ (g−1(u))⊥. Since dim(span{g−1(u)})⊥ = n − 1, it necessarily follows that
dim{Suk+1 + · · ·+ Sun} = dim{S−uk+1+ · · ·+ S−un } = n− 1, which is not possible for k ≥ 2.
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Hence, k = 1 as claimed and there exist pairwise orthonormal centered unit segments
Su2 , . . . , S
u
n and c > 0 such that
h(Ψ(K), u) = cV (DK,Su2 , . . . , S
u
n) + cV (DK,S
−u
2 , . . . , S
−u
n )
= 2c(V (K,Su2 , . . . , S
u
n) + V (K,S
−u
2 , . . . , S
−u
n )).
Moreover, since span{Su2 + · · ·+Sun} = span{S−u2 + · · ·+S−un }, we can assume Suj = S−uj
for every 2 ≤ j ≤ n and u ∈ Rn. Hence, there exists a constant c˜ > 0 such that
(42) h(ΨK,u) = c˜V (K,Su2 , . . . , S
u
n), ∀K ∈ Kn.
On the other hand, using Corollary 7.2,
(43)
h(DK,w) = h(K,w) + h(K,−w) = 1
2n−1
V (K,Sw2 , . . . , Swn), ∀w ∈ Sn−1,K ∈ Kn
where Swj = [−wj , wj ], j ∈ {2, . . . , n}, and {w2, . . . , wn} is an orthonormal basis of
span{w⊥}.
Comparing (42) and (43), we choose w = g−1(u) and Suj = Swj . The statement of the
theorem follows taking equation (41) into account. 
6. The Minkowski endomorphism case
In this section we prove Theorem 1.2 and its 2-dimensional version:
Theorem 6.1. Let n = 2.
(i) An operator Φ ∈ MEnd satisfies (VC) if and only if there are g ∈ SO(2) and
a, b ≥ 0 with a+ b > 0 such that
ΦK = ag(K − st(K)) + bg(−K + st(K)), ∀K ∈ Kn.
(ii) An operator Φ ∈ MEnds satisfies (VC) if and only if there are λ > 0 and
g ∈ O(2) such that ΦK = λgDK for every K ∈ Kn.
Theorems 1.2 and 6.1 can be directly obtained from Theorem 2.10. Indeed, by Re-
mark 3.2, if Φ ∈ MEnd satisfies (VC), then Φ maps every (non-degenerated) segment
to a non-degenerated segment. Hence, we can apply Theorem 2.10. The second state-
ment of Theorems 1.2 and 6.1 follows directly from the first one and the assumption of
o-symmetrization.
We provide an alternative proof for Theorem 1.2(ii) and its 2-dimensional version in
Theorem 6.1 by using the representation results we have proven in the previous sections.
Proof of Theorem 1.2(ii). Let n ≥ 3 and let Φ ∈MEnd satisfy (VC).
First we observe that every symmetrization Φ ∈MEnds, which is SO(n)-equivariant,
and by Theorem 2.9 also O(n)-equivariant, is also even, that is, we can assume Φ ∈
MEnds,+.
Theorem 4.2 implies the existence of ρ1 and π1 such that for every generalized zonoid
Z with (signed even) generating measure ρZ and every u ∈ Rn,
h(Φ(gZ), u) =
1
2
∫
Sn−1
ρ1(Egv)V1([−u, u]|π1(Egv))dρZ(v),
which together with the O(n)-equivariance provided by Theorem 2.9 yields
h(Φ(g(Z)), u) = h(ΦZ, gT (u)) =
1
2
∫
Sn−1
ρ1(Ev)V1([−gT (u), gT (u)]|π1(Ev))dρZ(v).
We recall that Ev = span{v}.
Particularizing the above expressions for a centered segment Z = [−v, v] =: Sv, v ∈
S
n−1, which obviously is a generalized zonotope with generating measure given by ρSv =
1
2(δv + δ−v) (see (6)), we obtain that the equality
h(Φ(g(Sv)), u) = h(ΦSv, g
T (u))
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holds for every u ∈ Sn−1 and g ∈ O(n) if and only if
(44) ρ1(Eg(v))V1([−u, u]|π1(Eg(v))) = ρ1(Ev)V1([−u, u]|g(π1(Ev)))
for all u ∈ Sn−1 and g ∈ O(n).
For u ∈ (π1(Egv))⊥, the left-hand side of (44) vanishes and as ρ1 > 0,
V1([−u, u]|g(π1(Ev))) = 0, ∀u ∈ span(π1(Eg(v)))⊥.
This implies (π1(Eg(v)))
⊥ = (g(π1(Ev)))⊥, that is,
π1(Eg(v)) = g(π1(Ev)),
for all v ∈ Sn−1.
Since Eg(v) = g(Ev), we obtain that π1(g(Ev)) = g(π1(Ev)) for all v ∈ Sn−1. This is
equivalent to the fact that π1 : Gr(n, 1) −→ Gr(n, 1) is O(n)-equivariant. This is only
possible if π1(Ev) = Ev for every v ∈ Sn−1. Indeed, let g ∈ O(n) be such that g(e1) = e1.
Then
π1(Ege1) = π1(Ee1)
and, by the O(n)-equivariance,
π1(Ege1) = gπ1(Ee1).
Combining both equalities, we obtain that for every g ∈ O(n) with ge1 = e1, g also
fixes the direction π1(Ee1), which is only possible if π(Ee1) = Ee1 . Again by the O(n)-
equivariance of π1, we obtain
π1(Ev) = π1(Ehe1) = hπ1(Ee1) = he1 = v,
where h ∈ O(n) satisfies v = he1, and the claim follows. We note that if n = 2, then,
only ±Id are in O(2) and satisfy gEe1 = Ee1 . Hence, for n = 2, we do not obtain any
restriction on π1 from the O(2)-equivariance.
Plugging now π1(Ev) = Ev in (44), we get ρ1(Eg(v)) = ρ1(Ev) for every g ∈ O(n) and
v ∈ Sn−1, which implies that ρ1 is constant on Gr(n, 1). Hence, for every generalized
zonoid Z,
(45) h(ΦZ, u) = c
∫
Sn−1
V1([−u, u]|Ev)dρZ(v), ∀u ∈ Rn,
for some c > 0.
On the other hand, using the expression (43) for the support function of the difference
body together with (7), we have that the Klain function of the support function of the
difference body in direction u ∈ Sn−1 is given by Ev 7→ c˜V1([−u, u]|Ev), v ∈ Sn−1, c˜ > 0.
Hence, from Theorem 2.5 we have, for every generalized zonoid Z,
(46) h(DZ,u) =
∫
Sn−1
V1([−u, u]|Ev)dρZ(v).
Thus, from (45) and (46), we deduce that there exists c > 0 such that ΦZ = cDZ for
every generalized zonoid Z ∈ Kn. Since generalized zonoids are dense in the space of
o-symmetric convex bodies, ΦK = cDK for every K ∈ Kns . The evenness assumption on
Φ yields ΦK = cDK for every K ∈ Kn. Indeed, since Φ is even, Minkowski additive and
ΦK = cDK for every K ∈ Kns , we have
ΦK =
1
2
(Φ(K) + Φ(−K)) = 1
2
Φ(DK) = c˜DK,
and the “only if” part of the statement follows. The “if” part is direct.
The case n = 2, namely Theorem 6.1, follows in a similar way, using Theorem 4.1
instead of Theorem 4.2. 
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7. Appendix
We first prove the topological properties of the Grassmannian that we needed.
Proposition 7.1. The space Gr(n, k) endowed with the topology given by the distance (11)
is compact and connected.
Proof. We first prove the compactness. Let (Ei)i∈N be a sequence in Gr(n, k). We show
that it has a subsequence convergent to an element in Gr(n, k), as we are in a metric
space. For each (Ei)i∈N consider a vector vi1 ∈ Sn−1 ∩ Ei. The sequence (vi1)i∈N, as
it is a sequence on the compact space Sn−1, has a convergent subsequence. Let I1 be
the set of indices of this convergent subsequence, and let v1 denote the limit vector.
Next, for i ∈ I1, consider an arbitrary vector vi2 ∈ Ei ∩ span{vi1}⊥ ∩ Sn−1. Notice that,
for every i ∈ N, vi2 ∈ span{vi1}⊥. As before, {vi2 : i ∈ I1} ⊆ Sn−1, and thus has a
convergent subsequence, with indices in I2 ⊂ I1. The limit vector v2 is orthogonal to
v1 since 〈vi2, vi1〉 = 0 for every i ∈ I1. Repeating this process, we obtain k pairwise
orthogonal unit vectors v1, . . . , vk, limits of sequences in S
n−1 with in dices in a subset
Ik ⊂ Ik−1 ⊂ · · · ⊂ I1 ⊂ N. Let E := span{v1, . . . , vk} ∈ Gr(n, k). We claim that E is
the limit of the subsequence (Ei)i∈Ik of (Ei)i∈N. By construction, each (Ei)i∈Ik can be
written as Ei = span{vi1, . . . , vik}, with vij, 1 ≤ j ≤ k, constructively defined above and
pairwise orthogonal. The claim will follow if for every ǫ > 0, there exists i0 ∈ Ik such
that d(Ei, E) < ǫ for every i > i0, i ∈ Ik. Using expression (13) and (12), we obtain
easily that this condition is satisfied. Indeed, since the sequence (vij)i∈Ik tends to vj
for every 1 ≤ j ≤ k, the distance, i.e., the angle, between span{vij} and span{vj} also
tends to zero. Since in (13) we are considering a minimum among all distances between
1-dimensional vector spaces, i.e., lines where one of them is fixed, the claim follows.
Next we prove that Gr(n, k) is connected by proving that it is pathwise-connected. Let
E0 := span{e1, . . . , ek} ∈ Gr(n, k) be a fixed element and let E ∈ Gr(n, k) be arbitrary.
Choose pairwise orthogonal unit vectors {v1, . . . , vk} such that E = span{v1, . . . , vk}.
There exists a rotation g ∈ SO(n) such that gej = vj , 1 ≤ j ≤ k. This rotation is not
unique, but we fix one. Now, the space O(n) is pathwise-connected. Hence, there is a
continuous map [0, 1] −→ SO(n), t 7→ g(t), such that g(0) = id and g(1) = g. The map
[0, 1] −→ Gr(n, k), t 7→ span{g(t)e1, . . . , g(t)ek} defines a continuous path between E0
and E. The continuity can be proved, similarly as before, by using (13), since t 7→ g(t)ej
is a continuous map on Sn−1 for every 1 ≤ j ≤ k. 
Finally, we give a proof of the following expression of the support function of the
difference body by using Theorem 2.8.
Corollary 7.2. Let n ≥ 2, v ∈ Rn and let K ∈ Kn. Then there exist n − 1 vectors
{vv2 , . . . , vvn}, constituting an orthonormal basis of span{v}⊥, such that
h(DK, v) = h(K, v) + h(K,−v) = 1
2n−1
V (K,Svv2 , . . . , S
v
vn), ∀v ∈ Sn−1,
for Svvj = [−vvj , vvj ], j ∈ {2, . . . , n}.
Proof. Let v ∈ Rn. Since the difference body operator is a monotonic, translation invari-
ant, and 1-homogeneous valuation, the function K 7→ h(DK, v) is a real-valued mono-
tonic, translation invariant, and 1-homogeneous valuation. Thus, we can apply Theo-
rem 2.8 to obtain the statement. Indeed, it is enough to prove that (i) in Theorem 2.8
is not possible. Assume by contradiction, that k ≥ 2. Let Svv1 , . . . , Svvk+1 be pairwise
orthogonal unit vectors and Lv ⊆ span{Svk+1, . . . , Svn}⊥ be a convex body of dimension
k, such that
(47) Φv(K) = V (K,L
v [k − 1], Svk+1, . . . , Svn),
ensured by Theorem 2.8 (ii). The subscript v denotes the dependence of the convex
bodies on the fixed direction v ∈ Rn. Let w ∈ Sn−1 ∩ span{v}⊥ and K = Sw = [−w,w].
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By the definition of the difference body and (47),
h(DSw, v) = 0
= V (Sw, L
v[k − 1], Svk+1, . . . , Svn).(48)
By the assumptions on Lv and the line segments Svi , 1 ≤ i ≤ k, it is clear that
dim(Lv + Svk+1 + · · ·+ Svn) = k + n− k = n.
Hence, by Theorem 2.2, V (K,Lv [k−1], Svk+1, . . . , Svn) 6= 0 for every convex body K ∈ Kn
with dimK ≥ 1. But this is a contradiction with (48). Hence, k = 1 and, for every
v ∈ Sn−1 there exist pairwise orthogonal segments Sv2 , . . . , Svn such that span{Sv2 + · · ·+
Svn} = span{v}⊥ and h(DK, v) = cvV (K,Sv2 , . . . , Svn).
It remains to compute the constant cv such that h(DK, v) = cvV (K,Sv2 , . . . , S
v
n). For
that, we take Sv = [−v, v], v ∈ Sn−1, and directly verify that
h(DSv, v) = h(2Sv , v) = 2|〈v, v〉| = 2.
By the multilinearity of mixed volumes and Theorem 2.2,
V (Sv, S
v
2 , . . . , S
v
n) = Vn(Sv + S
v
2 + · · ·+ Svn) = 2n.
Hence, cv = 21−n for every v ∈ Sn−1 and the statement holds. 
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