This paper introduces a detection-based framework to segment glomeruli from digital scanning image of light microscopic slide of renal biopsy specimens. The proposed method aims to better use the precise localization ability of Faster R-CNN and powerful segmentation ability of U-Net. We use a detector to localize the glomeruli from whole slide image to make the segmentation only focus on the most relevant area of the image. We explored the effectiveness of the network depth on its localization and segmentation ability in glomerular classification, and then propose to use the classification network with enhanced ability of localization and segmentation to construct and initialize a segmentation network. We also propose a weakly supervised training strategy to train the segmentation network by taking advantage of the unique morphology of the glomerulus. Both strong initialization and weakly supervised training are used to resolve the problem of insufficient and inaccurate data annotations and enhance the adaptability of the segmentation network. Experimental results demonstrate that the proposed framework is effective and robust.
Introduction
Histological staining is commonly used in diagnostic renal pathology, where biopsy specimens is stained to highlight important features of the tissue, i.e. Periodic acid-Schiff (PAS) staining is used to highlight basement membranes, while Masson's trichrome (MT) staining is used to discriminate collagen fibers from muscular tissues. In some cases, differential staining, double staining or multiple staining are also used. Due to the variations in staining methods, staining intensity, thickness of the biopsy tissue section, slide scanners, and laboratories, significant differences of glomerular color, shape and texture exist among different whole slide images (WSIs), as shown in Fig. 1 . In addition, the doctor's operation also affects the shape of glomerulus, there can exist tangential glomerulus, complete glomerulus and incomplete glomerulus in a WSI. More recently, several attempts [1, 2] have been discussed about the staining independent or staining invariant segmentation of glomeruli. The stain-translation solution [2] can only be applied to the glomeruli with well-defined boundary, and the target stain must be with similar texture to the source stain. As color, shape, and texture of the glomeruli differed greatly in various staining, for the first time, we propose a detectionbased framework to segment the glomeruli from large WSI automatically. As shown in Fig.2 , the framework consists of two steps in sequence: A Faster R-CNN [3] to localize and detect the glomeruli, and a convolutional neural network using modified U-shaped [4] architecture to segment the glomerulus-centered image. In the framework, several different ways are used to resolve the challenges we faced: 1) we use a detector to localize the glomeruli from large WSI to make the segmentation can only focus on the most relevant small area; 2) we use a sub-network with enhanced ability of localization and segmentation to construct and initialize the segmentation network; 3) we propose a weakly supervised training strategy to train the segmentation network by taking advantage of the unique morphology of the glomerulus.
Methods

Glomerular Detection
As a staining independent detector, it should be trained on the dataset which should cover as many kinds of staining as possible. Except several popular staining, we also generate several fake staining by transferring the color characteristics of the source staining to target staining [5] . Due to the limitation of computing resources and processing speed consideration, we down-sample all WSIs with 40x magnification to 5x magnification and the diameter of the glomeruli at this magnification is about 40 ~ 150 pixels, which are larger enough to maintain the performance unchanged for detection. All the training patches with fixed-size of 800×800 pixels were generated by randomly cropping regions from the 5x WSIs, where the objects partially cropped at the edge of the region were marked as background and the patches with only background were also included in the training dataset. In Faster RCNN, the images are first fed into a region proposal network to get the proposed objects, then the followed classification and regression networks are used to refine them. The Inception-v2 [6] is used as the feature extractor of the Faster RCNN in our framework, which have enough receptive field to make the network can identify the very large glomeruli.
Segmentation Network
In order to resolve the issue of the limited availability of manually labeled glomeruli, we propose to train a network to perform glomerular classification using large scale image-level labels first, then use the pre-trained classification network as the encoder of the segmentation network. The pre-trained weights from the classification network will give the segmentation network a strong initialization in the training processes. VGG network [7] is used as the classification network in our framework, where the fully connected layers before the final classification layer are replaced by a global average pooling layer to enhance discriminative localization ability of the classification network [8] . Given amount of annotated bounding boxes of the glomeruli, the image-level labels including glomeruli and backgrounds are automatically generated from the WSIs at 10x resolution by cropping the patches to a fixed size 256×256, as shown in Fig. 2 , where the background patches are randomly selected from the non-glomeruli area. Base on the generated large-scale training images, 4 VGG networks with different number of convolutional layers 8, 10, 13, and 16 were trained to investigate the effectiveness of the network depth on its localization and segmentation ability by using the class activation map [9] . By feeding 120 generated testing images to the 4 classification networks to obtain their activation maps, as shown in Fig. 3 , the mean Dice score between the binarized activation maps and their ground truth mask was used to choose the network with most powerful localization and segmentation ability. Finally, the pre-trained classification network with 10 convolutional layers was selected as the encoder of the segmentation network. 4 illustrates the architecture of the segmentation network, which starts with an encoder sub-network followed by a decoder sub-network and an output layer using sigmoid. Inspired by the iterative deep aggregation [10] , aggregation nodes were inserted into the segmentation network to merge the features from shallow layer to deep layer and hence the short skip connection replaced the long skip connection. The aggregation of channels, scales, and resolutions will help to reduce the semantic gap between the features extracted from the encoder and decoder and enhance the representative capacity of the deep features to represent the consistent information among various stains. In our architecture, different number of aggregation nodes 4 and 10 are experimented to find which style of aggregation would achieve better performance. 
Weakly Supervised Training Strategy
Since most of the glomeruli are egg-shaped, in this work we propose to use ellipses to fit the contour of annotated bounding boxes of glomeruli and use the fitting results as weak labels to train the segmentation network. Our goal is to train a segmentation network in a weakly supervised setting using a small fully supervised dataset { ( ) , ( ) 
After the labels updated in the candidate set, the new training set for next iteration is created by combined the old training set with the candidate set.
In the whole training procedure, the training / fine-tuning will iterate several times, and the number of iterations is determined by the size of the weak dataset.
Results and Discussion
Dataset and Training
Detection. Total 4056 glomeruli from 100 WSIs at 5x resolution were used to train the faster RCNN using SGD optimizer (with momentum of 0.9). The training dataset includes 4 kinds of stains H&E, PAS, PASM, and MT. Classification. Total 4056 glomerulus-centered images and 4056 background images were used to train the classification network with binary cross-entropy as loss function. Segmentation. Total 120 glomerulus-centered images with annotated mask and 1063 images with annotated bounding boxes were used to train the segmentation network. In the whole training procedure, the training / fine-tuning iterated 4 times with = . . In each iteration, the network is trained / fine-tuned by optimizing the Dice loss function using Adam optimizer with a learning rate of 0.0001. Experiments. Total 2145 glomeruli from 40 WSIs were used to evaluate the framework. The testing dataset also includes 4 kinds of stains (H&E, PAS, PASM, and MT). The color and texture of the glomeruli in the testing dataset are significantly different from the training dataset. The whole testing dataset was used to evaluate the detection, and the sliding window was applied to help to perform whole image detection. Total 405 glomeruli are selected to evaluate the segmentation. Except the original RGB images, their channel swapping and grayscale conversion were also used to evaluate the robustness of both detection and segmentation. In our experiments, 7 groups of images were totally used, includes the original RGB images, images swapped with any 2 color channels (i.e. RGB -> BGR), images swapped with all 3 channels (i.e. RGB -> GBR), images with single-channel (i.e. RGB -> G, RGB -> B, RGB -> R), and images mixed all 3 channels (i.e. RGB -> Grayscale). As the segmentation network only accepts images with 3 channels as input, we converted the single-channel image to 3 channels before feeding it to the network. Please be noted that we haven't used any channels swapped or grayscale images in the training data.
Glomerular Detection
We measure the detection accuracy by precision, recall, F1-score at IoU (Intersection over Union) threshold 0.5 for each testing groups. Compared the results to the original RGB group (Table 1) , there are almost no performance degradation observed in the testing groups which swapped 2 and 3 channels. It demonstrates that the deep features extracted by the detector represent the consistent information well among various colors or stains. Recall of the grayscale and single channel groups decreased but precision increased, which indicates that the features extracted by the deep network from the images with mixed channels or single channel are not strong enough to provide comprehensive information to the final classifier. 
Glomerular Segmentation
For comparison, the U-Net [4] , U-Net++ [11] , and SE U-Net [12] were trained and finetuned using same loss function and the proposed weakly supervised training strategy. Table 2 lists the segmentation accuracy measured by mean Dice score of all the testing groups. Fig. 5 illustrates the ground truth together with results from U-Net, U-Net++, SE U-Net and proposed framework. We observed when there is no strong initialization applied, our architectures (Ux-A4 and Ux-A10) can't perform better than other architectures in some testing groups (i.e. GBR, B, and R). But when the strong initialization applied, the performances of both our architectures (Ux-A4 /s and Ux-A10 /s) were significantly improved and they achieve a large performance gain over all other networks. The strong initialization, as is provided by the classification network trained from large dataset, make the segmentation network more easily to converge to the global minimum. As seen, the use of weakly supervised training strategy improved the Specially for our architecture with 10 aggregation nodes (Ux-A10 /s/w), the strategy led very consistent performance across all testing groups. We also compared the performance of our architecture with different number of aggregation nodes. The results shown that the network with 10 aggregation nodes gives better performance than the one with 4 aggregation nodes.
Conclusion
We introduced a detection-based framework to segment glomeruli from whole slide imaging of renal biopsy specimens. We explored to use pre-trained classification network to construct and initialize the segmentation network and achieved large performance gain. We proposed a weakly supervised training strategy to resolve the problem of insufficient and inaccurate data annotations. The strategy can also be used to finetun the model automatically to adapt more and more new staining even after the algorithm deployed.
