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ABSTRACT
In this paper, we test the cosmic distance duality (CDD) relation using the luminosity
distances from joint light-curve analysis (JLA) type Ia supernovae (SNe Ia) sample
and angular diameter distance sample from galaxy clusters. The Rh = ct and ΛCDM
models are considered. In order to compare the two models, we constrain the CCD
relation and the SNe Ia light-curve parameters simultaneously. Considering the effects
of Hubble constant, we find that η ≡ DA(1 + z)2/DL = 1 is valid at the 2σ confidence
level in both models with H0 = 67.8 ± 0.9 km/s/Mpc. However, the CDD relation
is valid at 3σ confidence level with H0 = 73.45 ± 1.66 km/s/Mpc. Using the Akaike
Information Criterion (AIC) and the Bayesian Information Criterion (BIC), we find
that the ΛCDM model is very strongly preferred over the Rh = ct model with these
data sets for the CDD relation test.
Key words: cosmology: miscellaneous - distance scale
1 INTRODUCTION
The cosmic distance duality (CDD) relation (Etherington
1933), also called Etherington relation, plays an important
role in observational cosmology. It relates the luminosity dis-
tance (DL) to the angular diameter distance (DA) by the
following equation
DL
DA
(1 + z)−2 = 1. (1)
It is valid for all cosmological models based on Riemannian
geometry. The bases of this relation are that the number of
photons is conservative and the photons travel along the
null geodesics in a Riemannian space time (Ellis 2007).
This relation plays a key role in modern astronomy, espe-
cially in galaxy observations (Cunha, Marassi & Shevchuk
2007; Mantz et al. 2010), cosmic microwave background
(CMB) radiation observations (Komatsu et al. 2011) and
gravitational lensing (Ellis 2007). Therefore, the validity of
this relation has been extensively studied in the past several
years. For example, Basset & Kuns (2004) found a 2σ vi-
olation of CDD relation using DL from type Ia supernovae
(SNe Ia) and DA from FRIIb radio galaxies. The angular di-
ameter distances from X-ray observations of galaxy clusters
also have been used to probe the CDD relation (Holanda et
al. 2010; Holanda, Lima & Ribeiro 2011; Holanda et al.
2012). Similar works have also been done (Meng et al. 2012;
? E-mail: fayinwang@nju.edu.cn
Goncalves, Holanda& Alcaniz 2012; Holanda et al. 2012).
Ra¨sa¨nen et al. (2016) used CMB anisotropy to test the CDD
relation. The CDD relation is also important to explore the
cosmology opacity (Lv & Xia 2016; Hu et al. 2017). In or-
der to test the CDD relation, the distances of cosmological
sources DA and DL must be measured at the same redshift.
In principle, the two kinds of distances should not be mea-
sured from any relationship which depends on cosmological
model. Luminosity distance DL is usually derived from SNe
Ia in a cosmological model. For instance, Suzuki et al. (2012)
used the ΛCDM, wCDM and owCDM models to fit the pa-
rameters of Union2.1 SNe Ia and constrain the cosmological.
Betoule et al. (2014) have done the similar work by the JLA
sample. The DA can be achieved by the Sunyaev-Zel’dovich
effect (SZE) and X-ray observations (Sunyaev & Zel’dovich
1972; Cavaliere & Fusco-Fermiano 1972). Bonamente et
al. (2006) used X-ray data and SZE data to determine the
angular diameter distances of 38 galaxy clusters in the red-
shift range 0.14 ≤ z ≤ 0.89. Uzan et al. (2004) investigated
the possible deviation from the CDD relation by analyzing
the measurements of SZE and X-ray emission data of galaxy
clusters. They constrained the parameter η = 0.89+0.04−0.03 at
1σ confidence level, which is defined as
η(z) ≡ D
cluster
A
DL
(1 + z)2. (2)
Holanda, Lima & Ribeiro (2011) took more other param-
eterized forms of η(z) and found no departure from CDD
relation with η = 1. Taking the DL directly from SNe Ia is a
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feasible method. This method use the DL near each galaxy
cluster. For instance, Nair et al. (2011), Basset & Kuns
(2004) Holanda et al. (2010), Holanda, Lima & Ribeiro
(2011), Cao & Liang (2011) and Meng et al. (2012) used
this method to test the CDD relation. However, the value
of DL is dependent on cosmological model. More recently,
Liao et al. (2016) introduced a new way to test this rela-
tion based on strong gravitational lensing systems (Cao et
al. 2015) and SNe Ia. In their work, they constrain η , the
parameters of SNe Ia and the parameter of gravitational sys-
tem simultaneously. Holanda, Busti, & Alcaniz (2016) also
used the strong gravitational lensing systems, but they used
the ΛCDM and wCDM model to fit the DL of JLA sample
SNe Ia.
In this work, we use the 38 angular diameter distances
DA from Bonamente et al. (2006) and JLA SNe Ia sample
to test the CDD relation in ΛCDM and Rh = ct models.
The Rh = ct model was proposed in Melia (2007). In the
Rh = ct universe, the luminosity distance DL is expressed
as
D
Rh=ct
L (z) =
c
H0
(1 + z) ln(1 + z). (3)
The factor c/H0 is the current gravitational horizon Rh(t0).
Therefore DL can be written as
D
Rh=ct
L (z) = Rh(t0)(1 + z) ln(1 + z). (4)
The model is an FRW cosmology, which is based on the cos-
mological principle and Weyl’s postulate (Melia 2007; Melia
& Shevchuk 2012). The Rh = ct model describes a universe
that expands at a constant rate, rather than an accelerat-
ing universe. Melia (2016a) proved that the Friedmann–
Robertson–Walker (FRW) metric must obey the zero active
mass condition ρ+3p = 0. This condition adds some extra
restrictions in standard cosmology model. So the model may
face some challenges in theory. Lewis (2013) argued that
the Rh = ct model will deviates from its intended evolu-
tion with any density of matter. Kim, Lasenbyet & Hobson
(2016) showed that the zero active mass condition holding
at all epochs is not necessary condition for the symmetries
condition of FRW spacetime. The argument contradicted
the proof of Melia (2016a). Melia (2017) argued that Kim,
Lasenbyet & Hobson (2016) made a mistake of canonical
transformation of the coordinates. Therefore, the zero ac-
tive mass condition must be required for the FRW metric.
In terms of the fitting of observational data, the model also
has a lot of controversy. Bilicki & Seikel (2012) pointed out
the problems with the foundations of the Rh = ct model and
found that the consequences for the evolution of the Universe
is disfavored by SNe Ia samples and Hubble rate data. Melia
(2014) found that the Rh = ct model can explain the CMB
anomalies much better than the ΛCDM model. The Rh = ct
model can explain the creation of supermassive black holes
in early universe more flexibly (Melia 2013). Tutusaus et al.
(2016) used the CMB scale information to test the ΛCDM
and Rh = ct models and found that the ΛCDM model is
very strongly favored over the Rh = ct model. Shafer (2015)
used the JLA SNe Ia sample and the BAO data to study the
ΛCDM model and Rh = ct model. They found the ΛCDM
model is favored.
Nielsen et al. (2016) claimed that the evidence for the
acceleration is marginal (≤ 3σ) using a modified statistical
model to analysis the JLA data set. Later, Rubin & Hayden
(2016) have strongly criticized this method and presented
the evidence for acceleration to be ∼ 4.2σ. Haridasu et al.
(2016) showed that the evidence for acceleration is 4.56 σ
with the less flexible modeling of Nielsen et al. (2016). Shar-
iff (2016) developed a new method to fit the (JLA) data set
in ΛCDM and XCDM models. But, the result is significant
different from previous work. Ringermacher & Mead (2016)
asserted that our universe is accelerating at 95% confidence
level and the coasting universe with a negative curvature is
ruled out. Tutusaus et al. (2017) found that the power-law
model has a weak advantage than the ΛCDM model. Yu
& Wang (2014) found that the Rh = ct model can explain
some old objects, including the old quasar APM 08279+5255
and five galaxy clusters. But some galaxy clusters with old
ages can not be accommodated in this model. Wei et al.
(2015) used the angular size of galaxy clusters to test the
several cosmology models and found that the data favored
the Rh = ct model. The fitting of the Supernova Legacy
Survey (SNLS) sample is also support the Rh = ct model
(Wei et al. 2015b). Yuan & Wang (2015) use strong gravi-
tational lens data to test ΛCDM and Rh = ct models. They
found that the Rh = ct model is superior to the ΛCDM with
a likelihood of 74.8 percent using a sample of 12 time-delay
lensing systems with Akaike Information Criterion (AIC).
More articles that support the Rh = ct model can be found
in (Melia & Fatuzzo 2016; Melia 2016b,c). So the Rh = ct
model is worth of restudying.
This paper is organized as follows. In next section, we
show the data and the method of parameter fitting in the
Rh = ct and ΛCDM models. In section 3, the numerical
results are shown. Section 4 gives the conclusions.
2 METHOD
In this work, we explore the CDD relation with the DA sam-
ple from Bonamente et al. (2006), which consists 38 angular
diameter distances of galaxy clusters. The JLA sample in-
cluding 740 SNe Ia in the redshift range 0.01 ≤ z ≤ 1.30 are
also used (Betoule et al. 2014). Because the redshifts of the
galaxy clusters are different from the majority of SNe Ia in
the JLA sample. We select a subsample of JLA sample which
contains 38 pairs of SNe Ia to interpolate at the zclusteri
point. The subsample of JLA sample are selected by the fol-
lowing condition: zSNe satisfies ∆z = |zSNe − zclusteri | ≤
0.005. The JLA sample and the angular diameter distance
sample are used to fit the CCD relation and the SNe Ia light-
curve parameters simultaneously. The preferred model must
fit both the SNe Ia data and the CDD relation well.
2.1 Fitting DL in the Rh = ct universe
From the phenomenological point of view, the distance mod-
ulus of a SN Ia can be extracted from its light curve, assum-
ing that SNe Ia with identical color, shape and galactic en-
vironment, have on average the same intrinsic luminosity for
all redshifts (Betoule et al. 2014). This hypothesis is quan-
tified by an empirical linear relation, yielding a standardized
distance µ = 5 log(DL/10pc):
µ = m?B − (MB − α×X1 + β × C), (5)
MNRAS 000, 1–10 (0000)
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where m?B corresponds to the observed peak magnitude in
rest frame B band and α, β, and MB are nuisance param-
eters in the distance estimation. The absolute magnitude is
related to the host stellar mass (Mstellar) by a simple step
function
MB =
{
M1B if Mstellar< 10
10M,
M1B + ∆M otherwise.
(6)
The light-curve parameters (m?B , X1 and C) are derived
by fitting a model of the SNe Ia spectral sequence to the
photometric data. In our analysis we assume MB , ∆M , α
and β as nuisance parameters. To determine the value of
parameters, we use the maximum likelihood (ML) function
(D’Agostini 2005; Kim 2011)
ln(LI) = −1
2
∑
SNe
(
[µ(α, β,MB)− µ(z;H0)]2
σ2
+ ln(2piσ2)),
(7)
where σ2 = σ2lc + σ
2
ext + σ
2
sys is the total uncertainty of the
SNe Ia distance modulus.
σ2lc=VmB+α
2Vx1+β
2VC+2αVmB ,x1−2βVmB ,C−2αβVx1,C
is the propagated error from the covariance matrix, V ,
of the light curve fitting. The uncertainties due to host
galaxy peculiar velocities, Galactic extinction corrections,
and gravitational lensing are included in σext. σsys is a
dispersion containing sample-dependent systematic errors
that have not been accounted for and due to the intrinsic
variation in SNe Ia magnitude dispersion (Amanullah et
al. 2010). We use the value of σsys calculated by Betoule
et al. (2014), which is not depend on a specific choice of
cosmological model. In order to see the effect of H0 on
the CDD relation, we use H0 = 73.45 ± 1.66 km/s/Mpc
(Riess et al. 2018) and H0 = 67.8± 0.9 km/s/Mpc (Planck
Collaboration et al. 2016).
2.2 Fitting DL in the ΛCDM universe
We use the same method as above to fit the SNe Ia in a flat
ΛCDM cosmology. The luminosity distance in this model is
DΛCDML =
c(1 + z)
H0
z∫
0
dz√
Ωm(1 + z)3 + 1− Ωm
, (8)
Ωm is the mass density parameter (Hogg 2000). Then the
expression of ML fitting is expressed as
ln(LII) = −1
2
∑
SNe
(
[µ(α, β,MB)− µ(z; Ωm)]2
σ2
+ ln(2piσ2)).
(9)
2.3 Testing the CDD relation
Equation (2) requires that the each galaxy cluster and the
corresponding SN Ia at the same redshift. Therefore, we use
the SNe Ia subsample mentioned in section 2 to interpolate
at the zclusteri point accurately. We use the nearest neighbor
interpolation method. The interpolated distance modulus of
the source can be calculated by (Liang et al. 2013)
µint(z) = µi +
z − zi
zi+1 − zi (µi+1 − µi), (10)
where µi and µi+1 are the distance modulus of the SNe Ia at
nearby redshifts zi and zi+1, respectively. The corresponding
uncertainty is
σµint = ((
zi+1 − z
zi+1 − zi )
2σ2µ,i + (
z − zi
zi+1 − zi )
2σ2µ,i+1)
1
2 . (11)
Since some SNe Ia locate at the same redshifts, the
distance modulus should be calculated by weighting at
the same redshift in the interpolating procedure. µ¯(z) =∑
(µi/σ
2
µi)/
∑
(1/σ2µi), where µ¯(z) is the weighted mean
distance modulus at the same redshift z with its error
σµ¯ = (
∑
1/σ2µi)
− 1
2 (Wang et al. 2007).
Next, we test the CDD relation using the interpolated
luminosity distances and DA of galaxy clusters. We use the
form of η(z) parametrization (Nair et al. 2011)
η(z) = η1 + η2z, (12)
where η1 and η2 are free parameters. It must be noted
that the DA in equation
DL
DA
(1 + z)−2 = η(z) is not the
given sample of DclusterA which acquire from the SZE + X-
ray surface brightness observations technique, but DA =
DclusterA /η
2. Therefore, we can get η(z) ≡ DclusterA
DL
(1 + z)2.
Next, We take the ML fitting to evaluate the most probable
values for the parameters, which is realized by maximizing
the ML function
ln(LCDD) = −1
2
38∑
i
(
[η(zi)DL −DcA(1 + z)2]2
σ2i
+ ln(2piσ2i )),
(13)
where ηobs(z) =
DclusterA
DL
(1 + z)2 and σ2i = η
2(zi)(σDL)
2 +
(σDA(1 + zi)
2)2. The DL = 10
(0.2µint−5) and the σDL =
σµint ln 10/5 are all related to the coefficients of SNe Ia light-
curve parameters, which can be found in equation (7) or
equation (9). Equation (13) provides a model-independent
method to test the CDD relation. The total likelihood func-
tions are
ln(LRh=ct) = ln(LCDD) + ln(LI), (14)
for the Rh = ct model, and
ln(LΛCDM ) = ln(LCDD) + ln(LII), (15)
for ΛCDM model, respectively. Therefore, we can compare
the two models according to the value of maximum likeli-
hood function.
3 RESULTS
Figures 1 and 2 show the constraints on Rh = ct model
and ΛCDM model at 1σ and 2σ confidence levels with
H0 = 73.45± 1.66 km/s/Mpc, respectively. For the Rh = ct
model, η1 = 1.048
+0.063
−0.059 and η2 = 0.197
+0.148
−0.150 at the 1σ
confidence level are obtained. From figure 1, it is obvious
that the CDD relation is valid [(η1, η2) = (1, 0)] at 3σ confi-
dence level in the Rh = ct universe. Figure 2 shows the best-
fitting results in the ΛCDM model. The best-fitting values
are η1 = 0.999
+0.056
−0.057 and η2 = 0.181
+0.144
−0.142 at the 1σ confi-
dence level. The CDD relation is valid at 3σ confidence level
in the ΛCDM model. For H0 = 67.8±0.9 km/s/Mpc, figures
3 and 4 show the constraints on Rh = ct model and ΛCDM
model. (η1, η2) = (1, 0) resides in the 2σ confidence level for
MNRAS 000, 1–10 (0000)
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both models. Therefore, the value of H0 significantly affects
the CDD relation. In the Rh = ct model, the best fittings
are η1 = 0.967
+0.057
−0.055 and η2 = 0.182
+0.142
−0.143 at the 1σ confi-
dence level. The best-fitting parameters are η1 = 0.922
+0.053
−0.057
and η2 = 0.167
+0.140
−0.135 at 1σ confidence level in the ΛCDM
model. The best-fitting value of model parameters are shown
in table 1.
Next, we compare the two cosmological models by us-
ing two kinds of standard information criteria, namely the
Akaike Information Criterion (AIC) (Akaike 1974) and the
Bayesian or Schwarz Information Criterion (BIC) (Schwarz
1978). They are defined as
AIC = −2 lnL+ 2k, (16)
and
BIC = −2 lnL+ k lnN, (17)
where L is the value of the maximum likelihood function
which defined in equation(7) and equation(9), k is the num-
ber of model parameters and N is the total number of data
points used in the statistical analysis. To compare the two
models, ∆X = XM −XΛCDM (where X = AIC or BIC) is
used. As a general rule, if ∆X ≤ 2, the candidate model has
substantial support with respect to the reference model. if
4 ≤ ∆X ≤ 7, it indicates that the concerned model is less
supported with respect to the reference model. If ∆X ≥ 10,
the candidate model has no observational support (Nunes
et al. 2017). For the Rh = ct model, we have seven model
parameters. For the flat ΛCDM model, the number of model
parameters is eight. The value of AIC and BIC for the two
models are shown in table 2. From this table, we can see
that the ΛCDM model is very strongly preferred over the
Rh = ct model with these data sets for this test. We also es-
timate the degree of rejection. For the model Mα(α = 1, 2,
i.e. Rh = ct and ΛCDM respectively), the likelihood can be
written as
P(Mα) = exp(−AICα/2)
exp(−AIC1/2) + exp(−AIC2/2) . (18)
From the value of AIC and BIC in table 2, we find that the
likelihood of ΛCDM being correct is almost 100%. However,
it should be noted that this conclusion is only for the CDD
relation test. For some other tests, these two models are
comparable (Yuan & Wang 2015; Wei et al. 2015b; Melia
& Fatuzzo 2016; Melia 2016b,c).
4 CONCLUSIONS
In this paper, we use the JLA SNe Ia sample and the galaxy
cluster sample to test the CDD relation in the Rh = ct uni-
verse. As a reference, we also test this relation in the ΛCDM
model. TheDA of galaxy clusters are obtained from SZE and
X-ray surface brightness. The CDD relation and the parame-
ters of SNe Ia light-curve are fitted simultaneously with the
galaxy cluster sample and the JLA sample. The preferred
model must fit both the SNe Ia data and the CDD rela-
tion well. The crucial aspect is that the SNe Ia sub-samples
are carefully chosen to have approximately equal redshifts
of the galaxy clusters (∆z < 0.005). The parameter η(z) is
parameterized as η(z) = η1 + η2z. We study the effect of H0
on the CDD relation. The results show that the CDD rela-
tion is valid at the 2σ confidence level for H0 = 67.8 ± 0.9
km/s/Mpc. If a large H0 = 73.45±1.66 km/s/Mpc is consid-
ered, the CDD relation is only valid at 3σ confidence level.
Comparing the fittings of the two models by the information
criteria of AIC and BIC, we find that the ΛCDM model is
very strongly preferred over the Rh = ct model with these
data sets for this test.
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Figure 1. In the Rh = ct universe, the 2-D regions and 1-D marginalized distributions with 1σ and 2σ contours for the parameters M
1
B ,
α, β, ∆M , η1 and η2 using JLA sample and galaxy cluster sample with H0 = 73.45± 1.66 km/s/Mpc.
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Figure 2. In the ΛCDM model, the 2-D regions and 1-D marginalized distributions with 1σ and 2σ contours for the parameters M1B ,
α, β, ∆M , ΩM , η1 and η2 using JLA sample and galaxy cluster sample with H0 = 73.45± 1.66 km/s/Mpc.
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Figure 3. In the Rh = ct universe, the 2-D regions and 1-D marginalized distributions with 1σ and 2σ contours for the parameters M
1
B ,
α, β, ∆M , η1 and η2 using JLA sample and galaxy cluster sample with H0 = 67.8± 0.9 km/s/Mpc.
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Figure 4. In the ΛCDM model, the 2-D regions and 1-D marginalized distributions with 1σ and 2σ contours for the parameters M1B ,
α, β, ∆M , ΩM , η1 and η2 using JLA sample and galaxy cluster sample with H0 = 67.8± 0.9 km/s/Mpc.
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Table 1. Constraints on the coefficients of light-curve parameters and cosmological parameters at the 1σ confidence levels in Rh = ct
and ΛCDM models with H0 = 67.8± 0.9 km/s/Mpc.
parameters
model
ΛCDM Rh = ct
α 0.128+0.007−0.007 0.121
+0.006
−0.007
β 2.673+0.074−0.065 2.658
+0.075
−0.065
M1B −19.121+0.012−0.012 −19.005+0.009−0.009
∆M −0.048+0.014−0.012 −0.070+0.013−0.011
ΩM 0.307
+0.020
−0.019 . . .
η1 0.922
+0.053
−0.057 0.967
+0.057
−0.055
η2 0.167
+0.140
−0.135 0.182
+0.142
−0.143
−2 ln(L) -62.127 59.549
Table 2. The values of AIC and BIC.
information criteria
model
ΛCDM Rh = ct
AIC -46.127 73.549
BIC -8.128 106.799
MNRAS 000, 1–10 (0000)
