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Abstract 
Optimal Investment in an Oil-Based Economy: 
Theoretical and Empirical Study of a Ramsey-Type Model for Libya 
Omar Othman ZARMOUH 
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In a developing oil-based economy like Libya the availability of finance is largely 
affected by the availability of oil revenues which are subjected to disturbances and 
shocks. Therefore, the decision to save and invest a certain ratio of the country's 
aggregate output is, to large extent, determined (and affected) by the shocks in the oil 
markets rather than the requirements of economic development. 
In this study an attempt is made to determine the optimal rate of saving and 
investment, both defined as a ratio of the aggregate output, according to the 
requirements of economic development. For this purpose, a neo-classical Ramsey-type 
model for Libya is constructed and applied to obtain theoretically and empirically the 
optimal saving and investment rate during the period (1965-1991). The results reveal 
that Libya was investing over the optimal level during the oil boom of 1970s and less 
than the optimal level during the oil crisis of 1980s. In addition, an econometric 
investigation of the determinants of actual investment by sector (agriculture, non-oil 
industry, and services) is carried out in order to shed lights on how possible it is for 
Libya to adjust actual investment towards its optimal level. It is found that, as expected, 
the most important factor which can be used in this respect is the oil revenues or, 
generally, the availability of finance. In addition, the study reveals that investment in 
agriculture is associated, during the period of study, with a very low marginal 
productivity of capital whereas marginal productivity was higher in both non-oil 
industry and services. 
Finally, the study investigates also the future potential saving and investment rates 
and concludes that the economy, which has already reached its steady state, can be 
pushed out towards further growth if the economy can be able to increase the level of 
per worker human capital, proxied by the secondary school enrolment as a percentage of 
population. 
11 
Table of Contents 
Abstract ...................................................................................................................... ii 
Table of Contents ....................................................................................................... iii 
List of Appendices ..................................................................................................... viii 
List of Tables ............................................................................................................. ix 
List of Figures ............................................................................................................ xi 
Acknowledgements .................................................................................................... xii 
Chapter One 
Introduction 
(1.1) Definition and Characteristics of Investment .................................................... 1 
(1.2) Importance of Domestic Investment .................................................................. 2 
(1.3) Phases of Economic Development in Libya ...................................................... 4 
(1.3.1) Phase [i]: Pre-oil Poverty (Before 1962) ................................................ 4 
(1.3.2) Phase [ii]: The Start of Development (1962-1972) ................................ 5 
(1.3.3) Phase [iii]: Big-Push (1973 -1981) ......................................................... 5 
(1.3.4) Phase [iv]: Financial Scarcity (1982 on) ................................................ 6 
(1.4) Problem Statement and Objectives .................................................................... 7 
(1.4.1) Problem Statement ................................................................................. 7 
(1.4.2) The Objectives of the Study ................................................................... 10 
(1.5) Methodological Aspects .................................................................................... 11 
(1.5.1) Type of Study ......................................................................................... 11 
(1.5.2) Period of the Study ................................................................................. 12 
(1.5.3) Data Type and Data Sources and Problems ............................................ 12 
(1.5.4) Sectoral Classification of the Libyan Economy ..................................... 14 
(1.5.5) Modelling Approach and the Level of Technique .................................. 15 
(1.5.6) Organisation of the Study ....................................................................... 17 
(1.6) Limitation of the Study ...................................................................................... 18 
Endnotes ..................................................................................................................... 18 
111 
Chapter Two 
Libyan Experience in Investment and 
Economic Development: 1962-1991 
(2.1) Introduction ....................................................................................................... 20 
(2.2) Main Aspects of Economic Development ......................................................... 21 
(2.2.1) Economic Transformation ...................................................................... 21 
(2.2.2) Balance of Trade ..................................................................................... 22 
(2.2.3) Population and Labour Force ................................................................. 25 
(2.2.4) Gross Domestic Product (GDP) ............................................................. 30 
(2.3) Economic Planning and Capital Accumulation ................................................. 34 
(2.3.1) General View of Economic Planning ..................................................... 36 
(2.3.2) Weak Points and Long-run Objectives ................................................... 41 
(2.4) Previous Studies of the Libyan Economy .......................................................... 41 
(2.5) Conclusion ......................................................................................................... 43 
Endnotes ..................................................................................................................... 45 
Chapter Three 
Review of Literature on 
Saving and Investment Rate within the 
Theory of Economic Growth 
(3.1) Introduction ....................................................................................................... 47 
(3.2) Harrod-Domar Model ........................................................................................ 50 
(3.2.1) Assumptions of the model ...................................................................... 50 
(3.2.2) The growth Rates of Output and Investment .......................................... 52 
(3.2.3) Policy Implications ................................................................................. 54 
(3.2.4) Critical Remarks on Harrod-Domar Model ............................................ 55 
(3.3) Solow-Swan Model ........................................................................................... 56 
(3.3.1) Production Function Properties .............................................................. 57 
iv 
(3.3.2) The Neo-classical Fundamental Equation .............................................. 60 
(3.3.3) Steady State Solution .............................................................................. 61 
(3.3.4) Stability and the Speed of Convergence ................................................. 62 
(3.3.5) Critical Remarks on Solow-Swan Model ............................................... 63 
(3.3.6) Solow-Type Models ............................................................................... 66 
(3.4) Golden Rule ....................................................................................................... 67 
(3.5) Modified Golden Rule: Ramsey-Type Models ................................................. 71 
(3.5.1) Brief introduction ................................................................................... 71 
(3.5.2) General Description of Ramsey Model .................................................. 73 
(3.5.3) Ramsey-Type Models with Oil ............................................................... 75 
(3.6) Endogenous Growth Models ............................................................................. 78 
(3.7) What Kind of Model is Relevant? ..................................................................... 81 
Endnotes ..................................................................................................................... 83 
Chapter Four 
Optimal Saving and Investment Rate: 
Theoretical Foundation 
(4.1) Introduction ....................................................................................................... 
88 
(4.2) General Overview .............................................................................................. 90 
(4.2.1) Domination of the Oil Sector ................................................................. 90 
(4.2.2) Interaction of Investment with the Rest of the Economy ....................... 93 
(4.2.3) The Concept of `Optimality' .................................................................. 96 
(4.3) Constructing the Model ..................................................................................... 99 
(4.3.1) GDP Identity ........................................................................................... 99 
(4.3.2) Production Function ............................................................................... 101 
(4.3.3) Value-Added in the Oil Sector ............................................................... 103 
(4.3.4) Welfare Function .................................................................................... 105 
(4.3.5) Modified Golden Rule Model ................................................................ 107 
(4.3.6) Basic Conditions of Optimality: Theoretical Analysis ........................... 109 
(4.3.7) Adjusted Formula for the Optimal Investment Rate .............................. 111 
(4.3.8) Consumption Rate of Interest ................................................................. 114 
V 
(4.3.9) Effects of Human Capital and Oil Resource .......................................... 117 
(4.4) Conclusion ......................................................................................................... 120 
Endnotes ..................................................................................................................... 121 
Chapter Five 
Estimation of the Optimal Rate of 
Saving and Investment 
(5.1) Introduction ....................................................................................................... 126 
(5.2) Estimation of the Parameters of the Model ....................................................... 
127 
(5.2.1) Capital Elasticity of Output .................................................................... 127 
(5.2.1.1) Primary estimation and testing the homogeneity ..................... 128 
(5.2.1.2) Serial correlation and multicollinearity .................................... 130 
(5.2.1.3) Estimation of per worker production function ......................... 132 
(5.2.2) The Effective Rate of Depreciation ........................................................ 136 
(5.2.3) Pure Time Preference ............................................................................. 136 
(5.2.4) The Elasticity of the Marginal Utility of Consumption .......................... 137 
(5.3) Capital and Consumption Growth Rates and Non-oil Share ............................. 142 
(5.3.1) Growth Rate of Per Worker Capital ....................................................... 142 
(5.3.2) Growth Rate of Per Worker Consumption ............................................. 143 
(5.3.3) Non-Oil Relative Share .......................................................................... 147 
(5.4) Estimation of the Optimal Saving and Investment Rate ................................... 147 
(5.4.1) Social Time Preference .......................................................................... 148 
(5.4.2) How Much Should be Invested out of the Non-oil GDP? ...................... 149 
(5.4.3) Optimal (Non-Steady State) Saving and Investment Rate ..................... 152 
(5.4.4) Optimal (Steady State) Saving and Investment Rate .............................. 
158 
(5.4.5) The Behaviour of the Optimal Saving and Investment Rate .................. 159 
(5.4.6) The Speed and Period of Convergence .................................................. 
162 
(5.5) Future Optimal Saving and Investment Rate ..................................................... 
165 
(5.6) Sensitivity for Changes in (0) .....................................:...................................... 
170 
(5.7) Concluding Remarks ......................................................................................... 172 
Endnotes ..................................................................................................................... 
176 
V1 
Chapter Six 
The Behaviour of Actual Investment 
(6.1) Introduction ....................................................................................................... 178 
(6.2) Actual Versus Optimal Investment Rate ........................................................... 179 
(6.2.1) First Phase (1965-197 1) ......................................................................... 181 
(6.2.2) Second Phase (1972-1983) ..................................................................... 181 
(6.2.3) Third Phase (1984-1991) ........................................................................ 182 
(6.3) Theoretical Survey on Investment Behaviour ................................................... 185 
(6.4) Survey of Previous Studies on Investment in Libya .......................................... 192 
(6.5) Testing for Explanation of Investment in Libya ................................................ 197 
(6.5.1) Testable Investment Function ................................................................. 198 
(6.5.2) Total Investment by Sector: Cointegration Technique ........................... 202 
(6.5.3) Private and Public Investment by Sector ................................................ 210 
(6.6) Discussion of Efficiency of Investment using Production Function Analysis.. 219 
(6.6.1) Production function in agriculture: ......................................................... 221 
(6.6.2) Production function in industry .............................................................. 227 
(6.6.3) Production function in services: ............................................................. 230 
(6.6.4) Real Rate of Return on Capital ............................................................... 235 
(6.7) Conclusion ......................................................................................................... 238 
Endnotes ..................................................................................................................... 241 
Chapter Seven 
Summary and Conclusion 
(7.1) Introduction ....................................................................................................... 245 
(7.2) Theoretical Results ............................................................................................ 248 
(7.3) Empirical Results .............................................................................................. 250 
(7.3.1) Optimal Saving and Investment Rate ..................................................... 250 
(7.3.2) Explaining Actual Investment ................................................................ 254 
(7.3.3) The Efficiency of Investment ................................................................. 255 
vii 
List of Appendices 
Appendix-A The Basic Conditions of Optimality .................................................. 258 
Appendix-B The Optimal Paths of the Growth Rates of Per Worker Physical 
Capital, Consumption, and Output .................................................... 277 
Appendix-C Estimation of the Real Capital Stock ................................................ 298 
Appendix-D Database and Data Sources ............................................................... 309 
Appendix-E Estimation of the Optimal Paths of the Growth Rates of Capital 
and Consumption Per Worker ........................................................... 335 
Appendix-F Prediction of the Optimal Paths of the Saving and Investment Rate, 
1991-2001 .......................................................................................... 
363 
Appendix-G Sensitivity of the Predicted Optimal Saving and Investment Rate 
(1991-2011) Against Changes in the Elasticity of the Marginal 
Utility ................................................................................................. 376 
Appendix-H Cointegration Analysis of Investment Function ................................ 389 
References 420 
viii 
List of Tables 
Table (2-01) Libyan Balance of Trade (1951-1991) .............................................. 024 
Table (2-02) Population Growth: Libyans (NL) and Non-Libyans (NN): 
(selected years) .................................................................................. 027 
Table (2-03) Labour Force in the Libyan Economy: Libyan (LL) and Non- 
Libyan (NL) Labour (selected years) ................................................. 028 
Table (2-04) Distribution of the Total Labour Force by Sector (in Terms of 
Total Labour Force (selected years) .................................................. 029 
Table (2-05) Non-oil GDP, Per Capita Non-oil GDP and Investment at 1975 
Constant Prices (selected years) ........................................................ 031 
Table (2-06) Gross Domestic Product (GDP) by Sector (selected years) .............. 032 
Table (2-07) Average Growth Rates of the Gross Domestic Product (GDP) by 
Sector (1962-91) ................................................................................ 032 
Table (2-08) Sectoral Relative Shares in GDP (selected years) ............................. 033 
Table (2-09) Relative Shares of Agriculture and Manufacturing Sectors in GDP 
for 15 Developed and Developing Countries (in 1980 and 1995) .... 035 
Table (2-10) Planned and Actual Expenditure on Economic Development 
Projects (At 1975 prices, 1963-91) .................................................... 037 
Table (2-11) Expenditure on Economic Development Projects by Sector ............. 039 
Table (4-01) Relative Shares of Real Oil and Non-oil in GDP at Factor Costs..... 091 
Table (5-01) The Coefficient of Correlation between the Logs of Output, 
Physical Capital, Labour, and Human Capital .................................. 132 
Table (5-02) Diagnostic Tests for the Estimation given by equation (5-4) ............ 135 
Table (5-03) Calculations of the Average Survival Probability ............................. 138 
Table (5-04) Values of 0 Estimated or Suggested by Previous Studies ................. 
140 
Table (5-05) Estimation of the Actual Growth Rate of Per Worker Capital Stock 
in the Non-oil Sector ......................................................................... 143 
ix 
Table (5-06) Optimal Growth Rates of Capital and Consumption Per Worker 
and the Optimal Non-oil Relative Share (at given levels of per 
worker oil GDP and per worker human capital) ............................... 144 
Table (5-07) Estimation of the Actual Growth Rate of Per Worker Consumption 145 
Table (5-08) Estimation of the (Actual) Social Time Preference for the range 
(1.408 <0<2.112) ................................................................... 
148 
Table (5-09) Comparison of the Components of the above Obtained Values of 
CRI with those Obtained by Kula (1984,1986) ................................ 149 
Table (5-10) Gross Saving and Investment Rates (%) ........................................... 153 
Table (5-11) Percentage Ratios of Gross Domestic Investment to GDP (for 15 
Developed and Developing Countries in 1980 and 1995) ................. 157 
Table (5-12) Marginal Productivity of Capital in the Non-oil Sector .................... 163 
Table (5-13) Assumed Future Values of the Per Worker Human Capital ............. 166 
Table (5-14) Predicted Optimal Share of Non-oil Output in GDP (%) (1991- 
2001) .................................................................................................. 167 
Table (5-15) Predicted Optimal Paths of the Saving and Investment Rate (%)..... 169 
Table (5-16) Sensitivity of the Optimal Saving and Investment Rate against 
Changes in the Elasticity of Marginal Utility .................................... 
173 
Table (6-01) Estimation of ECM Investment Function by Sector .......................... 
210 
Table (6-02) Estimation of Production Function in Agriculture ............................ 
223 
Table (6-03) Estimation of Production Function in Industry ................................. 228 
Table (6-04) Simple Correlation and the Coefficients of Determination between 
the Explanatory Variables of the Production Function in the 
Services Sector .................................................................................. 231 
Table (6-05) Estimation of Production Function in Services ................................. 232 
Table (6-06) Average and Marginal Capital Productivity by Sector ...................... 236 
Table (6-07) (Average) Marginal Productivity of Capital by Sector ...................... 238 
X 
List of Figures 
Figure (1-01) Non-oil and Total Gross Investment Ratios to GDP at Factor Cost. 009 
Figure (1-02) A Flow-Diagram of the (Research Methodology) Approach Used 
in this Study ....................................................................................... 017 
Figure (3-01) Systematic (non-historical) Approach of the Models Reviewed....... 049 
Figure (3-02) The effect of Changes in the Saving and Investment Rate ................ 066 
Figure (3-03) Golden Rule and Solow-Swan Models ............................................. 069 
Figure (3-04) Golden Rule and Modified Golden Rule Models .............................. 074 
Figure (4-01) Relative Shares of Oil and Non-oil in GDP at 1975 Prices ............... 093 
Figure (4-02) Interaction between Investment and the Rest of the Economy: The 
Choice Problem ................................................................................. 094 
Figure (4-03) Effects of Changes in Human Capital on the Steady State in the 
Ramsey-Type Model for Libya ......................................................... 118 
Figure (4-04) Effects of Changes in the Oil GDP on the Steady State in the 
Ramsey-Type Model for Libya .......................................................... 118 
Figure (5-0 1) Optimal versus Actual Investment / Non-oil Output Ratio ............... 154 
Figure (5-02) Optimal versus Actual Saving and Investment Rate ......................... 154 
Figure (5-03) Marginal Productivity of Capital in the Non-oil Sector .................... 163 
Figure (5-04) Predicted Optimal Paths of the Saving and Investment Rate (%) ..... 169 
Figure (5-05) Sensitivity of the Predicted Optimal Paths of the Saving and 
Investment Rate (%) against Changes in the Elasticity of Marginal 
Utility ................................................................................................. 
173 
Figure (6-0 1) Actual and Fitted values of (ECM) Investment Function by Sector. 211 
Figure (6-02) Actual and Fitted values of Production Function by Sector .............. 234 
Figure (6-03) Marginal Productivity of Capital by Sector (1965-91) ...................... 237 
Figure (6-04) Marginal Productivity of Capital by Sector: Average (1986-91) ...... 237 
R1 
Acknowledgements 
Praise be to Allah with Whom all things are possible. I profoundly thank Him for 
giving me the strength, health and patience to complete this study. 
I am greatly indebted with profound gratitude to my supervisors: Dr Hossien 
Jalilian and Professor John Weiss for their invaluable comments, long time interesting 
discussions, patience, kindness, encouragement and meticulous guidance throughout the 
various stages of this study. I am particularly grateful to them as they always had time to 
discuss and solve problems. 
I am also deeply grateful to the Secretariat of Higher Education in Libya and 
Libyan Interests Section in London for sponsoring this study. Their continuous financial 
support has made it possible for this study to be undertaken. 
I would also like to express my profound gratitude to my close relatives for their 
unlimited love, kindness and sympathy. My mother Halima who has always been 
praying to Allah to help me towards success and be back home; my brother Ibrahim who 
has tolerantly done whatsoever possible to sort out many of my problems back in Libya; 
his efforts were essential to save time for my study and avoiding lots of difficulties; my 
wife Suad who has taken, during my study, unfair share of the responsibility for looking 
after our children both in Britain and in Libya; my daughter Najla and son Anis who 
have excellently passed their first year undergraduate (1996/97) in medical studies in 
Libya while the rest of their family is in Britain; my sons Adnan, Zakaria, and Ahmed 
and my youngest daughter Aysha who have been in need of my help in their early stages 
of education; my brother- in-law Mustafa who hosted my daughter Najla in Misurata for 
an academic year. And finally, my two brothers-in-law Abdul-Rahman and Nabeel who 
strongly offered to provide an unconditional loan in cases of financial problems during 
my study. 
To all of them, and many others, I hope, I am now better placed to serve. 
X11 
Chapter One 
Introduction 
(1.1) Definition and Characteristics of Investment 
According to Dixit and Pindyck (1994, p. 3), investment is defined as "the act of 
incurring an immediate cost in the expectation of future rewards". That is, investment 
implies incurring costs at present in the hope of getting an income in future. This 
definition can be applicable to both micro and macro levels. 
However, in less developed countries (LDCs), the definition may need more 
clarification. When governments decide to invest or to encourage individuals to invest, 
their aim is not simply to get some future benefit but, in addition, to generate and 
develop the production capacity of the economy so that the economy can be able to 
grow continuously in future. From this continuous, or sustainable, economic growth, 
future incomes can increase as implied by the definition. 
Concerning the characteristics of investment, there are three characteristics for 
investment decisions (Dixit and Pindyck, 1994, p. 3): 
1 
2 
(1) Irreversibility 
Investment is irreversible if the `initial cost' is `sunk'. That is, irreversibility 
means that if the cost is paid, it is not possible to `recover' it. In general, investment 
decisions are either `partially' or `completely' irreversible (Dixit and Pindyck, 1994, p. 
3). 
(2) Uncertainty: 
As is clear from the definition of investment, uncertainty means that the flow of 
incomes hoped for from the project we invest in is in the future and, hence, is evaluated 
at the initial time based on `uncertainty', i. e. based on expectations and probabilities. 
(3) The choice of timing: 
This means that since the investment decision is concerning the future, one can 
postpone the decision in order to get some more information about the future. However, 
if one wanted to get complete information about the future, then one would never decide 
to invest because of uncertainty. 
(1.2) Importance of Domestic Investment 
For the purpose of economic development and sustainable economic growth 
which are often the major issues in LDCs, domestic investment is crucial. This implies 
that both studying and practising investment are of greater importance. In this section, 
reasons for this importance are illustrated: 
[l] It is always the objective of both developed and less developed countries to reach 
and keep high levels of economic growth. The fact that less developed countries, 
LDCs, are running behind the developed countries leads the former to give greater 
emphasis to the economic growth issue and consider it as a prior objective on the 
3 
agenda of planners and governments in these countries. One crucial element to 
achieve such an objective is to invest. 
[2] Theoretically, investment is a major and important variable in economic theory in 
general and in the theory of economic growth in particular. Without investment, 
physical capitals cannot accumulate and grow and, consequently, economic growth 
will be restricted even though other conditions of economic growth are satisfied. In 
fact, economic growth theory has always been postulating the importance of physical 
capital2. Despite this importance, however, and as stated by Anderson (1987), some 
previous studies indicate that the effect of investment on growth is not large (e. g. 
Solow, 1957). In contrast to this view, Jorgenson (1988), for instance, found that 
more than 75% of USA economic growth (1948-1979) is allocated to capital and 
labour and less than 25% to productivity growth. In fact, recent economic growth 
theory explains the growth of productivity by human capital accumulation (Romer, 
1986 and Lucas 1988) which can, in turn, be a function of investment. That is, 
human capital increases as investment in research and development activities (R & 
D) and/or investment in education and training increases. Anderson (1987) relates 
economic growth to investment rate and allocative efficiency and concluded that 
when investment is efficiently applied, it "... accounts for most of a country's 
growth" (Anderson, 1987, pp. 1-2). 
[3] As in the above definition of investment, investment decisions necessitate incurring 
costs and it has been one of the major difficulties and economic development 
obstacles of LDCs to obtain sources of financing these costs3. In such countries, it is 
expected in general that the requirements of investment are often much greater than 
the available size of finance. In contrast, and as a matter of fortune, oil exporting 
4 
countries have their oil revenue as an important source of finance. In fact, the 
problem of these oil-rich countries, at least in some periods of time such as during 
the oil boom of 1970s, is how much they are able to invest, rather than where to get 
the money from, i. e. capital budgeting rather than financing decisions. Therefore, it 
seems possible for such developing countries to mis-manage and waste their 
resources if they invest too much and, on the other hand, there is a possibility for 
them to constrain their economic growth if they invest too little. 
(1.3) Phases of Economic Development in Libya 
As the topic is concerned with domestic investment in Libya, it may be useful in 
this introduction to provide a brief overview background of Libya's economic 
development. Libya is categorised as one of less developed and oil exporting countries. 
It has a relatively large area of land; about 1.75 million square kilometres (Department 
of Statistics and Census, 1981, p. 11), and a small population size; for instance the total 
population is about 4.5 millions in the year 1991 [see Appendix-D, Table (D-17)]. We 
divide the economic development of Libya during the second half of this century into 
four phases as follows: 
(1.3.1) Phase [i]: Pre-oil Poverty (Before 1962) 
Libya got its political independence on 24.12.1951 while it was suffering a 
miserable situation of backwardness and poverty. There had been no investment 
opportunities due to lack of finance and natural resources. Human resources were also 
very limited in terms of both quantity and quality (Higgins, 1959, pp. 26,37). In the late 
1950s, the poverty situation started to change gradually, due to the discovery of oil in 
1958 (United Nations, 1960; p. 31) but the exporting process did not start until October 
5 
1961. This phase can also be described as `the phase of backwardness and poverty' 
because the general situation stayed almost the same as in the early 1950s in spite of 
some signs of improvement. 
(1.3.2) Phase [ii]: The Start of Development (1962-1972) 
As a consequence of the discovery of oil and its export (which, as stated, 
started in October 1961) the situation of poverty was completely changed due to the 
increases in incomes of individuals which can be imputed to the increases in both 
government and oil companies revenues (Autiga, 1972). Briefly, one can say that the 
discovery of oil had resolved the problem of finance but not the backwardness 
problem. In this phase, the government established social and economic development 
plans to build up the infrastructure of the economy so that this phase witnessed the 
start of economic development. In addition, an important event characterised this 
phase. That was the First of September Revolution which took place in 01.09.1969 
and immediately, in 1970, the new regime decided some institutional nationalisation 
including oil companies and banks. However, the effects of the new regime can be 
seen more clearly in phase (iii). 
(1.3.3) Phase [iii]: Big-Push (1973 -1981) 
The development process in Libya had been affected considerably, in this 
phase, by two events: one of which was a political event; that is the 1969 Revolution 
as already indicated, and the second of which was an economic event; that is the huge 
increase in oil prices that took place in 1973 and lasted until 1981. 
The political event brought different views and strategies in reforming the 
economy. The economic event gave the government a greater ability to finance its 
6 
economic development plans. In fact, there were three different social and economic 
plans approved during this phase; the first was the three-year plan for the years 
(1973-1975), the other two were five-year plans for the years (1976-1980) and (1981- 
1985). It may be noted, however, that this phase includes only one year of the five- 
year plan (1981-1985). 
The main obstacle to development in this phase was no longer the finance 
problem, but rather, the labour force scarcity which has been, and is still, one of the 
major obstacles to economic growth in the Libyan economy (Ministry of Planning, 
1976 and Secretariat of Planning, 1981a and 1981b). 
Investment was considerably increased in almost all the sectors of the economy 
during this phase relative to the previous one. Agriculture was paid more attention 
and large areas of land were reformed; manufacturing and construction sectors 
developed in relatively rapid steps. In this phase, government started to think of 
transforming the economy towards more heavy industries such as chemicals, 
petrochemicals and an iron and steel complex. 
Because of the relatively big amounts of investment implemented, or at least 
approved, this phase can be described as a "Big-Push" phase4. However, these Big- 
Push development plans in oil exporting LDCs raised, in 1970s, the question of the 
absorptive capacity of their economies (e. g. El-Jehaimi, 1975 and Abusneina, 1981). 
(1.3.4) Phase [iv]: Financial Scarcity (1982 on) 
Unlike phases [ii] and [iii], this phase was characterised by the lack of finance, 
due to the deterioration and fluctuation of the oil revenues that began in the second 
half of 1981, on the one hand, and due to increasing need for funds required to 
7 
complete the economic development projects which had already started according to 
the ambitious plan (1981-85). This phase, therefore, witnessed a big and unexpected 
problem of balancing the limited resources with the increasing requirements of 
financing economic development projects. 
In order to face this problem, quantitative restrictions on imports were imposed 
in 1982. The size of planned investment in the five-year plan (1981-1985) was 
reduced gradually after the first year, 1981, of the plan, and the five-year plans were 
suspended after 1985. As an example of the results of these circumstances, the per 
capita real GDP decreased from LD (3258) in 1980 to LD (2191) in 19835, by a 
negative annual rate of increase equal to -12.4 %. 
(1.4) Problem Statement and Objectives 
From the previous overview, it is generally clear that essential changes and 
developments in the Libyan social and economic life have taken place since the oil 
discovery in 1958 and the start of exports in the last quarter of 1961. Meanwhile, some 
problems concerning domestic investment have been associated with these 
developments. Therefore, subsection (1.4.1) is devoted to discussing in general terms 
such problems with the aim of determining the problem the present study is concerned 
with and, in subsection (1.4.2), a set of objectives that this study is aiming to meet is 
listed. 
(1.4.1) Problem Statement 
In the context of investment, it seems that the above stated developments have, to 
large extent, been depending on the availability of oil revenues. If it so, then there is one 
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advantage and one disadvantage of this issue: on the one hand, the availability of oil 
revenues have made it possible for the Libyan government to decide and implement 
some investment programs but, on the other hand, such oil revenues represent a unique 
source of finance which means that the whole economic development is subject to 
serious instability due to international oil market fluctuations. 
For example, if the oil boom of 1970s led to the approval of some ambitious 
investment programs [phase (iii)], the oil crisis of the 1980s, led the economy to a 
situation of `scarcity of finance' [phase (iv)]. In other words, if economists were worried 
during the 1970s about whether an oil exporting country had the ability to effectively 
manage a relatively large amount of investment, i. e. whether the economy had a 
sufficiently large absorptive capacity, the situation had been reversed since the 1980s 
when oil revenues were no longer sufficient for the country's requirements of 
investment. 
Figure (1-01) below is drawn to give some general insight about the behaviour of 
the investment/output ratio (hereafter, investment rate) during the period (1962-9 1). The 
figure shows two curves; one for the total investment of the whole economy and the 
other one is for the non-oil sector investment and both are ratios of GDP. The higher 
(total) investment ratio in the early 1960s was due to higher investments in the oil sector 
which was in its early stage of establishment; meanwhile the level of GDP was 
relatively small. However, oil investments (as measured by the vertical difference 
between the two curves) declined until 1970, after which these investments have 
become very small and can be neglected. Most important, is the behaviour of the 
investment ratio in the non-oil sector which had been low and fluctuating around 10% 
before 1970 then increased to about 30% in 1974, decreased slightly and increased again 
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up to its highest level of 35% in 1981. This ratio decreased again after 1981 to reach 
12% in 1986 (the year of oil crisis) after which was levelled out at about 16% until 
1991. 
Figure (1-01) 
Non-oil and Total Gross Investment Ratios to GDP at Factor Cost 
Source: Ratios are calculated from data in Tables (D-6) and (D-9) of Appendix-D 
and all figures are in real terms. 
The immediate questions can be as follows: (1) Are such pattern of fluctuations 
representing the right, or the optimal, investment rates which are in accordance with the 
requirements of economic development of Libya?, (2) If not, what pattern is optimal? 
and, (3) if the optimal pattern is known, what should be done to adjust the actual 
investment towards its desired or optimal level? 
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These major questions are the focus of the present study. As it seems that 
investment policy has been much more affected by oil revenues rather than by the 
requirement of economic development, the issue can be rephrased as follows: 
" If investment is depending on the oil revenues as a unique source of finance, the 
economy is subject to serious instability. 
" In an oil-based economy like Libya, it is often difficult for the government and 
economic planners to decide at a certain point of time whether it is better for the 
economy to increase or decrease the rate of investment6. 
" In order to determine the direction and the extent to which the present, or the actual, 
investment should be changed, i. e. adjusted, towards the optimal position, it is 
important to study the determinant of actual investment behaviour. 
" Finally, and within the process of actual investment adjustments, government, 
planners and individuals should be aware of how efficient are the investments in 
different sectors and projects. 
These problems represent together the major problems which the present study is 
trying to address. In the next subsection, these will be translated to objectives. 
(1.4.2) The Objectives of the Study 
As just indicated, the major objective of the present study is to find a solution to 
the above listed problems. To illustrate, it is aimed in this study to answer the following 
questions: 
[1] In an oil-based economy, there is a possibility of dynamically inefficient saving and 
investment. Therefore, what are the optimal rates of saving and investment in 
Libya? 
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[2] How can the investment programs implemented during the last three decades (1962- 
1991) be evaluated in the light of the optimal saving and investment rate as 
established in economic growth theory and what sort of lessons can be learned from 
the Libyan experience in this respect? 
[3] What are the determinants of investment in an oil-based economy like Libya, to what 
extent are oil revenues affecting investment and what are other potential explanatory 
variables of investment behaviour? 
[4] What can be the potential directions of the future investment rate and to what extent 
is it possible to adjust the actual investment towards the optimal? 
[5] How efficient are the investments in different sectors? 
(1.5) Methodological Aspects 
Having determined the objectives of the present study, we provide, in this section, 
the methodological aspects which we are aiming to follow in this thesis. 
(1.5.1) Type of Study 
This study belongs to the area of investment and growth and is a country-specific 
rather than a cross-country study. It is a macroeconomic rather than microeconomic 
study. It is also a conceptual rather than a policy-oriented study in the sense that the 
focus is on theoretical concepts and their empirical application rather than examining 
some set of policy-variables. However, this does not imply that some policy- 
implications cannot be made. Indeed, it is hoped that this study is useful to economic 
planners in Libya as well as to researchers in this field. 
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(1.5.2) Period of the Study 
The period of study is restricted by the availability of data. From section (1.3), it 
can be suggested that the year 1962 may be considered as the initial year of this study 
because, firstly, the year 1962 is the first complete year of oil exports and, secondly, it is 
the starting year of the systematic National Accounts in Libya. 
Accordingly, the period of study starts in 1962 and is extended up to 1991 only 
since this is the most recent year for which full data are available8. 
(1.5.3) Data Type and Data Sources and Problems 
Since the national accounts statistics in Libya are prepared annually rather than 
quarterly or monthly, the data type which can be used is `time series annual data' 
covering the period 1962-91, so that the sample size cannot be greater than 30 
observations. Unless stated otherwise, this sample size is used in the statistical analysis 
of data and the regression analysis. 
Concerning the data sources, and because of the nature of this study as a study at 
the macro rather than the micro level, all the data are obtained from secondary sources. 
These sources include the following official departments and institutions ordered 
according to the importance of their data for the purpose of this study: 
1. The Secretariat of Planning: 
(a) Department of National Accounts (GDP and its components). 
(b) Department of Labour Force (Libyan and foreign labour statistics). 
(c) Department of Evaluation and Following-up (Annual reports). 
2. Department of Statistics and Census (Periodical publications including Population, 
trade, and prices). 
3. The Central Bank of Libya (Annual Reports and Economic Bulletins). 
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4. Secretariat of Industry (Annual reports). 
In addition, and when relevant, some data are also collected from international 
sources such as the World Bank, IMF, and the Economist Intelligence Unit. 
Concerning the data problems, it is often expected that there will be difficulties in 
gathering the data in LDCs in general and in Libya in particular9. This does not mean, 
however, that economic studies can no longer be undertaken because of these 
difficulties. In what follows, a summary of the problems faced during the field work for 
the data collection, as well as the solutions used, is provided: 
1. Data sources are scattered in different cities in Libya such as: Tripoli, Misurata, Sert 
and Benghazilo. 
2. Libyan National Accounts have not yet been developed to produce an Input-Output 
Table and this clearly imposes some restrictions on the options of methodologies and 
techniques for different macroeconomic studies. 
3. Up to 1996, the Department of National Accounts had not finished preparing the 
latest publication which includes the full national accounts statistics for the period 
1986-91 and more details for the period 1980-85. Therefore, for the period 1986-91, 
the data on GDP and its components were gathered from the available scattered 
publications such as the annual reports of the Secretariat of Planning, publications of 
the Department of Statistics and Census, The Central Bank of Libya, as well as some 
unpublished data from the Department of Statistics and Census and the Department 
of National Accounts. 
4. Beside the data in current prices, the available data in constant prices are found at 
three different base years; namely 1964,1975; and, 1980. Therefore, it was necessary 
to unify the base year. This was done by converting the data based on 1964 and 1980 
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prices into 1975 prices. In addition, the data have been classified by sectors. The 
resulting tables are shown in Appendix-D at the end of this thesis. 
5. Finally, there have been no official data published on the physical capital stock in 
Libya in spite of some attempts to estimate it (e. g. Abohobiel, 1990). However, such 
attempts use a different sample size and different base year. In addition, the initial 
capital stock estimation seems unsatisfactory. Therefore, Appendix-C provides our 
own estimate of the capital stock. 
(1.5.4) Sectoral Classification of the Libyan Economy 
Although there are many possible options to classify the Libyan economy by 
sector, the purpose of study and the availability of data always play an important role in 
any classification decided. 
One important classification which has been associated with the existence of oil 
since the early 1960s is to divide the economy into two major sectors: oil and non-oil. 
This classification has first been suggested by Higgins (1968) and followed by many 
subsequent studies; e. g. El-Jehaimi (1975) and Abosedra (1984 and 1992). 
The importance of dividing the economy into oil and non-oil sectors is to feature 
the development in the non-oil sector which is most important in the long-run due to the 
fact that oil is a non-renewable resource and hence there is a point of time in future 
when this resource will be completely exhausted. In addition, such sectoral classification 
can be justified by the existence of the dualism problem where an oil-based economy is 
naturally divided into an advanced oil sector and a non-advanced non-oil sector. 
Therefore, in the present study, we do the same by dividing the economy into oil 
and non-oil sectors, but we define the oil sector to include also the non-oil mining 
activity since it also occurs non-renewable resources. 
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However, this classification does not provide information about some important 
sectors, such as agriculture and industry, particularly the manufacturing sector. 
Therefore, it is also intended to include, in chapter six in particular, such a 
classification. Accordingly, the economy is divided into sectors as follows: 
[1] Non-oil sector: 
(1) Agriculture. 
(2) Industry (including manufacturing and construction). 
(3) Services (including health, education, and the rest of the non-oil activities). 
[2] Oil sector (including all the mining activities). 
This classification seems satisfactory since more disaggregation may not provide 
additional importance in the context of the present study. Some macroeconomic studies, 
e. g. Moustafa (1979) and Abohobiel (1983), divide the economy into five sectors: 
agriculture, oil, manufacturing, construction, and services and they did not deal, at the 
same time, with the non-oil sector as whole. However, in the present study, it is 
intended to deal with non-oil sector as whole and then divide it into the three sectors 
stated above. 
The inclusion of the construction and manufacturing activities in one sector, i. e. 
the industrial sector, is based on the fact that construction and manufacturing are 
complementary; that is, building factories is often associated with building roads, 
bridges and other construction. However, when it is necessary, the manufacturing sector 
may also be discussed separately. 
(1.5.5) Modelling Approach and the Level of Technique 
The objectives of the study mentioned above are to investigate the behaviour and 
the determinants of the optimal saving and investment rate. This optimal rate, as shall be 
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defined in chapter four, is desirable as well as quantitatively obtainable. However, it is 
expected due to the fact of market failure" that individuals do not always behave 
optimally, particularly in developing countries. Therefore, the behaviour and the 
determinants of actual investment should also be investigated, so that one can suggest 
how to adjust the latter towards the former. 
In addition, the oil-based economy this study is dealing with has particular 
characteristics so that the standard growth models cannot directly be applied for it unless 
some particular modifications and assumptions are made. Accordingly, the present study 
chooses to add some assumptions, most importantly the assumptions of including the oil 
sector and human capital, to a Ramsey-type economic growth model and re-derive the 
entire model to obtain the theoretical results which can be used safely for the oil-based 
economy under consideration. Moreover, empirical estimation of many parameters of 
the model for both optimal and actual investment are carried out using econometric 
techniques. Appendices are prepared to include the mathematical and statistical 
techniques involved. 
Figure (1-02) shows a simple chart of the study approach. The arrow between the 
`growth theory' and `investment theory' boxes indicates the interaction between the two 
theories and means that although they are not the same, they interact and also not 
contradict each other. Growth theory is used to endogenously specify the optimal saving 
and investment and investment theory is used to explain the actual investment 
behaviour. 
Though investment and capital theories can themselves be treated in the context of 
optimality such as in Jorgenson (1963), in this study the intention is to make use of 
investment theory only within the context of explaining actual investment, since the 
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concept of optimality is different from one model to another and since it is important to 
find an explanation of actual investment behaviour. According to Figure (1-02), optimal 
and actual investment should be compared and the difference between them may be 
regarded as the outcome of market failure. 
Figure (1-02) 
A Flow-Diagram of the 
(Research Methodology) Approach Used in this Study 
(1.5.6) Organisation of the Study 
The study is divided into six chapters as follows: After this introduction, chapter 
two provides a descriptive analysis of the economic development and investment 
experience in Libya, as well as discussing some previous studies on the Libyan 
economy. In chapter three, a review of the literature on economic growth theory and 
investment is made. Based on dividing the economy into oil and non-oil sectors, the 
theoretical discussions of the optimal saving and investment rate are the subject of 
chapter four and their empirical estimation is made in chapter five. In chapter six, the 
18 
non-oil sector is disaggregated into three sectors as stated above and the actual 
investment behaviour is discussed for each sector. Finally, chapter seven draws some 
conclusions and policy implications. 
(1.6) Limitation of the Study 
The focus of this study is on optimal versus actual investment in the context of 
growth theory and investment theory. However, it would be useful to illustrate some 
limitations of the study as follows: 
1. Although this study is concerned with an oil-based economy, it is not intended to 
investigate the problem of `exhaustible resources', since this problem can be 
regarded as a different area of research. 
2. The growth theory is used merely for the purpose of explaining the behaviour of the 
optimal saving and investment rate but not to explain the different factors which 
affect economic growth in Libya. Such a direction of research may require a more 
general model and is beyond the scope of the present study. 
3. Although the economy is characterised by some aspects of disequilibrium resulting 
from the fact of market failure and recently a scarcity of finance, it is not intended to 
investigate the problem within a disequilibrium econometric approach. 
Endnotes 
1 The terms `physical capital', `capital stock', and `capital' will be used throughout this 
study as synonyms. However, in dealing with human capital, the complete term 
`human capital' is always used. 
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2 For instance, see the pioneering works of Harrod (1939), Domar (1946), and Solow 
(1956) as well as Ramsey (1928) and Koopmans (1965). For a recent survey, see 
Barro and Sala-i-Martin (1995). 
3A number of LDCs have been entrapped in an international debt crisis. For instance, 
Brazil may be one clear example of such highly indebted countries. In fact, such 
indebted countries have achieved less economic growth compared with other LDCs 
(e. g. see Bleaney, 1995) 
4 This description has been borrowed from the "Big-Push" theory of economic 
development by Rosenstein-Rodan; see Rosenstein-Rodan (1943), Nurkse (1953) and 
Gills et al (1992, pp. 108-109). 
5 Real terms are based on 1980 prices; see Secretariat of Planning (1985a) 
6 However, in poor countries which have low incomes and, hence, low saving rates, one 
can possibly argue that the more to invest, the better. 
7 The term `dynamically inefficient saving rate' means that if the saving rate is high, 
then it is possible to increase both output and consumption in the long run by 
decreasing the saving rate in a dynamic process of economic growth. This will be 
illustrated in section (3.4) of chapter three and subsection (4.2.3) of chapter four. 
8 Data are not available after 1991; see data problems, point (3) below. 
9 As an example of data problems in other LDCs, see among others, Diamond (1989). 
10 This needed a lot of time to travel by car along a distance of 1050 kilometres on the 
north coast of Libya. Moreover, it has been the case that some official statistical 
publications can be found in places such as the Library of the Faculty of Economics 
in Benghazi and cannot be found in the original publishing department or institution 
11 In literature, market failure does not mean that the market is not working but, rather, 
it means that the structure of the market is unable to fully satisfy the conditions of 
households utility maximisation and firms profit maximisation. 
Chapter Two 
Libyan Experience in Investment and 
Economic Development: 1962-1991 
(2.1) Introduction 
The objective of this chapter is to provide a descriptive analysis of the Libyan 
experience in investment and economic development during the period 1962-91 and 
shed some light on the main features and characteristics of the economy. The ultimate 
goal is to illustrate the environment in which firms are working and the nature of 
problems they are facing to help in constructing an appropriate model for investment in 
the next chapters. 
This chapter is divided into six sections as follows: After this introduction, section 
(2.2) provides the main aspects of economic development, namely, the economic 
transformation after the discovery of oil, balance of trade, population and labour force, 
and the development of gross domestic product (GDP). Section (2.3) links these 
developments to government investment policy by briefly discussing economic plans, 
government expenditure, and capital accumulation. To complete the picture, section 
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(2.4) provides a review of some previous studies on the Libyan economy and, finally, 
we end this chapter by some concluding remarks in section (2.5). 
(2.2) Main Aspects of Economic Development 
As already indicated above, this section discusses the following elements which 
may be considered as the main aspects of the recent economic development in Libya: (1) 
the economic transformation which took place as an immediate outcome of the 
discovery of oil, (2) the developments in the balance of trade and its relation to oil 
activities, (3) the population growth and labour force, and (4) the gross domestic 
product as whole and by sector. Each of these elements is discussed in a separate 
subsection. 
(2.2.1) Economic Transformation 
Libya's social and economic situation on the day of its political independence, 
24.12.1951, was poor. About one million people were living in an area of about 1.75 
million square kilometres (Department of Statistics and Census 1973, p. 5 and 1981, p. 
11). People were suffering from almost all the obstacles to social and economic 
development. This situation was described by Higgins (1959, pp. 26,37) as follows: 
We need not construct abstract models of an economy where the bulk 
of the people live on a subsistence level, where per capita income is 
well below $50 per year, where there are no sources of power and no 
mineral resources, where agricultural expansion is severely limited by 
climatic conditions, where capital formation is zero or less, where 
there is no skilled labour supply and no indigenous entrepreneurship ... 
For Libya combines within the borders of one country virtually all the 
obstacles to development that can be found any where: geographic, 
economic, political, sociological, technological. If Libya can be 
brought to a stage of sustained growth, there is hope for every country 
in the world. 
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The Libyan economy in the early 1950s, therefore, was a subsistence economy, in 
which per capita income was very low and hence there was little demand for goods and 
services. As in the vicious circles argument, the low per capita income leads also to low 
saving. On the production side, consequently, there was little to invest, produce and 
supply. Moreover, the low production, in Libya in the 1950s, can also be explained by 
the absence of entrepreneurs, skilled manpower, and natural resources. Autiga (1972, 
pp. 41-42) described this situation by stating that there was an equilibrium between the 
demand and supply sides in the Libyan economy and emphasised that this equilibrium 
"... was not a result of an efficiency of production ... but it was the outcome of the 
balancing between the elements of economic backwardness and poverty. " 
Unexpectedly, this situation of poverty was essentially changed within few years 
after political independence. The transformation took place when the country discovered 
oil resource, in the late 1950s, and started exporting oil in the last quarter of 1961. 
The discovery of oil immediately solved the problem of finance for development 
projects through increased saving. However, it is certain, as we shall see in next 
subsections, that real per capita income substantially increased after 1961 which leads to 
an increase in the demand for goods and services, but the supply side was not flexible 
enough to respond to the increase in "effective" demand. The gap was covered by 
increases of imports. It needs efforts and time to have skilled labour, indigenous 
entrepreneurs, and higher productivity in different sectors. 
(2.2.2) Balance of Trade 
One of the essential aspects of the economic transformation in Libya was reflected 
in the balance of trade which was directly affected by the discovery of oil. Table (2-01) 
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shows the balance of trade during the period (1951-91) on which the following 
comments can be made: 
1-It is evident from the table that there was big transformation in the balance of trade 
between the two periods: before and after 1962. During 1951-62, the balance of trade 
was suffering from chronic deficit which turned to be continuous surplus after 1962 
as a result of oil exports. Before the oil era, Libyan exports were low and mainly 
constituted by agriculture products. This small size of non-oil exports, however, 
started deteriorating after the start of oil exports (see The Central Bank of Libya, 
1966b, pp. 26-27). 
2-Although the balance of trade was in surplus in all the years 1963-1991, the decline in 
exports, particularly in 1981-87, affected drastically both the surplus and the volume 
of Libyan foreign trade. The maximum exports and maximum surplus took place in 
1980 after which exports fell. This sharp reduction in exports took place because 
firstly, the United States of America, the main importer, banned Libyan oil due to 
political circumstances (Elfeituri, 1992, p. 63) and secondly, because of the general 
reduction in the demand for oil by the developed countries (Elfeituri, 1992, p. 63 and 
Kula, 1994, p. 166). 
3-The surplus in the balance of trade fell sharply in 1981 due, as stated, to a decrease in 
exports while imports continued to increase in that year as shown in Table (2-01). 
4-Maximum imports took place in 1981 after which imports were reduced by 
quantitative restrictions'. However, it seems that because the country is highly 
dependent on imports, the reduction of imports was less sharp than that for exports. 
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Table (2-01) 
Libyan Balance of Trade (1951-1991) 
(Values are at current prices and in M. L. D) 
Year Exports Imports Surplus Volume Rate 
(1) (2) (Deficit) (1)+(2) (%) 
1951 4.7 12.0 -7.3 16.7 - 1952 4.5 11.6 -7.1 16.1 -3.6 1953 3.5 11.4 -7.9 14.9 -7.5 1954 3.7 11.2 -7.5 14.9 0.0 
1955 4.3 14.4 -10.1 18.7 25.5 
1956 3.8 16.6 -12.8 20.4 9.1 
1957 4.7 28.1 -23.4 32.8 60.8 
1958 4.3 34.5 -30.2 38.8 18.3 
1959 3.7 40.6 -36.9 44.3 14.2 
1960 3.1 60.4 -57.3 63.5 43.3 
1961 6.5 53.3 -46.8 59.8 -5.8 1962 50.4 73.4 -23.0 123.8 107.0 
1963 119.9 85.3 34.6 205.2 65.8 
1964 221.4 104.4 117.0 325.8 58.8 
1965 284.4 114.4 170.0 398.8 22.4 
1966 360.8 144.7 216.1 505.5 26.8 
1967 420.0 170.1 249.9 590.1 16.7 
1968 666.9 230.2 436.7 897.1 52.0 
1969 774.0 241.3 532.7 1015.3 13.2 
1970 844.8 198.0 646.8 1042.8 2.7 
1971 962.5 250.4 712.1 1212.9 16.3 
1972 968.1 343.2 624.9 1311.3 8.1 
1973 1197.1 539.9 657.2 1737.0 32.5 
1974 2446.2 817.8 1628.4 3264.0 87.9 
1975 2024.9 1048.7 976.2 3073.6 -5.8 
1976 2830.7 950.8 1879.9 3781.5 23.0 
1977 3381.8 1117.1 2264.7 4498.9 19.0 
1978 2933.0 1362.6 1570.4 4295.6 -4.5 
1979 4761.9 1572.4 3189.5 6334.3 47.5 
1980 6489.2 2006.2 4483.0 8495.4 34.1 
1981 4409.5 2481.4 1928.1 6890.9 -18.9 
1982 3908.8 2124.3 1784.5 6033.1 -12.4 
1983 3616.6 1784.8 1831.8 5401.4 -10.5 
1984 3300.4 1841.7 1458.7 5142.1 -4.8 
1985 3063.8 1706.0 1357.8 4769.8 -7.2 
1986 1790.0 1396.8 393.2 3186.8 -33.2 
1987 1663.8 1556.2 107.6 3220.0 1.0 
1988 1870.0 1677.3 192.7 3547.3 10.2 
1989 2348.2 1475.0 873.2 3823.2 7.8 
1990 3436.3 1510.9 1925.4 4947.2 29.4 
1991 3091.0 1505.5 1585.5 4596.5 -7.1 
Sources: Department of Census and Statistics "Foreign trade Statistics" 
different issues and the Central Bank of Libya "Economic Bulletin" different 
issues. 
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5-Exports and imports were almost equal in 1987 and the balance of trade surplus was 
very close to zero. It is, therefore, not surprising if one notes a deficit in the Libyan 
Balance-of-Payments in 1980s. 
6-Finally, these fluctuations of the balance of trade affect almost all the aspects of 
economic development. Specifically, since Libya imports almost all kinds of capital 
goods, any decline in exports implies a decline in imports in general and in imported 
capital goods in particular. This means, in other words, a reduction in investment. 
Moreover, since the country imports an essential part of consumer goods, the above 
stated circumstances lead to a reduction in consumption and, hence, in the standard 
of living and economic welfare. 
Having made some comments on the balance of trade, it would be also useful to 
have a word on the foreign exchange rate. The value of the Libyan Dinar was fixed at 
$2.8 during 1962-70. However, after the collapse of the International Monetary System 
in 1971, the Libyan Dinar had been pegged to the US Dollar until 1986 when it was 
pegged to the Special Drawing Rights (SDR) where the value of the Libyan Dinar was 
(1L. D = 2.8 SDR). The Central Bank of Libya controls foreign exchange according to 
2 the "Law of Money Control" issued in 1955. 
(2.2.3) Population and Labour Force 
Rapid population growth can be imputed to three factors: the first is that the 
political independence and the discovery of oil made the country more stable and, 
consequently, attracted those who migrated during the Italian Wars (from 1911 to the 
World War H) to return. The second is that after the oil boom a considerable 
improvement in the standard of living and the health services led to decreasing mortality 
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rates, and the third is that in a society with few population there is often no restriction on 
family size and, hence, fertility rates increase. In addition, the discovery of oil and the 
economic development that took place afterwards attracted, at least in the 1960s and 
1970s, a considerable number of international workers, particularly from the 
neighbouring countries3. 
Table (2-02) shows `Libyan', `non-Libyan'; and, `total' population, as well as 
their `average growth rates'. From this table, it can be noticed that the rate of growth of 
the `Libyan' and `total' population is relatively high compared with that in developed 
countries4. Regarding the non-Libyan population, the rate of growth fluctuated due to 
economic and, maybe, political circumstances. As the expenditure on economic 
development increases, more non-Libyan labour are required and hence more non- 
Libyans are allowed to enter the country. In the beginning of growth during 1962-65, the 
rate of growth of non-Libyans was almost the same as that of Libyans. This rate 
increased to reach the maximum during 1970-75. However, as the expenditure on 
economic development decreased in the 1980s, this rate decreased dramatically. The 
`Total' population growth rates as shown in Table (2-02) were the result of the rates of 
growth of both Libyan and non-Libyan populations. 
Concerning the labour force, a similar pattern to the population movement can be 
seen in Table (2-03). Libyan labour force was generally increasing while the non-Libyan 
labour force fluctuated during the period 1962-91. 
When the development process started in the early 1960s, more labour was 
demanded and since the Libyan local supply was limited, the gap was covered by non- 
Libyan labour6. The maximum average rate of growth of the non-Libyan labour force 
took place during 1971-75. 
27 
Table (2-02) 
Population Growth: Libyans (NL) and Non-Libyans (NN): (selected years) 
Thousands of Population Average Annual Growth Rate 
Year NL NN N (Total) NL NN N (Total) 
1962 1408.0 43.0 1451.0 --- 
1965 1570.0 47.0 1617.0 3.7 3.4 3.7 
1970 1922.0 84.0 2006.0 4.1 12.6 4.4 
1975 2316.5 366.6 2683.1 3.8 34.5 6.0 
1980 2804.6 441.2 3245.8 3.9 4.1 3.9 
1985 3373.2 295.0 3668.2 3.7 -2.6 2.6 
1991 4300.8 299.8 4600.6 4.2 0.6 3.9 
Sources: Secretariat of Planning (1986) "Social and Economic Indicators 1970-1986, " 
Tripoli, Libya (in Arabic), pp. 2-3; Secretariat of Planning (1989) "The Initial General 
Framework of the Economic and Social Transformation 1991-2000, " Sert, Libya, p. 52. 
Notes: 1-Average annual rate of growth corresponds to the year 1991, for instance, is 
obtained by calculating the annual component rate of growth for each year during 1986- 
91 and then taking the arithmetic average of these rates. 2-Population of the years 1987- 
1989 and 1991 have been estimated using time trends formula. See also Table (D-17) of 
Appendix-D for complete annual time series data for the period (1962-1991). 
However, as the economic development process goes on, we might see population 
growth and more improvement in education. The population growth increases the 
Libyan labour supply and the improvement in education increases the quality of the 
labour force and both factors work in parallel directions towards more substitution of 
non-Libyan labour force. The great reduction of non-Libyans labour as shown in Table 
(2-03) cannot be explained, however, by these two factors only since the reduction of 
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economic development expenditure due to oil revenues deterioration during the 1980s 
should also be considered as an important factor in this context. 
Table (2-03) 
Labour Force in the Libyan Economy 
Libyan (LL) and Non-Libyan (NL) Labour 
(Thousands of workers) (selected years) 
Thousands of Workers Average Annual Growth Rate 
Year LL LN L (Total) LL LN L (Total) 
1962 340.0 -16.0 356.0 
1965 353.1 19.1 372.2 1.3 6.1 1.5 
1970 383.5 50.0 433.5 1.7 21.3 3.1 
1975 454.1 223.0 677.1 3.4 35.1 9.4 
1980 532.8 280.0 812.8 3.3 4.9 3.7 
1985 700.0 194.2 894.2 5.6 0.1 3.0 
1991 927.2 85.3 1012.5 4.8 -11.2 2.1 
Sources: 1- Secretariat of Planning (1986) "Social and Economic Indicators 1970- 
1986, " Tripoli, Libya (in Arabic), pp. 5-10, Sert, Libya; 2-Secretariat of Planning, 
Finance and Commerce; Planning and Development of Labour Force Division 
(unpublished statistics), Sert, Libya. 
Note: see Table (D-17) of Appendix-D for complete time series data for the period 
(1962-1991) 
Moving on now to labour employment by sector, Table (2-04) shows the labour 
force employed by each sector in relative terms. At any period of time, labour force in 
relative terms per sector is the labour force employed by that sector as a percentage of 
total labour force in the whole economy. From the table, it is evident that the relative 
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labour force in the services sector was always increasing except for 1975 and 1980 
where the relative employment decreased slightly. By contrast, relative labour in 
agriculture was always decreasing, except in the year 1985. 
Regarding the manufacturing sector, relative labour decreased and then increased. 
However, labour employed in manufacturing in relative terms is the smallest in the 
whole period when compared with the relative terms of other sectors except oil as 
shown by Table (2-04). 
% 
Table (2-04) 
Distribution of the Total Labour Force by Sector 
(in Terms of Total Labour Force) (selected years) 
Year AGRI OILM MANT CNTR SERV Total 
1962 40.9 4.1 6.7 9.1 39.2 100.0 
1965 38.3 3.9 6.4 8.9 42.5 100.0 
1970 29.1 3.2 4.7 11.3 51.7 100.0 
1975 19.7 2.6 4.9 22.5 50.3 100.0 
1980 18.9 2.9 7.1 21.3 49.8 100.0 
1985 19.8 2.3 8.4 17.0 52.5 100.0 
1991 18.7 2.6 10.0 13.5 55.2 100.0 
Sources: First, labour force employed by sector in absolute terms are obtained from the 
following sources: 1- Secretariat of Planning (1986) "Social and Economic Indicators 
1970-1986, " Tripoli, Libya (in Arabic), pp. 5-10; 2-Secretariat of Planning, Finance and 
Commerce, Planning and Development of Labour Force Division (unpublished 
statistics), Sert, Libya. 
Abbreviation: AGRI, OHM, MANT, CNTR and SERV stand for agriculture, oil and 
mining, manufacturing, construction and services, respectively. 
Note: These data are shown in Table (D-18) of Appendix-D for the complete period 
(1962-1991). Second, relative labour force per sector per period is then obtained as the 
labour force employed by that sector as a percentage of the total labour force employed 
by the whole economy. 
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(2.2.4) Gross Domestic Product (GDP) 
Generally speaking, when a natural resource is discovered in a LDC, the country's 
GDP increases rapidly. This increase is the outcome of this natural resource rather than 
of an increase in domestic productivity. Accordingly, the most important thing from the 
economic development view point is the increase in the non-oil sectors whereas the 
growth in the oil sector can be viewed as an increase in foreign exchange and the 
availability of finance. It is, however, recognised that a greater GDP implies greater 
ability for the country to consume, save, and invest. 
In this subsection, we discuss in general the direction of growth in the real non-oil 
GDP and its sectoral components. 
Table (2-05) shows non-oil GDP, per capita non-oil GDP and total (non-oil) 
investment in selected years as well as the average annual rates of growth of these 
variables. It is clear from the table that during the 1960s, there was very rapid growth in 
non-oil GDP and per capita non-oil GDP. Investment rate of growth increased largely in 
the early 1960s then decreased in the late 1960s. This decrease was also associated with 
a similar decrease in the growth rates of both real non-oil GDP and real per capita non- 
oil GDP. Similar patterns can also be noticed in the 1970s where the rate of growth in 
the real investment increased and then decreased and that was associated with increases 
and decreases in both non-oil GDP and per capita non-oil GDP. However, the situation 
of the 1980s is different; the annual average rate of growth in the real investment was 
largely negative in the early 1980s followed by a very small rate in the late 1980s. This 
was associated with a decrease in the annual average rate of growth in the per capita 
non-oil GDP followed by a negative rate. It may be noticed that because of the high 
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growth rate of population, per capita non-oil GDP decreased substantially in some 
periods. 
Regarding the sectoral value-added, GDP by sector (at factor cost) is shown in 
Table (2-06) and the growth rates of value-added of these sectors are provided by Table 
(2-07); moreover, Table (2-08) shows the relative shares of these sectors in GDP. 
Regarding the growth rates shown in Table (2-07), one may note that in spite of the 
negative effect of the oil era on agricultural employment, the real output of agriculture 
was growing in all periods except the period 1966-70, in which it fell by an average 
annual rate of (-5.1 %)7. 
Table (2-05) 
Non-oil GDP, Per Capita Non-oil GDP, and 
(non-oil) Investment at 1975 Constant Prices (selected years) 
M. L. D L. D M. L. D Average Annual Growth Rates % 
Year N-GDP N-GDPPC INVE N-GDP N-GDPPC INVE 
1962 368.3 253.8 78.5 
1965 579.7 358.5 147.6 16.5 12.3 24.4 
1970 781.1 389.4 215.9 06.5 02.1 10.3 
1975 1692.5 630.8 1026.3 17.0 10.4 38.9 
1980 3150.5 970.6 1621.5 13.3 09.1 09.7 
1985 3950.7 1077.0 883.9 04.9 02.3 -10.7 
1991 4285.4 931.5 875.9 01.4 -02.3 00.7 
Note: N-GDP, N-GDPPC and INVE stand for Non-oil GDP, per capita non-oil GDP 
and total non-oil investment in real terms, respectively. 
Source: Calculated from data in Appendix-D; see Tables (D-6), (D-9) and (D-17) in 
Appendix-D for complete annual time series data for the period (1962-1991). 
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L. D. Millions 
Table (2-06) 
Gross Domestic Product (GDP) by Sector (selected years) 
(selected years) At 1975 constant prices 
Year AGRI OILM MANT CNTR SERV GDPF 
1962 47.7 227.2 22.9 48.0 249.7 595.5 
1965 63.5 1238.1 28.2 125.0 363.0 1817.8 
1970 47.5 3159.3 46.9 157.9 528.8 3940.4 
1975 82.9 1981.8 65.5 434.7 1109.4 3674.3 
1980 116.4 2477.5 141.1 660.8 2232.2 5628.0 
1985 155.4 1563.3 274.1 571.7 2949.5 5514.0 
1991 220.8 1153.1 419.5 612.6 3032.5 5438.5 
Source: Obtained from Table (D-6) in Appendix-D which includes the full annual time 
series data for the period (1962-199 1). 
Abbreviation: AGRI, OILM, MANT, CNTR, SERV and GDPF stand for agriculture, oil 
and mining, manufacturing, construction, services and GDP at factor cost, respectively. 
Table (2-07) 
Average Growth Rates of the Gross Domestic Product (GDP) by Sector 
% (1962 -1991) At 1975 constant prices 
Year AGRI OILM MANT CNTR SERV GDPF 
1963-65 11.5 80.3 7.2 40.0 13.6 45.8 
1966-70 -5.1 21.6 10.9 6.1 8.3 17.4 
1971-75 11.8 -7.6 6.9 22.5 16.6 -0.9 
1976-80 8.0 5.5 17.7 8.9 15.1 9.1 
1981-85 6.2 -7.0 14.4 -2.7 6.1 -0.1 
1986-91 6.1 -0.3 7.4 1.7 0.6 0.2 
Source: Calculated from real GDP figures; Tables (D-6) in Appendix-D which includes 
the full annual time series data for the period (1962-1991). 
Note: Abbreviation are as defined in Table (2-06) above. 
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The manufacturing industry and services were always growing. Nevertheless, their 
rates of growth fluctuated and it seems that the services sector growth slowed in recent 
years. Finally, the construction sector had positive growth rates, except in the early 
1980s. This behaviour seems consistent with the movements of development 
expenditure and employment in manufacturing, services and construction. 
Moving to the sectoral relative shares in GDP, it is evident from Table (2-08) that 
the oil sector is the dominant sector of the Libyan economy, as it has a high ratio to 
GDP (80.2 % in 1970). If, instead of the sectoral growth rate, we consider the sectoral 
relative share of GDP, then there was a relative reduction in agriculture and 
manufacturing during the 1960s and a modest revival in the late 1980s. 
% 
Table (2-08) 
Sectoral Relative Shares in GDP 
(selected years) At 1975 constant prices 
Year AGRI OILM MANT CNTR SERV GDPF 
1962 8.0 38.2 3.8 8.1 41.9 100.0 
1965 3.5 68.1 1.6 6.9 20.0 100.0 
1970 1.2 80.2 1.2 4.0 13.4 100.0 
1975 2.3 53.9 1.8 11.8 30.2 100.0 
1980 2.1 44.0 2.5 11.7 39.7 100.0 
1985 2.8 28.4 5.0 10.4 53.5 100.0 
1991 4.1 21.2 7.7 11.3 55.8 100.0 
Source: Calculated from real GDP figures; Tables (D-6) in Appendix-D which includes 
the full annual time series data for the period (1962-1991). 
Note: Abbreviation are as defined in Table (2-06) above. 
34 
Although, the relative shares of agriculture and manufacturing in GDP were 
generally growing during the last two decades, the levels of these shares seem to be very 
small. In order to get a rough idea about the extent to which these relative shares of 
agriculture and manufacturing in GDP in Libya should grow, one may use some 
international indicators. As shown in Table (2-09), it can be noted that the relative share 
of manufacturing in developed countries lies in the range (18%-29%) while that in 
developing countries is largely diversified and can be up to 43% (Korea in 1995). 
Concerning agriculture, the relative shares in GDP are small and close to each other in 
developed countries while they are diversified in developing countries and can be as 
high as 43% (Nigeria 1995). These figures show that the relative shares of agriculture 
and manufacturing in GDP in Libya are small when compared with many developing 
countries. 
(2.3) Economic Planning and Capital Accumulation 
As stated, there had neither been significant capital accumulation nor economic 
growth before 1962 and the available data of that phase of economic development are 
neither complete nor reliable. In fact, the capital accumulation before 1962 was very low 
or may be zero as stated by Higgins [see subsection (2.2.1)]. Therefore, let us start from 
1962. 
Theoretically, investment decisions can be made either by individuals, firms, 
government, or all of them. However, because of the wide government intervention in 
economic life in the case of Libya, the public sector has played the major , role 
in 
economic development. Therefore, most of the discussion in this section is concerned 
with the public sector budget of economic development and economic plans. 
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Table (2-09) 
Relative Shares of Agriculture and Manufacturing Sectors in 
GDP for 15 Developed and Developing Countries (in 1980 and 1995) 
No. 
Country 
1 Austria 
2 France 
Agriculture (%) Manufacturing (%) 
1980 1995 1980 1995 
53 19 15 
42 24 19 
3 Italy 63 28 21 
4 Japan 42 29 24 
5 Netherlands 33 18 18 
6 UK 
7 USA 
22 27 21 
32 22 18 
... ................................................................................................... _................................... _................................... _.................................... 
8 Brazil 11 14 33 24 
9 Egypt 18 20 12 15 
10 Indonesia 24 17 13 24 
11 Iran 18 25 09 14 
11 Korea 15 07 40 43 
12 Nigeria 27 43 08 09 
13 Saudi Arabia 01 
... 05 ... 
15 Libya 02 04* 03 08* 
Sources: [1] Rows (1-14): The World Bank (1997) "World Development Indicators: 
1997, " Washington, Table (4.2), pp. 134-36 and [2] Row (15) is from Table (2-08). 
* 1991 figures as those of 1995 are not available. 
Note: The criterion of selecting these countries is based on dividing them into two 
groups: developed countries (rows 1-7) and developing countries (rows 8-15). The 
first group covers developed countries and the second group covers developing 
countries, in particular, some oil exporting countries which allows comparison with 
Libya. 
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Since oil is a State-owned activity, an essential part of the incomes generated in 
the oil sector accrues to the government in a form of `government resource, or oil, 
revenue's. 
Apart from public consumption, there has been a budget for capital spending. 
Capital public expenditure is made according to the approved budget for the sectors and 
projects. This budget is the major tool of implementing public investment projects. 
However, this budget is subject to the unique source of finance, i. e. oil resource, which, 
in turn, is subject to the fluctuations and disturbances in the international oil market. 
(2.3.1) General View of Economic Planning 
The first five-year economic development plan after the oil discovery in Libya was 
that for the years (1963-68) which was extended for another year up to March, 1969. 
This was followed by another five-year economic development plan started in April 
1968 but which was immediately suspended due to the First of September Revolution. 
Economic plans were continued after the 1969 Revolution as follows: one-year 
plans for the years 1970-72, a three-year plan (1973-75), five-year plans (1976-80) and 
(1981-85); and finally, one year plans since 1986 on. However, all the stated one-year 
plans are not actually economic plans in accurate terms since each plan was including 
merely an annual economic development budget allocating resources according to 
sectors and projects, but with no clear quantitative objectives. 
In order to evaluate these economic development plans and budgets, Tables (2-10) 
and (2-11) show the planned and actual government expenditure on economic 
development in selected years. Table (2-10), in particular, is expressed in real terms to 
give more meaningful comparison among time. From the tables, it is clear that there 
have been important developments in planned and actual government expenditure on 
37 
economic development since the discovery of oil and one can make the following 
points: 
Table (2-10) 
Planned and Actual Expenditure on Economic Development Projects 
L. D Millions (1963-1991) At 1975 prices 
Total Annual Average A/P Index 
Period Planned Actual Planned(P) Actual(A) % of AA 
(1) (2) (3) (4) (5) (6) (7) 
63-69 2004.0 1743.8 286.3 249.1 87.0 100.0 
70-72 2224.8 1779.5 809.0 647.1 80.0 259.8 
73-75 2998.7 2507.4 999.6 835.8 83.6 335.5 
76-80 6851.6 6280.8 1370.3 1256.2 91.7 504.3 
81-85 7431.5 6737.9 1486.3 1347.6 90.7 541.0 
86-91 5564.2 3622.9 890.3 579.7 65.1 232.7 
Notes: (1): A and P stand for actual and planned, respectively, and AA stands for 
actual average. Note also that no data are available for planned expenditure in 1962 so 
that the year 1962 is excluded; (2): Periods in the first column are classified taking into 
account the changing in regime in 1969 and different planning periods. 
Sources: First, 1-Secretariat of Planning (1986) "Social and Economic Indicators 
1970-1986, " Sert, Libya, pp. 12-13,2-Secretariat of Planning (1988)"Achievements of 
National Economy, 1970-1987, " Sert, Libya, pp. 5,11,3-The Central Bank of Libya 
(1991) "Annual Repors No. 35: 1990/91, " Tripoli, Libya, p. 71; 5-Secretariat of 
Planning (1989,1990,1991) "Annual Report, " pp. xi, 5,3, respectively. Therefore, 
annual data for the period 1963-91 are obtained. Second, the annual data obtained are 
deflated using GDP deflator given in Table (D-3) of Appendix-D. Finally, columns (2)- 
(3) are obtained and, hence, columns (4)-(7). 
1-The actual amounts of expenditure were not less than 80 % of the planed amounts for 
all the periods except for the period 1986-91 where it was only 65.1 % as shown in 
column (6) of Table (2-10). These deviations of actual from planned expenditure 
reflect the government attempts to adjust its annual plans according to the new 
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circumstances which took place after the approval9. These circumstances can either 
be local or international. Local factors may be thought to represent the `absorptive 
capacity' of the Libyan economy particularly during the 1970s including the effect of 
internal macro and micro situation10. The international factors are mainly the 
fluctuations of oil prices and, hence, oil revenues as have been shown in the balance 
of trade in the previous section. The negative effect of the international factors can be 
seen in the 1980s. 
2-In real terms, the actual (average) annual expenditure on development was L. D 249.1 
millions during 1963-69. Setting this figure at 100.0, as in column (7) of Table (2- 
10), This figure was increased to about 2.6 times during 1970-72,3.4 times during 
1973-75,5.0 times during 1976-80, and 5.4 times during 1981-85, then decreased to 
become about 2.3 times during 1986-91. These relatively huge increases in the 
government development expenditure reflect the so called `the ambitious plans' and 
supported by the availability of `foreign exchange' particularly during the 1970s 
where oil prices increased drastically. 
3-The reason why the `average' expenditure, as shown in Table (2-10), did not 
decline during 1981-85 compared with that for the period 1976-80 in spite of the 
deterioration of the oil revenues as indicated by the balance of trade, as shown in 
Table (2-01), is as follows: the five-year plan 1981-85 was `over ambitious' based 
on 1970s expectations of oil revenues; and it was prepared and approved before 
the start of the oil revenues deterioration in late 1981. In fact, many of project 
contracts, were signed in the first year of the plan such as the Iron and Steel 
contracts (Secretariat of Heavy Industry; 1981,1982,1983) so that it had become 
necessary to complete such projects according to the conditions of their contracts. 
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L. D Millions 
Table (2-11) 
Expenditure on Economic Development Projects 
by Sector At current prices 
Period AGRI OILM 
Total: 
62-69 66.5 0.0 
70-72 135.9 44.6 
73-75 560.8 138.2 
76-80 1739.2 363.6 
81-85 1494.1 249.5 
86-91 1015.8 179.9 
MANT CNTR SERV Total 
28.6 165.8 301.1 562.0 
109.1 241.0 260.4 791.0 
269.5 513.3 721.2 2203.0 
1276.7 1588.8 3290.9 8259.2 
2067.0 2326.2 4556.2 10693.0 
800.7 1503.7 1978.1 5478.2 
Annual Average: 
62-69 8.3 0.0 3.6 20.7 37.6 70.3 
70-72 49.4 16.2 39.7 87.6 94.7 287.6 
73-75 186.9 46.1 89.8 171.1 240.4 734.3 
76-80 347.8 72.7 255.3 317.8 658.2 1651.8 
81-85 298.8 49.9 413.4 465.2 911.2 2138.6 
86-91 162.5 28.8 128.1 240.6 316.5 876.5 
Annual Average Structure (%): 
62-69 11.8 0.0 5.1 29.5 53.6 100.0 
70-72 17.2 5.6 13.8 30.5 32.9 100.0 
73-75 25.5 6.3 12.2 23.3 32.7 100.0 
76-80 21.1 4.4 15.5 19.2 39.8 100.0 
81-85 14.0 2.3 19.3 21.8 42.6 100.0 
86-91 18.5 3.3 14.6 27.5 36.1 100.0 
Notes: (1): Fraction of years were taken into account when we calculate the averages. 
(2) Periods in the first are classified taking into account the changing in regime in 1969 
and different planning periods. 
Sources: 1-Secretariat of Planning (1986) "Social and Economic Indicators 1970-1986, " 
Tripoli, pp. 15-18; 2-The Central Bank of Libya (1991) "Economic Bulletin, " October- 
December, Tripoli, Table (29); and, 3-Secretariat of Planning, "Annual Report" different 
reports, Sert, Libya. 
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Nevertheless, the annual `average' of development expenditure of the period 
1981-85 was affected by the expenditure of the year 1981, which witnessed the 
highest amount of government development spending, after which the annual 
expenditure started to decline. 
4-The first time the government started restricting the development projects due to 
the deterioration of the oil revenues was in early 1982 and many projects had been 
reconsidered afterwards (Secretariat of Planning, 1982,1983,1985b). In this year, 
in fact, the imports were also rationed. 
5-It seems that these circumstances at the aggregate level affected sectoral levels. 
Table (2-11) shows the government development expenditure by sector from 
which we note that the highest annual average expenditure on agriculture and oil 
sectors were during the economic plan 1976-80, whereas the highest annual 
average expenditure on manufacturing, construction, and services were during the 
. economic 
plan 1981-85. This may indicate that agriculture and oil sectors were the 
first in which expenditure contracted. 
6-It is noticed that during the period 1962-69, there was no government expenditure 
on the oil sector since the government was not a shareholder of the oil companies. 
In 1970, the government became a shareholder of at least 51% of equity in the oil 
companies. 
7-Table (2-11) shows also the structure of the `annual average' expenditure according 
to sectors. It may be noted that the first priority of expenditure during 1962-69, for 
instance, was given to the services sector (53.6%), and the second priority was 
given to construction (29.5%) whereas agriculture was given the third priority and 
manufacturing was given the fourth. This gives an indication that both 
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manufacturing and agriculture were given little attention during this period. 
However, it seems that the concern during 1962-69 was on building up 
infrastructure. 
(2.3.2) Weak Points and Long-run Objectives 
Economic development in Libya started initially in 1963 by the first five-year 
plan. During 1963-69, the capital accumulation in the non-oil sectors in 1975 constant 
prices was 1373.6 millions Libyan Dinar. In real terms, this represents an annual 
average rate of investment equal to 8.6% of GDP and 29.3% of non-oil GDP (in real 
terms). The problem of economic development, however, is greater than spending 
whatever amount of money. Problems of productivity and efficiency in different aspects 
of economic activity were and are still the major weak points and obstacles to the long 
run objectives of economic development in Libya (The Central Bank of Libya, 1966a 
and Ministry of Planning, 1976 and Secretariat of Planning, 1981a and 1981b). 
To conclude, it seems that in an oil exporting country like Libya, with public 
sector domination on the economy, the availability of oil revenues are the key element 
of any investment program. The deterioration of these revenues leads to disturbances in 
investment programs and, consequently, in economic growth. However, there still seems 
no rule by which the State can decide on the saving and investment rate. 
(2.4) Previous Studies of the Libyan Economy 
In general, there has been little in the way of academic research on the Libyan 
economy. One reason for that may be the official national accounts and abstracts are 
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usually published late. This section provides a brief discussion of some available 
studies. 
The question of how much we invest is first addressed in a framework which may 
be referred to as `Royer-Higgins model'. This model was constructed during the 1960s 
by the `Libyan Special Evaluation Mission' of the United Nations, and published in 
Higgins (1968)11. The model was then developed by El-Jehaimi (1975) in his study 
about absorptive capacity and alternative investment policies. Abusneina (1981) 
addresses the problem of the economy when it is unable to absorb capital efficiently 
because of the scarcity of skilled labour. 
Beside these studies, there have been also some other attempts to model and study 
the Libyan economy. If we classify these models according to fields of study, we can 
have the following five classes of models 12: 
1 Investment and absorptive capacity models; such as those we have just mentioned of 
Royer-Higgins (1968), El-Jehaimi (1975), and Abusneina (1981). In the latter model, 
the investment rate is determined by the available skilled labour. 
2 There are several crude oil models, such as those of Elrifadi's (1976) econometric 
model of the demand for Libyan crude oil, Abusedra's (1976) aggregate 
macroeconomic model, which was established for the purpose of investigating 
"alternative oil management policies" and to show their "macroeconomic effects", 
Zarmouh's (1982) model for optimal policy of oil production and economic growth of 
Libya and, finally, Abosedra's (1984,1992) macroeconomic models which were 
established for the purpose of studying the effects of international oil prices on the 
non-oil sector of the Libyan economy. The common factor of all these models is 
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dividing the economy into oil and non-oil sectors, and concentrating on the issues of 
oil production, exports and prices and their impact on the non-oil sector. 
3 Manpower models; such as those of Wedley's (1974) macro manpower model, and 
Keibah's (1987) equilibrium and disequilibrium international labour migration 
models. 
4 Monetary sector models; such as that of EI-Sharif (1979) who constructed a 
"Structural Model of the Monetary Sector of Libya". The objective was to investigate 
the determinants of the supply of and demand for money. It was argued that the 
money supply was determined within a simultaneous solution for all variables in both 
financial and real sectors. 
5 General purpose models; such as those of El-Fakhery's (1978), Moustafa's (1979) and 
Abohobiel's (1983) macroeconometric models. 
It may be noted that most of these models were for the 1970s, or early 1980s, and 
except Abosedra's (1992) model, there seems no updating of these models. Moreover, 
none of these studies used data after 1985. 
To end this section, it can be noted that there seems to be no previous study for the 
Libyan economy that treats the problem of capital accumulation and growth after the 
1982 oil crisis. In fact, most of the previous studies postulate the 1962-1981 position of 
the capital abundant economy or Higgins' unlimited supply of capital. 
(2.5) Conclusion 
In this chapter, it has been tried to survey the Libyan experience in investment and 
economic development. The main findings can be as follows: 
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[1] Important achievements and important rates of growth in the real non-oil GDP have 
already been made from 1962 until the mid 1980s. However, these rates of growth 
started to slow down and decline in the late 1980s apparently due to decreases in real 
investment expenditure. This reflects the importance of investment as a major 
determinant of growth in Libya but, however, it is not the only factor. 
[2] The rises and falls in'the growth rates of the non-oil GDP seem also to be associated 
with growth in foreign trade and labour. The crisis in oil revenues that fell since 
1982, and even further in 1986, is an apparent cause for the recent slow down of the 
economy and for other economic problems and difficulties after 1981. 
[3] Libyan economy is still oil-dependent economy and in spite of different efforts at 
economic planning there are many long-run objectives which have not been 
achieved. One important objective is to reduce the oil sector domination of the 
economy. This objective cannot be achieved simply by reducing oil production but 
by increasing the growth, productivity and efficiency in the non-oil sectors. 
[4] If investment is now possible because of the existence of the oil sector, it should 
always be borne in mind that this source of finance is exhaustible. It is crucial for the 
economy to invest optimally and efficiently to achieve significant growth in the non- 
oil sectors and create alternative sources of financing for the economic development 
projects. 
[5] In fact, it may be a long time until the economy can be independent from oil. This 
independence needs further efforts in achieving higher levels of growth in the non- 
oil sectors and diversifying the production base. 
45 
Endnotes 
1 Libya restricted its imports quantitatively by approving annual budget of foreign 
exchange for the purpose of imports, for the first time, in 1982; see The Central Bank 
of Libya (1984, p. 20) and Elfeituri (1992, p. 65) 
2 Elfeituri (1992, pp. 45-52) 
3 For greater details of international migration of labour force in the Libyan economy, 
see Keibah (1987) 
4 Population rates of growth in developed countries are, in general, less than 1% and 
approaches, in some cases the zero growth population. For example, the annual rates 
of growth during the period 1985-90 in Europe and Northern America were, 
respectively, 0.2% and 0.8%; see United Nations (1991, p. 103). 
5 Regarding Libyan population, and according to the population census in 1973 and 
1984, the proportion of population under age 15 was 49.9 % (see the Department of 
Statistics and Census, 1984, p. 78). Compared with other countries, this is actually 
above average. In Africa, Latin America, and Asia, estimates of the (average) 
proportion of population under age 15 were 45.0%, 35.9%; and, 32.9 % in 1990, 
respectively; whereas in Europe and Northern America these estimates were 19.6% 
and 21.4% in 1990, respectively (see United Nations, 1993, p. 22). The high 
proportion of population under age 15 in Libya may be viewed as a problem in 
present time; however, it may be considered as a source of labour force in future. 
6 In a LDC such as Libya, the lack was not only in the quantity of labour supply but also 
in quality. The absence of skilled labour and indigenous entrepreneurs was, as we 
have already seen, mentioned by Higgins (1959). In fact, non-Libyan labour should 
have been necessary even if the Libyan labour supply had been large enough because 
the quality of that labour was not satisfactory. 
7 The cultivated land increased from 1 625 945 hectare in 1974 to 2 495 907 hectare in 
1987, i. e. increased by 53.5% during a period of 13 years (Department of Statistics 
and Census, 1987, Table 12, p. 62) 
8 During the 1960s, government oil revenues were constituting royalties. After the 
nationalisation of oil companies in 1970, government as an owner of not less than 
50% of the capital has been receiving profits in addition to the royalties. 
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9 Using nominal terms, we still have similar indicators; for instance, the actual/planned 
expenditure during 1981-85 is found to be 90.8%. However, these deviations were 
calculated on the basis of annual approved budgets rather than the volumes of plans. 
The latter show greater deviations. For example, the planned expenditure of the 
1981-85 economic plan was (in nominal terms) L. D 18500 millions (Secretariat of 
Planning, 1981a), whereas the expenditure during the same period was (in nominal 
terms) L. D. 10693 millions; so that the actual/planned ratio was only 57.8 % 
compared with 90.8%. This reflects the failure of expectations of the 1981-85 plan 
which is based on 1970s information. 
10 El-Jehaimi (1975) discusses the concept of the `absorptive capacity' in the case of 
Libya. 
11 See Higgins (1968, pp. 825-826). 
12 Abohobiel (1983: p. 43) classified Libyan economic models into two groups: 
"Higgins-type models" and "macroeconometric types of economic policy models" 
Chapter Three 
Review of Literature on 
Saving and Investment Rate within the 
Theory of Economic Growth 
(3.1) Introduction 
The saving and investment rate, as introduced in the previous two chapters, is the 
ratio of output which is saved and invested. This rate plays a central role in economic 
growth theory. There is a considerable literature dealing with this rate in the context of 
the economic growth theory and capital accumulation and, hence, it is not possible to 
survey the whole literature in this respect. For instance, 1964 represents an early stage of 
the development of economic growth literature when Matthews (1964, p. 780) stated 
that one can obtain thousands of reasonable models by combining different possibilities 
that have been "seriously proposed by one writer or another ... " If, in addition, we 
consider the development in literature after 1964 until today, the task becomes certainly 
more complicated. 
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However, following the strategy suggested and followed by Robinson (1969b, p. 
vi), saving and investment can be discussed within economic growth theory apart from 
the theory of relative prices. This, as emphasised by Robinson (1969b), does not mean 
that the theory of relative prices is less significant but the difficulty is in combining it 
with the theory of economic growth. 
Therefore, this chapter is concerned with briefly surveying the most important 
aspects of the development of this literature'. For details, see for example Matthews 
(1964) and more recently Barro and Sala-i-Martin (1995). Figure (3-01) shows a 
diagram of a systematic (non-historical) approach of reviewing the related literature. It is 
non-historical since, for instance, the Ramsey model which comes at the end of the 
flow-chart is, as we shall see, the first from the historical point of view. 
The flow-chart of Figure (3-01) indicates that when moving from top to bottom, 
each model is a special case of the next one; and when moving from bottom to top, each 
model is a greater generalisation of the previous one. To illustrate, at the top of the flow- 
chart, there is the Harrod-Domar model which can be looked at as the starting point of 
the economic growth theory. This model can also be considered as a special case of the 
Solow-Swan model which, by introducing the neo-classical production function, 
overcomes some of the problems of the Harrod-Domar model particularly the problem 
of instability (as we shall see in a greater detail in this chapter). Now, the Solow-Swan 
model can, in turn, be considered as a special case of the Golden Rule model which by, 
introducing the principle of consumption maximisation, overcomes the problem of 
exogenous saving rate. This model assumes intergenerational equity so that it is 
modified by using the principle of `welfare' rather than `consumption' maximisation to 
obtain the Modified Golden Rule (i. e. Ramsey) model. 
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Figure (3-01) 
Systematic (non-historical) Approach of the Models Reviewed 
Harrod-Domar 
Neo-classical Production Function 
Solow-Swan 
Consumption Maximisation 
Golden-Rule 
Welfare Maximisation 
Modified Golden Rule: Ramsey Model 
Oil and Human capital 
Ramsey-Type Model for Libya: Ramsey Model + Oil as Exogenous 
Source: Created by the author. 
The Ramsey model considers the intergenerational substitution rather than 
intergenerational equity. The Golden Rule model, therefore, is a special case of the 
Ramsey-model as indicated by the flow-chart. Finally, the standard Ramsey-model is 
indicated by the flow-chart to be a special case of the Ramsey-type model for Libya by 
introducing the oil variable. 
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Therefore, within the context of economic growth theory, we start in section (3.2) 
with the early Harrod-Domar model, followed in section (3.3) by the Solow-Swan 
model. Sections (3.4) discusses the maximisation principle and Golden Rule and, as a 
natural extension, section (3.5) is devoted to discuss the Modified Golden Rule and 
Ramsey-Type models. The recent development in the endogenous growth theory will be 
surveyed briefly in section (3.6) and, finally, the question about what kind of models is 
relevant to this study is addressed in section (3.7). This chapter leans heavily on Solow 
(1956), Intriligator (1971), Jones (1975) and Barro and Sala-i-Martin (1995). 
(3.2) Harrod-Domar Model 
It is widely considered that the work of Harrod (1939) represents the `pioneering' 
work in the context of economic growth theory; see for example; Matthews (1964, p. 
781) and Stiglitz and Uzawa (1969, p. 11)2. As Harrod's work was followed by Domar's 
complementary work (Domar, 1946), the two have conventionally been known as the 
Harrod-Domar model, which this section is concerned with. 
(3.2.1) Assumptions of the model 
Any economic model is based on a set of assumptions either explicitly or 
implicitly. In order to understand the environment with which such a model is dealing 
and in which it is applicable, it is important to discuss at least the most important 
assumptions. They are as follows: 
H1 Fixed coefficients production function: 
Harrod-Domar model is based on an assumption of the Leontief `fixed coefficient 
production function' but it seems that this assumption was not explicitly treated in 
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the original work of Harrod (1939) and Domar (1946); see also Leontief (1951)3. 
The assumption, however, was clearly discussed by Solow (1956). According to this 
assumption, the capital/output ratio and the labour/output ratio are both constant. 
This implies that the average and marginal capital-output ratios are equal and that 
the average productivity of capital and that of labour are both constant as well. 
In order to illustrate the implication of this assumption, let us discuss the properties 
of the fixed coefficient production function. Let Yt be the aggregate per period GDP, 
Kt be the capital stock at the beginning of the period and Lt be the available labour 
force per period. Therefore, if a and ß are the constant average productivity of 
capital and labour, respectively, then the fixed coefficient production function is 
defined as follows: 
(3-1) Yt = Min(a. Kt, (3. Lt ) 
This equation says that the level Yt of output is equal to the minimum of either of 
(1) The constant a times the quantity of capital stock Kt, or (2) The constant ß times 
the quantity of labour employed4. Equation (3-1) can also be written in per worker 
terms. Dividing both sides of the equation by Lt and denoting the per worker 
variables by the corresponding small letter, we can obtain: 
(3-1)' Yt = Min(a. kt, ß) 
Therefore, per worker output is equal to the minimum of either (1) The constant a 
times the per worker capital, or (2) the constant ß. That is, ß represents the ceiling of 
per worker production above which this production is not possible. 
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121 Constant saving and investment rate(s): 
The second assumption of the Harrod-Domar model is that the aggregate saving is a 
simple linear function of the aggregate output per period of time, i. e. it is a constant 
fraction of the output. This fraction is the `saving rate' as defined above and is 
denoted by (s). Therefore, the rate of saving is nothing but the marginal propensity to 
save and is equal to the average propensity to save. 
[31 Aggregate saving equals aggregate investment: 
This also implies that the rate of saving, s, is equal to the rate of investment as 
defined above. However, this equality is a matter of controversy. For example, in 
Keynesian theory, ex-ante saving is not necessary equal to ex-ante investment but 
ex-post saving and ex-post investment are always identical. In the equilibrium, 
investment is equal to saving. In the Harrod-Domar model, we might consider that 
both saving and investment are ex-post or that they are in equilibrium. 
[41 The natural growth rate (n): 
Finally, it is assumed that the population grows at a constant `natural' growth rate 
and the labour force is growing accordingly. 
(3.2.2) The growth Rates of Output and Investment 
Harrod (1939) introduced his dynamic theory of economic growth by combining 
the "multiplier" theory and the "accelerator principle" and established his `warranted' 
rate of growth of the aggregate output which we may write it as follows: 
(3-2) Gw [=n] = s/v [=s. a] 
According to this equation. the warranted rate of growth (Gw) of output is equal 
to the natural rate of growth (n). The natural rate of growth is equal to the saving rate (s) 
divided by the capital/output ratio (v) or, equivalently, the natural rate of growth is equal 
53 
to the saving rate times the constant average productivity of capital (a). This also 
implies that the investment rate is equal to the saving rate as stated above and that the 
capital output ratio, v, is the reciprocal of capital average productivity and is equal to the 
simple accelerators. 
The "warranted" rate of growth is defined as " ... that rate of growth which, 
if it 
occurs, will leave all parties satisfied that they have produced neither more nor less than 
the right amount ... will cause them to give such orders as will maintain the same rate of 
growth. " (1939, p. 16). That is, the warranted growth rate is similar to what we now 
know as the steady state growth rate6. 
It would be noted that in the Harrod-Domar world, the actual growth rate of output 
is not necessary equal to the natural growth rate but, if it happens that they are equal, 
then the economy can grow at full capacity, i. e. with neither unemployment nor capacity 
unutilised. 
Now, moving on to discuss the growth rate of investment, we may define, 
according to Domar (1946), the potential (social) average investment productivity, a, as 
the potential additional units of output that can be produced per one unit investment at 
each point of time; that is, the maximum increase of output that we expect to obtain per 
one unit of investment. If the economy is at full employment, then the growth rate of 
investment, Gi is equal to a times the saving rate; that is: 
(3-2)' Gi = ß. s [= s/v= n] 
This formula says that in order to keep the economy growing at full employment 
equilibrium, the investment rate of growth should equal the multiplication of the 
potential average investment productivity, a, by the saving rate. In addition, the 
potential average investment productivity, a, is equal to the reciprocal of the accelerator, 
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v, which means that both the growth rates of output and investment are, ultimately, 
equivalent, and both of them establish the full employment natural rate of growth of the 
economy. 
(3.2.3) Policy Implications 
In spite of its simplicity, the Harrod-Domar model gives some interesting insights 
concerning economic growth policies. From equations (3-2) and (3-2)', it is clear that 
the saving and investment rate, s, plays an important role in economic growth. In such 
an environment, the rate of growth can be increased by increasing the saving and 
investment rate. 
However, the possibility of increasing the saving rate depends on the level of 
income since, as in Keynesian models, people with low incomes consume most of their 
incomes and save only little and vice versus; that is, the propensity to save is small in 
low income societies and high in rich societies. This explains, according to the Harrod- 
Domar model, why developed economies have higher rates of growth than less 
developed ones. On the other hand, this indicates that a less developed economy, which 
is often characterised by low incomes and low saving rate, has to increase its saving rate 
to attain a higher rate of growth. The process of increasing the saving rate should be 
looked at in a dynamic way: 
(1) On the one hand, and starting from an initial income, an increase of the saving rate 
can lead to an increase in the supply of saving, i. e. more funds become available for 
investment. 
(2) On the other hand, an increase in the demand for output (demand for both consumer 
and producer goods) can promote producers, through the accelerator, to invest more, 
i. e. raising their demand for capital goods. 
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(3) These new investments lead, through the multiplier, to an increase in income. 
(4) Increases in incomes, in turn, lead to an increase in the saving level and, to some 
extent, to an increase in the saving rate, and so on. 
Some policies may also be made for the accelerator in the sense that the 
accelerator, v, in equations (3-2) and (3-2)', can be affected by introducing new 
technology to the production methods. This new technology may imply knowledge, 
training and education, which can be reflected in some reduction in the accelerator, v. 
That is, the requirements of new capital goods for producing one extra unit of output 
will be less after the new technology takes place8. The more success of economic 
policies in making technological progress, the less the accelerator, v, or equivalently the 
higher the capital (average) productivity, a, and hence, the higher the growth rate of 
output. In the new growth theory, human capital plays an important role in this respect 
as it will be explained later in this chapter. 
(3.2.4) Critical Remarks on Harrod-Domar Model 
Although the Harrod-Domar model introduces new interesting insights in 
economic growth modelling, it has become clear from subsequent attempts and 
contributions to the literature of economic growth that this model has lots of problems. 
Most of the problems are consequences of the implicit assumption of the fixed 
coefficient production function as given by equations (3-1) and (3-1)'. In what follows, 
some of the important problems are discussed9: 
[1] The model shows that if the `equilibrium path"0 has not been reached, the actual 
growth can either be associated with unemployment or idle capital. 
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[2] There is no mechanism in arriving the `equilibrium path' and this path can only be 
reached by accident, or as a matter of luck; see Solow (1956, p. 77) and Jones (1975, 
pp. 52-53). 
[3] The equilibrium growth path is highly unstable, as is recognised by Harrod himself; 
(Harrod, 1939, p. 16). That is, if the economy is actually put on the equilibrium path, 
any deviation of the actual growth from that path can lead to a greater deviation. This 
instability is described by Solow (1956, p. 65) as a knife-edge balanced growth 
[4] Capital and labour are not substitutable at all, i. e. zero marginal rate of substitution. 
[5] Finally, there is a problem of "exogeniety", that is the growth rate cannot be 
determined endogenously in the model since the natural growth rate of population, 
the accelerator; and, the saving rate are all determined exogenously from outside the 
model. 
In spite of these problems, however, the Harrod-Domar model has been used 
widely in developing countries; Gills et al (1992, p. 43) state that the model "... has been 
used extensively in developing countries as a simple way of looking at the relationship 
between growth and capital requirements. " 
(3.3) Solow-Swan Model 
This section discusses the neo-classical Solow-Swan model of economic growth 
established by Solow (1956) and Swan (1956). This model represents an important step 
in developing the Harrod-Domar model towards more efficient economic growth 
models. The important differences between the Harrod-Domar and Solow-Swan models 
is that the later relaxes the assumption of a fixed coefficient production function, 
establishes a general fundamental equation, provides stable rates of growth, tries to 
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relate economic growth to the movements of prices, and introduces the effects of the 
technological progress. 
(3.3.1) Production Function Properties 
Solow (1956) accepts all the assumptions of the Harrod-Domar model except that 
concerning the specification of the production function. Solow (1956, p. 66) states that 
in general he accepts "... all the Harrod-Domar assumptions except that of fixed 
proportions. " Instead of the fixed coefficient production function, Solow assumes a 
Cobb-Douglas (C-D) production function homogenous of the first degree. The overall 
contribution of Solow's (1956) model is based on this modification. Swan (1956) 
arrives at the same results as Solow (1956)11. 
Assuming two factors of production, capital and labour, and using the same 
notations as those in equations (3-1) and (3-1)', Solow uses the following neo-classical 
production function: 
(3-3) Yt = F( Kt , Lt ) 
which is corresponding to (3-1) of the fixed coefficient production function. It is also 
assumed that the marginal productivity of capital and that of labour are positive and 
negatively sloped to account for diminishing factor returns. The production function 
homogeneity of the first degree, which is one characteristic of the neo-classical 
production function, implies that increasing both factors by a certain percentage leads to 
an increase in output by the same percentage 12. That is, the production function exhibits 
constant returns to scale. 
In addition to these differences between (3-1) and (3-3), there may be another 
implicit difference concerning the factors of production which are not always stated 
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clearly. For instance, `labour' in (3-3) means labour employed whereas `labour' in (3-1) 
means two cases: One case is that when production takes place at full capacity 
utilisation of capital before the point of equilibrium. In this case, `labour' means the 
available labour, i. e. the. supply of labour, and the employed labour is less than that. The 
other case is when production takes place at full employment of labour, regardless of 
capital, at or beyond the point of equilibrium. In this case, `labour' means the employed 
labour. Similar explanation can be made for capital. For details, see Solow (1956, pp. 
73-76). 
Now, (3-3) can be expressed in per worker units so that the following simple form 
can be obtained: 
(3-4) Yt = f(kt ) 
where yt is the output per worker and kt is the capital-labour ratio or capital stock per 
worker. This equation corresponds to (3-1)' in the case of the fixed coefficient 
production function. 
Constant returns to scale production function in the form of labour average 
productivity as in (3-4) is widely used in economic growth theory because of its 
important properties13. Regardless of parameterising (3-3) and (3-4), it can be shown 
that the following properties hold: 
(1) Capital marginal productivity, MPK, is simply equal to the first partial derivative of 
the per worker production function. However, labour marginal productivity, MPL, is 
somewhat complicated. It is equal to the average productivity of labour, f(kt), minus 
the product of capital-labour ratio, kt, and the marginal productivity of capital, 
MPK: 
(3-5) MPL = APL - kt . MPK >0 
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(Jones, 1975, p. 33 and Barro and Sala-i-Martin, 1995, pp. 17,68). The marginal 
productivity of labour is set to be positive by assumption. These properties can 
straightforward be used to obtain the marginal rate of technical substitution in terms 
of APL, MPK and kt. 
(2) From the above right-hand side inequality, it can also be shown that the marginal 
productivity of capital is always less than the average productivity of capital which is 
as expected in cases of diminishing factor returns. 
(3) The behaviour of the average productivity of capital, APK = f(kt)/kt, with respect to 
changes in the capital-labour ratio, kt, and with respect to changes in time, t, can be 
shown to be, respectively, as follows'4: 
(3-6) d(APK) / dkt) =- MPL / kt2 <0 
(3-7) d(APK) / dt) =- Gk. MPL / kt 
where Gk = (k / kt) is the growth rate of the per worker capital stock. 
Consequently, the average productivity of capital, APK, is a downward sloping curve in 
yt and kt dimensions, which is similar to that in Yt and Kt dimensions. However, the 
behaviour of the average productivity of capital with respect to changes in time depends 
on the sign of Gk. If Gk >0, that is if the per worker capital stock is increasing, the 
average productivity of capital is a down-ward sloping curve in yt and t dimensions. 
This means that if capital is getting intensive overtime, its average productivity declines 
unless an effect of technological progress occurs. If Gk < 0, that is the per worker 
capital stock is decreasing which can take place by increasing labour force, then the 
average productivity of capital is up-ward sloping over time. Finally, if Gk =0 as in the 
steady state, average productivity of capital is a horizontal line and the capital-labour 
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ratio is constant, i. e. does not change, in yt and t dimensions. Properties (3-6) and (3-7) 
are useful to investigate the stability of the model as we shall see in subsection (3.3.4) 
below. 
(3.3.2) The Neo-classical Fundamental Equation 
The fundamental equation in the Harrod-Domar model is that given by (3-2); see 
Harrod (1939,17). However, Solow (1956) provides a more interesting fundamental 
equation. His equation is now known in the literature of economic growth as the 'neo- 
classical fundamental equation' 15 which can be written as follows: 
(3-8) k=s. f (kt) - (n +S). kt 
where k is the rate of change of the per worker capital stock with respect to time, n is 
the labour rate of growth, and S is the depreciation rate of capital stock16. In this 
equation: 
" The left-hand side is the rate of change of the capital-labour ratio. This rate equals the 
per worker net investment, which is the rate of change in capital stock divided by 
labour, in the special case when the labour force is constant which means zero 
growth rate of labour. 
" The first term of the right-hand side is the saving (equals investment) rate times the 
per worker output as a function of the capital-labour ratio. Therefore, this term is the 
per worker saving which is equal to per worker investment. This can also be (Yt - ct), 
i. e. the difference between per worker output and per worker consumption. 
" The last term of the right-hand side is the sum of the capital stock rate of depreciation 
and the labour rate of growth multiplied by the capital-labour ratio. If the labour rate 
of growth is zero, then the term is exactly equal to per worker depreciation. In fact, 
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this term is known as an "effective depreciation" because it takes into account the 
labour growth rate (Barro and Sala-i-Martin, 1995). 
" Consequently, the rate of change of capital-labour ratio is the difference between the 
per worker gross saving (or investment) and the effective depreciation. 
(3.3.3) Steady State Solution 
In the Solow-Swan model, the steady state point can be obtained when the capital- 
labour ratio is constant, i. e. when the growth rate of capital per worker is zero. This 
implies that, at the steady state, k must be zero in (3-8)17. Accordingly, the fundamental 
equation can now be written as follows: 
(3-9) s. f (k*) = (n +S). k* 
where the star indicates the steady state value of the specified variable. The solution to 
the model at the steady state can now be summarised as follows: 
[1] The steady state growth rates of capital and output are the same and equal to the 
growth rate of labour. This implies a zero rate of growth of the ratio of any two of 
these variables, i. e. capital-labour ratio, kt, average productivity of labour, yt = f(kt), 
and, average productivity of capital, f( kt) / kt. In other words, the Solow-Swan 
model states that in the long-run, all variables grow according to the same, i. e. 
balanced, growth rates. 
[2] The average productivity of capital, APK*, is constant in the long-run and equal to 
the effective depreciation rate divided by the saving rate: 
(3-10) APK* _ (n + S) /s 
However, this solution of capital average productivity can be affected if the 
government introduces some policies to change, for instance, the saving rate 
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permanently (Barro and Sala-i-Martin, 1995, p. 24). This will be shown graphically 
in Figure (3-02). 
[3] If the production function is parameterised according to the C-D form, the marginal 
productivity of capital, MPK*, is also constant and equal to the capital elasticity of 
output, i. e. capital share (a), times the effective depreciation rate divided by the 
saving rate: 
(3-11) MPK* = a. (n+S)/s 
This result shows the possibility of affecting the long run solution through changes 
in capital elasticity of output as well as other parameters in equation (3-11). 
[4] The level of per worker capital stock, k*, is the level which satisfies the steady state 
condition and can be obtained by solving (3-9) for k*. The value k* can be used in 
(3-10) to get the level of output, y*. Thus, all the endogenous variables can be 
obtained. 
[5] Finally, the Solow-Swan model can also be related to the price system. Solow (1956) 
claims that there are four prices which can be incorporated into the system; namely, 
the selling (or output) price. Pt, money wage, wt, money rental on capital 18, rt, and 
the nominal interest rate, it. 
(3.3.4) Stability and the Speed of Convergence 
In contrast to the Harrod-Domar model, the Solow-Swan model is stable. To 
illustrate, equation (3-6) shows that the curve of the average productivity is downward 
sloping in APK and kt plane and equation (3-7) shows that, in APK and t plane, this 
curve can be decreasing, constant; or increasing according to whether capital-labour 
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ratio growth rate, Gk, is positive, zero; or negative, respectively. The fundamental 
equation, (3-8), can be re-arranged as follows: 
(3-12) f(kt)/kt - (n+S)/s = [1/s]. Gk 
The first term of the left-hand side of this equation is the average productivity of capital. 
Thus, at the steady state, Gk=O, equation (3-12) returns to the steady state position of (3- 
10). However, if Gk > 0, then APK is greater than its steady state level, (n+S) / s, which 
means that kt is smaller than its steady state level, kt*. Hence, kt increases and APK 
decreases until they reach their steady state. Similarly, if Gk < 0, then APK is smaller 
than its steady state level and kt is greater. Hence, kt decreases and APK increases until 
they reach their steady state. 
Therefore, the model is stable at the steady state point so that for any deviation of 
the capital-labour ratio from that point, there are always dynamic forces which can bring 
the economy towards that point. 
Now, given any initial point, the speed of convergence is the rate at which the 
economy converges to its steady state. According to Barro and Sala-i-Martin (1995, p. 
36), the speed of convergence of the above Solow-Swan model is equal to (1-a). (n+S) 
where a is the capital elasticity in a C-D production function, n is the labour growth rate 
and 8 is the rate of capital depreciation. 
(3.3.5) Critical Remarks on Solow-Swan Model 
Solow-Swan model has overcome many problems of the Harrod-Domar model. 
The most important problem which has been sorted out is the problem of stability. In 
addition, the model is also able to explain the differences in growth between countries. 
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If two countries have similar circumstances; that is, they have the same production 
function, saving rate and other parameters, then both have the same steady state. 
Consequently, if these countries are different in their initial per worker capital and 
output, then the model says that the smaller the capital-labour ratio, the greater the 
growth rate of this capital-labour ratio required for the poorer economy to converge 
towards the steady state level; this is the so called "absolute convergence" (Barro and 
Sala-i-Martin, 1995, pp. 26-30); as an example of this is the EEC countries. However, if 
the circumstances of the two countries are different; for instance they have different 
saving rates and, hence, different steady' states, then the country with greater initial 
capital-labour ratio and greater steady state grow faster. An example of this is developed 
and less developed countries. 
Similarly to the Harrod-Domar model, the Solow-Swan model establishes that the 
growth rate of output equals the labour growth rate. For instance, (3-10) can be re- 
arranged as follows: 
(3-10)' n s. APK* -8 
Comparing (3-10)' and (3-2) and noting'that (APK* = a), it is clear that the two models 
give almost the same result. The first difference is that the Harrod-Domar model 
assumes a zero rate of depreciation; the second is that the average productivity of capital 
is always constant in the Harrod-Domar model whereas in the Solow-Swan model it is 
variable in general and is constant only at the steady state. 
In addition, the Solow-Swan model emphasises the importance of the saving and 
investment rate. However, perhaps the most problematical issue is that this rate is still 
assumed to be constant and exogenously determined. Consequently, at any arbitrarily 
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determined saving rate, there is a steady state solution for the model. To illustrate, let 
both sides of (3-8) be divided by (s = Si) so that we get: 
(3-8)' lc/sl = f(kt )- [(n+S)/sl ]. kt 
The first term of the right-hand side (3-8)' is the per worker production function and the 
second term is a straight line from the origin. Both of these two terms can be drawn as 
in Figure (3-02) where the vertical distance between the curve and the line represents 
the left-hand side of (3-8)'. Let the saving rate s be increased from sl to s2 so that 
another straight line [(n + 8)/s2]. kt can be drawn as in Figure (3-02). In this figure, there 
are two steady state points that can be obtained at the intersection of the f(kt) curve and 
the two lines [(n + 8)/sl]. kt and [(n + 8)/s2]. kt. 
At the saving rate sl, in Figure (3-02), we have the steady state capital-labour 
ratio k1 * and per worker output at point A. After the increase of s1 to s2, the steady 
state capital-labour ratio will be at k2 * and the per worker output will be at point B. It is 
clear that k2* > k1 * and the per worker output at point B is greater than that at point 
A. The reason for the increase of the per worker output is the assumption concerning the 
specification of the production function which sets the per worker output as an 
increasing function of per worker capital/labour ratio. 
The average productivity of capital at any point on the curve is represented by the 
slope of the line from the origin to that point. When the saving rate increases from s1 to 
s2, the average productivity of capital decreases as shown by the slopes of the two lines 
OA and OB. Consequently, an increase in the saving rate can lead to an increase in 
capital accumulation and output but it does not affect the rates of growth of the variables 
of the model. 
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Figure (3-02) 
The effect of Changes in the Saving and Investment Rate 
yt = f(kt) 
kl * k2 * tt 
Source: From the fundamental equation (3-8)', per worker production function, f(kt), is 
drawn and the saving rate is allowed to increase from sl to s2 so that two straight lines 
[(n + S)/sl]. kt] and [(n + 8)/s2]. kt] are drawn. This has been modified from Solow 
(1956, p. 70), Jones (1975, pp. 83,86) and Barro and Sala-i-Martin (1995, p. 18). 
The model is unable to solve the problem of the exogenous saving rate and this 
rate, though very important, can only be determined in this model arbitrarily. In fact, 
Barro and Sala-i-Martin (1995, p. 19) indicate a set of problems: 
changes in the level of technology, the saving rate, the rate of population 
growth [labour force growth], and the depreciation rate do not affect the 
steady-state growth rates of per capita output, capital, and consumption, all 
of which are equal to 0 [zero]. 
(3.3.6) Solow-Type Models 
Many recent studies adopt Solow-type models incorporating human capital and 
using effective labour units (e. g. Mankiw et al, 1992. and Nonneman and Vanhoudt, 
1996). None of them, however, solved the problem of an exogenous saving rate. As an 
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example, let us briefly comment on the work of Nonneman and Vanhoudt (1996) as 
follows: 
[1] The analysis assumes that the economy is in the steady state so that (3-9) holds with, 
as stated, exogenous saving and investment rate. This assumption is not always valid 
as not all the economies are necessarily in the steady state. 
[2] The exogenous saving rate implies that for each level of the saving and investment 
rate, there is a steady state solution which is different from another. The steady state 
solution in Solow-type models, therefore, is not unique and one cannot determine 
which saving rate, i. e. which steady state solution, is better than another for the 
economy under consideration. 
[3] The growth accounting relationship in the Solow-type model obtained may represent 
an actual fitting but it does not tell us about whether the included saving rate is 
efficient or not. In fact, such an actual fitting may be misleading in the sense that it 
gives an impression that the greater the saving rate, the greater the output growth 
rate. This conclusion cannot be accepted simply since, as in the golden rule, a higher 
saving rate can be inefficient; see also Barro and Sala-i-Martin (1995, p. 59). 
[4] Depreciation rate and labour productivity growth: 
Depreciation rate and labour productivity growth have been assumed at 5%. Such an 
assumption seems entirely subjective because this procedure does not prevent one 
from assuming any other figures. 
(3.4) Golden Rule 
One important attempt to sort out the problem of determining the saving and 
investment rate, s, discussed in the Solow-Swan model is to construct the `golden rule' 
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model. This model is based on an intertemporal or intergenerational equity and assumes 
that households maximise per worker, or per capita, consumption during a time horizon; 
for details, see (Phelps, 1966, pp. 3-18) and more recently Barro and Sala-i-Martin 
(1995, pp. 19-22). Many previous models do not consider the fact of intertemporal 
process in economic development. For instance, Harrod (1939,1948), Domar (1946), 
Solow (1956), Swan (1956), and Horvat (1958). 
Starting from the fact that at each saving rate in the Solow-Swan model, there is a 
unique steady state capital stock per worker, and since per worker consumption, ct, is 
equal to the marginal propensity to consume, (1-s), times per worker output, yt = f(kt), 
then postulating (3-9), gives ct as a function of s as follows (Barro and Sala-i-Martin, 
1995, pp. 19-20): 
(3-13) ct(s) = f[(kt(s)] -(n+5). kt(s) 
This function can be graphed as in Figure (3-03) from which it may be noted that a 
steady state solution of the Solow-Swan model is represented by any point on the k 
curve. Depending on the saving rate, therefore, a steady state solution of the Solow- 
Swan model can be associated with a range of per worker consumption including both 
low and high levels. In contrast, the golden rule of capital accumulation model chooses 
that level of the saving rate which corresponds to the maximum per worker consumption 
as denoted by (sgold) on the horizontal axis. As demonstrated by Barro and Sala-i- 
Martin (1995, pp. 20-22), if the saving rate is greater than (sgold), then it becomes 
dynamically inefficient saving and if it is lower, then it depends "on how households 
trade off current consumption against future consumption" (1995, p. 21). 
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Figure (3-03) 
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Source: Barro and Sala-i-Martin (1995, p. 20). 
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The golden rule says that per worker consumption can be maximised if the saving 
rate and, hence, the per worker capital stock are chosen so that the capital marginal 
productivity is set to be equal to the effective depreciation rate. Formally: 
(3-14) fk(kgold) n+6 
The golden rule can also be stated in other different ways. The per worker capital 
is chosen so that the capital marginal productivity, fk(kgold), net of the effective 
depreciation rate, n+S, is equal to zero; or it is chosen so that the rate of return on 
capital, measured by the marginal productivity minus the capital depreciation rate, is 
equal to the growth rate of labour, n, which is the same as the growth rate of capital and 
the growth rate of output. 
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Concerning the saving and investment rate, it can also be shown that in the golden 
rule, the saving rate equals the capital share in output, i. e. the elasticity of output with 
respect to capital (e. g. Jones, 1975, pp. 211-212). That is, golden rule establishes that all 
profits are invested and all wages are consumed. 
To conclude, the golden rule of capital accumulation solves the problem of the 
exogenous saving and investment rate. This is clear from solving (3-14) for (kgold)" 
Using (3-13), both the per worker output and per worker consumption are determined. 
From these values, saving and investment can easily be obtained. However, the model 
suppresses the discount rate among generations to zero. This zero discount rate is 
actually in line with the principles of the golden rule models which imply equality 
among generations. However, if one does not assume such an equality, it can be shown 
that for any positive discount rate, the golden rule is to equate the marginal productivity 
of capital with the effective depreciation plus the discount rate. 
This result means that the per worker consumption is slightly less than the 
maximum level obtainable by the special case of (3-14). In fact, such a discount rate was 
assumed by authors such as Uzawa (1964) and Srinivasan (1964). This treatment may 
lead to what is well-known as the `modified golden rule' where a pure time preference is 
always postulated as will be shown in the next section. 
In his imaginary economy, Phelps (1961) discusses the golden rule as well as the 
so called `golden age' 19. He establishes the following rule: 
we find that the optimal ratio of investment to consumption equals what we 
may call the elasticity of golden-age output at time zero with respect to the 
investment ratio. 
Going further, Srinivasan's (1964) model investigates the optimal path of the 
saving using "... two-sector; two-commodity; two-factor model" and maximising the 
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"sum of the discounted future stream of consumption per worker". Uzawa's (1964) 
model is also similar but uses per capita, rather than per worker, terms20. 
(3.5) Modified Golden Rule: Ramsey-Type Models 
In this section, the golden rule model described above will be complicated by 
introducing the so called `modified golden rule' or `Ramsey-type' model. In this section, 
however, the model will be discussed in general as the details will be provided in 
chapter four. The first subsection (3.5.1) is brief introduction, subsection (3.5.2) 
provides a general description of the model, and in subsection (3.5.3) an exhaustible 
resource, i. e. oil, will be introduced into the model. 
(3.5.1) Brief introduction 
Modified golden rule models are concerned with an intergenerational welfare 
maximisation and, as the name suggests, can logically be regarded as a development of 
the golden rule model because the modified golden rule models accept almost all the 
assumptions of the golden rule models except that the agents are trying to maximise 
their per worker (or per capita) welfare rather than per worker consumption. The 
concept of optimality is explained, therefore, according to this criterion of optimisation. 
In both golden rule and modified golden rule models, there have always been 
many possible paths of the endogenous variables of the model, such as consumption, 
capital, and output. Among these paths, there is one unique path for each variable which 
can be described as optimal. This is because the theory of optimal growth is concerned 
with the optimal allocation of GDP units between consumption and investment in each 
period of time during a long-run time horizon. Consequently, if consumers' behaviour is 
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set up to be optimal, the behaviour of firms concerning their investment policy is also 
optimal (Intriligator, 1971). 
However, modified golden rule models can, historically, be traced back to Ramsey 
(1928) whose work, as stated by Barro and Sala-i-Martin (1995, p. 10), "... was several 
decades ahead of its time". Ramsey (1928) was the first who used the principle of 
`intertemporal welfare maximisation' (Sen, 1984, p. 113). In fact, Ramsey was also the 
first who provided a solution to the problem of the saving and investment rate (see 
Horvat, 1958). 
However, the Ramsey model and also the next attempt made by Tinbergen (1956) 
were not convincing, initially, as practical and applicable models. Horvat (1958, p. 747) 
states that Ramsey and Tinbergen solutions are "... not designed for being put in practice 
... " Horvat also indicated that 
in practice, the investment rate is determined arbitrarily. 
Therefore, we have two approaches, according to Horvat, namely, "... one determinate 
but impossible and the other practically possible but theoretically indeterminate"21. 
Consequently, Horvat (1958) tried to introduce a new approach which he describes as 
both practical and theory-based. This is based on `production maximisation' rather than 
intertemporal welfare maximisation. But his model dismisses any intertemporal 
considerations. In addition, the principle of production maximisation is also 
questionable when diminishing returns occur. More recently, Sen who discusses the 
optimal rate of saving in several chapters indicates that such search has not yet been 
successful; Sen (1984, p. 113). He states that "... the main conflict involved in the 
choice of the rate of saving is one between present consumption and future 
consumption. " (Sen, 1984, p. 113). 
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Returning to Ramsey's (1928) work, it would be indicated that although it was 
eleven years before Harrod's (1939) work, Ramsey model became popular only since 
1960s after the work of Cass (1965) and Koopmans (1965). 
Cass (1965) addresses the problem of the optimal saving based on welfare 
maximisation according to Ramsey's (1928) work. He postulated a centralised and 
closed economy. Cass (1965) states that his results are similar to those obtained by 
Srinivasan (1964) and Uzawa (1964) for the golden rule model. Koopmans (1965) 
provides a similar development based on Ramsey's (1928). Both Cass and Koopmans 
discount intertemporal utilities. Since then, many intertemporal welfare based 
optimisation models have been constructed for different purposes. For example, see the 
intertemporal model of saving and investment by Abel and Blanchard (1983) where 
installation cost were introduced and see the endogenous growth model of government 
spending by Barro (1990). 
(3.5.2) General Description of Ramsey Model 
The Ramsey-model can be depicted, for instance, as in Figure (3-04) which 
borrows its main features from Figure (3-03). It is shown in Figure (3-04) that the 
equilibrium, or the steady state, point (k*, c*) is slightly less than the golden rule steady 
state point (cgold, kgold). The reason seems that in the Ramsey model, an 
intertemporal discount factor is introduced so that households tend to consume more 
and save less at present compared with their case of the golden-rule model. 
In addition, Figure (3-04) shows that given the initial per worker capital stock and 
the stable arm (which can be a curvature not necessarily a straight line), the initial per 
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worker consumption is determined endogenously. In other words, a vertical line at kp 
can be drawn until it intersects the stable arm at point A so that co is determined22. This 
causes the economy, in subsequent periods of time, to move along the stable arm, i. e. 
the optimal, towards its steady state (k*, c*). On the optimal path, all the variables of the 
model are optimal. 
Figure (3-04) 
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Sources: Modified from Koopmans (1965, p. 297), Intriligator (1971, p. 411) and Barro 
and Sala-i-Martin (1995, pp. 73 and 479). 
For any endogenous variable of the model, there are three possible cases which 
should be distinguished: the first is the optimal steady state represented by the point (k*, 
c*) in Figure (3-04). The second, is the optimal non-steady state represented by all of 
the points on the stable arm except the point (k*, c*); finally, the non-optimal steady 
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state represented by the curve (k = 0) except, again, the point (k*, c*). This curve is 
nothing but the above discussed Solow-model. 
Concerning the saving, and contrary to both classical and Keynesian IS-LM 
analyses, the saving and investment rate, as well as their levels, are determined in the 
Ramsey-model endogenously within an optimality framework. This means that the 
saving rate and saving level are determined according to a variety of factors that 
constitute the whole model rather than one variable such as the interest rate or income. 
(3.5.3) Ramsey-Type Models with Oil 
For an economy with an exhaustible resource such as oil, there is an important 
question as to what should be done today, or how to use such an exhaustible resource 
now, for the benefit of the present and future generations? 
The first who attempted to answer this question was Hotelling (1931) in his 
pioneering work about the economics of exhaustible resources. According to Hotelling, 
the problem is whether or not the exhaustible resource should be extracted, sold, and 
invested in an international portfolio at the international interest rate or kept 
underground. 
Following the well-known Hotelling Rule according to which the policy-makers, 
i. e. the government who is supposed to be the owner of the exhaustible resource, should 
decide to extract the exhaustible resource, sell it, and invest the revenues obtained in an 
international portfolio if the rate of return on investment, or the international interest 
rate, is expected to be higher than the expected rate of increase in the price of the 
exhaustible resource. However, they should decide to keep the exhaustible resource 
underground in the opposite case, i. e. if the price rate of increase is expected to be 
greater than the international rate of interest or the rate of return. Therefore, they are 
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indifferent if the two rates are the same; see Hotelling (1931), Neher (1990) and Kula 
(1994, pp. 144-76). 
Since the 1973 and 1974 shocks in oil prices, an increasing interest and, hence, a 
stream of studies concerning exhaustible resources took place23. Moreover, the 1986 
shock in oil prices took an opposite direction which again emphasises the importance of 
such studies. The pioneering work concerning exhaustible resources and growth in 
1970s may be considered to be Forrester (1971) in his `world model' about the limits to 
growth; Meadows et al (1972) are also concerned with the limits to growth; see also 
Hartwick Olewiler (1986, pp. 174-76). The work by Solow (1974) is also considered as 
a "landmark" work in this area of research24. Stiglitz (1974, p. 123) tried to derive the 
"... optimal rate of extraction and the optimal savings rate in the presence of exhaustible 
natural resources". In addition, there are many other important writings, for instance, by 
Dasgupta and Heal (1974 and 1979), Kemp and Long (1980a, 1980b, 1980c, 1984), 
Hartwick and Olewiler (1986, chap. six), Chiarella (1980a, and 1980b), and Suzuki 
(1976). We classify the studies of exhaustible resources into three groups as follows: 
(1) The first group uses some sort of intertemporal consumption maximisation criterion 
which is similar to the golden rule approach discussed above. For example, Solow 
(1974). 
(2) The second uses an intertemporal welfare maximisation criterion, which can be 
classified as Ramsey-type or modified golden role models; for example, Dasgupta 
and Heal (1974,1979) and Stiglitz (1974) 
(3) Finally, other different models; for example, Suzuki (1976). 
In spite of the importance of these studies, particularly the first two groups, they 
have a common, seemingly unrealistic, specification of the production function. To 
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illustrate, if Yt stands for the aggregate output, Kt the aggregate capital stock, Lt the 
aggregate labour force, and Qt the quantity of oil extracted, then the production function 
is assumed to take the following form: 
(3-15) Yt = F( Kt, Lt, Qt ) 
This specification means that the exhaustible resource is a factor of production. For an 
oil exporting country, like Libya, this assumption may not be realistic because of the 
following two reasons: 
1- Oil extracted is almost totally exported and the export revenues are, at least partly, 
used to import equipment and tools, i. e. to add to the capital stock, and to pay wages 
for foreign labour as well as importing raw material and spare parts for different 
projects. Therefore, both capital and labour in (3-15) can roughly be expressed as 
functions of the oil extracted and exported as follows: 
(3-16) Kt = Kt(Qt) and, Lt = Lt( Qt ) 
This implies that including Qt in (3-15) is a form of duplication. 
2- The home use of oil is relatively very small, not more than 5% on average annually 
during the period (1962-91)25. Some of this small quantity is used in consumption 
and the rest is used in production. This very small quantity used in production, 
therefore, cannot be seen as a factor of production. 
Accordingly, there should be a means of specifying the production function. In 
this respect, Samii (1975) divides the economy into oil and non-oil sectors. The real 
value-added in the non-oil sector is a function of non-oil capital and labour, and the real 
value-added in the oil sector is assumed to be equal to the real oil revenues26 which are 
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the real oil prices Po times the quantity of the oil extracted and exported, Qt. Therefore, 
the real GDP, Yt, in (3-15) can be expressed as follows: 
(3-17) Yt = F( Kntº I-nt )+ Pot"Qt 
where the subscript 'n' stands for non-oil and the subscript `o' stands for oil. 
The objective of Samii (1975) is not to deal with the optimal saving and 
investment rate, as is the objective of this study, but rather, to find the optimal rate of oil 
extraction. Consequently, Samii (1975) developed the revenue function, Rt = Pot"Qt' 
for this purpose. However, the idea of dealing with the oil GDP as in equation (4-17) 
may be useful for the purpose of the present study and, hence, will be investigated more 
in chapter four. 
(3.6) Endogenous Growth Models 
In contrast to Solow-type models, Ramsey-type models are able to endogenise the 
saving rate. However, both types of models had been long time treating technological 
progress as an exogenous variable. Including technological progress in growth models is 
based on the observation that labour productivity (or per capita income) has been 
growing for long period of time27 the case which conflicts with the assumption of 
diminishing returns. 
Recently, Romer (1986) and Lucas (1988) have contributed to the theory of 
growth by including human capital to counterpart diminishing returns. Accordingly, 
productivity growth can be explained by increases in human capital due to research and 
development activities (R&D) (Romer, 1986). Such activities are purposeful and are 
financed by government and/or by private sector (Barro and Sala-i-Martin, 1995, p. 32). 
Productivity growth explained by increases in human capital due also to increases in 
79 
schooling education and training (Lucas, 1988); see also Darity (1994. p. 99) and Hahn 
(1995). 
The term "endogenous growth" refers to the case of growth when there is no 
diminishing return to capital in a broad concept, i. e. when we include both human and 
physical capital; Mankiw et al (1992, pp. 421,424) and Barro and Sala-i-Martin (1995, 
p. 39) see also Barro (1990) and Setterfield (1994, p. 114). In the case of endogenous 
growth, the model does not converge and there is no steady state point. That is, the 
economy grows forever. 
As the concept of endogenous growth is based on the absence of diminishing 
returns to the reproducible capital, then the whole issue of endogenous growth is about 
the specification of production function. Technically, it seems that any of the models 
surveyed in the previous sections can either be exogenous or endogenous growth model 
depending on how the production function is specified. 
Among many specifications by different writers, Mankiw et al (1992, p. 416) uses 
the following C-D specification of production function: 
(3-18) Yt =( Kt)a. (H)ß. (At. Lt)Y ; a+ß+-f=l 
where Yt: is output, Kt: is the physical capital, Ht: is the human capital, Lt: is labour, 
At: is the state of technology and a, ß and y are the elasticities of output with respect to 
physical capital, human capital and labour, respectively. Using small letters to denote 
variables in terms of effective labour, (3-18) can be written as follows: 
(3-19) Yt = A( kt)a. (ht)ß 
where A is the constant state of technology. Similar specification of production function 
is also discussed by Barro and Sala-i-Martin (1995, pp. 101-102). 
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According to the above definition of endogenous growth, the model under 
consideration is endogenous growth if the following condition is satisfied: 
(3-20) c c+ ß=1 
See Mankiw et al (1992, pp. 416-17). If condition (3-20) is satisfied, then the production 
function (3-18) exhibits constant (i. e. non-diminishing) returns to physical and human 
capital. 
Clearly, whether or not condition (3-20) is satisfied is a matter of testing and is 
depending on the data of the economy under consideration. Moreover, it does not seem 
reasonable that if the condition (a +ß +'y = 1) in (3-18) is satisfied, one can claim that 
condition ((x +ß= 1) in (3-20) is also satisfied unless Cy = 0). Therefore, in endogenous 
growth, it seems that the condition (a +ß +'y = 1) must be relaxed so that: 
(3-21) a+ß+yy > 1. 
Another issue concerning endogenous growth models is whether or not the 
inclusion of human capital is sufficient to create non-diminishing returns to scale. In this 
respect, the two (yes and no) views can be found in literature. While the first view states 
that it is possible that condition (3-20) can be satisfied through education, training and 
health, the other view states that including human capital does not guarantee non- 
diminishing returns and, hence, it is necessary for technological change to be considered 
through new ideas and methods "in order to escape from diminishing returns" (Barro 
and Sala-i-Martin (1995, p. 212); see also Barro (1997)28. 
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(3.7) What Kind of Model is Relevant? 
Broadly speaking, in the literature of saving, investment and economic growth, 
there are many models and the above review does not cover all of them. However, one 
can observe that different models serve different purposes and there is no unique model 
or approach for even the same problem in the same economy. Consequently, the 
question which may be raised now is about the most appropriate model for the problem 
at hand. In other words, one should ask what kind of models are relevant to the issue of 
saving, investment and growth in an oil exporting LDC like Libya? 
A similar, but perhaps wider, question was raised by Klein (1965) in his study of 
the Indian economy, Behrman and Klein (1970) in their "Tentative Model of Brazil", 
and Behrman (1977) in his macroeconomic model for Chilean economy; among others. 
Although there has been no definitive answer to this question, it is possible to 
arrive to the following points of conclusion: 
1. In the present study, we exclude models based on the input-output tables such as 
those used by Jalah-Naini (1984) in his study of capital accumulation and the 
manufacturing industry in Iran, and by Martens and Pindyck (1975) for the Tunisian 
economy, since they are inapplicable to Libya due to lack of the input-output tables 
as indicated in chapter one. 
2. Models such as Solow-type models seem inappropriate for the purpose of the present 
study since they tell us nothing about how optimal is the saving and investment rate 
in the context of economic growth. The importance of optimality arises because, as 
discussed, the economy can actually perform at an inefficient saving rate despite the 
assumption of equality between saving and investment. This problem of oversaving 
and overinvesting is likely to appear in an oil-based economy, at least during the oil- 
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boom periods such as that of the 1970s. To overcome such a problem, it may not be 
sufficient to call for reducing the saving rate, when it is not obvious to what extent 
such a reduction ought to be29. 
3. If economic models are classified into two categories such as supply-oriented and 
demand-oriented models, some writers believe that the first category, i. e. the supply 
oriented models, are more appropriate to LDCs (e. g. see Behrman, 1977, p. 113). 
However, supply-oriented models do not mean a complete ignorance of the demand 
side but rather mean that the focus should be on the supply side. In this respect, neo- 
classical growth models are supply-oriented and much concerned with long run 
problems, whereas Keynesian models are demand-oriented and more concerned with 
the short run30. 
4. The previous points together obliged us to consider some supply-oriented and 
optimality-based neoclassical growth model for saving and capital accumulation. 
Such a model seems more promising for an oil-based and less developed economy 
like Libya. 
5. A Ramsey-type model based, as indicated above, on welfare maximisation has a 
theoretical justification. However, among a variety of Ramsey-type models, the one 
which include oil resources is undoubtedly the appropriate model for an oil-based 
economy like Libya. The above objection on the specification of the oil component 
of GDP as in (3-15) can be treated appropriately by dividing the economy into two 
sectors: oil and non-oil sectors as in (3-17). This implies that we shall have a two- 
sector model because of this division of the economy but, however, the model can 
also be viewed as a one-sector model in the sense that it is focusing mainly on the 
non-oil sector. 
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6. It remains to ask whether it is appropriate to include the issue of the optimal oil 
extraction as is the common objective of the studies reviewed in subsection (3.5.3) or 
to focus merely on the issue of saving and investment, dealing with the oil sector as 
exogenous. The latter choice seems more practical for two reasons: the first is that 
dealing with saving and investment and, at the same time, endogenising the oil sector 
creates theoretical problems and complications (Dasgupta and Heal, 1974, p. 3), and 
the second, is that the circumstances surrounding the oil industry such as the 
production restrictions imposed by OPEC and the issue of oil pricing, are outside the 
scope of this study. In fact, such circumstances suggest that it is more practical to 
deal with oil revenues as an exogenous variable, based on the interaction of both oil 
quantities and oil prices. 
7. Concerning the endogeniety of the model, and since as stated it is a matter of testing, 
it is left to the data to decide whether or not the model constructed in this study will 
be an endogenous growth model. 
8. Finally, this model can also be combined with some simple econometric specification 
and estimation in chapter six, when the behaviour of the actual sectoral investment 
and capital productivity are considered. 
Endnotes 
1 As we are interested in studying a less developed economy (LDE), there may be a 
question about whether or not it is relevant to use, for such economies, models 
established basically for advanced economies. In this respect, Agenor and Montiel 
(1996, p. 12) state that "... the standard analytical tools of modem macroeconomics 
are indeed of as much relevance to developing countries as they are to industrial 
countries, but that different models are needed to analyse familiar issues. " 
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2 Generally speaking, thinking of economic growth has always been implicit in the 
classical school writers since Adam Smith in 1776. More recently, Ramsey (1928) 
made an important contribution but, unfortunately, was not developed, as we shall 
see in this chapter until 1960s. Harrod (1939) provides a new way of thinking 
dynamically: 
The significance of what follows should not be judged solely by reference to 
the validity or convenience of the particular equation set forth. It involves 
something wider: a method of thinking, a way of approach to certain 
problems. It is necessary to "think dynamically". 
Matthews (1964, p. 781) considers the Harrod-Domar model as "a point of 
departure" and Stiglitz and Uzawa (1969, p. 11) say that "The modern theory of 
growth can conveniently be begin with Harrod's 1939 contribution". 
3 Fixed coefficients production function refers to Leontief (1951, pp. 37-38) in his study 
of the input-output tables on the American Economy. 
4 Note that a and ß are also called the coefficients of capital and labour, respectively. 
Their reciprocals are the capital/output ratio and the labour/output ratio, respectively. 
5 Simple accelerator, v, can be defined from the following equation: 
It = v. DYt 
That is, the simple accelerator is the firm's demand for capital goods (investment) 
caused by one unit increase in the other individual's demand for the firm's output. 
6A "steady state" of an economic growth model may be defined as "a situation in which 
the various quantities grow at constant rates. " (Barro and Sala-i-Martin, 1995, p. 19). 
This definition does not imply that these rates of growth are equal nor that they are 
optimal. However, in the Solow-Swan model, they are equal but not optimal, and in 
Ramsey-type models, they are both equal and optimal as we shall see in subsequent 
sections. 
7 It should be noted, however, that the saving rate cannot be increased forever. As we 
shall see in neo-classical models, saving rate has, an optimal level; after which the 
economy is "dynamically inefficient". See Barro and Sala-i-Martin (1995, pp. 19-22) 
8 Textbooks define technological progress as the state of production when it is possible 
to produce more output by using the same quantities of the inputs such as capital and 
labour or, equivalently, to produce the same level of output by using less quantities of 
the inputs. There are many classifications of technological change; see for instance, 
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Robinson (1938), Uzawa (1961), Jones (1975, pp. 165,171), and Heathfield and 
Wibe (1987). For a production function with elasticity of substitution equal to unity 
such as the Cobb-Douglas (C-D) production function, there are three types of 
technological progress as follows: 
(1) Harrod-neutral: which is labour-augmenting technological progress as shown by 
Robinson (1938) and Uzawa (1961). 
(2) Hicks-neutral: which is equally capital and labour augmenting technological 
progress. 
(3) Solow-neutral: which is capital-augmenting technological progress. 
9 For more detailed criticism, see Solow (1956). 
10 It is meant by the `equilibrium path of growth' the path of the economy when it 
grows according to the Harrod's warranted growth rate. This path is also called by 
Harrod "the moving equilibrium". Generally speaking, however, the equilibrium path 
is a general term by which we mean also the `balanced growth' or the `steady state'. 
The balanced growth can be defined as the state of the economy when all variables 
grow at the same growth rate or do not grow at all. The balanced growth is a special 
case of the steady state which, as already defined, is the situation when all the 
variables grow at a constant, not necessary equal, rate of growth. See Jones (1975, 
pp. 40-42) and Barro and Sala-i-Martin (1995, p. 19). 
11 The long-run equilibrium, i. e. the steady state, in Swan's (1956) model is attainable 
when the average productivity of capital is equal to the ratio of the labour growth rate 
to the saving rate; see Figure (1) in Swan (1956). 
12 In more general case when the production function is homogenous of degree `m', an 
increase of all the factors of production by a certain growth, Gx, leads to an increase 
in the output by growth rate equal to G=m. Gx. The degree of homogeneity, m, can 
also be explained as the elasticity of scale. Therefore, in any homogenous production 
function, the growth of the output is equal to the elasticity of scale times the factors 
rate of growth. 
13 Recently, however, Romer (1986) uses increasing returns to scale production 
function in endogenous growth theory. 
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14 To prove (3-6) and (3-7), let APK = f(kt)/kt, totally differentiate with respect to kt 
and t, respectively, and substitute (3-5) in each case. 
15 Specifically, Solow (1956, pp. 69) call this equation the "fundamental equation" and 
his contribution to the theory of economic growth "... the neoclassical side of the 
coin" (Solow, p. 91). Later on, many writers used almost the same meaning. For 
example, Intriligator (1971, p. 402) calls this equation "the fundamental differential 
equation of neoclassical economic growth", Jones (1975, p. 75) "the fundamental 
equation of neoclassical economic growth" and Barro and Sala-i-Martin (1995, pp. 
16-18) call it "the fundamental dynamic equation for the capital stock" within their 
discussion of the "neoclassical model of Solow and Swan". 
16 Actually, Solow (1956) assumes zero rate of depreciation; but it is preferred not to do 
that here to cope with the subsequent literature which deals with such an equation. 
17 Barro and Sala-i-Martin (1995, p. 19) show that one can start with the definition of 
the steady state to arrive in a Solow-Swan model to the balanced growth. 
18 We may define the `money' rental (price) on capital stock, rt, as the money return on 
capital per unit of capital stock. The `real' rental on capital, rt/Pt, therefore, is the 
real return on capital per unit of capital stock. However, there is another price for 
capital stock, that is the "transfer price" which is the same as the output price, Pt, 
because, as stated by Solow, "real output serves also as capital"; see Solow (1956, p. 
79-80). 
19 The term `golden-age' is introduced by Robinson (1962, p. 52 and 1969b, p. 99). It 
may be defined as the situation of the `balanced growth' path of an economy with full 
or, as stated by Robinson (1962, p. 52), near full employment; see also Jones (1975, 
pp. 41-42). According to Robinson (1969b, p. 99), however, golden age "... 
represents a mythical state of affairs not likely to obtain in any actual economy". 
20 Uzawa (1962,1963, and 1964) and Srinivasan (1964) assume two-sector models 
where the economy is divided into two sectors comprising consumer's good sector 
and capital good sector. This division does not seem useful at least in the case of 
Libya where the sectoral output data are not classified in this way. 
21 The term "determinate" is used to mean `theory-based" approach. 
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22 This point will be shown algebraically in chapter four and Appendices A and B; see 
equation (B-62) of Appendix-B. 
23 As an example of this great concern, the "Review of Economic Studies" devoted a 
"Supplement" of its Volume 41,1974, to investigate and discuss the problem of oil 
extraction, investment policy; and, economic growth. 
24 As evaluated by Kemp and Long (1984, pp. 4-5). 
25 Calculated from Table (D-13) of Appendix-D as follows: firstly, calculating the 
annual home use of oil as a percentage of the total oil extracted, and secondly, taking 
the average for the thirty observations. 
26 Based on an assumption that the per unit cost of oil extraction is negligible. 
27 Barro and Sala-i-Martin (1995, p. 32) state that this is the case for USA for over two 
centuries. 
28 Barro (1997, p. ix) states that "subsequent analyses argued that technological 
progress generated by the discovery of new ideas was the only way to avoid 
diminishing returns in the long run. " 
29 In a Keynesian model, Tobin (1965) gives some insights about how to deal with the 
problem of oversaving but the saving rate is still exogenous and there is nothing 
guarantees that the equilibrium point is actually at or close to the optimal or desired 
point. 
30 Another important difference between Keynesian and neoclassical theories is that the 
former is based on an assumption of price rigidify and the latter is based on price 
instant adjustment (e. g. see Leijonhufvud, 1968 and Cuddington et al (1984: p. 12). 
In fact, the price rigidity element is the basis on which another Keynesian modelling 
type has been built up. That is, the so called economics of "disequilibrium"; see 
Leijonhufvud (1968), Barro and Grossman (1971), and Cuddington et al (1984). The 
first attempt of an empirical work in this respect was made by Fair and Jaffee (1972). 
According to this approach, demand and supply are not equal because of the price 
rigidity. According to neoclassical school, however, this is mainly a short run 
problem and, consequently, it has nothing to do with the long run economic growth. 
Chapter Four 
Optimal Saving and Investment Rate: 
Theoretical Foundation 
(4.1) Introduction 
It is often the case that less developed economies, which have no natural resources 
such as Libya before 1961 or many other LDCs at present, do have insufficient saving to 
invest in order, to implement their economic development projects. This is because most 
of the income those countries have is often spent on consumption and, consequently, the 
part of income left for saving is low, i. e. the marginal propensity to consume is high and 
the marginal propensity to save is low. Such countries have a particular problem: small 
saving rate implies small investment rate, small capital accumulation, small growth, 
small consumption, and finally small economic welfare. 
In contrast, oil exporting countries (such as Libya, Saudi Arabia and Iran) have, at 
least in some periods of time, excess saving and might be oversaving and overinvesting. 
For these countries, therefore, the problem of economic development is no longer the 
question of where the country can get the money from; rather, the question is what the 
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right investment rate should be. That is how optimal the investment rate is. In this 
context, it would be indicated that the term `optimal' investment does not necessarily 
mean the `maximum' (e. g. see Sen, 1984, p. 120). 
As may be noted from chapter two that Libya has become an oil exporting country 
since 1962 and, consequently, the question of interest is about the optimal rate of saving 
and investment. 
In chapter three, a variety of models concerning capital accumulation and growth 
have been reviewed and discussed and it has been indicated that the most promising 
model, for the purpose of this study, is the `Ramsey-type' model. In this chapter, 
therefore, we try to discuss theoretically the optimal saving and investment rate in the 
Libyan economy using such a Ramsey-type model. 
In this respect, it would be indicated that dealing with the issues of saving and 
investment in an oil-based economy using a Ramsey-type model is, to some extent, a 
hard task. For example, Koopmans (1965, p. 226) discusses the model with no 
exhaustible resource and states that: 
"... the problem of optimal growth is too complicated, or at least too 
unfamiliar, for one to feel comfortable in making an entirely a priori 
choice of an optimality criterion before one knows the implications of 
alternative choices. " 
For a model with exhaustible resource, Dasgupta and Heal (1974, p. 3) state: 
"For even in the simplest of environments where it is supposed that 
there is perfect foresight, one is concerned not merely with the optimal 
depletion of exhaustible resources but with the optimal rate of 
investment as well. The two must plainly be interrelated. The latter 
problem on its own is hard, and the combined problem is very 
complex. ". 
In order to keep the model manageable, therefore, it is intended to focus basically 
on a one-sector model which deals with the whole economy. However, the existence of 
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the oil-sector in the Libyan economy with its domination of the economy and its 
different nature from the non-oil sector obliged us to divide the economy into two major 
sectors; oil and non-oil sectors. Therefore, oil sector will be introduced to the model in 
the way indicated in subsection (3.5.3) of chapter three. 
Following this introduction, section (4.2) provides a general overview where some 
major issues will be discussed and illustrated. Section (4.3) constructs the model and, 
finally, section (4.4) is a conclusion. 
(4.2) General Overview 
In this section, some general issues are discussed as a necessary background 
before constructing the model. 
(4.2.1) Domination of the Oil Sector 
To illustrate the extent to which the oil sector dominates the Libyan economy, 
Table (4-01) shows the relative shares of oil (including mining) and non-oil value-added 
in GDP at factor costs and at constant prices of 1975. Both of the two relative shares are 
graphed in Figure (4-01). The graph shows two symmetric curves around the horizontal 
line of 50% because the two relative shares add up to 100% as in Table (4-01). From the 
table and graph, the following comments can be made: 
[1] As the productive sector was weak, the first complete year of oil exports, 1962, starts 
with a considerably high relative oil share. From Table (4-01), oil share starts at 
38.2% in 1962 to attain the highest share of 80.2% in 1970 versus 19.8% as a 
minimum relative share of the non-oil sector. There are two reasons for these results: 
the first is the weakness of the production capacity in the non-oil sector and the 
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second is that 1970 witnessed the highest level of oil extraction, as can be noted 
from Table (D- 13) of Appendix-D. 
Table (4-01) 
Relative Shares of Real Oil and 
Non-oil in GDP at Factor Costs (%) 
Year Oil Non-oil Total 
1962 38.2 61.8 100.0 
1963 55.8 44.2 100.0 
1964 65.0 35.0 100.0 
1965 68.1 31.9 100.0 
1966 72.1 27.9 100.0 
1967 71.0 29.0 100.0 
1968 75.5 24.5 100.0 
1969 78.4 21.6 100.0 
1970 80.2 19.8 100.0 
1971 74.6 25.4 100.0 
1972 69.5 30.5 100.0 
1973 71.3 28.7 100.0 
1974 57.6 42.4 100.0 
1975 53.9 46.1 100.0 
1976 57.2 42.8 100.0 
Year Oil Non-oil Total 
1977 55.8 44.2 100.0 
1978 52.5 47.5 100.0 
1979 52.1 47.9 100.0 
1980 44.0 56.0 100.0 
1981 30.4 69.6 100.0 
1982 31.6 68.4 100.0 
1983 30.2 69.8 100.0 
1984 28.3 71.7 100.0 
1985 28.4 71.6 100.0 
1986 31.3 68.7 100.0 
1987 20.8 79.2 100.0 
1988 18.7 81.3 100.0 
1989 14.4 85.6 100.0 
1990 18.9 81.1 100.0 
1991 21.2 78.8 100.0 
Source: Calculated from the data of Appendix-D. 
[2] After 1970, the relative oil share was declining until 1981. This decline was due to 
Libyan policy to decrease the quantity of oil extracted and exported at that period of 
time and due to increases in the non-oil production capacity. However, the annual 
average relative share during 1971-81 was 56.3% which is not small. It may be noted 
from Figure (4-01) that the two curves intersect in about 1979 which means that the 
92 
oil and non-oil shares are both about 50%. Since 1979, the relative oil share has been 
below the 50% line. 
[3] From 1981 until 1986, the relative oil share was almost constant at about 30%. 
However, it declined drastically after the 1986 oil crisis to reach its minimum level 
of 14.4% in 1989; it increased slightly to 21.2% in 1991. 
[4] From the previous discussion, it can be seen that the major decline in the relative 
share of the oil sector in the 1980's is due in part to the 1986 crisis in oil prices. 
According to the statistics of the International Energy Agency (1992, p. 68), oil 
prices collapsed from $27.56 in 1985, on average, to $14.93 in 1986 and then 
fluctuated at $17.95 in 1987, $14.86 in 1988, $17.47 in 1989, $22.15 in 1990 
(because of the Gulf-War), and $19.30 in 19911. In addition, the ceiling on 
production imposed by OPEC which led to less production and export, and the 
increase of the non-oil GDP as a result of economic development (see chapter two) 
may also have contributed to the falling oil share. 
In addition to its high relative share of GDP, the oil sector dominates the economy 
in the sense that it is the major, and in some periods the only major, commodity which is 
exported and hence, the main source of foreign exchange. In this respect, the oil sector 
finances all kinds of imports and foreign labour services. It also makes up the country's 
reserves of foreign assets. In such circumstances, where oil controls almost everything 
and given the fact that oil is an exhaustible resource, it is certainly hard to imagine such 
an economy without the oil sector at least in the near future. We discussed in subsection 
(3.5.3) of the previous chapter the Hotelling Rule which attempts to answer the question 
as to what should be done today for the benefit of present and future generations. 
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Figure (4-01) 
Relative Shares of Oil and Non-oil in GDP at 1975 Constant Prices 
In the present study, however, it is postulated that the country has oil revenues 
obtained either by current extraction and sales of oil and/or by past extraction, sales and 
investment in an international portfolio. The focus will be on how much of the country's 
income is to be saved and invested domestically for the purpose of economic 
development of the non-oil sector. 
(4.2.2) Interaction of Investment with the Rest of the Economy 
In this section, a description is given of the interaction of investment with the rest 
of the economy to introduce, in general terms, the idea behind the model that will be 
constructed in this chapter. Figure (4-02) shows a flow diagram of this interaction. 
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Figure (4-02) 
Interaction between Investment and the 
Rest of the Economy: The Choice Problem 
Human Capital Non-Oil Capital Stock 
& other factors Output in the non-oil 
--------------------------------- ------------------------------- 
Oil Extraction GDP Investment 
Consumption 
Source: Created by the author. 
The Choice'? Saving 
The shaded box in the diagram represents the core of the study, i. e. the problem of 
choosing between consumption and saving and, hence, investment. The other non- 
shaded boxes are presented to show how the investment resulting from this choice can 
interact with the rest of the economy. The choice and interaction shown in Figure (4-02) 
should not be looked at in a unique period of time but, rather, in each period during a 
long run time horizon. To illustrate the process of this interaction, we might start with 
the oil sector, the source of financing economic development projects. 
1. For simplicity, let us assume that the value-added of the oil sector is exogenous. As 
indicated in Figure (4-02), this value-added goes to GDP to represent an important 
relative share as discussed above. 
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2. The upper-left box `Human capital & other factors' indicates all the factors of 
production in the non-oil sector except `physical capital', which comes from the 
upper-right box as indicated in the diagram. Given a certain form of production 
function, these factors determine the value-added in the non-oil sector which, in turn, 
constitutes the relative non-oil share in GDP. 
3. The aggregate GDP, which is equal to the oil value-added plus non-oil value added 
plus indirect taxes net of subsidies3, can now be allocated to consumption (private 
and public consumption), and saving (including taxes)4. The major problem in this 
chapter is to determine how such an allocation can be made; the shaded box `The 
Choice? ' indicates this problem. Let us, for the time being, assume that this choice 
has already been made optimally so that the `optimal' savings have been determined. 
4. Given the optimal savings as in the previous paragraph, optimal investment can be 
determined simply as an equal values. 
5. Given the investment rate as in the previous paragraph, the capital stock is increased, 
as indicated in Figure (4-02). Moreover, and as indicated by the dashed arrows, 
investment can also affect human capital by investing in education, training and 
health and by spending in research and development (R&D) activities. The 
importance of human capital in Libya, in particular, is that Libya is scarce in labour 
so that more attention should be given to accumulate human capital to increase 
productivity rather than depending on foreign labour force. Since there are no data on 
investment in human capital and for the purpose of simplicity the model does not 
endogenise human capital. Given human capital and other factors, physical capital 
can affect the growth of the non-oil GDP; 
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6. This process described by paragraphs (1)-(5) can be dynamically repeated every year 
for the whole long run time horizon. As time goes on, therefore, investment in each 
period should bring a higher level of growth in the non-oil sector and create extra 
incomes in that sector to finance both development projects and consumption in the 
next period. 
(4.2.3) The Concept of `Optimality' 
Generally speaking, the concept of the term `optimal' can be different from one 
model or a theory to another. Pareto optimality of indifference curves is concerned with 
maximising individual's utility of consuming two commodities subject to his or her 
budget constraint. In capital theory, Jorgenson (1963) considers optimality as the 
situation when firms maximise the sum of discounted present worth. In the golden rule 
model of economic growth, Uzawa (1964), for instance, defines optimality as follows: 
"A feasible path will be termed optimal (relative to the rate of discount S) if 
it maximizes the discounted sum of per capita consumption" 
As we have seen in chapter three in the modified golden rule model, which is the 
model of our concern, the term `optimality' can be defined similarly to Uzawa's above 
definition. That is, a feasible path will be termed optimal if it maximizes the sum of 
discounted per worker6 welfare during a certain time horizon; see Ramsey (1928), Cass 
(1965), Koopmans (1965), among others. As mentioned by Barro and Sala-i-Martin 
(1995, p. 59), the key element of such an optimisation is the "specification of consumer 
behaviour". 
The last two definitions of the term `optimality' are directly related to the 
economic growth theory and, hence, can be stated more precisely as follows: 
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" The first is the `golden rule' concept of optimality and is the situation in which the 
steady state per worker consumption is maximised with respect to the capital-labour 
ratio or, alternatively, with respect to the saving rate? during a certain time horizon8. 
" The second is the `modified golden rule' or `Ramsey model' concept of optimality. In 
this case, optimality means the situation where the sum of the discounted per worker 
economic welfare is maximised in a given time horizon subject to a set of 
constraints. 
In the present study, the latter concept is adopted. To illustrate its importance, it 
may be indicated that economic development is concerned with economic welfare as a 
major objective. In fact, not only are the theoretical studies of economic development, 
and economic growth concerned with utility maximisation, but also in practice one can 
note that increasing the `standard of living' is explicitly stated in economic development 
plans in Libya (for instance, see Secretariat of Planning, 198 la, pp. 52-54). 
If there has been an optimal path of consumption, there have also been associated 
optimal paths of capital, output, saving and investment. The theory of optimal growth is 
concerned with the optimal allocation of GDP units between consumption and saving 
(and hence, investment) in each period of time during a long-run time horizon; see for 
instance Intriligator (1971, p. 398). Consequently, if consumer behaviour is set to be 
optimal at the aggregate level, the behaviour of firms concerning their investment policy 
is also optimal at the aggregate. In other words, if the society optimally assigns an 
amount of aggregate output to be consumed, the rest of the output or, equivalently, the 
rest of the income is clearly the optimal amount of savings. These savings can, by means 
of appropriate monetary and fiscal policies, be transformed to investment so that the 
investment is also optimal9. 
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Within the context of optimality, we are concerned with the optimal rate of saving 
and investment which can be defined as the optimal annual percentage of GDP that is 
saved and invested where, as already indicated, the saving and investment are equal in 
equilibrium. Therefore, both the `saving rate' and the `investment rate' are used as 
synonymous terms throughout this study10. 
The optimal saving-investment rate is the saving and investment rate which 
satisfies the condition of per worker welfare maximisation subject to production 
constraints". In this respect, it should be stated that the `steady state' investment rate is 
a special case of the optimal investment rate. The latter concept, i. e. the optimal 
investment rate, does not imply that the economy must be in the steady state. This point 
will be illustrated below when the model is derived. 
In a developing oil-based economy, in particular, the search for optimal conditions 
seems useful both to evaluate and direct investment policy. That is, if the optimal saving 
and investment rate is determined in such an economy, one can compare it with the 
actual investment rate in each period of time and judge how far the actual rate deviates 
from the optimal one. A smaller actual investment rate means that the economy is 
consuming too much and does not allocate sufficient savings for economic 
development: Less saving means less investment which leads to less capital 
accumulation and less economic growth. On the other hand, a greater actual saving rate 
than the optimal one leads to what is called inefficient saving (Barro and Sala-i-Martin, 
1995). It is inefficient in the sense that a greater level of consumption is possible with a 
lower saving rate. As stated in chapter three, it seems that this latter issue is likely to 
happen in less developed oil exporting economies where the flow of oil revenues, as in 
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the 1970s, may lead to greater investment rates than the optimal level. Such an 
hypothesis is subject to testing as we shall see in chapter five. 
(4.3) Constructing the Model 
As indicated in chapter three, we try in this section to construct theoretically a 
Ramsey-type model, i. e. modified golden rule model, for Libya which is an oil-based 
economy and derive the formula for estimating the optimal saving and investment rate. 
Since the derivation of the model is complicated in mathematics, Appendices A and B at 
the end of this thesis include the full derivation of the model. Here, we state and discuss 
only the most general features of the model. 
(4.3.1) GDP Identity 
Keynesian GDP identity for an open economy can be written, in real terms, as 
follows: 
Ct + St + Trt = Yt = Ct + It + Et - Mt 
where Yt is the gross domestic product (GDP), Ct is the total (private and public) 
consumption, St is the gross saving (including taxes and public saving), Trt is the net 
private transfers abroad, It is the gross investment, Et stands for exports, and Mt stands 
for imports. 
Before we proceed to discuss this identity, it should be noted that the net private 
transfers abroad, Trt, is very small in Libyan national accounts and, hence, can be 
ignored. For instance, during 1963-1980, net private transfers abroad fluctuated between 
0% and 0.8% of the GDP in current prices; see Ministry of Planning (1972, pp. 36-39, 
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100-101) and Secretariat of Planning (1984, pp. 13-16,218-223). Therefore, ignoring 
Trt, the above identity can be written as follows: 
(4-1) Yt = Ct + St where: 
(4-2) St = It + Et - Mt 
Equation (4-2) is the saving-investment identity. The term (Et - Mt) represents the 
country lending abroad, if it is positive, and the country borrowing abroad, if it is 
negative. However, since Libyan capital market is to large extent, or perhaps 
completely, segregated from international capital markets where the country uses its oil 
revenues as a source of finance rather than borrowing abroad, on the one hand, and 
where these oil revenues have, at least recently, become too small to allow for lending 
abroad, on the other hand, it seems quite reasonable to assume that the balance of trade 
is balanced. This implies that real exports equal real imports and the term (Et - Mt) 
vanishes. Therefore, we have St=It and (4-1) becomes: 
(4-3) Yt = Ct + It 
which is equivalent to the usual Keynesian identity for a closed economy. However, the 
implication of (4-3) is that the economy is open; it exports oil and imports capital, 
consumer and intermediate goods but the balance of trade is assumed to be balanced. In 
fact, not only does the balanced balance of trade assumption simplify matters to obtain 
(4-3), but also it is consistent with our investigation for the optimal saving and 
investment rate. In other words, it seems that the assumption of unbalanced balance of 
trade in an economy which is not involved in international capital markets is 
inconsistent with investigating the optimality of that economy. In Chenery's two-gap 
model language, the condition of balanced balance of trade is called an `external 
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stability' while the equality between gross saving and gross investment is called an 
`internal stability'; (Chenery, 1979). More closely, Hahn (1995, p. 432) who uses a 
similar model for Korea accepts the assumption of closed economy since, as he stated, 
"... Korean capital markets have been relatively, even if not completely, segregated from 
global capital markets". 
In this respect, a question may be raised as whether or not oil exports in our case 
constitutes a restriction on production via imports of capital goods. To illustrate this 
point, the present model deals with the optimality under the stated condition of balanced 
balance of trade where it is implicitly assumed that oil exports, which are exogenously 
given, should be chosen so that there is no restrictions on imports, i. e. oil exports should 
be sufficiently high so that the optimality implies no restrictions of imports12. 
Now, since the model is better expressed in per worker terms, let (4-3) be divided 
by L, labour employed by the non-oil sector, and let yt, ct, and it, refer to their 
corresponding per worker variables. Therefore, we obtain: 
(4-4) Yt = Ct + it 
This identity will next be used in the model to link investment with saving on the 
one hand, and to link the factors of production and oil income with the aggregate output, 
on the other hand. 
(4.3.2) Production Function 
Two approaches for dealing with the specification of the production function in an 
oil-based economy have been reviewed in chapter three. The first approach considers 
the economy as a whole and specifies the aggregate output as a function of the 
conventional factors of production and the exhaustible resource. This is in line with 
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many writers; for instance, Dasgupta and Heal (1974,1979), Kemp and Long (1980a, 
1980b, 1980c, 1984), Solow (1974), and; Stiglitz (1974). We have stated in chapter 
three that there is no strong justification for such a specification for an oil-based 
economy like Libya though this specification can be valid in an economy where the 
exhaustible resource represents an important input in the production process. Therefore, 
this approach is inappropriate for the purpose of this study. 
Alternatively, the second approach is based on the fact that the Libyan economy as 
an oil-based economy is a dual economy with two major and almost completely 
different sectors; the oil sector and the non-oil sector. One can distinguish three major 
differences between these two sectors as follows: 
" The oil sector is an advanced sector that uses a high level of technology; whereas the 
non-oil sector is a developing one that uses a mix of imported advanced technology 
and domestic elementary technology. 
" The oil sector is extractive and depends only partly on the usual factors of production 
such as capital and labour whereas the non-oil sector is productive and depends on 
the usual factors of production 13. 
" In spite of the different nature of the oil sector, one might argue that if the relative 
share of the natural capital stock, i. e. the oil sector, was small, then there would not 
be any harm in including it in GDP. However, the relative share of the oil sector in 
the Libyan GDP is extremely large as illustrated in section (4.2.1). 
Therefore, in this second approach, the economy is divided into oil and non-oil 
sectors and the production function is specified and estimated for the non-oil sector 
only. To do that, let Yn, K, H and L stand, respectively, for the non-oil real GDP, non- 
oil real physical capital, human capital and labour employed in the non-oil sector. 
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Human capital will be approximated by the secondary school enrolment as a percentage 
of the total population as we shall see in chapter five. 
The production function in the non-oil sector can be given as follows (time 
subscripts are omitted for simplicity): 
(4-5) Yn = F(K, H, L) 
This function is assumed to be twice differentiable with a diminishing factor marginal 
productivity and homogenous of the first degree in K, H, and L. This specification of 
production function follows Mankiw et al (1992) and Barro and Sala-i-Martin (1995, 
pp. 101-102); see the discussion in section (3.6) of chapter three 14. Therefore, this 
production function can be expressed in per worker terms as follows: 
(4-5)' yn = f(k, h) 
where the small letters stand for per worker variables of their corresponding capital 
letters. 
(4.3.3) Value-Added in the Oil Sector 
In subsection (4.2.2) above, the value-added in the oil sector is assumed to be 
exogenous. In this subsection, more illustration of this point can be made. The (real) 
value-added in the oil sector depends mainly on three elements; they are the real oil 
price, intermediate costs, and the quantity of oil extracted. 
Let `Po' be the real oil price net of per unit intermediate cost of oil extractionls, 
and `Q' be the quantity of oil extracted (and exported) 16. Therefore, the real value-added 
in the oil sector is simply the product Po. Q. If this real value-added is referred to as Yo, 
then we have (time subscript is omitted for simplicity): 
(4-6) Yo = Po. Q 
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In order to express this equation in per worker terms, we divide both sides by L, 
labour employed in the non-oil sector. If (Y0IL) is referred to as R, then we have: 
(4-7) R= Po. Q /L 
This equation states that the per worker oil GDP is equal to the product of the real oil 
price net of intermediate costs and the per worker quantity of oil extracted. This R will 
be treated throughout this study as exogenous and (4-7) provides the way by which it 
can be affected parameterically. 
The extent to which the government can change the per worker real value-added 
of oil is not unlimited because of the following reasons: 
(i) Oil Prices: The world oil market is an imperfectly competitive market 17. in 
such a market, OPEC can affect oil prices through controlling, at least partly, oil supply. 
In order to keep oil prices higher, OPEC has restricted the level of oil supplied by its 
members. However, there are non-OPEC suppliers who can reduce the effectiveness of 
such a restriction. If it is the case for OPEC, then it is evident that Libya, whose exports 
are relatively very small in size, cannot individually affect oil prices. Therefore, Libya 
can only be a price taker rather than a price maker. 
(ii) The OPEC Ceiling: Libya as a member of OPEC is restricted since 1982 in its 
exports by the ceiling of production imposed by OPEC. This ceiling was set to be as 
small as 0.75 million barrels per day, then it was increased to 1.10 in 1983, reduced to 
around 1.0 during 1984-1989, and increased to 1.23 in 1990. The Quota was suspended 
in 1990 due to the Gulf War and then returned in subsequent years; (e. g. see Gurney, 
1996, pp. 95-96). 
(iii) Libyan Economic Development: Libyan exports depend, under the ceiling of 
OPEC, on Libyan policies regarding economic development and trade. An ambitious 
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economic plan like that of (1981-1985) requires high investment, and hence, large oil 
exports. 
(iv) Political factors: Libyan exports are also affected by different non-economic 
and political factors some of which may not be expected. For instance, the decision by 
America in 1981 to embargo Libyan oil as stated in chapter two. 
These factors justify the assumption of using the variable R as exogenous in the 
present model. 
From (4-5)' and (4-7), the (real) per worker GDP denoted by 'y' is as follows: 
(4-8) y =f(k, h) +R 
It would be noted here that the per worker GDP means the GDP divided by the number 
of workers employed in the non-oil sector rather than those employed in the whole 
economy. 
Equation (4-8) can also be viewed as a developing of (3-17) discussed in chapter 
three by including human capital and using per worker terms; see the discussion in 
subsection (3.5.3) of chapter three. 
(4.3.4) Welfare Function 
As indicated in subsection (4.2.3), a plausible justification for the use of the 
welfare function is that it represents the overall major objective of any economic 
development which is to achieve the maximum level of per worker (or per capita) 
economic welfare during a certain time horizon. If the per worker per period utility 
function, ut, is assumed to be an increasing, continuous, and twice differentiable 
function of per worker consumption, ct, then we have: 
(4-9) Ut = ut(ct), u' >0 and u" <0 
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where u' is the marginal utility of consumption and is assumed to be always positive to 
confirm that the utility function is increasing. However, the marginal utility of 
consumption is assumed to be a decreasing function of consumption according to the 
law of diminishing utility so that the slope of the marginal utility of consumption must 
be negative, i. e. u"< 0 where u" is the second derivative of the utility function; that is, 
the slope of the marginal utility of consumption. Therefore, ut, is an increasing function 
with a decreasing rate. 
As indicated in subsection (4.2.3), we adopt the Ramsey model concept of 
optimality. Since this model deals with an intergenerational problem, it is usually 
assumed that the present generation gives less value to future utilities., One justification 
of this assumption is that the present generation does not have perfect foresight to the 
future in which the utilities take place. Another justification is the selfishness element of 
parents towards their children; the ethic problem (Barro and Sala-i-Martin, 1995, p. 61). 
However, the most seemingly convincing justification is the fact of death. For any 
generation, there is always a survival probability which is less than unity. This 
probability can be used as a discount factor to discount utilities over time and thus it 
implies a positive rate, p>0, of what is known as the pure time preference. Kula (1984) 
provides an explanation for using this approach rather than assuming a zero or arbitrary 
value for the rate of pure time preference 18. However, Sen (1984, p. 117) justifies the 
pure time preference by the "uncertainty associated with the future" and states that "This 
might arise for reasons other than the possibility of death of the present consumers". 
This uncertainty can be about consumption and/or production and can be on the 
individual level and/or on the society level19. 
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The pure time preference is also called "the rate of discount" and is defined as "... 
the marginal rate of transformation between present and future utilities" (Intriligator, 
1971, p. 407) 20, " the rate of impatience" Dasgupta and Heal (1979, pp. 263,285), and 
the "pure time discounting"; Kula (1984, p. 879). See also Squire and van der Tak 
(1975, pp. 68,134) and Barro and Sala-i-Martin (1995, p. 61). 
Therefore, at any point in an infinite time horizon [0, oo ], the per worker utility 
function given by (4-9) is discounted by the pure time discounting rate, p, to obtain the 
discounted present value of the per worker utility. The sum of these discounted utilities 
during the time horizon is given, using continuous time for simplicity, by the integral of 
the per worker discounted utility function from t=0 to t= oo. If this integral is denoted 
by the symbol J, then we have the following form of the welfare function; see for 
instance, Intriligator (1971, p. 407): 
00 
(4-10) J=1 ut(ct). exp. (-pt). dt 
0 
ý t< o0 0< 
where `exp. ' stands for exponential. It may be noted that introducing the pure time 
preference, and hence multiplying the per worker utility function by the pure factor, 
exp. (-pt), makes (J) bounded since as t -+ oo, exp. (-pt) --ý 0 and the present value, J, for 
a certain time path becomes some constant21. 
(4.3.5) Modified Golden Rule Model 
As stated above, the modified golden rule model is concerned with the welfare 
maximisation. Specifically, the objective is to maximise (J) in (4-10), i. e. the sum of the 
present values of the per worker utility function during the entire time horizon [0, oo], 
subject to the following constraints: the GDP identity as given by (4-4), production 
function of the non-oil sector as in (4-5)', and the boundary conditions, i. e. the initial 
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value of capital and the transversality conditions (see Appendix-A for details). Formally, 
these can be set up as follows: 
Maximise: 
00 
(4-10) J=J ut(ct). exp. (-pt). dt ; 0< t 
Subject to: 
(4-11) Yt = Ct + it 
(4-12) yn = f(kt, ht) (for the non-oil sector) 
(4-13) k(O) = k0 (given) 
(4-14) Lim [exp. (-p. t). kt] =0 (the transversality condition) 
Note that the per worker value-added in the oil sector, R, is the difference between yt 
and yn in (4-11) and (4-12). 
The above model seems appropriate for investigating the problem of the optimal 
saving and investment rate: On the one hand, it is different from the standard modified 
golden rule model by including oil and human capital and, on the other hand, it is 
different from many models that are concerned with exhaustible resources and growth 
by separating the oil sector and treating it as exogenous, for reasons listed in subsection 
(4.3.3), and by including human capital as indicated in chapter three. However, dividing 
the economy into oil and non-oil sectors has been used in some other studies (e. g. Samii, 
1975 and Zarmouh, 1982) but neither includes human capital nor deals with the issue of 
optimal saving and investment. 
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(4.3.6) Basic Conditions of Optimality: Theoretical Analysis 
This subsection is an extension of the previous one. It is aimed here to analyse 
theoretically the modified golden rule model according to equations (4-10)-(4-14) above 
to end up with a formula for the optimal saving and investment rate. 
As the derivations of the equations of the model are mathematically complicated, 
Appendices A and B show these derivations in detail. Here, we merely present the 
important results obtained. The basic conditions of optimality for the above model are 
given by equations (A-21) and (A-22) of Appendix-A which can be rewritten here as' 
follows: 
These differences are reasons for providing the complete derivations of the model 
as given by Appendices A and B at the end of the thesis. 
(4-15) u'(ct) =X 
(4-16) fk( kt , ht )=(n+S+ p) - 
i. /%. 
where ? is the (current) shadow price of investment (or capital goods) in utility units, 
i. /% is the growth rate of X, u' (c) is the marginal utility of consumption per worker, fk( 
kt , ht) is the marginal productivity of capital, n 
is the growth rate of labour force, S is 
the rate of depreciation of capital stock and p is the pure time preference. 
The shadow price, A,, of a certain commodity may be defined as the social value 
given to one unit of that commodity. More precisely, "shadow prices are defined as the 
increase in welfare resulting from any marginal change in the availability of 
commodities or factors of production. " (Squire and van der Tak, 1975, p. 49). 
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According to this definition and the above model, the shadow price is expressed in 
terms of utility units, rather than in money. 
Equation (4-15) states that the marginal utility of consumption is, simply, equal to 
the shadow price of investment measured in utility units. This equation establishes the 
optimal allocation of the per worker gross domestic income between per worker 
consumption and per worker gross investment; see (4-11). To illustrate, one may ask 
whether the extra unit of GDP can better be allocated to consumption or investment. 
The answer depends on how high (or how low) is the shadow price of capital goods 
compared with the marginal utility of consumption. In other words, it depends on the 
extent to which society evaluates capital goods in terms of utility units. For any given 
shadow price of capital, it is quite reasonable to consider that the marginal utility of 
consumption is higher than the shadow price of capital, when the first unit of income is 
allocated to consumption. As more units of income are allocated to consumption, the 
marginal utility of consumption decreases (since u"< 0) until an equilibrium point, at 
which the marginal utility of consumption equals the shadow price of capital, is arrived 
at. At the margin, the society is indifferent to allocate the extra unit to consumption or 
investment and hence, (4-15) is satisfied. In another way to look at this equation, let us 
assume that the shadow price of capital is higher than the marginal utility of 
consumption, then the extra unit of GDP will be allocated to capital goods, to gain more 
welfare, rather than consumption until the marginal utility of consumption equals the 
shadow price of capital goods. 
Equation (4-16) establishes that the marginal productivity of capital equals the 
difference between the sum of the effective depreciation and pure time preference rates, 
(n+S+p), on the one hand, and the rate of growth of the (current) shadow price of 
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capital, on the other hand22. This implies that if the social value of capital, X, is 
constant, then capital marginal productivity equals merely the sum of effective 
depreciation and pure time preference. If, after that, the society places more value on 
capital which means to acquire more capital goods, then the marginal productivity 
decreases because extra units of capital have been employed. 
It may also be of interest to note the positive relationship between the marginal 
productivity of capital and pure time preference. If the survival probability is greater 
than what it was, then households decrease their pure time preference parameter. 
Consequently, the present generation consumes less and saves and invest more for the 
benefit of future generation. This implies, given the same technology, that the capital 
stock accumulates more and hence its marginal productivity decreases until the 
condition (4-16) is satisfied. 
(4.3.7) Adjusted Formula for the Optimal Investment Rate 
Now, we are ready to establish a formula for the optimal rate of saving and 
investment. As introduced in subsection (4.2.3), this optimal rate is the optimal annual 
percentage of GDP that is saved and invested. In the present model, the formula of the 
optimal saving and investment cannot be exactly the same as the conventional one, i. e. 
the one usually obtained from the Ramsey-model without the oil sector23, because, as in 
any oil-based economy, an essential part of GDP is the oil sector component. In fact, it 
can be shown that the conventional formula is a special case of the one established 
below. 
In equations (A-35) and (A-35)' of Appendix-A, it has been shown that the 
optimal rate of investment 's' and the steady state optimal rate, s*, are as follows: 
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(4-17) S= [Yn/Yt]"[a]"[k /k+ (n + S) ]/[6. (c /c) + (n +S+ p)] 
(4-17)' s* = [Yn/Yt]"[a. (n+S)]/[ n+S+p] 
where 0 is the elasticity of the marginal utility of consumption; (k/ k) is the rate of 
growth of per worker capital stock in the non oil sector, (c /c) is the rate of growth of per 
worker consumption. 
It should be noted that for an economy without oil, the non-oil sector's relative 
share is equal to unity and both (4-17) and (4-17)' reduce to the conventional ones. It 
would also be noted that if the relative share of the non-oil sector is constant, then `s' is 
constant if and only if the growth rates of per worker capital stock in the non-oil sector 
and per worker consumption are constant; whereas s* is always constant with constant 
relative non-oil share. In the conventional Ramsey model, s* is always constant whereas 
s is variable. 
However, we do need not to assume that either of the growth rates of per worker 
capital and consumption and the relative non-oil share are constant. In fact, the model is 
capable, as will be shown, to produce optimal values for these variables, given the 
included exogenous variables, i. e. oil and human capital. 
The behaviour of the optimal saving and investment rate can generally be shown 
as follows: since the per worker value-added of oil, R, is exogenous, then it changes 
parameterically. If R is constant while the non-oil sector is supposed to be growing, then 
the relative share of the non-oil sector is expected to be growing a result which is 
consistent with the long run-objectives of the Libyan economy. 
From (4-17), it is clear that the optimal investment rate is required to increase if 
the non-oil sector's relative share (yn/yt), the elasticity of output with respect to capital 
(a), and the per worker capital growth rate (i / k) increase, and if the elasticity of 
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marginal utility of consumption (0), the per worker consumption growth rate (c /c), and 
the pure time preference (p) decrease. However, the effect of the effective depreciation 
rate (n + 6) on the optimal investment rate seems to be ambiguous unless some other 
condition is imposed; this will be illustrated in the next subsection. 
In general, it should be stated that in order to obtain the optimal saving and 
investment rate, all the variables included in the formula, except the exogenous ones, 
i. e. oil and human capital, must be optimal rather than actual. Specifically, the growth 
rates of per worker capital and consumption and the relative non-oil share in equations 
(4-17) and (4-17)'must be estimated according to the optimal conditions. This requires 
us to use the basic conditions of optimality as given in (4-15) and (4-16) as well as the 
boundary conditions as given by (4-13) and (4-14) to derive these components. The 
derivations required are long and, hence, they are presented in Appendix-B. In what 
follows, the final results obtained for the optimal growth rates of capital and 
consumption per worker are stated in equations (B-67) and (B-68) and can be rewritten 
here as follows: 
(4-18) 
(4-19) 
k 
k 
C 
C 
k* 
k* - k0 
C* 
c*- Co 
- 
X2 
. exp(-% 
2. t) -1 
- 
X2 
. exp(-%2. t) -1 
where the star superscript (*) denotes the steady state value of the variable, the zero 
subscript (0) denotes the initial value, A2 is an eigenvalue and its absolute value can be 
interpreted as the speed of convergence; [see section (B. 6) of Appendix-B for details], 
and exp(. ) denotes natural exponential. Note that the initial value of per worker 
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consumption is not given but, rather, derived as in equation (B-62) of Appendix-B. 
Finally, the non-oil relative optimal share in GDP can also be calculated numerically as 
will be shown in chapter five and Appendix-E. 
(4.3.8) Consumption Rate of Interest 
An important component in the formula of the optimal investment rate is the so 
called consumption rate of interest (CRI). To illustrate, (4-17) can be written as in 
Appendix-A as follows: 
(4-20) s= [yn/Yt]"[a]. [k /k+ (n + S) ]/[ CRI + (n + S)] 
where; 
(4-21) CRI =p+6. (c /c) 
and where CRI, the consumption rate of interest, is also known as the "social discount 
rate", "social rate of time preference", "social time preference rate", and "the rate of 
return to consumption. "; see, respectively, Squire and van der Tak (1975, pp. 68,139), 
Dasgupta and Heal (1979, pp. 263,284,294), Kula (1984, p. 873 and 1994, pp. 80-81), 
and Barro and Sala-i-Martin (1995, pp. 63-64). Kula (1984) derived the CRI formula in 
discrete rather than continuous time24. 
The social time preference rate was discussed earlier by Marglin (1963), Tullock 
(1964), and Lind (1964). Marglin showed that the social time preference is different 
from the market interest rate and that the appropriate rate which should be used in both 
public and private investments is the social time preference rate rather than the market 
interest rate; Marglin (1963, p. 111). 
From (4-20), it is clear that the importance of the social time preference, or the 
consumption interest rate CRI, in the present model is that it is an underlying 
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component of the optimal investment rate as shown in (4-17). If an economy is more 
concerned with consumption, for instance if it has a high growth rate of per worker 
consumption, the CRI becomes higher, and the optimal investment rate becomes 
smaller (e. g. see Squire and van der Tak, 1975). Because of this importance, some time 
may be devoted to discuss this parameter in a greater detail. 
Social time preference may be defined as the rate at which people are willing to 
substitute consumption at a certain period of time for consumption in the next period. 
According to Dasgupta and Heal (1979, p. 284), CRI is defined as the "rate at which it is 
found just desirable to substitute consumption at some period (t) for that in the next 
period (t+l)". In a two-period analysis and for a given indifference curve, the marginal 
rate of substitution of consumption (MRS) equals the multiplicative discount factor by 
which people discount next period consumption. That is, CRI is equal to the rate of 
decline of MRS. Moreover, in a given time horizon, it is also possible to show that CRI 
is equal to the pure time preference plus the rate of decline in the marginal utility of 
consumption over time; see Barro and Sala-i-Martin (1995, p. 63). 
Therefore, from equation (4-21), one might conclude that people discount future 
consumption for two reasons: first, the probability of death as discussed above and as 
measured by the first term of the equation. Second, the willingness to smooth 
consumption over time as measured by the second term, O. (c /c), of the equation. In this 
respect, Barro and Sala-i-Martin (1995, pp. 63-64) state that: 
Agents prefer to consume today rather than tomorrow for two reasons. 
First, the term p appears because households discount future utility at 
this rate. Second, if c /c > 0, then c is low today relative to tomorrow. 
Since agents like to smooth consumption over time -because u"(c)<O- 
they would like to even out the flow by bringing some future 
consumption forward to the present. The second term ... picks up this 
effect. 
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Finally, since CRI is a part of the optimal investment rate as shown in (4-20), one 
might wonder how the magnitude of CRI can be interpreted in terms of economic 
growth. According to Squire and van der Tak (1975, pp. 109-110), a low magnitude of 
CRI (about 5%) implies that the society is more concerned with growth whereas a high 
magnitude (about 10%) implies that the interest of the society is in present consumption 
rather than growth. However, they also state that "values outside this range are 
possible. " In both cases, a high magnitude of the elasticity of the marginal utility of 
consumption, 0, implies that the society is concerned with income distribution whereas 
a small 0 means that it is not. Therefore, a low CRI and a high 0 are expected from an 
economy which is committed to both growth and income distribution. The lower is the 
CRI, the higher is the optimal investment rate 's' in (4-17). A low CRI, therefore, 
implies that future consumption is not heavily discounted. 
From (4-17) and regardless of the relative non-oil share, it can be shown that the 
optimal saving and investment rate, s, is a fraction of the capital elasticity, a, (i. e. s< a), 
provided that the following condition is satisfied: 
(4-22) CRI > (k / k) 
That is, the consumption interest rate, i. e. the social time preference, is greater than the 
growth rate of capital per worker. Barro and Sala-i-Martin (1995, p. 89) reach this 
conclusion that the optimal saving rate is a fraction of capital elasticity, for a non-oil 
economy but using the so called "transversality condition" procedure. 
If the condition (4-22) is satisfied, then the effect of the effective depreciation rate, 
(n+S), on the optimal investment rate `s' is positive. However, if CRI is less than (k/k), 
then the effect is negative and if they are equal, then there is no effect. Though it does 
not seem that the model can endogenously satisfy (4-22), if this condition is satisfied, 
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then for a higher effective depreciation rate, more capital accumulation, and hence 
higher `s', are required to compensate for the depreciation. The same conclusion holds 
also for (4-17)' and, in this case, condition (4-22) reduces to the simple form: 
(4-22)' p>0 
since the growth rates of per worker capital and consumption are zero in the steady 
state. 
In the next chapter, we try to estimate empirically the optimal investment rate as 
given by (4-17) and (4-17)' as well as the consumption rate of interest in (4-21). 
(4.3.9) Effects of Human Capital and Oil Resource 
As stated, both per worker human capital (ht) and per worker oil value-added (Rt) 
are assumed to be exogenous throughout the model. This means that our concept of the 
optimality as well as the steady state solution to the model are determined at the actual 
values of ht and Rt. Therefore, it is useful to describe the effects of changes in these two 
exogenous variables. Figures (4-03) and (4-04) show, respectively, the effects of a 
change in per worker human capital and of a change in per worker oil on the steady state 
solution of the model as well as on the optimal path of per worker capital and per 
worker consumption. In these two graphs, the initial values are given by the point A0 
and the steady state by point A*. Figure (4-03) shows that an increase in ht from an 
initial value h0 to a certain value hl rotates the curve (k=0) around the point (0, R) 
upward from the initial position [I] to the position [H] and, hence, shifts the steady state 
solution from point A* to A**. 
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Figure (4-03) 
Effects of Changes in Human Capital on the 
Steady State in the Ramsey-Type Model for Libya 
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Figure (4-04) 
Effects of Changes in the Oil GDP on the 
Steady State in the Ramsey-Type Model for Libya 
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Note: A single star (*) denotes the steady state before the change and double-star (**) 
denotes the same after the change. A single subscript (g) denotes the golden rule before 
change and double-subscript (gg) denote the same after change. Source: Figures (4-03) 
and (4-04) are created by the author based on Figure (A-2) in Appendix-A25. 
[n] 
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Figure (4-04) shows that an increase in Rt from an initial value R0 to a certain 
value R1 affects only the intercept of the curve so that it shifts the curve (k=0) upward 
from the initial position [I] to a parallel position [II] and, hence, shifts the steady state 
solution from point A* to A**. 
Therefore, changes in either ht or Rt has a positive effect on the steady state 
solution but, however, the nature of the two types of effects is different: 
"A change in per worker human capital (ht) has an effect on the steady state of both 
per worker capital and per worker consumption as in Figure (4-03) while a change in 
per worker oil value-added (Rt) has an effect only on the steady state per worker 
consumption. This is because, as discussed, Rt is not directly related to the per 
worker production function while ht is an explicit argument in that. 
" Similarly, a change in ht affects the golden rule level of capital-labour ratio so that it 
changes from kg to kgg while a change in Rt has no effect on that. 
"A change in Rt has a constant effect at different levels of capital-labour ratio due to 
the parallel shift in the curve while a similar change in ht has an increasing effect. In 
other words, for a low capital labour ratio, an increase in ht has a small positive 
effect while at a higher intensified capital, i. e. at a higher capital-labour ratio, the 
same change in ht will have a greater effect. Accordingly, we conclude that human 
capital changes are more effective during the advanced stages of development, i. e. 
when per worker capital stock is high, than the case of the early stages of 
development when per worker capital stock is too small to cope with such a change 
in human capital. 
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(4.4) Conclusion 
The main objective of this chapter is to theoretically construct a Ramsey-type 
model for an oil-based economy like Libya. In this section, some theoretical results 
obtained can be summarised as follows: 
" Dealing with optimal saving and investment is best treated within a Ramsey-type 
model. However, when the economy is oil dominated, the standard Ramsey model 
should be modified to account for a relatively large component of oil in GDP. This 
component has been assumed exogenous and is either fixed or parameterically 
changeable. The model includes also human capital which is assumed, as oil, to be 
exogenous. As the saving and investment rate does not seem to have been derived 
before in such a model, we have derived the complete model in Appendices A and B. 
" The standard Ramsey-model is now a special case of the Ramsey-type model for 
Libya or, more generally, for an oil-based economy. Specifically, letting the value- 
added in the oil sector be zero, the model converts to the standard Ramsey model but 
with human capital. 
" The model of this chapter provides a formula for what we have called the `adjusted' 
saving and investment rate as in (4-17) and (4-17)'. The concept of optimality is 
based on an assumption that both oil value-added per worker and human capital per 
worker are exogenous. We also use the assumption that the parameters of the model, 
such as the elasticity of capital and the effective depreciation rate, are fixed and 
given. However, the effect of changes in oil and human capital on the steady state 
and optimal paths were discussed theoretically. 
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" The optimal path of the rate of saving and investment is unique. That is, among a 
variety of paths, there is only one path for the saving and investment rate which is 
optimal. Any saving and investment rate can be dynamically efficient if it is optimal 
but if it is dynamically inefficient, it cannot be optimal (see Phelps, 1966, pp. 56). 
" The model produces the so called social time preference or consumption interest rate. 
" Given a set of parameters and a set of exogenous variables, optimality is satisfied, 
according to the present model, when the social time preference equates the social 
return on capital in the non-oil sector. The latter may be defined as the marginal 
productivity of capital in the non-oil sector minus the effective depreciation rate, i. e. 
the return minus the loss. This is almost the same result which can be obtained from 
the standard Ramsey model. 
" Another similar theoretical result obtainable from both the standard and the present 
Ramsey model is as follows: as a special case of optimality, the steady state condition 
is satisfied when the marginal productivity of capital in the non-oil sector is equal to 
the sum of the effective depreciation rate and the pure time preference. In other 
words, when the social rate of return is equal to pure time preference. 
Endnotes 
1 Almost the same observations can be obtained from Libyan official statistics. Table 
(D-13) of Appendix-D shows oil prices in Libyan Dinars. However, nominal 
exchange rate which was somewhat fluctuating might have had some effect on L. D 
oil prices; see also Table (D-16) of Appendix-D for information on the Libyan 
exchange rate. 
2 We have avoided, in this respect, the question of the optimal quantity of oil extraction 
as it is beyond the scope of this study and represents a different area of research 
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(justification of exogeniety will be discussed below). Generally, the question of 
optimal oil extraction as well as the question of the optimal size of population can 
both be associated with the question of the optimal saving and investment rate to 
provide a full picture of the economy. However, this study is concerned with the 
latter question in particular. 
3 As it is well-known in the conventional national accounts, the term `indirect taxes net 
of subsidies' is not required if GDP is evaluated at factor cost rather than market 
prices. 
4 It is assumed that the private net transfers to abroad is negligible as will be shown in 
subsection (4.3.1) in the text below. 
5 This equality between ex post saving and ex post investment is based on an 
assumption that the economy is closed. However, since the economy is assumed to 
export oil, the closed economy assumption is irrelevant and, therefore, we may 
consider the case when the balance of trade is balanced, in real terms, so that the 
difference between real exports and real imports in the GDP identity is zero; see 
equation (4-1) below in the text for more discussion. 
6 In general, variables can be expressed either in levels, per worker or per capita terms. 
In this study, we follow Koopmans (1965, p. 518), among others, who used per 
worker variables in the Ramsey model. 
7 In the case of maximising with respect to the saving rate, the capital-labour ratio is not 
fixed; all terms containing capital-labour ratio are differentiated implicitly with 
respect to the saving rate (see Barro and Sala-i-Martin, 1995, pp. 19-22) 
8 Though he considers the golden rule, Phelps (1966, pp. 56) makes a link between 
optimality and dynamic efficiency by stating that "no path which is dynamically 
inefficient can be optimal". 
9 Though similar, this concept of optimality is different from the concept of `economic 
efficiency'; the latter is concerned with the optimal allocation of the factors of 
production including capital and labour to produce a variety of commodities. 
Therefore, this concept of `efficiency' is something which is directly concerned with 
production, i. e. the supply-side, whereas the concept of optimality discussed in the 
text is concerned with the allocation of income expenditure among consumption and 
investment, i. e. the demand-side. If the volume of investment is optimal, it will be 
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another question, may be slightly touched in chapter six, to ask whether or not such a 
volume is efficiently utilised. 
10 Throughout this study, we treat investment, saving, and output in real terms and as 
gross, i. e. including depreciation. 
11 This concept does not necessarily imply that per worker consumption is maximised 
as is the case in the golden rule. 
12 In Figure (4-04) below, we illustrate how exogenous changes in oil resource affect 
the solution of the model. 
13 In fact, the characteristic of the oil sector as a natural resource led, in some studies, to 
a belief that the value added in this sector should not be considered as a part of GDP. 
This is because GDP should measure the flow of income whereas the process of 
extracting and selling the oil is nothing but the sale of a natural asset which can, in 
turn, be transformed into any other asset. For example, Winter-Nelson (1995, p. 
1507) states that "Funds generated through reduction of the capital [natural resource] 
itself are not actually income or contributions to economic growth. " 
14 Such an assumption is found to be supported by the data as we shall see in chapter 
five when we estimate the production function. 
15 Real oil price can be defined as the nominal oil price deflated by the import price 
deflator. It expresses the number of units that can be imported per one unit exported. 
If the intermediate cost per unit of output is small, it may be neglected. However, this 
assumption is not necessary for the present analysis. 
16 The home use of oil is relatively small so that it may be neglected without any harm; 
see Table (D-13) of Appendix-D. 
17 The existence OPEC as a powerful oil organisation shifts the oil market further 
towards monopoly. However, oil market cannot be purely monopolistic market as 
OPEC is not the only seller in the market. In fact, OPEC share in the oil market in 
1979 was only 57% and reduced to 44% in 1982; see Gurney (1996, p. 95). 
18 Pure time preference is often suppressed to zero in the case of the `golden rule' 
model. 
19 It would be indicated that Ramsey (1928) did not discount utility intertemporally, i. e. 
he assumed zero pure time preference. 
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20 This definition should not be confused with the social time preference which is also 
called the rate of discount as we shall see and is based on the declining marginal 
utility of consumption and pure time preference. The pure time preference is used to 
discount utility whereas the social time preference is used to discount consumption. 
21 Barro and Sala-i-Martin (1995, p. 61) have multiplied the utility function in (4-10) by 
the multiplicative: exp[(n -p). t] rather than exp[(-p). t]. This does not seem to us a 
convincing specification since it makes the Hamiltonian Expression some mix of 
terms expressed in level and terms expressed in per worker. Therefore, this 
specification will not be used in this study. Instead, specification given by (4-10) is 
more common and used by, for instance, Intriligator (1971, p. 407) and Hahn (1995, 
pp. 432-33). It should be indicated, however, that Barro and Sala-i-Martin's 
specification, if followed, would have an effect on the results obtained. 
22 The growth rate of the shadow price of capital goods, (.. /%), is sometimes called the 
capital gain and added to the marginal productivity of capital; see Intriligator (1971, 
p. 409). In this sense, the effective depreciation rate and the pure time preference are 
viewed as losses and the net profit is defined as the marginal productivity of capital 
plus the capital gain minus the losses. 
23 As a matter of comparison, it would be stated that Hahn (1995) establishes and 
estimates similar formula to (4-17)' but with a CES rather than C-D production 
function. Lucas (1988) provides also a similar formula including human capital in the 
production function but using terms in levels rather than per worker, Barro and Sala- 
i-Martin (1995, p. 78) have theoretically established a similar formula to (4-17)' with 
a C-D production function and assuming technical progress. In all cases, there is no 
oil resource in the economy. In our case, an essential part of GDP comes from the oil 
resource, human capital is included in a C-D production function, and this production 
function is established for the non-oil sector only. 
24 Kula (1994, pp. 301-42) developed also what he called the `modified' discounting 
rate. 
25 Curve (lc= 0) can be derived by letting (k = 0) in the neoclassical fundamental 
equation (A-15) in Appendix-A to get (at ht= h0 and Rt=RO): 
(4-1f) ct = f(kt, hp) + Rp -(n+5). kt 
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At a given R0, we increase hp to hl and at a given hp, we increase Rp to R1 so that 
we can have: 
(4-2f) Ct = f(kt, h1) + Rp - (n +8). kt 
(4-3f) Ct = f(kt, h0) + RI - (n +8). kt 
Equation (4-if) is represented by curve [I] in Figures (4-03) and (4-04). Equation (4- 
2f) is represented by curve [II] in Figure (4-03) and equation (4-3f) is represented by 
curve [II] in figure (4-04). To see the effect of change, we subtract (4-1f) from both 
(4-2f) and (4-3f) to, respectively, obtain: 
(4-2f)' Act = f(kt, h1) - f(kt, hl ) at given Rp 
(4-31)' Oct ARt at given hp 
In the case of C-D production function, (4-2f)' can be written as follows: 
(4-2f) Oct = Aktes [hiß -hpß] at given Rp 
So that Oct is clearly increasing with kt (but at a decreasing rate). 
Chapter Five 
Estimation of the Optimal Rate of 
Saving and Investment 
(5.1) Introduction 
In the previous chapter, a Ramsey-type model has been constructed theoretically. 
In this chapter we put this model in application. After this introduction, we start in 
section (5.2) be estimating the parameters of the model including capital elasticity, the 
effective rate of depreciation, pure time preference and the elasticity of marginal utility. 
In section (5.3), we estimate, under the conditions of optimality stated in chapter four, 
the growth rates of per worker capital and consumption as well as the non-oil relative 
share. Section (5.4) is, therefore, devoted to estimate the optimal rate of saving and 
investment which is the focal point of the present and previous chapters. In order to 
consider a future dimension, sections (5.5) and (5.6) discuss the predicted optimal 
saving and investment as well as its sensitivity towards changes in the elasticity of 
marginal utility. Finally, the chapter is ended by concluding remarks in section (5.7). 
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(5.2) Estimation of the Parameters of the Model 
In this section, we try to estimate the parameters of the model, i. e. the parameters 
included in the formula of the optimal saving (or investment) rate and consumption rate 
of interest as given by (4-17), (4-17)', (4-20), and (4-21) of chapter four. 
(5.2.1) Capital Elasticity of Output 
The capital elasticity of output, a, can be estimated in an estimation of the Cobb- 
Douglas (C-D) production function of the non-oil sector whose per worker specification 
has already been given in equation (A-6) of Appendix-A and can be rewritten here as 
follows: 
(5-1) Yn = f( kt, ht) = A. ka. hß ; (a +ß<1), 
where yn is the non-oil real output per worker, k is the non-oil real (physical) capital 
stock per worker, h is the human capital per worker as proxied by the secondary school 
enrolment as percentages of population', ß is the elasticity of output with respect to 
human capital, and A is constant representing the state of technology. 
In order to estimate this equation, time series annual data from Appendix-D are 
used and the regression is carried out using MFIT software by Pesaran and Pesaran 
(1991). In this estimation, we follow three steps: Firstly, we estimate the unrestricted 
form of the equation, i. e. using variables in levels rather than in per worker terms, and 
test its homogeneity. Secondly, we discuss some regression problems, in particular, the 
serial correlation and multicollinearity problems. Finally, we estimate the restricted 
equation in per worker terms with a dynamic specification to avoid dynamic mis- 
specification. 
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(5.2.1.1) Primary estimation and testing the homogeneity 
Using, as before, capital letters to denote variables in levels, the unrestricted form 
of (5-1) can be given as follows: 
(5-2) Yn = F(K, H, L) = A. Ka. HR. L'Y 
where L is the labour force in the non-oil sector and y is the labour elasticity of output. 
Empirically, we need to take logs to both sides of (5-2) and use convenient notations. In 
addition, a dummy variable (D) can also be added to the specification to account for the 
special event of changing in power in September, 1969. Therefore, the specification of 
the estimating equation can be as follows: 
(5-3) XZRG = Constant + a. KZRG + (3. HG + y. LZG + 1. D + st 
where XZRG, KZRG and LZG are the logs of the real non-oil GDP, real non-oil 
(physical) capital stock, and labour employed in the non-oil sector, respectively, and 
where HG is the log of the human capital, D is the stated dummy variable, 71 is the 
coefficient of the dummy and et is the disturbance term. It is assumed that the change in 
power has an effect on the first complete year 1970 so that D=1 in 1970 and D=0 
elsewhere. Accordingly, estimating this equation by OLS gives the following result 
(values in parentheses are t-ratios): 
(5-3)' XZRG = 1.497 + 0.606 KZRG + 0.082 HG + 0.138 LZG - 0.152 D 
(1.181) (4.703) (0.669) (0.534) (-2.438) 
R2 = 0.994 DW = 1.414 n= 1966-1991= 26 
From this estimation, all signs are as expected. The coefficient of determination, 
R2, is high which implies that the explanatory variables included in the equation explain 
about 99.4% of the variations in the dependent variable. The elasticity of output with 
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respect to physical capital is significant but those of human capital and labour are not. In 
addition, the estimation passes all the following diagnostic tests (figures are not shown): 
serial correlation, functional form, normality and heteroscedasticity. 
Now, we need to carry out two tests: the first is concerning endogenous growth 
and the second is concerning the degree of homogeneity. The implication of both tests 
were discussed in section (3.6) of chapter three. Concerning the first test, we can 
observe from the estimation in (5-3)' that the sum of the elasticities of physical capital 
and human capital ((x+ß = 0.688) is, intuitively, far less than unity. Formally, however, 
the null H0: a+ß=1 against the alternative H1: a+#1 has been tested using 
Wald-test. At one degree of freedom, we have x2(1) = 9.07 which is very high 
(compared with the tabulated value 3.84 at 05% level of significance and one degree of 
freedom) and implies that the null is rejected. Therefore, according to the present period 
of study data and the specification of production function, there is no evidence of 
endogenous growth in the case of Libya. However, this does not mean that human 
capital has no role but it means that in the long run it is necessary for the economy to 
make some technological advances (along with increases in human capital) to escape 
from diminishing returns (e. g. see Barro and Sala-i-Martin, 1995, p. 212 and Barro, 
1997. p. ix). 
Concerning the second test, we similarly observe from the estimation in (5-3)' that 
the sum of the elasticities ((x+(i+y = 0.826) is less than but close to unity. Formally, 
testing the null H0: a+ß+y=1 against the alternative HI: a+ß+y#1, it has been 
found from Wald-test that at one degree of freedom, we have x2(1) = 1.18 which is very 
low (compared with the tabulated value 3.84 at 05%) and implies that the null cannot be 
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rejected. Consequently, we conclude that the data exhibit constant returns to scale and 
the C-D production function is homogenous of the first degree. 
(5.2.1.2) Serial correlation and multicollinearity 
In spite of the good results indicated above, the estimation given by (5-3)' shows 
two problems: firstly, the DW statistic is somewhat low and secondly, the coefficients 
of labour and human capital are insignificant. The first problem is not necessary due to a 
serial correlation problem but may be due to a dynamic mis-specification2 and will be 
amended later on in subsection (5.2.1.3)3. 
The second problem may be an indicator of the problem of multicollinearity. To 
investigate this problem further, the causes of possible correlation among capital, labour 
and human capital may be explained as follows: 
(1) In circumstances of an oil-based economy like Libya4, physical capital can plausibly 
be viewed to be correlated with the labour employed particularly in an economy 
where the full employment of the labour force is the norm. To illustrate, in the 
Libyan economy there are two sources of labour force: Libyan labour which increases 
mainly due to increases in Libyan population, and foreign labour which immigrates 
according to the requirements of the economy. There is no apparent and involuntary 
unemployment in the Libyan economy. The foreign labour force may be the first to 
be sacrificed because of two reasons: The first, as stated by Moustafa (1979), is that 
the foreign labour decreases as the Libyan labour force grows. The second, and it 
seems a more crucial factor, is the investment expenditure. For instance, when the 
investment expenditure was high, as during the oil boom of the 1970s, a great 
number of foreign workers had been allowed to work in the country whereas when 
the investment expenditure was cut, as in the 1980s due to foreign exchange 
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deterioration, a great number of foreign workers left the country. In short, the labour 
requirement of the economy is correlated with investment expenditure and, hence, 
physical capital. 
(2) Similarly, one can explain how human capital is correlated with physical capital. 
This is evident from the fact that during the oil boom, for instance, where decision 
makers decide for greater investments, they also decide to make more investments in 
human capital by building schools, improving the standard of education and health, 
and hence, increasing the human capital stock. 
In order to investigate the existence of such linear correlation, Table (5-01) shows 
the coefficient of correlation between the variables of equation (5-3)'. As discussed 
above, one can note by reading the first row of the table that there is a strong positive 
correlation between output on the one hand, and physical capital, labour, and human 
capital on the other hand. The second row of the table establishes that physical capital is 
strongly correlated with both labour and human capital. Finally, row three shows that 
labour and human capital are also correlated. Moreover, by running a multiple 
regression among the explanatory variables, it has been found that the coefficient of 
determination is also high: Regressing KZRG on LZG and HG gives (R2=0.991), 
Regressing LZG on KZRG and HG gives (R2= 0.983), and finally, regressing HG on 
KZRG and LZG gives (R2 = 0.985). This, we think, confirms the existence of the stated 
multicollinearity problem. 
Now, what can be done to sort out the problems of multicollinearity5?. We have 
found above that the data exhibit constant returns to scale. Therefore, one solution to 
this problem is to divide all the variables of the equation by the labour variable and re- 
estimate the equation in per worker terms. This can be done in the next subsection. In 
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fact, the advantage of this suggestion is that it is consistent with the approach of the 
present model based on per worker terms and the constant return to scale assumption. 
Table (5-01) 
The Coefficient of Correlation between the Logs of 
Output, Physical Capital, Labour, and Human Capital 
XZRG 
KZRG 
LZG 
XZRG KZRG LZG HG 
1.000 0.996 0.990 0.989 
1.000 0.991 0.993 
1.000 0.986 
(5.2.1.3) Estimation of per worker production function 
Moving on now to estimating (5-3)' in per worker terms as mentioned above, we 
have two justifications; firstly, the model we are testing is based on a production 
function homogeneous of the first degree and that it is confirmed that the data exhibit 
this kind of production function; and secondly, the suspicion of the Multicollinearity 
problem may be treated by using the per worker specification. Before doing that, it 
would be better to describe briefly the methodology applied in such an estimation. 
We start by assuming a first order autoregressive distributed lag specification for 
the equation. The first order, rather than higher order, is assumed on the grounds that 
high order lags can hardly be interpreted in economic terms. The second step is to 
estimate the equation as usual; we use the OLS method. Finally, some restrictions can 
be imposed on some coefficients to produce an economically meaningful estimation. In 
this respect, it is emphasised not to impose zero restriction on the coefficients merely 
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because they are statistically insignificant. Rather, the new specification must have an 
economic meaning. 
Returning now to equation (5-3)', using per worker terms and a first order 
distributed lag, and estimating by OLS, we have obtained the results given below by 
equation (5-4) below. This estimation shows significant and expected signs for all the 
coefficients except that of the lagged per worker human capital which is insignificant 
but with the expected sign. The adjusted R2 is high, DW is insignificantly close to 2 
indicating no dynamic mis-specification and h-statistic is low indicating no 
autocorrelation. 
(5-4) XZLG = 2.828 + 0.360 XZLG(-1) + 0.848 KZLG - 0.619 KZLG(-1) 
(3.634)* (2.124)** (3.775)* (-2.447)** 
+ 0.442 HLG - 0.225 HLG(-1) - 0.131 D 
(2.682)**(-1.374) (-2.600)** 
Adjusted R2 = 0.985 DW = 1.929 h= 0.362 [0.717] n= 1966-91 = 26 
Note: XZLG(-1) stands for one-period lagged dependent variable, figures between 
parentheses are t-ratios. Single star (*) indicates 1% significant, double star (**) 
indicates 5% significance, treble star (***) indicates 10% significance, and no star 
indicates insignificance, i. e. over 10% significance and other notations are as before. 
In order to test the adequacy of the specification of the above regression equation, 
the Lagrange Multiplier (LM) diagnostic tests are carried out. These tests are for serial 
correlation, functional form, normality and heteroscedasticity. The null and alternative 
hypotheses of these tests are as follows: 
(A) LM test of residual serial correlation: 
Hp: Residuals are serially uncorrelated. 
H j: Residuals are serially autocorrelated 
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(B) LM test of functional form: 
H0: Functional form has been chosen appropriately. 
H 1: An inappropriate functional form. 
(C) LM test of normality: 
H0: The residuals are normally distributed, 
HI: The residuals are non-normally distributed 
(D) LM test of heteroscedasticity: 
H0: Homoscedasticity, 
Hl: Heteroscedasticity 
For the test (C), X2-distribution at two degrees of freedom and for other tests we 
use X2-distribution at one degree of freedom. The use of X2-distribution rather than F- 
distribution is because the latter is not always applicable. In these tests, the regression 
equation is well-specified if the null hypothesis cannot be rejected at a certain level of 
significance. However, the rejection of the null implies that the regression equation is 
mis-specified. Using MFIT program, these tests are carried out and the results are shown 
in Table (5-02) from which it can be noticed that all the null hypotheses of the 
diagnostic tests cannot be rejected which means that the estimation passes all the 
diagnostic these tests and the regression equation is well-specified. 
It is clear, therefore, that our choice of the general to specific methodology and our 
transformation of the data variables into per worker terms have produced a good 
estimation. In this respect, it does not seem necessary to impose any restriction on the 
estimated coefficients. For instance, imposing zero restriction on the coefficient of the 
lagged log of human capital worsens the estimation. 
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Now from this estimation, the elasticity of output with respect to the physical and 
human capital can be calculated in the long-run as follows: 
(5-5) a= (al + a2) / (1-1) = (0.848 - 0.619) / (1 - 0.360) = 0.358 
(5-6) ß= (ß1 + 02) / (1-X) = (0.442 - 0.225) / (1 - 0.360) = 0.339 
where (a1, a2,01, P2, A, ) are, respectively, the coefficients of the unlagged physical 
capital, one-period lagged physical capital, unlagged human capital, one-period lagged 
human capital, and one-period lagged dependent variable. 
Table (5-02) 
Diagnostic Tests for the Estimation given by Equation (5-4) 
LM Test Value of X2 Probability 
(A) Serial correlation x2(1) = 0.055 0.815 
(B): Functional form x2(1) = 1.722 0.189 
(C): Normality x2(2) = 3.690 0.158 
D): Heteroscedasticity x2(1) = 0.114 0.735 
Regarding these two estimated long-run elasticities of physical and human capital, 
we notice that the sum (a+ß = 0.697) is almost the same as (0.688) obtained from the 
estimation (5-3)' and, hence, this sum is again far less than unity. It should, however, be 
stated that both a and ß are important in estimating the optimal saving and investment 
rate, s. Though the elasticity of human capital is implicit in the formula of the optimal 
saving and investment rate, as we shall see later, the elasticity of physical capital (a = 
0.358), in particular, is a major component and is explicitly given in the formula of this 
optimal rate as in equations (4-17) and (4-17)'. 
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(5.2.2) The Effective Rate of Depreciation 
The effective rate of depreciation (n+S) consists of two elements; the non-oil 
labour growth rate, n, and the non-oil rate of capital depreciation, S. The latter has been 
estimated in Appendix-C as: 
(5-7) 5=0.059 
The labour growth rate can either be estimated by calculating the average annual 
growth rate or by using regression. The latter approach is preferable and is used here. 
Let Lt be the labour force employed at time `t' and LO be the labour employed at the 
initial year, 1962, then the following exponential formula can be used: 
(5-8) Lt = Lp . en. 
t ý 0,1,..., 29 
'where `e' is the natural number. Transforming this equation into log-linear form, using 
data for labour employed in the non-oil sector from Table (D-18) of Appendix-D, and 
estimating using OLS, we obtain the labour growth rate as: 
(5-9) n=0.044 t-ratio: 19.8 
The effective depreciation rate is the sum of the labour growth rate, n, and the 
depreciation rate 5 so that we have from (5-7) and (5-9) the following estimate: 
. (5-10) (n +S)=0.103 
(5.2.3) Pure Time Preference 
The pure time preference (p) would be better determined, in line with Kula 
(1984), by the survival probability. Therefore, let dt be the crude death rate in year `t', 
and let itt be the annual survival probability. The latter can be calculated as follows: 
(5-11) nt = 1- dt =1- (number of deaths / total population) 
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If N is the number of observations, then the average survival probability, it, can be 
estimated as follows: 
(5-12) n= [Ent ]/N 
In this respect, 27 observations on the crude death rates covering the period 1965- 
1991 are collected as in column (1) of Table (5-03). Using equation (5-11), the annual 
survival probability is calculated as in column (3) of the table. From this column, the 
average survival probability is estimated, using (5-12), as it = 0.993; see the bottom of 
the table. The average survival probability, it = 0.993, is the discount factor between any 
two successive periods. Therefore, one can write it = exp (- p), or equivalently, 
(5-13) p=- In 7c 
Thus, the pure time preference can be estimated as: 
(5-13)' p=- In (0.993) = 0.007 
It is not surprising that p seems very small in magnitude. Kula (1984) estimated 
the average survival probability for two developed countries, USA and Canada as 0.991 
and 0.992, respectively, which according to (5-13) yield pure time preference as 0.009 
and 0.008, respectively. Concerning developing countries, Kula (1986) estimated the 
pure time preference for Trinidad and Tobago at (p = 0.010). 
(5.2.4) The Elasticity of the Marginal Utility of Consumption 
The final, and perhaps the hardest, element we need to estimate in this subsection 
is the elasticity of the marginal utility of consumption (0). This requires, as a first step, a 
specification of the utility function given by equation (4-9). If the elasticity of the 
marginal utility of consumption, as previously assumed, is constant, the specification of 
(4-9) can be written as follows: 
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Table (5-03) 
Calculations of the Average Survival Probability 
(1) (2) (3) (1) (2) (3) 
Year Dt dt Tct Year Dt dt nt 
65 4.4 0.0044 0.9956 79 5.6 0.0056 0.9944 
66 5.6 0.0056 0.9944 80 5.1 0.0051 0.9949 
67 6.3 0.0063 0.9937 81 5.2 0.0052 0.9948 
68 4.9 0.0049 0.9951 82 6.8 0.0068 0.9932 
69 7.3 0.0073 0.9927 83 7.0 0.0070 0.9930 
70 7.6 0.0076 0.9924 84 7.0 0.0070 0.9930 
71 8.1 0.0081 0.9919 85 7.0 0.0070 0.9930 
72 9.2 0.0092 0.9908 86 7.0 0.0070 0.9930 
73 8.7 0.0087 0.9913 87 7.0 0.0070 0.9930 
74 8.1 0.0081 0.9919 88 7.0 0.0070 0.9930 
75 7.0 0.0070 0.9930 89 7.0 0.0070 0.9930 
76 6.9 0.0069 0.9931 90 7.0 0.0070 0.9930 
77 5.9 0.0059 0.9941 91 7.0 0.0070 0.9930 
78 5.6 0.0056 0.9944 Total 26.8187 
Average = it 0.993285 
Source: Department of Statistics and Census (1971,1981,1991). 
Note: Dt in column (1) is the collected per thousand crude death rates, and 
columns (2) and (3) are calculated. (dt = (0.001). Dt) 
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(5-14) 
ut = [a/ (1-e)1. [ct1 -e -1] ;0 :g1,0 >o 
(5-14)' ut = a. In (ct) 0 =1 
where `a' is a constant. Both (5-14) and (5-14)' satisfy the two conditions u'>O and 
u"<O; and for this reason, the value 0=0 has been ruled out because in that case the 
utility function reduces to a linear form. 
Many writers consider that (a=1) since the behaviour of consumers does not 
change by changing this scale. Some writers do not include (-1) in (5-14), see Kula 
(1984, p. 873) and Squire and van der Tak (1975, p. 136). We argue that this may not be 
correct for two reasons: First, the utility function in (5-14) cannot be reduced to that in 
(5-14)' or to any other specific form when 0 approaches unity. Second, if 0 >1, then the 
utility function is negative which is economically not correct. Here, we have followed 
Barro and Sala-i-Martin (1995, p. 64) in including the (-1) in (5-14) but, in this case, the 
specified utility function is no longer homogeneous. It could be homogenous of degree 
(1-0) if the minus unity were not included, but in this case a restriction that 0<0<1 
should be imposed. 
Equation (5-14) satisfies the usual condition that utility per worker increases at a 
decreasing rate as consumption per worker increases. The marginal utility of 
consumption is (u' = a. ct-0) which is clearly a decreasing . 
function. (5-14)' can be 
derived from (5-14) by taking the limit of ut as (0 -ý 1) and its marginal utility is 
(u'=a/ct) which is the same as the previous one when (0 =1). 
The problem of estimating 0 is that it is a subjective parameter which cannot be 
observed, and hence, one needs to find some approximation for it. Unlike the standard 
Ramsey model, it is not possible to conclude from (4-17)' of chapter four any value for 
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s* without previously getting 0 since, as we show in Appendix-E, the optimal non-oil 
relative share [yn/y] in (4-17)' of chapter four depends, among other parameters, on the 
value of 0. Therefore, 0 must be estimated independently. 
In what follows, we discuss the suggested values of 0 as well as the attempts of 
estimating it. Table (5-04) shows a summary of possible different values. 
Table (5-04) 
Values of 0 Estimated or Suggested by Previous Studies 
No. Author (Year) 0 Notes 
1 Pearce (1971) 2.0 Suggested value. 
2 Squire and van der Tak (1975) [0.5,1.5] Suggested range of values. 
3 Giovannini (1985) 2.90 Estimated for Columbia 
4 Giovannini (1985) 2.42 Estimated for Greece. 
5 Kula (1984) 1.89 Estimated for USA 
6 Kula (1984) 1.56 Estimated for Canada 
7 Kula (1986) 1.83 Estimated for Trinidad and Tobago 
According to Squire and van der Tak (1975), and as shown by Table (5-04), one 
may think of a range of values rather than one specific value. In this respect, they 
propose the range (0.5 <0<1.5). This implies that the special case of (5-14)' is taken 
into account, but on the other hand, this suggestion is entirely subjective since there is 
nothing in the suggestion that can prevent 0 from being outside, as well as inside, this 
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range. However, some have suggested that the value of 0 is likely to be above the upper 
limit of this range. For instance, Pearce (1971, p. 44) suggests that (0 = 2.0). 
As an attempt to estimate 0, Giovannini (1985), who addresses the question of 
"whether savings respond positively to changes in the real rate of interest in LDCs", 
estimated the elasticity of intertemporal substitution (1/0) where 0 is, as before, the 
elasticity of the marginal utility of consumption. Giovannini (1985, pp. 201-206) uses 
the following formula to estimate (0): 
(5-15) In [ct+1 /ct l= µ+ (1/0). In [1+rt] 
where ct is the per worker real consumption, rt is the real interest rate defined as the 
nominal interest rate minus the rate if inflation, and µ is defined as t=- In [l+p] /0 <0 
where p is the pure time preference; when significant results were found, (1/0) was, for 
instance, 0.345 for Columbia and 0.413 for Greece which means that their 0 were 2.90 
and 2.42, respectively. 
As another method for estimating 0 in developed and developing countries, Kula 
(1984,1986) estimates 0 for, USA, Canada, and Trinidad and Tobago, and obtained the 
values of these countries shown in Table (5-04). 
In his approach to obtain the above results, Kula divides consumption into food 
and non-food categories. Unfortunately, however, such a classification of consumption 
is not available in our case. Therefore, it is not possible to replicate such an approach 
here. Alternatively, it may not be wrong to expect that our 0 is around the estimated 
values by Kula, particularly since these values include developed as well as developing 
economies. More specifically, if 0 is taken as an average of the above values obtained 
by Kula, we get: 
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Average (0) = 1.760 with standard deviation (S. D) = 0.176 
If this average value is allowed to change by ±2S. D. units, i. e. by ±2x0.76, then we can 
have: 
(5-16) 1.408 <0<2.112 
(5.3) Capital and Consumption Growth Rates and Non-oil Share 
In this section, we estimate the growth rates of per worker capital stock and 
consumption and the non-oil relative share in GDP which are the variable components 
included explicitly in the formula of the saving and investment rate given by the formula 
in (4-17). For comparison purposes, we estimate optimal and actual growth rates but, 
however, we use only the optimal growth rates in our application of the formula (4-17). 
These optimal growth rates are determined endogenously in the model as shown in 
chapter four by equations (4-18) and (4-19). 
Since the estimations of the optimal growth rates of capital and consumption per 
worker and the non-oil relative share are long, they are provided in Appendix-E. In this 
section, therefore, only the final results are discussed. 
(5.3.1) Growth Rate of Per Worker Capital 
As a starting point, we examine the actual growth rate of capital to see to what 
extent it is fluctuating. For this purpose, an exponential formula like that given in (5-8) 
is adopted. Using data for real capital stock in the non-oil sector from Table (C-2) in 
Appendix-C and non-oil labour from Table (D-18) in Appendix-D, and using the OLS 
method, the growth rates of per worker capital stock in the non-oil sector (Gk) can be 
estimated in three periods, namely: 1962-91,1971-91, and 1982-91 as in Table (5-05). 
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Table (5-05) 
Estimation of the actual Growth Rate of 
Per Worker Capital Stock in the Non-oil Sector 
Period No. of observations (Gk) T-ratio 
1962-1991 
1971-1991 
1982-1991 
30 0.075 
21 0.064 
10 0.006 
22.5 
10.6 
0.76 
It is clear, from the table, that there have been considerable fluctuations in the 
growth rates of the actual capital stock per worker. One important reason underlying 
these fluctuations is the effect of the oil activity. During the oil boom of the 1970s, 
investment expenditure was high relative to the two decades before and afters. 
Now, in order to estimate the optimal growth rate of per worker capital stock 
(Gk), the formula given by (4-18) has been estimated in Appendix-E and the final result 
is given in Table (5-06) below. From this Table, it can be noted that Gk is declining 
over time. The annual average optimal growth rate is 4.9% for the whole period. 
(5.3.2) Growth Rate of Per Worker Consumption 
Similar to the previous subsection, both the actual and optimal growth rate of per 
worker consumption (Gc) are estimated. The estimation of the actual (Gc) is 
particularly important as it can be used in estimating the social time preference, i. e. the 
consumption rate of interest (CRI). As in the case of capital, an exponential formula like 
(5-8) is used to estimate the actual growth rate (Gc) of the total (i. e. private plus public) 
per worker consumption. 
144 
Table (5-06) 
Optimal Growth Rates of Capital and Consumption Per 
Worker (Gk and Gc) and the Optimal Non-oil Relative Share (sh) 
(at given levels of per worker oil GDP and per worker human capital) 
Year Gk Ge sh 
1965 0.269 0.028 0.277 
1966 0.201 0.024 0.266 
1967 0.153 0.021 0.279 
1968 0.118 0.016 0.229 
1969 0.090 0.013 0.220 
1970 0.060 0.009 0.190 
1971 0.057 0.010 0.287 
1972 0.046 0.009 0.313 
1973 0.038 0.007 0.315 
1974 0.037 0.009 0.443 
1975 0.032 0.008 0.475 
1976 0.025 0.006 0.432 
1977 0.022 0.005 0.436 
1978 0.019 0.005 0.454 
1979 0.017 0.004 0.461 
1980 0.016 0.004 0.523 
1981 0.016 0.005 0.647 
1982 0.014 0.004 0.647 
1983 0.013 0.004 0.670 
1984 0.012 0.004 0.707 
1985 0.010 0.003 0.684 
1986 0.009 0.003 0.673 
1987 0.010 0.004 0.784 
1988 0.009 0.003 0.813 
1989 0.008 0.003 0.856 
1990 0.007 0.003 0.810 
1991 0.006 0.002 0.784 
Average: 0.049 0.008 0.507 
Source: Appendix-E, Table (E-10). 
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As we are using labour employed in the non-oil sector, the per worker 
consumption is measured in terms of units of consumption per worker employed in the 
non-oil sector. From data in Tables (D-2) and (D-18) in Appendix-D and applying the 
OLS method for different periods of time, the rates of growth (Gc) are estimated as in 
Table (5-07). The table shows also, for the purpose of comparison, the growth rates of 
consumption per worker when labour are defined for the whole economy. The growth 
rates of per worker consumption using `total' labour are not different from those based 
on `non-oil' labour. The reason is that the growth rates of the whole economy labour 
force and the non-oil sector labour force are almost the same. Therefore, we continue to 
use the non-oil labour for per worker consumption, as well as for any other variable. 
Table (5-07) 
Estimation of the Actual Growth Rate of Per Worker Consumption 
No. of Using Non-oil Labour Using Total Labour 
Period observations Gc T-ratio Gc T-ratio 
1965-1991 27 0.055 7.87 0.055 7.89 
1971-1991 21 0.031 3.55 0.032 3.56 
1982-1991 10 -0.046 -5.15 -0.046 -5.20 
As is evident from Table (5-07), the per worker consumption growth rate is 
different from one period to another. The reason for the negative growth in the recent 
period is the tight policy followed since 1982 where imports have been reduced to cope 
with the deterioration in oil revenues and hence the stagnation of GDP9. 
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If one figure of the per worker growth rates is to be used for the purpose of 
constructing the CRI, the growth rate 0.031 in Table (5-07) seems to be the most likely 
sustainable growth rate of consumption per worker. 
The justification of this choice is based on the fact that this figure has been 
extracted from the most recent, and sufficiently long, time series and that it avoids the 
period covering the start of economic development in the 1960s where the growth rate 
of consumption was high because of the low initial level of consumption. 
The estimated growth rate of per worker consumption in Libya can now be 
compared with the same in some other countries. For instance, Kula (1984, p. 874) 
estimated that growth rate for USA and Canada as 0.023 and 0.028, respectively, which 
are somewhat less than that for Libya. However, Libya as a developing country is 
expected, in general, to have greater rate of growth of per worker consumption 
compared with advanced economies. 
Now, moving on to the optimal growth rate of consumption per worker (Gc), 
equation (4-19) of chapter four has been estimated numerically as in Appendix-E and 
the final result is listed in Table (5-06) above. It may be noted that this optimal growth 
rate (Gc) is very small and declining until it approaches zero at the steady state as 
expected theoretically. The annual average optimal growth rate is (0.8%) which is also 
very small. The reason for this low growth rate is that the initial per worker 
consumption is high and close to the steady state level so that it cannot grow rapidly 
within the period of convergence. Unlike the initial per worker capital, the initial per 
worker consumption is endogenously estimated as an optimal rather than actual level 
according to equation (B-62) in Appendix-B. The estimated optimal initial consumption 
per worker is (co = 4036.4) while the actual is (ca0 = 1117.2). However, the small 
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growth rate is in per worker rather than in aggregate terms; given that the labour growth 
rate is 4.4%, the optimal growth rate of aggregate consumption is 4.4%+0.8% = 5.2% 
which is not small. 
(5.3.3) Non-Oil Relative Share 
The non-oil relative share, as stated, is a component in the formula of the saving 
rate as in equations (4-17), (4-17)', and (4-20). Such a relative share should also be 
estimated under the condition of optimality. That is, given the actual per worker oil 
GDP and per worker human capital, the model is solved for the per worker non-oil 
GDP, denoted by yn, and, hence, such a relative share can be obtained. This has been 
done in section (E. 6) of Appendix-E and the final results are given in Table (5-06) 
above. It may be noted that this optimal non-oil relative share is generally increasing 
over time. 
(5.4) Estimation of the Optimal Saving and Investment Rate 
The Above estimates of the parameters of the model as well as the actual and 
optimal growth rates and optimal non-oil relative share can now be used for estimating 
the (actual) social time preference, or the consumption interest rate, CRI, optimal (non- 
steady state) saving and investment rate, s, the ratio of saving and investment to the non- 
oil GDP, denoted by sI, and to the oil GDP, denoted by s2, and the optimal steady state 
saving and investment rate, s*. 
148 
(5.4.1) Social Time Preference 
It seems important to estimate the (actual) CRI to get an idea about the actual 
behaviour of the economy and see, as discussed in subsection (4.3.8) of chapter four, 
whether the economy is more concerned with growth or with consumption. 
Accordingly, actual CRI has been estimated using (4-21) for both periods (1965-91) and 
(1971-91). It is estimated at three levels: lower, middle, and upper levels according to 
the three levels of the elasticity of the marginal utility of consumption given by (5-16). 
The results are shown in Table (5-08) from which some conclusions can be drawn: 
Table (5-08) 
Estimation of the (Actual) Social Time Preference 
for the range (1.408 <0<2.112) 
Description Lower Middle Upper 
Elasticity of marginal utility (0). 1.408 1.760 2.112 
Pure time preference (p) 0.007 
Growth Rate (Gc): Period (65-9 1) 0.055 
Period (71-91) 0.031 
Social time preference (CRI): Period (65-91) 0.084 0.104 0.123 
Period (71-91) 0.051 0.062 0.072 
0 CRI is high in accordance with Squire and van der Talc (1975) range discussed in 
subsection (4.3.8) of chapter four. Therefore, it may be concluded that the Libyan 
economy is more concerned with consumption than with growth and investment. 
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" For the period 1971-91, the low and upper values of CRI are 0.051 and 0.072, 
respectively, which are close to the middle value, 0.062, i. e. the upper and lower 
values of CRI are about ±0.01 only from the middle, and hence, one can be more 
confident of using the assumed value of the elasticity of the marginal utility of 
consumption. 
" Moreover, Table (5-09) below gives a comparison of the estimated values and 
components of CRI during (1971-91) in Libya and some other countries, as obtained 
by Kula (1984,1986). This shows that, in general, the Libyan CRI is not small. 
Table (5-09) 
Comparison of the Components of the 
Obtained Values of CRI with those Obtained by Kula (1984,1986) 
Pe dk CRI 
USA 0.009 1.89 0.023 0.053 
Canada 0.008 1.56 0.028 0.052 
Trinidad and Tobago 0.010 1.83 0.028 0.062 
Libya (c /c: 1965-91) 0.007 1.76 0.055 0.104 
Libya (c /c: 1971-91) 0.007 1.76 0.031 0.062 
(5.4.2) How Much Should be Invested out of the Non-oil GDP? 
The optimal saving and investment rate has been defined as a ratio, s, of the 
optimal saving and investment to the optimal GDP, formulated as in (4-17) and 
empirically estimated as in Table (5-10) below. From this definition, one can also define 
and estimate the optimal saving and investment as a ratio (sl) of the (optimal) non-oil 
GDP or as a ratio (s2) of the (actual) oil GDP. The importance of sl and s2 is that they 
give us information about how much should be saved and invested out of the (optimal) 
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non-oil GDP and out of the (actual) oil GDP, respectively. However, s1 and s2 do not 
imply any sort of allocation of GDP into oil and non-oil sectors; they merely imply that 
the optimal rate of saving and investment (s) can be expressed in terms of (sl) and (s2). 
The formula for (s 1) and (s2) can be as follows'0. 
(5-17) sl=s/ sh and s2 =s/ (1 - sh) 
where (sh) is the non-oil relative share in GDP, i. e. (sh = yn/y) in (4-17) and (4-17)'. 
The ratios s1 and s2 can be calculated using (sh) from Table (5-06) and (s) from column 
(4) of Table (5-10). 
It can be noted that as (sh) -9 1, s1 -ý s (the case of non-oil economy). Therefore, 
the ratio (sl) can also be looked at simply as (s) in (4-17) with non-oil relative share 
equals unity. Columns (1)-(2) in Table (5-10) show this optimal ratio (sl) compared 
with the actual one and both are graphed in Figure (5-01). The following comments can 
be made: 
" Libyan economy should have saved and invested the optimal ratio of saving and 
investment to the non-oil GDP, i. e. sl, as shown in column (1) of Table (5-10) and 
the indicated curve in Figure (5-01). 
" This optimal ratio (s I) starts at 83.4% in 1965 and was declining sharply to 40.0% in 
1974 and then started to decline slowly until it arrived at 34.2% in 1991 and the 
curve became almost horizontal during the period 1974-91. The reason for this sharp 
decline is that in the beginning of economic development in 1965, the initial capital 
per worker was relatively very small and, given the existence of the oil sector, the 
amount saved and invested was relatively large so that the growth rate of capital per 
worker was high in the beginning; see Table (5-06). As time goes by, and again given 
the oil resource, the growth rate of capital per worker declines. In contrast, the 
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growth rate of per worker consumption is both small and slow in its decline so that 
the behaviour of the curve is dominated by the growth rate of capital per worker. On 
average, the economy should have allocated 42.6% of its non-oil GDP to saving and 
investment. The rest of the non-oil GDP plus oil GDP should have been consumed. 
" Looking at the issue from the actual oil GDP viewpoint, column (3) of Table (5-10) 
shows that the optimal saving and investment as a ratio of the (actual) oil GDP, 
denoted by (s2), started at 32.0% in 1965 and decreased to 10.9% in 1970 after which 
it was fluctuating and generally increasing until it reached 71.5% in 1986 and 205.6% 
in 1989 after which it decreased to 124.1% in 1991. The figure 71.5% for 1986 
means that the economy should have saved and invested 71.5% of the actual oil GDP 
in that year and consumed the rest (28.5%) plus the non-oil GDP. In the late 1980s 
when oil revenues deteriorated, the optimal saving and investment were greater than 
the oil GDP; for instance, in 1989, it was optimal to save and invest an aggregate 
level equal to more than twice the oil GDP, i. e. 205.6%. This level could have been 
financed partly by oil GDP and partly by the non-oil GDP. On average, the economy 
should have allocated 59.1% of its oil GDP to saving and investment. The rest of the 
oil GDP plus non-oil GDP should have been consumed. 
" For the purpose of comparison, Table (5-10) and Figure (5-01) show also the ratio of 
the actual amount saved and invested to the non-oil GDP. It is clear that this ratio 
was very low in the beginning and did not have an important increase until 1972 
when it increased to about its optimal level. However, the actual ratio increased over 
its optimal level during the oil boom of the 1970s, specifically during 1973-1983, and 
then declined below the optimal level during 1984-1986 which may be explained by 
the effect of oil revenue deterioration. Since 1986, the actual ratio was almost 
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constant; that is, the economy was allocating a constant fraction, around 20%, of the 
non-oil GDP for saving and investment. 
" In addition, Figure (5-01) shows the optimal non-oil relative share of GDP. at the 
actual oil GDP as given in Table (5-06) above. Except for the period 1965-70, it is 
clear that the curve is increasing in general which reflects, at least partly, the growth 
of the non-oil GDP. In other words, the increase in the optimal non-oil relative share 
can be explained by either an increase in the optimal non-oil GDP, a decrease in the 
(actual) oil GDP or both. If both oil and non-oil GDP are growing and at the same 
time the non-oil relative share is increasing, then this implies that the non-oil GDP is 
growing faster. 
(5.4.3) Optimal (Non-Steady State) Saving and Investment Rate 
The optimal saving and investment rate, as given by (4-17), can be estimated as in 
Table (5-10) and Figure (5-02). Graphically, the optimal saving and investment rate 
behaviour is the outcome of combining two factors: (1) the declining ratio of the 
optimal saving and investment to the non-oil GDP, sl, and, (2) the generally increasing 
optimal non-oil relative share for a given per worker oil-GDP, sh, as shown in Figure 
(5-01) and as discussed in subsection (5.4.2). Therefore, the sharp decrease in the 
optimal saving and investment rate during 1965-1970 as shown in Figure (5-02) can be 
explained in the light of the formula (4-17) by two factors: 
" The first is the decline in the optimal ratio of the amount of saving and investment to 
the non-oil GDP, which was due to a major decline in the growth rate of per worker 
capital stock as explained in the previous subsection and, 
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Table (5-10) 
Gross Saving and Investment Rates (%) 
sl s2 S 
(1) (2) (3) (4) (5) (6) 
Year Optimal Actual s2 Optimal Actual Depreciation 
1965 83.4 25.5 32.0 23.1 08.1 02.5 
1966 71.8 36.3 26.0 19.1 10.1 02.3 
1967 62.5 41.2 24.2 17.5 12.0 02.4 
1968 57.3 35.9 17.0 13.1 08.8 01.9 
1969 52.1 30.6 14.7 11.5 06.6 02.0 
1970 46.5 27.6 10.9 08.8 05.5 02.3 
1971 45.0 41.6 18.1 12.9 10.6 02.8 
1972 42.7 49.7 19.4 13.4 15.2 02.9 
1973 41.1 63.6 18.9 13.0 18.3 02.9 
1974 40.0 70.4 31.8 17.7 29.9 04.0 
1975 39.0 60.6 35.2 18.5 27.9 04.8 
1976 38.0 58.2 28.9 16.4 24.9 05.0 
1977 37.4 53.7 29.0 16.3 23.7 05.6 
1978 36.9 50.4 30.7 16.8 24.0 06.3 
1979 36.4 52.2 31.1 16.8 25.0 06.7 
1980 36.2 51.5 39.6 18.9 28.8 07.3 
1981 35.8 49.8 65.7 23.2 34.7 08.8 
1982 35.5 40.7 65.1 23.0 27.8 09.9 
1983 35.3 34.9 71.8 23.7 24.3 11.3 
1984 35.1 32.9 84.6 24.8 23.6 13.0 
1985 34.9 22.4 75.7 23.9 16.0 12.4 
1986 34.8 17.9 71.5 23.4 12.3 12.8 
1987 34.8 20.7 126.0 27.2 16.4 15.1 
1988 34.5 20.2 150.3 28.1 16.4 15.5 
1989 34.5 19.5 205.6 29.5 16.7 15.8 
1990 34.3 19.3 146.7 27.8 15.7 14.5 
1991 34.2 20.4' 124.1 26.8 16.1 13.1 
Average: 42.6 38.8 59.1 19.8 18.5 07.6 
Note: (s) is the optimal saving rate as given by (4-17) and sl and s2 are as defined by 
(5-17). Source: Appendix-E, Table (E-11) for (s) and then s1 and s2 are calculated 
using (s) and (sh) from Table (5-06). Actual (s) and (sl) are from data on Appendix-D. 
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Figure (5-01) 
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" The second is the decline in the optimal non-oil relative share in GDP as shown in 
Figure (5-01). This is because the non-oil relative share is a multiplicative factor in 
the formula of the saving and investment rate given by (4-17). 
Since 1970, the behaviour of the optimal saving and investment rate has mainly 
been following the pattern of the behaviour of the optimal non-oil relative share. This 
can be clear by noticing that the optimal non-oil relative share has fast increases in 
general; meanwhile, the optimal ratio of the amount of saving and investment to the 
non-oil GDP is decreasing slowly and is almost constant; see Figures (5-01)-(5-02). 
Similar to the previous subsection, Table (5-10) and Figure (5-02) show also the 
actual saving and investment rate so that it can be compared with the optimal one. This 
will be discussed in greater detail in chapter six. In addition, column (6) of Table (5-10) 
and Figure (5-02) show also the ratio of the estimated depreciation to the real GDP at 
market prices. The purpose of this information is to understand the fraction of GDP 
which goes to the depreciation and which, when subtracted from the saving and 
investment rate, `s', gives the net saving and investment rate. 
From Figure (5-02), it is clear that the actual amount saved and invested since 
1986 has been too small to bring about any net investment. This emphasises the 
importance of following an optimal investment policy. For example, if an optimal 
investment policy were followed during 1986-91, there would be a reasonable net 
investment represented by the vertical difference between the curve of depreciation ratio 
to GDP and the curve of the optimal investment rater i 
In general it can be noted from the last row of Table (5-10) that the annual average 
optimal gross saving and investment rate during 1965-91 is about 19.8% whereas the 
actual is about 18.5% and both are including 7.6% as depreciation. 
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One may conclude from these figures that so far as the actual rate is close to the 
optimal one, all is well. However, it is not the average figures which are important but, 
rather, the pattern and the distribution of the figures over the whole period 1965-91. In 
addition, it does not seem that the model always produces an optimal saving and 
investment rate which, on average, can be equal to the actual one. The reason why it 
does not seem to be the case is that the optimal saving and investment rate is 
determined, as in (4-17), by a set of variables and parameters (such as the growth rates 
of per worker capital and consumption, non-oil relative share, labour growth rate, the 
elasticity of the marginal utility of consumption, and the pure time preference) which are 
uncorrelated with the formula of the simple arithmetic average of the actual investment 
rate. In fact, the behaviour of the optimal saving and investment rate is not simple as 
will be seen in subsection (5.4.5) below. 
Now, it may be useful to compare the above results with some recent international 
indicators. Table (5-11) shows (actual) investment rates in a sample of developing and 
developed countries for two years (1980 and 1995). It is clear that these rates are 
fluctuating among countries. In developed countries, the table shows investment rates 
between 16% (UK and USA in 1995) and 32% (Japan 1980). The latter has also the 
highest investment rate (29%) in 1995. In developing countries, however, the table 
shows rates between 17% (Egypt 1995) and 38% (Indonesia 1995). Therefore, the 
investment rate for all the stated countries lies in the range (16% - 38%). 
Although one cannot conclude from these rates any specific investment rate which 
can be judged as the best for Libya, the optimal investment rate obtained using the 
Ramsey-type model for Libya lies, since 1974, in the international range (16% - 38%). It 
was below this range before 1974 because the oil relative share in GDP was high. 
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Accordingly, if Libya is capable to invest any amount, it has now become clear 
that it should invest the optimal one which satisfies the economic conditions of the 
Libyan economy rather than deciding arbitrary amounts of investment determined 
according to non-economic reasons. 
Table (5-11) 
Percentage Ratios of Gross Domestic Investment to GDP 
(for 15 Developed and Developing Countries in 1980 and 1995) 
No. Country 1980 
1 Austria 28 
2 France 24 
3 Italy 27 
4 Japan 32 
5 Netherlands 22 
6 UK 17 
1995 
27 
18 
18 
29 
22 
16 
7 USA 20 16 
............................................................................. ....... _................................... _...... _........................... _.......... ........ _. _............. 
8 Brazil 23 22 
9 Egypt 28 17 
10 Indonesia 24 38 
11 Iran 30 29 
12 Korea 32 37 
13 Nigeria 22 ... 
14 Saudi Arabia 22 20 
15 Libya 29 16* 
Sources: [1] Rows (1-14): The World Bank (1997) "World Development Indicators: 
1997, " Washington, Table (4.12), pp. 174-76 and [2] Row (15) is from Table (5-10). 
* 1991 figure as that of 1995 is not available. 
Note: See Table (2-09) for the criterion of selecting these countries. 
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(5.4.4) Optimal (Steady State) Saving and Investment Rate 
It has already been indicated theoretically in chapter three that the steady state 
saving and investment rate in the Solow-Swan model does not necessarily imply that it 
is optimal. In contrast, the Ramsey-type model we are concerned with produces an 
optimal steady state. Using the above estimated parameters, the optimal steady state 
saving and investment rate (s*) given by (4-17)' can be calculated as a constant (0.335) 
multiplied by the optimal non-oil relative share for given per worker oil-GDP and per 
worker human capital. In 1991, for instance, this relative share is 0.784 as in Table (5- 
06) so that the optimal steady state saving and investment rate is 26.3% (= 
0.784x0.335x100). Therefore, the behaviour of this steady state rate is exactly the same 
pattern as the optimal non-oil relative share shown in Figure (5-01). 
It would be indicated here that the steady state optimal saving and investment rate 
is, theoretically, a long-run concept. That is, at any point of time such as the year 1991, 
the steady state saving and investment rate calculated at 26.3% does not necessarily 
mean that it is the rate of 1991; rather, it means the rate some time in future. It 
represents the rate of 1991 if and only if the economy is already in the steady state. 
Consequently, the steady state saving and investment rate does not, in general, judge the 
present saving investment policy. Such a policy can better be judged by the optimal 
(non-steady state) saving and investment rate discussed in the previous subsection 
(5.4.3); for details, see the theoretical discussion of Figure (A-1) in Appendix-A. 
However, it has been found in the present study that the Libyan economy is fluctuating 
around the steady state since 1981 as can be shown in subsection (5.4.6) below. This 
implies that the steady state optimal saving and investment rate is approximately 
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representing the present optimal saving and investment rate but it is more accurate to 
use the optimal non-steady state rate. 
(5.4.5) The Behaviour of the Optimal Saving and Investment Rate 
Generally speaking, the behaviour of the optimal saving and investment rate, st, in 
a Ramsey type model is complex and ambiguous since there are many conflicting 
factors which affect such a behaviour; Barro and Sala-i-Martin (1995, pp. 77-79). In an 
attempt to get some insights in this respect, Barro and Sala-i-Martin (1995, pp. 77) 
distinguish two effects on st, which are the income effect and the intergenerational 
substitution effect. 
Income effect (st increases): 
As the economy is below its steady state, then the growth rate of capital per 
worker is positive and the capital is deepening so that output per worker, or labour 
productivity, increases through the production function. Consequently, per worker 
income increases and, hence, the average propensity to save. This most likely leads to an 
increase in the saving rate and, given appropriate fiscal and monetary policies, this leads 
also to an increase in the investment rate. 
To illustrate more, in an economy with a low level of income, most of its income 
is consumed, i. e. the average and marginal propensity to consume are relatively high and 
the average and marginal propensity to save are relatively low. As the economy 
develops, its output grows and the average propensity to save, i. e. the saving rate, is 
getting higher. That is, as incomes become higher, people can have more available 
income to save. 
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An intergenerational substitution effect (st decreases): 
If capital per worker increases as in the case of income effect, then the marginal 
productivity of capital decreases. This causes the rate of return on capital to fall and the 
incentives to invest decrease. In this case, the consumption rate of interest becomes 
higher so that people will be more concerned with consumption rather than with 
investment. The outcome is that the rate of saving and investment decreases. 
The net effect of these two factors on the behaviour of saving and investment rate 
is, therefore, ambiguous. Barro and Sala-i-Martin (1995, pp. 77-79,89-90) provide a 
formal illustration of this ambiguity by deriving a formula for the growth rate of 
consumption/output ratio. However, since the Ramsey-type model for Libya as 
presented in this and previous chapters is different from the standard Ramsey model, we 
have derived the growth rate of the consumption/output ratio including human capital 
and oil resource as well as other factors and parameters included in the standard Ramsey 
model. The result obtained is as follows: 
(5-18) (z/z) = (ä/a) - 
+ (1/a). fk(k, h). [(a / 0) - st] 
- [1/a)][n+S+p]. [(a/9) - s*] 
where z: is the consumption/output ratio, a: is the non-oil relative share in GDP, st: is 
the optimal saving and investment rate and other variables are as before. Comparing this 
formula with the standard one presented by Barro and Sala-i-Martin (1995, p. 89), it 
may be noted firstly that our formula includes 'st' rather than `z' in the right-hand side 
161 
of equation (5-18). Secondly, if the non-oil relative share is unity and the human capital 
per worker is constant or does not exist, then this formula converts to the standard one 
as a special case if we let (st=l- zt). 
Equation (5-18) says that the marginal productivity of capital, the growth rate of 
the non-oil relative share and the steady state saving rate have a positive effect on `z' 
and hence reduce the optimal saving and investment rate. The opposite is the case 
concerning the rest of the variables and parameters. 
According to this brief discussion, it seems better to investigate the behaviour of 
the saving and investment rate empirically given the estimated parameters of the model. 
This, though restricted by data, can give some important insights into such behaviour, at 
least, for the economy under consideration. From the previous subsections, the 
behaviour of the saving and investment rate can be summarised as follows: 
" The non-oil case (or the standard) steady state saving and investment rate is constant 
and is represented, once it is occurred, by a horizontal line. 
" The (adjusted) steady state saving and investment rate as in equation (4-17)' is, 
however, a non-constant rate because it includes the non-oil relative share 
component. It is increasing or decreasing if the optimal non-oil relative share at given 
per worker human capital and per worker oil GDP is increasing or decreasing, 
respectively. Since the per worker optimal non-oil GDP is affected at the steady state 
by per worker human capital and since the per worker oil GDP is exogenous, both of 
the non-oil and oil GDP per worker are changing at the steady state. Therefore, the 
steady state non-oil relative share increases if the per worker oil GDP decreases or 
increases by a lower growth rate than the per worker non-oil GDP. The share, and 
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hence the adjusted steady state saving and investment rate, decreases if the per 
worker oil GDP grows faster than the per worker non-oil GDP. 
" The (non-steady state) optimal saving and investment rate is ambiguous since, as 
discussed in subsection (5.4.3), it depends on two seemingly opposite factors: firstly, 
the adjustment factor (i. e. the non-oil relative share) and, secondly, the growth rates 
of the per worker capital and consumption. The resulting behaviour depends on 
which factor is stronger. 
(5.4.6) The Speed and Period of Convergence 
In the previous subsections, it may be noted that starting from the year 1965, the 
optimal growth rates of per worker capital and consumption drop to zero very quickly. 
More formally, the speed of convergence by which the economy converges to its steady 
state seems to be high. When the speed of convergence is high, the long run becomes 
practically short. In order to estimate the period of convergence, we may think of two 
approaches as follows: 
[1] Marginal productivity of capital: 
As in equations (E-7) and (E-7)' of Appendix-E, the economy converges to its 
steady state when the marginal productivity of capital (MPK) equals the sum of the 
effective depreciation rate and the pure time preference (n+S+p). Given the above 
estimated Cobb-Douglas production function, MPK is obtained as in Table (5-12) and 
Figure (5-03). The figure shows also the horizontal line (n+S+p) = (0.110). It is clear, 
therefore, that the economy arrived at its steady state in 1981 and stayed fluctuating 
around it until 1990 after which MPK increased slightly. 
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Table (5-12) 
Marginal Productivity of Capital in the 
Non-oil Sector 
Year fk(k, h) Year fk(k, h) Year fk(k, h) 
65 0.201 74 0.165 83 0.107 
66 0.197 75 0.147 84 0.105 
67 0.190 76 0.138 85 0.104 
68 0.180 77 0.130 86 0.105 
69 0.174 78 0.121 87 0.105 
70 0.142 79 0.119 88 0.109 
71 0.176 80 0.118 89 0.112 
72 0.168 81 0.114 90 0.114 
73 0.165 82 0.109 91 0.117 
Figure (5-03) 
Marginal Productivity of Capital in the 
Non-oil Sector 
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This implies firstly that the economy converged in 16 years (1981 minus 1965) 
which is a relatively short period and reflects the fact that the speed of convergence is 
very high. Secondly, the fluctuation around the steady state during the ten years 1981- 
1991 means that the effects of the two exogenous variables, i. e. per worker human 
capital and per worker oil GDP, are not strong enough to push the economy far away 
from its steady state. 
This may imply that given a per worker oil GDP, human capital and physical 
capital should accumulate and at the same time some technological advances should (at 
least in the long run) occur, to bring the economy to higher levels of growth as we shall 
see in section (5.5) below. 
[2] Absolute Eigenvalue: 
In the present Ramsey-type model and as in section (B. 6) of Appendix-B, the 
speed of convergence can be measured by the absolute value of the eigenvalue (%2), i. e. 
X=- X2. As in equation (B-64) of Appendix-B, the time required for convergence can 
be given as follows: 
(5-19) T=- (1/A. ). ln [1- P(T) ]; X_- X2 >0 
where P(T) is the percentage of achievements of convergence (0< P(T) < 1). It may 
be noted that the right-hand side of (5-19) must be positive and that the greater the speed 
of convergence (A), the shorter the period required for convergence (T). The parameter 
(A2) is estimated in Table (E-3) of Appendix-E at different levels of per worker human 
capital and per worker oil resource. Accordingly, the speed of convergence (A) takes the 
following pattern: Starting at 0.173 in 1965 it rises to 0.227 in 1970 then declines to 
0.097 in 1989 after which it slightly rises to 0.106 in 199112. This means that the general 
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pattern of ? is that it is declining which means that as time goes by, the period of 
convergence (T) becomes longer. 
For simplicity, however, let us assume that ? is fixed at its average value so that 
the speed of convergence during 1965-91 was on average about 0.146 or 14.6% which is 
also high. Now, X=0.146 is used to calculate the convergence period (T). From (5-19), 
it can be noted that as time (T) goes to infinity, P(T) goes to unity. Therefore, to get 
practical results we assume that P(T) is less than unity. Let P(T)=0.80 and P(T) =0.90, 
then from (5-19) we have (T = 11) and (T = 16) years, respectively. That is, the 
economy achieves 80% of convergence in 11 years and 90% in 16 years. The latter is 
close to the result obtained in approach [1] above. 
(5.5) Future Optimal Saving and Investment Rate 
So far, this chapter has attempted to answer the two questions about the 
determination of the optimal saving and investment rate and its behaviour. In this 
section, we try to answer the question of the future saving and investment rate for Libya. 
In this respect, one simple answer might be to save and invest the steady. state 
saving and investment rate, estimated above as 26.3%, because it is a long run figure. 
However, this rate is very close to the optimal (non-steady state) rate of 26.8% as shown 
in Table (5-10). The reason for this almost equality is that the economy has been 
fluctuating since 1981 around the steady state. The source of the fluctuation, according 
to this model, is the changes in the exogenous variables, namely oil resources and 
human capital. Though both are exogenous, the accumulation of human capital is more 
important than the extraction of oil because the latter is exhaustible (non-renewable) 
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while the former is supposed to be permanent. However, human capital is much more 
costly than oil and is not easy to be accumulated. As time goes by, therefore, the country 
should use a part of GDP, i. e. oil and/or non-oil GDP, to accumulate human capital. 
As stated in section (E. 3) of Appendix-E, one characteristic of the present model 
is that the `optimal' steady state point is not very restrictive since it can be pushed 
forward by increasing the per worker human capital. In Appendix-F, it is assumed that 
per worker human capital, as proxied by the percentage secondary school enrolment of 
population, is assumed to increase from its initial value in 1991 (h0=4.857) to four new 
values (labelled hl, h2, h3 and h4) representing 25%, 50%, 75%, and 100% increments 
of the initial value as in Table (5-13). 
Table (5-13) 
Assumed Future Values of the Per Worker Human Capital (h) 
Level of (h) 
Change in (h) 
Value of (h) 
h0 hl h2 h3 h4 
0.00 0.25 0.50 0.75 1.00 
4.857 6.071 7.286 8.500 9.714 
However, this assumption does not imply any specific timing of such a growth in 
the per worker human capital. All that is assumed is that the per worker human capital 
can grow in future which is quite practical and, hence, it is left to the decision-makers 
and actual events to decide the timing. Accordingly, it has been shown in Appendix-F 
that the model is capable of tracing the effect of growing human capital on physical 
capital accumulation and output growth which, in turn, leads to the behaviour of the 
future optimal non-oil share in GDP; see Table (5-14) below, and the optimal saving 
and investment rate; see Table (5-15) and Figure (5-04) below. It is clear from the table 
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and graph that the greater the human capital, the higher the optimal saving rate required 
for the economy to accumulate and grow towards the new steady state point. 
Table (5-14) 
Predicted Optimal Share of Non-oil Output in GDP (%) (1991-2001) 
Year t h0 hl h2 h3 h4 
1991 0 78.2 79.4 80.4 81.2 81.9 
1992 1 78.2 79.6 80.6 81.5 82.2 
1993 2 78.3 79.7 80.8 81.7 82.4 
1994 3 78.3 79.8 80.9 81.8 82.6 
1995 4 78.4 79.9 81.0 82.0 82.8 
1996 5 78.4 79.9 81.2 82.1 83.0 
1997 6 78.4 80.0 81.3 82.3 83.1 
1998 7 78.5 80.1 81.3 82.4 83.2 
1999 8 78.5 80.1 81.4 82.5 83.3 
2000 9 78.5 80.2 81.5 82.5 83.4 
2001 10 78.5 80.2 81.5 82.6 83.5 
However, it does not seem that the optimal saving and investment rate is very 
sensitive to changes in the per worker human capital. At the initial actual 1991 level of 
per worker human capital, h0, the optimal ratio of GDP that should be saved and 
invested is 27.2% and that this ratio remains almost constant over time, i. e. during ten 
years it decreases only to 26.6%. 
As the level of per worker human capital increases to h4 (i. e. doubling), the 
optimal saving and investment rate becomes greater. The rationale behind this can be as 
follows: As human capital increases through education, training and health, labour 
efficiency and, hence, labour productivity increases. This implies that the same output 
can be produced with the same quantity of capital and less quantity of (more efficient) 
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labour or, alternatively, this implies that greater output will be possible with the same 
quantity of (more efficient) labour and the same quantities of capital stock. A greater 
output level can be associated with a greater level and rate in saving and investment as 
firms find it more profitable to increase physical capital to cope with the increase in 
human capital. However, as the economy moves towards its new steady state, the saving 
and investment rate decreases slowly [Table (5-15) and Figure (5-04)] due to a decrease 
in the growth rate of the capital-labour ratio [see equation (4-17)]. 
However, this increase in the saving and investment rate is not permanent. As 
output grows towards a new steady state, the saving and investment rate declines until it 
converges at a constant ratio of the new steady state output. Table (5-15) shows that the 
greatest rate is 33.5% and it is converging to 29.5% in ten years. Since the timing of 
increases of per worker human capital has not been assumed, it is not possible to derive, 
as in section (5.4), one schedule of the optimal saving and investment rate `s' at 
different points of human capital. However, the five curves shown in Figure (5-04) give 
a good indication of the magnitude and the direction of 's'. Therefore, 's' can be 
determined between two bands as follows: 
(5-20) 26.6% <s< 33.5% 
That is, at any time during the period 1991-2001, the optimal ratio that should be saved 
and invested according to the present model lies between 26.6% and 33.5%. Seeking for 
more specific value of `s', one can state that 's' approaches its upper limit, 33.5%, the 
greater the per worker human capital and the closer the time to the initial year 1991; and 
it approaches its lower limit the smaller the per worker human capital and the further the 
time from the year 1991. 
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Table (5-15) 
Predicted Optimal Paths of the Saving and Investment Rate (%) 
Year Time hO hl h2 h3 h4 
1991 0 27.2 29.0 30.6 32.1 33.5 
1992 1 27.1 28.7 30.2 31.5 32.7 
1993 2 27.0 28.5 29.9 31.0 32.0 
1994 3 26.9 28.4 29.6 30.6 31.5 
1995 4 26.9 28.2 29.3 30.2 31.1 
1996 5 26.8 28.1 29.1 29.9 30.7 
1997 6 26.8 27.9 28.9 29.7 30.4 
1998 7 26.7 27.8 28.7 29.5 30.1 
1999 8 26.7 27.7 28.6 29.3 29.9 
2000 9 26.7 27.7 28.5 29.1 29.7 
2001 10 26.6 27.6 28.4 29.0 29.5 
Figure (5-04) 
Predicted Optimal Paths of the Saving and Investment Rate (%) 
:ý _W -ý ý_ ýý 
, Ann a- -ý-ý ý--- --- t28.0 
----------------- 
- 
,ý X 
- --- i ------------- 
26.0 
24.0 
22.0 
ý- N 
07 07 
Ol CY) 
en v 
rn CD 
rn arn 
m co 
07 07 
07 69 
Years 
rý ao 67 
rn CT) m 
07 m a) 
Or 
OO 
OO 
NN 
--" -- h0 ---- "hl -X-h2 --- h3 0 hq 
170 
(5.6) Sensitivity for Changes in (0) 
The elasticity of the marginal utility of consumption, 0, is an important parameter 
in Ramsey-type models. In fact, it represents the major difference between the golden 
rule and modified golden rule models. More importantly, this parameter affects 
explicitly and implicitly our main formula of the optimal saving and investment rate 
given in (4-17). However, 0 is unobservable and, as may be noted from subsection 
(5.2.4), its derivation is theoretically controversial and the data required to estimate it, 
according to some formulae, are not available in the case of Libya. This obliged us to 
assume it at (0 = 1.76) in the light of other developed and developing countries' 
estimations as in subsection (5.2.4). Consequently, it is important to test the sensitivity 
of the above predicted optimal saving and investment rate for at least the period (1991- 
2001)13. 
In this section, therefore, we test the sensitivity of the optimal rate of saving and 
investment to changes in 0. To do that, it is assumed that the initial per worker physical 
capital is actually as it is in 1991 and the per worker human capital is increased by 50% 
of its level in 1991, which represents the middle curve of Figure (5-04). This 
assumption is important to push the economy towards the new steady state and see how 
it is developing. All the estimated parameters are assumed unchanged from those used 
in section (5.5) except that (0) is assumed to take the following values: { 0.50,1.00, 
1.50,1.76,2.001 where the value (0=1.76) is inserted to indicate the value already used 
in the model. This range of changes in 0 is clearly wide to account for most important 
values that 0 can possibly have. 
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To save space, the complete analysis is made in Appendix-G and, in what follows, 
we merely include the major indicators: 
[1] The first conclusion from Appendix-G is that the `steady state solution' of the model 
is entirely unaffected by changes in 0. 
[2] The speed of convergence 1X21 is smaller, the greater the elasticity of the marginal 
utility of consumption. That is, when 0 is high, the period required for the economy 
to converge becomes longer. However, a high value of 0 means "a low willingness 
to substitute consumption intertemporally" (Barro and Sala-i-Martin, 1995, p. 78). It 
may be noted from the results for (0 = 0.50), the speed of convergence becomes very 
high which may imply that such a value may not appropriate for the present 
economy. 
[3] The optimal paths of the per worker capital stock, non-oil GDP, and total GDP 
decrease very slightly as 0 increases. That is, for a higher 0, future consumption and 
other endogenous variables get somewhat smaller due to relatively higher values of 
present consumption. 
[4] Given fixed oil resources, the non-oil share in GDP decreases slightly as 0 is higher 
so that this share can be considered insensitive to 0.. It would be recalled that this 
share is a component in the formula of the optimal saving and investment rate as in 
(4-17). 
[5] As 0 gets higher, per worker consumption in the beginning is higher but after a 
while, specifically in 1997, it starts to decrease. That is, a scenario with higher 0 
means greater consumption now but less in future whereas the opposite happens 
when 0 is smaller. However, the difference does not seem too great; see Table (G- 
09) of Appendix-G.. 
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[6] The growth rate of capital decreases in the beginning as 0 increases. It is almost 
constant in 1997 after which the relation reverses very slightly. This may be a 
reflection of what is happening to consumption. 
[7] The growth rate of per worker consumption is higher at low levels of 0. This means 
that when 0 is low, the society prefers to consume less today and greater tomorrow. 
[8] Finally, and most importantly, the sensitivity of the optimal saving and investment 
rate (s) is obtained in Appendix-G. Table (5-16) shows the sensitivity of (s) due to 
changes in 0 for the years (1991-2001) and this has been graphed as in Figure (5-05). 
Clearly, s is sensitive to a low value (0 =0.50). If this value is ruled out, then the 
range of s can be very small as follows: 
(5-21) 30.2% <s< 33.1% in 1991 
(5-21)' 29.0% <s< 30.4% in 1995 
It may be noted that the effect of 0 on s vanishes as time gets longer because the 
economy arrives at the steady state in the long run where 0 has zero effect on s. 
(5.7) Concluding Remarks 
This chapter has been devoted to empirically estimate the Ramsey-type model for 
an oil-based economy constructed in chapter four. Using Libyan data, several empirical 
results have been obtained: 
[1] In spite of its complications, the model is adequately produces results concerning the 
optimal rate of saving and investment. This rate has been obtained endogenously 
after solving the model for the optimal non-oil share in GDP and the optimal growth 
rates of per worker consumption and capital. 
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Table (5-16) 
Sensitivity of the Optimal Saving and Investment Rate against 
Changes in the Elasticity of Marginal Utility 
Year 0.50 1.00 1.50 1.76 2.00 
1991 37.2 33.1 31.3 30.6 30.2 
1992 35.3 32.2 30.7 30.2 29.8 
1993 33.8 31.5 30.3 29.9 29.5 
1994 32.6 30.9 29.9 29.6 29.2 
1995 31.7 30.4 29.6 29.3 29.0 
1996 30.9 30.0 29.4 29.1 28.9 
1997 30.3 29.7 29.1 28.9 28.7 
1998 29.8 29.4 28.9 28.7 28.6 
1999 29.4 29.1 28.8 28.6 28.4 
2000 29.0 28.9 28.6 28.5 28.3 
2001 28.8 28.7 28.5 28.4 28.2 
Min 28.8 28.7 28.5 28.4 28.2 
Max 37.2 33.1 31.3 30.6 30.2 
Figure (5-05) 
Sensitivity of the Predicted Optimal Paths of the Saving and Investment 
Rate (%) against Changes in the Elasticity of Marginal Utility 
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[2] The steady state solution of the model shows that the Libyan economy already 
arrived at the steady state since 1981. The immediate interpretation of this result is 
that the speed of convergence, represented by IA2I as in subsection (5.4.6), has been 
high which, in turn, can be explained by the existence of the oil sector and its 
indirect effect on the variables of the model through the GDP identity. 
[3] After 1981, the economy has been fluctuating around the steady state. The reason for 
this fluctuation is the effect of the exogenous variables of the model; namely, per 
worker oil GDP and per worker human capital, which are pushing the economy 
away from its steady state but, in contrast, the endogenous forces, i. e. the stability 
property, of the model can bring the economy again to a new steady state with higher 
levels of growth. This mechanism suggests a strategy for growth in such a situation: 
There should be some exogenous variable which can be affected to push the 
economy away from its steady state so that different endogenous forces can work 
adequately to bring the economy to a new steady state with higher levels of per 
worker output, capital stock and consumption. The success of doing that depends on 
how strong is the exogenous variable and the push process. The exogenous variable 
is found to be best represented, in the present model, by the per worker human 
capital. However, it is aimed that some technological advances can occur in the long 
run to avoid any diminishing returns. 
[4] It is shown that the optimal growth rate of per worker consumption is small (about 
0.8% on average during 1965-91)14. The reason seems to be that the difference 
between the initial and the steady state per worker consumption is small because of 
the effect of the oil sector. Intuitively, when the steady state point is not far from the 
initial point, the time required for convergence and/or the growth rate of the variable 
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under consideration are small. However, the small optimal rate of per worker 
consumption implies that the aggregate level of consumption grows at 4.4%(labour 
growth rate) + 0.8% = 5.2% which is plausible. 
[5] If the optimal saving and investment is measured as a ratio of the non-oil GDP rather 
than the whole GDP, the results show that this ratio has been declining continuously 
until the steady state. Starting from 83.4% in 1965, it arrives to 35.8% in 1981 which 
is close to the steady state rate of 33.5% with each figure measured as a ratio of non- 
oil GDP. If we introduce the `adjusted' optimal rate of saving and investment as in 
(4-17), the optimal saving and investment rate is fluctuating because of the effect of 
the oil component in GDP as well as the effect of human capital through the 
production function of the non-oil sector. However, the two measurements tell us the 
same thing about the volume of the saving and investment. 
[6] The results reveals that since 1984, Libyan economy has been investing below the 
optimal. 
[7] In addition, future saving and investment rate has also been predicted up to ten years 
(1991-2001) and some sensitivity analyses have also been performed. It reveals that 
the economy can be pushed towards greater levels of output, consumption and 
capital if greater human capital per worker can be realised. The greater the human 
capital, the greater the new steady state and, hence, the greater the optimal saving 
and investment rate In this case, greater rate of saving and investment is required to 
accommodate the further growth. For instance, if the per worker human capital (h) 
does not increase at all after 1991, the optimal saving and investment rate (s) will 
stay between 27.2% and 26.6% and if 'h' is doubled, s will be between 33.5% and 
29.5%. 
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Endnotes 
1 The absence of data on human capital constitutes a major restriction in the empirical 
side. As a solution to this problem, recent empirical studies in economic growth 
theory proximate human capital by some variables such as the `secondary school 
enrolment' either in level or as a ratio of the population at some age-groups. For 
using the schooling measurement as a proxy for human capital, see among others, 
Barro (1991), Mankiw et al (1992), Barro and Sala-i-Martin (1995, p. 331), 
Nonneman and Vanhoudt, 1996) and Barro (1997, p. 19). 
2 See Granger and Newbold (1974) and Maddala (1992, pp. 252-57). The latter 
discusses the strategy when DW statistic is significant. 
3 The problem of serial correlation can also be amended using the Cochrane-Orcutt 
method. However, the method may not always be an appropriate one so that it has not 
been used here. For details, see Gilbert (1986), Hoover (1988) and Moazzami and 
Anderson (1994). 
4 For details, see chapter two. 
5 In this respect, it is well-known that the problem of Multicollinearity is difficult to 
deal with. For example, Maddala (1992, p. 270) states that "The suggested cures are 
sometimes worse than the disease. " 
6 There are several methodologies in econometric regression estimation such as: vector 
autoregressive methodology, error correction mechanism, cointegration, ... etc. 
However, general to specific methodology, which can be traced back to the 
pioneering work of Davidson et al (1978) in their modelling of the UK consumption 
function, is often considered as a more practical methodology than others. For 
details, see for instance, Granger (1990, p. 277), Charemza and Deadman (1992). 
7 For details about the Lagrange Multiplier (LM), see for instance Pesaran and Pesaran 
(1991, pp. 65-67 and 184-187) 
8 For instance, the growth rate of 0.6% during 1980s can be explained by noting that the 
Economic Development Plan (1981-1985) which had been prepared and approved 
before the oil crisis, approved an investment program of 18 500 M. L. D for the five 
years 1981-85 (Secretariat of Planning, 1981a and 1981b). This implies an 
investment program of 3700 M. L. D per year. What was implemented out of this 
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program, because of the oil crisis, was merely 7820.2 M. L. D (Secretariat of Planning, 
1986) which is only 52.8% of the target program. 
9 In summer and autumn, 1982, it has politically been decided in the `Popular Basic 
Conferences' in Libya to reduce consumption to face the economic crisis. 
10 This can be illustrated as follows: given s= S/Y where S is the optimal aggregate 
level of saving and investment and Y is the optimal GDP which is equal to the 
optimal non-oil GDP, denoted by Yn, plus the actual oil GDP, denoted by Yo, then 
s1 can be obtained as: 
sl= (S/Yn) = (S/Y). (Y/Yn) =s/ (sh) where (sh) is the non-oil relative share in 
GDP. Similarly, s2 = (S/Yo) = (S/Y). (Y/Yo) =s/ (1 - sh). 
11 This result of the optimal saving and investment rate seems plausible. For instance, 
Rosenstein-Rodan (1943, p. 211) suggests that the maximum rate of saving which 
can be planned for is 15%. 
12 In the Solow-Swan model, the speed of convergence can be given by (1-(x). (n+8); see 
Barro and Sala-i-Martin (1995, p. 37) where we measured labour in physical rather 
than in effective units. Accordingly, if the Solow-Swan model were considered here, 
the speed of convergence would simply be (1-0.358). (0.044+0.059) = 0.066 or 6.6% 
which is relatively small. However, this estimate consists of three coefficients only 
(a, n and 8) whereas the speed of convergence in Ramsey-type models is more 
complicated. 
13 As will be noted, such and analysis of sensitivity is huge which prevents us from 
doing the same for ex-post analysis. However, the main indicators obtained for the 
ex-ante analysis can be generalised for the ex-post as well. 
14 It may be more convenient to measure the average growth rates during the period of 
convergence (1965-81). In this case, the optimal per worker consumption growth rate 
is about 1.1% and the optimal per worker capital growth rate is 7.2%. 
Chapter Six 
The Behaviour of Actual Investment 
(6.1) Introduction 
In chapters four and five, the optimal saving and investment rate has been 
determined theoretically and empirically. In addition, the behaviour of this optimal rate 
has also been discussed. Due to the fact of imperfections and market failure, however, it 
is not practical to assume that individuals, i. e. consumers and producers, are behaving 
optimally in real life. Given the parameters of the economy, it is undoubtedly important 
to understand how individuals ought to behave concerning saving and investment but, 
equally important, to know how they actually behave. 
Thus, the purpose of this chapter is, firstly, to compare the actual investment rate 
versus the optimal to evaluate the economic policy on investment. Secondly to 
investigate empirically the determinants of the actual investment by sector, as well as its 
efficiency as indicated by the marginal productivity of capital, so that some policy 
implication to adjust the actual investment rate towards its optimal level can be 
concluded. 
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(6.2) Actual Versus Optimal Investment Rate 
According to the Ramsey-type model of chapters four and five, the optimal saving 
and investment rate is obtained independently from the actual data on saving and 
investment rate as it is clear from equations (4-17) and (4-17)'. In fact, this rate is 
obtained (at given per worker human capital and per worker oil resource) by a set of 
parameters which are assumed to be constant during the period of study and hence 
independent from any other actual data. Consequently, it is unnecessary that the optimal 
and actual investment rate must be equal. In fact, if it happened that the actual rate were 
following exactly the optimal path, then individuals in such an economy would be 
behaving optimally which, though desired, is unexpected under the conditions of market 
imperfections in LDCs. The optimal rate of saving and investment is used as a reference 
rate by which one can judge how high or how low is the actual one (e. g. Hahn, 1995). 
Therefore, the purpose of this section is to compare the actual investment rate as 
obtained directly from the data with the optimal saving and investment rate as 
determined in chapter five to understand to what extent the actual investment rate is 
deviated from the optimal so that one can call for some policies to reduce the gap 
between them. 
We might recall from subsection (5.4.3) that Libya implemented during (1965-91) 
an annual average investment rate equal to (18.5%) which is almost optimal (19.8%). 
However, Libya witnessed different periods of fluctuations in the investment program 
due to periods of oil boom and oil crises so that using an average term for this long run 
period may be a misleading criterion. 
To illustrate, after the oil discovery in Libya, a question was raised as to how 
much should Libya invest. According to Higgins (1968, pp. 833-834), Libya should 
180 
invest between 44 and 62% of oil revenues but not 70% as Libyan government intended 
to do at that time. Although it seems good to have a primary answer to the question of 
investment, there has been some difficulty to evaluate this answer. That is, the answer 
indicates a very wide range of investment rates and it measures the amount of 
investment as a ratio of oil revenue rather than as a ratio of GDP. In addition, it is 
concerned with what the government should invest rather than what the whole economy 
should. However, if there is any thing of use here from Higgins' result, it is that Libya 
should have invested less than what she was planning for. 
The direction of emphasis on investment reductions was increased after the oil 
boom during the 1970s where the concept of `absorptive capacity' was raised in 
particular for oil exporting LDCs. The argument at that time was simply that oil 
exporting economies may not be able to absorb a large amount of investments; see for 
instance, El-Jehaimi (1975). Phelps (1966, pp. 107-16) discussed the link between 
absorptive capacity and the golden rule of capital accumulation. The 1970s decade 
witnessed in Libya, as in many oil exporting countries, the largest investment program 
that was ever made in recent economic history. In contrast, and as already stated, the 
1980s decade witnessed less investment due to oil revenues decline. 
In order to evaluate the investment program in terms of the `optimality' concept, 
we may return to Table (5-10) and Figure (5-02) from which it may be noted that the 
actual investment rate in 1965 was merely 8.1% which is about only one-third of the 
optimal investment rate (23.1%). In that early stage of economic development, when the 
country had just started its oil exporting' and where it was the first experience in what 
we may call `serious' economic planning, it was quite reasonable that the rate of saving 
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and investment was well-below the optimal. In general, Figure (5-02) shows three 
different phases for the relation between actual and optimal investment rates. 
(6.2.1) First Phase (1965-1971) 
In this phase, the actual rate of investment fluctuated below the optimal. The 
economic process went towards reducing the gap between the actual and the optimal 
investment rates, particularly due to the effect of the First Five-Year Plan (1963-1968), 
though the gap was slightly enlarged during 1968-1970. This period witnessed the 1969 
Revolution which had important effects on the economy. The actual investment 
decreased during 1968-70 and then increased during 1971-71. In 1971, the actual rate of 
investment approached the optimal, where the difference between them was only (-) 
2.3% and this difference became (+)1.8% in 1972. 
The annual average actual investment rate during this phase was 8.8% compared 
with an optimum of 15.1% so that the deviation was (-) 6.3% (=8.8-15.1%). That is, the 
economy should have invested an annual average rate of 6.3% over what it was done. 
(6.2.2) Second Phase (1972-1983) 
The major important event in this phase was the oil boom where oil prices and 
revenues increased sharply. Very ambitious investment programs were approved by the 
1973-75,1976-80 and 1981-85 economic plans. Consequently, it is not surprising that 
during this phase, the actual investment rate was well-above the optimal rate. Although 
it fluctuated above the optimal, one can distinguish some particular behaviour of the 
actual investment rate in this phase: 
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(1) In the beginning of the phase, the actual investment rate increased sharply from 
15.2% in 1972 to 29.9% in 1974 enlarging the `positive' gap between the actual and 
optimal rates from 1.8% in 1972 to 12.2% in 1974. 
(2) The highest actual investment rate was 34.7% in 1981 whereas the optimal was 
23.2% so that the gap between the optimal and actual investment rates is 11.5% 
(=34.7-23.2) which is the second largest gap after the 1974 deviation. In 1981, oil 
prices and revenues were in their peak. 
(3) The Libyan oil crisis started from 1982, rather than 1986 which witnessed the 
collapse of oil prices and also affected the Libyan economy. The start of oil revenues 
decline since 1982 led to a gradual decrease in the actual investment rate towards the 
optimal. The gap between these two rates was decreasing until it arrived at 0.6% 
24.3%-23.7%) in 1983. 
(4) The annual average actual investment rate during this phase is 25.4% compared with 
an optimum of 18.1% so that the deviation is (+) 7.3% (=25.4-18.1%). That is, 
policy-makers should have invested an annual average rate of 7.3% less than what 
they actually did. 
(6.2.3) Third Phase (1984-1991) 
As stated above, the actual investment rate decreased towards the optimal from 
1982 until 1983. However, the decline of the actual investment rate continued after 1983 
and became, again as in the first phase, below the optimal rate. The negative gap 
between the actual and optimal investment rates grew from -1.2% in 1984 (=23.6%- 
24.8%) to -12.8% in 1989 (=16.7%-29.5%), after which this gap was slightly reduced to 
-12.1% in 1990 and finally to -10.7% in 1991. Figure (5-02) shows that in the late 
1980s, the actual investment was hardly covering the depreciation of capital stock so 
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that nothing was left for capital accumulation. The optimality concept clearly implies, in 
this context, that the country should have invested more. 
The annual average actual investment rate during this phase was 16.7% compared 
with an optimum of 26.4% so that the deviation was (-)9.7% (=16.7-26.4%). In brief, 
the actual investment rate was below the optimal in recent years. 
These low rates of the actual investment reflect Libyan investment policy in the 
face of the oil revenues decline in the 1980s which can be evaluated as follows: In 
principle, there are three possibilities or options in facing such a problem; each has 
advantages and disadvantages: 
" The first option is to keep the same objectives of the economic development and 
borrow from abroad to cover the gap between the available resources and the 
requirements of the investment programs according to the optimal rate of investment. 
The advantage of this option is to keep the highest possible standard of living and 
economic welfare and the disadvantage is that the country will be involved in 
international debts. 
" The second option is to sacrifice some of the objectives and hence reduce the 
investment programs to the extent where such programs can be met by the available 
resources. Clearly, this option is hard as it reduces the investment rate to a large 
extent below the optimal and, hence, reduces the standard of living and economic 
welfare represented by the sacrificed objectives. The advantage of this option is to 
keep the country free from any international debt. 
" Finally, the third option is a mix of the previous two so that the decision-makers can 
sacrifice only some minor objectives which can be given up with less harm and 
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borrow from abroad to cover the requirements for achieving other more important 
objectives 
Libya has followed the second option; annual reports of the Secretariat of 
Planning in the 1980s were full of information and recommendations about reductions 
in the expenditure on economic development projects in the face of the problem of 
finance2. Our evaluation of investment policy in the light of the optimality concept of 
chapter four is that it could have been plausible to reduce the actual investment rate, as 
in the early 1980s, towards the optimal one. However, it does not seem reasonable to go 
further in such reductions to sacrifice more and more objectives. Such a policy, if 
continued, would end up with negative capital accumulation, i. e. negative net 
investment, which means a decline in capital stock and, hence, a decline in growth, 
consumption and economic welfare. Therefore, we recommend the option three. 
As an example of borrowing from abroad, we may take the year 1989. The above 
stated negative gap between the actual and optimal investment rate of -12.8% means 
that the actual investment was about only 56.6% (=16.7 +29.5) of what it should have 
been. It does not seem unreasonable to borrow the difference, in this case 
43.4%(=100%-56.6%) of the optimal program, to maintain economic welfare. 
This alternative strategy of investment policy is suggested here for a short or 
medium run rather than for the long run. In a period up to ten years, we presume, the 
country can borrow to finance its development projects aiming, in the long-run, to repay 
its debts from two sources: the returns on projects, and the oil revenues. The importance 
of such a strategy is to keep the major objectives of economic development, and hence, 
to keep the intergenerational standard of living or welfare as high as possible.. 
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(6.3) Theoretical Survey on Investment Behaviour 
In this section, a theoretical survey on investment behaviour is provided including 
both public and private sector explanation. In spite that the Libyan economy is largely 
public sector dominated economy, this discussion is useful both to help to explain the 
private investment behaviour, as we shall see later on in this chapter, and to test if the 
determinants of private investment have an impact on the total investment (i. e. public 
plus private investment). 
Economic theory provides a variety of models for investment and capital. The 
conventional theory explains investment by changes in the market interest rate. Keynes 
(1936, pp. 135-146 and 165), however, used his new concept of the `marginal efficiency 
of capital'3 which equals, at the equilibrium, the interest rate4. Prior to Keynes, the 
simple accelerator principle was due to Clark (1917) which was developed later on by 
Chenery (1952) and Koyck (1954) who both originated the concept of the flexible 
accelerator (see Jorgenson, 1971, p. 1111). This concept has largely been used in 
explaining investment function; Jorgenson (1971, p. 1111) states that "the alternative 
theories do agree on the validity of the flexible acceleration mechanism". 
In contrast, Haavelmo (1960, p. 216) states that it is not possible to derive the 
demand schedule for investment from the conventional theory of profit maximisation 
and Stiglitz and Uzawa (1969, p. 311) indicate that in neoclassical models there is no 
explicit investment function. However, Jorgenson (1963 and 1967) in his neoclassical 
theory of the optimal capital accumulation, and Tobin (1969) in his q-theory provide 
two important approaches to investment theory representing what Dixit and Pindyck 
(1994, pp. 4-5) called the "orthodox" theory of investments. According to Jorgenson 
(1967, pp. 133,135), it is possible to derive an explicit investment function from the 
186 
"neoclassical theory of the optimal capital accumulation". This type of neoclassical 
models is based on maximising the sum of the present value of the intertemporal `net 
worth', i. e. net receipts, rather than the intertemporal utilities and, hence, the 
neoclassical theory of the optimal capital accumulation is not exactly the same as the 
neoclassical theory of the optimal growth discussed in chapter four. 
Before we proceed to discuss the determinants of investment, let us make some 
simple illustration of Tobin and Jorgenson theories of investment. According to Tobin's 
q-theory, the decision to invest depends on the value of the `marginal q' which can be 
defined as the "ratio of the market value of an additional unit of capital to its 
replacement cost [i. e. its purchase cost]" (Hayashi, 1982, p. 214); see also Dixit and 
Pindyck (1994, p. 5) and Branson (1989, p. 306). The entrepreneur should decide to 
invest if (q > 1) and not to invest if (q < 1). However, the problem with the q-theory is 
that the `marginal q' is unobservable unless, as stated for instance by Dixit and Pindyck 
(1994, p. 5), "... the ownership of the investment [the assets] can be traded in a 
secondary market" which means that the investment decision is reversible6. When this 
value is unobserved, which is often the case, it is proxied by the `average q' which can 
also be defined as "the ratio of the market value of existing capital to its replacement 
cost" (Hayashi, 1982, p. 214). The numerator of the `average q' is the present value of 
the flows of the net revenues expected during the whole economic life of the project. 
Such an estimation is certainly based on a set of assumptions concerning the expected 
running costs and revenues as well as the discount rate used to calculate the present 
value. According to the second approach of Jorgenson (1963 and 1967), and assuming 
no taxes, the entrepreneur should decide to invest if the real return on capital, i. e. the 
marginal productivity of capital, is greater than the user cost of capital which is defined 
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as the nominal interest rate plus the depreciation rate minus the rate of increase of the 
capital good prices. 
Jorgenson (1971) provides a survey of investment behaviour at both the firm level 
and the industrial level and Abel (1990, pp. 754-63) provides an explanation of the 
neoclassical theory of investment and the accelerator principle. McKinnon (1973) and 
Shaw (1973) construct a model of saving and investment for a `financially repressed 
economy'. In fact, Jorgenson (1967, p. 151) provides what we may call a `typical 
example of a theory-based approach' in this respect. That is, he used the theory of the 
optimal capital accumulation to derive a demand function for capital goods which can 
be estimated and tested econometrically. According to this formulation, the 
determinants of investment can be listed as follows: 
(1) The user cost of capital which is equal to the real interest rate which is, in turn, equal 
to the nominal interest rate minus the rate of increase in the prices of capital goods, 
(2) The price of capital goods, 
(3) Output price, 
(4) Wage rate, and finally, 
(5) The rate of increase of the above prices. 
Jorgenson (1971, p. 1130), in his survey, classified the determinants of the level of 
the firm's `desired' capital stock into three groups, namely, (1) Capacity utilisation 
measured by the level of output, actual and potential changes in output, ... etc., (2) 
Internal finance such as the flow of internal funds, the stock of liquid assets, ..., etc. and, 
(3) External finance such as interest rates, rates of return, stock prices, and the market 
value of the firm. 
188 
In what follows a summary of the most important potential determinants of 
investment will be provided depending on the above Jorgenson theory of investment as 
well as other theories such as the accelerator principle and the financial repression 
theory. These are as follows: 
(1) Change in Real Output 
This factor is also known as the "accelerator principle". It states that the firm's 
demand for investment goods increases (in the factor market) when the demand for the 
commodity produced by the firm increases (in the commodity market). The justification 
of such a relationship is evident: as the quantity demanded for the firm's output 
increases, then the firm's profitability increases, and the firm is stimulated to increase its 
supply to meet the increase in the demand. However, when a firm reaches the full 
utilisation of its capacity, any increase in supply is not possible without extra 
investment. 
(2) Interest Rate 
Theoretically, there is a general agreement between economists that the interest 
rate does affect the investment function. The usual justification of such an effect is that 
it is an element of the opportunity cost of investment or, according to Jorgenson (1963), 
an element of the user cost of capital. In this respect, the (real) interest rate is often 
viewed as a proxy for the rental rate on capital (see also Solow, 1956). However, there 
have been two specific issues which can briefly be discussed as follows: 
" The first is whether the interest rate should be `nominal' or `real'. In the 
conventional theory it is the nominal interest rate which economists were discussing. 
In fact, even in the Keynes's (1936) General Theory, it was the nominal interest rate 
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which was analysed and compared with what Keynes named `the marginal efficiency 
of capital' (Keynes, 1936, pp. 135-46). However, it seems that since Solow (1956) 
Growth Theory and Jorgenson (1963) Capital Theory, economists have considered 
the real, rather than nominal, interest rate in the analysis of the investment 
behaviour. 
The second issue concerning the sign of the coefficient of the interest rate. Under an 
assumption of perfect competition, the demand for capital goods is negatively related 
to the (real) interest rate. For instance, as the real interest rate goes down, the 
marginal projects become more profitable and encourage the entrepreneurs to invest 
more by borrowing at a lower interest rate. However, such a relationship may not 
hold under imperfections and financial controls, i. e. in an environment of financial 
repression8, see McKinnon (1973) and Shaw (1973). According to the McKinnon- 
Shaw model, investment in a financially repressed economy can move together with 
the real interest rate defined as the nominal interest rate minus the rate of inflation; 
see also Fry (1982,1995) and Murinde (1993, p. 16). The justification of such a 
relationship is that the regulated (real) interest rate is below its equilibrium level and 
thus very little funds are available to finance investments. Therefore, when the real 
interest rate increases, i. e. liberalised, savers will save more and, hence, will make 
more funds available for the entrepreneurs to borrow more and invest. It is clear that, 
even in this case, the investment curve is downward sloping but the movement from 
a disequilibrium point to the equilibrium is taking place along the saving curve. Fry 
(1982, p. 733) states that "raising the interest rate ceiling ... 
increases saving and 
io investment. It also rations out all these low yielding investments" 
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(3) Factor Relative Price 
As with any other commodity, the demand for capital goods can be a function of 
factor relative prices. Therefore, it is expected theoretically that the demand for capital 
goods is negatively related to their relative prices. However, capital goods have two 
prices: market price by which capital assets are bought and sold, and rental price or 
return on capital, i. e. real interest rate, by which capital is rented. The demand for 
capital is clearly negatively related to either of these two prices. 
In addition, if we consider a certain degree of substitutability between capital and 
labour, then an increase in the wage rate, for instance, leads to a substitution of capital 
for labour due to a decrease in capital/labour relative prices. 
(4) Price of Output or Factor Real Price 
A change in the price of output affects directly the firm's profitability and, 
consequently, promotes the firm to adjust its scale accordingly. For instance, if the price 
of output increases, and unit costs do not rise, profitability increases as well and, hence, 
the firm can gradually expand its scale by demanding more factors of production, i. e. 
capital and labour. As another interpretation of such an effect, the increase in the price 
of the output means, from the firm's point of view, a reduction in the real factor price 
such as real rental cost of capital and real wage rate. Consequently, an increase in the 
demand for capital goods is evident. 
(5) The Availability of Finance 
The determinants of the investment function discussed so far have been 
considered to affect either the firm's marginal cost, MC, through the user cost of capital, 
or the firm's marginal revenue, MR. Another factor which can be considered is the 
availability of finance. The firm can finance its projects from either internal sources, 
191 
such as retained profits and depreciation allowances, or external sources such as bonds, 
equities and loans. However, in developing countries where the market is imperfect and 
characterised by quantitative restrictions and financial repression, the availability of 
finance is an important factor in the determination of investment. In such circumstances, 
firms do not find external sources of finance not because banks require higher interest 
rates but, rather, because banks restrict their loans quantitatively. Therefore, as banks 
make loans more available, investment increases. 
This factor can also be looked at in another way: From the society's viewpoint, the 
availability of foreign exchange through surpluses in the balance of trade or foreign 
loans can also promote the decision-makers to invest more. For instance, Libya, Saudi 
Arabia and Iran had surpluses in their balance of trade at least during the oil boom of the 
1970s and, hence, investment in these countries was promoted extensively. 
(6) Public Expenditure 
Public expenditure can have two effects on investment: the first is a direct effect 
through the public expenditure on the fixed capital of development projects. This type of 
expenditure is mainly investment. In oil exporting countries, this factor is related to the 
previous one. i. e. the availability of finance. The second is indirect where an increase in 
public expenditure may improve firms' expectations through externalities and 
increasing activity and, hence, encourage the private sector to invest more, provided that 
public expenditure does not crowd out the private sector via higher interest rates or other 
means of restrictions. However, whether or not government capital expenditure has a 
positive effect on economic growth has been an issue in the economic literature. For 
instance, Diamond (1989) investigated this issue for a sample of 42 developing 
countries but did not arrive at a clear cut result and Jalilian and Weiss (1997) 
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investigated World Bank data for 31 countries using two types of tests and concluded 
that "... it is not the absolute size of the state sector per se which matters for economic 
performance but the type of state activity and the way in which state enterprises operate" 
(Jalilian and Weiss, 1997, p. 877). For the role of public sector in economic 
development in developing countries, see also Lindauer and Velenchive (1992), Jalilian 
(1997) and Fajingbesi and Adusola (1997). 
(7) Tax Rate 
Taxes imposed on the firm's profit reduce retained earning and, hence, reduce the 
internal sources of finance, which render the demand for investment smaller. 
(8) Expectations: 
Entrepreneurs are expected to increase their investments so far as their 
expectations concerning the markets in which they are buying and selling are optimistic 
and vice versus. This state of pessimism and optimism is based on the information 
available at the time of deciding to invest. Government stabilisation policies, market 
stability, and the availability of the past information play an important role in forming 
such expectations. 
(6.4) Survey of Previous Studies on Investment in Libya 
Having discussed, in the previous section, the determinants of the investment 
function in the economic literature, these determinants can be assessed in the case of an 
oil-based economy like Libya. This section provides a brief survey of the previous 
studies on investment in Libya to see, on the one hand, the extent to which these studies 
have made use of the economic theory of investment and, on the other, to find an 
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appropriate specification and estimation of the investment function by sector in the next 
section. 
As indicated in chapter two, there is a scarcity of economic studies on Libya either 
at micro or at macro levels. Except for a study by El-Jehami (1975), there are no studies 
specialised in investment on Libya. A variety of studies treated investment within 
general or multipurpose macroeconomic models. Since some of these previous studies 
were discussed in general in chapter two, it would be useful to focus in this subsection 
on one specific issue; that is, how such previous studies specified and estimated the 
investment function and what sort of results they obtained. 
[1] El-Jehami (1975): 
El-Jehami (1975, pp. 171-75) uses annual data of 10 observations on aggregate 
investment time series covering the period 1962-71. Aggregate investment is classified 
into private and public components. 
There were several attempts to explain the private investment function (1): private 
investment was regressed on one period lagged gross national product but the result was 
disappointing with an insignificant independent variable coefficient and a negative 
coefficient of determination. (2): the change in income was tried but did not work either. 
(3): adding oil exports to the specification in (1) on the grounds that "... substantial part 
of private investment takes place in the oil sector" (1975, p. 173) yields a worse result. 
(4): regressing oil-investment on oil exports and non-oil investment on the lagged GNP 
did not work. (5): finally, it is hypothesised that "... the higher the level of oil exports 
the higher the level of economic activity, and the better the expectations are for the 
future" (1975, p. 173) and this induces higher private investment. Testing such a 
specification yields significant results despite the fact that the DW was not reported. 
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Concerning the public investment function, it is hypothesised that public 
investment is a function of oil revenues on the basis of government intervention through 
the development budget. This formulation yields significant results with an intercept 
equal to (25.916) and slope equal to (0.105) in spite, again, that the DW is not reported 
(1975, p. 185). This slope is called by El-Jehami (1975, pp. 174) "the marginal 
propensity to spend oil revenues on public investment". It is also stated that (1975, pp. 
174-75): 
"Although the government has established (since 1963) a rule that at least 
70% percent of oil revenues be directed toward development expenditure, 
much less percentage was actually spent during the sixties" 
[2] Moustafa (1979): 
Moustafa (1979) does not categorise the investment data into private and public 
investment but he disaggregates the data according to sectors. The data are annual 
covering the period 1962-75, i. e. the number of observations were 14 only. 
Apart from the oil sector, sectoral investment, in Moustafa's (1979) model, is 
considered as a function of mainly two variables: sectoral output and government 
development expenditure on that sector. He claims that these two factors are used as 
proxies for sales and profits, respectively, since no data are available on sectoral sales 
and profits. Moustafa (1979, p. 43) states that: 
"Rapid increases in output are expected to occur mostly through higher 
rates of utilisation of existing capacity. As the economy approaches the full 
capacity further expansions in output will be possible only through 
additional investment. As a proxy for the expectations regarding investment 
opportunities we have employed government development expenditures for 
each sector. 
Empirically, Moustafa (1979) found significant results for these two explanatory 
variables in agriculture and manufacturing. However, the output variable is omitted in 
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both equations of construction and services sectors. Moreover, in the construction sector 
equation, he includes two other explanatory variables; namely `real private banking and 
credit for housing' and an ' index for cost of residential houses and other building'. 
Moustafa's results state, for instance, that the coefficient of the government expenditure 
variable in agriculture is unity (exactly 1.0266) so that what is spent by government in 
agriculture is associated with an equal amount of fixed capital formation in the sector. 
[3] Abohobeil (1983): 
Abohobeil (1983) divides investment into private and public categories and uses 
derived quarterly data for the period 1962(1)-1977(4), i. e. 64 observations. He assumes 
that the public investment is exogenously determined (Abohobeil, 1983, p. 97) and that 
the private investment by sector is specified as follows (Abohobeil, 1983, pp. 98-100): 
(1) Private investment in agriculture is positively related to one-period lagged dependent 
variable and two-period lagged capital stock in agriculture. 
(2) The change of private investment in manufacturing is positively related to one- 
period lagged dependent variable, two-period lagged change in capital stock in 
manufacturing and the change in public investment in manufacturing; and negatively 
related to the one-period lag of the change in capital stock in manufacturing. 
(3) Private investment in construction is positively related to one-period lagged 
dependent variable, and one-period lagged public investment in construction, and 
negatively related to one-period lagged capital stock in construction. 
(4) Private investment in services is positively related to one-period lagged dependent 
variable, and the level of output in services. 
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Abohobeil (1983, p. 99) uses AR 1 technique" to estimate these equation and 
obtained statistically significant results. However, the stated specifications of the 
equations lack a strong underlying theory. 
[4] Abosedra (1984): 
Using annual data for the period (1962-78), Abosedra (1984, pp. 13,18-28) 
divides investment into oil and non-oil components. Concerning the non-oil component, 
he attempted to estimate a variety of different specifications as follows: 
(1) Testing the hypothesis that non-oil investment is a function of the non-oil GDP and 
the real government oil revenues brought an opposite sign but insignificant 
coefficient for real government oil revenues. In addition, it indicated the problem of 
serial correlation. 
(2) One period-lagged dependent variable is added to the explanatory variables so that 
the dynamic mis-specification problem was overcome. However, the previous wrong 
sign continues even when oil revenue is replaced with government total revenue. 
Therefore, such a variable was omitted from the equation. 
(3) Finally, the specification which was accepted includes one period lagged dependent 
variable, the change in the non-oil GDP, and a time trend. He claims that the time 
trend is included to "... capture any technological changes which could affect the 
volume of investment .... " Abosedra (1984, p. 24). However, recent techniques 
in 
econometrics now eliminate the effect of time trends from regressions since trends 
are regarded as a source of spurious rrious regression (see Appendix-H for details). 
[5] Abosedra (1992) 
Abosedra (1992) divides again the economy into oil and non-oil sectors so that the 
investment is divided similarly. However, there is no disaggregation of the non-oil 
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sector. What we are concerned with is the investment in the non-oil sector. In this 
respect, he assumes that the investment in the non-oil sector is a function of three 
variables: (1) what he called "net government injection", (2) one period lagged 
investment, and (3) a dummy variable which takes the value zero during 1962-81 and 
the value one elsewhere. This dummy is assumed "... to account for the tighter 
expenditure policy adopted by government in 1982 ... " He also justifies the inclusion of 
the first two explanatory variables as follows (Abosedra, 1992, pp. 301-302).: 
"In a country like Libya where most investment is directed by the 
government, the growth of government net domestic expenditures is a 
main determinant in affecting the rate of investment. In addition, since 
most investment in Libya is directed toward infrastructure projects and 
sectoral development, investment in a specific year is related to what has 
been accomplished in the previous year. In other words, some investment 
projects cannot be started until others have been completed" 
Empirically, Abosedra (1992, pp. 304-305) used 24 observations of annual time 
series data covering the period 1962-85, deflating investment and net government 
injection by the import price deflator and estimating the function using what he called 
the CORC12 rather than OLS. However, one seeming problem of the results obtained is 
that the coefficient of the lagged dependent variable is 0.82 which may indicate a unit 
root problem. In addition, Abosedra (1992) is not clear enough in his definition of the 
"net government injection" and he did not make a clear justification for using the import 
price deflator and the selected technique. In this respect, there is a question whether the 
equation is still mis-specified. 
(6.5) Testing for Explanation of Investment in Libya 
In this section, it is aimed to make use of the previous two sections to 
econometrically test, estimate and explain the investment function in Libya. There are 
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two elements which are taken into account in this respect: First, the economy is 
dominated by public enterprises which implies that many explanatory variables 
suggested by economic theory and based on private sector behaviour may not be 
applicable and, second, data classified into private and public investment are available 
only up to 1980. However, and since there is always some role for private investment, 
we assume that private investment behaviour can possibly be captured within the 
behaviour of total investment during the period 1962-1991 and then we analyse the 
behaviour of private and public investment separately for the period (1962-1980) due, as 
already indicated, to data limitation. In all cases, an investment function is specified and 
estimated by sector. 
(6.5.1) Testable Investment Function 
From the previous discussion, there is seemingly no agreement on the 
determinants of the investment function so that we are obliged to use a set of eclectic 
determinants which seem to be appropriate for the circumstances of oil-based 
economies. Since some determinants, such as the interest rate, may not work in such 
economies, we may present them for the purpose of testing. In this subsection, therefore, 
we hypothesise a set of determinants of the investment function taking into account the 
following considerations: 
1. The suggested determinants by the theory of investment and capital. 
2. The determinants suggested by the previous studies of Libya. 
3. The previous experience of Libya in investment. 
Accordingly, the following determinants for investment function in Libya are 
suggested: 
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(1) The chance in real output: 
This determinant is suggested according to the `accelerator principle' as discussed 
in section (6.3). 
(2) Real interest rate: 
It seems that there are no previous studies for the Libyan economy which tested 
the effect of the interest rate on investment. Two reasons for that can be summarised as 
follows: 
" There have been some financial restrictions in Libya so that the financial market in 
Libya has (since 1982) characterised by `financial repression'. In such circumstances, 
the interest rate may not be a valid policy instrument. In fact, the interest rate was 
fixed by the Central Bank of Libya for long periods of time at what may have been 
less than the equilibrium level. 
" The major part of investment is decided by government through its budget of 
economic development and uncorrelated with the market mechanism and, hence, 
uncorrelated with the interest rate. 
If so, then the total (i. e. private plus public) investment behaviour in Libya may 
not respond to changes in the interest rate. In spite of these facts, however, there are 
some reasons to test the effect of the interest rate on investment: 
(1) Firstly, over a long period of time, 1962-9 1, the Central Bank did change the interest 
rate a number of times so that the interest rate was not absolutely fixed. In fact, if we 
use the `real' rather than the `nominal' interest rate, then we find more variability in 
this factor. 
(2) Secondly, there is an underlying economic theory of the economy with repressed 
finance as discussed in section (6.3). 
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(3) Finally, in spite of the small role of private investment, there is still a reason to test if 
such a factor has an impact on the private investment and, hence, on the total 
investment. 
In the light of the previous discussion, the real interest rate will be introduced in 
the investment function and tested. A real interest rate is defined here as the nominal 
interest rate minus the rate of inflation as measured by the rate of change in consumer 
price index (CPI)13. Consequently, the hypothesis concerning the interest rate which will 
be tested is that: the real interest rate has a negative effect on investment. 
Therefore, an acceptance of this hypothesis means that the investment behaviour is 
interpreted in accordance with the traditional theory of investment. However, if the 
hypothesis is rejected, then the real interest rate has either positive effect on investment 
(as in a financial repressed market) or has no effect. 
(3) Real wage rate: 
Although it is in accordance with the traditional theory of investment, the real 
wage rate as a determinant of the investment function does not seem to have been tested 
in any previous study for the Libyan economy. Therefore, it is introduced and tested 
here. This variable is defined as the nominal wage rate deflated by the producer price 
index (PPI). The use of (PPI) rather than (CPI) is because it is expected that producers 
are concerned with the former in deciding their demand for investment. 
(4) Investment price index: 
As the market (or selling) price of capital goods increases, ceteris paribus, the 
demand for these goods, i. e. investment, decreases. Investment price index is always 
deflated by the producer price index (PPI). 
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(5) Output or producer price index (PPI): 
As indicated in section (6.3), when the price of output increases, ceteris paribus, 
profitability increases and this stimulates firms to invest more. This variable, will be 
included implicitly as it is used as a deflator of other prices such the wage rate and the 
selling price of capital. 
(6) Value of oil exports or Government total expenditure: 
In the previous studies, government oil revenue has been used to explain the effect 
of the availability of finance on investment. Some succeeded in getting reasonable 
results and others did not. In the present study, however, the value of oil exports is used 
as a proxy for the availability of finance. To illustrate, as exports increase, one can 
expect twofold effects: 
" The first is that the increase in the (real) value of oil exports will increase 
government oil revenue and, hence, government expenditure on economic 
development, and; 
" The second is that the increase in the value of oil exports creates a surplus in the 
balance of trade and, hence, more imports including capital goods become possible. 
This implies greater increases in economic activities and, consequently, (private) 
entrepreneurs become more optimistic, i. e. their expectations will lead them to invest 
more. 
Accordingly, the value of oil exports as a determinant of the investment function 
is expected to capture not only the effect of the availability of finance on public 
investment but also the effect of expectations on private investment. 
However, it may be the case when the real value of oil exports does not affect 
investment according to the above reasoning because of non-economic factors. As an 
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alternative proxy for the availability of finance and expectations, we may use the real 
total government expenditure which can affect investment according to the above two 
points. 
(7) Lagged dependent variable: 
This variable is suggested only when there is an indication of mis-specification 
(e. g. Maddala, 1992, pp. 252-57). The lagged dependent variable as a determinant of the 
investment function may be justified on the basis that in an economy with a dominating 
public sector, new investments may not take place until some previous investments are 
finished (see Abosedra, 1992, pp. 301-302). 
(8) Externality factor: 
As we are estimating investment function by sector, a determinant representing the 
effect of externalities is suggested. Such a determinant can be proxied by, for example, 
the other sectors' investment or output. 
(6.5.2) Total Investment by Sector: Cointegration Technique 
In this subsection, it is aimed to estimate the total (i. e. public plus private) 
investment function by sector during the period (1962-9 1). As indicated, this estimation 
is carried out because data classified into private and public investment are not available 
in the recent years (1981-1991). 
Concerning sectoral classification, there are many possible choices of 
disaggregation depending mainly on the purpose of the study and the availability of 
data. In the present case, it seems convenient to divide the economy into four sectors: 
agriculture, industry, services and oil. The industrial sector is defined here to include 
two related activities; manufacturing and construction, but it does not include the oil 
sector. The latter, has been excluded because of the nature of oil as an exhaustible 
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resource on the one hand, and its role in the Libyan economy as a source of finance, on 
the other hand. The reason for this classification is that more disaggregation may end 
up with dealing with micro, rather than macro, levels of variables and data where there 
is difficulty in getting data disaggregated according to minor sectors for a long period of 
time, such as the period 1962-1991. On the other hand, no or less disaggregation, such 
as dealing with the whole economy as one sector or dividing it into oil and non-oil 
sectors only, does not provide general insights about what is going on in, at least, the 
main sectors. Accordingly, investment in the non-oil sectors is disaggregated into 
investments in agriculture, industry, and services. 
Since data are time series, it should be stated that dealing with time series data in 
regression analysis may lead to spurious regression (see Granger and Newbold, 1974, 
Davidson et al, 1978, Hendry et al 1984, among others) 14. This spurious regression can 
exist because different time series variables are often affected by time and, hence, 
regression may show a good relationship between, say, two variables Xt and Yt whereas 
such a relationship does not actually exist. In general, time series can either be a trend 
stationary process, TSP, or difference stationary process, DSP; however most economic 
time series are found to be DSP which means that they contain unit roots (Nelson and 
Plosser, 1982 and Maddala, 1992). 
Recently, there has been a growing literature on what has become known as 
`cointegration' analysis by which such spurious regression may be avoided. According 
to cointegration, long run relationship between time series variables as well as short run 
adjustments can be constructed in spite that these time series are non-stationary, i. e. 
contains unit roots. 
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The method of cointegration developed by Engle and Granger (1987), Johansen 
(1988) and Johansen and Juselius (1990) incorporates both long run relationships and 
short run adjustments in an error correction mechanism (ECM) model specification. The 
analysis of cointegration and error correction mechanism (ECM) is based on an 
assumption that a long run desirable plan exists and that individuals try to adjust their 
actual variables towards the desirable ones. 
Since the use of cointegration requires a considerable space, the details of this 
method are provided in Appendix-H where unit root tests have been carried out for all 
the suggested variables, Engle and Granger (EG) procedure is used and, finally, the 
results are confirmed by using Johansen procedure. In what follows, we merely provide 
the final results of EG procedure; namely, the cointegration equation and the error 
correction mechanism (ECM) estimation for each sector's. Let us first introduce the 
notations used in the estimation. 
Notations Used: 
Ijt, Xjt and Wjt are, respectively, real investment, real value-added and real wage rate 
in sector j where j =1,2,3 (i. e. agriculture, industry and services). 
Jjt = Aljt" Yjt = AXjt and Zjt = AWjt (when Ijt, Xjt or Wjt are integrated of order 2). 
Pi jt is the sectoral real price index of capital goods using sectoral PPI 
deflator. 
Vt is the real value of oil exports using GDP deflator, whereas Vjt is as 
Vt but using PPI deflator of sector j. 
Gt is the real total government expenditure using GDP deflator. 
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RIt is the real interest rate, 
Dum, is a dummy variable to account for high increases in oil prices in 1980 
(DUM =1 in 1980 and DUM =0 elsewhere) and, finally, 
Et is the error correction term (i. e. the residual of the cointegration 
equation). 
(For simplicity, the subscript j is omitted whenever its omission is not confusing). 
The estimation is carried out using MFIT program by Pesaran and Pesaran (1991) 
and annual time series data for the period (1962-1991). Unless stated otherwise, figures 
between parentheses are t-ratios. One star (*) indicates that the coefficient is significant 
at 1%, double star (**) at 5%, treble star (***) at 10% and no star indicates that it is 
insignificant at 10%. 
Cointegration Equations: 
The results of estimating the cointegration equation and ECM by sector given by 
equations (H-14), (H-16) and (H-18) in Appendix-H can be rewritten here as follows: 
[1] Cointegration Equation in Agriculture: 
(6-1) It = -10.93 + 0.821 Xt + 0.903 Zt - 0.686 Pit + 0.060 V1t 
(-0.154) (6.924)* (1.942)** (-1.016) (9.932)* 
Adjusted R2 =0.88 DW = 1.94 n= 29 
[2] Cointegration Equation in Industry: 
(6-2) It =- 40.73 + 0.303 Y2t + 0.126 Gt + 0.142 Bt 
(-2.769)* (1.920)*** (12.53)* (2.001)*** 
Adjusted R2 =0.854 DW = 1.83 n= 29 
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[3] Cointegration Equation in Services 
(6-3) J3t 212.6 + 0.180 Zt - 1.932 Pit + 0.711 Y2t 
(2.765)** (3.115)* (-3.244)* (2.201)** 
Adjusted R2 =0.59 DW = 2.00 n= 29 
It should be stated that all the variables included in equations (6-1)-(6-3) are 
integrated of order one and this is the reason for having some variables in differences 
rather than in levels such as Zt, Y2t and Bt. This is also the reason for excluding the 
variable RIt since it is found to be stationary, i. e. integrated of order zero. Other 
variables which are suggested in the previous subsection and do not appear in these 
equations are tested and omitted as they are statistically irrelevant (i. e. either 
insignificant, shows wrong signs or do not produce a stationary residual as required in 
EG procedure). 
The three estimated equations (6-1)-(6-3) show generally significant coefficients 
with expected signs and pass all the diagnostic tests for serial correlation, functional 
form, normality and heteroscedasticity (see pp. 133-134 for the hypotheses of diagnostic 
tests). Therefore, it is evident that in the long run, the sectoral investment behaviour can 
be explained by the following determinants: 
[1] Sectoral real value-added: 
Agricultural real investment is positively related to the demand for agricultural 
output, or to the accelerator, as measured by the level of agricultural real value-added. In 
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industry, this determinant is measured by the change in the industrial real value-added 
and in services, this determinant does not appear as it is found insignificant. 
[2] Sectoral real wage rate: 
Agricultural real investment is found to be positively related to the change in the 
agricultural real wage rate. In services, it is the change, rather than the level, of real 
investment which is positively related to the change in real wage rate while, in industry, 
this factor does not appear. This factor may represent the substitution effect of capital 
for labour in services. That is, as real wage rate increases, the demand for labour 
decrease and capital substitutes for labour. However, the justification in agriculture, in 
particular, may be different. As we shall in the discussion of capital productivity in the 
next section, agricultural output is found to be elastic with respect to labour and inelastic 
with respect to capital. This is more likely due to labour scarcity in Libya in general and 
in agriculture in particular. This means that because capital was intensified in 
agriculture, i. e. capital-labour ratio was increased, output became more sensitive to 
changes in labour than to changes in capital. In such circumstances, it may not be 
correct to claim that increases in real wage rate in agriculture decreases the demand for 
labour and increases the demand for capital goods. We feel that the situation can rightly 
explained within an environment of imperfect markets which is likely to be the case in a 
LDC and in a public sector dominated economy. In such an imperfect market, 
agricultural real wage rate is likely to be lower than the equilibrium rate which implies 
that the quantity of labour employed is equal to the quantity of labour supplied rather 
than demanded and, accordingly, offering a higher real wage rate in agriculture is 
expected to increase labour employed in the sector through movements on the supply 
curve towards the equilibrium position. In this case, an increase in the real wage rates in 
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agriculture is associated with an increase in labour force employed in the sector and 
both are associated with an increase in real investment16 
[3] Real price of capital goods: 
In services, the change in real investment is negatively related to the real price of 
capital goods defined as the sectoral investment price index deflated by sectoral PPI. 
This factor is found to be significant only in the services sector. 
[4] Real value of oil exports: 
In agriculture, this factor is significant when using the agricultural PPI as a 
deflator rather than GDP deflator. In industry, this factor is replaced with the real 
government total expenditure and, in services, no direct effect of this factor is found. 
However, an indirect effect of real government total expenditure on the change in real 
investment in services can be noted through the effect of the change in industrial real 
value-added (Y2t) as in equation (6-3). 
[5] Externalities: 
The externality factor as proxied by sectoral interaction has not been significant in 
general. There are only two significant results: Firstly, a change in the real investment in 
services (J3t) has an effect on the real investment in industry. This may be justified as 
that when the change in real investment in services (including public utilities) increases, 
services sector grows, it provides more services to industry and, ultimately, investment 
in industry is stimulated. Secondly, the change in the industrial real value-added (Y2t) 
has an effect on the change in the real investment in services. When the industrial sector 
grows, its demand for services increases and, hence, the investment in services increases 
to satisfy this demand. 
209 
Error Correction Mechanism (ECM): 
As shown in Appendix-H, the above long run relationships are incorporated with 
short run relationships within a framework of ECM model. The results obtained in 
Appendix-H are restated in Table (6-01) from which it is clear that the coefficients show 
the right signs and most of them are statistically significant. In addition, the estimations 
passes all the indicated diagnostic tests of serial correlation, functional form, normality, 
and heteroscedasticity (see pp. 133-134 for the hypotheses of diagnostic tests). 
Moreover, Figure (6-01) shows a comparison between the fitted and actual dependent 
variables. In spite of some disturbances, it seems that such a fitting is acceptable since 
the dependent variables are in differences rather than in levels. 
More importantly, the coefficient of the error correction term (Et) is negative and 
highly significant in all the estimated equations; see row 11 of Table (6-01). This 
coefficient is interpreted as the speed of adjustment towards the long-run relationship. 
Since this coefficient is evidently high, it implies that the investment adjusts quickly 
towards the above stated long-run relations. 
As shown by row (9) of Table (6-01), the coefficient of the real interest rate, RIt, 
shows in agriculture the right sign but it is statistically insignificant at 10% critical value 
(it is kept in the equation because it is significant at 15%). However, RIt does not 
appear in the other estimations because it was very insignificant. These results implies 
that the real interest rate has no important role in determining the (total) investment 
behaviour in Libya. 
Finally, the investment function of industry includes also a dummy variable to 
account for the high increase in oil prices in 1980 and its coefficient is found to be 
statistically significant with the expected sign. 
210 
Table (6-01) 
Estimation of ECM Investment Function by Sector 
Sector Agriculture: DI1t Industry: A12t Services: AI3 
No. (1) (2) (3) 
1 Constant 1.956 ( 0.401) -0.319 (-0.073) 2.931(0.224) 
2 AJ3t 0.123 (2.844)* 
3 AXt 0.602 ( 1.390) 
4 iY2t 0.155 (2.038)*** 0.477 (1.883)*** 
5 AZt 0.824 ( 2.927) * 0.128 (2.825)* 
6 APit -1.314 (-2.483)** -2.909 (-2.073)** 
7 OV1t 0.037 (4.560)* 
8 AGt 0.050 (2.220)** 
9 RIt -1.567 (-1.567) 
10 Dum 82.39 ( 3.441)* 
11 Et(-1) -0.705 (-3.758)* -0.642 (-3.630)* -0.904 (- 4.482)* 
12 R2(adjusted) 0.52 0.56 0.57 
13 DW 1.80 1.84 1.84 
14 n 28 28 28 
15 (A) X2 (1) 0.508 (0.476) 0.328 (0.567) 1.407 (0.236) 
16 (B) x2(l) 1.582 (0.209) 0.079 (0.779) 1.265 (0.261) 
17 (C) x2(2) 0.979 (0.613) 0.534 (0.766) 0.149 (0.928) 
18 (D) x2(1) 2.513 (0.113) 0.987 (0.320) 0.356 (0.551) 
(A) Serial correlation, (B): Functional form, (C): Normality, (D): Heteroscedasticity, 
Note: values between parentheses (columns 1-11) are t-ratios and values between 
parentheses (columns 15-18) are the probabilities that x2 is equal or greater than that 
value. This probability should be over 5%. 
(6.5.3) Private and Public Investment by Sector 
Total investment behaviour as discussed above may hide some important factors 
due to private and/or public behaviour. In this subsection, we investigate the 
determinants of private and public investment separately in each sector. Data available 
are only up to 1980 as shown by Table (D-19) in Appendix-D. 
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Figure (6-01) 
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The reason of this problem of data may be that as the public sector grew, 
particularly in the 1970s, the role of the private sector in investment decreased so that 
the data were, since then, published as totals comprising private and public investment. 
However, the role of private sector has, at least partly, been restored since the mid- 
1980s which means that one cannot consider the decrease of the private investment in 
the 1970s as being continually in the same direction. 
The investigation of private and public investment behaviour separately is based 
on the fact that the objectives of the private and public sectors are different so that their 
behaviour must also be different. In other words, it is assumed that the determinants of 
private investment are mainly market oriented whereas that of the public investment are 
socially oriented. Accordingly, the general determinants of (total) investment discussed 
in subsection (6.5.1) can be divided into two groups: private investment determinants 
and public investment determinants and the private and public investment functions are 
estimated in each sector. In this respect, it will be assumed that sectors can interact 
simultaneously (e. g. investment in one sector can be a determinant in investment of 
another sector). This implies that OLS is an invalid method of estimation since one of 
OLS assumptions is violated. Alternatively, the generalised instrumental variable (GIV) 
method is used to account for simultaneity. 
Accordingly, we assume the following two general forms of the private and public 
investment by sector: 
(6-4) IPj = F(IPs , IGs , IGj , Xj , Wj , Pij , RI, V) ; j, s=1,2,3 and s#j 
(6-5) IGj = F(IGs , IPs , IPj , Xj , Wj , Plj , RI, V) ; j, s=1,2,3 and s #j 
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where: IPj is the real private investment in sector j, IGj is the real public (government) 
investment in sector j and j=1,2 and 3 for agriculture, industry and services, 
respectively (other notations are as introduced before). 
The inclusion of IGJ in (6-4) is to account for possible public sector effects on 
investment in the private sector and, similarly, the inclusion of IPj in (6-5) is to account 
for possible private sector effects on public investment. The variable V is included in (6- 
4) to account for expectations as explained in subsection (6.5.1) and this variable will 
appear in the estimated equations with sectoral subscript if it is deflated by the sectoral 
PPI. The inclusion of market oriented variables such as Wj and RI in (6-5) is to account 
for possible market effects on the State-owned firms regarding investment behaviour. 
Finally, equations (6-4) and (6-5) may also include two dummy variables: DUM1 to 
account for the change in power in September 1969 (so that it take the value 1 in 1970 
and zero elsewhere) and DUM2 to account for the high increase in oil prices in 1980 (so 
that it takes the value 1 in 1980 and zero elsewhere). 
The number of the explanatory variables which can be included in the six 
equations given by (6-4) and (6-5) is 19 variables (5x3 sectoral +2 macro +2 
dummies). This means that estimating these equations as a system using GN method 
requires using 20 instruments (=19 +1 for the intercept) and this is greater than the 
number of observations which can at most be 18 observations. Therefore, we are 
obliged to reduce the number of our instrumental variables. To avoid any subjective 
choice, it seems that the best is to use the variables Xj, Wj and Plj for the non-oil sector 
(as a representative of agriculture, industry and services). Therefore, we can have the 
following 14 instrumental variables: 
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IP1(-1) IP2(-1) IP3 (-1) IG1(-1) IG2(-1) IG3(-1) X4(-1) 
W4(-1) P14(-1) RI(-1) V(-1) DUM1 DUM2 Intercept 
where the subscript (j = 4) denotes the non-oil sector. 
Since each single equation consists of 10 candidate explanatory variables plus an 
intercept, the use of the above 14 instruments is satisfactory both because the number 14 
is less than the number of observations and is greater than the number of the coefficients 
to be estimated. 
Using GIV method provided in MFTT program by Pesaran and Pesaran (1991), 
many attempts of estimations of (6-4) and (6-5) were made and the final results are 
presented in equations (6-6)-(6-11) below. 
Figures between parentheses are t-ratios and figures between brackets are the 
probability of Sargan's statistic. Single star (*) indicates 1% significant, double star (**) 
indicates 5% significance, treble star (***) indicates 10% significance, and no star 
indicates insignificance, i. e. over 10% significance. 
All the signs of the estimated coefficients are as expected and, as indicated, most 
of them are statistically significant. Adjusted R2 is also acceptable in all the estimations 
as it is greater than 50%. In addition, the estimation passes also the diagnostic LM tests 
of serial correlation, functional form, normality and heteroscedasticity at 1% level of 
significance (see pp. 133-134 for the hypotheses of diagnostic tests). Concerning the 
Sargan's mis-specification statistic, it indicates that the estimated equations are correctly 
specified and the instruments we have used are valid. 
The implications of these results can now be explained for both private and public 
investment behaviour in the following points: 
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[1] Private investment in agriculture: 
(6-6) IP 1= 17.54 + 0.087 IP3 - 0.150 Pi - 4.180 DUM1 + 7.828 DUM2 
(3.203)* (5.639)* (-2.588)** (-1.571) (2.983)** 
Adjusted R2 = 0.76 DW = 2.126 Sargan's x2 (9) = 10.9 [0.29] 
[2] Private investment in industry: 
(6-7) IP2 = 10.68 + 0.518 1P2 (-1) - 0.903 RI + 0.100 DIP3 
(3.067)* (3.395)* (-2.487)** (1.842)*** 
Adjusted R2 = 0.559 DW = 2.409 Sargan's X2 (10) = 3.60 [0.96] 
[3] Private investment in services: 
(6-8) IP3 = 151.1 + 0.552 IG 1+2.916 IP2 - 1.851 Pi 
(1.375) (4.361)* (2.102)*** (-2.007)*** 
Adjusted R2 = 0.634 DW = 1.885 Sargan's X2 (10) = 6.23 [0.80] 
[4] Public investment in agriculture: 
(6-9) IG 1=- 16.69 + 0.737 IG 1(-1) + 0.028 V1 
(-1.706) (6.057)* (3.127)* 
Adjusted R2 = 0.96 DW = 1.899 Sargan's X2 (11) = 11.7 [0.39] 
[5] Public investment in industry: 
(6-10) IG2 =- 42.54 + 0.621 1G1 + 0.257 AIG3 + 0.030 V2 
(-4.486)* (5.495)* (3.205)* (3.640)* 
Adjusted R2 = 0.97 DW = 1.842 Sargan's X2 (10) = 10.8 [0.37] 
[6] Public investment in services: 
(6-11) IG3 = 19.86 + 2.106 1G1(-1) + 1.467 IG2 + 0.067 V- 71.3 DUM1 
(0.371) (4.021)* (2.828)** (1.916)*** (-1.106) 
Adjusted R2 = 0.97 DW = 1.561 Sargan's x2 (9) = 10.5 [0.31] 
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(1) Real interest rate: 
The estimated equations show that the real interest rate is significant only in the 
private investment function of industry (manufacturing plus construction). This implies 
that apart from this, the real interest rate has either a minor or no role in determining the 
investment behaviour in other private and public sectors. In the industrial sector, 
therefore, a one percentage increase in the real interest rate decreases the private 
investment in the industrial sector by about 0.903 million Libyan Dinar in the short run 
and by 0.903/(1-0.518) = 1.87 millions in the long run. 
(2) Real price of capital goods: 
Real selling price of capital goods (defined as the sectoral investment price index 
deflated by sectoral PPI) is found to have an effect on private investment in both 
agriculture and services but not industry. Since this factor represents, from the firms' 
point of view, a real unit cost of buying capital assets and since we know from the 
previous paragraph that the real interest rate (which is also a real unit cost of borrowing) 
has a significant effect on the private investment in industry but not on investment in 
other sectors, the conclusion is that the private investment in different sectors is 
inversely related to the cost of capital. 
(3) Real value of oil exports: 
As expected, real value of oil exports (V) is found a significant determinant of the 
public investment in all sectors but it does not seem to have (as a proxy for 
expectations) an effect on the private investment. This value is obtained using sectoral 
PPI as a deflator in both agriculture and industry and using GDP deflator in the case of 
services. Concerning the magnitude of the effects of real oil exports on the sectoral 
public investment, it can be noted from the estimated equations that a one million 
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Libyan Dinar increase in this real value of oil exports increases public investment in 
agriculture by 0.028 M. L. D in the short run and by 0.028 / (1-0.737) = 0.106 M. L. D in 
the long-run, increases public investment in industry by 0.030 M. L. D and, finally, 
increases public investment in services by 0.067 M. L. D. These effects are not as small 
in magnitude as they seem to be since real oil exports are relatively large. 
(4) Special events: 
The two special events of 1969 and 1980 (change in power and high increases in 
oil prices) as represented by the two dummy variables DUM 1 and DUM2 have, 
respectively, negative and positive effects on private investment in agriculture. The first 
event, DUM1, has also a negative effect on the public investment in services but it does 
not, however, appear to be significant in both sectors'7. The variable DUM2 is implicitly 
included in the real value of oil exports so that it is reasonable that it does not appear 
significant in the public sector. 
(5) Last period investment 
The lagged dependent variable appears only in two cases: the private investment 
in industry and public investment in agriculture. In the first case, it can be stated, from 
equation (6-7), that (other things being equal) this year's private investment in industry 
can be 51.8% of the last year's. This means that individuals in the industrial sector use 
their last years investments as indicators of what they decide to invest this year. 
Concerning the second case, equation (6-9) states that (other thing being equal) the 
public sector invests in agriculture this year 73.7% of what they invested last year. This 
can be interpreted differently from the private investment case. In the case of public 
investment in an oil-based economy, some projects are not started until others are 
completed (Abosedra, 1992, pp. 301-302). In both private and public cases, a lagged 
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dependent variable implies also that other explanatory variables have a long run effect 
on the dependent variable. 
(6) Sectoral interaction: 
The estimation results reveal also that looking at equations (6-6)-(6-11) as one 
system, some sectoral interaction between investment in different sectors exists. These 
can be summarised as follows: 
(a) The private investment in industry has a positive effect on the private investment in 
services. A similar relation can also be noted in public investment. This means that 
when private and/or public investments in industry are increased, more services are 
required and, hence, private and public investments in services increase. 
(b) Similar reasoning can also be noted in the case of public investment in agriculture, 
where the increases in the public investment in agriculture promote the private 
investment in services, public investment in services and public investment in industry. 
The linkages between public investment in agriculture and public investment in services 
and industry can be explained from Libyan planners point of view: Looking at the 
agricultural sector, at least partly, as a primary sector, increasing investment in 
agriculture is expected to increase agricultural output; a proportion of which can enter as 
intermediate commodities in the industrial sector. To achieve a certain level of 
complementarity between sectors, therefore, the planners associate increases in 
investment in agriculture with increases in investment in industry. Similarly, they also 
associate the increase in public investment in industry with that in services as in 
paragraph (a). 
(c) Services sector investment, particularly in public utilities, has also widespread 
effects on other sectors. As the private investment in services increases, private 
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investments in both agriculture and industry are promoted; and as public investment in 
services increases, public investment in industry increases as well. 
To conclude, the results of estimating private and public investment functions in 
agriculture, industry and service indicate that in order to adjust the actual investment 
towards its optimal level, investment can be affected by the above stated determinants 
taking into account the sectoral interaction. Private investment determinants include 
mainly the real interest rate, real price of capital goods and sectoral effects. Public 
investment determinants include mainly the real value of oil exports and sectoral 
interaction. 
Although not the same, many of the results concerning the investment function for 
the period 1962-1980 using (private and public) investment by sector are consistent with 
the results obtained for the period 1962-1991 using a total investment function by 
sector. The differences in the results can be explained by the differences in the economic 
circumstances of the period 1981-1991. 
(6.6) Discussion of Efficiency of Investment 
using Production Function Analysis 
In the previous section, the determination of investment behaviour was explained 
by sector. Though useful, this determination does not tell us how efficient the 
investment by sector is. Knowing investment efficiency has important economic 
implications as whether or not it is useful to extend the investment in a certain sector. 
Therefore, this section is devoted to discuss investment efficiency using a 
production function analysis. In the first three subsections, (6.6.1)-(6.6.3), a production 
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function is estimated in each sector and, in subsection (6.6.4), the real rate of return on 
capital as indicated by the capital marginal productivity is discussed in each sector. 
Before we start these subsections, let us consider the general specification of the 
production function. 
As in chapters four and five, the general form of production function of any sector, 
i, can be given as follows: 
(6-12) Yit = F(Kit" Ht, Lit) i =1,2,3 and t=0,1,2, ..., T 
where: Yit: is the output, i. e. the real value added, of sector i, Kit is the real capital 
stock utilised by sector i, Lit is the labour force employed in sector i, and Ht is the 
human capital on the whole economy level which is assumed to affect the production of 
sector i. 
It is assumed that the production function given by (6-12) satisfies the condition of 
a positive and declining marginal product of each factor of production holding other 
factors constant. In addition, the Cobb-Douglas (C-D) form is generally assumed with 
either decreasing, constant, or increasing returns to scalers. Therefore, (6-12) can also be 
written as follows (subscripts are omitted for simplicity): 
(6-13) Y=A. (K)a(H)R(L)'Y 
where `A' is constant, and (a, (3, and y) are the elasticity of physical capital, human 
capital, and labour, respectively. The production function given by (6-13) exhibits 
decreasing, constant, or increasing returns to scale if the sum of (a, ß, and y) is, 
respectively, less than, equal to, or greater than unity. 
Attempting to estimate equation (6-13) for the three sectors (agriculture, industry 
and services) simultaneously using the generalised instrumental variable method to 
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allow for sectoral interaction and externalities, the results obtained were not 
encouraging as we had unexpected signs and/or insignificant coefficients. Therefore, we 
carry out the estimation on a single equation basis assuming no sectoral interaction. 
Accordingly, equation (6-13) is to be estimated for each sector using annual time 
series data of Appendices B and C and using the MFTT package by Pesaran and Pesaran 
(1991). In all estimations, figures between parentheses are t-ratios and the system of 
significance is indicated as follows: Single star (*) indicates 1% significant, double star 
(**) indicates 5% significance, treble star (***) indicates 10% significance, and no star 
indicates insignificance at 10%. Figures between brackets are the probability of the 
indicated statistic. Concerning the diagnostic tests, we use the same hypotheses 
discussed in pp. 133-134 in all of our subsequent estimations. In what follows, the 
estimation of the production function for agriculture, industry, and services is given. 
(6.6.1) Production function in agriculture: 
In order to estimate equation (6-13), it is convenient to define the following 
notations: XAR: is the real value-added in agriculture, KAR: is the real physical capital 
stock in agriculture, LA: the labour force employed in agriculture and H: is human 
capital proxied by the secondary school enrolment as a percentage of population (as 
explained in chapter five). Natural logarithm of a variable is denoted by adding the letter 
`G' at the end of that variable so that the logs of the previous variables are denoted as 
XARG, KARG, HG and LAG. In addition, D7077 is introduced as a dummy variable to 
account for two special events; namely, the change in political power after the 1st 
September 1969 Revolution, and we would expect that this event had its effect on the 
first complete year, 1970, rather than 1969. The second event is the 1977 war between 
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Libya and Egypt. These two events can be denoted by the two dummy variables D70 
and D77, respectively. One would expect negative effects of both these two events on 
output on the grounds that these two events may have created pessimism in the 
expectation of firms. In fact, we have tested the sign and magnitudes of the coefficients 
of the two dummies (using Wald-test) and found no statistical significant difference 
between them. In addition, the magnitudes of the coefficients of other explanatory 
variables (in the final estimated equation) are found unaffected whether we use the two 
dummies (D70 and D77) separately or we use one dummy (D7077) represents both of 
them. Thus, D7077 is defined as (D7077=1) for 1970 and 1977, and (D7077 = 0) 
elsewhere. 
Now, the production function is estimated as in Case (1) of Table (6-02). This 
estimation shows no serial correlation as indicated by LM test. The coefficient of 
determination is high which implies that over 98% of the changes in the dependent 
variable are explained by the independent variables. Finally, all of the coefficients 
except that of physical capital are significant and have the right signs. However, we 
have two problems: the elasticity of physical capital has a wrong sign but is 
insignificant, and DW statistic is significant which may be an indication of dynamic 
mis-specification (Maddala, 1992). 
We try to amend the latter problem by including a one-period lagged dependent 
variable, XARG(-1), and re-estimate the equation as in Case (2) of Table (6-02). It is 
clear from this result that there is no serial correlation as indicated by Durbin's-h 
statistic and LM-test. 
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Table (6-02) 
Estimation of Production Function in Agriculture 
Dependent Variable: XARG Method: OLS 
Case (1) (2) (3) (4)`p 
Constant -5.333 (-5.93)* -3.012 (-2.89)* -2.984 (-2.93)* -2.859 (-2.7)** 
XARG(-1) 0.384 ( 3.21)* 0.392 ( 3.41)* 0.465 (4.11)* 
KARG -0.075 (-0.79) -0.025 (-0.32) 0.098 (3.41)* 
LAG 2.045 (9.98)* 1.187 ( 3.74) * 1.146 (4.04)* 0.945 (3.24)* 
HG 0.313(2.73)** 0.173 (1.64) 0.142 ( 3.97) * 
D7077 -0.197(-3.69)* -0.243(-5.18)* -0.244(-5.35)* -0.253(-5.25)* 
R2 0.982 0.988 0.988 0.986 
DW 1.366 1.911 1.919 1.896 
Durbin's-h 0.295 [0.768] 0.262 [0.793] 0.334 [0.739] 
n 1965-91= 27 1965-91= 27 1965-91 = 27 1965-91= 27 
(A) X2 (1) 3.076 [0.079] 0.118 [0.732] 0.136 [0.712] 0.079 [0.778] 
(B) x2(1) 0.464 [0.496] 0.144 [0.704] 0.009 [0.926] 1.017 [0.313] 
(C) x2(2) 1.311 [. 519] 0.762 [0.683] 0.620 [0.734] 1.115 [0.573] 
(D) X2(1) 0.214 [0.644] 0.227 [0.634] 0.109 [0.742] 0.001 [0.977] 
Elast. of KAR -0.075 -0.041 0.183 
Elast. of LA 2.045 1.927 1.885 1.766 
Elast. of H 0.313 0.281 0.234 
(A) Serial correlation, (B): Functional form, (C): Normality, (D): Heteroscedasticity, 
and (`If) indicates an acceptable estimation. 
224 
However, the problem of the elasticity of physical capital is still the same and, in 
addition, the elasticity of human capital, though it has the right sign, has become 
insignificant as the null hypothesis that this elasticity does not differ from zero cannot 
be rejected at 5%. 
In an attempt to solve these problems of physical and human capital, one may 
expect that there may be a multicollinearity between KARL and HG as both of them 
have insignificant coefficients and one coefficient has a wrong sign. One way to treat 
this is to omit one of these variables. 
Case (3) shows the result when KARL is omitted and Case (4) shows the result 
when HG is omitted. Both of the two cases give, statistically, acceptable results. 
Moreover, and as has been shown in the table, the estimation passes all the diagnostic 
tests. However, estimation of Case (4) will be used in further discussion rather than that 
of Case (3) since capital stock, though estimated, has been used directly rather than 
being proxied such as human capital and since the latter, i. e. human capital, is non- 
sector specific. 
The last three rows of Table (6-02) show the long run elasticities of capital stock, 
labour and human capital, respectively. The long run elasticity of capital, 0.183, is 
calculated as a/ (1-? ) where a=0.098 is the short run capital elasticity and %=0.465 is 
the coefficient of the lagged dependent variable. Similarly, the long run elasticity of 
labour in Case (4) is 0.945/(1- 0.465) = 1.766. 
Now, from Case (4) estimation, the following remarks can be made: 
" In Case (4), long run (physical) capital elasticity is relatively low (output is inelastic 
with respect to capital) whereas long run labour elasticity is high (output is elastic 
with respect to labour). This is not a surprising result for the agricultural sector 
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because, as indicated in section (6.5), capital in agriculture seems to be largely 
accumulated while the sector is lacking labour force. That is, capital-labour ratio in 
agriculture is high. The scarcity of labour may have led the sector to be labour 
dependent, rather than capital dependent, which means that output is more sensitive 
to changes in labour than capital. In other words, 1% change in labour leads, in the 
long run, to a change in agricultural output by 1.766% whereas 1% change in capital 
stock leads to only 0.183% change in output. 
" Labour elasticity which is 1.766 is not very sensitive to different specifications of the 
production function as is obvious from the different values of this elasticity shown in 
Table (6-02)19. This high elasticity reflects the scarcity of labour in agriculture as will 
be more explained below. 
" The sum of the elasticities is 1.949 (= 0.183+1.766) which is greater than unity. 
Therefore, the production function in agriculture exhibits increasing returns to scale. 
More specifically, increasing both capital and labour by a certain percentage, 1% say, 
can lead to an increase in the real value-added by about 2%: 
" It may be argued that agriculture is expected to exhibit decreasing returns to scale 
whereas manufacturing exhibits increasing returns to scale on the grounds that 
manufacture is characterised by higher degree of specialisation than agriculture; see 
the discussion of this point by Weiss (1988). In our case, however, the increasing 
returns to scale in agriculture is due to the high labour elasticity which, as stated, 
equals (1.766). This high elasticity seems to be due to the scarcity of labour force 
employed in this sector; that is, while capital is accumulated, labour does not increase 
sufficiently and, hence, the substitution of capital for labour could not have continued 
due to diminishing returns to capital. There is a set of reasons behind the scarcity of 
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labour in agriculture: (1) Labour in Libya is generally a restrictive factor in different 
sectors including agriculture, industry and services, (2) After the discovery of oil and 
the increases in incomes, other sectors may have become more attractive than 
agriculture due to higher wage rates these sectors offer and due to individuals' 
underestimation of the work in agriculture, (3) Mis-management in public enterprises 
in a LDC is likely to be another factor for labour scarcity in agriculture; that is, 
managers in public enterprises may have allowed for more capital accumulation than 
was necessary and, (4) Established farms may have been handed to unskilled and less 
expert people who were unable to manage them efficiently. 
" As another evidence of labour invariability in agriculture, we have calculated the 
coefficient of variation (which is equal to the standard deviation divided by the 
arithmetic mean) for the variables XAR, KAR and LA and the results obtained are 
0.512,0.850 and 0.143, respectively. These figures indicate that the variation in 
labour (0.143) is very small compared with the variation in output (0.512), whereas 
the variation in capital (0.850) is comparatively very large. This confirms that 
variations in labour did not match the accumulation of capital and makes output more 
sensitive to changes in labour than to changes in capital. 
" Given the above estimated capital and labour elasticities, denoted by a and (3, 
respectively, one can estimate the shares of capital and labour in agricultural output 
(in the case of non-constant returns to scale) as follows20: 
Capital share: a/ (a + ß) = 0.183 / (0.183 + 1.766) = 0.094 or 09.4%. 
Labour share: ß/ (a + 3) = 1.766 / (0.183 + 1.766) = 0.906 or 90.6%. 
These shares can be interpreted as that the capital contribution in agricultural output 
was as small as 9.4% whereas that of labour was 90.6% due to over accumulation of 
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capital and/or underemployment of labour.. However, these figures do not necessarily 
indicate that labour receives high wage rates due to imperfections of market structure 
and the set of reasons just explained. In fact, Libyan national accounts show low 
wage rates in agriculture compared with other sectors and this may by the main 
reason behind labour scarcity in agriculture; see Table (D-11) in Appendix-D. 
Our estimation of the relationship between output and labour in agriculture, as in 
Case (4) of Table (6-02), is in contrast with the results obtained by Moustafa (1979) 
who claims that there was a negative relationship between output and labour employed 
in the agriculture sector in Libya during the period 1962-1975 and justified that by the 
existence of disguised unemployment. However, the sample size we use is more 
representative in the sense that we are using longer period of time, 1965-1991 rather 
than 1962-1975. 
(6.6.2) Production function in industry 
Now, returning to equation (6-13), the production function of the industrial sector 
can be estimated in a way similar to that followed in agriculture. Let (XIRG) be 
regressed on (KIRG, HG, LIG, D70, D77, and D8290) for the period 1965-91 where 
XIRG, KIRG, and LIG are logs of the real value-added, real physical capital stock, and 
labour force in the industrial sector, respectively, and where D8290 is a dummy variable 
represents the trade tightness during 1980s (where D8290=1 during 1982-1990 and 
D8290=0 elsewhere) which is assumed to affect the industrial sector specifically as a 
sector dependent on imports. D8290, therefore, is expected to have a negative effect. 
The purpose of this regression is to test the separate effects of the different dummy 
variables. The regression showed an unexpected sign of the coefficient of D77 but the 
coefficient was insignificant (t-ratio = 0.880). Therefore, we replaced the three dummy 
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variables with one, D708290, which includes D70 and D8290 only. Re-estimating the 
same equation with D708290, we have obtained the result shown in the Case (1) of 
Table (6-03). 
Table (6-03) 
Estimation of Production Function in Industry 
Dependent Variable: XIRG Dependent Variable: XIR 
Case (1) (2)`Y (3) (4) 
Constant 2.54(4.18)* 3.059(4.9)* Constant 73.0(2.5)** 123.5(4.77)* 
KIRG 0.45( 3.88)* KIR 0.026(0.24) 0.317(9.80)* 
KIRG(-1) 0.281(2.8)** 
LIG 0.14(1.7)*** 0.250( 3.1)* LI 1.143(5.2)* 0.984(4.08)* 
HG 0.166( 1.36) 0.284(2.3)** H 141.5(2.8)** 
D708290 -0.225(-5.8)* -0.223(-5.0)* D708290 -121.7(-3.8)* -169.4(-5.4)* 
R2 0.989 0.987 R2 0.976 0.967 
DW 1.813 1.793 DW 1.796 1.760 
n 1965-91= 27 1965-91= 27 n 1965-91= 27 1965-91= 27 
(A) X2 (1) 0.002[0.967] 0.032[0.859] (A) X2 (1) 0.149[0.700] 0.263[0.608] 
(B) X2(1) 3.588[0.058] 2.010[0.156] (B) X2(1) 2.610[0.106] 0.372[0.542] 
(C) X2(2) 0.383[0.826] 0.421[0.810] (C) x2(2) 0.789[0.674] 0.194[0.908] 
(D) x2(1) 4.386[0.036] 4.938[0.026] (D) X2(1) 0.338[0.561] 0.050[0.822] 
(A) Serial correlation, (B): Functional form, (C): Normality, (D): Heteroscedasticity, 
and (`Y) indicates an acceptable estimation. 
Unlike agriculture, Case (1) shows a higher DW which implies that a lagged 
dependent variable is not required. However, the weak significant coefficients of LIG 
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and HG may be amended by introducing a one period lag of KIRG. The result of the 
estimation is given in Case (2) of the table. Although in this case the null hypothesis of 
homoscedasticity is rejected at 5% level of significance, but it is not rejected at 1%. The 
estimation, as shown in the table, is generally acceptable statistically. Table (6-03) 
shows also two attempts to improve estimation of the production function as in Cases 
(3) and (4) where the data variables used are in levels rather than in logs. Case (3) shows 
an insignificant coefficient of KIRG and this problem is found to be associated with the 
inclusion of HG. Omission of the latter gives the result of Case (4). 
Moving on now to discuss the returns to scale, it has already been stated in 
estimating the production function for agriculture that one may expect increasing returns 
to scale in the industrial sector on the grounds that this sector is characterised by a 
higher degree of specialisation and division of labour. It seems that this view is not 
relevant for an oil-based economy, like Libya, where the country imports, rather than 
produces locally, an essential part of capital stock such as all kinds of machinery, tools, 
and equipment, where the country imports raw materials, and brings from abroad skilled 
and unskilled labour and expertise to help in the industrialisation process (see chapter 
two). Here one would not expect that the specialisation level can be high and, hence, 
would not expect increasing returns to scale. 
Statistically, it has been found that the industrial sector exhibits decreasing returns 
to scale since the sum of coefficients is 0.815 (= 0.281+0.250+0.284) which is less than 
unity. The sector does not exhibit constant returns to scale as the null hypothesis that the 
sum of the coefficients does not significantly differ from unity is rejected (according to 
Wald-test) at 5% and 1% levels of significance. Therefore, increasing the quantities of 
230 
all the factors of production by 1% does not increase the output by 1% but, rather, by 
less than that, by 0.815%. The figure (0.815) is the elasticity of scale. 
Concerning the magnitudes of the coefficients, it is clear that the capital elasticity 
in industry is greater than that in agriculture. On the other hand, labour elasticity in 
industry is far less than that in agriculture. In the industrial sector, the elasticities of 
physical capital, human capital, and labour are generally close to each other which 
implies an almost equality of importance of these factors of production in the sector. 
(6.6.3) Production function in services: 
Let us now move on to estimate the production function in the services sector. Let 
XSR, KSR and LS be the real value-added, capital stock and labour in the services 
sector and let their natural logarithm be denoted, respectively, by XSRG, KSRG and 
LSG and other notations are as before. Starting with testing the effects of the special 
events as represented by the three dummy variables (D70, D77 and D8290) introduced 
in the previous subsections, we have found the same result as in the case of industry. 
Therefore, let us regress XSRG on KSRG, HG (the log of human capital), LSG 
and the dummy variable D708290. The result obtained from this regression gives a 
significant and unexpected sign of labour elasticity. In order to solve this problem, the 
simple correlation between XSRG and LSG has been calculated and found to be 
positive and high (= + 0.983) which rules out any negative relationship between the two 
variables but, in contrast, confirms a strong positive relationship. In addition, a 
regression has been run between different explanatory variables of the estimated 
equation and the resulting coefficients of determination as well as the simple correlation 
between the variables are given in Table (6-04). This table shows that there are strong 
positive relationships among different explanatory variables which may be an indication 
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of a multicollinearity problem. There are two ways to overcome this problem: the first is 
to omit LSG and the second is to make some transformations of the variables such as 
using variables in levels rather than in logs or dividing through by labour. The two ways 
are attempted, and in each estimation, a one-period lagged dependent variable is also 
included to account for dynamic mis-specification. 
Table (6-04) 
Simple Correlation and the Coefficients of Determination between 
the Explanatory Variables of the Production Function in the Services Sector 
KSRG LSG HG R2 
KSRG 1.000 0.989 0.993 0.987 
LSG 1.000 0.994 0.989 
HG 1.000 0.993 
When LSG is omitted, the estimated equation is shown by Case (1) of Table (6- 
05). From this estimation, we have insignificant HG which, in the light of the strong 
correlation shown by Table (6-04), is not surprising. If this variable is omitted, we 
obtain the result of Case (2) which is statistically acceptable. The second way is to 
include labour and estimate the equation in levels rather than in logs. Case (3) shows 
such an estimation with capital and labour only. The result is also unfortunate as LS 
(labour employed in services) is insignificant. This led to the estimation of Case (4) 
which is similar to Case (2) in the sense that there is no explicit labour variable in the 
equation. However, these results do not seem very satisfactory since they do not give an 
explicit role to labour. 
Another transformation of the data variables is to use a per worker specification. 
This has been made for a C-Ds production function with capital and labour and the 
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dummy variable, i. e. without human capital, as the latter is found insignificant (t-ratio = 
0.108). Although such a specification and estimation gives reasonable results, the 
omission of the dummy variable gives more statistically significant results, particularly 
with respect to diagnostic tests. Therefore, the accepted estimation is as follows: 
Table (6-05) 
Estimation of Production Function in Services 
Dependent Variable: XSRG Dependent Variable: XSR 
Case (1) (2) (3) (4) 
Constant 0.561(0.67) 0.273(2.0)** Constant 99.34(0.76) 110.6(2.5)** 
XSRG(-1) 0.449(2.95)* 0.508(3.20)* XSR(-1) 0.529(2.2)** 0.524(2.2)** 
KSRG 0.423(2.5)** 0.410(3.17)* KSR 0.17(1.9)*** 0.173(2.4)** 
LS 0.064(0.09) 
HG 0.057(0.46) 
D708290 -0.095(-2.9)* -0.094(-2.7)** D708290 -237.8(-3.2)* -240.8(-3.7)* 
R2 0.995 0.995 R2 0.989 0.989 
DW 2.310 2.232 DW 1.798 1.797 
Durbin's-h -1.31[0.189] -1.20[0.229] Durbin's-h none none 
n 1965-91 = 27 1963-91 = 29 n 1963-91 = 29 1965-91 = 27 
(A) X2 (1) 1.369[0.242] 0.952[0.329] (A) X2 (1) 0.800[0.371] 0.791[0.374] 
(B) X2(1) 1.389[0.239] 3.744[0.053] (B) x2(1) 2.168[0.141] 1.871[0.171] 
(C) X2(2) 2.529[0.282] 2.168[0.338] (C) X2(2) 1.290[0.525] 1.174[0.556] 
(D) X2(1) 0.234[0.628] 1.940[0.164] (D) x2(1) 6.121[0.013] 6.010[0.014] 
(A) Serial correlation, (B): Functional form, (C): Normality, (D): Heteroscedasticity, 
and ('Y) indicates an acceptable estimation. 
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(6-14)'P XSLG = 1.209 + 0.347 XSLG(-1) + 0.456 KSLG 
(3.357)* (2.197)** (3.990)* 
R2=0.969 DW = 1.722 Durbin's-h = 1.261 (0.207) n=27 
where XSLG is the log of per worker real value-added in services, KSLG is the log of 
capital-labour ratio in the same sector and other notations are as before. 
To sum up, a production function in the services sector can be better specified and 
estimated in logs and in per worker terms. From this estimation, the associated long run 
elasticities of capital and labour can be calculated as follows: 
The long run elasticity of capital: (0.456)/(1-0.347) = 0.698 
The long run elasticity of labour: (1-0.456)/(1-0.347) = 0.302. 
From these figures, it seems that the elasticity of capital in the services sector is 
the highest of the elasticities of capital in the non-oil sectors, i. e. agriculture, industry, 
and services. On the other hand, the elasticity of labour in agriculture is the highest of 
the labour elasticities in the non-oil sectors. Concerning the returns to scale, the long run 
elasticity of scale, is equal to the sum of the elasticities of capital and labour which, in 
this case, equals (0.698+0.302=1.000), i. e. constant returns to scale. However, this is not 
a coincidence, since the estimated C-D production function has already been restricted 
to constant returns to scale by using per worker terms. 
The actual and fitted values of the estimated production function by sector are 
shown in Figure (6-02) where XARGF, XIRGF and XSLGF stand, respectively, for the 
fitted values of their corresponding actual values XARG, XIRG and XSLG. Though 
there are some disturbances, the fitted values in general are close and following the 
actual ones. 
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Figure (6-01) 
Actual and Fitted Values of Production Function by Sector 
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(6.6.4) Real Rate of Return on Capital 
The real rate of return on capital by sector can be indicated by the marginal 
productivity of capital in each sector21. The above estimation of productions function 
provides information on the marginal productivity of capital by sector, MPKi. 
According to the C-D production function specification, MPKi is estimated according to 
the following formula: 
(6-15) MPKi = ai. APKi 
where ai is the capital elasticity of sector (i), APKi is the average productivity of capital 
and where i=A, I and S (for agriculture, industry and services, respectively). 
Accordingly, the average productivity of capital has been calculated directly from 
the data in Appendix-C, for capital, and Appendix-D, for output and the capital 
elasticity is obtained from the above estimated production functions by sector. Both 
APKi and MPKi are shown in Table (6-06). In order to make sectoral comparison, 
MPKi has been graphed for the period (1965-91) as in Figure (6-03). From this figure, it 
is clear in general that all the sectoral marginal productivity of capital estimates decline, 
which is an indication of the decline in the rate of return in capital and, hence, capital 
efficiency. Theoretically, it is acceptable that, other things being equal, the factor 
marginal productivity declines as the factor is intensified. However, the case of 
empirical decline of the marginal productivity of capital implies that there has been no 
significant effect of technical progress counteracting this. If technical progress had 
occurred, then it could have affected the marginal productivity of capital through its 
average productivity regardless of the other arguments of the production function; see 
equation (6-15). Comparing the three sectors, it is evident that the marginal productivity 
of capital in agriculture is lower than those of the other two sectors. 
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Now, for the more simplified comparison, Table (6-07) and Figure (6-04) show 
the average marginal productivity of capital by sector. 
Table (6-06) 
Average and Marginal Capital Productivity by Sector 
Capital Average Productivity MP = Capital elasticity. AP 
Year APKA APKI APKS MPKA MPKI MPKS 
1965 0.6635 1.0943 0.5960 0.1214 0.3075 0.4160 
1966 0.5802 1.1401 0.5207 0.1062 0.3204 0.3635 
1967 0.5384 1.2800 0.4827 0.0985 0.3597 0.3369 
1968 0.4669 1.3138 0.4973 0.0854 0.3692 0.3471 
1969 0.4268 1.0500 0.4617 0.0781 0.2950 0.3223 
1970 0.2978 0.9313 0.4048 0.0545 0.2617 0.2825 
1971 0.3307 1.0514 0.4197 0.0605 0.2954 0.2929 
1972 0.2958 1.0152 0.4701 0.0541 0.2853 0.3281 
1973 0.2824 0.9658 0.4016 0.0517 0.2714 0.2803 
1974 0.2323 0.9361 0.4437 0.0425 0.2630 0.3097 
1975 0.1779 0.8605 0.3799 0.0326 0.2418 0.2652 
1976 0.1609 0.8168 0.3647 0.0295 0.2295 0.2546 
1977 0.1105 0.7729 0.3564 0.0202 0.2172 0.2488 
1978 0.1018 0.7281 0.3477 0.0186 0.2046 0.2427 
1979 0.0931 0.6680 0.3492 0.0170 0.1877 0.2437 
1980 0.1052 0.6640 0.3786 0.0192 0.1866 0.2643 
1981 0.1029 0.5756 0.4017 0.0188 0.1618 0.2804 
1982 0.0919 0.4722 0.3660 0.0168 0.1327 0.2555 
1983 0.0998 0.4363 0.3389 0.0183 0.1226 0.2365 
1984 0.0919 0.3982 0.3034 0.0168 0.1119 0.2117 
1985 0.0920 0.4240 0.3345 0.0168 0.1191 0.2335 
1986 0.0998 0.3716 0.3181 0.0183 0.1044 0.2220 
1987 0.1020 0.4050 0.3048 0.0187 0.1138 0.2128 
1988 0.1010 0.4045 0.3077 0.0185 0.1137 0.2148 
1989 0.1042 0.4166 0.3188 0.0191 0.1171 0.2225 
1990 0.1052 0.4475 0.3313 0.0193 0.1257 0.2312 
1991 0.1126 0.4821 0.3555 0.0206 0.1355 0.2481 
Source: Calculated according to equation (6-15) using data in Appendices C and D 
and the estimated elasticity of capital by sector. 
237 
Figure (6-03) 
Marginal Productivity of Capital by Sector (1965-91) 
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Table (6-07) 
(Average) Marginal Productivity of Capital by Sector 
Sector MPKi 
Average (1965-91) SER 0.2729 
IND. 0.2094 
AGR 0.0404 
Average (1986-91) SER 0.2252 
IND 0.1184 
AGR 0.0191 
This has been calculated in two cases: the first is the 1965-91 average (labelled as 
Part [1] of the figure) and the second is an average for the last six years, 1986-91, 
(labelled'as Part [2]) since such an average is more representative of the recent situation. 
Table (6-07) and Figure (6-04) reveal that the highest marginal productivity of capital is 
in the services sector followed by industry and then agriculture. The latter sector, in fact, 
has an extremely low marginal productivity of capital, particularly in the last six years. 
These low and different rates of return on capital should be taken into account in any 
future investment policy concerning the adjustment of investment towards its optimal 
level. 
(6.7) Conclusion 
This chapter deals with three issues: the actual investment rate compared with the 
optimal, explaining the behaviour of actual investment and discussing the investment 
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efficiency using a production function approach. From the empirical results, concluding 
remarks can be made as follows: 
Actual Versus Optimal Investment: 
A comparison between the optimal and actual investment rates reveals that the 
actual investment rate has been below optimal in recent years (i. e. since 1984). 
However, the actual rate was over the optimal during (1972-83) and below that before 
(1972). 
Explaining Investment Behaviour: 
Concerning the explanation of the actual investment behaviour, a three-sector 
regression analysis has been carried out firstly by treating investment in totals (i. e. 
comprising private and public) for the period 1962-91 and secondly, by categorising 
total investment by sector into private and public components for the period 1962-1980 
(as there are no data available for such a classification after 1980). In the first case, a 
cointegration based on a single equation estimation is used while in the second case we 
have treated the private and public investment functions by sector as a system of six 
equations to allow for sectoral interaction. 
The results of estimating the private and public investment functions reveal that 
the private investment can mainly be explained by some market oriented variables such 
as the cost of capital (represented by the real interest rate or the real selling price of 
capital goods) and the public investment can mainly be explained by the real value of oil 
exports. An important aspect of the sectoral interaction found is that there are linkages 
between private and/or public investment in services, on the one hand, and those in the 
other sectors, on the other hand, and that one may conclude that investment in the 
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services sector is as important as investment in the productive sectors because of these 
linkages. 
Beside that, the determinants of private investment are generally found different 
from the determinants of public investment and the estimation does not show any effect 
of the private investment on the public investment whereas the opposite case exists at 
least between two sectors. 
Accordingly, one may conclude that since the role of the private investment is 
minor relative to the public investment, the investment in Libya is mainly oil-driven 
which also means that it is public sector driven. However, this does not mean that the 
determinants of the private investment behaviour are not important in growing the role 
of private investment but their role in adjusting the actual investment towards its 
optimal level cannot be major at least in the near future. 
Investment efficiency: 
Explaining the behaviour of the actual investment by sector has important policy 
implications in directing investment towards the optimal level. However, this does not 
tell us how productive or how efficient the investment by sector is. The point here is that 
if the economy is able to invest the optimal amount, this optimal amount should be 
implemented efficiently to produce, in conjunction with other factors, the expected 
optimal level of output. Therefore, some remarks on the efficiency of investment as 
indicated by the marginal productivity of capital by sector are as follows: 
(1) If it is important to quantitatively adjust the actual investment towards its optimal 
level, it is equally important to invest in sectors and projects efficiently. 
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(2) The results reveal a general decline in the marginal productivity of capital in 
different sectors. This needs an attention as what the factors behind such a general 
decline are. 
(3) The results also show that the marginal productivity of capital is very low in 
agriculture, whereas it is higher in industry and services. 
(4) The low marginal productivity of capital in agriculture may raise important 
questions about whether investments should be carried out in agriculture or whether 
some trade-off between importing agricultural products and investing in domestic 
agricultural projects is required. As the answer to this question is beyond the scope 
of this study, raising such a question here is merely to stimulate other studies to 
address such a problem. 
(5) However, the low productivity of capital in agriculture may be interpreted by factors 
such as a labour force shortage which, if it is the case, implies not to reduce 
investment in agriculture but, rather, to pay greater attention to the available labour 
force. It can also be due to the limited cultivated land in the agricultural sector and 
due to spending too much on land reform without a corresponding output increase, 
which may be the case when established farms are handed to unskilled and less 
expert people who are unable to manage them efficiently. 
Endnotes 
1 Libyan government had received its share of oil revenues for the first time in 1963. 
Before that, government share went to meet government obligation to cover a certain 
fraction of oil companies expenses according to its contracts with these companies 
and according to the Libyan Petroleum Law of 1955; see Autiga (1972). 
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2 As indicated in chapter two, other oil exporting countries, such as United Arab 
Emirates, had similar problems and followed similar policies. However, Khirbash 
(1990, p. 57) criticises the policy of reducing the expenditure in favour of increasing 
revenues using some alternative and more effective policies such as taxes. 
3 Keynes (1936, p. 135) defines the marginal efficiency of capital as "... being equal to 
that rate of discount which would make the present value of the series of annuities 
given by the returns expected from the capital-asset during its life just equal to its 
supply price". 
4 Branson (1989) termed it "the marginal efficiency of investment" and defined it as 
"the rate of interest that will discount the PV [i. e. the present value] of the project to 
zero" (Branson, 1989, p. 290). However, Robinson (1969a, p. 361) states that such an 
equality between the marginal efficiency of capital and the interest rate "... was in the 
nature of a fudge. For a scheme of investment to be undertaken, the profit expected 
from it must exceed its interest-cost by a considerable margin to cover the risk 
involved. ". Nevertheless, Robinson view must be considered if the future 
expectations are made without any consideration of the `risk' element. Therefore, 
when the risk is considered in making such expectations and the marginal efficiency 
of capital is calculated accordingly, then there would be no need for adding any other 
margin as requested by Robinson. 
5 Both of these two approaches are using the concept of the `discounted present value'. 
Dixit and Pindyck (1994, pp. 6-7), provide what so called "the option approach". 
This approach is also based on the `present value rule' but includes another element; 
that is, the entrepreneur can delay the investment decision until new information 
arrives to make better expectations. 
6 For the concept of the `irreversibility' in the investment decisions, see section (1.1) of 
chapter one and Dixit and Pindyck (1994). 
7 `Marginal projects' are projects that yield real rates of return on capital equal to the 
real discount rate, so that the investor is indifferent to invest in such projects or to put 
money elsewhere. 
8 Fry (1982, p. 732) interpreted the financial repression as "... the technique of holding 
interest rates (particularly deposit rates of interest) below their free market 
equilibrium levels". This means that the financial market is in disequilibrium and, 
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hence, when the interest rate is gradually liberalised, the movements of the saving, 
investment, and interest rate will be on the same supply curve, that is, both the 
interest rate and investment increases together, The justification is that in such 
circumstances increasing the real rate of interest means more funds become available 
to finance through increasing saving and, consequently, more investments becomes 
possible. 
9 Note that in Jorgenson (1963 and 1967), the rate of increase in the level of prices of 
capital goods which is subtracted from the nominal interest rate rather than the rate of 
inflation, i. e. the rate of increase in the consumer price index or the GDP deflator. 
10 However, in his survey of a variety of studies on the financially repressed developing 
economies, Fry (1982) concludes that (i) the national saving depends, positively and 
significantly, on the real deposit interest rate, (ii) the investment rate "apparently" 
responds negatively to the real effective loan rate (which has somehow been 
proxied), and (iii) the real deposit rate of interest is associated "positively and 
significantly" with real money demand. 
11 AR1 stands for the first order autoregression. 
12 CORC stands for Cochrane-Orcutt. 
13 As already stated, it may be more accurately that nominal interest rate is reduced by 
the rate of change in the price index of capital goods, see for instance Solow (1956) 
and Jorgenson (1963). However, the above definition gives only a proxy for the real 
interest rate. 
14 Granger and Newbold (1974) were concerned with spurious regression when a very 
low DW is associated with a high R2. 
15 For definition of ECM and other related terms, see Appendix-H. 
16 This explanation is similar to that by McKinnon (1973) and Shaw (1973) concerning 
the real interest rate in a financially repressed economy discussed in section (6.3). In 
our case, however, the wages has not been controlled all the time even in public 
sector but, because of imperfections, it may have been the case that wage rates in 
other sectors grew faster than wage rates in agriculture and that capital was 
accumulated with less attention to the agricultural requirement of labour force. 
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17 In all the estimated equations, variables with insignificant but right sign coefficients 
are reported if they appear to improve the estimation in general; such as improving 
DW or R2. 
18 A production function exhibits increasing, decreasing or constant returns to scale if 
the elasticity of scale is greater than, less than or equal to unity, respectively. (e. g. see 
Heathfield and Wibe, 1987). If all inputs change by the same percentage, then the 
elasticity of scale can be defined as the percentage change of output with respect to 
the percentage change in inputs. This implies that the elasticity of scale is equal to the 
sum of the elasticities of all the inputs. In the case of the C-D production function, 
the elasticities of inputs are all constants and, hence, we have a constant elasticity to 
scale. However, for linear production function, the elasticity of scale is variable 
because the elasticity of each input is variable and hence, whether the production 
function exhibits increasing, decreasing or constant returns to scale depends on the 
specific point on the production function curve. Moreover, it can theoretically be 
shown that if the linear production function is homogenous in inputs only, i. e. there is 
neither intercept nor dummies, the elasticity of scale is constant and equal to unity, 
i. e. constant returns to scale, despite that the elasticity of each input is variable. 
19 When we used GW rather than OLS to account for simultaneity as just indicated, the 
result that the output is elastic with respect to labour did not change. 
20 The formulae are derived according to Burnside (1996, p. 180). 
21 More accurately, the rate of return on capital is equal to the marginal productivity of 
capital minus the depreciation rate. This is often compared with the user cost of 
capital which is proxied by the real interest rate [for section (6.3) and chapter four]. 
Chapter Seven 
Summary and Conclusion 
(7.1) Introduction 
In economic theory, investment can generally be determined by a set of variables 
one of which is the availability of finance. In an oil-based economy like Libya, in 
particular, it is often argued that investment is viewed to be largely dependent on the 
availability of oil revenues as a source of finance which are subject to many 
disturbances and shocks in the international oil market. If it is so, then the decision to 
save and invest a certain ratio of the country's aggregate output is, to large extent, 
affected by and determined according to these shocks and disturbances rather than the 
requirements of economic development. Libya and other oil-based economies should 
not, however, rely on this situation in their saving and investment because of the 
following disadvantages: 
" The disturbances of the oil market are transmitted to the economy creating a situation 
of economic instability. 
" There is a possibility that the country is over-saving and over-investing during the 
periods of oil-booms. This implies a waste of resources. 
" There is also a possibility that the country is short of finance and, in the absence of 
other alternatives, the growth of output, consumption and welfare deteriorate. 
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" Since oil is an exhaustible resource, the situation of an oil-dependent economy 
cannot be maintained in the long run. 
These problems suggest the approach in this study where one can quantitatively 
determine the following points: 
[1] The optimal rate of saving and investment in the non-oil sectors. This optimal rate is 
determined according to the requirements of economic development for a given 
fixed per worker value-added of oil. 
[2] The actual investment behaviour by sector and its determinants. 
[3] The efficiency of investment as measured by the capital marginal productivity by 
sector. 
The link between these three points is evident: the optimal rate is used as a 
reference rate by which the actual investment rate can be judged. The determinants of 
the actual investment behaviour are to be affected by policies to adjust the actual 
investment towards its optimal level and, finally, the marginal productivity of capital 
measures how efficient the actual investment is in each sector. 
To achieve point [1], a neoclassical Ramsey-type model for Libya has been 
developed and empirically estimated to obtain the optimal saving and investment rate 
during the period (1965-1991). Point [2] has been achieved by econometrically 
estimating the actual investment function in agriculture, industry and services sectors. 
Because of its importance in this study, investment function has been estimated by the 
recent technique of cointegration. In addition, we have attempted to classify the 
investment by sector into private and public components and construct a simple 
simultaneous system for investment which has been estimated by the generalised 
instrumental variable (GIV) method. Finally, point [3] has been covered by estimating 
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the Cobb-Douglas production function by sector on the basis that the estimated marginal 
productivity of capital is an indication of the real return on capital and, hence, 
investment efficiency. 
However, problems involved in undertaking these three tasks can be summarised 
as follows: 
(1) As often expected in economic studies of developing countries, and as stated in 
chapter one, there has been some difficulty in getting a large sample size. The 
available time series data can only be annual covering, at most, the period 1962-91. 
This imposes a restriction on the sample size, to be not more than 30 observations. 
(2) In addition, national accounts and statistical abstracts are often delayed some years 
before they are published and in some cases the published data are either incomplete 
or not sufficiently detailed. 
(3) The above stated Ramsey-type model has been modified to adequately fit the case 
under consideration. Specifically, both the oil sector value-added and human capital 
are included in the model as exogenous variables. Since in all of the reviewed 
literature these two variables have not been considered in a Ramsey-type model for 
the optimal saving and investment rate, we have been obliged to theoretically re- 
derive the modified model as set out fully in Appendices A and B. 
(4) In the Ramsey-type model for Libya, some variables and parameters are 
unobservable. In particular, the elasticity of marginal utility. In spite that there is a 
considerable literature on the ways and approaches to estimating such a parameter 
using observable data, it remains essentially difficult to derive. 
(5) Finally, there has been no particular software which can be used to solve Ramsey- 
type models. Therefore, the model has been solved using three packages, namely, 
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'MFIT' in estimating the parameters, 'Matlab' in calculating eigenvalues and 
eigenvetors, and `EXCEL' in doing other complementary calculations. In addition, 
some other software such as TSP was used to convert text data files to worksheet 
files. Consequently, doing sensitivity analysis which implies many repeated steps 
becomes time consuming. 
In spite of these problems, a set of important theoretical and empirical results have 
been obtained; they can be summarised in the subsequent sections (7.2)-(7.3). 
(7.2) Theoretical Results 
The most important elements of the theoretical investigation in the present study 
are as follows: 
[1] As there are no available data for capital stock, this variable has to be-estimated. In 
contrast to many other attempts in estimating capital stock where the initial capital 
stock value has often been assumed arbitrarily (sometimes zero), the present study 
provides a theoretical derivation of that initial capital stock based on a simple 
assumption that the depreciation rate in the first two years (in this case 1962 and 
1963) does not change. This led to derive not only the initial capital stock, but also a 
dynamic formula for the depreciation rate starting from the second year (1963). The 
depreciation rate used in the present study, therefore, is derived as an average rate, 
rather than assumed arbitrarily, and found to be (5.9%) (Appendix-C). 
[2] The modified Ramsey model has been derived (i) by considering the value added of 
the oil sector as an additive component in the GDP identity and, hence, independent 
from the production function in the non-oil sector and, (ii) by including human 
capital in the production function of the non-oil sector. It does not seem that the 
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optimal saving and investment rate in the `Ramsey-type model for an oil-based 
economy' has been derived or estimated before. The contribution of the present 
study is that it provides a theoretical derivation of this model as well as an attempt of 
application. The standard Ramsey model has become now a special case of what we 
call the `Ramsey-type model for Libya' and the standard formula of the saving and 
investment rate in the conventional Ramsey-model has become now a special case of 
that derived from the present Ramsey-type model for an oil-based economy. In fact, 
we think that this model is appropriate in dealing with the same problem for other 
oil-based economies such as Iran, Nigeria and Saudi Arabia. 
[3] Ramsey-type model for an oil-based economy provides a formula of what we have 
called the `adjusted' saving and investment rate as in (4-17) and (4-17)' of chapter 
four. The non-oil relative share component is the adjustment factor when it is equal 
to unity, the formula converts to the standard special case. However, the concept of 
optimality is based on an assumption that both oil value-added per worker and 
human capital per worker are both exogenous and given. This implies that the 
movements of the optimal rate of saving and investment cannot be affected by these 
two components only parameterically. 
[4] Given a set of parameters and a set of exogenous variables, optimality is satisfied, 
according to the present model, when the social time preference equates the social 
return on capital in the non-oil sector. The latter may be defined as the marginal 
productivity of capital in the non-oil sector minus the effective depreciation rate, i. e. 
the return minus the loss. This is almost the same result obtained from the standard 
Ramsey model. 
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[5] Another similar theoretical result obtainable from both the standard and the present 
Ramsey model is as follows: as a special case of optimality, the steady state 
condition is satisfied when the marginal productivity of capital in the non-oil sector 
is equal to the sum of the effective depreciation rate and the pure time preference. In 
other words, when the social rate of return is equal to the pure time preference. 
(7.3) Empirical Results 
Empirical results can be classified into three groups including the estimation of 
the optimal saving and investment rate in chapter five, the behaviour of the actual 
investment function in chapter six and the real rate of return on capital in chapter six 
also. Each group can be discussed in a separate subsection. 
(7.3.1) Optimal Saving and Investment Rate 
The optimal saving and investment rate has been estimated in chapter five 
according to the Ramsey-type model for Libya established in chapter four. The major 
concluding remarks are as follows: 
" The model produces reasonable results concerning the optimal rate of saving and 
investment. This rate has been obtained endogenously after solving the model for the 
optimal non-oil share in GDP and the optimal growth rates of per worker 
consumption and capital. To illustrate, the procedure of estimation can be 
summarised as follows: 
(1) The parameters of the model established are estimated using regression analysis 
as well as algebraic formulas (see chapter five). 
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(2) For given levels of per worker oil-GDP and per worker human capital in 1965, 
each of per worker capital stock growth rate, per worker consumption growth rate 
and the non-oil relative share in GDP are estimated for the whole period 1965-1991. 
This has been repeated for each pair of oil GDP and human capital per worker in 
1966,1967, ..., and 1991 so that 27 estimates of per worker capital stock growth 
rate, per worker consumption growth rate and the non-oil relative share in GDP are 
obtained (see Appendix-E). The purpose of this procedure is to account for the 
changes in the exogenous variables in the model; namely per worker oil-GDP and 
per worker human capital. 
(3) Given the results obtained in (1) and (2), the optimal saving and investment rate 
can straightforward be obtained endogenously using the formula (4-17) in chapter 
four. In contrast to the Solow-Swan model discussed in chapter three, the saving and 
investment rate in Ramsey-Type model is endogenous. 
" This endogeniety of the saving and investment rate, like optimality, is defined at 
given levels of per worker oil-GDP and per worker human capital. 
" It is found that the annual average ratios of GDP which should have optimally been 
saved and invested compared with those actually invested were as follows: 
Optimal Actual Difference 
Average (65-7 1) 15.1 
Average (72-83) 18.1 
Average (84-9 1) 26.4 
08.8 
25.4 
16.7 
- 06.3 
+ 07.3 
= 09.7 
This reveals that Libya was saving and investing below the optimal level during the 
early stage of development (1965-71), over the optimal during the period (1972-83) 
including the oil boom of 1970s and, finally, less than the optimum during the recent 
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years (1984-91), i. e. during the period of oil revenue deterioration of the 1980s. This 
is an evidence that, as expected, investment is very much affected by the availability 
of oil revenues rather than the requirements of economic development and growth. 
" The evaluation of investment policy in the light of the above results is that it could 
have been plausible to reduce the actual investment rate, as in the early 1980s, 
towards the optimal one but, however, it does not seem reasonable to go further in 
such reductions to sacrifice more and more objectives. Such a policy, if continued, 
would end up with negative capital accumulation, i. e. negative net investment, 
which means a decline in capital stock and, hence, a decline in output, consumption 
and economic welfare. Alternatively, it seems that it is better to keep the same 
objectives and borrow from abroad to cover the gap between the available resources 
and the requirements of the investment programs. The existence of the oil sector and 
the growth in the non-oil GDP both guarantee the repayments of such loans. 
" If the optimal rate of saving and investment is measured as a ratio of the non-oil 
GDP rather than the whole GDP, the results show that this rate has been declining 
continuously until the steady state. Starting from 83.4% in 1965, it arrives to 35.8% 
in 1981 which is close to the steady state rate of 33.5% measured as a ratio of non- 
oil GDP. If we introduce the adjusted optimal rate of saving and investment as a 
ratio of the whole GDP as given by (4-17) of chapter four, the optimal saving and 
investment rate is fluctuating because of the effect of the oil component in GDP. For 
illustration, see Figures (5-01) and (5-02) of chapter five. However, the two 
measurements tell the same thing about the volume of the optimal saving and 
investment; that is, an optimal volume of saving and investment in the non-oil sector 
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can be determined, according to the present model, regardless of whether it is 
measured as a ratio of the non-oil GDP or as a ratio of the whole GDP. 
" The steady state solution of the model shows that the Libyan economy already 
arrived at the steady state in 1981. The immediate interpretation of this result is that 
the speed of convergence has been very high which, in turn, can be explained among 
other factors by the existence of the oil sector and its indirect effect on the variables 
of the model. After 1981, the economy has been fluctuating around the steady state. 
" Arriving at the steady state does not mean that the economy is becoming static. In 
fact, an interesting strategy for growth in a situation of an economy which arrived at 
its steady state can be suggested according to the present model as follows: There 
should be some exogenous variable which can be affected by policy to push the 
economy away from its steady state, so that different endogenous forces can work to 
bring the economy to a new steady state with higher levels of per worker output, 
capital stock and consumption. The success of doing that depends on how strong is 
the exogenous variable and the push process. The exogenous variable is found to be 
best represented, in the present model, by the per worker human capital. However, it 
is aimed that some technological advances can occur in the long run to avoid any 
diminishing returns. 
" Using the previous strategy, the future potential saving and investment rates have 
been investigated and predicted up to ten years (1991-2001). It is concluded that the 
economy, which has already reached its steady state, can be pushed out towards 
further growth if it can increase the level of per worker human capital. The greater 
the human capital, the greater the new steady state and, hence, the greater the 
optimal saving and investment rate. In this case, a higher rate of saving and 
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investment is required to accommodate the further growth. For example, during the 
period 1991-2001, if the per worker human capital (h) does not increase at all after 
1991, the optimal saving and investment rate (s) will stay between 27.2% and 26.6% 
and if 'h' is doubled, (s) will be between 33.5% and 29.5%. 
(7.3.2) Explaining Actual Investment 
Concerning the explanation of the actual investment behaviour, a three-sector 
regression analysis has been carried out firstly by treating investment in totals (i. e. 
comprising private and public) for the period 1962-91 and secondly, by categorising 
total investment by sector into private and public components for the period 1962-1980 
(as there are no data available for such a classification after 1980). In the first case, a 
cointegration based on a single equation estimation is used while in the second case we 
have treated the private and public investment functions by sector as a system of six 
equations to allow for sectoral interaction. 
Concerning total investment, it is assumed that the total investment function can 
capture the determinants of both private and public investment behaviour. Although the 
determinants of the total investment function by sector (1962-1991) are not exactly the 
same as those concerning private and public investment by sector (1962-1980) due to 
the difference in the sample period and may also be due to the problem of aggregation, 
many of the results concerning investment function for the period 1962-1980 using 
(private and public) investment by sector are consistent with those obtained for the 
period 1962-1991 using (total) investment function by sector. 
The results of estimating the private and public investment functions reveal that 
the private investment can mainly be explained by some market oriented variables such 
as the cost of capital (represented by the real interest rate or the real selling price of 
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capital goods) and the public investment can mainly be explained by the real value of oil 
exports. An important aspect of the sectoral interaction found is that there are linkages 
between private and/or public investment in services, on the one hand, and those in the 
other sectors, on the other hand, and that one may conclude that investment in the 
services sector is as important as investment in the productive sectors because of these 
linkages. 
Beside that, the determinants of private investment are generally found different 
from the determinants of public investment and the estimation does not show any effect 
of the private investment on the public investment whereas the opposite case can exist 
(for details, see chapter six). 
Accordingly, one may conclude that since the role of the private investment is 
minor relative to the public investment, the investment in Libya is mainly oil-driven 
which also means that . it is public sector driven. However, this does not mean that the 
determinants of the private investment behaviour are not important in stimulating 
further economic growth in the long run. But it means that the effect of the private 
investment on adjusting the actual investment towards its optimal level cannot be major 
in the near future due to public sector domination. 
The importance of these findings is that there should be some monetary, fiscal and 
commercial policies which can be used, to affect these variables that determine 
investment so that the actual investment adjusts towards its optimal level. 
(7.3.3) The Efficiency of Investment 
Regarding the efficiency of investment as indicated by the marginal productivity 
of capital in each sector, some remarks can be made as follows: 
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(1) If it is important to quantitatively adjust the actual investment towards its optimal 
level, it is equally important to invest in sectors and projects efficiently. 
(2) The results show that the investment in agriculture is relatively inefficient as 
measured by the capital marginal productivity, whereas the marginal productivity of 
capital is higher in industry and services. 
(3) However, the low productivity of capital in agriculture may be due to investment 
increases in the sector without corresponding increases in labour employed so that 
the agricultural output became elastic with respect to labour and inelastic with 
respect to capital. The estimated production function for agriculture exhibits 
increasing returns to scale due to higher labour elasticity. 
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(A. 1) Introduction 
This and next appendices are devoted to the full derivation of the Ramsey-type 
model for Libya. In these two appendices, it has been intended to start from the very 
basic structure of the model discussed in chapter four and to make very little comments 
on the resulted equations since the purpose here is to provide the mathematical 
derivations in detail leaving the interpretation to the main text of chapter four. 
(A. 2) The Basic Structure of the Model 
The basic structure of the model can be written in a form of an optimisation 
problem as follows: 
Maximise: 
00 
(A-1) J=J ut(ct). exp(-pt). dt ;0<t< 00 
0 
Subject to: 
(A-2) Yt = ct + it 
(A-3) yn = f(kt, ht) (for the non-oil sector) 
(A-4) k(0) = k0 (given) 
(A-5) Lim [exp. (-p. t). kt] =0 (the transversality condition) 
where the symbols and notations are as follows: 
t Denotes continuous time during an infinite time horizon (0 <t< oo ), 
ct Consumption per worker per period, 
ut(ct) Per worker utility per period as a function of per worker consumption, 
exp(. ) Stands for an exponential, 
p Pure time preference; constant, 
J An integral representing the sum of the present values of per worker 
utilities, 
it Gross investment per worker per period, 
Yt Gross GDP per worker per period, 
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yn Gross non-oil GDP per worker per period, 
kt Non-oil physical capital stock per worker per period, 
ht Human capital per worker per period, 
f(kt, ht) The non-oil sector per worker per period production function. 
k(O) Non-oil physical capital stock per worker at the initial time (t = 0). 
k0 A given real value of the non-oil initial Physical capital stock per worker. 
Notes: 
[1] Any other symbols and notations are defined when they first appear. 
[2] For simplicity, the subscript 't' can be omitted whenever we feel that it is more 
convenient and cannot be confused. For example, the above defined 'yn ` is 
equivalent to `yn t' 
[3] Since the term `physical capital' can be repeatedly used, we follow the convention in 
this study that the terms `physical capital', `capital stock' and `capital' are all 
synonyms and that these should not be confused with the term `human capital'. 
In what follows, we try to provide a brief explanation of the above equations: 
Equation (A-i): 
This equation gives, in continuous rather than in discrete time, the sum of the 
present values of the streams of the per worker utilities. The discounted rate used here, 
p, is known as the pure time preference and it is a utility term. The mathematical 
importance of this term is that it makes the value of `J' bounded from above otherwise it 
is unbounded. 
Equation (A-2): 
This equation gives the usual GDP identity per worker. As discussed in chapter 
four, the assumption of equating saving and investment does not mean that the economy 
is closed. 
Equation (A-3): 
This equation gives the per worker production function in the non-oil sector. This 
function is assumed to be homogeneous of the degree zero in per worker physical 
capital and per worker human capital. The original production function is homogenous 
of the first degree in physical capital, human capital, and labour. It is assumed that the 
production function is concave and twice differentiable. In fact, we assume that it takes 
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the form of the neo-classical Cobb-Douglas production function so that it can be written 
as follows: 
(A-6) Yn = f( kt, ht )=A. ka. hß ; (a +ß<1), 
(A-7) Y1 = fk( kt, ht )=aA. ka-1. hß and, 
(A-8) Y11 = fkk( kt, ht )=-a. (1-a). A. ka-2. hß 
where: 
A Constant represents the state of technology, 
a The (long-run) output elasticity of physical capital, 
ß The (long-run) output elasticity of human capital, 
Y1 Marginal productivity of capital, the first derivative of yn with respect to k, 
Y11 The slope of y l, i. e. the second derivative of yn with respect to k, 
Note that we have used the symbol yl rather than yn 1, for simplicity. Similarly, 
we used y 11 
Equation (A-4): 
This establishes the initial condition of the model and it simply states that the 
initial (real) value of per worker capital stock, k0, in currency units, is known and given. 
Equation (A-5): 
This establishes the transversality condition as discussed by Cass (1965, p. 235) 
and, recently, by Barro and Sala-i-Martin (1995, p. 65-66,506-507); among others. The 
term states that the present value of the per worker capital stock at the end of the 
planning horizon is zero. However, the transversality condition does not mean that the 
per worker capital stock itself at the end of the planning horizon is also zero. This may 
need some clarity: 
Suppose that the per worker capital stock at the end of the planning horizon is kT 
and that its (shadow) price, in utility terms, is XT. Therefore, the value of per worker 
capital stock as evaluated at time T is (, %T. kT) units of utility. Since the households or 
the social planners are discounting their future utilities by the discount rate p, as stated 
above, then they evaluate one unit of per worker capital stock at the end of the planning 
horizon, i. e. at (t =T), as perceived at the initial time (t=0), as [%. exp(-p. T)]. Therefore, 
the present value of (XT. kT) as perceived at the initial time is [, %. exp(-p. T)]. kT. From 
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this last expression, it is clear that as T goes to infinity according to the assumption of 
an infinite time horizon, the present value of the shadow price (? . exp(-p. T)] goes to zero 
and hence the whole value [X. exp(-p. T)]. kT goes to zero too which satisfies (A-5). 
In general, we may write three notes concerning the transversality condition as 
follows: 
[1] It seems important to note that it is not the physical value of capital stock which goes 
to zero but its price in utility terms as perceived at the initial time since otherwise the 
development and growth will lead to nothing according to this model. The 
transversality condition as explained here implies that there will be a certain amount 
of kT (greater than kp) towards which the economy is moving. 
[2] Using the transversality condition implies that there will be no need to specify in 
advance any other initial value, an initial value of consumption per worker co for 
instance. In fact, such an initial value will be determined automatically by the model 
as we shall see. 
[3] Both the initial condition, (A-4), and the transversality condition, (A-5), are known 
as the boundary condition and are important in solving the model. 
Now, the first step towards the solution to the model given by (A-1)-(A-8) is to 
construct the dynamic equation or what is known also as the equation of motion, or the 
neo-classical fundamental equation. This will be the subject of section (A. 3). 
(A. 3) The Neo-classical Fundamental Equation 
In this section, we may need the following notations as well: 
n Labour growth rate; constant, 
S Depreciation rate; constant, 
(n + S) The effective depreciation rate; constant, 
Rt Value-added in the oil sector per worker per period, 
In equations (A-2), and for the purpose of simplicity, we might consider that there 
is no investment going to the oil sector so that the per worker gross investment, it, of the 
whole economy is equal to that of the non-oil sector, and hence, the capital stock of the 
whole economy is equal to that of the non-oil sector as well. 
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Such an assumption seems to be plausible in the sense that the investment in the 
oil sector is expected to be relatively small. This is correct in the case of Libya after the 
nationalisation of the oil companies in 1970. The real gross capital formation in the oil 
sector during 1971-1991 constitutes, in average, only 1.6% of real GDP at market 
prices, and in some particular years it is less than that. For instance, it was only 0.7% 
during 1974-1977. However, during the period 1962-1970, that ratio was about 14.0% 
which seems to violate our assumption; for more illustration, see Figure (1-01) in 
chapter one. However, another way to treat the investment in the oil sector is to assume 
it to be constant in per worker level so that it will have little or no effect on our analysis, 
or it may be subtracted from both sides of (A-2). Taking into account these three 
different options, we note that the period after 1970 is more representative since it is 
longer and since the nationalisation is now the norm. Therefore, let us consider the first 
assumption for simplicity. The per worker gross investment, it, in (A-2), is by definition 
as follows: 
(A-9) it = It / Lt 
where Lt is the labour employed in the non-oil sector and It is the gross investment in 
the non-oil sector which is equivalent, by the above assumption, to the gross investment 
of the whole economy. 
Now, our first aim is to express it of (A-9) in terms of per worker capital stock, kt. 
To do that, we know that the gross investment, It, is by definition equal to the rate of 
change in the capital stock, k= dK/dt, i. e. the net investment, plus the depreciation 
level, S. Kt, which is defined as a constant rate of depreciation, S, times the level of 
capital stock, Kt: 
It =K+S. Kt 
Substituting this equation in (A-9), we obtain: 
(A-10) it = [k/Lt ]+S. kt 
The problem now is to get rid of the term [K/ Lt ] in (A-10) and to do that let us 
differentiate (k = K/L) with respect to time to obtain: 
k= [L. k-K. L]/ [L2] =[ K/L] - n. k 
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where l (= dk/dt) is the rate of per worker capital accumulation, L (= dUdt) is the first 
derivative of labour with respect to time, and n (= L /L) is the labour growth rate. This 
result can also be arranged as: 
[I /L] = lc + n. k 
Substituting this in (A-10), we get: 
(A-11) it =k+ (n + S). kt 
where (n + S) is the effective rate of depreciation, that is the rate of depreciation which 
account for the labour growth (Barro and Sala-i-Martin, 1995). 
Therefore, the per worker gross investment, it, has been now expressed in terms of 
per worker capital stock, kt. Thus, (A-11) can be substituted in (A-2) to get a new form 
of the per worker GDP identity as follows: 
(A-12) Yt = ct +k+ (n +S). kt 
Clearly, the right-hand side of (A-12) is now expressed in terms of consumption and 
capital per worker. The dynamic element in (A-12) is the rate of change of per worker 
capital stock. 
It remains to incorporate the production function of the non-oil sector, (A-3), in 
(A-12). To do that, let Rt be referred to the per worker value-added in the oil sector so 
that the per worker GDP, denoted by yt, is equal to the sum of the non-oil GDP, yn, and 
the oil GDP, Rt: 
(A-13) Yt = Yn + Rt 
Substituting (A-3) in (A-13), we get: 
(A-14) Yt = f(kt, ht) + Rt 
Finally, substituting (A-14) in (A-12) and arranging we obtain the neo-classical 
fundamental equation as follows: 
(A-15) k= f(kt, ht) + Rt -(n+S). kt - Ct 
To my knowledge, a simple form of such a dynamic equation is first used in 
economic growth by Solow (1956). The only difference between the usual neo-classical 
fundamental equation and (A-15) is the element Rt which has entered our equation 
naturally to represent the fact that there is an oil resource flow affects the GDP identity. 
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(A. 4) The Basic Conditions of the Optimal Solution 
In order to obtain what we might call the `basic conditions of optimality', this 
section will be divided into three subsections: in subsection (A. 4.1) we re-state the 
optimisation problem, in subsection (A. 4.2), we summarise the conditions and the 
general form of the so called `Hamiltonian formula', and in subsection (A. 4.3) we apply 
it on our model to obtain `the basic conditions' of optimality. 
(A. 4.1) Re-statement of the Optimisation Problem 
The optimisation problem stated by (A-1)-(A-5) can now rewritten in a more 
simplified form as follows: 
Maximise: 
00 
(A-1) J=f ut(ct). exp(-pt). dt ; 0< t<- 
0 
Subject to: 
(A-15) f(kt, ht) + Rt -n+S). kt - Ct 
(A-4) k(0) = k0 (given) 
(A-5) Lim [exp. (-p. t). kt] =0 (the transversality condition) 
One can note that except replacing (A-2) and (A-3) with (A-15), the whole model 
has not been changed. Such a replacement is necessary to put the model in the form of 
Ramsey model, or modified golden rule model. 
Now, the decision makers implement a long-run economic development plan and 
aim to maximise the per worker welfare function, (A-1), subject to the constraints given 
by (A-15), (A-4), and (A-5). Such a problem is usually solved using the Hamiltonian 
formula as we shall see shortly. 
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(A. 4.2) The Hamiltonian Formula 
In this subsection, we try to specify which kind of models (or the features of the 
model) that can be solved by using the Hamiltonian formula, compare that with the 
present model, and illustrate how to solve the model accordingly; for details, see for 
instance, Intriligator (1971) and Barro and Sala-i-Martin (1995). 
Features of Model: 
The Hamiltonian formula is usually used in models which has the following 
characteristics: 
[1] If the model is established on the basis of continuous, rather than discrete, numbers 
like the present model. In cases when the discrete numbers are assumed, the 
appropriate formula is the Lagrangian one. 
[2] An objective function like (A-1). Such an objective function can, in general, be 
either a maximisation or minimisation problem and may consist of any finite number 
of variables. In our case, it is a maximisation objective function and consists of the 
variable ct plus the time variable, t, included in the discount factor. 
[3] The model should have two types of variables known as: control variables and state 
variables. The nature of the control variables is flow, like ct, while the nature of the 
state variables is stock, like kt. Therefore, there is no problem in distinguishing 
between these two types of variables. However, the most important thing in this 
respect is that the number of control variables must be equal to the number of the 
state variables. In the case of the present model, this condition is clearly satisfied. 
Therefore, any variables, other than the control and state variables, can be considered 
as exogenous. 
[4] There should be one dynamic equation, i. e. an equation of motion, for each state 
variable. In our case, the neo-classical fundamental equation is the required one. 
[5] It is important to make sure that the dynamic equations represent a constraint on the 
objective function. In the present model, it is clear that this is the case because the 
neo-classical fundamental equation contains the term ct which affects the objective 
function. For more theoretical and general models, the objective function can contain 
both control and state variables. 
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[6] The model should have two boundary conditions for each state variable. Since there 
is one state variable in the present model, we have the two boundary conditions 
given by (A-4) and (A-5). 
Solving the model: Graphical illustration: 
Any model satisfies the above stated characteristics can be solved by the 
Hamiltonian formula. The solving of the model means the determination of the optimal 
paths of both control and state variables. To illustrate, let us consider one variable of the 
model such as the state variable kt. Suppose that the initial value, k0, is given as in the 
initial condition in (A-4) and that the point (0, k0) is considered the point of origin in 
Figure (A-1). Assume also that the time horizon is [0, T] where T can either be finite or 
infinite. What can the solving of the model provide, concerning the variable kt in this 
example, is as follows: 
[1] The steady state point (T, k*) can be determined. To illustrate, the steady state point 
is, in general, the point where the economic variables grow at a constant rate of 
growth. In the present model in particular the variables grow at the same constant 
rate of growth, i. e. balanced growth. This means, in this example, that the variable kt 
(= Kt/Lt) is constant at the steady state and may be denoted by k* so that the point 
(T, k*) is determined. 
[2] The steady state solution, k*, is a long-run solution. In other words, if we are now at 
the initial time (t=0), then the solution k* is determined at time T which is assumed 
to be in the far future regardless of whether we assume finite or infinite time 
horizon, i. e. whether T goes to infinity or not. Therefore, one may virtually argue 
that the steady state solution may not be useful as a realistic solution since we may 
not be able to make decisions now or at any time t( where 0<t< T) based on the 
information of the steady state which will take place at time T. However, if the speed 
of convergence is sufficiently high, the k* realises in a relatively shorter time 
horizon. 
[3] Regardless of whether the steady state solution can take place in some near or far 
future point of time, we still need to know how to travel from the initial time (t=0) to 
the terminal time (t=T). There may be many roads to go through, i. e. many 
trajectories or paths. Not all of them are desirable. Therefore, one is wondering what 
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the best road, i. e. the optimal path, will be?. That is, what will be the optimal values 
of kt where (kp < kt < k*)? 
The solution of the model provides an answer to this questions through a formula 
such as kt = k(t). As an illustrative example, Figure (A-1) shows three possible paths 
of kt; they are Pathl, Path2, and Path3. In fact, there is an infinite number of 
possible paths but there is only one unique path, kt = k(t), which is optimal and 
which can be obtained from the solution of the model. Therefore, it is possible to 
obtain the optimal solution at any point of time (t). 
Figure (A-1) 
Three Possible Paths of the Variable `kt_ 
Source: Modified from Intriligator (1971, pp. 308 and 328). 
Concerning the control variable(s), such as ct, it is treated similarly as kt above 
except that the initial value(s) is not given but, rather, determined, automatically by the 
model. 
In addition to the determination of the steady state values and the optimal paths, 
the solution of the model provides also some useful formula which can be used for 
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different purposes. For instance, we can obtain the formula of the social time preference, 
the optimal path of output, the optimal paths of the growth rates of the control, state, and 
output variables, the optimal saving and investment rate, ... etc. 
Solving the model: Algebraic rules: 
Let ? be the current shadow price, i. e. the social evaluation, of capital goods, 
specifically investment goods, and yr be the present value of the same and both are 
expressed in utility units. Using, as before, the discounted rate p, the following relation 
holds: 
(A-16) Ni = X. exp(-pt) 
In order to establish the Hamiltonian formula, we need to define one shadow price Ni for 
each state variable in the model; thus the name co-state variables of these shadow 
prices. In the present model, fortunately, there is only one state variable so that our task 
is relatively easier as we need only one co-state variable. Therefore, Hamiltonian, H, of 
the present model is as follows: 
(A-17) H= ut(ct). exp(-pt) + yf. k 
What does H in this equation mean? 
The right-hand side of (A-17) consists of two terms: The first term is the present 
value of the per worker utility as a function of per worker consumption. This may be 
regarded, simply, as the present value of the per worker consumption in utility units. 
The second term is the per worker net investment times the present value of its shadow 
price in utility units, or simply, the present value of the net investment in utility units. 
Therefore, the Hamiltonian H in (A-17) represents the present value of per worker net 
domestic product. Making use of (A-16), H can also be written as: 
(A-17)' H= ut(ct). exp(-pt) +%. exp(-pt). lk 
The optimal conditions of the model can be obtained according to the following steps: 
[1] Substituting the dynamic equation(s), in this case (A-15) only, in the Hamiltonian 
formula (A-17) or (A-17)'. 
[2] For each control variable, in this case ct, we use the rule: 
ýa- ý sý DH/Dc =0 
271 
[3] For each state variable, in this case kt, we use the rule: 
(A-19) aH/ak = -'Y 
where 'Y = dyt /dt (the total derivative of the discounted shadow price of capital 
with respect to time). Alternatively, we may use the rule: 
(A-19)' DH / ak =-d[, %.. exp(-pt)] /dt 
Both (A-19) and (A-19)' lead ultimately to the same result. 
(A. 4.3) Application of the Hamiltonian Formula 
In this subsection, we apply the previously mentioned steps on the present model 
to obtain the optimal conditions. The first step is to substitute (A-15) into (A-17)' to get: 
(A-20) H= ut(ct). exp(-pt) + X. exp(-pt). [ f(kt, ht) + Rt - (n +6). kt - ct ] 
The second step is to use (A-18) to obtain: 
u'(ct). exp(-pt) - A. . exp(-pt) =0; or simply: 
(A-21) u' (c) = A. 
Finally, using (A-19)' to get: 
A.. exp(-pt). [ fk(k, h) - (n + 6) ]=-d[.. exp(-pt) ] /dt 
where fk(k, h) is the marginal productivity of capital in the non-oil sector. Simplifying 
the right-hand side of this equation we get: 
A. 
. exp(-pt). [ 
fk(k, h) - (n + 6) ]=-[-p. A.. exp(-pt) + 
i. exp(-pt)] 
Dividing this equation through by [A, . exp(-pt)] yields: 
fk(k, h)- (n+6) =p 
This can be arranged as: 
(A-22) fk(k, h) + i/% _ (n+8 +p) 
The growth rate of the shadow price of capital, X/A,, is sometimes called the capital 
gain (Intriligator, 1971). An interpretation of (A-21)-(A-22) is given in chapter four; see 
equations (4-15)-(4-16) of that chapter. 
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Now, we may note that ? is common in both (A-21) and (A-22) so that the two 
equations can be combined and written in one equation as follows: Let (A-21) be totally 
differentiated with respect to time so that we have: 
u"(c). c=ý. 
where u" is the second derivative of the utility function, i. e. the first derivative of the 
marginal utility, with respect to c and where c is the first derivative of c with respect to 
time. Dividing this equation by (A-21) yields: 
(A-23) [ u"(c)/ u'(c)). c =i/? 
To simplify this equation, let us introduce the so called elasticity of marginal 
utility 0. This is defined, similarly to any other elasticity, as the percentage change in the 
marginal utility by the percentage change in per worker consumption, or equivalently, 
the first derivative of the marginal utility with respect to per worker consumption, u"(c), 
times the per worker consumption / marginal utility ratio, c/ u' (c), so that: 
0=- [u"(c)]. [ c/ u'(c)] 
Since u"(c), by assumption, is always negative, and in order to keep 0>0, we have 
added the `minus sign' to the formal definition. If we divide both sides of this equation 
by [- c] we can get: 
-[0 /C] = [u" (c) / u' (c)] 
This now can be substituted in (A-23) to obtain: 
-[0 /c]c=ý/%; or equivalently: 
-0[c/c]=a, /a, 
which, in turn, can be substituted in (A-22) to get: 
fk(k, h)- 0. [d/c] = (n+S +p) ; or: 
(A-24) fk(k, h) - (n+8) =9. [c/c]+p 
This equation establishes that the marginal productivity of capital net of the 
effective depreciation rate equals the social time preference. The right-hand side of (A- 
24), is also known as the consumption rate of interest, denoted by CRI, and as social 
discounting rate; see for instance, Squire and Tak (1975, p. 139), Dasgupta and Heal 
(1979, pp. 263,284,294), Barro and Sala-i-Martin (1995, pp. 63-64), and Kula (1984, 
273 
p. 873). The latter derived the formula of CRI in discrete rather than continuous time. 
Using the notation CRI, therefore, we can write: 
(A-25) CRI =p+O. (c /c) 
The left-hand side of (A-24), which as stated represents the marginal productivity 
of capital net of the effective depreciation rate, can also be viewed as "the [real] interest 
rate", "the [real] rate of return to saving", or simply "the rate of return" (Barro and Sala- 
i-Martin, 1995, p. 62). If this rate is denoted by r, then we may also write: 
(A-26) r= fk(k, h)-(n+5) 
It would be mentioned, however, that n=0 in (A-24) if one considers Barro and Sala-i- 
Martin (1995, pp. 60-61) assumptions regarding the welfare function. 
From (A-24)- (A-26), it is clear that the optimisation condition requires equating 
the consumption rate of interest, CRI, with the rate of return, r. Therefore, (A-24) can be 
simplified to: 
(A-24)' r= CRI 
Equation (2-24) can also be re-arranged as: 
6. [c/c] = fk(k, h) - (n + S+ p) 
Multiplying both sides by [c / 0], we obtain the basic condition of optimality in a form 
of differential equation as follows: 
(A-27) c=[c/0]. [ fk(k, h) - (n +S+ p) ] 
It is important to note that although this equation establishes a basic condition of 
optimality, the equation does not work alone but, rather, together with the rest of the 
model. Specifically, the basic optimality conditions can be regarded as equation (A-27) 
together with the neo-classical fundamental equation, (A-15), and the boundary 
conditions, (A-4) and (A-5). These basic conditions of optimality can be rewritten here 
as follows: 
(A-28) k = f(kt, ht) + Rt -(n+8). kt - Ct 
(A-29) c=[ ct /0]. [ fk(k, h) - (n +S+ p) ] 
(A-30) k(0) = k0 (given) 
(A-31) Lim [exp. (-p. t). kt] =0 (the transversality condition) t-+p 
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The two differential equations, (A-28) and (A-29) are to be solved simultaneously 
as we shall see in Appendix-B. For the time being, it would be useful to show the 
graphical solution to the model. Since both the oil resource per worker, Rt, and the 
human capital per worker, ht, are both exogenous, we shall graph the solution at given 
values of both of them. Such a graph is shown in Figure (A-2) from which we note that: 
C 
Figure (A-2) 
Graphical Solution to the Model 
A 
stable arm 
4 
(k*, c*) ý k=U 
c=O 
Co 
R 
ý k0 k* kgold k 
Sources: Modified from Koopmans (1965, p. 297), Intriligator (1971, p. 411) and Barro 
and Sala-i-Martin (1995, pp. 73 and 479). Note that R in (A-28) is shown as an intercept 
in the graph. 
(1) The steady state point (k*, c*) is determined at the intersection of the line c =0 with 
the curve k= 0. 
(2) The steady state point is slightly below that of the golden rule. 
(3) The stable arm, the line or curve connecting the initial point (k0, co) with the steady 
state (k*, c*), represents the optimal path of the pair (kt, ct) at any point of time (t); 
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see Koopmans (1965, p. 297) and Barro and Sala-i-Martin (1995, pp. 73,479). This 
can be compared with the simple diagram of Figure (A-1) above. 
(A. 5) The Optimal Investment Rate 
In this section, we establish a formula for the optimal saving and investment rate 
which will be more developed in Appendix-B. 
As in chapter four, the (gross) investment or saving rate, s, is defined as the ratio 
of investment to GDP so that we have: 
S= It / Yt = it/Yt 
Substituting for it from (A-11) yields: 
s= [k + (n + S). kt ]/ yt 
Dividing both numerator and denominator by kt gives: 
(A-32) s=[k /k + (n + S) ]/ [Yt / kt ] 
where [k/k] is the growth rate of the per worker capital stock in the non-oil sector. 
Since yt is the per worker GDP for the whole economy, the ratio yt/kt does not 
represent the average productivity of capital. In order to incorporate the average 
productivity of capital in the formula, we note that yt/kt = [Yt/Yn]"[Yn/kt] and 
substituting this in (A-32) yields: 
(A-33) s= [Yn/Yt]"[k /k+ (n + S) ]/[ Yn / kt] 
where [yn/yt] is the relative share of the non-oil sector into GDP, and [ yn / kt] is the 
average productivity of capital in the non-oil sector. Since (A-33) does not provide any 
optimality, we need to introduce to this equation the condition of optimality given by 
(A-29) or (A-24). 
This requires making some parameterisation. Let us consider the Cobb-Douglas 
(C-D) production function for the non-oil sector given by (A-6)-(A-8) above. From 
these equations, the marginal productivity of capital can be written as: 
fk (k, h) = a. yn /k 
Substituting this in (A-26), we obtain: 
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r=a. yn / kt - (n + 8) 
From this equation, the average productivity of capital in the non-oil sector can be 
obtained as follows: 
yn /k =[r+ (n+8)]/ a 
For this average productivity to be optimal, (A-24)' must be held. Therefore, the 
optimal average productivity of capital can be written as follows: 
yn /k =[ CRI + (n + S) ]/a 
Substituting this in (A-33), we can obtain the optimal investment rate as follows: 
(A-34) s= [Yn/Yt]"[a]. [k /k+ (n + S) ]/[ CRI + (n + S) ] 
where CRI is as defined in (A-25). Using (A-25), therefore, the optimal investment rate 
can also be written as: 
(A-35) s= [Yn/Yt]"[a]. [k /k+ (n + S) ]/[A. (c /c) + (n +S+ p)] 
This optimal investment rate is clearly variable unless the growth rates of per worker 
capital stock and consumption as well as the non-oil relative share are all constant. In 
literature, however, it is often the case when the steady state is introduced in such a 
formula. If we consider the steady state as the balanced growth where per worker 
quantities are constant, then the growth rate of the per worker capital and consumption 
are equal to zero and the formula (A-35) can be reduced to the simple form: 
(A-35)' s* = [yn/yt]. [ a. (n + S) ]/[n+S+p] 
where s* is referred to the steady state optimal investment rate. It would be noted here 
that the steady state optimal investment s* is constant so far as the relative share of the 
non-oil sector in GDP is constant; otherwise, it is changeable. 
It would also be noted that both (A-35) and (A-35)' give an adjusted formula of 
the conventional optimal saving (investment) rate. The modification made here is 
simply the multiplicative [yn/yt] which, in the case of an economy without oil, can be 
equal to unity and, hence, both equations reduce to the conventional ones. 
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(B. 1) Introduction 
The purpose of this Appendix, as indicated by the title, is to derive the optimal 
paths of the growth rates of per worker: (1) physical capital stock, (2) consumption, and, 
(3) output. The importance of getting these optimal paths is to use them in the formula 
of the optimal saving and investment rate. The work here is an extension of the work in 
Appendix-A. Therefore, unless stated otherwise, the same symbols and notations will be 
used here and the time subscripts may be omitted (for simplicity) when this omission is 
not confusing. 
(B. 2) System of Differential Equations 
The overall idea of our work in this Appendix is to solve the system of differential 
equations established in Appendix-A by equations (A-28)-(A-29) given (A-30)-(A-31) 
as well as (A-6)-(A-8) which can be rewritten here as follows: 
(B-1) k= f(kt, ht) + Rt -(n+S). kt - Ct 
(B-2) c=[ ct /e]. [ fk(k, h) - (n + S+ p) l 
(B-3) k(O) = k0 (given) 
(B-4) Lim [exp. (-p. t). kt] =0 (the transversality condition) 
t-+- 
(B-5) Yn = f( kt, ht )=A. ka. hß (c c+ ß< 1), 
(B-6) Y1 = fk( kt, ht )=aA. ka-1. hß and, 
(B-7) Y11 = fkk( kt" ht ) =-a. (1-a). A. ka-2. hß 
Equations (B-1)-(B-2) represent a two-equation system of differential equations. 
(B-3)-(B-4) are the boundary conditions, and (B-5)-(B-7) are the parameterised 
production function, according to Cobb-Douglas specification, and its first and second 
derivatives. 
The solution to this system has already been shown graphically in Figure (A-2) of 
Appendix-A. Although we try here to work out the algebraic solution, Figure (A-2) may 
also be referred to occasionally because of its usefulness in imagining the algebraic 
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solution. The first step we may start with in this respect is to find the steady state 
solution to the model. 
(B. 3) The Steady State Solution 
The steady state solution, (k*, c*, yn *, y1*, y 1I*), is relatively simple task. Let 
us start with k*. Since the steady state point is the point where the vertical line (c = 0) 
intersects the curve (k= 0), as in Figure (A-2) of Appendix-A, then the steady state k* 
can be obtained by letting (c = 0) in equation (B-2) so that: 
(B-8) fk(k*, h) = (n +S+ p) 
Therefore, (B-8) establishes that at any given human capital per worker, the marginal 
productivity of capital stock is always constant at the optimal steady state and is equal to 
the sum of the effective depreciation rate and pure time preference. 
In order to get k* explicitly, the left-hand side of this equation needs to be 
parameterised. From (B-6), we have at (kt = k*) the following relation: 
(B-9) fk(k*, h) =aA. (k*)a- l . hß 
Thus, comparing (B-8) and (B-9) yields: 
a A. (k*)a- l . hß = (n +S+ p) 
which can be solved for k* as: 
(B-10) k* = [a. A/(n+S+p)][1/(1-a)]. [h][ß/(1-a)] 
This steady state value is obtainable at any given value of per worker human capital (h). 
It can be noted that k* in (B-10) is optimal since it is derived from the condition (B-2) 
rather than from (B-1). The latter, however, does not provide an optimal steady state 
only at one point. That is, the point which satisfies (B-8). 
Now, though it is possible to find the steady state per worker consumption, c*, it 
would be easier to find the steady state value of per worker output, yn*, first. One way 
of doing so is to substitute (B-10) into (B-5) but it is clear that it is cumbersome. To 
avoid such a complication, we may compare (B-5) and (B-6) so that we can write: 
fk(k, h) =a Ala- 11P = a. [yn / k] 
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At the steady state, (k = k*) and (yn = yn*), so that we have: 
fk(k*, h) = a. [Yn* / k*l 
Substituting (B-8) in this last equation yields: 
(n+S+ p) = a. [yn*/k*] 
From this equation, we can obtain the following two results: 
" The steady state average productivity of capital [yn* / k*]: 
(B-11) [yn* / k*] = [1/ a]. [n +S+ p] 
" The steady state capital / output ratio: 
(B-12) [k*/yn*] =a/ [n +S+ p] 
" The steady state non-oil GDP: 
(B-13) yn* = f(k*, h) _ [1/ a]. [n + 8+ p]. k* 
Therefore, at the steady state, the marginal productivity of capital, (B-8), the 
average productivity of capital, (B-11), and the capital / output ratio, (B-12), are all 
constants. Since the steady state per worker non-oil output, yn *, can either be constant 
or variable depending on k* as in (B-13), and since k* depends on human capital per 
worker as in (B-10), we may express yn* in terms of the per worker human capital. 
Substituting (B-10) in (B-13), we obtain: 
Yn*=[1/a]. [n + S+ p]. [a. A/(n+8+p)][1/(1-a)]. [h][ß/(1-(X)] 
which can be simplified as: 
(B-13)' yn* =[A][ 1/(I-a)]. [a/(n+ 8+ p)llal(l-a)1. [h11P/(I -a)] 
So far as the production function is concerned, it remains to find the steady state 
second derivative of the production function. From (B-6) and (B-7), we note that: 
yl l= fkk(k, h) =-a. (1-a). A. ka-2. hß = -. (1-a). fk(k, h) /k 
At the steady state we replace k with k* so that we have: 
yl l* = fkk(k*, h) =- (1-(X). fk(k*, h) / k* 
Using (B-8) yields the steady state second derivative of the production function: 
(B-14) yl l* = fkk(k*, h) =- (1-(x). (n + 5+ p) / k* 
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The final element we need to obtain from the steady state solution is the steady 
state per worker consumption, c*. Let us first note that it is insufficient to let (ls = 0) to 
obtain the steady state since this gives us a curve, as in Figure (A-2) of Appendix-A, 
with various values, i. e. steady state and non-steady state values, of the consumption per 
worker. Algebraically, when (k = 0), we have from (B-1): 
c= f(k, h) - (n +S). k +R 
It is clear that c changes due to changes in k, h, and R. Therefore, if we fix both h and R, 
then the steady state c* can be determined at k* as follows: 
(B-15) c* = f(k*, h) - (n +S). k* +R 
Graphically, c* is determined when the curve (k = 0) is crossed by the line (c = 0), see 
Figure (A-2) of Appendix-A. It would be clear that the steady state c* is unique at any 
given pair of h and R. 
To parameterise (B-15), we simply note that f(k*, h) can be replaced with its 
equivalent value in (B-13) so that we have: 
c* = [1/ a]. [n + 8+ p]. k* - (n +S). k* +R or: 
(B-16) c* = [l/ a]. [(1 - a). (n + S) + p]. k* +R 
Therefore, if k* is known, then for any given values of R, c* can easily be obtained. 
Substituting (B-10) in (B-16), we also obtain: 
(B-16)' c* = [1/a]. [(1-(x). (n+S)+p]. [a. A/(n+S+p)][1/(1-(X)]. [h][ß/(1-a)] +R 
This result means that at any given pair of per worker human capital and per worker oil 
resource, the steady state of per worker consumption can be determined and it is unique. 
To sum up, the overall goal of this section is to show that at any given levels of 
the exogenous variables of the model (in our case, the per worker human capital and per 
worker oil resources), the steady state values { k*, c*, yn *, y1*, y 11 *} are obtainable. In 
addition, we note that: (1) yl* is constant and independent of any exogenous variable, 
(2) k* is determined in terms of h, (3) yn * is determined in terms of k* or h, (4) y 11 * is 
determined in terms of k* (it is also possible to express y 11 * in terms of h) and, finally, 
(5) c* is determined in terms of (h or k) and R. Therefore, in the subsequent sections, we 
shall deal with the various steady state values as known. 
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(B. 4) Linearalisation 
As has been stated in section (B. 2), we need to solve the system of the two 
differential equations (B-1)-(B-2) given the boundary conditions, (B-3)-(B-4), and the 
production technology, (B-5)-(B-7). 
As we have achieved, in section (B. 3), the task of determining the steady state 
values of the model, we try in the present section to proceed towards the determination 
of the optimal paths of the set of variables {kt, ct, Ynt}" 
More specifically, suppose that the values of h and R are given exogenously or 
they are fixed, and all the parameters of the model are estimated, then we can simply say 
that the steady state values given by the set { k*, c*, Yn *, y1*, y 11 *} are obtainable as in 
the previous section. If we have the boundary condition as in (B-3) and (B-4), we need 
to determine the following values: 
" The initial value co, 
" The optimal paths kt and ct, and, 
" The initial value ynO and the optimal path Ynt" 
The latter, i. e. Yn0 and Ynt, can directly and easily be determined from the production 
function if we have k0 and kt. 
Our hard task, therefore, is how to determine the optimal paths kt and ct? In terms 
of Figure (A-2) in Appendix-A, where the initial point is (k0, co) and the steady state 
point is (k*, c*), we actually know only k0 so that we need to determine co and the 
optimal path between these two points. 
In order to find such an optimal path, one may think of one of the following 
several methods (see Barro and Sala-i-Martin, 1995, pp. 463-491) 
[1] The phase diagram method: 
This method can be used to solve qualitatively the non-linear system of 
differential equations obtained from the neo-classical growth model. It can prove some 
important and interesting results regarding the optimal paths of capital and 
consumption. However, this method cannot produce numerical results. For example, 
such a method was followed in subsection (3.5.2) and Figure (3-04) of chapter three 
where the Ramsey-model was reviewed and described qualitatively; see also Figure (A- 
2) in Appendix-A. 
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[2] The analytical method: 
This method can be used to solve analytically only linear systems of differential 
equations. Since our model produces a non-linear system, this method seems 
inappropriate. However, one can linearise the system using Taylor Serial Expansion 
around the steady state values of capital and consumption and then solve the system 
analytically as done, for example, by Barro and Sala-i-Martin (1995, pp. 463-491). 
[3] The iteration method: 
This is a numerical rather than analytical method. It needs a specialist software to 
do it. Barro and Sala-i-Martin (1995, p. 464) indicate that some computer software such 
as Matlab and Mathematics can be used in this respect. However, there seems no way, 
even in a package like Matlab, to get an automatic solution by feeding the computer by 
the initial value of capital stock. The reason is that the computer requires two initial 
values for the two variables (k, c) to produce either a stable or unstable solution. It has 
actually been proved, by Intriligator (1971) and Barro and Sala-i-Martin (1995), among 
others, that given an initial value of capital per worker, there is a unique initial value of 
consumption per worker which puts the trajectory on the stable saddle path. Since we do 
not actually no in advance that initial value of per worker consumption, it takes an 
essential time trying different values using the iterative method to obtain it. The problem 
becomes more complicated if, as in our case, one aims to obtain several optimal paths. 
[4] Time elimination method: 
The idea of this method is based on dividing both sides of (B-2) by (B-1) so that 
we obtain in the left-hand side the first derivative (dc/dk) which has its time element, 
(dt), eliminated. This seems the most recent method of solving the above system but, 
however, the method is not as simple as stated here. The derivative (dc/dk) is equal to 
(0/0) at the steady state which is undefined quantity and, hence, requires some more 
mathematical manipulations and complications. 
For the purpose of both clarity and simplicity, the analytical method with 
linearalising the non-linear differential equations seems the most promising one; though 
its disadvantage that it gives only an approximate, rather than an accurate, solution in 
the neighbourhood of the saddle path. 
As indicated, the linearalisation approach is based on Taylor's Theorem, i. e. 
Taylor Series Expansion around the steady state values of capital and consumption per 
285 
worker. In order to illustrate this approach, it would be better to provide the following 
two examples: 
Example (1): Expanding f(x) around the point (a): 
Assuming that fi(x) is the ith derivative of f(x) with respect to x (i=1,2,3, .., n), 
the Taylor Serial Expansion of f(x) is given as a polynomial of order (n) as follows: 
f(x) = f(a) + fl (a). (x-a) + (1/2). f2(a). (x-a)2 +... + (1/n! )fn(a). (x-a)n + Remainder 
where the remainder can, in some cases, take the value zero, and in other cases can take 
a non-zero value. However, the greater the number of terms, i. e. (n+l), the smaller the 
remainder. The linearalisation of the function f(x) around (a) is to take the expansion of 
the degree one; that is: 
f(x) = f(a) + f1(a). (x-a) + remainder - f(a) + f1(a). (x-a) 
Example (2): Expanding f(x, y) around the point (a, b): 
Let fx(x, y), fy(x, y) be the first partial derivatives of f(x, y) with respect to x and 
y, respectively, fxx(x, y) and fyy(x, y) the second partial derivatives, and fxy(x, y) is 
the partial derivative with respect to x and then with respect to y. The second order 
expansion of such a function is as follows: 
f(x, y) = f(a, b) + fx(a, b). (x-a) + fy(a, b). (y-a) 
+ (1/2). [ fxx(a, b). (x-a)2 +2 fxy(a, b). (x-a). (y-b) + fyy(a, b). (y-a)2] 
+ Remainder 
The linearalisation of f(x, y) around (a, b) is to take the first order expansion as 
follows: 
f(x, y) = f(a, b) + fx(a, b). (x-a), + fy(a, b). (y-a) + Remainder 
The linearalisation implies an assumption that the remainder is zero or negligible. 
Since this assumption cannot, practically, be always true, the linearalisation is generally 
nothing but an approximation of the original function. Therefore, we may omit the 
remainder and write: 
(B-17) f(x, y) = f(a, b) + fx(a, b). (x-a) + fy(a, b). (y-b) 
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In practice, we may use the sign (=) rather than (-) but we still keep in mind that the 
linearalisation is an approximation. 
Now, suppose that we have a function such as g(k, c) and we need to linearalise it 
around the steady state point (k*, c*). In this case, (B-17) tells us to linearalise it as 
follows: 
(B-18) g(k, c) = g(k*, c*) + gk(k*, c*). (k-k*) + gc(k*, c*). (c-c*) 
This equation will be used as a rule to linearalise the two non-linear differential 
equations, (B-i) and (B-2), of the present model. In doing so, we may need to write (B- 
8) in the form: 
(B-19) fk(k*, h) - (n + S) =p 
This form of equation, together with (B-8), will be used to simplify some results as we 
shall see shortly. Let us start with (B-1): 
Linearalisin2 (B-1): 
Since the right-hand side of (B-1) is clearly a function of k and c, then it can be 
denoted by g(k, c) and written as: 
(B-20) k= g(k, c) = f(k, h) +R- (n +S). k -c 
From this equation, the following results can be obtained: 
[1] The first derivative of the function g(k, c) with respect to k is: 
(B-21) gk(k, c) = fk(k, h) - (n+8) 
and with respect to c is: 
(B-22) gc (k, c) _ -1 
[2] At the steady state point (k*, c*), we know that k=0 and, hence, from (B-20) we 
can write: 
(B-20)' g(k*, c*) =0 
Concerning (B-21), it can be written at the steady state as: 
gk(k*, c*) = fk(k*, h) - (n +S) 
which, compared with (B-19), can be reduced to: 
(B-21)' gk(k*, c*) =p 
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Finally, at the steady state, (B-22) can simply be written as: 
(B-22)' gc(k*, c*) =-1 
[3] Now. all the conditions of using (B-18) are available. Substituting (B-20)'-(B-22)' in 
(B-18), we obtain: 
g(k, c) =0+p. (k-k*) + (-1). (c-c*) or: 
g(k, c) = p. (k-k*) - (c-c*) 
Since k= g(k, c) as in (B-20), the final result of linearalising the equation can be 
written as: 
(B-23) k=p. (k - k*) - (cc*) 
Linearalising (B-2): 
Following the same previous procedure, we also note that the right-hand side of 
(B-2) is a function of k and c, so that it can be denoted by g(k, c) and written as: 
(B-24) c= g(k, c) =[c/0]. [ fk(k, h) - (n +S+ p) ] 
From this equation, the following results can be obtained: 
[1] The first derivative of the function g(k, c) with respect to k is: 
(B-25) gk(k, c) _[c 10 ]. [fkk(k, h)] 
and with respect to c is: 
(B-26) gc(k, c) =[1/0]. [ fk(k, h) - (n +8+ p) ] 
[2] At the steady state point (k*, c*), we know that c=0 and, hence, from (B-24) we 
can write: 
(B-24)' g(k*, c*) =0 
Concerning (B-25), it can be written, at the steady state, simply as: 
(B-25)' gk(k*, c*) =[ c* /0 ]"[fkk(k*, h)] 
Finally, at the steady state, (B-26) can be written as: 
gc(k*, c*) = [1/0]. [fk(k*, h) - (n + 5+ p)] 
Comparing the right-hand side of this equation with (B-8), it is clear that the whole 
right-hand side is reduced to zero so that we can write: 
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(B-26)' gk(k*, c*) =0 
[3] Now. all the conditions of using (B-18) are available. Substituting (B-24)'-(B-26)' in 
(B-18), we obtain: 
g(k, c) =0+ [c* /0]. [fkk(k*, h)]. (k-k*) + (0). (c-c*) or: 
g(k, c) =[ c* /0 ]"[fkk(k*, h)]. [ k- k* ] 
Since c= g(k, c), as in (B-24), the final result of linearalising the equation can be 
written as: 
(B-27) 6= [c*/0]"[fkk(k*, h)]. [k-k*] 
(B. 5) Solving the Linear System of Differential Equations 
The non-linear differential equation system has now been approximated by the 
linear system of (B-23) and (B-27). In order to solve this linear system, it would be 
better to simplify the notations by letting: 
(B-28) m=-[ c* /0]. [fkk(k*, h)] >0 
where m is nothing but a positive number because [fkk(k*, h)] is negative. It may be 
noted that m is a known constant at any given level of per worker human capital. Now, 
the system of differential equations given by (B-23) and (B-27) can be written as: 
k=p. (k-k*) - (c-c*) 
c= -m. (k-k*) 
which, by arranging, is equivalent to: 
k= p. k* 
c= -m. k +0+m. k* 
Using matrix notation, the system can be written as: 
I [k] bl] 
(B-29) 
k= Pm 
0 cc+ b2 
where: 
cI I-m Olic I Ib2 
(B-30) bl = c* - p. k*, b2 = m. k* 
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Equation (B-29) can also be written in more compact form as follows: 
(B-29)' 
where: 
X= 
[ki 
c. + 
X=A. X +B 
A= -1 _ 
-p m0'X 
p -1 
-m 0' 
k 
Lc J' 
B= 
bl 
b2 
As this (first order) linear system of differential equations has been established, we aim 
now to solve it. That is to find the matrix 'X' in terms of time (t) and other parameters 
of the model. This will be done both analytically and empirically. In this Appendix we 
merely state the analytical solution while in Appendix-E we provide the empirical 
results. 
In the following subsections, we provide a gradual procedure of solving systems 
of differential equations. Since the system under consideration may be called `non- 
diagonal non-homogenous system', it would be convenient to start by solving the 
simplest form, i. e. the diagonal and homogenous, and proceed towards the `non- 
diagonal and non-homogenous'. However, since the term B in (B-29)' is a constant, 
rather than variable, vector, then we shall not consider, in this Appendix, the case when 
such a vector is variable. 
(B. 5.1) Diagonal Homogenous System 
Suppose that the system is given as: 
(B-31) X=D. X 
where D is a diagonal matrix with constant elements 21 and X2. This system is diagonal 
and homogenous. Because of the diagonal property, the two equations of the system are 
entirely independent of each other. The solution to this system is straightforward as 
follows: 
(B-32) X=E. N 
where E is a 2x2 diagonal matrix with principal diagonal elements as exp(Al. t) and 
exp(? 2. t) and where N is a 2x1 vector of constants. From this simple example, some 
important comments can be made as follows: 
[1] The elements of the diagonal matrix D, i. e. X1 and A2 are the eigenvalues of this 
matrix. 
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[2] The system is stable if both the eigenvalues are negative and it is unstable if both of 
them are positive. It is, however, called a `saddle path stable' if one of them is 
negative and the other is positive. 
[3] The solution given by (B-32) is a general solution. The particular solution can be 
obtained if we provide some extra information such as the initial values of the 
variables. 
[4] The steady state values of this system are the point of origin: (x 1 *, x2 *) _ (0,0). 
(B. 5.2) Diagonal Non-homogenous System 
This system is as that of (B-31) with a constant term such as B: 
(B-33) X=D. X +B 
This system can be returned back to its algebraic notations as follows: 
(B-33a) ii = %l . xl + bi 
(B-33b) X2 = 1%2. x2 + b2 
It is clear that the two equations are still independent of each other. Let us try to solve 
the first equation. The steady state point, xl*, for this equation can be obtained by 
letting xI=0 so that we have: 
(B-34) xl *=- bl /, %I 
Now, equation (B-33a) can be rewritten as: 
(B-35) x1- %I. xl = bl 
Following Barro and Sala-i-Martin (1995), we multiply both sides of (B-35) by 
exp(-A. 1. t) to obtain: 
exp(-? q. t). [ x1-?. i . xi ]= b1. exp(-X, l. t) 
Integrating both sides yields: 
xi. exp(-a, i. t) =- [b1/ a, i]exp(-? i. t) + N1 
where N1 is any arbitrary constant. Multiplying both sides by exp(+Xi. t), we get: 
(B-36) xl = Nl. exp(, %l. t) - [bl/k1] or from (B-34): 
xl = Nl. exp(kl. t) + xl * 
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Similarly, (B-33b) can be solved as: 
(B-37) x2 = N2. exp(%2. t) - [b2/ , %2] or: 
x2 = N2. expP-2. t) + X2* 
This general solution can be written in matrix notations by combining (B-36) and 
(B-37) as: 
(B-38) X=E. N - D- 1. B or: 
X=E. N + X* 
One may note that (B-32) is a special case of (B-38). 
To conclude, the general solution to any system of differential equations of the 
form given by (B-33) can be obtained as in (B-38). 
(B. 5.3) Non-diagonal Non-homogenous System 
Now, we are in a position to solve the more general form of differential equation 
systems that we require. Returning to (B-29)', we note that this system is very similar to 
that of (B-33) except that the matrix A in (B-29)' is a non-diagonal one. The problem, 
therefore, is that whether or not (B-29)' can be transformed to take the form (B-33). 
Before we think of any factor of transformation, it would be better to look for the 
way by which the matrix A in (B-29)' can be diagonalised, i. e. transformed to a diagonal 
matrix such as D in (B-33). This is possible if we can have a squared non-singular 
matrix V such that: 
(B-39) V-1. A. V =D or equivalently: 
(B-39)' AN = V. D 
where the elements of the matrix D are the eigenvalues of the matrix A. To construct the 
matrix V, we proceed according to the following steps: 
[1] We calculate the eigenvalues of the matrix A. These eigenvalues are the scalar ? 
where IA-M21 =0 and where 12 is a 2x2 identity matrix. Accordingly, and from the 
definition of A given in (B-29)', we can write the determinant: 
(B-40) 
p-2, -1 
-m - ?, =o 
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This equation can be simplified to: 
)2 - p. x -m =0 
which is a quadratic equation in X. Therefore, solving this equation yields two 
eigenvalues, namely X1 and X2 where: 
(B-41)) Xi = [1/21. [ p± (p2 +4 m)(1/2) ]; i=1,2 
The same result of (B-41) has been obtained, for instance, by Intriligator (1971, p. 
412). Cass (1965, p. 236) also obtained similar results. However, both of them did 
not make empirical applications. 
Since (m > 0) as in (B-28), the two eigenvalues are real and distinct. The system is 
stable if the two eigenvalues are negative. It is, however, unstable if they are positive 
and it is saddle path stable if they are opposite in sign the case which we have in this 
model as we shall see in Appendix-E. 
[2] Using the eigenvalue ?. i, we construct the eigenvector [V1]: 
(B-42) V1 = 
V11 
V21 
This eigenvector is obtainable from using two steps: the first step is to make use of 
the relation: 
(B-43) [A-A1. I2]. [V1] =0 
where the matrix [A-X. I2] has the same elements as the determinant of (B-40) except 
that the eigenvalue here is %1. Since the matrix [A-%l -121 is singular, then we have 
from (B-43) only one independent equation in V11 and V21. The other equation 
required to solve the system can be obtained by normalising the first eigenvector as 
follows: 
(B-44) (VI 1)2 + (V21)2 =1 
Therefore, (B-43) and (B-44) can be solved simultaneously for V1 1 and V21 and 
the eigenvector associated with the first eigenvalue, (B-42), can be determined. This 
eigenvector constitutes the first column of the matrix V. 
[3] Similarly, using the eigenvalue A2, we construct the eigenvector V2 such that: 
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(B-45) V2 = 
V12 
V22 
This eigenvector constitutes the second column of the matrix V. 
[4] The matrix V can now be constructed from (B-42) and (B-45). That is: 
(B-46) V= 
VII V 12 
V21 V22 
[5] It is important, in this respect, to note that %I and X2 must be distinct. Otherwise, 
we have two equal columns and the matrix V becomes singular. 
Now, as the matrix V has been constructed, the following transformation factor, Z, 
can be used: 
(B-47) Z= V- 1. X 
where Z is a 2x1 vector. Since V is constant, (B-47) can directly be differentiated with 
respect to time as follows: 
(B-48) Z= V-1. X 
Substituting (B-29)' in (B-48), we have: 
Z= V-1. [A. X +B] or: 
Z= V-1. A. X + V-1. B or: 
(B-49) Z= [V-1. A. V]. V- 1. X + V- 1.13 
Substituting (B-39) and (B-47) in (B-49) yields: 
(B-50) 2=D. Z + V- 1.13 
Consequently, (B-50) is diagonal non-homogenous takes the form of (B-33). Its 
solution, therefore, is similar to that in (B-38). That is, the solution to (B-50) is: 
Z=E. N - D- 
I. V- I. B 
Having obtained the solution to the transformed system, we can express it in terms of X 
rather than Z by using the transformation equation, (B-47), as follows: 
V- 1. X = E. N - D-1. V-1. B 
Multiplying both sides by V, we have: 
(B-51) X=V. E. N - V. D-1. V-1. B 
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The constant term of (B-51) can be reduced to a simpler form. Let this term be denoted 
by M so that (B-51) can be written as: 
(B-52) X=V. E. N +M where: 
M=-V. D-1. V-1. B 
Therefore: 
M=-[V. D. V-1 ]1. B 
Substituting (B-39)' in the right-hand side of this equation, we have: 
M=-[A. V. V-1 ]-1. B or: 
(B-53) M=- A- 13 provided that A-1 exists. 
Moreover, the steady state of (B-29)' can be obtained by letting X=0 so that we 
get: 
A. X* = -B or: 
X* =- A- 1. B 
Comparing this result with (B-53) gives us M= X* and, hence, (B-52) can now be 
reduced to the simple general solution as follows: 
(B-54) X= X* + V. E. N 
(B-55) 
[k] 
c 
k* 
+ 
V11 V121 El 0 N1 
C* V21 V22 *0 E2 ' N2 
where El and E2 are, as first defined in (B-32), as follows: 
or: 
(B-56) E1 = exp(X1. t) and E2 = exp(X2. t) 
This new form of the general solution is very intuitive since as time goes to 
infinity, and if the system is stable, i. e. if the eigenvalues in (B-56) are negative, the 
vector V. E. N in (B-55) must vanish and the vector X converges to its steady state 
vector X*. 
(B. 5.4) The Particular Solution 
From the previous subsection, we have established that the general solution to the 
system of (B-29)' is given by (B-54)-(B-56). Now, we need to find the particular 
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solution, i. e. the solution when the constant vector, N, in (B-55) is determined. To do 
that, we use the boundary conditions given by equations (B-3)-(B-4). Multiplying the 
matrices V. E. N in (B-54)-(B-56) and rewrite the system in normal algebra, rather than in 
matrix notation, we can have: 
(B-57) kt = k* + N1. V11. exp. (Xl. t) + N2. V12. exp. (X2. t) 
(B-58) ct = c'k + N1. V21. exp. (, %l. t) + N2. V22. exp. (? 2. t) 
In order to find N1 and N2, we first make use of the initial condition given by (B- 
3). Accordingly, as t -+ 0, kt -> k0 so that (B-57) gives: 
(B-59) VI I. N1 +V 12 . N2 =- (k* - 
kp ) 
This equation has two unknowns Nj and N2 so that we need another equation. This can 
be made from the transversality condition given by (B-4). Therefore, substituting (B-57) 
in (B-4) to, omit kt, we can obtain the condition: 
Lim [ N1. Vl l. exp. ((%1-p). t) + N2. V12. exp"((A. 2-p)"t) + k*. exp. (-pt) ] =0 
Unfortunately, it seems not possible to proceed with this equation and (B-59) 
unless extra information is provided. Specifically, we need to know, from the data, some 
information about the eigenvalues and their signs which are supposed to be different for 
different data. In Appendix-E, it has been found that %1 is positive and much greater (in 
absolute value) than p whereas X2 is negative. Based on this information, it is clear that 
as t -> co , the last two terms 
in the left-hand side of the above equation go to zero, the 
first term cannot go to zero unless we have N1=0. (see Barro and Sala-i-Martin for 
similar reasoning and conclusion). That is, it is necessary to let N1 =0 to satisfy the 
transversality condition. If it is so, then we can have from (B-59): 
(B-59)' N2 = -[k* -kO]/V12 
Substituting for these values in (B-57) and (B-58) and arranging, we finally obtain the 
definite or particular solution as follows: 
(B-60) kt = k* -[ k* - k0 ] . exp. (%2. t) 
(B-61) ct = c* -[ c* - co ]. exp. (, %2. t) ; where: 
(B-62) CO = c* - [V221V12 1[ k* - k0 ] 
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These equations give the optimal paths of capital and consumption per worker. It 
would be noted that unlike ko, the initial value co is not given but, rather, derived. In 
other words, for any given initial value ko, we have an optimal initial per worker 
consumption co which can be obtained as in (B-62). This optimal co is the one which 
lies on the saddle path curve. Note also that because of the linearalisation method we 
have followed, the point (ko, co) does not actually lie exactly on the stable arm but, 
rather, on the neighbourhood of it (Barro and Sala-i-Martin, 1995). 
(B. 6) The Speed of Convergence 
To introduce the speed of convergence, let us take equation (B-60) as an example. 
Since ?2 is negative, then the positive value 1_ -A2 can be interpreted as the speed of 
convergence. According to Barro and Sala-i-Martin (1995,37), we may define the speed 
of convergence as the speed by which a certain variable (kt) approaches its steady state 
(k*). If we subtract k0 from both sides of (B-60) and let P(t) = [(kt-k0)/(k*-k0)] and A2 
=-A, then equation (B-60) can be simplified to: 
(B-63) P(t) =1- exp. (-, %. t) 
Pt in equation (B-63) is the percentage achievement of the gap (k*-k0) from the initial 
period until the period (t). This equation can be graphed as in Figure (B-1) from which, 
it is clear that when t -ý 0, Pt -9 0 (no achievement) and when t -> co, Pt--+ 1 (complete 
achievement). 
Equation (B-63) can also be used to estimate the time (T) required for the 
economy to achieve a certain percentage, P(T), towards its convergence. Substituting for 
t =T in (B-63) and arranging, we get: 
(B-64) T=- (1/%). In [1- P(T) ] 
where In denotes the natural logarithm. 
(B. 7) The Optimal Paths of the Growth Rates 
The purpose of this section is to work out the optimal paths of the growth rates of 
per worker physical capital and per worker consumption in order to feed them in the 
formula of the optimal saving and investment rate in chapter four. 
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Figure (B-1) 
Speed of Convergence 
1.00 
P(T) 
P(t) = 1-exp(-X. t) 
of 
Source: Equation (B-63). 
T time 
From (B-60) and (B-61), the first derivatives of kt and ct with respect to time are, 
respectively, as follows: 
(B-65) k=- X2. [ k* - k0 ] . exp. (? 2. t) 
(B-66) 6 X2. [ c* - co ]. exp. (%2. t) 
Dividing (B-65) by (B-60) and (B-66) by (B-61) and arranging yields, respectively, the 
optimal growth rate of per worker capital and the optimal growth rate of per worker 
consumption as follows: 
(B-67) k= ii, z 
k k* f 1% .1 k* -k0 . 
expk-/1,2. L) -I 
(B-68) t X2 
c , 1% .. 
c* - c0 
P(t) 
ý 
............................................................................................................. 
............................................... 
. expý-n, x. t) -I 
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(C. 1) Introduction 
"Real capital stock", or simply "capital stock", is undoubtedly an important 
variable in both the theoretical and applied economic studies of production since this 
variable constitutes, together with labour, the two major factors of production. 
Dealing with production functions requires data on capital stock. These data are 
unfortunately not available in the official statistics of Libya. Therefore, it is necessary 
for us to estimate the capital stock, or say derive it, in order to be able to estimate the 
aggregate and sectoral production functions of the Libyan economy. 
Following this introduction, we provide a brief review of the previous attempts 
of estimating capital stock in Libya. In section (C. 3), we state the basic technical 
equation of capital stock. Section (C. 4) is devoted to estimate the rate of depreciation 
and the initial and the sequence of capital stock on the whole economy. Sectoral 
estimations of the capital stock will be the subject of section (C. 5). Finally, we end the 
appendix by some concluding remarks. 
(C. 2) Previous Estimation of Capital Stock in Libya 
Let us first define what we mean by capital stock. Capital stock treated in this 
appendix is the `physical' or `tangible' capital stock which excludes both `human' and 
`natural' capital. Although these two kinds of capital are important also, they are 
excluded because they are different in nature from the physical capital and their 
studies are outside the scope of the present study. 
There have been many attempts to derive the `physical' capital stock of the 
Libyan economy. In fact, all the models of the Libyan economy, discussed in chapter 
three, which concerned in a way or another with production function tried to derive 
the capital stock. Such studies, for example, El-Jehaimi (1975), Moustafa (1979), 
Zarmouh (1982), Abosedra (1984), Keibah (1987); and, Abohobiel (1983,1990). 
Although these attempts have improved our knowledge about the methods of 
estimation used and given us a general impression of the size and the directions of this 
variable, we still need to estimate it again because of the following two reasons: 
1-The capital stock, as the name says, is `stock' rather than `flow' which means that it 
constitutes of accumulative flow data, i. e. net investments. Since we are always 
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concerned with `real' rather than `nominal' capital stock, the data accumulated 
represent real net investments which have been calculated at constant prices of a 
certain base year. Accordingly, if we compare `real' capital stock with `nominal' 
capital stock, we cannot derive the price index of capital goods in each year 
because the price index derived for a certain year in this case is affected by 
previous price indices up to that year. The consequence is that it may not be correct 
to use any previously estimated capital stock if the base year of price indices used 
to estimate that capital stock is different from the base year of the price indices 
used for the whole data of the present study. 
2-Any estimation of the capital stock is based on postulations of a certain initial level 
of the capital stock and a certain constant depreciation rate. These postulations can 
be criticised on the ground that they might have been chosen arbitrary or chosen on 
unrealistic assumptions. In this appendix, we try to provide an alternative way to 
estimate both of them. 
(C. 3) The Basic Technical Equation of Capital Stock 
Let Kt be the capital stock in the beginning of the current year 't' and let It and 
Dt be the gross investment and the amount of depreciation during the same year 't', 
respectively. Hence, by definition, we know that the net investment is (It - Dt) and it is 
also equal to the first difference of capital stock, (AKt = Kt+l - Kt), so that the 
following relation can be postulated: 
(C-1) Kt+l = Kt + It - Dt 
It is obvious from this relation that Kt+l is the capital stock in the beginning of the 
next year (t+1) which is equal to the capital stock at the end of the current year T. 
Now, if we define the rate of depreciation, S, to be the ratio of the amount of 
depreciation, Dt, to the capital stock, Kt, then we can write: 
(C-2) Dt = S. Kt 
which implies that there is no depreciation deducted from the flow of the new 
investments in the current year. Depreciation is only deducted from the capital stock 
as it is in the beginning of the year. Substituting (C-2) into (C-1) yields: 
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(C-3) Kt+1 = (1-8). Kt + It 
which is the basic technical equation of capital accumulation. In fact, this equation is 
very familiar in the literature of economic growth. Empirically, it is used, for example, 
in estimating the capital stock of the USA by Goldsmith (1962) and Jorgenson (1963). 
More recently, see Stegman (1982). It is also used by the studies indicated in the 
previous section to estimate the capital stock in Libya. 
There are two characteristic of this equation: firstly, it is dynamic and hence it is 
necessary to start with an initial value, Kp, of the capital stock; and, secondly, it has 
the parameter, S, which should be estimated. When it comes to the application of 
equation (C-3), the estimations of both Kp and S is a matter of controversy. In our 
case, we rely on the availability of data on capital depreciation on the whole economy. 
This availability can ease our task in such estimations on the whole economy level 
but, unfortunately, there have been no data on depreciation by sector so that we are 
enforced to make some assumptions in this respect. 
(C. 4) Capital Stock on the Whole Economy Level 
In this section, we discuss and estimate the rate of depreciation, 6, the initial 
capital stock, Kp, and the sequence of capital stock, Kt, on the whole economy level. 
As we have already indicated, data on depreciation of capital stock are available for 
the period 1962-1985 on the whole economy. These data will ease our task in 
estimating both Kp and 6 so that equation (C-3) can be used straightforward. To do 
that, we need to use two-step procedure as follows: 
" First step: estimating the depreciation rate. 
" Second step: estimating the aggregate capital stock. 
First step: estimating the depreciation rate 
Although the rate of depreciation is usually assumed to be constant, from the 
practical point of view this may not necessary be the case in all circumstances. 
Therefore, it would be better to allow for the depreciation rate to vary (will be denoted 
as St rather than 6) for the whole period except for the year 1963 in which it will be 
assumed to be the same as it was in the year 1962. This exception is necessary to 
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arrive at a solution as we shall see shortly. Consequently, whether the rate of 
depreciation is constant or not is some thing which can be decided empirically by the 
data rather than by any assumption. The variation of the rate of depreciation is 
allowed only for the purpose of derivation. Once it is derived, the constant rate of 
depreciation, S, can be calculated as an average of the variable rate St. 
When the depreciation rate is not constant, then (C-2) can be written as: 
(C-2)' Dt = St . Kt 
Now, leading (C-2)' by one period, we obtain: 
(C-2)" Dt+1 = St+1"Kt+l 
and substituting (C-1) into (C-2)" we have: 
(C-4) Dt+1 = St+1. Kt + St+1"[ It - Dt 
This equation contains five variables; they are Dt+ 1, Dt, It, St+1 and Kt. As data on 
the first three of them are available, then we need to derive the last two variables, i. e. 
8t+1 and Kt. In other words, (C-4) has two unknown variables, Kt and St, and in 
order to find these two unknowns we may think of solving (C-4) and (C-2)' 
simultaneously. To do that, let us omit Kt by substituting (C-2)' in (C-4) to get: 
(C-5) Dt+l = (St+1 / St ). Dt + St+l"[ It - Dt ] 
We can see from this equation that although we have data on the gross 
investment, It, and the amounts of depreciation, Dt and Dt+ 1, we still unable to 
determine the rate of deprecation without further assumption. That is because of the 
dynamic nature of equation (C-5). Therefore, we assume that the rate of depreciation 
in the initial year, Sp, is equal to that in the first year, E. Substituting for St and St+ 1 
by Sp and solving for Sp, we can from (C-5) obtain the rate of depreciation in both the 
initial and first year as follows: 
(C-6) 80 = [Dl- DO]/[10 - Do] 
As the initial value of the rate of depreciation is determined, we can calculate, 
by iteration, the various subsequent values of it. Solving (C-5) for St+l, we get: 
(C-7) St+1 = Dt+1 /[ Dt / St + It - Dt I 
Therefore, in order to estimate the rate of depreciation, we proceed as follows: 
1-The initial rate, Sp, is calculated from (C-6). 
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2-Given 80, we can calculate by iteration any St from (C-7). 
3-From the estimated series St, we calculate the average rate of depreciation, S. 
This has been implemented using actual data for real investment, It, and real 
depreciation, Dt, as given from Appendix-D. The result is shown in Table (C-1) from 
which we can calculate the average rate of depreciation as (S = 0.059). This derived 
rate of depreciation is not far away from what other studies often assume. For 
instance, Stegman (1982, p. 385) assumes (S = 0.04) and Nonneman and Vanhoudt 
(1996) assume (S = 0.05). 
Second step: estimating the aggregate capital stock 
In many previous studies indicated earlier, the initial capital stock has been 
treated either by assuming it to be zero (Abosedra, 1984) or by assuming that the 
(average) capital / output ratio equals the (marginal) capital / output ratio in the 
beginning of the growth, i. e. in the early 1960s (Zarmouh, 1982 and Abohobiel, 1983, 
1990). This assumption is in line with the steady state controversy of Harrod-Domar 
models discussed in chapter three. However, it seems unlikely that the Libyan 
economy was growing at steady state in the early 1960s since at that time the economy 
was disturbed by the discovery of oil and many institutional changes took place (see 
chapter two). 
So far as we have data on depreciation levels and that the rate of depreciation is 
estimated we are no longer in need to any of these assumptions. More specifically, 
given the rate of depreciation, S, and the initial amount of depreciation, D0, then it is 
straightforward to calculate the initial capital stock, K0, directly from (C-2) as 
follows: 
(C-8) Kp = Dp / Sp 
Now, given the initial capital stock, we can calculate the capital stock, Kt, at 
any period of time by iteration using (C-3). The result is shown also in Table (C-1). 
(C. 5) Sectoral Capital Stock 
Concerning the sectoral capital stock, we have the problem that the data on 
depreciation are not available which means that it is not possible to estimate the rate 
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of depreciation and the initial capital stock in the way discussed in the previous 
section. Therefore, we are obliged to make further assumptions. 
In this respect, we attempted to estimate the initial capital stock using the 
assumption that the marginal and average capital/output ratio are equal (as in the 
previous studies) but we obtained very disappointing results. That is, we had the sum 
of the sectoral initial capital stock incompatible with the aggregate initial capital stock 
we already obtained in the previous section. 
Alternatively, it seems more reasonable to assume that in the 1962, the sectoral 
capital/output ratio is very close to the aggregate capital/output ratio so that the 
difference can safely be ignored. This assumption is due the fact that the aggregate 
capital output ratio is an average of the sectoral capital/output ratio and that the 
circumstances of the Libyan economy in 1962 are almost similar. This assumption, 
however, will be used only in the initial year, 1962, to estimate the initial capital 
stock. 
Therefore, if the sectoral and aggregate capital stock in 1962 is referred to as Ki 
and K, respectively, the sectoral and aggregate output as Yi and Y; and, the 
capital/output ratio as Vi = V, then the formula used to estimate the initial capital 
stock is as follows: 
(C-9) Ki = V. Yi ;i=1,2,3,4,5 (five sectors) 
where V=1.82 as given by Table (C-1). 
This formula is compatible with the aggregate capital stock, K. To show that, 
we simply take the summation of both sides of (C-9) to obtain: 
E(Ki) = E(V. Yi) = V. E(Yi) = V. Y =K 
Equation (C-9), therefore, is used to estimate the initial capital stock by sector as 
shown in the first line of Table (C-2). 
Regarding the sectoral depreciation rate, it is also assumed to be close or equal 
to the depreciation rate of the whole economy. The reasoning is the rate of 
depreciation is technically determined as a percentage of the capital stock regardless 
of the level of output. The formula used to estimate the sectoral capital stock, 
therefore, is as in (C-3); that is: 
(C-10) Ki(t+1) = (1 -8). Ki(t) + Ii(t) ;i=1,2,3,4,5 (five sectors) 
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Table (C-1) 
The rate of Depreciation and the Aggregate Capital stock 
Values are in millions of L. D. at 1975 constant prices 
Year It Dt Bt Kt Yt Vt 
1962 223.8 67.0 0.1362 1135.8 625.6 1.82 
1963 246.7 88.4 0.1362 1292.6 954.5 1.35 
1964 358.2 111.2 0.1378 1463.1 1480.9 0.99 
1965 439.9 141.9 0.1346 1734.9 1857.9 0.93 
1966 497.8 152.6 0.1129 2072.5 2154.9 0.96 
1967 524.1 183.3 0.1080 2448.0 2361.2 1.04 
1968 674.5 202.1 0.0992 2827.7 3338.8 0.85 
1969 688.8 214.2 0.0853 3335.3 3860.1 0.86 
1970 474.5 213.3 0.0715 3827.3 3996.9 0.96 
1971 445.9 154.5 0.0476 4076.0 3542.5 1.15 
1972 605.2 153.8 0.0435 4281.4 3626.4 1.18 
1973 792.9 140.1 0.0351 4634.0 4147.8 1.12 
1974 1094.1 165.5 0.0356 5153.5 3677.2 1.40 
1975 1054.8 166.1 0.0298 5943.6 3780.0 1.57 
1976 1149.0 180.4 0.0279 6647.7 4645.1 1.43 
1977 1208.3 183.3 0.0247 7404.5 5055.4 1.46 
1978 1292.0 200.2 0.0237 8175.9 5220.9 1.57 
1979 1438.3 204.0 0.0214 8985.5 5691.3 1.58 
1980 1726.6 241.1 0.0224 9893.7 5883.5 1.68 
1981 1907.9 257.0 0.0210 11036.6 5528.7 2.00 
1982 1585.7 265.1 0.0190 12293.3 5589.6 2.20 
1983 1387.8 274.1 0.0180 13153.7 5556.1 2.37 
1984 1257.9 283.3 0.0173 13765.4 5196.8 2.65 
1985 997.2 294.9 0.0170 14211.2 5739.4 2.48 
1986 754.5 14369.9 5767.4 2.49 
1987 859.3 14276.6 4936.0 2.89 
1988 842.3 14293.6 4781.2 2.99 
1989 838.5 14292.6 4691.4 3.05 
1990 873.9 14287.8 5133.6 2.78 
1991 991.3 14318.7 5670.8 2.52 
Notations: It : gross investment, Dt: depreciation, St: rate of depreciation, Kt: 
capital stock, Yt: GDP at factor cost, Vt: capital / output ratio. 
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Table (C-2) 
Sectoral Capital Stock 
L. D millions (1962-1991) At 1975 prices 
Year AGRI OILM MANU CNTR SERV TOTAL 
1962 91.0 433.3 43.7 91.6 476.2 1135.8 
1963 92.9 553.0 45.1 88.5 513.1 1292.6 
1964 94.0 685.7 48.2 86.4 548.8 1463.1 
1965 95.7 890.2 54.2 85.8 609.0 1734.9 
1966 104.1 1129.9 63.1 85.4 690.0 2072.5 
1967 118.5 1347.3 78.1 91.2 812.9 2448.0 
1968 130.0 1514.4 94.5 95.4 993.4 2827.7 
1969 145.5 1810.6 107.2 98.9 1173.1 3335.3 
1970 159.5 2141.5 119.1 100.8 1306.4 3827.3 
1971 167.5 2273.8 130.0 97.8 1406.9 4076.0 
1972 207.2 2217.3 174.7 107.7 1574.5 4281.4 
1973 240.1 2150.8 238.1 118.4 1886.6 4634.0 
1974 322.9 2072.5 308.8 133.9 2315.4 5153.5 
1975 466.0 1976.4 422.0 159.3 2919.9 5943.6 
1976 588.4 1888.2 518.6 178.3 3474.2 6647.7 
1977 715.7 1801.7 647.2 192.7 4047.2 7404.5 
1978 843.4 1736.9 752.5 209.7 4633.4 8175.9 
1979 979.1 1717.4 842.4 211.0 5235.6 8985.5 
1980 1106.7 1684.1 993.6 214.1 5895.2 9893.7 
1981 1285.9 1689.7 1212.5 217.9 6630.6 11036.6 
1982 1473.9 1694.0 1401.2 222.4 7501.8 12293.3 
1983 1557.2 1696.0 1514.1 229.8 8156.6 13153.7 
1984 1625.8 1700.9 1648.3 238.3 8552.1 13765.4 
1985 1689.8 1709.9 1744.3 250.5 8816.7 14211.2 
1986 1703.1 1722.3 1792.8 267.9 8883.8 14369.9 
1987 1741.4 1700.8 1792.5 274.8 8767.1 14276.6 
1988 1791.4 1695.2 1807.3 284.4 8715.3 14293.6 
1989 1850.3 1689.6 1815.6 292.2 8644.9 14292.6 
1990 1904.9 1683.7 1822.7 299.5 8577.0 14287.8 
1991 1960.6 1686.2 1833.0 307.8 8531.1 14318.7 
where S=0.059 as calculated in the previous section. It is evident that taking the 
summation of both sides of equation (C-10) yields (C-3). The sectoral capital stock is 
estimated using equation (C-10) and the result is summarised in Table (C-2). 
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(C. 6) Concluding Remarks 
Given data on the sectoral and aggregate gross investment, i. e. gross fixed 
capital formation, and data on aggregate depreciation only, we have estimated the rate 
of depreciation of the whole economy, and sectoral and aggregate capital stock. 
The procedure followed in estimating the rate of depreciation and the initial 
capital stock has not been used before in the case of the Libyan economy. We have 
derived our own formula of calculating the variable rate of depreciation depending on 
the availability of the amounts of depreciation on the whole economy for the period 
1962-1985. The formula have been derived using dynamic iterative approach. 
The rate of depreciation, for the whole economy, has been obtained formally 
rather than arbitrary assumed. However, the lack of data on sectoral depreciation has 
enforced us to make some further assumptions concerning the sectoral estimations of 
capital stock. 
On the whole, this estimation of capital stock seems to us more realistic than 
many previous attempts of capital stock estimations of the Libyan economy. 
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(D. 1) List of Symbols and Notations Used in the Appendix 
AGRI Agriculture. 
CNTR Construction. 
CONS Private consumption 
DEF Budget deficit: DEF = GEX-RZ 
DEPR Capital stock depreciation. 
EN Nominal exchange rate: $/L. D 
EXPO Total exports. 
GDFF Gross domestic fixed capital formation. 
GDI Gross disposable income. 
GDP Gross domestic product. 
GDPF GDP at factor cost. 
GEX State total expenditure. 
GOVE Government consumption. 
TAR Real (total) investment in agriculture 
IARG Real public investment in agriculture 
TARP Real private investment in agriculture 
IIIRP Real private investment in industry 
IIR Real (total) investment in industry 
IIRG Real public investment in industry 
IMPO Total imports. 
IN Nominal interest rate (%) 
INTS Indirect taxes net of subsidies. 
INVE Gross investment (including the change in stock) 
ISR Real (total) investment in services. 
ISRG Real public investment in services 
ISRP Real private investment in services 
L. D Libyan Dinar. 
L. D / BL Libyan Dinar per Barrel 
M. BL Millions of barrels. 
M. L. D Millions of Libyan Dinars. 
MANU Manufacture. 
MWAG Money wages. 
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List of Symbols and Notations: continued 
N. A Not available. 
NFA Net foreign assets (Foreign asset reserves) 
OII. M Oil and mining. 
OPSR Operation surplus. 
PO Average price of oil (value of oil exports/quantity of oil exports). 
QE Quantity of oil exported. 
QH Quantity of oil used at home. 
QT Total quantity of oil produced. 
RO State oil revenues. 
RT Total revenue. 
RZ State non-oil revenues. 
SERV Services 
SSE Secondary School Education (Technical, teaching and General) 
VE Value of oil exported 
VH Value of oil used at home. 
VT Total value of oil produced. 
(D. 2) The Tables of Data: 
Annual time series data are prepared in Tables (D-1) to (D-19) covering, in 
general, the period 1962-1991. Whenever it was possible, we have extended these time 
series to cover a longer period. For instance, Table (D-12): Libyan Balance of Trade, 
covers the period (1951-1991). However, some tables such as Table (D-19) covers the 
period up to 1980 only as data classified into private and public investment are not 
available beyond 1980. An essential time has been spent in preparing and compiling 
such tables of data since data are collected from different sources as can be noted from 
the list of data sources in section (D. 3) below. It may worth mentioning that developing 
countries like Libya are lack of appropriate data systems and that their national accounts 
are often published lately compared with developed countries. Therefore, it is also 
aimed to consider this database as a start point and try to extend and update the time 
series data whenever it will be possible for the purpose of use in future studies as well. 
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Table (D-1) 
Expenditure on GDP (1962-91) 
(L. D millions - at current prices) 
Year CONS INVE GOVE EXPO IMPO GDP 
1962 137.3 66.0 26.0 63.0 119.9 172.4 
1963 143.0 76.0 32.9 130.9 129.4 253.4 
1964 159.0 110.6 45.0 233.6 163.3 384.9 
1965 188.8 151.4 61.3 299.1 183.4 517.2 
1966 239.2 195.0 82.7 370.4 222.9 664.4 
1967 280.0 218.0 101.4 431.0 252.6 777.8 
1968 319.8 295.4 148.4 679.7 332.6 1110.7 
1969 376.4 323.7 198.6 787.7 419.2 1267.2 
1970 395.5 246.3 220.7 870.0 403.2 1329.3 
1971 468.6 300.7 318.4 975.1 436.0 1626.8 
1972 543.3 450.7 359.1 997.8 552.4 1798.5 
1973 702.7 664.1 465.4 1240.5 826.5 2246.2 
1974 927.1 1029.4 864.8 2489.8 1427.9 3883.2 
1975 1193.5 1154.7 1044.3 2053.2 1665.7 3780.0 
1976 1336.6 1175.8 1184.6 2881.4 1671.4 4907.0 
1977 1482.2 1398.3 1400.3 3430.8 1948.6 5763.0 
1978 1665.2 1552.0 1691.8 2978.1 2199.5 5687.6 
1979 1894.7 1965.5 2006.6 4801.4 2821.7 7846.5 
1980 2868.9 2570.0 2350.5 6537.9 3752.1 10575.2 
1981 3887.4 3100.3 2990.5 4409.5 5127.7 9260.0 
1982 3617.9 2393.1 2900.8 4104.5 3920.1 9096.2 
1983 3453.8 2107.8 2883.4 3703.3 3343.1 8805.2 
1984 3094.2 2071.2 2690.0 3315.2 3157.3 8013.3 
1985 3108.9 1663.1 2622.4 3093.9 2211.3 8277.0 
1986 3999.1 1439.2 2659.6 2614.0 2009.4 8702.5 
1987 3778.6 1459.9 2125.8 1809.9 2116.3 7057.9 
1988 3929.5 1467.3 2122.2 1870.0 2239.3 7149.7 
1989 3656.1 1500.0 2057.1 2348.2 2529.3 7032.1 
1990 3290.8 1595.0 2282.7 3436.3 2686.8 7918.0 
1991 4391.6 1835.8 2607.9 3091.0 2747.2 9179.2 
314 
Table (D-2) 
Expenditure on GDP (1962-1991) 
(L. D millions and at 1975 constant prices) 
Year CONS INVE GOVE EXPO IMPO GDP 
1962 244.5 227.1 48.0 371.2 265.2 625.6 
1963 251.1 250.7 57.6 671.9 276.8 954.5 
1964 266.1 361.7 75.8 1117.5 340.2 1480.9 
1965 301.8 447.9 97.7 1366.6 356.1 1857.9 
1966 365.6 505.0 123.6 1577.9 417.2 2154.9 
1967 411.1 538.1 147.5 1756.3 491.8 2361.2 
1968 454.0 684.1 210.7 2593.0 603.0 3338.8 
1969 502.8 703.0 266.5 3106.6 718.8 3860.1 
1970 545.3 479.1 299.3 3375.5 702.3 3996.9 
1971 616.6 462.5 418.9 2729.5 685.0 3542.5 
1972 703.8 623.8 465.2 2660.1 826.5 3626.4 
1973 812.4 825.6 538.0 3149.6 1177.8 4147.8 
1974 1023.3 1149.5 954.5 2132.1 1582.2 3677.2 
1975 1193.5 1154.7 1044.3 2053.2 1665.7 3780.0 
1976 1307.8 1103.9 1169.4 2680.4 1616.4 4645.1 
1977 1403.6 1233.7 1362.2 2868.6 1812.7 5055.4 
1978 1518.0 1306.7 1618.9 2727.2 1949.9 5220.9 
1979 1679.7 1538.4 1884.1 2958.3 2369.2 5691.3 
1980 2460.5 1815.9 2140.7 2370.5 2904.1 5883.5 
1981 3297.7 2093.8 2628.9 1437.8 3929.5 5528.7 
1982 2932.7 1516.5 2518.5 1489.7 2867.8 5589.6 
1983 3050.6 1297.3 2484.4 1388.6 2664.8 5556.1 
1984 3001.9 1294.2 2255.9 1409.2 2764.4 5196.8 
1985 3089.6 1031.6 2080.4 1402.2 1864.4 5739.4 
1986 2628.9 760.7 2042.7 1819.1 1484.0 5767.4 
1987 2818.8 866.4 1564.2 1302.1 1615.5 4936.0 
1988 2445.0 849.1 1514.8 1672.6 1700.3 4781.2 
1989 2446.7 845.5 1449.7 1820.3 1870.8 4691.4 
1990 2571.9 881.2 1561.3 2067.6 1948.4 5133.6 
1991 2835.8 999.4 1731.7 2066.2 1962.3 5670.8 
315 
Table (D-3) 
Price Indices of the Expenditure on GDP 1962-91 
(1975 = 100) 
Year CONS INVE GOVE EXPO IMPO GDP 
1962 56.2 29.1 54.1 17.0 45.2 27.6 
1963 56.9 30.3 57.1 19.5 46.8 26.5 
1964 59.7 30.6 59.4 20.9 48.0 26.0 
1965 62.6 33.8 62.8 21.9 51.5 27.8 
1966 65.4 38.6 66.9 23.5 53.4 30.8 
1967 68.1 40.5 68.8 24.5 51.4 32.9 
1968 70.4 43.2 70.4 26.2 55.2 33.3 
1969 74.9 46.0 74.5 25.4 58.3 32.8 
1970 72.5 51.4 73.7 25.8 57.4 33.3 
1971 76.0 65.0 76.0 35.7 63.7 45.9 
'1972 77.2 72.3 77.2 37.5 66.8 49.6 
1973 86.5 80.4 86.5 39.4 70.2 54.2 
1974 90.6 89.6 90.6 116.8 90.2 105.6 
1975 100.0 100.0 100.0 100.0 100.0 100.0 
1976 102.2 106.5,101.3 107.5 103.4 105.6 
1977 105.6 113.3 102.8 119.6 107.5 114.0 
1978 109.7 118.8 104.5 109.2 112.8 108.9 
1979 112.8 127.8 106.5 162.3 119.1 137.9 
1980 116.6 141.5 109.8 275.8 129.2 179.7 
1981 117.9 148.1 113.8 306.7 130.5 167.5 
1982 123.4 157.8 115.2 275.5 136.7 162.7 
1983 113.2 162.5 116.1 266.7.125.5 158.5 
1984 103.1 160.0 119.2 235.3 114.2 154.2 
1985 100.6 161.2 126.1 220.6 118.6 144.2 
1986 152.1 189.2 130.2 143.7 135.4 150.9 
1987 134.1 168.5 135.9 139.0 131.0 143.0 
1988 160.7 172.8 140.1 111.8 131.7 149.5 
1989 149.4 177.4 141.9 129.0 135.2 149.9 
1990 128.0 181.0 146.2 166.2 137.9 154.2 
1991 154.9 183.7 150.6 149.6 140.0 161.9 
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Table (D-4) 
Gross Domestic Product (GDP) by type of income (1962 - 91) 
(L. D. Millions; at current prices) 
Year MWAG OPSR DEPR 
1962 49.0 87.2 
1963 63.5 145.1 
1964 82.3 248.6 
1965 111.8 332.9 
1966 137.7 438.6 
1967 169.0 505.3 
1968 219.3 766.4 
1969 252.9 872.0 
1970 268.9 910.4 
1971 415.5 1071.2 
1972 518.2 1123.9 
1973 625.9 1444.0 
1974 840.8 2803.1 
1975 1048.2 2460.0 
GDPF 
19.3 155.5 
26.6 235.2 
33.8 364.7 
47.4 492.1 
58.6 634.9 
73.5 747.8 
86.9 1072.6 
98.1 1223.0 
109.0 1288.3 
99.8 1586.5 
110.9 1753.0 
112.4 2182.3 
148.1 3792.0 
166.1 3674.3 
INTS GDP GDI 
16.9 172.4 126.1 
18.2 253.4 179.1 
20.2 384.9 205.4 
25.1 517.2 280.0 
29.5 664.4 346.1 
30.0 777.8 385.6 
38.1 1110.7 481.0 
44.2 1267.2 581.9 
41.0 1329.3 570.7 
40.3 1626.8 1280.5 
45.5 1798.5 1372.5 
63.9 2246.2 1710.4 
91.2 3883.2 3244.3 
105.7 3780.0 3132.8 
1976 1221.4 3354.2 192.5 4768.1 138.9 4907.0 4154.4 
1977 1431.7 3973.5 207.5 5612.7 150.3 5763.0 4994.3 
1978 1635.4 3623.3 237.4 5496.1 191.5 5687.6 4975.7 
1979 1848.9 5490.9 263.2 7603.0 243.5 7846.5 6965.4 
1980 2184.7 7746.8 345.8 10277.3 297.9 10575.2 9916.4 
1981 2489.8 5988.7 390.6 8869.1 
1982 2622.5 5745.4 412.7 8780.6 
1983 2763.1 5282.7 436.1 8481.9 
1984 2865.8 4357.8 457.5 7681.1 
1985 2996.2 4572.4 481.6 8050.2 
1986 3851.5 N. A 
1987 4177.8 N. A 
1988 4643.8 N. A 
1989 4743.1 N. A 
1990 4260.3 N. A 
N. A 8402.4 
N. A 6751.4 
N. A 6904.9 
N. A 6781.5 
N. A 7672.0 
1991 4107.9 N. A N. A 8900.0 
390.9 9260.0 8456.7 
315.6 9096.2 8074.5 
323.3 8805.2 7563.7 
332.0 8013.1 6945.3 
226.8 8277.0 7506.6 
300.1 8702.5 7017.1 
306.5 7057.9 5717.3 
244.8 7149.7 5868.0 
250.6 7032.1 5778.8 
246.0 7918.0 6471.6 
279.2 9179.2 7451.4 
Note that data not available for 1986-91 can be estimated using estimated DEPR from 
Appendix-B. 
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Table (D-5) 
Gross Domestic Product at Factor Cost by type of activity (1962 - 91) 
(L. D. Millions; at current prices) 
Year AGRI OILM 
1962 14.9 38.6 
1963 15.1 100.3 
1964 16.7 196.5 
1965 25.2 271.1 
1966 27.3 357.2 
1967 30.9 403.8 
1968 33.4 650.1 
1969 37.9 755.8 
1970 33.1 814.3 
1971 33.0 930.3 
1972 43.6 930.0 
1973 60.0 1143.8 
1974 64.7 2405.5 
1975 82.9 1981.8 
1976 99.7 2774.2 
1977 90.0 3304.4 
1978 122.1 2842.0 
1979 140.4 4586.8 
1980 183.0 6620.0 
1981 210.7 4688.4 
1982 220.7 4532.6 
1983 255.0 4138.7 
1984 258.8 3144.5 
1985 283.2 3345.9 
1986 320.0 3682.9 
1987 348.8 2008.0 
1988 366.5 1988.9 
1989 395.5 1628.5 
1990 423.5 2129.5 
MANU CNTR SERV GDPF 
9.0 10.3 82.7 155.5 
9.9 12.7 97.2 235.2 
11.5 21.7 118.3 364.7 
12.6 34.9 148.3 492.1 
14.4 45.3 190.7 634.9 
16.4 66.2 230.5 747.8 
20.0 89.2 279.9 1072.6 
20.8 86.8 321.7 1223.0 
22.5 87.8 330.6 1288.3 
24.5 116.8 481.9 1586.5 
32.0 182.8 564.6 1753.0 
43.8 261.2 673.5 2182.3 
56.0 376.6 889.2 3792.0 
65., 5 434.7 1109.4 3674.3 
90.6 515.1 1288.5 4768.1 
124.7 602.0 1491.6 5612.7 
148.7 682.8 1700.5 5496.1 
185.8 726.7 1963.3 7603.0 
192.2 935.7 2346.4 10277.3 
219.3 1002.5 2748.2 8869.1 
243.7 914.9 2868.7 8780.6 
274.6 879.0 2934.6 8481.9 
298.3 851.4 3128.1 7681.1 
365.1 920.5 3135.5 8050.2 
401.8 895.0 3102.7 8402.4 
442.5 890.0 3062.1 6751.4 
487.5 892.5 3169.5 6904.9 
539.0 920.0 3298.5 6781.5 
595.5 1020.5 3503.0 7672.0 
1991 480.5 2776.5 667.5 1124.5 3851.0 8900.0 
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Table (D-6) 
Gross Domestic Product at Factor Cost by type of activity (1962 - 91) 
(L. D. Millions: at constant prices) 
Year AGRI OILM MANU CNTR SERV GDPF 
1962 47.7 227.2 22.9 48.0 249.7 595.5 
1963 47.5 514.8 24.0 50.6 285.6 922.5 
1964 46.1 940.1 26.3 81.9 352.7 1447.1 
1965 63.5 1238.1 28.2 125.0 363.0 1817.8 
1966 60.4 1520.8 31.8 137.5 359.3 2109.8 
1967 63.8 1644.3 36.2 180.5 392.4 2317.2 
1968 60.7 2480.5 43.3 206.2 494.0 3284.7 
1969 62.1 2980.9 44.2 172.2 541.7 3801.1 
1970 47.5 3159.3 46.9 157.9 528.8 3940.4 
1971 55.4 2604.1 49.6 189.9 590.5 3489.5 
1972 61.3 2479.3 53.2 233.5 740.2 3567.5 
1973 67.8 2904.1 57.0 287.3 757.7 4073.9 
1974 75.0 2059.9 61.1 353.3 1027.2 3576.5 
1975 82.9 1981.8 65.5 434.7 1109.4 3674.3 
1976 94.7 2578.3 87.8 481.4 1267.0 4509.2 
1977 79.1 2742.2 121.1 528.1 1442.6 4913.1 
1978 85.9 2648.6 140.9 559.7 1611.2 5046.3 
1979 91.2 2852.5 136.0 567.7 1828.0 5475.4 
1980 116.4 2477.5 141.1 660.8 2232.2 5628.0 
1981 132.3 1577.9 156.8 666.6 2663.5 5197.1 
1982 135.5 1686.2 172.7 593.9 2745.5 5333.8 
1983 155.4 1590.3 200.6 560.3 2763.9 5270.5 
1984 149.4 1379.6 216.8 534.5 2594.4 4874.7 
1985 155.4 1563.3 274.1 571.7 2949.5 5514.0 
1986 170.0 1717.3 292.0 473.7 2825.7 5478.7 
1987 177.6 966.2 308.2 529.1 2672.3 4653.4 
1988 181.0 853.3 329.2 516.8 2682.1 4562.4 
1989 192.8 643.7 359.4 518.7 2755.6 4470.2 
1990 200.4 931.6 385.5 564.1 2841.2 4922.8 
1991 220.8 1153.1 419.5 612.6 3032.5 5438.5 
319 
Table (D-7) 
% Price Indices of (GDPF) by type of activity 
(1975 = 100) 
Year AGRI OILM MANU CNTR SERV GDPF 
1962 31.2 17.0 39.3 21.5 33.1 26.1 
1963 31.8 19.5 41.2 25.1 34.0 25.5 
1964 36.2 20.9 43.7 26.5 33.5 25.2 
1965 39.7 21.9 44.7 27.9 40.9 27.1 
1966 45.2 23.5 45.2 33.0 53.1 30.1 
1967 48.5 24.6 45.3 36.7 58.7 32.3 
1968 55.0 26.2 46.2 43.3 56.7 32.7 
1969 61.0 25.4 47.1 50.4 59.4 32.2 
1970 69.7 25.8 47.9 55.6 62.5 32.7 
1971 59.6 35.7 49.4 61.5 81.6 45.5 
1972 71.1 37.5 60.2 78.3 76.3 49.1 
1973 88.5 39.4 76.8 90.9 88.9 53.6 
1974 86.3 116.8 91.7 106.6 86.6 106.0 
1975 100.0 100.0 100.0 100.0 100.0 100.0 
1976 105.3 107.6 103.2 107.0 101.7 105.7 
1977 113.8 120.5 103.0 114.0 103.4 114.2 
1978 142.1 107.3 105.5 122.0 105.5 108.9 
1979 153.9 160.8 136.6 128.0 107.4 138.9 
1980 157.2 267.2 136.2 141.6 105.1 182.6 
1981 159.2 297.1 139.9 150.4 103.2 170.7 
1982 162.9 268.8 141.1 154.1 104.5 164.6 
1983 164.1 260.3 136.9 156.9 106.2 160.9 
1984 173.2 227.9 137.6 159.3 120.6 157.6 
1985 182.2 214.0 133.2 161.0 106.3 146.0 
1986 188.2 214.5 137.6 189.0 109.8 153.4 
1987 196.4 207.8 143.6 168.2 114.6 145.1 
1988 202.5 233.1 148.1 172.7 118.2 151.3 
1989 205.2 253.0 150.0 177.4 119.7 151.7 
1990 211.3 228.6 154.5 180.9 123.3 155.8 
1991 217.6 240.8 159.1 183.6 127.0 163.6 
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Table (D-8) 
Gross Domestic Capital Formation by Sector (1962 - 91) 
(L. D. Thousands; at current prices) 
Year AGRI OILM MANU 
1962 2400 36700 1600 
1963 2300 42600 2400 
1964 2600 63700 3500 
1965 5600 81900 5300 
CNTR SERV Total 
1400 22300 64400 
2000 25000 74300 
2800 36400 109000 
3200 50700 146700 
1966 8900 84800 8900 
1967 8100 70400 9800 
1968 10100 126600 8200 
1969 11400 154800 9700 
1970 11600 93600 9400 
1971 33550 29696 30537 
1972 37948 31181 54922 
1973 79402 34174 75204 
1974 154137 24370 127280 
1975 149921 28401 121501 
1976 170879 26563 171189 
1977 188396 47675 164646 
1978 217539 101983 163233 
1979 234210 89751 269776 
1980 334200 153500 431800 
1981 375900 159400 442900 
1982 247700 161300 342700 
1983 237400 168800 396500 
1984 241500 179200 347200 
1985 173500 188600 274500 
1986 250000 156600 224500 
1987 245000 164800 228400 
1988 271000 168600 223500 
1989 277000 172000 228000 
1990 290000 190500 240000 
7900 80700 191200 
6000 116100 210400 
5900 138900 289700 
6000 133300 315200 
2200 125900 242700 
11495 182630 287908 
14500 298070 436621 
22375 425087 636242 
31090 642479 979356 
28357 726560 1054740 
26295 830930 1225856 
31250 936355 1368322 
16250 1033033 1532038 
20000 1241584 1855321 
22800 1532700 2475000 
25000 1897100 2900300 
30000 1686400 2468100 
33000 1372100 2207800 
40000 1223300 2031200 
50000 941500 1628100 
41500 766600 1439200 
41900 779800 1459900 
41000 763200 1467300 
42000 781000 1500000 
45500 829000 1595000 
1991 333800 219300 276200 52370 954170 1835840 
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Table (D-9) 
Gross Domestic Capital Formation (1962 - 91) 
(L. D. Thousands; at constant prices) 
Year AGRI OILM MANU CNTR SERV Total 
1962 7311 145347 4029 2250 64920 223857 
1963 6601 165308 5822 3076 65856 246663 
1964 7223 244962 8813 4501 92723 358222 
1965 13953 292162 12132 4676 116877 439800 
1966 20519 284062 18722 10835 163670 497808 
1967 18505 246563 20966 9644 228374 524052 
1968 23170 385468 18305 9084 238426 674453 
1969 22589 437714 18187 7740 202600 688830 
1970 17373 258580 17931 2935 177678 474497 
1971 49630 77738 52379 15725 250521 445993 
1972 45122 64291 73721 17079 404986 605199 
1973 96950 48612 84689 22487 540136 792874 
1974 162249 26204 131352 33287 741037 1094129 
1975 149921 28401 121501 28357 726560 1054740 
1976 161971 24895 159246 24901 778024 1149037 
1977 169879 41493 143545 28409 824982 1208308 
1978 185455 82980 134348 13702 875452 1291937 
1979 185439 67993 200876 15504 968474 1438286 
1980 244477 104993 277506 16368 1083180 1726524 
1981 263898 104035 260183 17374 1262436 1907926 
1982 170300 101873 195599 20452 1097424 1585648 
1983 160504 104962 223526 22119 876747 1387858 
1984 159877 109439 193192 26272 769149 1257929 
1985 113019 113258 151428 32163 587265 997133 
1986 138761 80130 105525 22746 407435 754597 
1987 152748 94720 120592 25796 465537 859393 
1988 164582 94395 114949 24588 443827 842341 
1989 163791 93760 114172 24524 442206 838453 
1990 168107 101803 117818 26045 460154 873927 
1991 190711 115506 133637 29546 522008 991408 
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Table (D-10) 
% Price Indices of (GDFF) by type of activity 
(1975=100) 
Year AGRI OILM MANU CNTR SERV Total 
1962 32.8 25.2 39.7 62.2 34.3 28.8 
1963 34.8 25.8 41.2 65.0 38.0 30.1 
1964 36.0 26.0 39.7 62.2 39.3 30.4 
1965 40.1 28.0 43.7 68.4 43.4 33.4 
1966 43.4 29.9 47.5 72.9 49.3 38.4 
1967 43.8 28.6 46.7 62.2 50.8 40.1 
1968 43.6 32.8 44.8 65.0 58.3 43.0 
1969 50.5 35.4 53.3 77.5 65.8 45.8 
1970 66.8 36.2 52.4 75.0 70.9 51.1 
1971 67.6 38.2 58.3 73.1 72.9 64.6 
1972 84.1 48.5 74.5 84.9 73.6 72.1 
1973 81.9 70.3 88.8 99.5 78.7 80.2 
1974 95.0 93.0 96.9 93.4 86.7 89.5 
1975 100.0 100.0 100.0 100.0 100.0 100.0 
1976 105.5 106.7 107.5 105.6 106.8 106.7 
1977 110.9 114.9 114.7 110.0 113.5 113.2 
1978 117.3 122.9 121.5 118.6 118.0 118.6 
1979 126.3 132.0 134.3 129.0 128.2 129.0 
1980 136.7 146.2 155.6 139.3 141.5 143.4 
1981 142.4 153.2 170.2 143.9 150.3 152.0 
1982 145.4 158.3 175.2 146.7 153.7 155.7 
1983 147.9 160.8 177.4 149.2 156.5 159.1 
1984 151.1 163.7 179.7 152.3 159.0 161.5 
1985 153.5 166.5 181.3 155.5 160.3 163.3 
1986 180.2 195.4 212.7 182.4 188.2 190.7 
1987 160.4 174.0 189.4 162.4 167.5 169.9 
1988 164.7 178.6 194.4 166.7 172.0 174.2 
1989 169.1 183.4 199.7 171.3 176.6 178.9 
1990 172.5 187.1 203.7 174.7 180.2 182.5 
1991 175.0 189.9 206.7 177.2 182.8 185.2 
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Table (D-11) 
Wages and Salaries of employees by Sector 
(labour force compensation) (1962 - 91) 
(L. D. Thousands; at current prices) 
Year AGRI OILM MANU CNTR SERV Total 
1962 1400 11000 3600 5200 27800 49000 
1963 1800 15500 4000 6400 35800 63500 
1964 2500 17800 4600 10900 46500 82300 
1965 3900 23400 5000 17500 62000 111800 
1966 4400 22800 5800 22700 82000 137700 
1967 5000 25000 6600 33100 99300 169000 
1968 5200 31200 8000 44600 130300 219300 
1969 5300 38200 8300 43600 157500 252900 
1970 4600 37600 9000 40000 177700 268900 
1971 6000 33900 11300 83900 280400 415500 
1972 10000 35300 14700 132800 325400 518200 
1973 12800 34800 18200 190500 369600 625900 
1974 17400 47400 23800 272000 480200 840800 
1975 22200 58100 28800 332200 606900 1048200 
1976 24000 65700 38500 389500 703700 1221400 
1977 26100 79300 48200 454500 823600 1431700 
1978 37700 102800 55800 512600 926500 1635400 
1979 42500 116800 60900 542000 1086000 1848200 
1980 46300 128500 68336 692100 1249464 2184700 
1981 52471 133439 86156 758882 1458852 2489800 
1982 57271 135030 107319 728526 1412222 2440368 
1983 60691 141309 117722 701207 1441654 2462583 
1984 62865 150015 124667 607106 1314042 2258695 
1985 63996 157884 127107 758882 1129449 2237318 
1986 67955 142096 143546 669514 1266184 2289295 
1987 75168 161076 169366 690525 1470400 2566535 
1988 81952 198582 193141 753977 1656913 2884565 
1989 92414 227205 211699 700114 1878079 3109511 
1990 95668 262983 251054 767804 1731035 3108544 
1991 100823 285916 268115 854323 2029210 3538387 
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Table (D-12) 
Libyan Balance of Trade (1951-91) 
(Values are in L. D. Millions at current prices) 
Year Exports Imports Surplus Year Exports Imports Surplus 
(1) (2) (Deficit) (1) (2) (Deficit) 
1951 4.7 12.0 -7.3 1971 962.5 250.4 712.1 
1952 4.5 11.6 -7.1 1972 968.1 343.2 624.9 
1953 3.5 11.4 -7.9 1973 1197.1 539.9 657.2 
1954 3.7 11.2 -7.5 1974 2446.2 817.8 1,628.4 
1955 4.3 14.4 -10.1 1975 2024.9 1048.7 976.2 
1956 3.8 16.6 -12.8 1976 2830.7 950.8 1,879.9 
1957 4.7 28.1 -23.4 1977 3381.8 1117.1 2,264.7 
1958 4.3 34.5 -30.2 1978 2933.0 1362.6 1,570.4 
1959 3.7 40.6 -36.9 1979 4761.9 1572.4 3,189.5 
1960 3.1 60.4 -57.3 1980 6489.2 2006.2 4,483.0 
1961 6.5 53.3 -46.8 1981 4409.5 2481.4 1,928.1 
1962 50.4 73.4 -23.0 1982 3908.8 2124.3 1,784.5 
1963 119.9 85.3 34.6 1983 3616.6 1784.8 1,831.8 
1964 221.4 104.4 117.0 1984 3300.4 1841.7 1,458.7 
1965 284.4 114.4 170.0 1985 3063.8 1706.0 1,357.8 
1966 360.8 144.7 216.1 1986 1790.0 1396.8 393.2 
1967 420.0 170.1 249.9 1987 1663.8 1556.2 107.6 
1968 666.9 230.2 436.7 1988 1870.0 1677.3 192.7 
1969 774.0 241.3 532.7 1989 2348.2 1475.0 873.2 
1970 844.8 198.0 646.8 1990 3436.3 1510.9 1925.4 
1991 3091.0 1505.5 1585.5 
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Table (D-13) 
Production and Exports of Libyan Oil 
QT QE VE PO VT QH VH 
M. BLs M. BLs M. L. D L. D / BL M. L. D M. BLs M. L. D 
1961* 5.2 5.2 4.1 
1962 65.5 65.5 47.0 
1963 167.5 167.5 116.9 
1964 313.9 313.9 216.4 
1965 445.3 442.4 280.3 
0.788 4.1 
0.718 47.0 
0.698 116.9 
0.689 216.4 
0.634 282.1 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
2.9 1.8 
1966 550.5 547.5 353.4 
1967 632.6 627.9 415.7 
1968 951.3 944.3 665.3 
1969 1134.4 1120.6 771.9 
1970 1208.8 1206.8 841.1 
1971 1003.6 990.1 956.9 
1972 905.5 808.1 949.2 
1973 793.9 793.7 1161.7 
1974 555.3 545.8 2388.3 
1975 540.1 522.3 1925.3 
1976 707.3 675.9 2711.2 
1977 753.1 709.2 3189.7 
1978 724.4 677.0 2719.3 
1979 763.5 748.5 4419.2 
1980 669.8 644.4 6287.3 
0.645 355.3 
0.662 418.8 
0.705 670.2 
0.689 781.4 
0.697 842.5 
0.966 969.9 
1.175 1063.6 
1.464 1162.0 
4.376 2429.9 
3.686 1990.9 
4.011 2837.2 
4.498 3387.1 
4.017 2909.7 
5.904 4507.8 
9.757 6535.1 
1981 444.5 410.5 4384.3 10.680 4747.4 
1982 414.6 384.0 3718.0 9.682 4014.3 
1983 403.3 370.9 3370.7 9.088 3665.1 
1984 390.9 353.6 3020.8 8.543 3339.5 
1985 365.4 325.2 3010.4 9.257 3382.5 
1986 454.1 376.0 1756.8 4.672 2121.7 
1987 355.0 321.2 1547.0 4.816 1709.8 
1988 367.0 327.4 1790.0 5.467 2006.5 
1989 412.4 358.9 2293.6 6.391 2635.5 
1990 494.7 461.5 3226.1 6.990 3458.2 
1991 601.9 514.5 3009.2 5.849 3520.4 
3.0 1.9 
4.7 3.1 
7.0 4.9 
13.8 9.5 
2.0 1.4 
13.5 13.0 
97.4 114.4 
0.2 0.3 
9.5 41.6 
17.8 65.6 
31.4 126.0 
43.9 197.4 
47.4 190.4 
15.0 88.6 
25.4 247.8 
34.0 363.1 
30.6 296.3 
32.4 294.4 
37.3 318.7 
40.2 372.1 
78.1 364.9 
33.8 162.8 
39.6 216.5 
53.5 341.9 
33.2 232.1 
87.4 511.2 
*Data for only the last quarter of the year 1961. 
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Table (D-14) 
Gove. Oil Revenues, Total Revenues, Expenditure and 
Foreign Assets (M. L. D) 
Year RT RO RZ GEX DEF NFA* 
1962 52.1 14.0 38.1 30.5 -7.6 36.5 
1963 79.0 38.5 40.5 40.3 -0.2 46.7 
1964 117.0 75.3 41.7 56.0 14.3 63.3 
1965 171.9 125.4 46.5 76.6 30.1 89.9 
1966 231.1 178.0 53.1 105.7 52.6 122.6 
1967 284.2 224.1 60.1 156.7 96.6 139.8 
1968 430.0 352.7 77.3 212.4 135.1 194.8 
1969 507.7 415.1 92.6 281.2 188.6 331.4 
1970 577.8 484.0 93.8 298.6 204.8 575.9 
1971 828.5 652.3 176.2 376.8 200.6 874.9 
1972 831.3 624.6 206.7 434.1 227.4 977.5 
1973 852.6 604.1 248.5 618.0 369.5 667.5 
1974 1861.3 1424.1 437.2 986.1 548.9 1154.8 
1975 1784.7 1324.0 460.7 1248.7 788.0 695.7 
1976 2689.5 2077.3 612.2 1396.7 784.5 1025.9 
1977 3375.8 2625.8 750.0 1630.3 880.3 1527.2 
1978 3007.2 2185.5 821.7 1968.3 1146.6 1327.2 
1979 4704.2 3682.2 1022.0 2373.2 1351.2 2000.6 
1980 7435.4 5951.1 1484.3 2899.7 1415.4 4068.0 
1981 3787.4 2872.8 914.6 3922.8 3008.2 3132.1 
1982 3277.1 2440.1 837.0 3620.9 2783.9 2358.8 
1983 3448.1 2520.0 928.1 3663.9 2735.8 1704.1 
1984 3090.2 2125.0 965.2 3480.0 2514.8 1284.8 
1985 2798.6 1846.0 952.6 2705.4 1752.8 1978.5 
1986 1994.0 1074.0 920.0 2414.0 1494.0 2061.2 
1987 1964.5 1029.7 934.8 2068.0 1133.2 1721.2 
1988 2029.8 898.0 1131.8 1970.3 838.5 1289.5 
1989 2382.9 1181.5 1201.4 1930.9 729.5 1310.0 
1990 2860.0 1600.0 1260.0 2590.0 1330.0 1681.3 
1991 2655.0 1435.0 1220.0 2122.5 902.5 1637.9 
* On the 31st of December. 
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Table (D-15) 
Expenditure on Economic Development Projects 
(1962-91: L. D Millions) 
Year AGRI OILM MANU CNTR SERV Total Planned 
1962 1.1 - 0.1 3.6 6.2 11.0 
1963 1.3 - 0.1 4.1 7.1 12.6 21.7 
1964 1.9 - 0.6 7.5 13.0 23.0 32.5 
1965 7.2 - 2.0 12.1 31.1 52.4 87.0 
1966 10.1 - 4.7 23.0 44.5 82.3 90.5 
1967 17.3 - 7.4 42.1 61.3 128.1 105.0 
1968 14.4 - 7.4 34.1 84.6 140.5 143.3 
1969 13.2 - 6.3 39.3 53.3 112.1 145.0 
1970 23.6 1.5 15.0 64.0 41.9 146.0 224.5 
1971 48.0 15.3 29.0 70.8 84.5 247.6 301.6 
1972* 64.3 27.8 65.1 106.2 134.0 397.4 442.9 
1973 90.0 28.5 62.5 95.2 137.6 413.8 545.0 
1974 224.9 56.8 107.0 202.6 274.7 866.0 916.2 
1975 245.9 52.9 100.0 215.5 308.9 923.2 1124.7 
1976 296.7 67.3 165.5 248.2 409.5 1187.2 1407.7 
1977 277.6 67.6 160.7 301.4 473.0 1280.3 1520.0 
1978 289.1 80.0 157.1 302.4 542.7 1371.3 1785.0 
1979 385.9 93.4 210.2 399.4 779.9 1868.8 1573.0 
1980 489.9 55.3 583.2 337.4 1085.8 2551.6 2527.5 
1981 487.5 57.6 530.9 639.7 1157.1 2872.8 3000.0 
1982 308.6 25.2 409.7 489.0 1133.4 2365.9 2600.0 
1983 252.9 19.0 455.7 453.4 915.3 2096.3 2370.0 
1984 262.3 18.6 381.5 390.0 782.3 1834.7 2110.0 
1985 182.8 129.1 289.2 354.1 568.1 1523.3 1700.0 
1986 130.5 
1987 115.7 
1988 92.4 
1989 72.9 
1990& 313.4 
1991 290.9 
15.5 211.6 312.8 410.7 1081.1 1700.0 
28.5 166.1 305.6 377.1 993.0 1450.0 
24.0 134.5 298.2 296.2 845.3 1355.0 
42.7 106.8 198.9 339.6 760.9 900.0 
31.4 105.0 192.5 285.0 927.3 1170.0 
37.8 76.7 195.7 269.5 870.6 1875.0 
* Nine months: April-December. & Fifteen months: January 90-March 91 
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Table (D-16) 
Money Supply, Nominal Foreign Exchange Rate; and, Nominal Interest Rate 
Currency Deposit Total EN IN 
Year M. L. D M. L. D M. L. D $US / L. D % 
1962 15.1 14.0 29.1 2.8000 4.5 
1963 17.8 17.9 35.7 2.7900 3.5 
1964 24.6 21.6 46.2 2.7908 3.5 
1965 33.6 33.1 66.7 2.8022 3.5 
1966 47.7 43.2 90.9 2.7899 3.5 
1967 61.0 55.7 116.7 2.8160 4.0 
1968 70.4 79.7 150.1 2.7983 4.0 
1969 102.4 99.5 201.9 2.8000 4.0 
1970 112.3 128.3 240.6 2.8000 4.0 
1971 120.7 243.8 364.5 2.9726 4.0 
1972 147.4 245.4 392.8 3.0335 4.0 
1973 202.6 288.4 491.0 3.3778 4.0 
1974 262.2 491.6 753.8 3.3778 4.0 
1975 346.0 498.5 844.5 3.3778 4.0 
1976 436.0 703.4 1139.4 3.3778 4.0 
1977 585.0 858.8 1443.8 3.3778 4.0 
1978 868.5 819.3 1687.8 3.3778 4.0 
1979 1053.7 1169.9 2223.6 3.3778 4.0 
1980 685.7 2898.9 3584.6 3.3778 9.0 
1981 791.1 2721.0 3512.1 3.3778 9.0 
1982 889.9 2342.0 3231.9 3.3778 9.0 
1983 838.2 2056.2 2894.4 3.3778 9.0 
1984 767.5 1943.8 2711.3 3.3778 9.0 
1985 985.0 2507.2 3492.2 3.3778 9.0 
1986 1023.7 2017.7 3041.4 3.1747 9.0 
1987 1068.2 2370.1 3438.3 3.3658 9.0 
1988 899.6 2133.1 3032.7 3.4982 9.0 
1989 1131.6 2389.9 3521.5 3.3917 9.0 
1990 1461.1 2991.2 4452.3 3.5334 9.0 
1991 1620.8 2672.0 4292.8 3.5104 9.0 
1992 1982.2 3005.0 4987.2 3.3505 9.0 
1993 2216.9 2731.2 4948.1 3.1022 9.0 
1994 1989.8 3142.8 5132.6 2.7658 9.0 
1995 2035.4 3201.8 5237.2 2.8283 5.5 
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Table (D-17) 
Population, Education and Labour Force (1962-1991) 
(Thousands of Persons) 
Population Students Labour Force 
Year Libyan Non- Total SSE Libyan Non- Total 
Libyan 
1962 1401.6 48.5 1450.1 
1963 1455.2 48.7 1503.9 
1964 1510.8 48.9 1559.6 
1965 1563.0 56.3 1619.4 
1966 1616.6 65.7 1682.4 
1967 1672.0 76.8 1748.8 
1968 1729.3 89.6 1818.9 
1969 1788.6 104.6 1893.2 
1970 1849.9 122.1 1972.0 
1971 1913.2 142.6 2055.8 
1972 1978.8 166.5 2145.3 
1973 2046.6 194.3 2240.9 
1974 2131.5 209.3 2340.8 
1975 2221.2 223.8 2445.1 
1976 2314.8 239.4 2554.2 
1977 2412.3 256.0 2668.3 
1978 2513.9 273.7 2787.6 
1979 2619.8 292.7 2912.5 
1980 2730.1 313.0 3043.1 
1981 2845.1 334.7 3179.8 
1982 2965.0 357.9 3322.8 
1983 3089.8 382.7 3472.5 
1984 3220.0 409.2 3629.2 
1985 3355.6 390.0 3745.6 
1986 3496.9 332.0 3828.9 
1987 3644.2 264.8 3909.0 
1988 3797.7 284.6 4082.3 
1989 3957.7 305.4 4263.1 
1990 4124.3 278.4 4402.7 
Libyan 
N. A 340.0 16.0 356.0 
N. A 344.0 16.5 360.5 
N. A 348.2 17.1 365.3 
5.6 353.1 19.1 372.2 
6.8 358.3 
8.2 363.7 
9.9 369.3 
12.0 375.2 
14.5 383.5 
21.9 380.2 
25.6 389.3 
31.2 400.5 
39.4 414.6 
50.0 433.5 
16.8 395.0 
18.6 407.0 
24.0 419.7 
33.7 437.4 
37.1 454.1 
64.0 459.0 
81.0 488.0 
118.4 538.1 
169.8 607.2 
223.0 677.1 
41.7 470.1 262.6 732.7 
48.0 498.8 266.2 765.0 
53.1 520.4 252.3 772.7 
65.0 529.6 259.4 789.0 
81.1 533.0 280.0 813.0 
91.0 560.1 311.3 871.4 
101.8 588.4 329.6 918.0 
111.0 617.4 333.1 950.5 
117.3 647.0 351.0 998.0 
137.0 690.0 205.0 895.0 
148.4 739.0 
150.2 780.2 
166.1 820.8 
179.4 852.5 
192.6 879.4 
166.0 905.0 
132.4 912.6 
142.3 963.1 
142.7 995.2 
139.2 1018.6 
1991 4298.1 170.6 4468.7 214.1 927.2 85.3 1012.5 
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Table (D- 18) 
Total Labour Force by Sector (1962-199 1) 
Thousands of workers 
Year AGRI PETR MANU CNST SERV Total 
1962 145.7 14.6 23.8 32.4 139.5 356.0 
1963 145.5 14.7 23.8 32.4 144.1 360.5 
1964 145.3 14.8 23.8 32.4 149.0 365.3 
1965 142.5 14.6 23.7 33.0 158.4 372.2 
1966 140.0 14.5 23.1 34.0 168.6 380.2 
1967 135.3 14.3 22.0 35.9 181.8 389.3 
1968 130.5 14.1 20.8 38.0 197.1 400.5 
1969 125.0 13.8 19.4 41.0 215.4 414.6 
1970 126.0 14.0 20.4 49.0 224.1 433.5 
1971 127.0 14.2 21.4 59.5 236.9 459.0 
1972 127.7 14.4 22.9 69.5 253.5 488.0 
1973 129.0 15.3 25.9 90.4 277.5 538.1 
1974 131.4 16.3 29.3 121.6 308.6 607.2 
1975 133.4 17.6 32.9 152.6 340.6 677.1 
1976 141.2 18.5 37.4 167.8 367.8 732.7 
1977 144.9 19.2 41.5 171.4 388.0 765.0 
1978 147.9 20.4 47.4 164.3 392.7 772.7 
1979 150.1 20.5 52.8 168.8 396.8 789.0 
1980 153.0 22.0 58.0 173.0 407.0 813.0 
1981 157.6 21.8 64.2 203.7 424.1 871.4 
1982 163.1 22.5 75.0 219.2 438.2 918.0 
1983 168.0 18.7 86.7 233.4 443.7 950.5 
1984 173.0 24.0 85.0 246.0 470.0 998.0 
1985 177.0 21.0 75.0 152.0 470.0 895.0 
1986 179.0 21.0 77.0 149.0 479.0 905.0 
1987 180.0 20.7 79.0 149.2 483.7 912.6 
1988 186.9 23.2 85.8 148.1 519.1 963.1 
1989 191.6 23.7 92.2 152.8 534.9 995.2 
1990 188.9 25.4 99.4 157.1 547.8 1018.6 
1991 189.6 26.3 101.1 137.1 558.4 1012.5 
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(E. 1) Introduction 
In this Appendix, we aim to estimate the optimal growth rates of per worker 
capital and consumption according to the Ramsey-type model for Libya presented in 
chapter four. The theoretical derivations of the required formulae have already been 
presented in Appendices A and B and the parameters of the model are already estimated 
in chapter five. Therefore, we use here these estimated parameters and the obtained 
formula to estimate the optimal growth rates as well as the optimal non-oil relatives 
shares. The overall purpose of these estimations is to estimate the optimal saving and 
investment rate. 
(E. 2) Procedure of Estimation 
Although the estimation of the model would be less complicated without human 
capital and oil resources, the inclusion of these two variables are the theoretical and 
empirical characteristics of the present model. Therefore, the estimation approach will 
be as follows: 
" Firstly, given fixed (exogenous) levels of per worker human capital and oil resources 
in 1965, the model is estimated for the whole period 1965-91. This means that if we 
are estimating the growth rate of per worker capital stock, Gk, for instance, then we 
get 27 values of Gk- 
" Secondly, the previous step is repeated for levels of per worker human capital and oil 
resources in each year of the period 1965-91. In the previous example, Gk will be 
estimated 27x27 = 729 times and presented in a table of 27x27 cells. 
" Finally, the required estimation of the parameter under consideration is the diagonal 
cells of the above mentioned table. 
This approach is made for each estimated variable of the model and is satisfying the fact 
that the exogenous variables are not fixed over time. 
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(E. 3) The Steady State Solution 
From chapter four, the estimates of the parameters of the model can now be 
summarised as in Table (E-1). In what follows, we estimate the following set of steady 
state values { k*, c*, yn*, yl *, yl 1 *} where the notations are as defined in 
Appendices A and B. 
Table (E-1) 
Estimates of the Parameters of the Model 
No. Description Notation Estimate 
1 The constant of the production function. A 82.992 
2 Long-run physical capital elasticity. a 0.358 
3 Long-run human capital elasticity. P 0.339 
4 The elasticity of marginal utility. 0 1.760 
5 Labour growth rate in the non-oil sector. n 0.044 
6 Depreciation rate of physical capital. 6 0.059 
7 Pure time preference. P 0.007 
8 Effective depreciation rate. (n + S) 0.103 
The Steady State Capital Per Worker: 
The steady state of per worker capital (k*) is determined as in equation (B-10) in 
Appendix-B which can be rewritten here as follows: 
(E-1) k* = [a. A/(n+S+p)][1/(1-a)], [h][ß/(1-a)] 
Using the values in Table (E-1), equation (E-1) can empirically be written as follows: 
That is, 
(E-1)' 
k*=[0.358x82.992/(0.103+0.007)111/(1-0.358)], h[0.339/(1-0.358)] 
k* = 6108.975 h0.5 28 
This result has three implications: firstly, so far as we have the per worker human 
capital as a factor of production in the non-oil sector production function, we then have 
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multiple steady states for physical capital per worker. That is, at each level of human 
capital, there is a (unique) steady state for physical capital. Secondly, the relationship 
between the steady state k* and the level of human capital is positive which implies that 
the greater the human capital, the greater the steady state and the greater the growth. We 
note that in our model, the steady state point which is a point of stability is not very 
restrictive point since it can be pushed forward by increasing the human capital. Finally, 
the steady state k* given by (E-1)' is optimal. 
The Steady State Consumption Per Worker: 
The steady state of per worker consumption (c*) is determined as in Appendix-B; 
equations (B-16) and (B-16)' in terms of (h) and in terms of (k*). This can be written 
here as follows: 
(E-2) c* = µ.. [a. A/(n+S+p)][1/(1-a)], h[ß/(1-a)] +R 
(E-3) c* = µ.. k* +R; where: 
(E-4) µ= [1/a]. [(1-a). (n + S)+ p] 
where t is the slope of c* line in (c*, k*) dimensions and `R' is the intercept of the line. 
Using the estimates in Table (E-1), we estimate µ as follows: 
(E-4)' µ= [1/0.358]. [(1-0.358). (0.103) + 0.007] = 0.204 
Therefore, the estimation of (E-3) is: 
(E-3)' c* = 0.204 k* +R 
To estimate (E-2), we use (E-1)' and (E-4)' as follows: 
(E-2)' 
c* _ (0.204). ( 6108.975). h(0.528) +R; or, 
c* = 1248.819 hU. 528 +R 
The Steady State Non-oil Output: 
From equations (B-13) and (B-13)' in Appendix-B, the steady state output (yn*) 
of the non-oil sector is as follows: 
(E-5) yn* = [1/a]. [n +S+ p]. k* 
(E-6) Yn* =[A][ 1/(1-a)], [a/(n+S+p)][a/(1-a)], [h][ß/(1-a)] 
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Therefore, the estimation of yn * using Table (E-1) is as follows: 
(E-5)' yn *=0.307 k* with (k*/yn *) = 3.255 
(E-6)' Yn* = 1878.043 h0.528 
The Steady State Marginal Productivity of Capital: 
The steady state marginal productivity of physical capital (y 1 *) is determined 
according to equation (B-8) in Appendix-B: 
(E-7) yl *= fk(k*, h) = (n +S+ p) 
and is independent of any other variable in the model. In fact, this equation represents 
the condition of optimality which must always be held. Therefore, yl * can be estimated 
from Table (E-1) as: 
(E-7)' yl *= fk(k*, h) = 0.110 
This marginal productivity can also represent the steady state real rental on capital 
which is, in turn, equal to the real interest rate of investment (in the long run). The slope 
of the steady state marginal productivity of capital is given by (B-14): 
(E-8) y11* fkk(k, h) = -(1-a). (n+5+p)/k* 
which can be estimated as: 
(E-8)' Y11 *= fkk( k, h)=-0.071 / k* 
Summary of the Steady State Solution: 
The steady state solution can now be summarised in two groups: the first will 
express variables in terms of human capital, and the second expresses them in terms of 
physical capital: 
(1) The solution in terms of human capital: 
This group may include physical capital, consumption, and output per worker 
whose steady state solutions are as follows: 
(E-1)' k* = 6108.975 h0.528 
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(E-2)' 
(E-6)' 
c* = 1248.819 h0.528 +R 
Yn* = 1878.043 h0.528 
From these equations, it is clear that each of our dependent variables k*, c*, and 
yn * is a non-linear function of the human capital 'h' with an additive component in the 
case of the consumption equation representing the value added of oil resource per 
worker. 
We note from the above estimation that once the Libyan economy arrives its 
steady state, the variables k*, c*, and yn* are still growing as the human capital grows. 
Moreover, the oil resource affects the position of the consumption curve in the (h, c*) 
plane. Therefore, arriving the steady state does not necessary mean a situation of 
constancy in spite that the steady state is stable. Our steady state point is constant only if 
human capital per and oil resources per worker are constant. It should be recalled from 
Appendix-B that the growth of the steady state variables is optimal in our model. 
(2) The solution in terms of physical capital: 
For any given human capital per worker, the steady state physical capital per 
worker is determined as in (E-1)'. Therefore, for each level of steady state per worker 
physical capital, the following relations hold: 
(E-4)' c* = 0.204 k* +R 
(E-5)' yn *=0.307 k* ; (k*/yn *) = 3.255 
(E-7)' yl *=0.110 
(E-8)' yl l*=-0.071 / k* 
Using these equations, Table (E-2) has been prepared to show a numerical steady 
state solution at each level of per worker human capital and oil resource. 
The steady state solution provided above can be used, we suggest, when the 
economy virtually arrives the steady state. In fact, it has been found that the Libyan 
economy arrived the steady state in 1982 since in that year, the marginal productivity of 
capital approximately satisfies the optimal steady state condition given by (E-7)'. 
Moreover, this steady state remained approximately satisfied during the period 1982- 
1989 after which the economy returned to operate slightly below the steady state. 
342 
Year h k* 
65 0.979 6040.1 1856.9 
66 1.094 6405.1 1969.1 
67 1.253 6882.5 2115.8 
68 1.398 7289.8 2241.0 
69 1.572 7756.6 2384.6 
70 1.764 6717.7 2065.2 
71 1.844 8437.7 2594.0 
72 1.837 8421.9 2589.1 
73 2.047 8916.5 2741.2 
74 2.437 9777.3 3005.8 
75 2.305 9493.6 2918.5 
76 2.282 9444.5 2903.5 
77 2.414 9727.5 2990.5 
78 2.526 9963.4 3063.0 
79 2.902 10721.2 3296.0 
80 3.375 11612.3 3569.9 
81 3.366 11595.6 3564.8 
82 3.417 11687.7 3593.1 
83 3.434 11718.6 3602.6 
84 3.316 11504.2 3536.7 
85 4.188 13012.4 4000.3 
86 4.389 13339.3 4100.8 
87 4.305 13204.3 4059.3 
88 4.330 13244.5 4071.7 
89 4.334 13249.7 4073.3 
90 4.400 13356.6 4106.1 
91 4.857 14072.1 4326.1 
Table (E-2) 
Steady State Solution at Given (h and R) 
yll* c*-R c* Ry Yn * 
-0.000012 
-0.000011 
-0.000010 
-0.000010 
-0.000009 
-0.000011 
-0.000008 
-0.000008 
-0.000008 
-0.000007 
-0.000007 
-0.000007 
-0.000007 
-0.000007 
-0.000007 
-0.000006 
-0.000006 
-0.000006 
-0.000006 
-0.000006 
-0.000005 
-0.000005 
-0.000005 
-0.000005 
-0.000005 
-0.000005 
1234.7 4697.0 3462.2 5319.1 
1309.4 5468.0 4158.6 6127.7 
1406.9 5791.7 4384.8 6500.6 
1490.2 7909.7 6419.5 8660.6 
1585.6 9023.0 7437.4 9821.9 
1373.3 8904.4 7531.1 9596.3 
1724.9 7579.4 5854.5 8448.5 
1721.6 6956.7 5235.0 7824.1 
1822.7 7377.6 5554.9 8296.0 
1998.7 5484.7 3486.0 6491.8 
1940.7 4945.7 3005.0 5923.5 
1930.7 5540.7 3610.1 6513.5 
1988.5 5665.4 3676.9 6667.3 
2036.8 5557.4 3520.7 6583.7 
2191.7 5903.4 3711.8 7007.7 
2373.8 5505.9 3132.1 6702.0 
2370.4 4227.6 1857.2 5422.0 
2389.2 4272.2 1883.0 5476.0 
2395.6 4102.2 1706.7 5309.3 
2351.7 3768.2 1416.4 4953.1 
2660.0 4448.7 1788.7 5789.0 
2726.9 4669.5 1942.6 6043.5 
2699.3 3782.6 1083.3 5142.6 
2707.5 3615.3 907.9 4979.5 
2708.6 3371.1 662.6 4735.9 
2730.4 3668.4 938.0 5044.1 
-0.000005 2876.7 4045.9 1169.2 5495.3 
Note: The effect of the dummy variable, D70, has been taken into account in 1970. 
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Two observations may explain this latter situation: 
"A reduction in the (actual) capital accumulation on the one hand and, 
" An increase in human capital on the other hand. 
The question now is what can be the solution to the model before the economy 
arrives the steady state. Specifically, what are the optimal paths of the economic 
variables, i. e. capital and consumption per worker, since 1965 until the economy arrives 
its steady state? If such optimal paths can empirically be found, then the optimal growth 
rates of capital and consumption can also be found. 
(E. 4) The Solution to the System 
In order to estimate the optimal paths, the method of linearalisation has been 
theoretically discussed in Appendix-B. In this section we refer to the final formulae 
obtained to estimate the optimal paths as follows: 
[1] The Parameter 'm': 
The first step in solving the model is to estimate the parameter `m' as given by 
equation (B-28). As indicated, this parameter is introduced merely to simplify notations 
rather than to bring about a particular economic term. Since, in the present model, the 
value of `m' is not unique but depends on the level of human capital per worker, `m' is 
to be estimated at each level of per worker human capital (and per worker oil resources). 
Therefore, given the information of Tables (E-1) and (E-2), the values of 'in' are 
calculated according to (B-28) and the results are shown in Table (E-3). 
[2] Eigenvalues (Xi): 
Eigenvalues of the matrix of coefficients, A, in equation (B-29)' are determined 
according to equation (B-41). Given the value of (p) in Table (E-1), these eigenvalues 
can be calculated at each value of `m', i. e. at each level of per worker human capital and 
oil resources, and the results are shown in Table (E-3). As stated, these eigenvalues are 
the elements of the diagonal matrix D defined in equation (B-39) and are also included 
in Matrix E in equation (B-55). From the results in Table (E-3), it is clear that ? 1>0 and 
ý-2<O so that the two eigenvalues are real and distinct and the model is saddle path 
stable. 
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Table (E-3) 
The Values of `m', and the Eigenvalues (X1 and %I) 
(at each level of human capital and oil resource per worker) 
Matrix D 
Year hmX1 A-2 
65 0.979 0.031 0.180 -0.173 
66 1.094 0.034 0.188 -0.181 
67 1.253 0.034 0.188 -0.181 
68 1.398 0.044 0.213 -0.206 
69 1.572 0.047 0.220 -0.213 
70 1.764 0.053 0.234 -0.227 
71 1.844 0.036 0.193 -0.186 
72 1.837 0.033 0.185 -0.178 
73 2.047 0.033 0.185 -0.178 
74 2.437 0.023 0.155 -0.148 
75 2.305 0.021 0.148 -0.141 
76 2.282 0.024 0.158 -0.151 
77 2.414 0.023 0.155 -0.148 
78 2.526 0.022 0.152 -0.145 
79 2.902 0.022 0.152 -0.145 
80 3.375 0.019 0.141 -0.134 
81 3.366 0.015 0.126 -0.119 
82 3.417 0.015 0.126 -0.119 
83 3.434 0.014 0.122 -0.115 
84 3.316 0.013 0.118 -0.111 
85 4.188 0.014 0.122 -0.115 
86 4.389 0.014 0.122 -0.115 
87 4.305 0.011 0.108 -0.101 
88 4.330 0.011 0.108 -0.101 
89 4.334 0.010 0.104 -0.097 
90 4.400 0.011 0.108 -0.101 
91 4.857 0.012 0.113 -0.106 
345 
[3] Eigenvectors: 
As stated, eigenvectors are the vectors constituting the matrix V in (B-55) and as 
may be noted from equations (B-42)-(B-46), the calculations of these eigenvectors are 
complicated. Therefore, we have used the 'Matlab' program to . calculate the 
eigenvectors at each level of per worker human capital and oil resources. The final 
results are shown in Table (E-4) where the full matrix V is presented in each year during 
(1965-91). It is clear from these results that the inverse of the matrix V does exist so that 
there is no problem in finding the solution to the model. 
[4] General Solution: 
The general solution to the system of differential equation is determined in 
equations (B-54)-(B-55) and is now ready: The elements of the vector X* have already 
been calculated as in Table (E-2), the elements of the matrix V are as in Table (E-4), 
and the elements of the diagonal matrix E are as given by equation (B-56) where the 
eigenvalues X1 and X2 in equation (B-56) are the elements of the diagonal matrix D and 
are given in Table (E-3). 
[5] Particular Solution: 
The particular solution is determined by equations (B-60)-(B-62). These equations 
give the optimal paths of capital and consumption per worker. As stated, the initial 
value co is not given but rather derived. Concerning the optimal paths of kt and ct, one 
can note from (B-60)-(B-62) that these two variables are growing over time provided 
that (k* > k0) and provided that the values [V22IV12] are positive which are all now 
satisfied for the present model. 
To find the particular solution numerically at each level of human capital and oil 
resource per worker during 1965-91, the intercepts k* and c* of (B-60) and (B-61), and 
the coefficients [k* - k0 ] and [ c* - c0] are calculated as in Table (E-5). We have also 
repeated the eigenvalues X2. Clearly, there are 27 particular solutions to the system. 
Barro and Sala-i-Martin (1995, pp. 484-485,487), for instance, used some 
estimates of the parameters of the standard Ramsey model, i. e. the model with no 
human capital nor oil resource, to obtain similar but very simple optimal paths. 
Specifically, they obtained: [kt = -9.0 exp(-0.04t)+10] and [ct = 0.9 exp(-0.04t) + 2]. 
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Table (E-4) 
The Elements of the Matrix V 
[at each level of human capital per worker (h)] 
Year hv' Year hv 
65 0.979 0.9854 0.9843 79 2.902 0.9897 0.9887 
-0.1701 0.1768 -0.1434 0.1501 
66 1.094 0.9840 0.9828 80 3.375 0.9911 0.9902 
-0.1780 0.1847 -0.1332 0.1400 
67 1.253 0.9840 0.9828 81 3.366 0.9930 0.9922 
-0.1780 0.1847 -0.1182 0.1250 
68 1.398 0.9794 0.9780 82 3.417 0.9930 0.9922 
-0.2020 0.2086 -0.1182 0.1250 
69 1.572 0.9780 0.9766 83 3.434 0.9935 0.9927 
-0.2086 0.2152 -0.1141 0.1210 
70 1.764 0.9752 0.9738 84 3.316 0.9939 0.9932 
-0.2211 0.2276 -0.1099 0.1168 
71 1.844 0.9831 0.9818 85 4.188 0.9935 0.9927 
-0.1831 0.1898 -0.1141 0.1210 
72 1.837 0.9845 0.9833 86 4.389 0.9935 0.9927 
-0.1754 0.1821 -0.1141 0.1210 
73 2.047 0.9845 0.9833 87 4.305 0.9949 0.9942 
-0.1754 0.1821 -0.1009 0.1078 
74 2.437 0.9892 0.9882 88 4.330 0.9949 0.9942 
-0.1466 0.1534 -0.1009 0.1078 
75 2.305 0.9901 0.9892 89 4.334 0.9954 0.9947 
-0.1401 0.1468 -0.0961 0.1030 
76 2.282 0.9887 0.9877 90 4.400 0.9949 0.9942 
-0.1498 0.1565 -0.1009 0.1078 
77 2.414 0.9892 0.9882 91 4.857 0.9944 0.9937 
0.1466 0.1534 -0.1055 0.1124 
78 2.526 0.9897 0.9887 
-0.1434 0.1501 
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Table (E-5) 
Intercepts and Coefficients of (B-60)-(B-62) [for k0 = K(65) = 2362.1] 
Capital Consumption 
Year k* (k* - k0) c* IV22/V12] co c* - CO X2 
65 6040.1 3678.0 4697.0 0.1796 4036.4 660.6 -0.173 
66 6405.1 4043.0 5468.0 0.1879 4708.1 759.8 -0.181 
67 6882.5 4520.4 5791.7 0.1879 4942.2 849.5 -0.181 
68 7289.8 4927.7 7909.7 0.2133 6858.7 1051.0 -0.206 
69 7756.6 5394.5 9023.0 0.2204 7834.3 1188.7 -0.213 
70 6717.7 4355.6 8904.4 0.2337 7886.4 1018.0 -0.227 
71 8437.7 6075.6 7579.4 0.1933 6404.9 1174.5 -0.186 
72 8421.9 6059.8 6956.7 0.1852 5834.4 1122.2 -0.178 
73 8916.5 6554.4 7377.6 0.1852 6163.8 1213.8 -0.178 
74 9777.3 7415.2 5484.7 0.1552 4333.7 1151.1 -0.148 
75 9493.6 7131.5 4945.7 0.1484 3887.4 1058.3 -0.141 
76 9444.5 7082.4 5540.7 0.1584 4418.5 1122.2 -0.151 
77 9727.5 7365.4 5665.4 0.1552 4522.0 1143.3 -0.148 
78 9963.4 7601.3 5557.4 0.1518 4403.4 1154.0 -0.145 
79 10721.2 8359.1 5903.4 0.1518 4634.4 1269.0 -0.145 
80 11612.3 9250.2 5505.9 0.1414 4198.1 1307.8 -0.134 
81 11595.6 9233.5 4227.6 0.1260 3064.4 1163.3 -0.119 
82 11687.7 9325.6 4272.2 0.1260 3097.4 1174.9 -0.119 
83 11718.6 9356.5 4102.2 0.1219 2961.8 1140.5 -0.115 
84 11504.2 9142.1 3768.2 0.1176 2693.1 1075.1 -0.111 
85 13012.4 10650.3 4448.7 0.1219 3150.6 1298.2 -0.115 
86 13339.3 10977.2 4669.5 0.1219 3331.5 1338.0 -0.115 
87 13204.3 10842.2 3782.6 0.1084 2607.0 1175.6 -0.101 
88 13244.5 10882.4 3615.3 0.1084 2435.4 1180.0 -0.101 
89 13249.7 10887.6 3371.1 0.1035 2243.7 1127.4 -0.097 
90 13356.6 10994.5 3668.4 0.1084 2476.3 1192.1 -0.101 
91 14072.1 11710.0 4045.9 0.1131 2721.4 1324.5 -0.106 
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(E. 5) The Optimal Paths of the Growth Rates 
As stated, it is the main purpose of this Appendix to work out the optimal paths of 
the growth rates of per worker physical capital and per worker consumption in order to 
feed them in the formula of the optimal saving and investment rate in chapter four. 
These optimal paths of the growth rates are obtained in Appendix-B as in equations (B- 
67) and (B-68). In the light of the above results, we provide some comments on these 
two equations as follows: 
" Since A. 2 is negative, as in the last column of Table (E-5), the numerator in the right- 
hand side of both equations is positive. In the denominator we have at any time (t) 
that: exp. (-%2, t) >1 
Since the Libyan economy in 1965 was below the steady state, i. e. since k* > k0 and, 
hence, c* > co, as it is clear from Table (E-5), then the amount [k* / (k* - k0)] >1 
and the amount [c* / c*- co)] >1 as well. 
This implies that the first term of the denominator in both (B-67) and (B-68) is 
greater than unity which means that the whole denominator in each equation is 
always positive and, hence, the whole value of the right-hand side in each equation is 
positive. Consequently, both capital per worker and consumption per worker are 
optimally growing overtime. 
" Since A. 2 is negative, then as t -4 oo, exp. (-%2. t) -ý oo and, hence, the right-hand side 
of both (B-67) and (B-68) goes to zero. In other words, the optimal growth rates are 
decreasing over time until they arrive at zero growth rates at the steady state. 
" However, the previous conclusion of decreasing optimal growth rates towards zero is 
based, in the present model, on holding the per worker levels of human capital and 
oil resource constant. Therefore, changing these levels affects all of k*, c*, co , and 
A. 2 in (B-67) and (B-68) and hence affects both the optimal paths and the optimal 
growth rates of per worker capital and consumption. 
Taking into account these comments, we can now proceed to estimate the optimal 
paths of the growth rates. Table (E-6) shows the optimal growth rates of physical capital 
per worker from t=0 (which is corresponding to the year 1965) until t= 26 (which is 
corresponding to the year 1991) at each level of human capital (refereed to as: h0, hl, 
h3, ... h26). In all the calculations of Table (E-6), we have used the 
formula given by 
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equation (B-67) and the information of Table (E-5) as well as the 1965's initial capital 
per worker (kp = 2362.1). Since each column of this table represents the optimal growth 
rates of physical capital during 1965-1991 at a given pair of per worker human capital 
and oil resources, the diagonal figures, in particular, represent the optimal rates which 
accounts for changes in human capital and oil resources per worker. 
Similarly to Table (E-6), Table (E-7) shows the estimation of the optimal growth 
rates of consumption per worker with diagonal elements representing those rates which 
takes into account the changes in human capital and oil resources per worker. 
(E. 6) Optimal Non-oil Share 
The non-oil share included in the formula of the optimal saving and investment 
rate must be optimal. However, this optimality is, as usual, defined at given exogenous 
levels of per worker human capital and oil resources. To estimate this optimal relative 
share, we need to proceed as follows: 
(1) Estimating the optimal per worker capital stock kt as in (B-60). The resulted 
estimation is shown in Table (E-8) and the required optimal kt are the diagonal 
elements-of Table (E-8) which are extracted and shown in Table (E-9). 
(2) Given kt as an optimal and human capital and oil resources per worker (as well as 
the 1970 dummy variable) as exogenous, the non-oil per worker output, ynt, can be 
estimated using equation (B-5) as shown in Table (E-9), 
(3) Per worker gross domestic product, yt, can be obtained (yt = Ynt + Rt where Rt is 
the per worker value-added of the oil sector) as shown in Table (E-9). 
(4) The optimal non-oil relative share can, therefore, be obtained as sht = Ynt I(Ynt+Rt) 
as in Table (E-10). 
(E. 7) Optimal (non-steady state) Investment Rate 
The optimal growth rates of per worker capital and per worker consumption at 
given per worker human capital and oil resources as shown by the diagonal elements of 
Tables (E-6) and (E-7) are extracted an shown in Table (E-10). These rates together with 
the optimal non-oil relative share in Table (E-10) are used to estimate the optimal 
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movements of the (non-steady state) saving and investment rate according to the 
formula (4-17) in chapter four. This is shown in Table (E-11) below where a 
comparison between the optimal and actual paths is also shown. For greater discussion, 
see chapters five and six. 
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t 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
Table (E-6) 
Optimal Growth Rates of Physical Capital Per Worker 
(At Each Level of Per Worker Human Capital and Oil Resource) 
h0 hl 
0.269 0.310 
0.182 0.201 
0.131 0.142 
0.098 0.105 
0.076 0.080 
0.060 0.062 
0.048 0.049 
0.038 0.039 
0.031 0.032 
0.025 0.026 
0.021 0.021 
0.017 0.017 
0.014 0.014 
0.012 0.012 
0.010 0.010 
0.008 0.008 
0.007 0.007 
0.006 0.005 
0.005 0.005 
0.004 0.004 
0.003 0.003 
0.003 0.003 
0.002 0.002 
0.002 0.002 
0.002 0.001 
0.001 0.001 
0.001 0.001 
0.201 
h2 h3 
0.346 0.430 
0.219 0.252 
0.153 10.167 0.153 
0.112 0.118 
0.085 0.087 
0.065 0.066 
0.052 0.050 
0.041 0.039 
0.033 0.031 
0.027 0.024 
0.022 0.019 
0.018 0.016 
0.015 0.012 
0.012 0.010 
0.010 0.008 
0.008 0.007 
0.007 0.005 
0.006 0.004 
0.005 0.003 
0.004 0.003 
0.003 0.002 
0.003 0.002 
0.002 0.002 
0.002 0.001 
0.002 0.001 
0.001 0.001 
0.001 0.001 
0.118 
h4 h5 
0.486 0.419 
0.273 0.243 
0.177 0.159 
0.124 0.111 
0.090 I 0.080 0.090 
0.067 0.060 
0.051 0.045 
0.040 0.035 
0.031 0.027 
0.024 0.021 
0.019 0.016 
0.015 0.013 
0.012 0.010 
0.010 0.008 
0.008 0.006 
0.006 0.005 
0.005 0.004 
0.004 0.003 
0.003 0.003 
0.003 0.002 
0.002 0.002 
0.002 0.001 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.001 0.000 
0.060 
h6 h7 h8 
0.478 0.457 0.494 
0.277 0.269 0.285 
0.183 0.181 0.189 
0.130 0.130 0.135 
0.097 0.097 0.100 
0.074 0.075 0.077 
0.057 0.058 0.060 
0.045 0.046 I 0.048 
0.057 
0.036 
0.029 
0.023 
0.019 
0.016 
0.013 
0.010 
0.009 
0.007 
0.006 
0.005 
0.004 
0.003 
0.003 
0.002 
0.002 
0.002 
0.001 
0.001 
0.037 0.038 
0.030 0.031 
0.025 0.025 
0.020 0.021 
0.017 0.017 
0.014 0.014 
0.011 0.012 
0.009 0.010 
0.008 0.008 
0.006 0.007 
0.005 0.005 
0.004 0.005 
0.004 0.004 
0.003 0.003 
0.003 0.003 
0.002 0.002 
0.002 0.002 
0.002 0.002 
0.001 0.001 
0.038 
Table (E-6): continued: 
t 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
h9 h10 
0.465 0.426 
0.280 0.265 
0.192 0.184 
0.140 0.137 
0.107 0.105 
0.084 0.083 
0.067 0.067 
0.055 0.055 
0.045 0.045 
0.037 I 0.038 0.037 
0.031 0.032 
0.026 0.027 
0.022 0.023 
0.018 0.019 
0.016 0.016 
0.013 0.014 
0.011 0.012 
0.010 0.010 
0.008 0.009 
0.007 0.008 
0.006 0.007 
0.005 0.006 
0.004 0.005 
0.004 0.004 
0.003 0.004 
0.003 0.003 
0.002 0.003 
0.032 
hll h12 
0.453 0.461 
0.274 0.279 
0.188 0.191 
0.138 0.140 
0.105 0.107 
0.082 0.084 
0.066 0.067 
0.053 0.054 
0.044 0.045 
0.036 0.037 
0.030 0.031 
0.025 I 0.026 0.025 
0.021 0.022 
0.018 0.018 
0.015 0.016 
0.013 0.013 
0.011 0.011 
0.009 0.010 
0.008 0.008 
0.007 0.007 
0.006 0.006 
0.005 0.005 
0.004 0.004 
0.004 0.004 
0.003 0.003 
0.003 0.003 
0.002 0.002 
0.022 
352 
h13 h14 
0.467 0.513 
0.281 0.300 
0.193 0.203 
0.141 0.148 
0.108 0.112 
0.085 0.088 
0.068 0.070 
0.055 0.057 
0.046 0.047 
0.038 0.039 
0.032 0.032 
0.027 0.027 
0.022 0.023 
0.019 
I 
0.019 0.019 
0.016 0.017 
0.014 0.014 
0.012 0.012 
0.010 0.010 
0.009 0.009 
0.007 0.008 
0.006 0.006 
0.005 0.006 
0.005 0.005 
0.004 0.004 
0.003 0.004 
0.003 0.003 
0.003 0.003 
0.017 
h15 h16 
0.525 0.465 
0.308 0.287 
0.209 0.201 
0.153 0.150 
0.117 0.117 
0.092 0.093 
0.074 0.076 
0.061 0.063 
0.050 0.053 
0.042 0.045 
0.035 0.038 
0.030 0.033 
0.025 0.028 
0.022 0.024 
0.019 0.021 
0.016 
I 
0.018 0.016 
0.014 0.016 
0.012 0.014 
h17 
0.470 
0.289 
0.202 
0.150 
0.117 
0.094 
0.076 
0.063 
0.053 
0.045 
0.038 
0.033 
0.028 
0.024 
0.021 
0.018 
0.016 
0.014 
0.010 0.012 0.012 
0.009 0.011 0.011 
0.008 0.009 0.009 
0.007 0.008 0.008 
0.006 0.007 0.007 
0.005 0.006 0.006 
0.004 0.006 0.006 
0.004 0.005 0.005 
0.003 0.004 0.004 
0.016 
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Table (E-6): continued: 
t 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
h18 h19 h20 h21 h22 h23 h24 h25 h26 
0.456 0.430 0.519 0.534 0.464 0.465 0.447 0.470 0.525 
0.284 0.273 0.310 0.317 0.291 0.292 0.285 0.294 0.315 
0.200 0.194 0.214 0.217 0.206 0.206 0.203 0.207 0.218 
0.150 0.147 0.159 0.161 0.156 0.156 0.154 0.157 0.163 
0.117 0.115 0.123 0.124 0.123 0.123 0.122 0.123 0.127 
0.094 0.093 0.098 0.099 0.099 0.099 0.099 0.100 0.102 
0.077 0.077 0.080 0.081 0.082 0.082 0.082 0.082 0.083 
0.064 0.064 0.066 0.067 0.069 0.069 0.069 0.069 0.070 
0.054 0.054 0.056 0.056 0.058 0.058 0.059 0.059 0.059 
0.046 0.046 0.047 0.048 0.050 0.050 0.051 0.050 0.050 
0.039 0.039 0.040 0.041 0.043 0.043 0.044 0.043 0.043 
0.033 0.034 0.035 0.035 0.037 0.037 0.038 0.038 0.037 
0.029 0.029 0.030 0.030 0.033 0.033 0.033 0.033 0.032 
0.025 0.026 0.026 0.026 0.029 0.029 0.029 0.029 0.028 
0.022 0.022 0.022 0.023 0.025 0.025 0.026 0.025 0.025 
0.019 0.020 0.020 0.020 0.022 0.022 0.023 0.022 0.022 
0.017 0.017 0.017 0.017 0.020 0.020 0.020 0.020 0.019 
0.015 0.015 0.015 0.015 0.017 0.017 0.018 0.018 0.017 
0.013 0.013 0.013 0.013 0.016 0.016 0.016 0.016 0.015 
0.011 0.012 0.012 0.012 0.014 0.014 0.015 0.014 0.013 
0.010 0.010 0.010 0.010 0.012 0.012 0.013 0.012 0.012 
0.009 0.009 0.009 0.009 0.011 0.011 0.012 0.011 0.010 
0.008 0.008 0.008 0.008 0.010 0.010 0.010 0.010 0.009 
0.007 0.007 0.007 0.007 0.009 0.009 0.009 0.009 0.008 
0.006 0.007 0.006 0.006 0.008 0.008 0.008 0.008 0.007 
0.005 0.006 0.006 0.006 0.007 0.007 0.008 0.007 0.007 
0.005 0.005 0.005 0.005 0.006 0.006 0.007 0.006 0.006 
0.013 
0.006 
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Table (E-7) 
Optimal Growth Rates of Consumption Per Worker 
(At Each Level of Per Worker Human Capital and Oil Resource) 
t: 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
h0 hl h2 h3 
0.028 0.02 8 10.029 0.031 0.032 
0.023 0.024 I 0.025 0.025 II 0.019 0.019 0.021 0.020 
0.016 0.016 0.017 0.016 
0.013 0.013 0.014 0.013 
0.011 0.011 0.011 0.010 
0.009 0.009 0.009 0.008 
0.008 0.007 0.008 0.007 
0.006 0.006 0.006 0.005 
0.005 0.005 0.005 0.004 
0.004 0.004 0.004 0.004 
0.004 0.004 0.004 0.003 
0.003 0.003 0.003 0.002 
0.003 0.002 0.003 0.002 
0.002 0.002 0.002 0.002 
0.002 0.002 0.002 0.001 
0.002 0.001 0.001 0.001 
0.001 0.001 0.001 0.001 
0.001 0.001 0.001 0.001 
0.001 0.001 0.001 0.001 
0.001 0.001 0.001 0.000 
0.001 0.001 0.001 0.000 
0.001 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 
0.016 
h4 h5 
0.032 0.029 
0.025 0.023 
0.020 0.018 
0.016 0.014 
0.013 I 0.011 0.013 
0.010 1 0.009 
0.008 0.007 
0.007 0.005 
0.005 0.004 
0.004 0.003 
0.003 0.003 
0.003 0.002 
0.002 0.002 
0.002 0.001 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.001 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.009 
h6 h7 
0.034 0.034 
0.027 0.028 
0.022 0.023 
0.018 0.019 
0.015 0.015 
0.012 0.013 
0.010 I 0.010 
h6 h7 h8 
0.034 0.034 0.035 
0.027 0.028 0.028 
0.022 0.023 0.023 
0.018 0.019 0.019 
0.015 0.015 0.016 
0.012 0.013 0.013 
0.010 0.010 0.011 0.010 
0.008 0.009 0.009 
0.007 0.007 0.007 
0.006 0.006 0.006 
0.005 0.005 0.005 
0.004 0.004 0.004 
0.003 0.003 0.004 
0.003 0.003 0.003 
0.002 0.002 0.002 
0.002 0.002 0.002 
0.001 0.002 0.002 
0.001 0.001 0.001 
0.001 0.001 0.001 
0.001 0.001 0.001 
0.001 0.001 0.001 
0.001 0.001 0.001 
0.000 0.001 0.001 
0.000 0.000 0.000 
0.000 0.000 0.000 
0.000 0.000 0.000 
0.000 0.000 0.000 
0.007 
355 
Table (E-7): continued: 
t 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
h9 h10 
0.039 0.038 
0.033 0.032 
0.027 0.027 
0.023 0.023 
0.019 0.020 
0.016 0.017 
0.014 0.014 
0.012 0.012 
0.010 0.010 
0.009 I 0.009 0.009 
0.007 10.008 
0.006 0.007 
0.005 0.006 
0.005 0.005 
0.004 0.004 
0.003 0.004 
0.003 0.003 
0.003 0.003 
0.002 0.002 
0.002 0.002 
0.002 0.002 
0.001 0.002 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.008 
hll h12 
0.038 0.037 
0.032 0.031 
0.027 0.026 
0.022 0.022 
0.019 0.019 
0.016 0.016 
0.013 0.013 
0.011 0.011 
0.010 0.010 
0.008 0.008 
0.007 0.007 
0.006 10.006 0.006 
0.005 0.005 
0.004 0.004 
0.004 0.004 
0.003 0.003 
0.003 0.003 
0.002 0.002 
0.002 0.002 
0.002 0.002 
0.002 0.002 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.005 
hl3 h14 
0.038 0.040 
0.032 0.033 
0.027 0.028 
0.023 0.023 
0.019 0.020 
0.016 0.017 
0.014 0.014 
0.012 0.012 
0.010 0.010 
0.009 0.009 
0.007 0.008 
0.006 0.007 
0.005 0.006 
0.005 
I 
0.005 0.005 
0.004 0.004 
0.004 0.004 
0.003 0.003 
0.003 0.003 
0.002 0.002 
0.002 0.002 
0.002 0.002 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.001 0.001 
0.004 
h15 h16 h17 
0.042 0.045 0.045 
0.035 0.038 0.038 
0.030 0.033 0.033 
0.025 0.028 0.028 
0.022 0.025 0.025 
0.019 0.021 0.021 
0.016 0.019 0.019 
0.014 0.016 0.016 
0.012 0.014 0.014 
0.010 0.012 0.012 
0.009 0.011 0.011 
0.008 0.010 0.010 
0.007 0.008 0.008 
0.006 0.007 0.007 
0.005 0.007 0.007 
0.004 
I 
0.006 0.006 0.004 
0.004 0.005 0.005 
0.003 0.004 0.004 
0.003 0.004 0.004 
0.003 0.004 0.004 
0.002 0.003 0.003 
0.002 0.003 0.003 
0.002 0.002 0.002 
0.001 0.002 0.002 
0.001 0.002 0.002 
0.001 0.002 0.002 
0.001 0.002 0.002 
0.004 
Table (E-7): continued: 
t 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
h18 h19 
0.044 0.044 
0.038 0.038 
0.033 0.033 
0.028 0.029 
0.024 0.025 
0.021 0.022 
0.019 0.019 
0.016 0.017 
0.014 0.015 
0.013 0.013 
0.011 0.012 
0.010 0.010 
0.009 0.009 
0.008 0.008 
0.007 0.007 
0.006 0.006 
0.005 0.006 
0.005 0.005 
0.004 
I 
0.004 0.004 
0.004 0.004 
0.003 0.004 
0.003 0.003 
0.003 0.003 
0.002 0.003 
0.002 0.002 
0.002 0.002 
0.002 0.002 
0.004 
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h20 h21 h22 h23 h24 h25 
0.047 0.046 0.046 0.049 0.049 0.049 
0.040 0.039 0.039 0.042 0.042 0.042 
0.035 0.034 0.034 0.037 0.037 0.037 
0.030 0.029 0.030 0.032 0.032 0.032 
0.026 0.025 0.026 0.028 0.028 0.028 
0.023 0.022 0.023 0.025 0.025 0.025 
0.020 0.019 0.021 0.022 0.022 0.022 
0.017 0.017 0.018 0.019 0.020 0.019 
0.015 0.015 0.016 0.017 0.018 0.017 
0.013 0.013 0.014 0.015 0.016 0.015 
0.012 0.011 0.013 0.014 0.014 0.014 
0.010 0.010 0.012 0.012 0.013 0.012 
0.009 0.009 0.010 0.011 0.011 0.011 
0.008 0.008 0.009 0.010 0.010 0.010 
0.007 0.007 0.008 0.009 0.009 0.009 
0.006 0.006 0.007 0.008 0.008 0.008 
0.006 0.005 0.007 0.007 0.007 0.007 
0.005 0.005 0.006 0.006 0.007 0.006 
0.004 0.004 0.005 0.006 0.006 0.006 
0.004 0.004 0.005 0.005 0.005 0.005 
0.003 0.003 0.004 0.005 0.005 0.005 
0.003 0.003 0.004 0.004 0.004 0.004 
0.003 0.003 0.004 0.004 0.004 0.004 
0.002 0.002 0.003 0.003 0.004 0.003 
0.002 0.002 0.003 0.003 0.003 0.003 
0.002 0.002 0.003 0.003 0.003 0.003 
0.002 0.002 0.002 0.002 0.003 0.002 
h20 h21 
0.047 0.046 
0.040 0.039 
0.035 0.034 
0.030 0.029 
0.026 0.025 
0.023 0.022 
0.020 0.019 
0.017 0.017 
0.015 0.015 
0.013 0.013 
0.012 0.011 
0.010 0.010 
0.009 0.009 
0.008 0.008 
0.007 0.007 
0.006 0.006 
0.006 0.005 
0.005 0.005 
0.004 0.004 
0.004 0.004 
0.003 
I 
0.003 0.003 
0.003 
h26 
0.052 
0.044 
0.038 
0.033 
0.029 
0.025 
0.022 
0.020 
0.017 
0.015 
0.014 
0.012 
0.011 
0.010 
0.008 
0.008 
0.007 
0.006 
0.005 
0.005 
0.004 
0.004 
0.003 
0.003 
0.003 
0.003 
0.002 
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Table (E-8) 
Optimal Path of Per Worker Capital Stock [equation (B-60)] in (L. D) 
t 
0 
1 
2 
3 
4 
5 
6 
7 
8 
h0 
2362.1 
2946.4 13031.5 13110.5 3279.5 3397.0 3246.7 3393.3 3350.2 3430.9 
3437.9 3590.1 13735.0 
3851.3 4056.1 4256.2 
h3 
4026.1 4233.4 3951.6 4249.5 4177.2 4325.4 
4633.7 
4199.0 4445.0 4691.0 5128.1 
h4 
4909.3 4513.3 4960.4 4869.3 5074.0 
5455.5 
14961.0 
5550.6 5448.6 5700.5 5455.5 
4491.5 4769.5 5053.8 5530.6 5897.0 15317.7 
4737.5 5040.3 5356.6 5858.1 6253.7 5602.0 
h6 
6040.6 5933.4 6224.9 
6447.4 
4944.4 5266.3 5609.2 6124.6 6542.0 5828.6 6785.2 16678.8 
5118.5 5454.8 5820.0 6341.5 6775.0 6009.2 7065.7 6963.0 
hl h2 h5 h7 h8 
2362.1 2362.1 2362.1 2362.1 2362.1 2362.1 2362.1 2362.1 
6339.2 6663.8 
6678.8 
17031.1 
6678.8 
7338.6 
9 5264.9 5612.2 5995.9 6518.1 6963.3 6153.1 7298.6 7200.9 7595.9 
10 5388.0 5743.4 6142.7 6661.7 7115.5 6267.7 7491.9 7400.0 7811.2 
11 5491.6 5853.0 6265.2 6778.6 7238.5 6359.1 7652.5 7566.7 7991.4 
12 5578.8 5944.4 6367.4 6873.8 7337.9 6431.9 7785.7 7706.1 8142.3 
13 5652.0 6020.7 6452.7 6951.2 7418.2 6490.0 7896.4 7822.8 8268.5 
14 5713.7 6084.3 6523.8 7014.3 7483.1 6536.2 7988.3 7920.5 8374.2 
15 5765.5 6137.4 6583.2 7065.6 7535.6 6573.1 8064.6 8002.3 8462.6 
16 5809.2 6181.7 6632.8 7107.3 7578.0 6602.4 8127.9 8070.7 8536.6 
17 5845.8 6218.7 6674.1 7141.3 7612.3 6625.8 8180.5 8128.0 8598.6 
18 5876.7 6249.6 6708.6 7168.9 7639.9 6644.5 8224.2 8175.9 8650.4 
19 5902.6 6275.3 6737.4 7191.4 7662.3 6659.4 8260.4 8216.0 8693.8 
20 5924.5 6296.8 6761.4 7209.7 7680.4 6671.2 8290.5 8249.6 8730.1 
21 5942.8 6314.7 6781.5 7224.6 7695.0 6680.7 8315.5 8277.7 8760.5 
22 5958.3 6329.7 6798.2 7236.8 7706.8 6688.2 8336.2 8301.2 8786.0 
23 5971.3 6342.2 6812.2 7246.6 7716.4 6694.2 8353.5 8320.9 8807.3 
24 5982.2 6352.6 6823.8 7254.7 7724.1 6699.0 8367.8 8337.4 8825.1 
25 5991.4 6361.3 6833.5 7261.2 7730.3 6702.8 8379.6 8351.2 8840.0 
26 5999.1 6368.5 6841.6 7266.5 7735.4 6705.8 8389.5 8362.7 8852.5 
3735.0 
5317.7 
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Table (E-8): continued 
t h9 
0 2362.1 
1 3382.2 
2 4262.0 
3 5020.7 
4 5675.1 
5 6239.4 
6 6726.1 
7 7145.8 
8 7507.8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
7820.0 
MO hll 
2362.1 2362.1 
3300.0 3354.7 
4114.5 4208.2 
4821.9 4942.1 
5436.3 5573.1 
5969.9 6115.7 
6433.3 6582.3 
6835.7 6983.4 
7185.3 7328.3 
h12 h13 
2362.1 2362.1 
3375.4 3388.1 
4249.2 4275.7 
5002.9 5043.4 
5652.8 5707.5 
6213.4 6281.9 
6696.8 6778.8 
7113.7 7208.7 
7473.3 7580.5 
h14 h15 
2362.1 2362.1 
3490.4 3522.2 
4466.4 4536.8 
5310.7 5424.1 
6041.0 6200.2 
6672.7 6878.9 
7219.2 7472.5 
7691.9 7991.7 
8100.8 8445.8 
h16 h17 
2362.1 2362.1 
3398.1 3408.4 
4317.8 4337.3 
5134.3 5161.9 
5859.2 5894.1 
6502.8 6544.1 
7074.2 7121.1 
7581.4 7633.5 
8031.8 8088.3 
7488.8 7624.9 7783.4 7902.2 8454.5 8842.9 8431.6 8492.1 
8089.3 17752.5 
8321.5 7981.4 
7752.5 7879.9 8050.8 8180.4 8760.4 9190.2 8786.6 8850.7 
8099.2 8281.5 8421.0 9025.1 9494.0 9101.8 9168.9 
8480.4 
18629.2 
9254.0 9759.6 9381.5 9451.5 8521.8 8180.3 8287.8 18480.4 
8694.5 8353.0 8449.9 8652.0 8809.3 
8843.4 8503.0 8589.3 8799.9 8965.1 19623.4 
8971.9 8633.3 8709.1 8927.5 9099.8 9771.6 10372.9 
9082.7 8746.4 8812.2 9037.6 9216.4 9899.7 10528.3 110220.1 
9178.2 8844.7 8900.8 9132.5 9317.2 10010.6 10664.3 10374.4 
10046.3 10122.9 
10220.1 
110298.4 
10220.1 
10454.3 
18 9260.6 8930.0 8977.0 9214.3 9404.5 10106.5 10783.2 10511.4 10592.7 
19 9331.7 9004.1 9042.5 9284.9 9479.9 10189.5 10887.2 10633.1 10715.5 
20 9393.0 9068.5 9098.9 9345.8 9545.2 10261.3 10978.1 10741.1 10824.6 
21 9445.9 9124.4 9147.3 9398.3 9601.6 10323.4 11057.6 10836.9 10921.4 
22 9491.5 9172.9 9189.0 9443.6 9650.5 10377.1 11127.2 10922.1 11007.4 
23 9530.8 9215.1 9224.8 9482.7 9692.7 10423.5 11188.0 10997.6 11083.7 
24 9564.7 9251.7 9255.6 9516.3 9729.2 10463.7 11241.2 11064.7 11151.5 
25 9593.9 9283.5 9282.1 9545.4 9760.8 10498.5 11287.8 11124.3 11211.6 
26 9619.1 9311.2 9304.8 9570.4 9788.2 10528.5 11328.5 11177.2 11265.0 
8480.4 
9452.1 9992.0 9629.9 9702.4 
9623.4 
110195.2 
9850.5 9925.1 9623.4 
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Table (E-8): continued 
t h18 h19 h20 h21 h22 h23 h24 h25 h26 
0 2362.1 2362.1 2362.1 2362.1 2362.1 2362.1 2362.1 2362.1 2362.1 
1 3378.6 3322.6 3519.1 3554.6 3403.7 3407.6 3368.6 3418.3 3539.9 
2 4284.6 4182.2 4550.4 4617.6 4345.2 4352.6 4282.1 4373.1 4599.2 
3 5092.2 4951.5 5469.7 5565.0 5196.3 5206.8 5111.1 5236.1 5551.9 
4 5812.0 5639.9 6289.0 6409.6 5965.6 5978.9 5863.5 6016.2 6408.8 
5 6453.7 6256.0 7019.4 7162.4 6661.0 6676.9 6546.3 6721.4 7179.6 
6 7025.6 6807.4 7670.5 7833.4 7289.6 7307.8 7166.0 7358.8 7872.8 
7 7535.4 7300.9 8250.8 8431.5 7857.8 7878.2 7728.4 7935.0 8496.3 
8 7989.9 7742.5 8768.0 8964.7 8371.4 8393.7 8238.8 8455.8 9057.1 
9 8394.9 8137.7 9229.1 9439.9 8835.7 8859.7 8702.0 8926.6 9561.5 
10 8756.0 8491.4 9640.1 9863.5 9255.4 9280.9 9122.4 9352.2 10015.1 
11 9077.8 8807.9 10006.5 10241.1 9634.8 9661.7 9504.0 9736.9 10423.1 
12 9364.7 9091.2 10333.0 10577.7 9977.7 10005.9 9850.2 10084.6 10790.1 
13 9620.4 9344.7 10624.1 10877.7 10287.6 10317.0 10164.5 10398.9 11120.2 
14 9848.3 9571.6 10883.5 11145.1 10567.8 10598.2 10449.7 10683.1 11417.1 
15 10051.5 9774.6 11114.8 11383.4 10821.1 10852.4 10708.6 10939.9 11684.1 
16 10232.6 9956.4 11320.9 11595.9 11050.1 11082.2 10943.5 11172.1 11924.3 
17 10394.0 10119.0 11504.7 11785.3 11257.0 11290.0 11156.7 11381.9 12140.3 
18 
19 
20 
21 
22 
23 
24 
25 
26 
10537.9 10264.5 11668.5 11954.1 11444.1 11477.7 11350.2 11571.6 12334.6 
10666.2 10394.8 11814.5 12104.6 11613.2 11647.5 11525.8 11743.1 12509.4 
10780.5 10511.3 11944.6 12238.7 11766.0 11800.9 11685.1 11898.1 12666.5 
10882.4 10615.6 12060.6 12358.3 11904.2 11939.6 11829.8 12038.2 12807.9 
10973.2 10709.0 12164.0 12464.8 12029.1 12064.9 11961.0 12164.9 12935.0 
11054.2 10792.6 12256.1 12559.8 12142.0 12178.2 12080.2 12279.3 13049.4 
11126.4 10867.3 12338.3 12644.5 12244.1 12280.7 12188.3 12382.8 13152.3 
11190.7 10934.2 12411.5 12720.0 12336.3 12373.3 12286.4 12476.4 13244.8 
11248.1 10994.1 12476.8 12787.3 12419.7 12456.9 12375.5 12560.9 13328.0 13328.0 
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Table (E-9) 
Optimal Per Worker Capital (kt), Non-oil Output (Ynt) and 
Total Output (yt) at given (h and R) 
Year kt ht Ynt Rt Yt 
1965 2362.1 0.979 1327.0 3462.2 4789.3 
1966 3031.5 1.094 1506.7 4158.6 5665.3 
1967 3735.0 1.253 1700.2 4384.8 6085.0 
1968 4633.7 1.398 1905.6 6419.5 8325.1 
1969 5455.5 1.572 2102.4 7437.4 9539.8 
1970 5317.7 1.764 1765.4 7531.1 9296.5 
1971 6447.4 1.844 2355.9 5854.5 8210.4 
1972 6678.8 1.837 2382.9 5235.0 7617.9 
1973 7338.6 2.047 2556.6 5554.9 8111.5 
1974 7820.0 2.437 2774.9 3486.0 6260.9 
1975 7752.5 2.305 2714.5 3005.0 5719.5 
1976 8099.2 2.282 2748.1 3610.1 6358.2 
1977 8480.4 2.414 2847.2 3676.9 6524.1 
1978 8809.3 2.526 2931.0 3520.7 6451.7 
1979 9623.4 2.902 3171.0 3711.8 6882.8 
1980 10372.9 3.375 3428.6 3132.1 6560.7 
1981 10220.1 3.366 3407.3 1857.2 5264.5 
1982 10454.3 3.417 3452.5 1883.0 5335.5 
1983 10537.9 3.434 3468.2 1706.7 5174.9 
1984 10394.8 3.316 3410.6 1416.4 4827.1 
1985 11944.6 4.188 3879.6 1788.7 5668.3 
1986 12358.3 4.389 3990.2 1942.6 5932.9 
1987 12029.1 4.305 3926.2 1083.3 5009.5 
1988 12178.2 4.330 3951.2 907.9 4859.1 
1989 12188.3 4.334 3953.4 662.6 4616.0 
1990 12476.4 4.400 4007.2 938.0 4945.2 
1991 13328.0 4.857 4242.8 1169.2 5412.0 
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Table (E-10) 
Optimal Growth Rates of Capital and Consumption Per 
Worker and the Optimal Non-oil Relative Share 
Year Gk Gc sh 
1965 0.269 0.028 0.277 
1966 0.201 0.024 0.266 
1967 0.153 0.021 0.279 
1968 0.118 0.016 0.229 
1969 0.090 0.013 0.220 
1970 0.060 0.009 0.190 
1971 0.057 0.010 0.287 
1972 0.046 0.009 0.313 
1973 0.038 0.007 0.315 
1974 0.037 0.009 0.443 
1975 0.032 0.008 0.475 
1976 0.025 0.006 0.432 
1977 0.022 0.005 0.436 
1978 0.019 0.005 0.454 
1979 0.017 0.004 0.461 
1980 0.016 0.004 0.523 
1981 0.016 0.005 0.647 
1982 0.014 0.004 0.647 
1983 0.013 0.004 0.670 
1984 0.012 0.004 0.707 
1985 0.010 0.003 0.684 
1986 0.009 0.003 0.673 
1987 0.010 0.004 0.784 
1988 0.009 0.003 0.813 
1989 0.008 0.003 0.856 
1990 0.007 0.003 0.810 
1991 0.006 0.002 0.784 
Average: 0.049 0.008 0.507 
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Table (E-11) 
Gross Saving and Investment Rates (%) 
Out of the Non-oil GDP Out of the Whole GDP 
Year Optimal Actual Optimal Actual Depreciation 
1965 83.4 25.5 23.1 08.1 02.5 
1966 71.8 36.3 19.1 10.1 02.3 
1967 62.5 41.2 17.5 12.0 02.4 
1968 57.3 35.9 13.1 08.8 01.9 
1969 52.1 30.6 11.5 06.6 02.0 
1970 46.5 27.6 08.8 05.5 02.3 
1971 45.0 41.6 12.9 10.6 02.8 
1972 42.7 49.7 13.4 15.2 02.9 
1973 41.1 63.6 13.0 18.3 02.9 
1974 40.0 70.4 17.7 29.9 04.0 
1975 39.0 60.6 18.5 27.9 04.8 
1976 38.0 58.2 16.4 24.9 05.0 
1977 37.4 53.7 16.3 23.7 05.6 
1978 36.9 50.4 16.8 24.0 06.3 
1979 36.4 52.2 16.8 25.0 06.7 
1980 36.2 51.5 18.9 28.8 07.3 
1981 35.8 49.8 23.2 34.7 08.8 
1982 35.5 40.7 23.0 27.8 09.9 
1983 35.3 34.9 23.7 24.3 11.3 
1984 35.1 32.9 24.8 23.6 13.0 
1985 34.9 22.4 23.9 16.0 12.4 
1986 34.8 17.9 23.4 12.3 12.8 
1987 34.8 20.7 27.2 16.4 15.1 
1988 34.5 20.2 28.1 16.4 15.5 
1989 34.5 19.5 29.5 16.7 15.8 
1990 34.3 19.3 27.8 15.7 14.5 
1991 34.2 20.4 26.8 16.1 13.1 
Average: 42.6 38.8 19.8 18.5 07.6 
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(F. 1) Introduction 
The purpose of this Appendix is to give details for Section (5.5) of chapter five 
concerning the prediction of the optimal paths of the saving and investment rate in 
accordance to the Ramsey-type model for Libya. This appendix can be regarded as an 
extension of the work in Appendices A, B, and E. Therefore, we continue to use the 
same symbols and notations. 
(F. 2) The Optimal Steady State Solution 
The optimal steady state solution of the model has been summarised both in terms 
of human capital and in terms of capital stock by (E-1)', (E-2)', (E-6)', (E-3)', (E-5)', 
(E-7)', and (E-8)'. They represent the starting point in this appendix so that they are 
rewritten, respectively, as follows: 
In terms of human capital: 
(F-i) 
(F-2) 
(F-3) 
k* = 6108.975h°528 
c* = 1248.819 h0.528 +R 
Yn* = 1878.043 h0.528 
In terms of physical capital: 
(F-4) c* = 0.204 k* +R 
(F-5) yn *=0.307 k* 
(F-6) yl *=0.110 
(F-7) Y11*= -0.071/k* 
It is evident, therefore, that the steady state solution is obtainable at any given 
level of per worker oil revenues (R) and per worker human capital (h). 
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(F. 3) Assumptions: 
In order to estimate the predicted solution to the model, the following assumptions 
are postulated: 
(1) The first assumption is that the estimates of all the parameters of the model are 
assumed to be constant overtime at their values as estimated in chapter five and 
Appendix-E. This means that we keep the same numerical estimates shown by 
equations (F-1)-(F-7). 
(2) The second assumption is concerned with the exogenous variable, R. It is assumed 
that R is constant and takes the same value as in 1991. Since the model produces 
under some conditions a growing per worker non-oil GDP, this assumption implies 
(as we shall see) a declining share of oil in GDP or, equivalently, an increasing share 
of the non-oil sector in GDP which is consistent with the Libyan long-run objectives 
of economic development. 
(3) Finally, the third assumption is concerned with the per worker human capital, h, 
which is an exogenous variable in the present model. Because of the important role 
of human capital in pushing the steady state solution towards greater levels of capital, 
income and consumption, the per worker human capital is assumed to increase from 
its initial value in 1991 to four new values representing 25%, 50%, 75%, and 100% 
increments of the initial value as in Table (F-1). However, this assumption does not 
imply any specific timing of such a growing in the per worker human capital. All 
what it is assumed is that the per worker human capital can grow in future which is 
quite practical and, hence, it is left to the decision-makers to decide for the timing. 
Table (F-1) 
Assumed Future Values of the Per Worker Human Capital 
Change 
h (%) 
0.00 0.25 0.50 0.75 1.00 
4.857 6.071 7.286 8.500 9.714 
Using these assumptions, the model is capable to trace the effect of growing 
human capital on capital accumulation and growth which, in turn, leads to trace the 
behaviour of the future saving and investment rate. 
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(F. 4) Numerical Steady State Solution: 
As in Appendix-E, the first step is to estimate the steady state solution. Using (F- 
1)-(F-3) and the above assumed values of per worker human capital, Table (F-2) is 
prepared to show a numerical steady state solution at each level of per worker human 
capital. It is clearly indicated by Table (F-2) that regardless of the timing, the steady 
state point can be greater, the greater the per worker human capital. In addition, the oil 
share is, as expected, declining and the non-oil share is increasing as shown numerically 
in Table (F-3). 
Table (F-2) 
Steady State Solution 
h k* Yn * yll* R c*-R c* 
4.857 14072.5 4326.2 -0.0000050 1169.2 2876.8 4046.0 
6.071 15832.2 4867.2 -0.0000045 1169.2 3236.5 4405.7 
7.286 17432.0 5359.0 -0.0000041 1169.2 3563.5 4732.8 
8.500 18910.2 5813.4 -0.0000037 1169.2 3865.7 5034.9 
9.714 20291.6 6238.1 -0.0000035 1169.2 4148.1 5317.3 
Source: Calculated from (F-1)-(F-3) and (F-7) using h-values as in assumption (3). 
Note: (F-4) and (F-5) can be used to verify yn* and c* values obtained by (F-2) and (F- 
3) 
As followed in Appendix-E, the question now is what can be the solution to the 
model before the economy arrives the steady state. Specifically, what are the optimal 
paths of the per worker capital, consumption, and output as the economy departs in 1991 
towards the steady state? If such optimal paths can be found, then the optimal growth 
rates of capital and consumption can be found and, hence, the optimal path of the saving 
and investment rate. 
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Table (F-3) 
Steady State Oil and Non-oil Shares in GDP 
h y* Oil Share % Non-oil Share % 
4.857 5495.5 21.3 
6.071 6036.4 19.4 
7.286 6528.3 17.9 
8.500 6982.7 16.7 
9.714 7407.3 15.8 
78.7 
80.6 
82.1 
83.3 
84.2 
Note: y is the per worker GDP and the star indicates the steady state values 
Source: Calculated from the values in Table (F-2). 
(F. 5) Eigenvalues and Eigenvectors 
In order to answer the above question, we need to find the solution as theoretically 
given by equations (B-28), (B-41), (B-54)-(B-56) and (B-60)-(B-62) in Appendix-B. 
Basically, this requires to deal with the following matrix (A): 
(F-8) A= 
[Pm 
where `m' as in (B-28): 
-1 
0 
(F-9) m=- [c*/6]. fkk(k*, h) >0 
Let us now find at each level of per worker human capital the following 
estimations: (1) the value of `m' in equation (F-9), (2) the eigenvalues of the matrix `A' 
as in equation (B-41) and the eigenvectors of the matrix `A', i. e. the elements of the 
matrix `V' in equation (B-55). These can be obtained given c* and fl l* as in Table (F- 
2), and the elasticity of marginal utility (0 = 1.76) and the pure time preference p= 
0.007 as both estimated in chapter five. Table (F-4) shows the values of `m' as well as 
the eigenvalues and eigenvectors of the matrix (A). 
It may be noted that although the per worker human capital is doubled, the 
eigenvalues remained almost constant which implies that the eigenvalues in this model 
are not sensitive to changes in the per worker human capital. 
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Table (F-4) 
Eigenvalues and Eigenvectors of the Matrix (A) 
hm ý1 ý2 V1 V2 
4.857 0.0115 0.111 -0.104 0.9947 0.9939 
-0.1032 0.1101 
6.071 0.0112 0.109 -0.102 0.9948 0.9941 
-0.1019 0.1087 
7.286 - 0.0109 0.108 -0.101 0.9949 0.9942 
-0.1005 0.1073 
8.500 0.0107 0.107 -0.100 0.9950 0.9943 
-0.0995 0.1064 
9.714 0.0105 0.106 -0.099 0.9951 0.9944 
-0.0985 0.1054 
Source: Calculated from the above data using Matlab program 
Concerning the eigenvectors of the matrix A, denoted by V1 and V2, they have 
been obtained at each level of the per worker human capital (using Matlab program) as 
shown by the last two columns of Table (F-4). 
In addition, it is also useful to estimate the period of time required for the 
economy to achieve a percentage convergence towards its steady state after the change 
that took place in human capital. The formula used for this purpose is given by equation 
(B-64) in Appendix-B where (X _- X2) and X2 is already obtained in Table (F-4). 
Using (b-64), the time (in years) required to achieve 50%, 75%, and 90% of the 
convergence has been calculated as in Table (F-5) from which it is evident that the 
economy can achieve 50% convergence in about 7 years, 75% convergence in about 13 
to 14 years, and 90% convergence in about 22 to 23 years. 
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T(0.50) 
T(0.75) 
T(0.90) 
Table (F-5) 
Length of the Period of Convergence (in Years) 
h0 hl h2 h3 h4 
06.7 06.8 06.9 06.9 07.0 
13.3 13.6 13.7 13.9 14.0 
22.1 22.6 22.8 23.0 23.3 
(F. 6) Optimal Paths of k, c, and yn: 
Having obtained the eigenvalues and eigenvectors, it is now easy to obtain, using 
the same technique of Appendix-B, the optimal paths of per worker capital, 
consumption, and output. In this respect, equations (B-5) and (B-60)-(B-62) in 
Appendix-B are employed. These optimal paths will be calculated at each level of the 
human capital per worker. 
As stated in Appendix-B, co is not given but, rather, derived. The initial value k0 
is given as the actual value of the year 1991, the steady state values, k* and c*, are 
estimated as in Table (F-2), and the eigenvalue X2, and eigenvector [V12 V22]', are 
estimated as in Table (F-4). Therefore, it remains to calculate the initial value co as 
given by (B-62) where the results are shown in Table (F-6) as well as the values of (k*- 
ko) and (c*-co) since they are required for estimating (B-60) and (B-61). 
Now, using the information of Tables (F-4) and (F-6) we can obtain, according to 
equations (B-60)-(B-62), the optimal paths of capital, consumption, and output for ten 
years after 1991 as shown by Tables (F-7)-(F-9), respectively. Since oil resource are 
assumed to be fixed at the initial 1991 value, the optimal non-oil share in GDP has also 
been obtained as in Table (F-10). It can be noted from Table (F-10) that the optimal 
non-oil share is growing slowly over time at any given level of per worker human 
capital and that the change in human capital affects positively this growth. As stated, 
this result is in line with the long-run objectives of the Libyan economic development. 
However, the reduction in the oil relative share cannot be huge since oil is required for 
financing development projects. The present model, therefore, reflects these facts, i. e. 
the slow long-run reduction in oil share and the long-run growth of the non-oil share. 
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Table (F-6) 
The Calculated Initial Value co in 1991 given [ k(1991) = 12809.3] 
h k* k* - k0 c* V22/V12 Co c*-c0 
4.857 14072.5 1263.2 4046.0 0.1108 3906.1 139.9 
6.071 15832.2 3022.9 4405.7 0.1093 4075.2 330.5 
7.286 17432.0 4622.7 4732.8 0.1079 4233.8 498.9 
8.500 18910.2 6100.9 5034.9 0.1070 4382.1 652.9 
9.714 20291.6 7482.3 5317.3 0.1060 4524.2 793.1 
Note: co at (h = 4.857) in this table must be different of that obtained at the same 
level of h in Appendix-E because we are using k(91) rather than k(65). 
(F. 7) Predicted Optimal Saving & Investment Rate 
So far, we have predicted one component of the formula of the saving and 
investment rate derived and estimated in chapters four and five and in appendices A, B 
and E.. This component is the optimal share of the non-oil sector in GDP as given by 
Table (F-10). In order to employ this formula, we need to estimate the optimal rates of 
growth of both per worker capital stock and per worker consumption as given by 
equations (B-67) and (B-68) in Appendix-B. 
Again, using the information of Tables (F-4) and (F-6), these optimal growth rates 
have been predicted for the period 1991-2001 as in Tables (F-11) and (F-12). It can be 
noted that the growth rates are in general small. The reason is that we are changing 
nothing in this scenario but the per worker human capital which means that the growth 
rates can be greater if other factors, such as technological progress, occur. It is should be 
stated here that if the estimated production function gives ((x+0=1), then the model is 
endogenous growth model and that the exponent of (h) in equation (B-10) is unity which 
means non-diminishing returns to scale. 
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Table (F-7) 
Predicted Optimal Path of Per Worker Capital Stock (1991-2001) 
Year t h0 hl h2 h3 h4 
1991 0 12809.3 12809.3 12809.3 12809.3 12809.3 
1992 1 12934.1 13102.4 13253.4 13389.9 13514.6 
1993 2 13046.5 13367.1 13654.8 13915.2 14153.3 
1994 3 13147.9 13606.2 14017.7 14390.5 14731.9 
1995 4 13239.2 13822.0 14345.7 14820.6 15256.0 
1996 5 13321.5 14017.0 14642.2 15209.8 15730.6 
1997 6 13395.7 14193.0 14910.2 15562.0 16160.5 
1998 7 13462.5 14351.9 15152.5 15880.6 16549.9 
1999 8 13522.8 14495.5 15371.5 16168.9 16902.6 
2000 9 13577.1 14625.1 15569.4 16429.8 17222.0 
2001 10 13626.0 14742.1 15748.3 16665.8 17511.3 
Table (F-8) 
Predicted Optimal Path of Per Worker Consumption (1991-2001) 
Year t h0 hl h2 h3 h4 
1991 0 3906.1 4075.2 4233.8 4382.1 4524.2 
1992 1 3919.9 4107.2 4281.8 4444.2 4599.0 
1993 2 3932.3 4136.2 4325.1 4500.4 4666.7 
1994 3 3943.6 4162.3 4364.3 4551.3 4728.0 
1995 4 3953.7 4185.9 4399.7 4597.3 4783.6 
1996 5 3962.8 4207.2 4431.7 4638.9 4833.9 
1997 6 3971.0 4226.5 4460.6 4676.6 4879.4 
1998 7 3978.4 4243.8 4486.7 4710.7 4920.7 
1999 8 3985.1 4259.5 4510.4 4741.6 4958.1 
2000 9 3991.1 4273.7 4531.7 4769.5 4992.0 
2001 10 3996.5 4286.5 4551.0 4794.8 5022.6 
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Table (F-9) 
Predicted Optimal Path of Per Worker Non-oil Output (1991-2001) 
Year t h0 hl h2 h3 h4 
1991 0 4183.0 4511.7 4799.4 5057.0 5291.2 
1992 1 4197.5 4548.4 4858.3 5137.8 5393.6 
1993 2 4210.5 4581.1 4910.5 5209.1 5483.5 
1994 3 4222.2 4610.2 4956.8 5272.0 5562.7 
1995 4 4232.7 4636.3 4998.0 5327.9 5632.7 
1996 5 4242.1 4659.6 5034.7 5377.5 5694.8 
1997 6 4250.5 4680.4 5067.5 5421.7 5750.0 
1998 7 4258.1 4699.1 5096.8 5461.2 5799.2 
1999 8 4264.9 4715.9 5123.0 5496.5 5843.1 
2000 9 4271.0 4730.9 5146.5 5528.0 5882.4 
2001 10 4276.5 4744.4 5167.6 5556.3 5917.5 
Table (F-10) 
Predicted Optimal Share of Non-oil Output in GDP (%) (1991-2001) 
Year t h0 hl h2 h3 h4 
1991 0 78.2 79.4 80.4 81.2 81.9 
1992 1 78.2 79.6 80.6 81.5 82.2 
1993 2 78.3 79.7 80.8 81.7 82.4 
1994 3 78.3 79.8 80.9 81.8 82.6 
1995 4 78.4 79.9 81.0 82.0 82.8 
1996 5 78.4 79.9 81.2 82.1 83.0 
1997 6 78.4 80.0 81.3 82.3 83.1 
1998 7 78.5 80.1 81.3 82.4 83.2 
1999 8 78.5 80.1 81.4 82.5 83.3 
2000 9 78.5 80.2 81.5 82.5 83.4 
2001 10 78.5 80.2 81.5 82.6 83.5 
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Table (F-11) 
Predicted Optimal Growth Rate of Per Worker Capital 
Year t h0 hl h2 h3 h4 
1991 0 0.010 0.024 0.036 0.048 0.058 
1992 1 0.009 0.021 0.032 0.041 0.050 
1993 2 0.008 0.019 0.028 0.036 0.043 
1994 3 0.007 0.017 0.025 0.031 0.037 
1995 4 0.007 0.015 0.022 0.028 0.033 
1996 5 0.006 0.013 0.019 0.024 0.029 
1997 6 0.005 0.012 0.017 0.022 0.025 
1998 7 0.005 0.011 0.015 0.019 0.022 
1999 8 0.004 0.009 0.014 0.017 0.020 
2000 9 0.004 0.008 0.012 0.015 0.018 
2001 10 0.003 0.008 0.011 0.013 0.016 
Table (F-12) 
Predicted Optimal Growth Rate of Per Worker Consumption 
Year t h0 hl. h2 h3 h4 
1991 0 0.004 0.008 0.012 0.015 0.017 
1992 1 0.003 0.007 0.011 0.013 0.015 
1993 2 0.003 0.007 0.010 0.012 0.014 
1994 3 0.003 0.006 0.009 0.011 0.012 
1995 4 0.002 0.005 0.008 0.010 0.011 
1996 5 0.002 0.005 0.007 0.009 0.010 
1997 6 0.002 0.004 0.006 0.008 0.009 
1998 7 0.002 0.004 0.006 0.007 0.008 
1999 8 0.002 0.004 0.005 0.006 0.007 
2000 9 0.001 0.003 0.004 0.006 0.006 
2001 10 0.001 0.003 0.004 0.005 0.006 
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In this exercise, the economy has been pushed towards four new steady state 
points corresponding to the four assumed new levels of per worker human capital. The 
higher the per worker human capital, the greater the new steady state and, hence, the 
greater the growth rates of per worker capital, consumption, and output as well. 
From Tables (F-10)-(F-12) and the estimated parameters of the model, it is now 
straightforward to estimate the optimal saving and investment rate, s, according to the 
formula (4-17) in chapter four. The result is shown in Table (5-15) and graphed in 
Figure (5-04) in chapter five; see section (5.5) for greater discussion. 
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Appendix-G 
Sensitivity of the Predicted Optimal Saving and Investment 
Rate (1991-2011) Against Changes in the 
Elasticity of the Marginal Utility 
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(G. 1) Introduction 
This Appendix is concerned with investigating the sensitivity of the optimal rate 
of saving and investment for changes in the elasticity of marginal utility during the 
period (1991-2011). It is assumed that the initial per worker physical capital is as 
actually it is in 1991 and that the per worker human capital is increased by 50% of its 
level in 1991 which represents the middle curve of Figure (5-04) of chapter five. This 
assumption is important to push the economy towards new steady state and see how it is 
developing. 
All the estimated parameters are assumed unchanged from those obtained in 
section (5.2) of chapter five except that the elasticity of marginal utility (0). It is 
assumed that 0 can take the following values: {0.50,1.00,1.50,1.76,2.00) where the 
value (0=1.76) is inserted to indicate the value already used in the model. Table (G-01) 
shows the basic estimates which are to be used to carry out the analysis. The equations 
used are as derived in Appendix-B and the software used are, as before, Excel and 
Matlab. 
(G. 2) Steady state solution 
Using the values of Table (G-01) and the appropriate equations from Appendix-B, 
namely equations (B-8), (B-10), (B-13), (B-14) and (B-16), the steady state solution can 
be calculated as in Table (G-02). It would be noted that whatever the value of 0, there is 
always a unique steady state solution. 
(G. 3) Eigenvalues and Eigenvectors 
The matrix A in equation (B-29)' of Appendix-B is now as follows: 
A= . 
007 -1- 
_m 0 
where W. represents some values as in equation (B-28). These values, together with the 
eigenvalues and Eigenvectors of the matrix A are calculated at each level of 0, using 
Matlab program, and the results are given in Table (G-03). 
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Table (G-01) 
Estimated Values used in the Analysis 
No. Description Symbol Value 
1 Human capital per worker ( as in 1991+50%) h 
2 Oil Resource per worker(fixed at 1991 level) R 
3 The constant of the Production function A 
4 Physical capital elasticity 
5 Human capital elasticity 
6 Effective depreciation rate 
7 Pure time preference 
a 
0 
n+S 
P 
8 The elasticity of marginal utility: 0={0.50,1.00, 
Table (G-02) 
The Steady State Solution 
No. Variable 
1 yl* 0.110 
2 k* 17431.946 
3 
4 
5 
Yn * 
yll* 
C* 
5358.991 
- 0.00000405 
4732.736 
(G. 4) Estimation of the Optimal Paths 
In this respect, the coefficients of equations (B-60)-(B-62) in Appendix-B are 
estimated and the results are shown in Table (G-04). Therefore, the optimal paths of per 
worker capital, per worker non-oil GDP (from Cobb-Douglas production function of 
chapter five), per worker (total) GDP, non-oil share in GDP and the optimal path of per 
worker consumption are calculated as in Tables (G-05)-(G-09), respectively. In addition, 
the optimal growth rates of per worker capital and consumption are calculated according 
7.286 
1169.235 
82.992 
0.358 
0.339 
0.103 
0.007 
1.50,1.76,2.00) 
Steady State Value 
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to equations (B-67) and (B-68) and the results are shown in Tables (G-10) and (G-11), 
respectively. Finally, the optimal saving and investment rate are obtained according to 
equation (4-17) of chapter four and the result is given in Table (G-12) below; see 
section (5.6) in chapter five for discussions. 
Table (G-03) 
Eigenvalues and Eigenvectors 
9m V1 V2 %1 
0.50 0.038358 0.9820 0.9807 0.1994 
-0.1889 0.1955 
1.00 0.019179 0.9910 0.9901 0.1420 
-0.1338 0.1406 
1.50 0.012786 0.9940 0.9933 0.1166 
-0.1090 0.1158 
1.76 0.010897 0.9949 0.9942 0.1079 
-0.1004 0.1073 
2.00 0.009589 0.9956 0.9949 0.1015 
-0.0941 0.1010 
Table (G-04) 
Estimation of the Coefficients of equations (B-60)-(B-62). 
ý2 
-0.1924 
-0.1350 
-0.1096 
-0.1009 
-0.0945 
9 k* k* - k0 c* V12 V22 V22/V 12 co c*-c0 
0.50 17431.9 4622.6 4732.7 0.9807 0.1955 0.1993 3811.2 921.5 
1.00 17431.9 4622.6 4732.7 0.9901 0.1406 0.1420 4076.3 656.4 
1.50 17431.9 4622.6 4732.7 0.9933 0.1158 0.1166 4193.8 538.9 
1.76 17431.9 4622.6 4732.7 0.9942 0.1073 0.1079 4233.8 498.9 
2.00 17431.9 4622.6 4732.7 0.9949 0.1010 0.1015 4263.5 469.3 
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Table (G-05) 
Optimal Path of per worker Capital 
Year \00.50 1.00 1.50 1.76 2.00 
1991 12809.3 12809.3 12809.3 12809.3 12809.3 
1992 13618.4 13393.1 13289.2 13253.0 13226.1 
1993 14285.8 13903.1 13719.2 13654.0 13605.4 
1994 14836.5 14348.7 14104.6 14016.6 13950.4 
1995 15290.7 14738.1 14450.0 14344.4 14264.4 
1996 15665.5 15078.3 14759.6 14640.8 14550.0 
1997 15974.7 15375.5 15037.0 14908.6 14809.9 
1998 16229.7 15635.2 15285.6 15150.8 15046.3 
1999 16440.1 15862.1 15508.4 15369.8 15261.4 
2000 16613.7 16060.4 15708.1 15567.7 15457.1 
2001 16756.9 16233.6 15887.0 15746.6 15635.2 
2002 16875.1 16384.9 16047.4 15908.4 15797.2 
2003 16972.5 16517.1 16191.1 16054.6 15944.6 
2004 17053.0 16632.7 16319.9 16186.8 16078.8 
2005 17119.3 16733.6 16435.4 16306.3 16200.8 
2006 17174.0 16821.8 16538.8 16414.3 16311.8 
2007 17219.2 16898.8 16631.5 16512.0 16412.8 
2008 17256.4 16966.2 16714.6 16600.3 16504.7 
2009 17287.1 17025.0 16789.1 16680.1 16588.3 
2010 17312.5 17076.4 16855.8 16752.3 16664.4 
2011 17333.4 17121.3 16915.6 16817.5 16733.6 
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Table (G-06) 
Optimal Path of per worker Non-oil GDP 
Year \00.50 1.00 1.50 1.76 2.00 
1991 4799.5 4799.5 4799.5 4799.5 4799.5 
1992 4905.9 4876.7 4863.1 4858.4 4854.9 
1993 4990.6 4942.4 4918.9 4910.5 4904.2 
1994 5058.6 4998.5 4967.9 4956.8 4948.4 
1995 5113.5 5046.6 5011.1 4997.9 4987.9 
1996 5158.0 5088.0 5049.2 5034.6 5023.4 
1997 5194.2 5123.6 5083.0 5067.4 5055.4 
1998 5223.7 5154.4 5112.9 5096.7 5084.1 
1999 5247.8 5181.1 5139.4 5122.9 5110.0 
2000 5267.6 5204.1 5163.0 5146.4 5133.3 
2001 5283.8 5224.1 5184.0 5167.5 5154.4 
2002 5297.1 5241.5 5202.6 5186.5 5173.5 
2003 5308.0 5256.6 5219.3 5203.5 5190.7 
2004 5317.0 5269.7 5234.1 5218.8 5206.3 
2005 5324.4 5281.2 5247.3 5232.5 5220.4 
2006 5330.5 5291.1 5259.1 5244.9 5233.1 
2007 5335.5 5299.8 5269.6 5256.0 5244.7 
2008 5339.6 5307.3 5279.0 5266.1 5255.2 
2009 5343.0 5313.9 5287.4 5275.1 5264.7 
2010 5345.8 5319.6 5294.9 5283.3 5273.3 
2011 5348.1 5324.6 5301.6 5290.6 5281.2 
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Table (G-07) 
Optimal Path of per worker Total GDP 
Year \00.50 1.00 1.50 1.76 2.00 
1991 5968.8 5968.8 5968.8 5968.8 5968.8 
1992 6075.1 6045.9 6032.4 6027.6 6024.1 
1993 6159.8 6111.6 6088.1 6079.7 6073.5 
1994 6227.8 6167.7 6137.1 6126.0 6117.6 
1995 6282.7 6215.8 6180.3 6167.2 6157.2 
1996 6327.2 6257.2 6218.4 6203.9 6192.7 
1997 6363.4 6292.9 6252.2 6236.6 6224.6 
1998 6392.9 6323.6 6282.1 6265.9 6253.3 
1999 6417.1 6350.3 6308.7 6292.2 6279.2 
2000 6436.8 6373.4 6332.2 6315.7 6302.6 
2001 6453.0 6393.4 6353.2 6336.8 6323.6 
2002 6466.3 6410.8 6371.9 6355.7 6342.7 
2003 6477.3 6425.9 6388.5 6372.7 6359.9 
2004 6486.2 6439.0 6403.3 6388.0 6375.5 
2005 6493.6 6450.4 6416.5 6401.7 6389.6 
2006 6499.7 6460.3 6428.3 6414.1 6402.4 
2007 6504.7 6469.0 6438.8 6425.3 6413.9 
2008 6508.9 6476.5 6448.3 6435.3 6424.4 
2009 6512.3 6483.1 6456.7 6444.4 6433.9 
2010 6515.1 6488.9 6464.2 6452.5 6442.6 
2011 6517.4 6493.9 6470.9 6459.9 6450.4 
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Table (G-08) 
Optimal Path of the Non-oil Share in GDP (%) 
Year \00.50 1.00 1.50 1.76 2.00 
1991 80.4 80.4 80.4 80.4 80.4 
1992 80.8 80.7 80.6 80.6 80.6 
1993 81.0 80.9 80.8 80.8 80.7 
1994 81.2 81.0 80.9 80.9 80.9 
1995 81.4 81.2 81.1 81.0 81.0 
1996 81.5 81.3 81.2 81.2 81.1 
1997 81.6 81.4 81.3 81.3 81.2 
1998 81.7 81.5 81.4 81.3 81.3 
1999 81.8 81.6 81.5 81.4 81.4 
2000 81.8 81.7 81.5 81.5 81.4 
2001 81.9 81.7 81.6 81.5 81.5 
2002 81.9 81.8 81.7 81.6 81.6 
2003 81.9 81.8 81.7 81.7 81.6 
2004 82.0 81.8 81.7 81.7 81.7 
2005 82.0 81.9 81.8 81.7 81.7 
2006 82.0 81.9 81.8 81.8 81.7 
2007 82.0 81.9 81.8 81.8 81.8 
2008 82.0 81.9 81.9 81.8 81.8 
2009 82.0 82.0 81.9 81.9 81.8 
2010 82.1 82.0 81.9 81.9 81.9 
2011 82.1 82.0 81.9 81.9 81.9 
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Table (G-09) 
Optimal Path of per worker Consumption 
Year \00.50 1.00 1.50 1.76 2.00 
1991 3811.2 4076.3 4193.8 4233.8 4263.5 
1992 3972.5 4159.2 4249.8 4281.7 4305.8 
1993 4105.6 4231.6 4299.9 4325.0 4344.3 
1994 4215.3 4294.9 4344.8 4364.1 4379.3 
1995 4305.9 4350.2 4385.1 4399.5 4411.2 
1996 4380.6 4398.5 4421.2 4431.5 4440.2 
1997 4442.2 4440.7 4453.5 4460.4 4466.5 
1998 4493.1 4477.6 4482.5 4486.5 4490.6 
1999 4535.0 4509.8 4508.5 4510.2 4512.4 
2000 4569.6 4538.0 4531.8 4531.5 4532.3 
2001 4598.2 4562.6 4552.6 4550.8 4550.3 
2002 4621.7 4584.0 4571.3 4568.3 4566.8 
2003 4641.2 4602.8 4588.1 4584.1 4581.7 
2004 4657.2 4619.2 4603.1 4598.4 4595.4 
2005 4670.4 4633.6 4616.6 4611.2 4607.7 
2006 4681.3 4646.1 4628.6 4622.9 4619.0 
2007 4690.3 4657.0 4639.4 4633.4 4629.3 
2008 4697.7 4666.6 4649.1 4643.0 4638.6 
2009 4703.9 4674.9 4657.8 4651.6 4647.1 
2010 4708.9 4682.2 4665.6 4659.4 4654.8 
2011 4713.1 4688.6 4672.5 4666.4 4661.8 
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Table (G-10) 
Optimal Path of per worker Capital Growth Rate 
Year \00.50 1.00 1.50 1.76 2.00 
1991 0.069 0.049 0.040 0.036 0.034 
1992 0.054 0.041 0.034 0.032 0.030 
1993 0.042 0.034 0.030 0.028 0.027 
1994 0.034 0.029 0.026 0.025 0.024 
1995 0.027 0.025 0.023 0.022 0.021 
1996 0.022 0.021 0.020 0.019 0.019 
1997 0.018 0.018 0.017 0.017 0.017 
1998 0.014 0.016 0.015 0.015 0.015 
1999 0.012 0.013 0.014 0.014 0.013 
2000 0.009 0.012 0.012 0.012 0.012 
2001 0.008 0.010 0.011 0.011 0.011 
2002 0.006 0.009 0.009 0.010 0.010 
2003 0.005 0.007 0.008 0.009 0.009 
2004 0.004 0.006 0.007 0.008 0.008 
2005 0.004 0.006 0.007 0.007 0.007 
2006 0.003 
. 
0.005 0.006 0.006 0.006 
2007 0.002 0.004 0.005 0.006 0.006 
2008 0.002 0.004 0.005 0.005 0.005 
2009 0.002 0.003 0.004 0.005 0.005 
2010 0.001 0.003 0.004 0.004 0.004 
2011 0.001 0.002 0.003 0.004 0.004 
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Table (G-11) 
Optimal Path of per worker Consumption Growth Rate 
Year \00.50 1.00 1.50 1.76 2.00 
1991 0.047 0.022 0.014 0.012 0.010 
1992 0.037 0.019 0.012 0.011 0.009 
1993 0.029 0.016 0.011 0.010 0.008 
1994 0.024 0.014 0.010 0.009 0.008 
1995 0.019 0.012 0.009 0.008 0.007 
1996 0.015 0.010 0.008 0.007 0.006 
1997 0.013 0.009 0.007 0.006 0.006 
1998 0.010 0.008 0.006 0.006 0.005 
1999 0.008 0.007 0.005 0.005 0.005 
2000 0.007 0.006 0.005 0.004 0.004 
2001 0.006 0.005 0.004 0.004 0.004 
2002 0.005 0.004 0.004 0.004 0.003 
2003 0.004 0.004 0.003 0.003 0.003 
2004 0.003 0.003 0.003 0.003 0.003 
2005 0.003 0.003 0.003 0.003 0.003 
2006 0.002 0.003 0.002 0.002 0.002 
2007 0.002 0.002 0.002 0.002 0.002 
2008 0.001 0.002 0.002 0.002 0.002 
2009 0.001 0.002 0.002 0.002 0.002 
2010 0.001 0.001 0.002 0.002 0.002 
2011 0.001 0.001 0.001 0.001 0.001 
388 
Table (G- 12) 
The Optimal Saving and Investment Rate 
Year \00.50 1.00 1.50 1.76 2.00 
1991 37.2 33.1 31.3 30.6 30.2 
1992 35.3 32.2 30.7 30.2 29.8 
1993 33.8 31.5 30.3 29.9 29.5 
1994 32.6 30.9 29.9 29.6 29.2 
1995 31.7 30.4 29.6 29.3 29.0 
1996 30.9 30.0 29.4 29.1 28.9 
1997 30.3 29.7 29.1 28.9 28.7 
1998 29.8 29.4 28.9 28.7 28.6 
1999 29.4 29.1 28.8 28.6 28.4 
2000 29.0 28.9 28.6 28.5 28.3 
2001 28.8 28.7 28.5 28.4 28.2 
2002 28.5 28.6 28.4 28.3 28.2 
2003 28.4 28.4 28.3 28.2 28.1 
2004 28.2 28.3 28.2 28.1 28.0 
2005 28.1 28.2 28.1 28.0 28.0 
2006 28.0 28.1 28.0 28.0 27.9 
2007 27.9 28.0 28.0 27.9 27.9 
2008 27.8 28.0 27.9 27.9 27.8 
2009 27.8 27.9 27.9 27.9 27.8 
2010 27.7 27.8 27.8 27.8 27.8 
2011 27.7 27.8 27.8 27.8 27.8 
Min. 27.7 27.8 27.8 27.8 27.8 
Max. 37.2 33.1 31.3 30.6 30.2 
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(H. 1) Introduction 
The method of cointegration in econometrics has firstly been sparked by Granger' 
in the early 1980s; see Granger (1981), Granger and Weiss (1983) and Engle and 
Granger (1987 and 1991). Advances in cointegration research have produced two clearly 
different procedures; they are as follows: 
" Engle and Granger procedures due to the pioneering work of Engle and Granger 
(1987): This procedure is relatively simple since it can be applied using the familiar 
regression analysis. 
" Johansen procedures due to Johansen (1988) and Johansen and Juselius (1990): This 
procedure is based on Sims' vector autoregressive analysis (see Sims, 1980) and is 
mathematically and statistically complicated. A considerable amount of applications 
of Johansen procedure have been on the demand for money following the example 
made by Johansen and Juselius (1990) themselves. This does not mean that other 
applications are not possible. 
Both of these procedures require the data to be integrated of the first order and 
both incorporate the error correction mechanism (ECM)2. In what follows, the term 
`cointegration' will be introduced in section (H. 2), prior to cointegration treatment of 
data will be discussed theoretically in section (H. 3), a summary of Engle and Granger 
procedure is provided in section (H. 4) and, finally, Johansen procedure will be the 
subject of section (H. 5). 
(H. 2) Introducing the `Cointegration' 
Cointegration is an econometric method concerned with investigating long-run 
relationships between time series economic variables; Engle and Granger (1987,1991). 
The immediate question may be as to why we should carry out cointegration or, 
alternatively, how important the cointegration is. To answer this question, it would be 
better to get a general idea about the advantages and disadvantages (or problems) of 
using cointegration: 
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Advantages of cointegration: 
" In both Engle and Granger and Johansen procedures, an error correction mechanism, 
ECM, is incorporated so that these procedures account for the long-run relationships 
as well as the short run adjustment towards this long-run equilibrium3. 
" Cointegration avoids the so called `spurious regression' which comes about because 
of the effect of time on different explanatory variables (e. g. Granger and Newbold, 
1974 and Charemza and Deadman, 1992). 
Disadvantages, or problems, of cointegration: 
" Typically, there should be a sufficiently long time series but, unfortunately, annual 
time series are not actually long in many developing countries especially those who 
got their independence recently, after the World War H, such as Libya. In addition, 
there have been no quarterly nor monthly time series data available to get a large 
sample size. 
" Cointegration requires the time series data to be integrated of order one. Formally, if 
Yt is any time series, then Yt - I(1) must be satisfied. However, not all time series 
are I(1) though most of them are; (see Nelson and Plosser, 1982). In general, Yt can 
be integrated of any order. For instance, if Yt - 1(0) then Yt is stationary and if Yt 
1(2), then Yt should be differenced to get AYt - I(1). The problem in this respect is 
that though the researcher may get statistically a good relationship but, economically, 
he or she can be led to unrealistic or non-sensible specification. 
" In cointegration, there is no clear cut as how many lags one should introduce in his or 
her cointegration analysis. It may not need clarification that introducing higher order 
lags is not always sensible from economic theory viewpoint. 
(H. 3) Prior to Cointegration Treatment of Data 
In order to carry out cointegration, it is necessary to investigate first the properties 
of the time series data under consideration. This includes stationarity, unit root tests and 
the order of integration of these time series. These can be illustrated subsequently. 
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(H. 3.1) Stationary and Non-stationary Time Series 
Dealing with time series imposes the question of time series stationarity4. If the 
time series are stationary, there would be no need to carry out further investigation about 
the data generation process (DGP) of our time series which will have been become 
known then as a white noise. In this case, estimation can be carried out straightforward. 
However, If the data are non-stationary, then using the standard regression method can 
lead to a "spurious" relationship. Therefore, time series should be "detrended" first to 
eliminate the effect of time (e. g. Charemza and Deadman, 1992, p. 127)5. 
One way to check whether or not the time series is stationary, is to investigate the 
shape of the autocorrelation function; if the curve drops immediately to cross the zero 
axis, the series is stationary; otherwise it is not. In the case of random walk time series 
the curve is moving down slowly. It is interesting to note, in this context, that for a large 
sample, the autocorrelation function of a random walk is constant and equal to unity 6. 
Nevertheless, one cannot rely entirely on a correlogram to judge the stationarity of a 
certain time series (Holden and Perman, 1994, p. 96) since the correlogram can give 
only tentative conclusion about the stationarity. Alternatively, some statistical unit root 
tests can be carried out such as Box-Pierce, Ljung-Box; and, Dickey-Fuller tests which 
can be carried out by MFIT program. The latter test, however, is the most popular one 
and will be used in the present study; (see Fuller, 1976, Dickey and Fuller, 1981)8. 
Using Dickey-Fuller unit root test will also enable us to classify our data variables 
according to their order of integration, 1(0), I(1), 1(2), ..., and so on, and according to the 
nature of the data generating process (DGP) as we shall shortly see. 
(H. 3.2) Unit Root Test: General Framework 
In order to test the time series data variable Yt for unit roots, the following three 
popular "augmented" Dickey-Fuller (ADF) regression equations are established: 
(H-1) Yt = p. Yt-1 + Ekj. AYt-j + Et ;j=1,2,3, ..., m 
(H-2) Yt =a+p. Yt-1 + Eý, j . AYt-j + Et ;j=1,2,3, ..., m 
(H-3) Yt = a+ ß. T + p. Yt-1 + E)j. DYt-j + et ;j=1,2,3, ..., m 
Where T stands for time (1,2,3, ..., n), Et is a white noise, i. e. et - IIN(0,62), and 
"m" is the lag order. The "non augmented" DF regression can easily be obtained by 
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letting ? =0 in the above equations, which means that both DF and ADF regressions can 
be treated within the same framework and that DF is a special case of ADF. However, 
the importance of the term XXj AYt _j 
is to get rid of any serial correlation problem. If 
£t is not a white noise, then even if p=1 in (H-1), for instance, the series Yt cannot be 
considered as a random walk although the variable itself is still non-stationary 
(Charemza and Deadman, 1992, p. 123). To overcome the serial correlation problem, 
the suitable lag order `m' should be chosen. Engle and Granger (1987) carried out such 
tests by starting with a relatively large lag order, m, and then reduce this order so far the 
coefficient of the augmented term, %j, is insignificant. By contrast, Holden and Perman 
(1994), for example, start with the DF regression equation and if there is a problem of 
autocorrelation, they increase in until the autocorrelation problem is overcome. 
The problem with the latter approach is that DF test does not allow us to carry out 
1)1 and 02 tests directly, because these tests need to delete all the regressors including 
the intercept. Consequently, we prefer to use different strategy: Firstly, we start from 
ADF(1) rather than DF so that there is always room to estimate (D 1 and (2 and, 
secondly, we use LM-test for serial correlation and, if the serial correlation exists, we 
increase the order, in, until it disappears. 
In order to carry out the unit root tests, it is conventional to subtract Yt_ I from 
both sides of each of the previous equations so that we can write them now as follows: 
(H-1)' AYt = 5. Yt-1 + X? DYt + Et ;j=1,2,3, ..., in 
(H-2)' DYt =a+8. Yt-1 + EXj. DYt_j + £t ;j=1,2,3, ..., in 
(H-3)' DYt =a+ß. T + S. Yt-1 + EX, j. DYt_ j+ £t ;j=1,2,3, ..., in 
where S= p-1 or p =1 + S. 
It is obvious, therefore, that the null hypothesis p =1 is equivalent to the null 
hypothesis 5=0. These equations illustrate the Dickey-Fuller "negativity" test of the unit 
root. That is, if the null hypothesis H0: S=0 is rejected, the alternative hypothesis is 
H1: S<0. This is equivalent to HI: p<1. The alternative hypothesis in this test implies 
that the series is stationary, i. e. integrated of order zero. In the next subsection, we 
consider a systematic DF and ADF procedure of unit root testing. 
395 
(H. 3.3) Systematic DF and ADF Procedure of Unit Root Testing 
Following a procedure similar to that stated by Holden and Perman (1994), we try 
now to provide a systematic procedure for DF and ADF unit root testing. Such a 
procedure is shown in Table (H-1). The first column of this table shows the steps of the 
test so that we have 8 possible steps; the second column shows the number of equation 
the test is dealing with. Column three establishes the null and alternative hypotheses, 
column four indicates the type of the distribution used in the test; and, finally, column 
five describes the decision(s) that can be made in each step. The table is self-explained, 
so that there seems no need to make much more illustrations. We need to indicate only 
two points as follows: 
" It is always the case in this sequential procedure to start with 13-test using (H-3) and 
then moving toward 02 and 01-tests, respectively. Stationarity is always decided 
after confirming the test, i. e. after getting similar results using different tests. 
However, it was not the objective of this procedure to carry out all possible forms of 
the Dickey-Fuller unit root tests neither to use all the statistical tables prepared for 
such a test. Alternatively, it is aimed to reach the right decision and getting as much 
as possible information about the data properties. 
" The rejection of the null in step [1], when we carry out the test for series in levels, is 
unexpected of course; since it is expected, usually, that the series is random walk. 
However, we expect the opposite case when we test the first difference of the series. 
An acceptance of the null in step [2] implies that the series constitutes a unit root 
with trend which is usually unlikely (Holden and Perman, 1994). It is also unlikely to 
reject the null in step [6] because it conflicts with the result in step [1]. 
(H. 3.4) Order of Integration 
Following Engle and Granger (1987), a time series Yt is integrated of order d, 
referred to as Yt - I(d) if the dth difference of Yt is stationary; that is if. OdYt - 1(0). 
Accordingly, it is easy to specify from the results of the unit root tests described in the 
previous two subsections the order of integration of the time series under consideration. 
However, not only is the order of integration that would be obtained from the sequential 
unit root test, but also some other important properties can be determined9. 
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Table (H-1) 
DF and ADF Unit Root Test Procedure 
No Eq Hypotheses Distribution 
[1] (H-3) Hp: 
Decision 
9 Non-standard 0 If Hp is accepted: 
((X, ß, p) 0,1) " '3 statistic " So that: ß=0 and p=1 
HI: " DF (VI) " We have unit root without trend 
(a, ß, p) # (a, 0,1) . Possibly with drift: Go to step [6] 
Qx If Hp is rejected: 
" Either P #O and p =1, 
" ß=0 andp#1, 
"or ß#0 andp#1, 
" Go to step [2] 
[2] (H-3) Hp: p=1 
H1: p<1 
This is based on the 
assumption that: 
ß#o 
" Standard 0 If Hp is accepted(l): 
t-distribution ) " Then p= 1 and ß#0( see step [1] 
" It implies that ß#0 since: 
P=O and p#l, ß; 60 andp#1, 
cannot be held in this case. 
" We have unit root with trend 
" Possible drift: H0: a=0: standard t-test 
" End(2) 
Qx If Hp is rejected: 
" Then p#1( see step [1]) 
" It implies that either ß=0, pý1 
" or ß# 0, p# 1 
" There is no unit root 
" Go to [3] 
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Table (H-1): continued: 
[3] (H-3) H0: ß=0 Standard El If H0 is accepted: 
H1: ß*0 
[41 (H-3) H0: a= 0 
H1: a# 0 
[51 (H-3) H0: a=0 
H1: a# 0 
[6] (H-3) H0: p=1 
H1: p<1 
(based on 0 
assumption) 
t-distribution "ß=0 (but we have p# 1) 
" Yt is stationary without linear trend 
Standard 
" Possible intercept, a: Go to [4] 
0 If Hp is rejected: 
" P# 0 (but we have p* 1) 
" Yt is stationary with linear trend 
. Possible intercept, a: Go to [5] 
0 If Hp is accepted: 
t-distribution "a=0, (ß = 0) (but we have p# 1) 
" Stationary without trend, no intercept:. 
" End 
Standard 
191 If Hp is rejected: 
"o c# 0, ((3 = 0) (but we have p#1) 
" Stationary with intercept only: End 
Qx If Hp is accepted: 
t-distribution "a=0 (but we have: ß#0, p#1) 
" Stationary with trend, no intercept: Enc 
Qx If Hp is rejected: 
"a#0 (but we have: 0#0, p# 1) 
. stationary with trend and intercept: End 
" Non-standard 
0 If Hp is accepted: 
" TT statistic . We have unit root without trend 
. Possible drift.: Go to [7] 
Qx If Hp is rejected: 
" Use 90% critical values rather than 
95% and repeat: i. e. go to [1] 
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Table (H-1): continued: 
[7] (H-3) L1 If Hp is accepted: Hp: 
(a, ß, p) = (0,0,1) " 02 statistic 
(i. e. H0: a= 0) . DF (V) 
H1: 
(a, ß, p) # (0,0,1) 
(i. e. H0: (x; it 0) 
9 Non-standard 
"a=0, (ß = 0), (but we have: p=1) 
" Yt is a random walk with no drift. 
. Go to [8] for confirmation 
Qx If Hp is rejected: 
"a #0, (ß= 0), (but we have: p=1) 
" Yt is a random walk with drift:: End 
" Go to [8] for confirmation 
[8] (H-2) H0: (a, p) _ (0,1) . Non-standard The same as in step [7] and both should 
H 1: ((x, p) ý (0,1) . (D 1 statistic not be conflicted (3). 
9 DF (IV) 
Notes: DF(VI), for instance, stands for Dickey Fuller's (1981) critical values Table (VI). 
(1) Since the absolute t-value of the non-standard limiting distribution is greater than the 
standard one, an acceptance of Hp using standard critical value implies necessarily an 
acceptance of Hp using non-standard critical value. (2) This is a very unlikely result for 
economic time series (see Holden and Perman, 1994, p. 63, see also Nelson and Plosser, 
1982). (3) If they are conflicted, we may use the result of step [8] to account for any 
drift. I found that this conflict can take place when the rejection of 12 in step [7] is not 
strong enough which is an indication of a drift. 
Source: Adopted from Holden and Perman (1994). 
From the results of the tests, let us investigate the properties of the time series Yt 
in two cases; namely, when p=1 and when p<1 as follows: 
Case when p =1: 
In this case, Yt is a random walk and we have three possibilities: 
" Yt is a random walk without drift, that is when a=ß=0 in (H-3). In this 
possibility, we say that neither the time series, Yt, nor its data generation process, 
DGP, constitutes any deterministic trend. In other words, both the series and DGP are 
non-trended. 
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" Yt is a random walk with drift, that is when a#0 but ß=0. In this possibility, we 
say that DGP does not have trend but the series Yt constitutes linear deterministic 
trend. in other words, we have trended series and non-trended DGPIO. 
" Yt is a random walk with linear deterministic trend, that is when ß#0 regardless of 
the value of a. In this possibility, we say that DGP has linear deterministic trend 
whereas the series Yt constitute non-linear deterministic trend. Hence, it can be said, 
in general, that both the series Yt and DGP are trended". 
Case when p<1: 
In this case, the series Yt is stationary, i. e. Yt -- 1(0). However, the stationarity can 
be either about zero mean, about intercept, about linear deterministic trend without or 
with intercept, or about non-linear deterministic. 
(H. 4) Engle and Granger (EG) Procedure 
In this section, Engle and Granger (EG) 12 two-step procedure of cointegration 
estimation is to be introduced and applied. 
(H. 4.1) Theoretical Description 
According to Engle and Granger (1987, p. 253), the term `cointegration can be 
defined formally as follows (see also Cuthbertson et al, 1992, p. 132): If Xt is an nxl 
vector of variables xlt, x2t, x3t, """, xnt, then the components of the vector Xt are 
cointe rg ated of order d, b, that is, Xt - CI(d, b); and where dZb> 0) if the following 
two conditions are satisfied (note that small letters stand for scalars and capital letters 
for matrices): 
(1) Each of the components xlt, x2t, x3t, """, xnt are integrated of order d, and 
(2) There exists a vector a(# 0) so that et = a'Xt - I(d-b). 
The vector a is called the cointegrating vector and b can be any positive integer 
not greater than the order of integration d. It is obvious that if d=b then the residual et 
is stationary, that is et = a'Xt - 1(0). 
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The definition of cointegrated variables when d>b may open the door to some 
theoretical and empirical problems since the residual et need not necessarily to be 
stationary to ensure the existence of cointegrating vector. For instance, if d=2 and b=1, 
then et is I(d-b) = I(1) which is non-stationary variable. However, this type of 
cointegrated vectors is not of interest since, as stated by Charemza and Deadman (1992, 
p. 149), "... the cointegrating vector is not stationary and does not have a straightforward 
economic interpretation". Accordingly, only the cointegration defined with d=b =1 is 
considered in this study. 
Now, assume, for simplicity, a case of three variables such as yt, xt, and zt. The 
residual et can be written as: 
(H-4) et = a'Xt = yt -a- bat - cat ý where; 
(H-5) a' = (1 - ao - al - a2) and X't = (Yt 1 xt zt ) 
Now, an error correction mechanism, ECM, equation can be written as follows: 
(H-6) 
where: 
(H-7) 
AYt = PO-Axt + 'YO-Azt -9 [Yt-1- a0 - a4 . xt-1 - a2. zt-lJ + ut 
Yt = ap + al. xt + a2. zt + et 
is referred to by Engle and Granger as the cointegration regression equation and where 
et is the residual defined in (H-4) and (H-5). Equation (H-7) represents the long run 
relationship in the model whereas other terms in (H-6) represent the short run terms 
which are supposed to adjust towards its long run equilibrium. Therefore, (H-6) can also 
be written as: 
(H-8) AYt = ßo. AXt + YO. AZt - µ"et-1 + Ut 
The coefficient of et-l is negative and measures the short run adjustments towards the 
long run relationship. Now, the two-step procedure suggested by Engle and Granger 
(1987) can be summarised as follows: 
OFirst step: 
[1] Propose the cointegration equation: Assume a long run relationship such as that 
given by (H-7). The cointegrating vector and its corresponding vector of variables 
can also be suggested. , 
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[2] Unit root testing and the order of integration: Carry out the unit root test and 
specify the order of integration for each variable. 
[3] Final specification of the cointegration equation: 
There are two cases (Charemza and Deadman, 1992, p. 149): 
(a} If (H-7) has only two variables (e. g. yt and xt), then these two variables must be 
integrated of the same order. 
(b) If (H-7) has more than two variables (e. g. yt, xt and zt or more), then there are 
two conditions: 
[i] The order of integration of yt (the dependent variable) should not be greater than 
the order of integration of any explanatory variable and, 
[ii] There must be either none or at least two explanatory variables of the same order 
higher than the order of integration of the dependent variable yt. 
[4] Estimation and testing: Estimate the regression equation (H-7) by OLS and test for 
W] 
cointegration; i. e. test the null hypothesis that there is no cointegration. If the null 
hypothesis is rejected, go to step two; otherwise return to sub-step [1], change the 
specification and repeat. 
Second step: 
Estimate (H-8) by OLS. The coefficient of the error term, et, in equation (H-8), 
equals the coefficient of Yt_ 1 in equation (H-6). 
(H. 4.2) Application on the Investment Function by Sector 
As stated in section (H. 2) above, doing cointegration requires a sufficiently large 
sample size. In the case of the present study, however, quarterly or monthly data are not 
available and the available annual data covers not more than 30 observations of the 
period 1962-9 1. In spite of this obstacle, cointegration will be carried out using these 30 
annual observation as it is better to get some insights from this technique. 
(H. 4.2.1) First Step of EG Procedure 
The first step can be divided into three sub-steps as follows: 
[11 Suggestion of the cointegration equation: 
According to section (6.5) of chapter six, the long run relationship between 
investment and the corresponding explanatory variables can be written as follows: 
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(H-9) It =a0+ al. Xt + a2. Wt + a3. Pit + a4. Vt + a5. Rlt + et 
where It is the sectoral real investment, Xt is the sectoral real value-added, Wt is the 
sectoral real wage rate defined as the sectoral nominal wage rate deflated by the sectoral 
producer price index (PPI), Pit is the sectoral real selling price of capital goods defined 
as the sectoral investment price index deflated by PPI, Vt is the economy's real value of 
oil exports defined as the nominal oil exports deflated by GDP deflator, RIt is the 
economy's real interest rate defined as the nominal interest rate minus the rate of 
increase in the consumer price index (CPI), et is the regression residual, a0 is an 
intercept and where al, a2, a3, a4 and a5 are coefficients, whose signs are expected 
to be as follows: al, a2 and a4 > 0, a3 and a5 < 0. Empirically, equation (H-9) can 
be modified according to the testing results obtained in each sector. 
Equation (H-9) is the cointegration regression equation and can be written in a 
more compact form as follows: 
(H-10) et = a`. Zt 
where a is the above defined cointegrating vector given as follows: 
(H-11) a` (X- a2 - a3 - 04 - a5 ) 
and where Zt is the vector of all the variables in the cointegration equation: 
(H-12) Z't = (It 1 Xt Wt Pit Vt RIt) 
It is clear that the number of elements in vector Zt is equal to the number of all the 
explanatory variables plus 2 or equal to the number of all the coefficients plus one. 
121 Unit root testing and the order of integration: 
The variables in (H-9) can be tested for unit root using the systematic procedure of 
Table (H-1). The results are shown in Table (H-2). Rows No. 1 and 2 of Table (H-2) 
give the tabulated critical values of the non-standard statistics at 95% and 90%, 
respectively. 
In principle, 95% will be used but only in particular cases when the 90% critical 
values are used. Rows 3-13 give the unit root tests for the variables in agriculture, rows 
14-24 for industry, rows 25-37 for services and rows 38-42 for the whole economy 
variables (Rt, Vt, and G). 
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Table (H-2) 
Unit Root Tests for the Variables of the Investment Function 
No. Description m LM (D3 (D2 Tr Tß Tar (D 1 
01 95% (1) 7.24 5.68 -3.60 2.85 3.20 5.18 
02 90% (1) 5.91 4.67 -3.24 2.39 2.77 4.12 
03 Agriculture: It 1 0.89 1.49 1.41 -1.67 1.09 0.68 1.51 
04 DIt 1 0.24 8.14 5.43 -4.03 -0.59 1.04 8.20 
05 Xt 1 0.84 2.91 5.53 -1.03 1.69 0.05 6.38 
06 AXt 1 0.05 6.74 4.59 -3.66 1.79 -0.07 4.84 
07 Wt 1 0.61 2.19 3.38 -2.04 1.83 2.17 3.10 
08 OWt 1 0.74 6.23 4.15 -3.53 -0.47 1.42 6.33 
09 02 Wt 1 0.83 17.6 11.8 -5.93 0.33 -0.37 18.3 
10 Pit 1 0.89 4.08 2.91 -2.85 -1.53 2.73 3.04 
11 Apit 1 0.74 8.71 5.81 -4.17 -0.09 -0.14 9.09 
12 V1 t10.14 1.92 1.34 -1.61 -0.46 1.83 1.97 
13 OV 1t10.24 14.9 9.95 -5.46 -1.46 1.53 13.2 
14 Industry: It 1 0.70 1.33 1.10 -1.40 0.53 1.03 1.55 
15 Alt 1 0.85 8.47 5.65 -4.11 -1.06 1.32 7.88 
16 Xt 1 0.23 1.40 4.43 -1.67 1.65 1.03 4.95 
17 AXt 1 0.79 3.53 2.39 -2.63 0.16 1.00 3.73 
18 A2Xt 1 0.45 15.9 10.6 -5.62 0.55 -0.40 16.3 
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Table (H-2): continued: 
No. Description m LM C13 
19 Industry: 
20 
21 
22 
wt 
Awt 
Pit 
Aplt 
02 Tti Tß Tati `ý 1 
1 0.14 6.22 5.06 -3.42 2.04 3.71 4.88 
1 0.43 11.3 7.53 -4.72 -0.79 1.31 11.2 
1 0.29 3.47 2.67 -1.79 0.93 1.03 3.59 
1 0.36 9.34 6.26 -4.30 1.92 -2.10 6.79 
23 V2t 1 0.91 2.18 1.53 -1.84 -0.17 1.88 2.38 
24 AV2t 1 0.34 11.1 7.42 -4.71 -1.15 1.24 10.3 
25 Services: It 1 0.69 1.83 1.31 -1.71 0.32 1.26 1.98 
26 AIt 1 0.84 3.38 2.26 -2.59 -0.85 0.96 3.06 
27 p21t 1 0.91 10.1 6.75 -4.49 0.17 -0.13 10.6 
28 Xt 1 0.20 1.85 3.17 -1.91 1.90 -0.28 2.68 
29 OXt 1 0.98 3.68 2.46 -2.71 0.17 0.81 3.83 
30 02Xt 1 0.12 12.7 8.50 -5.04 -0.07 0.15 13.3 
31 Wt 2 0.40 3.27 2.59 -2.53 2.17 1.98 1.32 
32 OWt 2 0.14 5.76 3.84 -3.39 -0.63 1.17 5.72 
33 A2Wt 1 0.68 8.14 5.44 -4.03 -0.01 -0.01 8.53 
34 pit 1 0.21 3.57 2.50 -2.64 2.41 2.45 0.71 
35 Opit 1 0.36 10.8 7.24 -4.66 0.65 -0.32 10.9 
36 V3t 1 0.95 1.72 1.24 -1.71 0.39 1.27 1.85 
37 AV3t 1 0.59 9.15 6.10 -4.28 -0.77 0.92 9.01 
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Table (H-2): continued: 
1 No. Description m LM 'D3 02 Tr Tß TaT 0 
38 Whole RIt 1 0.78 8.60 5.74 -4.15 1.74 -0.96 6.53 
39 Vt 1 0.76 3.20 2.25 -2.18 -0.64 2.52 3.24 
40 OVt 1 0.73 9.15 6.12 -4.27 -1.36 1.44 7.97 
41 Gt 1 0.79 1.55 1.40 -0.64 -0.38 2.01 2.11 
42 OGt 1 0.92 7.29 4.87 -3.81 -1.64 1.86 5.57 
Note (1): The first two rows are critical values presented for a sample size of 25 
observation. Sources: All statistics except Tr are from Dickey and Fuller (1981), 
Tables (I)-(VI), pp. 1062-1063; Tr is from Fuller (1976), Table (8.5.2), p. 373, 
reproduced in Harvey (1990), Table D, p. 368. Note (2): LM indicates the probability 
of Lagrange Multiplier serial correlation test at x2(1) and this probability should be 
greater than 0.05 for 5% level of significance and m is the order of ADF. For (H-3)': 
43 is F-statistic when 6 and ß are restricted to zeros, 4)2 is F statistic when all of 8, 
ß and a are restricted to zero and Tti, Tp and Tati are t-ratios of the coefficients 6, ß 
and a, respectively. For (H-2)': «1 is F statistic when 6 and a are restricted to zero. 
Variables are as defined in equation (H-9) plus: V lt, V2t and V3t are the value of oil 
exports deflated by PPI in agriculture, industry and services, respectively. G is the 
total government expenditure deflated by GDP deflator. 
As an example of explaining figures in Table (H-2), let us take the investment in 
agriculture, It and 'It as follows: Concerning It and from row 3 of Table (H-2) and 
steps [1], [6], [7] and [8], It is a random walk without linear trend and with no drift. 
From row 4 and steps [1], [2], [3] and [4], Alt is stationary without linear trend and with 
no intercept. Accordingly, It is integrated of order one or, formally, It - I(1). Doing the 
same for each variable, Table (H-3) shows the final decisions regarding our time series 
properties. 
[31 Omission of RIt from the cointegration equation: 
The proposed cointegration equation has more than two variables so that we have 
case (b) and the conditions (i) and (ii) must be satisfied. From the results of Table (H-3), 
it can be noted that the real rate of interest, Rt, is stationary which, on the one hand, is 
not surprising result for the Libyan economy but, on the other hand, it cannot be 
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included in the cointegration equation for any sector since it does not satisfy the 
condition (i). Therefore, Rt is to be omitted from (H-9). 
[4] Estimation and testing of the cointegration equation: 
Noting paragraph [3] and using the results of Table (H-3), equation (H-9) can now 
be modified and estimated for each sector as follows: 
(1) Agriculture: 
The cointegration equation for the investment function in agriculture can be 
specified as follows: 
(H-13) It = ao + a1. Xt + a2. Zt + a3. Pit + a4. Vt + et 
Order of integration: 11111 
Where Zt = AWt since Wt - 1(2). Estimation of (H-13) did not give a stationary 
residual and, hence, many other attempts were made. The specification which has finally 
been estimated is as follows: 
t (H-14) It = -10.93 + 0.821 Xt + 0.903 Zt - 0.686 Pit + 0.060 V1 
(-0.154) (6.924)* (1.942)** (-1.016) (9.932)* 
Adjusted R2 =0.88 DW = 1.94 n=29 
where Vlt is the real value of oil exports using agricultural PPI deflator. The figures in 
parentheses are the t-ratios. One star (*) indicates that the coefficient is significant at 
1%, double star (**) at 5%, treble star (***) at 10% and no star indicates that it is 
insignificant at 10%. Clearly, the signs are as expected and the coefficients are 
significant except for the real selling price of capital goods. The estimation passes also 
the diagnostic tests of serial correlation, functional form, normality and 
heteroscedasticity. Most importantly, the null hypothesis (H0: Non-cointegration) 
against the alternative (H1: Cointegration exists) is tested as follows 13: 
" According to CRDW test, the critical value is 0.386 at 1% (see Engle and Granger, 
1987, Table II) while the calculated value is 1.94 so that H0 is rejected at 5%. 
" By running a regression on the form of (H-1)' without lags for the residual of (H-14), 
we have (ti =-5.21). According to EG test, the critical value at 5% is -3.37 and, 
hence, Ho is also rejected. H0 is also rejected using MacKinnon 5% critical value 
which is (- 4.93) at 28 observations and five variables 14. 
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Table (H-3) 
Order of Integration of the Variables in Investment Functions 
No. Variable Order Trend Drift 
Agriculture 
01 It 
Alt 
02 Xt 
AXt 
03 Wt 
AWt 
A2Wt 
04 pit 
Apit 
05 Vlt 
AV It 
Industry: 
06 It 
1 no no 
0 no no 
1 no yes 
0 no no 
2 no no 
1 no yes 
0 no no 
1 no no 
0 no no 
1 no no 
0 no no 
1 no no 
A 0 no no 
07 Xt 2 no no 
Axt 1 no no 
02Xt 0 no no 
08 Wt 1 no no 
ewt 0 no no 
09 pi t1 no no 
ait 0 no yes 
10 V2t 1 no no 
AV2t 0 no no 
No. Variable Order Trend Drift 
Services 
11 It 2 no no 
Alt 1 no no 
, &2It 
0 no no 
12 Xt 2 no no 
Axt 1 no no 
, &2Xt 
0 no no 
13 Wt 2 no no 
OWt 1 no no 
02Wt 0 no no 
14 pit 1 no no 
Opi t0 no no 
15 V3t 1 no no 
OV3t 0 no no 
Whole: 
16 Rt 0 no no 
17 Vt 1 no no 
OVt 0 no no 
18 Gt 1 no no 
OGt 0 no no 
Source: Produced from Table (H-2) using the procedure in Table (H-1). Note: all tests 
are carried out using 5% critical values except for OXt in agriculture. 
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" As in the previous paragraph, running the same regression but with one period lag, 
we have (t = -3.25). According to AEG tests, the critical value at 5% is -3.17 and, 
hence, HO is rejected. 'However, HO cannot be rejected when MacKinnon critical 
values are used even at 10% level of significance. The one-tail 10% critical value of 
MacKinnon, in this case, is (-4.53) at 27 observations and five variables. 
From the above tests, we consider the previous two tests and, hence, the existence 
of cointegration since there is no point of using AEG test so far as there is no serial 
correlation problem. 
(2) Industry: 
In the case of the industrial sector, the cointegration equation is modified so that it 
can be written as follows: 
(H-15) It = a0 + a1. Y2t + a2. Gt + a3. J3t + et 
where Y2t (= OXt) is the change in the real value-added in industry, J3t is the change in 
the real investment in services and G is the real total government expenditure. All of the 
variables included in (H-15) are integrated of order one. Estimation of this equation 
gives: 
(H-16) It =- 40.73 + 0.303 Y2t + 0.126 Gt + 0.142 Bt 
(-2.769)* (1.920)*** (12.53)* (2.001)*** 
Adjusted R2 =0.854 DW = 1.83 n=29 
The justification of including Bt is that as the change in real investment in services 
increases, services sector grows, it provides more services to industry and, hence, 
investment in industry is encouraged. The real total government expenditure is highly 
significant and is indicating that when government increases its (total) spending in real 
terms, investment in industry increases both directly and through increases in people's 
expectation as explained in chapter six. It is clear that the coefficients are generally 
significant with the expected signs. In addition, the regression passes the four diagnostic 
tests stated in the previous estimation. 
Concerning the test for cointegration, the calculated DF statistic is - 4.95 while EG 
and MacKinnon (5%) critical values are - 3.37 and -4.51, respectively. This means that 
the null is rejected and cointegration exists. 
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(3) Services: 
Similar to the industrial sector, the modified cointegration equation in the services 
sector is as follows: 
(H-17) J3t = ap + al. Zt + a2. Pit + a3. Y2t + et 
where Bt = A13t, Zt = 4Wt and Y2t is the change in the real value-added in industry. 
The justification of the latter is that when the industrial sector grows, its demand for 
services increases and, hence, the investment in services increases. Estimating this 
equation, we have: 
(H-18) Bt = 212.6 + 0.180 Zt - 1.932 Pit + 0.711 Y2t 
(2.765)** (3.115)* (-3.244)* (2.201)** 
Adjusted R2 =0.59 DW = 2.00 n= 29 
This estimation gives significant coefficients with expected signs. It also passes 
the four diagnostic tests used in the previous estimations. Concerning the cointegration 
testing, the calculated DF statistic is -5.21 while EG and MacKinnon (5%) critical 
values are -3.37 and -4.51, respectively. This means that the null is rejected and 
cointegration exists. 
(H. 4.2.2) Second Step of EG Procedure 
In the second step of EG procedure, we estimate an ECM according to the form of 
equation (H-8). The results of this estimation are shown for each sector in Table (H-4) 
which can be explained as follows: 
[1] Columns (1), (2) and (3) estimates ECM for agriculture, industry and services, 
respectively. Rows 1-10 represent short run adjustment terms, row 11 gives the error 
term of the cointegration equation, rows 12-14 shows adjusted R2, Durbin-Watson 
statistic, and the sample size used in the estimation, respectively, and, finally, rows 
15-18 give the diagnostic tests of serial correlation, functional form, normality, and 
heteroscedasticity, respectively. 
[2] The signs of all the coefficients are as expected and most of them are statistically 
significant. DW is sufficiently insignificant (i. e. close to 2) and adjusted R2 is over 
0.50 which, in cases of estimating with first differences, is acceptable. The 
estimation passes the indicated diagnostic tests. 
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Table (H-4) 
Estimation of ECM Investment Function by Sector 
Sector Agriculture: Dllt Industry: M Services: AJ3t 
No. (1) (2) (3) 
1 
2 
3 
4 
5 
6 
7 
Constant 1.956 (0.401) -0.319 (-0.073) 2.931 ( 0.224) 
AJ3t 0.123 ( 2.844)* 
AXt 0.602 ( 1.390) 
AY2t 0.155 ( 2.038)*** 0.477 (1.883)*** 
AZt 0.824 ( 2.927)* 0.128 ( 2.825)* 
APIt -1.314 (-2.483)** -2.909 (-2.073)** 
AV1t 0.037 (4.560)* 
8 AGt 
9 RIt -1.567 (-1.567) 
0.050 (2.220)** 
10 Dum 82.39 ( 3.441)* 
11 Et(-1) -0.705 (-3.758)* -0.642 (-3.630)* -0.904 (- 4.482)* 
12 R2(adjusted) 0.52 0.56 0.57 
13 DW 1.80 1.84 1.84 
14 n 28 28 28 
15 (A) X2 (1) 0.508 (0.476) 0.328 (0.567) 1.407 (0.236) 
16 (B) x2(1) 1.582 (0.209) 0.079 (0.779) 1.265 (0.261) 
17 (C) X2(2) 0.979 (0.613) 0.534 (0.766) 0.149 (0.928) 
18 (D) x2(1) 2.513 (0.113) 0.987 (0.320) 0.356 (0.551) 
(A) Serial correlation, (B): Functional form, (C): Normality, (D): Heteroscedasticity, 
Note: values between parentheses (columns 1-11) are t-ratios and values between 
parentheses (columns 15-18) are the probabilities that x2 is equal or greater than the 
indicated value. This probability should be over 5%. Note also: * is 1% significant, ** 
is 5% significant, *** is 10% and no star is insignificant at 10%. 
Variables are as follows: Ijt, Xjt and Wjt are, respectively, real investment, real value- 
added and real wage rate in sector j where j =1,2,3 (i. e. agriculture, industry and 
services). Jjt = Dljt, Yjt = OXjt and Zjt = OWjt (when Ijt, Xjt or Wjt are integrated of 
order 2). Pit is the sectoral real price index of capital goods using sectoral PPI 
deflator, Vt is the real value of oil exports using GDP deflator, Vjt is as Vt but using 
PPI deflator of sector j, and Gt is the real total government expenditure using GDP 
deflator. RIt is the real interest rate, Dum is a dummy variable to account for high 
increases in oil prices in 1980 (DUM =1 in 1980 and DUM =0 elsewhere). Finally, Et 
is the error correction term (i. e. the residual of the cointegration equation). 
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[3] The coefficient of the error correction term, row 11, is always highly significant and 
shows the right sign which is an indication that an ECM is a good representation of 
the sectoral investment function in Libya. 
(3)The magnitude of this coefficient, i. e. the speed of adjustment, is high which 
indicates that individuals adjust their last period disequilibrium quickly. 
(H. 5) Johansen Procedure of Cointegration 
It is widely acknowledged that Johansen procedure of cointegration is `superior' 
on EG procedure. Therefore, it may be of interest to get some comparisons between 
these two procedure using the same investment functions by sector. 
(H. 5.1) Theoretical Description 
The main problem which has been sorted out by Johansen is the determination of 
the number of cointegrating vectors (see Johansen, 1988 and Johansen and Juselius, 
1990). Johansen and Juselius (1990) consider a non-stationary autoregressive vector, 
VAR, which is integrated of order one, incorporated ECM and derived the maximum 
likelihood estimator of the cointegrating vectors and the likelihood ratio (LR) test of the 
null hypothesis that there has been (at most) an r number of cointegrating vectors. This 
hypothesis is based on eigenvalue maximisation and the trace of the so called stochastic 
matrix. The method has been illustrated using money demand data from the Danish and 
Finnish economies. In this subsection, we merely outline the main framework of this 
procedure which we shall apply next. 
Let Xt be an nxl vector of I(1) variables, then the process of Xt which makes the 
error term ct a white noise can be defined as follows 16: 
(H-19) Xt = A1Xt-1 + A2Xt-2 + A3Xt-3 + ... + ApXt-p +µ+B. Dt + £t 
where µ is an intercept vector, Ai are an nxn coefficient matrix, B is an nxs matrix of 
coefficients, Dt is an sx1 vector of 1(0) variables such as dummy variables, p is the lag 
order and £t is an nxl vector of the usual identical independent normally distributed 
disturbance terms with zero mean and constant variance. 
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According to Johansen, the intercept should be introduced only if the data are non- 
trended; see Table (H-3) above. From this equation, it is not difficult to incorporate an 
error correction mechanism, ECM, term and rewrite it as follows: 
(H-20) OXt =E I'i. OXt-i + II. Xt_p +µ+B. Dt + £t ;i =1,2,3, ... ' p-1 
where: 
(H-21) ri = -In +A1+ A2 + A3 + .... + Ai ; and, 
(H-22) II = -In +A1+ A2 + A3 + .... + An 
The non-zero nxn matrix II is the stochastic matrix we have just indicated which 
is assumed, according to Johansen, to be a singular matrix with rank equal to r. This 
means that r can be 1,2,3, ..., or n-1. The rank r is the number of the cointegrating 
vectors that can exist in the system of equations. What we are interested in now, is to 
specify the two nxr matrices called 0 and a so that: 
(H-23) a. P, = II 
Both a and ß are normalised by MFIT program so that the first element in each 
cointegrating vector is equal to -1. The matrix ß consists of r cointegrating vectors. 
Hence, for non-zero r, it has been shown by Johansen that: 
(H-24) ß' Xt = Et is stationary; 
where Et is an rxl vector of cointegrating residuals. These residuals can be graphed by 
MFIT program so that it is easy to check whether or not they are actually stationary. As 
a special case, if r=1, then Et becomes scalar and (H-24) is then corresponding, though 
not the same, to (H-4). 
The matrix a is called the adjustment matrix and measures the speed of the short 
run disequilibrium adjustments towards the long run equilibrium relationship. The 
element all in Johansen method is corresponding to the element -. t in (H-6) and (H-8) 
according to the EG method. The sign of the element all is negative when we 
normalise to make the dependent variable coefficient equal to unity and positive in the 
opposite case. This sign will be always checked to ensure that there is an ECM in the 
process. Moreover, the magnitude of al I shows us how fast the adjustment process is. 
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(H. 5.2) Application 
In this subsection, empirical application of Johansen procedure will be carried out 
on the investment function by sector. It will be assumed that the specifications of these 
functions are the same as those made in the case of EG procedure so that some 
comparison between the two procedures can be made. To do that, the number of 
cointegrating vectors, r, is determined for each investment function using the likelihood 
ratio (LR) test as in Table (H-5) and the estimated cointegrating vectors as well as the 
adjustment element, i. e. the element (al 1)17 of the adjustment matrix a in (H-23) are 
given in Table (H-6). Let us illustrate these two tables according to each sector as 
follows: 
[1] Agriculture: 
It is found that assuming one-period lag, i. e. assuming p=1 in (H-20), gives one 
cointegrating vector. The null that there is non-cointegrating vector, i. e. r=0, is rejected 
at 95% critical value and the alternative that one cointegrating vector exists is accepted. 
This is correct both when using trended or non-trended variables as in rows 1-5 of Table 
(H-5). The estimated cointegrating vectors show the expected signs and the sign of the 
estimated speed of adjustment ((xl 1) is also as expected. It is interesting to note that 
both trended and non-trended cases give very close estimates of the parameters in 
agriculture ; see columns 2 and 3 of Table (H-6). 
[2] Industry: 
Concerning the industrial sector, it is found that using one-period lag (p =1) gives 
three cointegrating vector for both trended and non-trended options; see rows 6-14 of 
Table (H-5). The null hypotheses that (r = 0, r _< 
1 and r<_ 2) are all rejected at 5% 
critical values so we accept the alternative hypothesis that (r =3) where, as stated, (r) is 
the number of the cointegrating vector. Therefore, the three cointegrating vectors of 
trended data and three for non-trended data are estimated as in columns 4-9 in Table (H- 
6) where each column shows also the speed of adjustment (al 1). It can be noted that 
only the second cointegrating vector is acceptable for both trended and non-trended 
cases, columns 5 and 8 in Table (H-6), as those vectors with wrong sign elements are 
rejected. These two vectors give the expected signs and reasonable magnitudes of the 
estimated parameters and, surprisingly, show close magnitudes. The speed of adjustment 
is 0.103 and 0.116 in both cases which are also very close. 
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Table (H-5) 
Determination of the Number of Cointegrating Vectors of the 
Investment Function by Sector 
No. Sector Hp H1 LR[E] 95% LR[T} 95% Lag n 
1 Agriculture: 
2 -Non-trended r=0r=1 44.2 34.4 95.3 76.1 1 28 
3 r: 5 1 r=2 24.9 28.1 51.1 53.1 1 28 
4 -Trended r=0 r=1 43.1 33.5 83.9 68.5 1 28 
5 r: 5 I r=2 22.6 27.1 40.8 47.2 1 28 
6 Industry: 
7 -Non-trended r=0 r =1 32.9 28.1 78.3 53.1 1 28 
8 r<_ 1 r=2 21.9 22.0 45.5 34.9 1 28 
9 r<_2 r=3 20.0 15.7 23.6 20.0 1 28 
10 r: 5 3 r=4 03.6 09.2 03.6 09.2 1 28 
11 -Trended r=0r=1 32.2 27.1 76.4 47.2 1 28 
12 r51 r=2 21.8 21.0 44.2 29.7 1 28 
13 r<_2 r=3 19.7 14.1 22.4 15.4 1 28 
14 r__53 r=4 02.7 03.8 02.7 03.8 1 28 
15 Services: 
16 -Non-trended r=0 r=1 42.5 28.1 74.8 53.1 1 28 
17 r: 5 1 r=2 21.0 19.8a 32.3 32. Oa 1 28 
18 r52 r=3 09.8 15.7 11.3 20.0 1 28 
19 -Trended r=0 r=1 42.5 27.1 74.1 47.2 1 28 
20 r51 r=2 21.0 21.0 31.6 29.7 1 28 
21 r<_2 r=3 09.8 14.0 10.6 15.4 1 28 
r: the number of cointegrating vectors, H0: the null hypothesis that there is at most r 
cointegrating vectors, Hl: the alternative hypothesis that there are r cointegrating 
vectors, LR[E]: the likelihood statistic based on maximal eigenvalues of II matrix in 
equation (H-20), LR[T]: the likelihood statistic based on trace of II, 95%: the 95% 
critical values of the corresponding statistic, Lag: the number of lags used, i. e. the value 
of (p) in (H-20), and n: the number of annual observations. 
a: at 90% rather than 95% critical values. 
"D 00 -4 CS cn . 41. w N ý O ö ä " y CD 
R 
5 
ý 
co 
ý N C ro " ,ý . -`ý ý ý-. 
C 
ý. 
i 
to 
90 
p 
O 
p N 
ý ý' O , 
r-+ 
g N C ,... 
p 
QÖ 
J O O ý. 
A 
O 
ý.. cn 
O 
ý 
'O 
P. - N 
N 
LA 
ý-" 
ý 
ý,, 
Q 
ý$ 
W C ý... ,.., 
ý 
ý 
N 
S p 
N 
""' 
00 
p 
º:. 
O 
ö 
W 
O0 
ý 
CO 
O 
LA P-+ 
O 
01 
O 
00 
-P. 
,. 
'.. 
Q 
g cn 
C 
N ý" ö 
Q 
Ü 
O 
L 
: ýj tA 
C 
4ý- 
00 
O 
W 
ý, o 
O 
00 
00 
p 
g 
O\ W 
G 
v' 
rr 
p 
N 
Výi 
ý 
ý 
ýýý??? 
A 
Q 
v 
J C i... CD 
Cn ý 
O 
O 
y 
ON 
CýJi 
r. -. 
O 
00 
O 
00 
W 
Ö 00 CD 
O 
4ý-, 
O 
4ý1, Ü W 
W 
výi 
C 
v 
4 
Ä" 
N 
ý ý 
ý-' 
ý 
00 
ý .p ý 
N 
O 
W 
W 
ý 
ý 
Q 
~O C ý... ö 
Ö 
o Ö 
I 
N 
ýO 
v I 
ºý-ý 
N 
ý 
C! ý 
C 
w 
ý+ 
g 
O 
_ 
º"+ 
N 
ý"ý 
Ö 
ý 
ý. 
CD 
ý 
O 
J 
ý 
ý ý 
i-+ 
Výi 
00 
ý 
ý 
ý 
O 
ý 
W 
ý-" 
N 
C 
ºr O 
C/ý 
ý 
O 
I 
W 
Q 
ON 
I 
ý, N 
ý 
tJi 
'C 
J 
I 
ý+ 
pÖp 
O 
W N 
416 
[3] Services: 
Similarly, in services sector, only one-period lag is needed in both trended and 
non-trended cases and two cointegrating vectors are possible in each case. These vectors 
are shown in columns 10-13 of Table (H-6). It may be noted that the second vector for 
each case should be rejected due to the wrong signs of their elements while the first 
vector is acceptable. It is also interesting to note that these two cases give also close 
magnitudes of estimates. 
To conclude, Johansen procedure confirms, in general, the EG results of the 
existence of the long run relationship between investment by sector and their 
corresponding explanatory variables and, hence, these explanatory variables can have 
policy implications concerning the behaviour of the (actual) investment in the long run. 
For Further discussion, see chapter six. 
Endnotes 
1 Granger borrowed the idea of integrated time series models from "electrical and 
hydraulic engineering" sciences; see Granger (1981, p. 123). 
2 For a certain variable (Yt), an error correction mechanism, ECM, assumes that 
individuals are making plans or having a desired level (Yt*) each period of time 
where Yt * is unobserved, but they are actually frustrated so that they cannot achieve 
that level. The change of the actual level individuals can make this year, DYt, is 
proportional to the change in this year desired level (Y*t - Y*t-1) and last year 
disequilibrium (Y*t-1 - Yt-1). Specifically: 
(Yt - Yt-1) _? . (Y*t - Y*t-1) + 9. (Y*t-1 - 
Yt-1) 
where 0<?, <1 and 0<µ. < 1; see, among others, Engle and Granger (1987) and the 
textbooks by Charemza and Deadman (1992) and Maddala (1992). Note that if ?_ 
p., then ECM converts to the so called `partial adjustment' equation as a special case. 
3 As stated by Cuthbertson et al (1992, p. 132), there are many meanings for the term 
`equilibrium' in economics. In cointegration in particular, equilibrium means "... an 
observed relationship, which has, on average, been maintained by a set of variables 
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for a long period". This definition does not imply, however, that equilibrium is an 
optimal situation in the sense of optimality introduced in chapter four. 
4 In text books, the definition of stationarity is treated clearly; a time series variable Yt 
is said to be strictly stationary if the joint and conditional probability distributions are 
unchanged over time. It is, however, a weak stationary if its mean, variance, and 
autocorrelation function are not affected by time, i. e. if the mean and variance are 
constant and the autocorrelation function is affected only by the length of the lags but 
not by time. In the case of multivariate normal distribution, both strict and weak 
stationarity are the same. Hence, throughout this study we confine ourselves to the 
weak stationarity only. For more details, see, for example, Harvey (1990, pp. 23-24), 
Maddala (1992, pp. 527-30); and, Charemza and Deadman (1992, p. 118). 
5 As another example, Pindyck and Rubinfeld (1981, p. 497) state that "If the 
characteristics of the stochastic process change over time, i. e. if the process is non- 
stationary, it will often be difficult to represent the time series over past and future 
intervals of time by a simple algebraic model ... . On the other hand, if the stochastic 
process is fixed in time, i. e. if it is stationary, then,..., it is possible to model the 
process via an equation with fixed coefficients that can be estimated from past data. " 
6 To show that, let Yt be a random walk, then its variance is VAR(Yt) = (Y2- t and its 
autocovariance is COV(Yt, Yt-k) = (t-k) 62, where 62 is a white noise variance, t is 
time; and k is the lag period. So that we can, by definition, write the autocorrelation 
function, p(k), as follows: p(k) = [COV(Yt, Yt-k)]/[VAR(Yt)] = 1-(k/t). Hence, as t 
-4 00 in the case of a large sample, p(k) --41 [note: Holden and Perman (1994, p. 51) 
takes the square root of the amount 1-k/t] 
7. See, Pesaran and Pesaran (1991, p. 120) 
8 There have been much interest in the unit root literature particularly during the 1980s. 
If a time series is random walk, then there has been two statistical and economical 
problems: the first is that the "... distribution of the least square estimate of the 
autoregressive parameter ... has a non-standard 
distribution" so that the use of the 
OLS estimation method does not make sense in this case. In addition, a problem of 
spurious estimation, as already mentioned, can possibly occur (Maddala, 1992, pp. 
581-82). The other problem stated by Maddala (1992, p. 582) among others, which is 
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an economical one, is that when there is a unit root, then any shock on the variable 
under consideration will have its permanent effect whereas this effect decreases 
overtime in the absence of the unit root. See also Perman (1991), Charemza and 
Deadman (1992). Regarding economic time series, it is well known that most of the 
economic time series are non-stationary; Maddala (1992, p. 530) and Pindyck and 
Rubinfeld (1981, p. 497). However, in the class of non-stationary time series, 
whether or not a time series is a difference stationary or trend stationary is a matter of 
discussion. Nelson and Plosser (1982) concluded that most of the economic time 
series are random walk, i. e. difference stationary, whereas Perron (1989) who allows 
for structural breaks, such as The Great Depression, thinks that the series are trend 
stationary. Concerning the Libyan economy, the unit root tests will be carried out 
within the hypothesis of Nelson and Plosser assuming that such structural breaks 
does not exist. 
9 These properties are also very helpful in cases of using Johansen procedure. 
10 It can easily be verified by taking successive backward shifts of Yt in (H-2) that the 
series Yt in this possibility constitutes linear deterministic trend. 
11 Pesaran and Pesaran (1991, p. 86) states, in the case when both DGP and the series 
are trended, that both of them constitute "linear" deterministic trend. However, taking 
backward shifts of Yt in (H-3) when p=1, it is not difficult to show that Yt 
constitute non-linear deterministic trend. 
12 EG stand for Engle and Granger test of cointegration (e. g. Gujarati, 1995 uses similar 
notation). 
13 It would be noted that testing for cointegration differs from that for the unit root. As 
mentioned by Dickey et al (1994), cointegration test deals with multivariate time 
series relationship whereas unit root test is concerned only with univariate time 
series; see also Gujarati (1995, p. 726). 
14 See MacKinnon (1991, p. 275). Unlike EG critical values, the critical values of 
MacKinnon change according to the sample size and the number of variables 
included in the regression equation and are not directly ready. MFIT provides such 
critical values at 5% but, however, it does not provide them at 10% so that we have 
calculated such critical values from MacKinnon (1991, p. 275). 
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15 AEG stand for Augmented Engle and Granger test of cointegration. 
16 For introducing the vector autoregressive, VAR, model see Sims (1980). 
17 As stated, this element al 1 is corresponding to the element µ in the case of EG 
procedure so that it measures the speed of adjustment. However, the sign of al l 
must be positive because MFIT normalises to -1 rather than to +1. 
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