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Abstract
This thesis consists of two projects on the structure of free resolutions in commutative
algebra. After developing some necessary background, we prove a structure theorem
in Chapter 3 for the defining ideals of Koszul almost complete intersections and, in
the process, give an affirmative answer for all such rings to a question of Avramov,
Conca, and Iyengar about the Betti numbers of Koszul algebras. In Chapter 4, we
study the codimension two matrix factorizations of Eisenbud and Peeva. Each matrix
factorization compactly encodes the data of a free resolution of its corresponding
matrix factorization module. By showing that each matrix factorization also encodes a
canonical system of higher homotopies on this free resolution, we are able to construct
a functor from codimension two matrix factorizations to the singularity category of the
corresponding complete intersection. This represents the first step towards reconciling
higher codimension matrix factorizations with known generalizations of a theorem of
Buchweitz and Orlov in the hypersurface case.
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This thesis concerns the structure of free resolutions over an ambient regular ring of
modules defined over rings of small deviation, specifically complete intersections and
almost complete intersections. Computing free resolutions has been a central area
of research in commutative algebra ever since Hilbert initiated the study with his
celebrated Syzygy Theorem, but even determining reasonable upper or lower bounds
on the ranks of the free modules appearing in a free resolution remains a difficult
problem for most classes of quotient rings or modules. For this reason, we will focus on
two homologically extreme cases where it is easier to obtain tractable results, namely
that of Koszul algebras and of maximal Cohen-Macaulay modules over complete
intersections.
Koszul algebras have been an active area of interest in both commutative and
noncommutative algebra since they were first introduced by Priddy in [Pri70] as a
means of unifying known constructions for the free resolutions of universal enveloping
algebras and Steenrod algebras. A standard graded algebra R over a field k is Koszul
if the ring R/R+ ∼= k has a linear free resolution over R. That is, the entries of the
matrices representing each differential in the free resolution of k over R can be taken
to be linear forms. The ground field k having a linear free resolution is an extreme
condition that forces all kinds of extraordinary homological properties on a Koszul
algebra; see [Frö99] for a nice survey. In the case where R is a commutative Koszul
algebra and we present it as R ∼= S/I for some standard graded polynomial ring S,
this behavior also influences the minimal free resolution of R over S; see §2.3.
Although we will restrict our attention solely to the commutative case, this does
not limit the scope of our results much. Many rings arising from algebraic geometry
are Koszul, including the coordinate rings of Grassmannians [Kem90], sets of r ≤ 2n
points in general position in Pn [Kem92], and canonical embeddings of smooth curves
under mild restrictions [Pol95], as well as all suitably high Veronese subrings of any
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standard graded algebra [Bac86]. It is also an open problem to determine classes of
toric rings that are Koszul. However, the simplest examples of Koszul algebras, due
to Fröberg [Frö75], are quotients by quadratic monomial ideals, and a recent guiding
heuristic in the study of Koszul algebras has been that any reasonable property of
algebras defined by quadratic monomial ideals should also hold for Koszul algebras
in general; for example, see [ACI10], [Con14], [ACI15]. Among such properties, con-
sidering the Taylor resolution for an algebra defined by a quadratic monomial ideal
leads to the following question about the Betti numbers of a Koszul algebra.
Question 1.1 ([ACI10, 6.5]). If R is Koszul and I is minimally generated by g






In particular, is pdS R ≤ g?
Aside from the cases when g ≤ 3 [BHI17, 4.5] and when R is LG-quadratic (see
§2.3), little is known about the above question. Attempting to answer this question
led to the results of [Mas18b] that we present in Chapter 3, where we give an affirma-
tive answer for Koszul almost complete intersections with any number of generators.
Recall that R or I is called an almost complete intersection if I is minimally gen-
erated by ht I + 1 elements. The motivation for studying Koszul almost complete
intersections comes from the fact that the above question is easily seen to have an
affirmative answer when I is a complete intersection or has height one so that the
interesting case for Koszul algebras defined by three quadrics is precisely when I is
an almost complete intersection.
At another extreme, matrix factorizations were invented by Eisenbud in [Eis80]
as a means of compactly describing the minimal free resolutions of stable maximal
Cohen-Macaulay modules over a local or graded hypersurface ring. In the past decade,
matrix factorizations have taken on a greater significance in the physics of B-branes
on a Landau-Ginzburg model. More specifically, for a Landau-Ginzberg model whose
target space is a smooth affine variety X over C with superpotential W : X → C,
Kapustin and Li [KL03] argued that the category of B-branes with critical value λ ∈ C
should be given by matrix factorizations of W−λ up to a suitable notion of homotopy.
It was subsequently shown by Orlov [Orl04] that the homotopy category of matrix
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factorizations of W − λ is equivalent to the triangulated category of singularities
Dsg(Xλ) on the fiber Xλ of W . The latter category is just the Verdier quotient of
the bounded derived category of coherent sheaves on Xλ by the thick subcategory
of perfect complexes. Singularity categories were introduced in the case of rings by
Buchweitz, who first realized the connection with matrix factorizations in [Buc86],
and they were later rediscovered by Orlov in the algebro-geometric setting. From a
physical point of view, Orlov’s result is interesting because it suggests using singularity
categories as a potential definition for B-branes on nonaffine varieties as well. When
Xλ is regular, it is known that the singularity category is trivial; every bounded
complex of coherent sheaves is locally quasi-isomorphic to a bounded complex of
locally free sheaves of finite rank. Consequently, the singularity category can be
viewed as a measure of how bad the singularities of Xλ are.
In [EP16], Eisenbud and Peeva identify a particularly nice class of modules over
local or graded complete intersection rings and construct the minimal free resolutions
of such modules by defining matrix factorizations of arbitrary codimension. The
results in Chapter 4 represent work towards reconciling this new notion of matrix
factorization with known generalizations of the Buchweitz-Orlov theorem to higher




2.1 Free Resolutions and Betti Numbers
In this section, we briefly review some general background on free resolutions that
we will use frequently in the following chapters. For all other concepts and results
from commutative algebra not discussed here, we refer the reader to [Mat89], [Eis95],
and [BH93].
Definition 2.1. A free resolution of a module M over a ring R is a complex F• of free
R-modules such that Fi = 0 for all i < 0 together with an R-linear map ε : F0 → M
such that the following sequence is exact.




We will be particularly interested in free resolutions of graded modules over stan-
dard graded algebras. Given a field k, we say that R is a standard graded k-algebra
if R =
⊕∞
i=0Ri is a graded ring generated over R0 = k by finitely many elements
of R1. In this case, we denote the irrelevant maximal ideal by R+ =
⊕
i>0Ri. In
particular, by a standard graded polynomial ring S, we mean a polynomial ring in
finitely variables over k with its standard Z-grading by total degree. Clearly, any
standard graded k-algebra can be presented as R ∼= S/I for some standard graded
polynomial ring S and graded ideal I ⊆ S. We say that a free resolution of a graded
R-module is graded if it consists of graded free modules and homomorphisms.
In general, the free resolution of a module is far from unique. However, when M
is a finitely generated graded module over a standard graded k-algebra R, there is a
unique up to isomorphism “smallest” graded free resolution called the minimal free
resolution of M . A graded free resolution of M is called minimal if ∂i(Fi) ⊆ R+Fi−1
for all i and ε maps a basis for F0 onto a minimal set of generators for M . If we
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represent the differentials ∂i in the resolution as matrices, the first of these conditions
can be interpreted as saying that the entries of these matrices are all homogeneous
forms of positive degree.
In practice, we construct a free resolution of M by first mapping a graded free
module onto M via a map ε : F0 → M sending a basis for F0 to a minimal set of
homogeneous generators for M . The kernel of this map is called the module of first
syzygies of M and denoted by SyzR1 (M). We then choose a graded free module F1
mapping minimally onto SyzR1 (M). Iterating this process, we can define the modules
SyzRi (M) of syzygies of M for all i > 0 and build the minimal free resolution for M . It
is possible that SyzRr (M) itself will be a free R-module for some r, in which case Fi = 0
for all i > r so that the resolution has finitely many nonzero terms. In that case, the
smallest integer r such that SyzRr (M) is free is called the projective dimension of M ,
and we write pdRM = r to mean that M has projective dimension r. If we resolve
any module M over a standard graded polynomial ring S in n variables, Hilbert’s
Syzygy Theorem guarantees pdSM ≤ n.
There are three types of well-studied free resolutions that will play an important
role in the subsequent chapters. We discuss the first two of these below and the third
in the next section.
Definition 2.2. The Koszul complex of a sequence of elements f = f1, . . . , fn in S is







where eJ = ej1 ∧ · · · ∧ eji for each subset J = {j1, . . . , ji} ⊆ {1, . . . , n} with j1 < j2 <
· · · < ji and e1, . . . , en denotes the standard basis for Sn.
Proposition 2.3 ([BH93, 1.6.14]). If f = f1, . . . , fn is a regular sequence on a ring
S, then K•(f) is a free resolution of R = S/(f).
In particular, when f is a regular sequence of homogeneous forms of positive de-
gree in a standard graded polynomial ring, we note that K•(f) is the minimal free
resolution of R = S/(f).
Next, we give a version of the Hilbert-Burch theorem as it applies to standard
graded algebra; see [BH93, 1.4.17] for the general statement.
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Theorem 2.4 (Hilbert-Burch). Let I be a Cohen-Macaulay height two graded ideal
in a polynomial ring S over a field. Then R = S/I has a minimal free resolution of
the form
0 −→ Sn ϕ−→ Sn+1 −→ S −→ R −→ 0
and I = In(ϕ) is the ideal generated by the n-minors of any matrix representing ϕ.
Conversely, a graded S-linear map ϕ : Sn → Sn+1 with ht In(ϕ) ≥ 2 determines a
free resolution of R = S/In(ϕ) as above.
Since S is Noetherian, the syzygy modules of a finitely generated module M are
also finitely generated, and so, each free module in the minimal free resolution F• of





for some numbers βi,j ≥ 0, where S(−j) denotes the free S-module generated in
degree j. The numbers βSi,j(M) are invariants of M called the graded Betti numbers
of M . Equivalently, since F• is the minimal free resolution of M , tensoring with the
S-module k ∼= S/S+ yields TorSi (k,M) ∼= k⊗SFi so that βSi,j(M) = dimk TorSi (k,M)j.





Example 2.5 (The Twisted Cubic). The ideal I = (yw − z2, xw − yz, xz − y2) is
the defining ideal in S = k[x, y, z, w] of the image of the map ν : P1 → P3 sending
ν([s : t]) = [s3 : s2t : st2 : t3]. The coordinate ring R = S/I is easily checked to have
a Hilbert-Burch resolution




 ∂1 = (yw − z2 xw − yz xz − y2)
from which we can read off the graded Betti numbers of R. This information is usually
organized into a table, called the Betti table of R, where the entry in column i and
row j is βSi,i+j(R) and zero entries are represented by “−” for readability. The Betti
table of the twisted cubic is
6
0 1 2
0 1 – –
1 – 3 2
Definition 2.6. Given a standard graded k-algebra R and a finitely generated graded
R-module M , the regularity of M over R is
regR(M) = sup{j | βRi,i+j(M) 6= 0 for some i}
Over a standard graded polynomial ring S, the regularity of M agrees with the
usual Castelnuovo-Mumford regularity of M defined in terms of local cohomology;
in this context, we drop the subscript from the notation and simply write reg(M).
Together, the regularity and projective dimension of a module (generated in degree
zero) determine the height and width respectively of the largest rectangle in the Betti
table of M containing nonzero entries in every row and column. For example, the
coordinate ring R of the twisted cubic from the above example has reg(R) = 1 and
pdS R = 2.
Another important invariant of a finitely generated graded S-module M is its
Hilbert function H(M, i) = dimkMi. The generating series of the Hilbert function is




H(M, i)ti ∈ Z[[t]][t−1]
called the Hilbert series of M .
Theorem 2.7 (Hilbert-Serre, [BH93, 4.1.8]). Let S be a standard graded polynomial
ring over a field. For any nonzero finitely generated graded S-module M , there is a




The Laurent polynomial hM of the preceding theorem is called the h-polynomial of
M and is closely related to the Hilbert polynomial of M . In particular, the quantity
hM(1) is an invariant called the multiplicity of M and is denoted by e(M). On
the other hand, since the minimal free resolution of M over S breaks up into exact
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sequences of k-vector spaces of bounded length along its graded components and












And so, we can compute the Hilbert series and h-polynomial of M from its minimal
free resolution.
We record the following observation for later use.
Remark 2.8. If q is a homogeneous nonzerodivisor of degree d > 0 on an S-module
M , then we have an exact sequence 0 → M(−d) q→ M → M/qM → 0 of graded
S-modules which yields an equality of Hilbert series HM/qM(t) = (1 − td)HM(t).
Applying the Hilbert-Serre Theorem, we see that hM/qM(t) = (1+ t+ · · ·+ td−1)hM(t)
so that e(M/qM) = de(M).
2.2 Monomial Ideals
In this section, we discuss some results related to monomial ideals that provide the
background motivation for Question 1.1. An ideal I in a polynomial ring S over a
field is a monomial ideal if it can be generated by monomials. Every such ideal has
a unique minimal set of monomial generators with respect to divisibility.
Definition 2.9. Let I ⊆ S be a monomial ideal having minimal monomial generators








where mJ = lcm(mj | j ∈ J) for each subset J ⊆ {1, . . . , g}.
Although very similar to the Koszul complex of the monomials m1, . . . ,mg, the
Taylor complex has the advantage of being a free resolution of the quotient R = S/I
for any monomial ideal I [MS05, §6.1], even if I not generated by a regular sequence.
In general, the Taylor resolution of R is not minimal. Nonetheless, the minimal free
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resolution of R will be a direct summand of the Taylor resolution, so the ranks of free
modules in the Taylor resolution provide an upper bound on the Betti numbers of R,






Example 2.10. For I = (x2, xy, y2) in S = k[x, y], the Taylor resolution of R is









 ∂1 = (x2 xy y2)
The above free resolution is clearly not minimal because ∂3 contains a unit entry.
The minimal free resolution of R is the Hilbert-Burch resolution determined by the
submatrix of ∂2 consisting of the first two columns.
A monomial order on a polynomial ring S is a total order < on the set of all
monomials in S such that u ≥ 1 and u > v implies uw > vw for all monomials u, v,
and w. Monomial orders allow us to relate general ideals of S to simpler monomial
ideals via initial ideals.
Definition 2.11. Given a fixed monomial order < on S, the initial monomial of
a nonzero polynomial f ∈ S is the largest monomial in<(f) appearing in f with
a nonzero coefficient. The initial ideal of an ideal I ⊆ S is the monomial ideal
in<(I) = (in<(f) | f ∈ I).
In general, the initial monomials of a set of generators for I do not generate in<(I).
A finite set of polynomials in I whose initial monomials do generate in<(I) is called a
Gröbner basis for I with respect to <. We will be primarily interested in the following
phenomenon related to initials ideals, known as upper semicontinuity. In particular,
by taking I = 0 and I1 = S+, this gives a bound on the Betti numbers of S/I2 in
terms of the Betti numbers of S/ in<(I2).
Theorem 2.12 (Upper Semicontinuity, [BC03, 3.13]). Suppose I, I1, and I2 are
graded ideals in a standard graded polynomial ring S over a field k such that I ⊆ I1
and I ⊆ I2. If < is any monomial order on S, then for all i, j we have
dimk Tor
S/I
i (S/I1, S/I2)j ≤ dimk Tor
S/ in<(I)
i (S/ in<(I1), S/ in<(I2))j
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2.3 Koszul Algebras and Their Betti Tables
Definition 2.13. Let k be a field. A standard graded k-algebra R is a Koszul algebra
if R/R+ ∼= k has a linear free resolution over R. That is, βRi,j(k) = 0 for all i and
j 6= i.
In the following discussion, we fix a presentation R = S/I for R with S a standard
graded polynomial ring. Such a presentation is said to be nondegenerate if the ideal
I does not contain any nonzero linear forms. Since it is possible to reduce to a
nondegenerate presentation by quotienting by a regular sequence of linear forms, we
will always assume the chosen presentation is nondegenerate. Under this assumption,
we have the following well-known fact about the defining ideal of a Koszul algebra.
Proposition 2.14. If R = S/I is a Koszul algebra, then I is generated by quadrics.
Proof. Let f ∈ I be a homogeneous form, which necessarily has degree d ≥ 2 since we
assume that I is nondegenerate. If S = k[x1, . . . , xn], we can write f =
∑n
i=1 xifi for
some homogeneous fi ∈ S of degree d− 1. Then the image of (f1, . . . , fn) in R(−1)n
is a first syzygy in the minimal graded free resolution of k over R. Since R is Koszul,

















where `ij, hj, and gij are forms of degrees one, d− 2, and d− 1 respectively such that
gij ∈ I for all i, j and the image of (`1j, . . . , `nj) in R(−1)n is a first syzygy of k for
















i=1 xigij ∈ IS+ and
∑n
i=1 xi`ij ∈ I for all j, we see that f ∈ IS+ if d > 2.
Hence, any nonzero minimal generator of I must have degree two.
The simplest example of a Koszul algebra is the polynomial ring S itself since the
Koszul complex on the variables of S provides the minimal free resolution of k in this
case. In addition, we already noted in the introduction that every quadratic monomial
ideal defines a Koszul algebra. More generally, we have the following definitions.
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Definition 2.15. We say that R or I is G-quadratic if, after a suitable linear change
of coordinates ϕ : S → S, the ideal ϕ(I) has a Gröbner basis consisting of quadrics.
We also say that R or I is LG-quadratic if R is a quotient of a G-quadratic algebra
A by an A-sequence of linear forms.
Every G-quadratic algebra is Koszul by upper semicontinuity of the Betti numbers;




i,j (k) for all i, j,
and we know that every quotient by a quadratic monomial ideal is Koszul. It then
follows from Proposition 2.20 below that every LG-quadratic algebra is also Koszul.
In particular, we have the following proposition due to Caviglia.
Proposition 2.16. Every complete intersection generated by quadrics is LG-quadratic.
Proof. If R = S/(q1, . . . , qg) where q1, . . . , qg is a regular sequence of quadrics, we can
take A = S[y1, . . . , yg]/(y
2
1 + q1, . . . , y
2
g + qg) so that A/(y1, . . . , yg)
∼= R. By choosing
a monomial order in which the yi are greater than every monomial in the variables
of S, it follows from [Eis95, 15.15] that A is G-quadratic and that the y2i + qi form a
regular sequence so that htA(y1, . . . , yg) = dimA − dimR = dimS − dimR = g and
y1, . . . , yg is an A-sequence.
In summary, we have the following implications.
G-quadratic LG-quadratic Koszul
Quadratic CI’s
Each of the above implications is strict. Clearly, any quadratic monomial ideal
which is not a complete intersection, such as (xy, xz, xw) ⊆ k[x, y, z, w], is LG-
quadratic. In [Con14, 1.14], it is observed that (x2 + yz, y2 + xz, z2 + xy) ⊆ Q[x, y, z]
is an Artinian quadratic complete intersection which cannot be G-quadratic since it
does not contain the square of a linear form. We will see an example of a Koszul
algebra which is not LG-quadratic below.
Remark 2.17. If R = S/I is G-quadratic and J is a quadratic initial ideal of I,
then βS1 (R) = β
S
1 (S/J) since I is generated by quadrics and R and S/J have the





for all i by upper
semicontinuity of the Betti numbers and the Taylor resolution for S/J . Since killing
a regular sequence of linear forms does not affect the Betti numbers of R, it follows
that Question 1.1 holds for every LG-quadratic algebra.
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As we have already pointed out in the the introduction, quadratic monomial ideals
serve as a useful benchmark in the study of Koszul algebras. In particular, we note
that the square-free quadratic monomial ideals are precisely edge ideals. If G is
a graph with vertex set [n] = {1, . . . , n}, the edge ideal of G is the ideal of the
polynomial ring S = k[x1, . . . , xn] defined by IG = (xixj | ij ∈ E(G)). We note that
every quadratic monomial ideal can be obtained as the image of an edge ideal modulo
a regular sequence of linear forms via polarization [BH93, 4.2.16], and hence, studying
the Betti tables of all quadratic monomial ideals with g generators is equivalent to
studying the Betti tables of edge ideals of graphs with g edges, which are reasonably
simple to enumerate in practice for small values of g.
In fact, a byproduct of the proof in [BHI17] that every Koszul algebra defined by
g ≤ 3 quadrics satisfies Question 1.1 is that every such algebra has the Betti table of
some edge ideal. This suggests taking the Betti tables of edge ideals as our guide for
exploring possible patterns in Betti tables of Koszul algebras with more generators.
One can then easily compute that, for various values of g, there are only two possible
Betti tables for almost complete intersection edge ideals with g generators, one with
a single linear syzygy and another with two. We will prove that this pattern holds
more generally for all Koszul almost complete intersections in Chapter 3. However,
the following example shows that the mantra that Koszul algebras are similar to
quotients by quadratic monomial ideals must be taken with a grain of salt.
Example 2.18 ([Con14, 3.8]). The ring
R = k[x, y, z, w]/(xy, xw, (x− y)z, z2, x2 + zw)
is Koszul by a filtration argument. The minimal free resolution of R over S =
k[x, y, z, w] can be computed via iterated mapping cones using the fact that ((xy, xw, z2) :
(x− y)z) = (xy, xw, z) and ((xy, xw, z2, (x− y)z) : x2 + zw) = (xw, y, z). This yields
the following Betti table for R.
0 1 2 3 4
0 1 – – – –
1 – 5 4 – –
2 – – 4 6 2
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From the above Betti table, we see that the Hilbert series of R is
HR(t) =
1 + 2t− 2t2 − 2t3 + 2t4
(1− t)2
If R were LG-quadratic, then the numerator of the Hilbert series must be the h-
polynomial of a 5-generated edge ideal, since killing a regular sequence of linear forms
and passing to a quadratic initial ideal do not change either the h-polynomial or the
minimal number of generators of the defining ideal. As noted above, we can easily
compute that the h-polynomial of R does not belong to any 5-generated edge ideal.
Hence, R is not LG-quadratic, and in particular, the Betti table of R is not the Betti
table of any edge ideal. This points to unexpected complications in trying to answer
Question 1.1 for Koszul algebras defined by g ≥ 5 quadrics.
Remark 2.19. We can compute the Betti tables of 5-generated edge ideals in the
above example over a field of any characteristic by a result of Katzman, [Kat06, 4.1].
However, Katzman also shows that the Betti tables of edge ideals do depend on the
characteristic of the ground field in general.
In the remainder of this section, we collect a few results about Koszul algebras that
will be useful in the sequel. The first of these results states how the Koszul property
can be passed to and from quotient rings.
Proposition 2.20 ([CDR13, §3.1, 2]). Let S be a standard graded k-algebra and R
be a quotient ring of S.
(a) If S is Koszul and regS(R) ≤ 1, then R is Koszul.
(b) If R is Koszul and regS(R) is finite, then S is Koszul.
Compared with general quadratic algebras, the Betti tables of Koszul algebras are
much more restricted. The following result, discovered in [Bac88] and [Kem90, 4],
says that the Betti tables of Koszul algebras have nonzero entries only on or above
the diagonal; see [Con14, 2.10] for an easier argument using regularity.
Lemma 2.21. If R = S/I is a Koszul algebra, then βSi,j(R) = 0 for all i and j > 2i.
In addition, the extremal portions of the Betti table of a Koszul algebra R, namely
the diagonal entries and the linear strand of I, satisfy bounds similar to those in
Question 1.1.
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Proposition 2.22 ([BHI17, 3.4, 4.2]). Suppose that R = S/I is Koszul and that I is






for 2 ≤ i ≤ g, and if equality holds for i = 2, then I has height






for 2 ≤ i ≤ g, and if equality holds for some i, then I is a
complete intersection.
Corollary 2.23. If R = S/I is a Koszul algebra which is not a complete intersection,
then I has a linear syzygy.
Proof. Suppose that I is minimally generated by q1, . . . , qg. If the Koszul syzygies
on the qi are all minimal generators of Syz
S








preceding proposition. Hence, some k-linear combination of the Koszul syzygies is
not minimal, and therefore, it is an S-linear combination of linear syzygies.
Lastly, we will need a fact about the syzygies of a Koszul algebra which will be
clear to experts, but for completeness, we give a quick proof. The proof relies on
the product structure on TorS∗ (R, k). We briefly recall how this product is defined
and refer the reader to [Avr98] for further details. To simplify notation, all tensor
products below are over S.
If F• denotes the minimal free resolution of R over S, we have the Künneth map
TorSi (R, k)⊗ TorSj (R, k) = Hi(F• ⊗ k)⊗Hj(F• ⊗ k)
κ−→ Hi+j((F• ⊗ k)⊗ (F• ⊗ k))
sending cls(v)⊗cls(w) 7→ cls(v⊗w). Denoting by µk : k⊗k → k and µR : R⊗R→ R
the respective product maps, we have a chain map µF : F•⊗F• → F• lifting µR. The
product structure on TorS∗ (R, k) is the composition of the Künneth map with the map
induced on homology by the chain map
F• ⊗ k ⊗ F• ⊗ k ∼= F• ⊗ F• ⊗ k ⊗ k
µF⊗µk−→ F• ⊗ k
Proposition 2.24. If R = S/I is a Koszul algebra, then SyzS1 (I) is minimally gen-
erated by linear syzygies and Koszul syzygies.
Proof. By Lemma 2.21, we know that SyzS1 (I) is minimally generated by linear and
quadratic syzygies. We may assume that βS2,4(R) 6= 0 or else the conclusion holds
14




so it suffices to note that the products of the generators of TorS1 (R, k)2 correspond
to the Koszul syzygies on a minimal set of generators q1, . . . , qg for I. If e1, . . . , eg
denotes the standard basis of S(−2)g = F1 such that ∂(ei) = qi for each i, we can
choose µF so that µF (ei ⊗ 1) = µF (1 ⊗ ei) = ei for all i. Since the ei ⊗ 1 span
TorS1 (R, k)2, it follows that the µ
F (ei ⊗ ej) ⊗ 1 span TorS2 (R, k)4. As µF is a chain
map, we see that
∂(µF (ei ⊗ ej)) = µF (∂(ei ⊗ ej)) = µF (qi ⊗ ej − ei ⊗ qj) = qiej − qjei
so that µF (ei⊗ ej) corresponds to a Koszul syzygy in SyzS1 (I) as wanted. Hence, the
Koszul syzygies together with multiples of the linear syzygies must span SyzS1 (I)4,
and the proposition easily follows.
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Chapter 3
Koszul Almost Complete Intersections
Throughout this chapter, we let k be a field, S be a standard graded polynomial
ring over k, I ⊆ S be an ideal generated by quadrics with ht I = g, and R = S/I.
Recall that R or I is called an almost complete intersection (or ACI for short) if I
is minimally generated by g + 1 elements. The primary aim of this chapter is to
prove the following structure theorem for almost complete intersections which are
also Koszul algebras. In the process, this provides an affirmative answer to Question
1.1 for all such rings.
Theorem 3.1. Let R = S/I be a Koszul almost complete intersection with I mini-
mally generated by g + 1 quadrics for some g ≥ 1. Then βS2,3(R) ≤ 2, and:
(a) If βS2,3(R) = 1, then I = (xz, zw, q3, . . . , qg+1) for some linear forms x, z, and
w and some regular sequence of quadrics q3, . . . , qg+1 on S/(xz, zw).
(b) If βS2,3(R) = 2, then I = I2(M) + (q4, . . . , qg+1) for some 3× 2 matrix of linear
forms M with ht I2(M) = 2 and some regular sequence of quadrics q4, . . . , qg+1
on S/I2(M).
An immediate consequence of the above theorem is that the Betti table of a Koszul
almost complete intersection is completely determined by the number of linear syzy-
gies β2,3 on the defining ideal I. To make the proof more tractable, we will study
each case individually in the following sections. In §3.1 and §3.2 we prove parts (a)
and (b) respectively of the above theorem. Our result in §3.3 that a quadratic almost
complete intersection has at most two linear second syzygies then completes the proof
of the structure theorem, and in §3.4, we deduce the surprising consequence that all
Koszul almost complete intersections are LG-quadratic.
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3.1 The β2,3 = 1 Case
Theorem 3.2. Let R = S/I be a Koszul algebra with βS2,3(R) = 1. Then there are in-
dependent linear forms x and w and a linear form z such that I = (xz, zw, q3, . . . , qg+1)
for some regular sequence of quadrics q3, . . . , qg+1 on S/(xz, zw), and conversely, ev-
ery ideal of this form defines a Koszul algebra with βS2,3(R) = 1. Hence, R is an
almost complete intersection with e(R) = 2g−1 and Betti table
0 1 2 3 · · · g − 1 g g + 1
0 1 – – – – – –
1 – g + 1 1 – – – –











. . . . . .










g – – – – 2 1



















Proof. Since I has a linear syzygy, it is not a complete intersection. In particular,
we can write I = (q1, . . . , qg+1) for some linear independent quadrics qi with g ≥ 1.
Let U = SyzS1 (I), W ⊆ U4 denote the k-span of the Koszul syzygies on the qi, and






so that Proposition 2.22 implies I is a complete intersection, which
is a contradiction. Hence, there is a linear form z such that z` ∈ W is nonzero.
Write z` =
∑
1≤i<j≤g+1 ai,j(qjei − qiej) for some ai,j ∈ k, where e1, . . . , eg+1 denotes
the standard basis of S(−2)g+1. After suitably relabeling the qi and rescaling the
equality, we may assume that a1,2 = 1. Reading off the first two coordinates of the
preceding equality then gives z`1 = q2 +
∑g+1
j=3 a1,jqj and z`2 = −q1 +
∑g+1
j=3 a2,jqj.
Using these equalities, we can replace q1 and q2 with z`2 and z`1 as generators of I
and assume that q1 = xz and q2 = zw for some linear forms x, z, and w. Note that
x and w must be independent since the qi are.
After making this change, we have ` = (w,−x, 0, . . . , 0) is the unique linear syzygy
on the qi, and (q2,−q1, 0, . . . , 0) = z`. Let W ′ ⊆ U4 denote the k-span of the Koszul
syzygies other than (q2,−q1, 0, . . . , 0). If W ′ ∩ S+U 6= 0, then there is a linear form v
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for some bi,j ∈ k. Since bi,j 6= 0 for some j ≥ 3, reading off the j-th coordinate
of the above equality yields a linear dependence relation on the qi, which is a con-
tradiction. Hence, we must have W ′ ∩ S+U = 0 so that all of the Koszul syzygies






− 1 and βR2,j(S) = 0 for j > 4 by Lemma 2.21, it follows that
U = SyzS1 (I) is minimally generated by all the Koszul syzygies on the qi, except
(q2,−q1, 0, . . . , 0), together with the linear syzygy `.
If fg+1 ∈ ((xz, zw, q3, . . . , qg) : qg+1), then we can write fg+1qg+1 = −
∑g
i=1 fiqi for
some fi ∈ S so that (f1, . . . , fg+1) ∈ U . It follows from the preceding paragraph
that fg+1 ∈ (xz, zw, q3, . . . , qg) so that qg+1 is regular on R′ = S/(xz, zw, q3, . . . , qg).
As regR′ R = 1, it follows from Corollary 2.20 that R
′ is also Koszul. Moreover,
because we can obtain the resolution of R over S by taking the mapping cone of
multiplication by qg+1 on the resolution of R
′ over S, it follows that βS2,3(R
′) = 1
and that (w,−x, 0, . . . , 0) is the unique linear syzygy on xz, zw, q3, . . . , qg. Hence,
induction on g implies that q3, . . . , qg+1 is a regular sequence on S/(xz, zw). Con-
versely, if I = (xz, zw, q3, . . . , qg+1) for some regular sequence of quadrics q3, . . . , qg+1
on S/(xz, zw), it also follows from Corollary 2.20 that R = S/I is Koszul since
S/(xz, zw) is Koszul.
From the preceding paragraph, we see that ht I = ht(xz, zw) + g − 1 = g so that
I is an almost complete intersection. If F• denotes the minimal free resolution of
S/(xz, zw) over S, we obtain the minimal resolution of R by repeatedly taking the
mapping cone of multiplication by qi+1 on the resolution of S/(xz, zw, q3, . . . , qi).
Since taking the mapping cone of multiplication by qi+1 is the same as tensoring with
the Koszul complex on qi+1, we see that F• ⊗S K•(q3, . . . , qg+1) is the minimal free





























Similarly, we note that the multiplicity of S/(xz, zw, q3, . . . , qi+1) is twice the multi-
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plicity of S/(xz, zw, q3, . . . , qi), and so, since e(S/(xz, zw)) = 1, we see that e(R) =
2g−1.
Remark 3.3. In the statement of the above theorem, we can choose x and w so
that zw, q3, . . . , qg+1 is a maximal S-regular sequence contained in I. Indeed, since
q3, . . . , qg+1 is a regular sequence on S/(xz, zw), we know that q3, . . . , qg+1 is a regular
sequence on S by Auslander’s Zerodivisor Theorem, which is a consequence of the
Peskine-Szpiro Intersection Theorem for arbitrary Noetherian local rings and follows
from results of Serre in the regular case; see [PS73, II.0]. Each associated prime of
(q3, . . . , qg+1) cannot contain both xz and zw, otherwise we would have ht I ≤ g − 1
since the former ideal is unmixed. If either of xz or zw is not contained in every
associated prime of (q3, . . . , qg+1), we are done after possibly switching the roles of x
and w. Otherwise, if xz and zw are both contained in different associated primes of
(q3, . . . , qg+1), then we can replace w with w + x.
3.2 The β2,3 = 2 Case
Theorem 3.4. Let R = S/I be a Koszul almost complete intersection with βS2,3(R) =
2. Then there is a 3 × 2 matrix of linear forms M with ht I2(M) = 2 such that I =
I2(M) + (q4, . . . , qg+1) for some regular sequence of quadrics q4, . . . , qg+1 on S/I2(M),
and conversely, every ideal of this form defines a Koszul almost complete intersection
with βS2,3(R) = 2. Hence, R has multiplicity e(R) = 3 · 2g−2 and Betti table
0 1 2 3 · · · g − 2 g − 1 g
0 1 – – – – – –
1 – g + 1 2 – – – –

















. . . . . .
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for i ≥ 2 so






Proof. Since I has a linear syzygy, it is not a complete intersection. In particular, we
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can write I = (q1, . . . , qg+1) for some linear independent quadrics qi with g ≥ 1. In
fact, we must have g ≥ 2 since it is easily seen that a 2-generated graded ideal cannot
have two independent linear syzygies. Let U = SyzS1 (I), W ⊆ U4 denote the k-span
of the Koszul syzygies on the qi, and `, h ∈ U denote independent linear syzygies.
Arguing as in the proof of the previous theorem, we see there are linear forms z and
v such that z` + vh ∈ W is nonzero. Write z` + vh =
∑
1≤i<j≤g+1 ai,j(qjei − qiej)
for some ai,j ∈ k, , where e1, . . . , eg+1 denotes the standard basis of S(−2)g+1. After
suitably relabeling the qi and rescaling the equality, we may assume that a1,2 = 1.
Reading off the coordinates of the preceding equality then gives














ap,iqi (p ≥ 3)
Using the above equalities, we can replace q1 and q2 with q̃1 and q̃2 as generators for
I. As a result, we must also replace ` with ˜̀ = (`1, `2, `3 − a1,3`2 + a2,3`1, . . . , `g+1 −




`jqj = `1q̃1 + `2q̃2 +
g+1∑
j=3
(`j − a1,j`2 + a2,j`1)qj
Similarly, h must be replaced with the linear syzygy h̃ defined as above. It is easily
seen that ˜̀ and h̃ must also be independent linear syzygies. Finally, setting bi,j =
ai,j + a1,ja2,i − a1,ia2,j for 3 ≤ i < j ≤ g + 1, we claim that




By definition of q̃1 and q̃2, it suffices to check equality in the p-th coordinate for p ≥ 3.
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Using the above equalities, we see that

















(ai,p + a1,pa2,i − a2,pa1,i)qi +
∑
i>p








as required. Hence, after replacing q1 and q2 as above, we may assume that q1 =
−(z`2 + vh2), q2 = z`1 + vh1, and a1,j = a2,j = 0 for all j ≥ 3.
If ai,j 6= 0 for some 3 ≤ i < j ≤ g + 1, then after relabeling the qi we may assume
that a3,4 6= 0. Since a1,j = a2,j = 0 for all j ≥ 3, arguing as in the preceding
paragraph shows that we can replace q3 and q4 with −(z`4 + vh4) and z`3 + vh3
respectively so that I ⊆ (z, v, q5, . . . , qg+1) has height at most g− 1 by Krull’s Height
Theorem, contradicting that I is an almost complete intersection. Therefore, ai,j = 0
for 3 ≤ i < j ≤ g + 1, and we see that (q2,−q1, 0, . . . , 0) = z` + vh for some linear
forms z and v.
Suppose first that z and v are independent linear forms. Then z`i+vhi = 0 for i > 2
implies that (`i, hi) = ai(v,−z) for some ai ∈ k so that ` = (`1, `2, a3v, . . . , ag+1v) and
h = (h1, h2,−a3z, . . . ,−ag+1z). If ai = 0 for all i, then we would have two independent
linear syzygies on q1 and q2, which we have already noted is impossible above. Hence,
after relabeling, we may assume that a3 6= 0. Replacing q3 with a3q3 + · · ·+ ag+1qg+1,
we may assume that ` = (`1, `2, v, 0, . . . , 0) and h = (h1, h2,−z, 0, . . . , 0). Therefore,
we have q1 = −(z`2 + vh2) and q2 = z`1 + vh1, and furthermore, zq3 = h1q1 + h2q2 =






Suppose now that v = cz for some c ∈ k. Then after replacing ` with ` + ch,
we may assume that (q2,−q1, 0, . . . , 0) = z` so that q1 = −z`2, q2 = z`1, and ` =
(`1, `2, 0, . . . , 0). Note that `1 and `2 must be independent linear forms or else q1
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and q2 would not be independent. On the other hand, we know that
∑g+1
i=1 hiqi = 0
so that (`1h2 − `2h1)z ∈ (q3, . . . , qg+1). We claim that z is a nonzerodivisor modulo
(q3, . . . , qg+1) so that `1h2 − `2h1 ∈ (q3, . . . , qg+1).
To see that the claim holds, we first note that ht(q3, . . . , qg+1) = g − 1 so that
(q3, . . . , qg+1) is a complete intersection. Indeed, if this is not the case, then since
I ⊆ (z, q3, . . . , qg+1) we would have ht I ≤ ht(q3, . . . , qg+1) + 1 ≤ g − 1 by Krull’s
Height Theorem and [Ser00, III, Prop. 17], contradicting that I is an almost complete
intersection. If z were a zerodivisor modulo (q3, . . . , qg+1), then there would be an
associated prime P of (q3, . . . , qg+1) such that I ⊆ (z, q3, . . . , qg+1) ⊆ P so that ht I ≤
g − 1 as (q3, . . . , qg+1) is unmixed, again contradicting that I is an almost complete
intersection. And so, we see that z must be a nonzerodivisor modulo (q3, . . . , qg+1)
as claimed. Write `1h2 − `2h1 = a3q3 + · · · + ag+1qg+1 for some ai ∈ k. If ai =
0 for all i, then `1h2 − `2h1 = 0 so that (h2,−h1) = b(`2,−`1) for some b ∈ k
as `1 and `2 are independent linear forms. In that case, we can replace h with
h − b` and assume that h = (0, 0, h3, . . . , hg+1) so that q3 is a zerodivisor modulo
(q4, . . . , qg+1). However, we claim that this is impossible. Indeed, by arguing as above,
we see that ht(q4, . . . , qg+1) = g − 2 so that (q4, . . . , qg+1) is a complete intersection,
and so, if q3 were a zerodivisor modulo (q4, . . . , qg+1), there would be an associated
prime P of (q4, . . . , qg+1) such that (q3, . . . , qg+1) ⊆ P so that ht(q3, . . . , qg+1) ≤
g − 2 as (q4, . . . , qg+1) is unmixed, contradicting our earlier observation. Hence, after
relabeling, we may assume that a3 6= 0. Replacing q3 with a3q3 + · · · + ag+1qg+1 =
`1h2−`2h1, we see that h = (h1, h2,−z, 0, . . . , 0) and I = I2(M)+(q4, . . . , qg+1) where
M is the matrix of linear forms in (3.1) with v = 0.
In both of the above cases, it is easily checked that the Koszul syzygies involving
any two of q1, q2, q3 are non-minimal. Let W
′ ⊆ U4 denote the k-span of the other
Koszul syzygies. If W ′ ∩ S+U 6= 0, then there are linear forms u and w such that








for some bi,j ∈ k. Since bi,j 6= 0 for some j ≥ 4, reading off the j-th coordinate of the
above equality yields a linear dependence relation on the qi, which is a contradiction.
Hence, we must have W ′ ∩ S+U = 0 so that all of the Koszul syzygies involving at
least one of q4, . . . , qg+1 are part of a minimal set of generators for U . By Proposition
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2.24 and Lemma 2.21, it follows that U = SyzS1 (I) is minimally generated by all the
Koszul syzygies involving at least one of q4, . . . , qg+1 together with the linear syzygies
` and h.
If fg+1 ∈ ((q1, . . . , qg) : qg+1), then we can write fg+1qg+1 = −
∑g
i=1 fiqi for some
fi ∈ S so that (f1, . . . , fg+1) ∈ SyzS1 (I). It follows from the preceding paragraph that
fg+1 ∈ (q1, . . . , qg) so that qg+1 is regular on R′ = S/(q1, . . . , qg). As regR′ R = 1, it
follows from Corollary 2.20 that R′ is also Koszul. Moreover, because we can obtain
the resolution of R over S by taking the mapping cone of multiplication by qg+1 on
the resolution of R′ over S, it follows that βS2,3(R
′) = 2 and that (`1, `2, v, 0, . . . , 0)
and (h1, h2,−z, 0, . . . , 0) are the independent linear syzygies on q1, . . . , qg. Hence,
induction on g implies that q4, . . . , qg+1 is a regular sequence on S/I2(M). In partic-
ular, we see that g = ht I = ht I2(M) + g − 2 so that ht I2(M) = 2. Conversely, if
I = I2(M) + (q4, . . . , qg+1) for some 3×2 matrix of linear forms M with ht I2(M) = 2
and some regular sequence of quadrics q4, . . . , qg+1 on S/I2(M), then S/I2(M) has a
Hilbert-Burch resolution by [BH93, 1.4.17] so that regS(S/I2(M)) = 1, and it follows
from Corollary 2.20 that S/I2(M), and hence also R = S/I, is Koszul.
If F• denotes the minimal free resolution of S/I2(M) over S, we obtain the minimal
resolution of R by repeatedly taking the mapping cone of multiplication by qi+1 on
the resolution of S/(q1, . . . , qi). Since taking the mapping cone of multiplication by
qi+1 is the same as tensoring with the Koszul complex on qi+1, we see that F• ⊗S
K•(q4, . . . , qg+1) is the minimal free resolution of R over S, from which the Betti
table is easily deduced. In particular, we have



































Similarly, the multiplicity of S/(q1, . . . , qi+1) is twice the multiplicity of S/(q1, . . . , qi)
for i ≥ 3, and so, since e(S/I2(M)) = 3, we see that e(R) = 3 · 2g−2.
3.3 Linear Syzygies of Quadratic ACI’s
The following proposition is similar in spirit to Theorem 3.4. However, there are
two important distinctions: We do not assume that R is Koszul, so we lose some
information about the syzygies of the defining ideal I, and to make up for this loss
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of information, we must assume that the ground field is infinite. But first, we make
a simple observation which will be useful in the proof.
Remark 3.5. If f1, . . . , fn ∈ S is a regular sequence of homogeneous forms of the
same degree and f = a1f1 + · · ·+anfn for some ai ∈ k with a1 6= 0, then ((f2, . . . , fn) :
f) = ((f2, . . . , fn) : f1) so that f, f2, . . . , fn is also a regular sequence.
Proposition 3.6. Suppose that k is an infinite field and that R = S/I is an al-
most complete intersection defined by quadrics with βS2,3(R) ≥ 2. Then there are
quadrics q1, . . . , qg+1 and a 3×2 matrix of linear forms M such that I = (q1, . . . , qg+1),
q2, . . . , qg+1 is a regular sequence, and I2(M) = (q1, q2, q3).
Proof. Set g = ht I. We note that g ≥ 2, since otherwise we would have I =
(xz, yz) for some linear forms x, y, z so that βS2,3(R) = 1. First, we can find quadrics
q1, . . . , qg+1 such that I = (q1, . . . , qg+1) and q2, . . . , qg+1 is a regular sequence. Indeed,
we can take qg+1 to be any quadric in I. Having found quadrics qi, . . . , qg+1 ∈ I with
i > 2 forming a regular sequence, we know that I is not contained in any associated
prime of (qi, . . . , qg+1) since the latter ideal is unmixed of height g − i + 2 < g.
Because I is generated in degree two, this implies I2 * P for each associated prime
P of (qi, . . . , qg+1). Since k is infinite, I2 is not a union of the proper subspaces
(I ∩ P )2 for P ∈ Ass(S/(qi, . . . , qg+1)). Hence, we can find a quadric qi−1 ∈ I so that
qi−1, . . . , qg+1 is a regular sequence. So by induction we have a regular sequence of
quadrics q2, . . . , qg+1 in I, and we can take q1 to be any other quadric independent
from q2, . . . , qg+1 since I is minimally generated by g + 1 quadrics.
Let ` and h be be two independent linear syzygies on the qi. Then h1` − `1h is a





for some ai,j ∈ k, where e1, . . . , eg+1 denotes the standard basis of S(−2)g+1. Note
that `1 and h1 must be independent linear forms, otherwise we could find a nontrivial
linear syzygy on q2, . . . , qg+1 since ` and h are independent, but that contradicts that
q2, . . . , qg+1 is a regular sequence. If h1`−`1h = 0, then (−hi, `i) = bi(h1,−`1) for some
bi ∈ k for all i ≥ 2 so that h = h1(1,−b2, . . . ,−bg+1). But then (1,−b2, . . . ,−bg+1)
must be a syzygy on the qi, contradicting that they are independent quadrics. Hence,
we see that h1` − `1h 6= 0 so that ai,j 6= 0 for some i, j. Relabeling q2, . . . , qg+1 if
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necessary, we may assume that a2,3 6= 0. Then by Remark 3.5, we can replace q3 with
q = h1`2 − `1h2 = a2,3q3 + · · ·+ a2,g+1qg+1. In exchanging q3 for q, we must replace `
with ˜̀= (`1, `2, a
−1










and we also replace h with the syzygy h̃ defined as above. However, ˜̀ and h̃ are
still independent linear syzygies since their first coordinates are independent linear
forms. After making the above changes, we have a2,3 = 1 and a2,i = 0 for all i > 3.
Then h1`3 − `1h3 = −q2 + a3,4q4 + · · · + a3,g+1qg+1, and we can we replace q2 with









implies that q1 + `2h3 − `3h2 ∈ ((q4, . . . , qg+1) : `1).
We claim that `1 is a nonzerodivisor modulo (q4, . . . , qg+1). If not, then `1 is con-
tained in an associated prime of (q4, . . . , qg+1) so that ht(`1, q4, . . . , qg+1) = g−2. But
then ht(`1, h1, q4, . . . , qg+1) ≤ ht(`1, q4, . . . , qg+1)+1 = g−1, and since (q2, . . . , qg+1) ⊆
(`1, h1, q4, . . . , qg+1), this contradicts ht(q2, . . . , qg+1) = g. Therefore, `1 is a nonzero-
divisor modulo (q4, . . . , qg+1) as claimed so that q1 + `2h3 − `3h2 ∈ (q4, . . . , qg+1). We
can then write `2h3 − `3h2 = −q1 + c4q4 + · · · + cg+1qg+1 for some ci ∈ k. Replacing





yields I2(M) = (q1, q2, q3) as wanted.
Theorem 3.7. If R = S/I is a quadratic ACI, then βS2,3(R) ≤ 2.
Proof. Suppose that βS2,3(R) ≥ 3. Let K be an infinite extension field of k, and for
each k-algebra A, set AK = A ⊗k K. Then βSK2,3 (RK) = βS2,3(R), dimRK = dimR,
and ISK/I(SK)+ ∼= I/IS+ ⊗S SK ∼= I/IS+ ⊗k K by faithfully flat base change so
that ISK is still a quadratic almost complete intersection, and replacing R with RK ,
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we may assume that the ground field k is infinite.
By the preceding proposition, there are quadrics q1, . . . , qg+1 for g = ht I ≥ 2 and
a 3× 2 matrix of linear forms M as in (3.2) such that I = (q1, . . . , qg+1), q2, . . . , qg+1
is a regular sequence, and I2(M) = (q1, q2, q3). We may assume that q1, q2, q3 are the
minors of M as in the proof of the proposition. In that case, ` = (`1, `2, `3, 0, . . . , 0)
and h = (h1, h2, h3, 0, . . . , 0) are two independent linear syzygies on the qi. Let u
be a linear syzygy independent from ` and h. By arguing as in the proof of the
preceding proposition, we see that u1, `1, and h1 are independent linear forms and
that u1`− `1u 6= 0.
We claim that u1`−`1u is linear independent from h1`−`1h. If not, then u1`−`1u =
c(h1`−`1h) for some nonzero c ∈ k. Setting ũ = u−ch and rearranging the preceding
equality, we have that ũ is a linear syzygy independent from ` and h with ũ1`−`1ũ = 0,
which is impossible as already noted in the previous paragraph. Hence, u1` − `1u is
independent from h1`− `1h as claimed. In particular, we note that g ≥ 3 since there





for some bi,j ∈ k. Since h1`− `1h = (0, q3,−q2, 0, . . . , 0) by assumption, we must have
bi,j 6= 0 for some (i, j) 6= (2, 3), otherwise we would have a contradiction to the claim.
In fact, by replacing u with u− b2,3h, we may assume that b2,3 = 0.
Next, we claim that there is a j ≥ 4 such that b2,j 6= 0 or b3,j 6= 0. If not, the first
three coordinates of u1`−`1umust be zero so that u1`−`1u = (0, 0, 0,−`1u4, . . . ,−`1ug+1).
But this implies that (u4, . . . , ug+1) is a linear syzygy on q4, . . . , qg+1, which is impos-
sible since q4, . . . , qg+1 is a regular sequence. Hence, relabeling if necessary, we may
assume that b2,4 6= 0 so that we can replace q4 with u1`2−`1u2 = b2,4q4+· · ·+b2,g+1qg+1.
Finally, we claim that there is a j ≥ 5 such that b3,j 6= 0. If not, then u1`3 −
`1u3 = b3,4q4 = b3,4(u1`2 − `1u2) as b2,3 = 0. But this implies that (b3,4u2 − u3, `3 −
b3,4`2) = r(u1,−`1) for some r ∈ k as `1 and u1 are independent linear forms. In
particular, we see that `3 ∈ Span{`1, `2} so that I ⊆ (`1, `2, q5, . . . , qg+1). However,
ht(`1, `2, q5, . . . , qg+1) ≤ g − 1, which contradicts ht I = g. Hence, we must have
g ≥ 4, and after relabeling, we may assume that b3,5 6= 0 and replace q5 with u1`3 −
`1u3 = b3,4q4 + b3,5q5 + · · · + b3,g+1qg+1. But then I ⊆ (`1, `2, `3, q6, . . . , qg+1) and
ht(`1, `2, `3, q6, . . . , qg+1) ≤ g − 1, contradicting that ht I = g. Therefore, we must
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have βS2,3(R) ≤ 2.
3.4 Consequences of the Structure Theorem
Having completed the proof of our structure theorem for Koszul almost complete
intersections, we are led to the following surprising consequence by mimicking the
argument of Caviglia from Proposition 2.16.
Corollary 3.8. Koszul almost complete intersections are LG-quadratic.
Proof. Let R = S/I be a Koszul almost complete intersection, and assume first that
βS2,3(R) = 2 so that I = I2(M) + (q4, . . . , qg+1) for some 3 × 2 matrix M = (mij)
of linear forms and q4, . . . , qg+1 a regular sequence of quadrics on S/I2(M). Set
S̃ = S[X][y4, . . . , yg+1] where X = (xij) is a 3× 2 generic matrix, Ĩ = I2(X) + (y24 +
q4, . . . , y
2
g+1 + qg+1), and A = S̃/Ĩ. If we choose a lexicographic order on S̃ with
x1,2 > x1,1 > x2,2 > x2,1 > x3,2 > x3,1 and yi greater than the variables in S for
all i, it follows from [Eis95, 15.15] that in>(Ĩ) = in>(I2(X)) + (y
2
4, . . . , y
2
g+1) so that
the 2-minors of X together with the y2i + qi are a Gröbner basis for Ĩ by [Stu90].
Hence, A is G-quadratic. Moreover, we also know that the y2i + qi form a regular
sequence on S̃/I2(X), and since the latter ring is Cohen-Macaulay, we see that A is
Cohen-Macaulay. If J denotes the ideal of A generated by the linear forms xij −mij
and ys for i = 1, 2, 3, j = 1, 2, and 4 ≤ s ≤ g + 1, then A/J ∼= R so that R will
be LG-quadratic if the linear forms generating J are a regular sequence. Since A is
Cohen-Macaulay and Ĩ is also an almost complete intersection of height g, this follows
from the fact that ht J = dimA − dimR = dim S̃ − dimS = g + 4 is the number of
generators of J .
Assume now that βS2,3(R) = 1 so that I = (xz, zw, q3, . . . , qg+1) for some linear
forms x, z, and w and q3, . . . , qg+1 a regular sequence of quadrics on S/(xz, zw). In
this case, we define Si = S[yi+1, . . . , yg+1] and Ai = Si/Ii for 0 ≤ i ≤ g + 1, where
I0 = (y1z, y2z, y
2
3 + q3, . . . , y
2
g+1 + qg+1)
I1 = (xz, y2z, y
2
3 + q3, . . . , y
2
g+1 + qg+1)
Ii = (xz, zw, q3, . . . , qi, y
2
i+1 + qi+1, . . . , y
2
g+1 + qg+1) (i ≥ 2)
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As above, we see that in>(I0) = (in>(z)y1, in>(z)y2, y
2
3, . . . , y
2
g+1) for any monomial
order on S0 in which the yi are greater than every monomial in S so that the generators
of I0 are a Gröbner basis and A0 is G-quadratic. In addition, we have Ag+1 = R and
Ai/(yi+1) ∼= Ai+1 for all i < g + 1. An initial ideal argument as above shows that
y2i+1 + qi+1, . . . , y
2
g+1 + qg+1 is a regular sequence on Si/(xz, zw, q3, . . . , qi) for i ≥ 2,
and similarly, the y2j + qj are a regular sequence on S0/(y1z, y2z) and S1/(xz, y1z).
Consequently, Ai is a Koszul almost complete intersection with β
Si
2,3(Ai) = 1 and
ht Ii = g for all i. It then follows from Theorem 3.2 that the Ai have the same Betti
table, hence the same h-polynomial h(t), over their respective polynomial rings Si.
Hence, the Hilbert series of Ai is HAi(t) = h(t)/(1− t)dimAi . We then compute that
dimAi = dimSi−g = dimSi+1−g+1 = dimAi+1 +1 so that (1−t)HAi(t) = HAi+1(t)
for all i < g + 1. This implies that the natural sequence 0 → Ai(−1)
yi+1→ Ai →
Ai+1 → 0 is exact so that yi+1 is Ai-regular. Therefore, we see that y1, . . . , yg+1 is an
A0-sequence, and R is LG-quadratic.
Our work also has unintended connections to various other conjectures of in-






for all i if c = ht I. This conjecture is already known to hold for quo-











for monomial ideals I of finite colength that are not complete intersections by Char-
alambous and Evans in [Cha91][CE91] and for almost complete intersections directly
linked to a complete intersection by Dugger in [Dug00, 2.3]. Among Koszul almost
complete intersections R = S/I, those with one linear syzygy cannot be directly
linked to a complete intersection since they are not Cohen-Macaulay. Nonetheless,
they still satisfy this larger bound. For Koszul ACI’s with two linear syzygies, at
least when the ground field is infinite, the results of the previous section show that I
is directly linked to the complete intersection (`1, h1, q4, . . . , qg+1), and Theorem 3.4
yields that Dugger’s result is sharp. A total rank version of the Charalambous-Evans
bound
∑
i βi(R) ≥ 2c + 2c−1 has been studied in [CEM90], and Boocher and Seiner
have recently established this bound for all monomial ideals which are not complete
intersections. Our work affirmatively answers a couple questions they pose [BS17, 1.2,
1.3] in the Koszul ACI case.
Another consequence of our structure theorem is that the EGH Conjecture holds
for Koszul almost complete intersections in a strong form similar to [CCV14, 2.1].
This conjecture asks whether, given a graded ideal I ⊆ S = k[x1, . . . , xn] containing
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a homogeneous regular sequence f1, . . . , fr of degrees 2 ≤ d1 ≤ · · · ≤ dr, there is
a monomial ideal J containing xd11 , . . . , x
dr
r and having the same Hilbert function as
I. The EGH Conjecture is known to hold when I is a quadratic monomial ideal
by the preceding paper, when I is a complete intersection of quadrics, or when I is
generated by products of linear forms [Abe15], which covers quadratic ideals of height
one. To this list, we add that, if I defines a Koszul almost complete intersection, we
can simply take J = (x21, . . . , x
2
g, xgxg+1) or J = (x
2
1, . . . , x
2
g, xg−1xg) according to
whether I has one or two linear syzygies respectively. Note for the former case that
g + 1 = pdS R ≤ n by Hilbert’s Syzygy Theorem.
3.5 Future Directions
Using our main result, we have reason to believe that Question 1.1 can be answered
affirmatively for Koszul algebras defined by g = 4 quadrics. However, Example 2.18
points to extra complications when g = 5. In essence, the LG-quadratic case remains
where we understand the Betti tables of Koszul algebras best. To our knowledge,
Example 2.18 is the only published example of a Koszul algebra that is not LG-
quadratic. Therefore, in order to further investigate restrictions on the Betti tables
of Koszul algebras, it would be useful to have more examples of such rings. Ideally,
there would be a procedure for producing families of such examples.
One might also wonder whether there are other nice classes of Koszul algebras
that admit structure theorems for their defining ideals similar to the almost complete
intersection case. In particular, we hazard the following conjecture.
Conjecture 3.9. If R = S/I is a Gorenstein Koszul algebra of deviation two with
ht I = g, then I = Pf(M) + (q6, . . . , qg+2), where Pf(M) denotes the ideal generated
by the submaximal Pfaffians of some 5× 5 alternating matrix M of linear forms and
q6, . . . , qg+2 is a regular sequence of quadrics on S/Pf(M).
This conjecture holds trivially when g = 3 by the Buchsbaum-Eisenbud structure
theorem for height three Gorenstein ideals [BH93, 3.4.1]. It is also known when g = 4
and char(k) 6= 2 by recent work of El Khoury and Kustin [EK17]. We suspect that it
may be possible to give a proof of the preceding conjecture similar to the one given
here for almost complete intersections if it can be shown that such an ideal I must
have five linear syzygies.
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Finally, given the previous and new evidence for the validity of the EGH and
Buchsbaum-Eisenbud-Horrcks Conjectures, it is natural to ask whether these conjec-
tures hold at the very least for Koszul algebras if not in full generality.
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Chapter 4
Codimension Two Matrix Factorizations
In this chapter, we study the relationship between the codimension two matrix
factorizations of Eisenbud and Peeva to the singularity category of the corresponding
complete intersection. Let S be a regular ring of finite Krull dimension, f1, f2 be an S-
regular sequence, and R = S/(f1, f2). After briefly reviewing the concept of a matrix
factorization and the Buchweitz-Orlov theorem in the hypersurface case in §4.1, we
consider generalizations to codimension two in §4.2. If we consider graded matrix
factorizations over the polynomial ring S ′ = S[T1, T2] of the element W = f1T1 +f2T2
and we set Y = ProjS ′/(W ), Burke and Walker [BW15, 2.10, 6.8] have already
shown that Dsg(Y ) ' Dsg(R) is equivalent to a quotient of the homotopy category of
graded matrix factorizations of W over S ′. Our aim is to reconcile the new notion of
a codimension two matrix factorization with this approach. Thus, it will be sufficient
for our purposes to construct a functor from codimension two matrix factorizations
of f1, f2 over S to graded matrix factorizations of W over S; we do this in §4.3.
The strategy is simple: Burke and Walker show how to obtain a graded matrix
factorization of W from a finite S-free resolution of an R-module together with a
chosen system of higher homotopies. Additionally, Eisenbud and Peeva show how
to construct a finite S-free resolution of a matrix factorization module coming from
a codimension two matrix factorization. We will show how every codimension two
matrix factorization encodes a canonical choice of higher homotopies on its induced
S-free resolution and how morphisms of matrix factorizations induce chain maps on
S-free resolutions and morphisms on the corresponding graded matrix factorizations.
4.1 The Codimension One Case
Because higher codimension matrix factorizations are defined recursively, we must
first understand matrix factorizations in codimension one. Let S be a regular ring of
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finite Krull dimension, f ∈ S be a regular element, and R = S/(f).
Definition 4.1. A (codimension one) matrix factorization of a nonzerodivisor f




such that bh = f · IdB0 and hb = f · IdB1 . We frequently omit the modules from
the notation and write (b, h) for the matrix factorization. The S/(f)-module M =
Coker(b) is called the matrix factorization module and is denoted by Coker(b, h). A
morphism of matrix factorizations (α, β) : (b, h)→ (b′, h′) is a pair of homomorphisms












Because f is a nonzerodivisor on S, the multiplication by f map on Bi is injective
for i = 0, 1. A simple consequence of this fact is that b and h are both injective maps.
In addition, to check that (α, β) is a morphism, it suffices to check that only the right
square in the above diagram commutes. We will use these observations freely in the
proofs in subsequent sections and refer the reader to [Eis80], [LW12], or [Yos90] for
more on codimension one matrix factorizations.












Definition 4.3. A homotopy between a pair of morphisms of matrix factorizations
(α, β) : (b, h) → (b′, h′) and (α′, β′) : (b, h) → (b′, h′) is a pair of S-linear maps
s0 : B0 → B1 and s1 : B1 → B0 such that s1h+ b′s0 = α−α′ and s0b+ h′s1 = β− β′.
We say that two morphisms (α, β) and (α′, β′) are homotopic if there is a homotopy
between them and that (α, β) is nullhomotopic if it homotopic to the zero morphism.
The category of all matrix factorizations of f and morphisms is an additive cat-
egory denoted by MF(S, f). The homotopy category [MF(S, f)] is the quotient of
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this category by the ideal of all nullhomotopic morphisms. That is, nullhomotopic
morphisms become zero morphisms in the homotopy category.
A complex of R-modules P• is called perfect if it is isomorphic to a finite complex
of finitely generated projective modules in the bounded derived category Db(R) of all
complexes C• of finitely generated R-modules with Hi(C•) = 0 for |i|  0. The full
subcategory of perfect complexes Perf(R) is a thick subcategory of Db(R) for which
we can form the Verdier quotient Dsg(R) = D
b(R)/Perf(R), called the singularity
category of R. We will not dwell on how the morphisms in these categories are
defined and instead refer the reader to [Wei94] and [Har66]. The important points
are that quasi-isomorphisms become isomorphisms in the derived category and that
perfect complexes become zero objects in the singularity category.
Theorem 4.4 ([Buc86, 4.4.1],[Orl04, 3.9]). Let S be a regular local ring, f ∈ S be a




given by (b, h) 7→ Coker(b, h).
To see that this functor is an equivalence, we must check that it is fully faithful
and essentially surjective. Seeing that the functor is essentially surjective is fairly
easy, so we briefly summarize the idea. Every complex C• with bounded homology
admits a surjective quasi-isomorphism F• → C• from a complex of finitely generated
free modules so that F• ∼= C• in the derived category and also Dsg(R). Furthermore,
in the singularity category, F• is isomorphic to each of its truncations τ≥nF•, where
τ≥nFi = Fi if i ≥ n and 0 otherwise. Since F• also has bounded homology, truncating
far enough out yields a free resolution, and truncating dimR steps further beyond
such a point yields a free resolution of a module M which is either maximal Cohen-
Macaulay over R or zero. In particular, M ∼= C• in Dsg(R) so that it suffices to
note that every maximal Cohen-Macaulay R-module can be realized as the module
of a matrix factorization. But this is precisely the key observation of Eisenbud in
[Eis80] that we can build a matrix factorization from the differential b of the minimal
free resolution 0 → B1
b→ B0 → M → 0 for M over S together with a homotopy
h : B0 → B1 for multiplication by f on the resolution.
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4.2 The Codimension Two Case
Suppose now that S is a regular ring of finite Krull dimension, f1, f2 is a regular
sequence on S, and R = S/(f1, f2).
Definition 4.5. A codimension two matrix factorization of f1, f2 consists of four
finitely generated free S-modulesB01, B02, B11 andB12 together with homomorphisms
as shown below
B01 B11 B01






















: B01 ⊕B02 → B11 ⊕B12
then we have the following equalities modulo f1





Notation 4.6. For m = 0, 1, we set Am = Bm1⊕Bm2. We can think of Am as being
filtered by the submodules Am(p) =
⊕






: A0(1)⊕ A0(2)→ A1
As in the codimension one case, we frequently omit the modules from the notation
and write (d, h) for the matrix factorization. The R-module M = Coker(d ⊗ IdR) is
called the matrix factorization module of (d, h) and is denoted by Coker(d, h).
The following simple lemma will be well-known to experts, but we state it explicitly
because it plays such a key role in all our constructions.
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Lemma 4.7. Suppose that F and G are free S-modules and that ϕ : F → G is a
homomorphism such that ϕ⊗ IdS/(f1) = 0. Then there exists a unique homomorphism
t : F → G such that ϕ = f1t.




f2 + f1λ1 f1λ2





f1ω1 f2 + f1ω2
)
By replacing h2 with the matrix
h̃2 =
(
ρ1 − h1λ1 ρ2 − h2λ2
θ1 θ2
)
it is easily checked that we get a matrix factorization (d, h̃) with the same matrix









f1ω1 f2 + f1ω2
)
(4.2)
We will henceforth assume without loss of generality that (4.2) holds for every matrix
factorization; this will simplify certain expressions later on.












: B11 ⊕B12 → B′11 ⊕B′12
α̃ =
α1 χ1 χ20 α1 γ
0 0 α2
 : A0(1)⊕ A0(2)→ A′0(1)⊕ A′0(2)
such that (α1, β1) is a morphism of codimension one matrix factorizations and the
following diagram commutes modulo f1
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A0(1)⊕ A0(2) A1 A0







The category of codimension two matrix factorizations and morphisms of f1, f2 over
S will be denoted by MF(S, f1, f2).
We will abuse notation slightly and denote a morphism of matrix factorizations












By replacing the maps δ, χ1 and χ2 with δ+h
′
1u, χ1 +uθ1 + b
′
1s1, and χ2 +uθ2 + b
′
1s2













The following is a simple but technical lemma relating the matrix factorization
maps defined above that we will need later.
Lemma 4.9. Let (α, β) : (d, h) → (d′, h′) and (α′, β′) : (d′, h′) → (d′′, h′′) be mor-
phisms of matrix factorizations. Set (α′′, β′′) = (α′α, β′β). Then we have the following
equalities:
θ1 = ω1h1 (4.4)
χ1 = γε1 − ψ′r1 χ2 = γε2 − ψ′r2 (4.5)
















Proof. The basic idea of the proof is to multiply by f1, do some formal manipulations
using known commutativity relations (4.2) and (4.3), and then cancel f1 to obtain the
desired relations. To make the computation less opaque to the reader, we underline
36









1δθ1 − b′1ρ′1α1 = α1b1ρ1 + b′1δθ1 + ψ′θ1α1 − f2α1
= ψ′θ′1α1 + (−α1ψ + b′1δ)θ1 = ψ′(θ′1α1 − β2θ1) + γb2θ1
= −f1ψ′r1 + γb2θ1 = f1(γε1 − ψ′r1)
Canceling f1, we see that equality for χ1 holds. The other equalities are easily checked
in a similar fashion.
Remark 4.10. Because r1 and r2 are the unique maps satisfying f1r1 = β2θ1 − θ′1α1
and f2r2 = β2θ2− θ′1γ− θ′2α2, the preceding lemma shows that the maps χ1 and χ2 in
the definition of a morphism of matrix factorizations are actually uniquely determined
by the maps (α, β), justifying our earlier abuse of notation.
In the remainder of this section, we recall the generalization of the Buchweitz-
Orlov theorem due to Burke and Walker. Recall that we set S ′ = S[T1, T2] and
W = f1T1 + f2T2. We view S
′ as a graded ring with the standard Z-grading by total
degree.
Definition 4.11. A graded matrix factorization E of W is a pair of finitely generated
free graded S ′-modules E0 and E1 together with graded homomorphisms
E1 E0 E1(1)
e1 e0
such that e0e1 = e1(1)e0 = W . The module M = Coker e1 is called the matrix
factorization module of E is denoted by CokerE.
Morphisms and homotopies of graded matrix factorizations are defined as in the
ungraded case with the appropriate modifications for shifts. The homotopy category
of graded matrix factorizations of W over S ′ is denoted by [MFgr(S ′,W )].
Theorem 4.12 ([BW15, 6.8]). Let C be the full subcategory of [MFgr(S ′,W )] of matrix
factorizations whose module defines a locally free sheaf on ProjS ′. Then there is an
exact equivalence of triangulated categories
Ψ̄ : [MFgr(S ′,W )]/C
'−→ Dsg(R)
given by E 7→ CokerE.
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By the above theorem, in order to connect codimension two matrix factorizations
of f1, f2 to the corresponding singularity category, it suffices to construct a functor
E : MF(S, f1, f2)→ MFgr(S ′,W ), which we do in the next section.
4.3 Construction of the Functor
As noted at the beginning of this chapter, systems of higher homotopies play an im-
portant role in constructing the desired functor on codimension two matrix factoriza-
tions. The description of higher homotopies involves multi-indices J = (J1, J2) ∈ Z2.
We write ei for the i-th standard basis vector over Z, and set |J | = J1 + J2. In
this section, a graded S-module F• will also refer to an externally graded collection
{Fn}n∈Z of S-modules, and a graded map f : F• → G• between graded modules will
be a family of homomorphisms fn : Fn → Gn for every n ∈ Z. We denote by F [i]•
the graded module such that F [i]n = Fn+i. In particular, if F• and G• are chain
complexes, then a nullhomotopy for a chain map f : F• → G• is an example of a
graded map F• → G[1]•.
Definition 4.13. Let F• be a complex of S-modules. A system of higher homotopies
for f1, f2 on F• is a family of homotopies σJ : F• → F [2 |J |−1]• for each J ∈ N2 \{0}
such that:
(i) σei is a nullhomotopy for the multiplication by fi map on F• for each i.
(ii) σK is a nullhomotopy for the chain map −
∑
I+J=K σIσJ for |K| ≥ 2.
We will construct a system of higher homotopies on the S-free resolution of the
module associated to a codimension two matrix factorization.
Theorem 4.14 ([EP16, 3.1.3-3.1.6]). Let (d, h) be a codimension two matrix fac-
torization. Then the following complex is an S-free resolution of the MF module
Coker(d, h).
L(d, h)• : B12 B11 ⊕B12 ⊕B02 B01 ⊕B02
h1ψ−f1
b2





Construction 4.15. Given a morphism (α, β) : (d, h)→ (d′, h′), we can construct a








In addition, there is canonical choice of higher homotopies σ(d, h) on L(d, h)• coming
from the data of the matrix factorization as given below.
σ(d, h)e1 :
(
0 − IdB12 0






)  ρ1 ρ2θ1 θ2
−ε1 −ε2

and σ(d, h)J = 0 for all J ∈ N2 \ {0} with |J | ≥ 2. Following [BW15, §6.3], we can
then construct a graded matrix factorization E(d, h) of W as shown below
(B11 ⊕B12 ⊕B02)⊗ S ′
B12 ⊗ S ′(1)
⊕
(B01 ⊕B02)⊗ S ′
(B11 ⊕B12 ⊕B02)⊗ S ′(1)
e1(d, h) e0(d, h)
where we have
e1(d, h) =
T2ω1 −T1 + T2ω2 T2θ2b1 ψ 0
0 b2 f1
 e0(d, h) =
h1ψ T1h1 + T2ρ1 T2ρ2−f1 T2θ1 T2θ2
b2 −T2ε1 T1 − T2ε2

Here, we abuse notation slightly and do not distinguish between the matrices over
S and the matrices tensored over S ′. Every morphism (α, β) of codimension two
matrix factorizations induces a morphism E(α, β) of graded matrix factorizations via
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E(α, β)1 = L(α, β)1 and
E(α, β)0 =
β2 −T2r1 −T2r20 α1 γ
0 0 α2

Theorem 4.16. With the notation as above:
(a) There is a faithful, additive functor L : MF(S, f1, f2) −→ Perf(S) to the category
of perfect complexes of S-modules given by the assignments (d, h) 7→ L(d, h)•
and (α, β) 7→ L(α, β).
(b) The maps σ(d, h) form a system of higher homotopies on L(d, h)• for every
matrix factorization (d, h).
(c) There is a faithful, additive functor E : MF(S, f1, f2) −→ MFgr(S ′,W ) given by
the assignments (d, h) 7→ E(d, h) and (α, β) 7→ E(α, β).
Proof. (a) Let (α, β) : (d, h) → (d′, h′) be a morphism of codimension two matrix
factorizations. First, we check that L(α, β) is a chain map as claimed above. We
denote by ∂i : L(d, h)i → L(d, h)i−1 the i-th differential of the complex L(d, h)•, and
similarly, we denote the differentials of L(d′, h′)• by ∂
′
i. Simple calculations using the
relations (4.3) show
L(α, β)1∂2 =



















 = ∂′2L(α, β)2
L(α, β)0∂1 =
(













0 b′2β2 + f1v f1α2
)
Comparing the entries of the latter two matrices using the relations (4.3), it is clear
that they agree. Hence, L(α, β) is a chain map as claimed.
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If (α, β) = (Id, Id) is the identity morphism, it is easily checked that L(α, β) is the
identity map on L(d, h)•, since the maps γ, δ, and v must all be zero in this case.


















it is immediate that L(α′′, β′′)i = L(α
′, β′)iL(α, β)i for i = 0, 2. In addition, we
calculate
































′α2), we need only show that h
′′
1γ
′v = 0 and
v′′ = v′β2 + α
′
2v to prove that L(α
′′, β′′)1 = L(α
′, β′)1L(α, β)1. This is the content
of Lemma 4.9. Thus, the assignment (α, β) 7→ L(α, β) is functorial. It is also easily
seen that the functor L is additive. If L(α, β) = 0, then the maps α and β must be
zero, and Lemma 4.9 implies that χ1 = 0 = χ2. Hence, L is also faithful.
(b) Since the resolution L(d, h)• has length two, it is clear that we must have
σ(d, h)J = 0 for |J | ≥ 2, so we need only check that σ(d, h)ei is a nullhomotopy for
fi for i = 1, 2. Checking that σ(d, h)e1 is a nullhomotopy for f1 is a straightforward
calculation which we leave to the reader. To see that σ(d, h)e2 is a nullhomotopy for
f2, we note that ∂1[σ(d, h)e2 ]0 = f2 IdL(d,h)0 follows immediately from (4.2) and (4.3).
We also have





 = ω1h1ψ−f1ω2 + θ2b2
= ω1h1ψ + f2 IdB01 −θ1ψ = f2 IdL(d,h)2
where the last equality follows from Lemma 4.9 and we have marked the terms being
replaced at each step as in the proof of the lemma. Finally, using (4.2) and (4.3), we
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compute that
∂2[σ(d, h)e2 ]1 + [σ(d, h)e2 ]0∂1 =
h1ψω1 + ρ1b1 h1ψω2 + ρ1ψ + ρ2b2 h1ψθ2 + f1ρ20 f2 0
b2ω1 − ε1b1 b2ω2 − ε1ψ − ε2b2 f2

We must show that the above map is equal to f2 IdL(d,h)1 . We note that h1ψθ2+f1ρ2 =
h1(ψθ2 + b1ρ2) = 0 by (4.2), and
f1(b2ω1 − ε1b1) = (b2θ1 − f1ε1)b1 = 0
so that canceling f1 yields b2ω1 − ε1b1 = 0. That b2ω2 − ε1ψ − ε2b2 = 0 is proved in
a similar manner. Furthermore, we see that
b1(h1ψω1 + ρ1b1) = f1ψω1 + b1ρ1b1 = (ψθ1 + b1ρ1)b1 = f2b1
Since b1 is also an injective map, we can cancel b1 from the preceding equality to obtain
h1ψω1 + ρ1b1 = f2 IdB11 , and that h1ψω2 + ρ1ψ+ ρ1b2 = 0 is similarly proved. Hence,
we have ∂2[σ(d, h)e2 ]1 + [σ(d, h)e2 ]0∂1 = f2 IdL(d,h)1 so that σ(d, h)e2 is a nullhomotopy
for f2 as claimed.
(c) It is immediate from part (b) and [BW15, §6.3] that E(d, h) is a graded matrix
factorization of W . Given a morphism (α, β) : (d, h)→ (d′, h′), we check that E(α, β)
is a morphism of graded matrix factorizations. The homomorphisms E(α, β)i for
i = 0, 1 are graded by construction. We set ei = ei(d, h) and e
′
i = ei(d
′, h′) for i = 0, 1.
By our earlier remarks about morphisms of codimension one matrix factorizations, it
is enough to prove that E(α, β)0e1 = e
′
1E(α, β)1. A simple calculation shows
E(α, β)0e1 =















0 b′2β2 + f1v f1α2

Comparing entries, it is immediately clear from the relations (4.3) that all of the
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entries in the second and third rows agree. That the 1,3-entries agree also follows




1 of Lemma 4.9, so we need only show that the
following equalities hold:
β2ω1 − r1b1 = ω′1β1 (4.10)
β2ω2 − r1ψ − r2b2 = ω′1δ + ω′2β2 + θ′2v (4.11)
Multiplying the left side of (4.10) by f1, we obtain
f1(β2ω1 − r1b1) = β2θ1b1 − β2θ1b1 + θ′1α1b1 = θ′1b′1β1 = f1ω′1β1
so that canceling the f1 yields the desired equality. The equality (4.11) is proved
similarly so that E(α, β) is a morphism of graded matrix factorizations as claimed.
If (α, β) = (Id, Id) is the identity morphism, it is easily checked that E(α, β) is
the identity morphism on E(d, h), since the maps γ, δ, v and ri must all be zero in
this case. Suppose (α′, β′) is another morphism, and set (α′′, β′′) = (α′α, β′β). We
already know that E(α′′, β′′)1 = E(α
′, β′)1E(α, β)1 from part (a). On the other hand,
we have
E(α′, β′)0E(α, β)0 =
β
′


















r′2α2 to prove that E(α
′′, β′′)0 = E(α
′, β′)0E(α, β)0. This was already established in
Lemma 4.9. Thus, the assignment (α, β) 7→ E(α, β) is functorial. It is also easily
seen that the functor E is additive. If E(α, β) = 0, then recalling the fact that we
suppressed all of the tensor with IdS′ signs in our formulation of E(α, β) but that
S ′ is faithfully flat over S, it follows immediately that α and β must be zero so that
Lemma 4.9 implies that χ1 = 0 = χ2. Hence, E is also faithful.
The above recipe can be used to produce graded matrix factorizations even in
higher codimension since the the resolution L(d, h)• of the matrix factorization mod-
ule always admits a system of higher homotopies by [EP16, 3.4.2]. The main point
in codimension two is that there is a canonical choice for each matrix factorization
which makes everything functorial.
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To condense what may have admittedly seemed a bit like alphabet soup up to this
point, we give a concrete example.
Example 4.17. Consider the regular sequence f1 = xz, f2 = y
2 in S = Q[x, y, z]. We
can construct nontrivial matrix factorizations of f1, f2 over S by using the package
CompleteIntersectionResolutions for Macaulay2.
i1 : loadPackage "CompleteIntersectionResolutions";
i2 : S = QQ[x,y,z]; f = matrix {{x*z, y^2}}; R = S/ideal(f);
M = highSyzygy coker matrix {{x,y}};
1 2
o3 : Matrix S <--- S
i6 : mf = matrixFactorization(f, M, Check => true)
o6 = {{2} | 0 z y 0 |, {3} | y -z 0 0 0 |}
{2} | -x y 0 0 | {3} | x 0 0 y 0 |
{2} | 0 0 -x y | {3} | 0 0 y -z 0 |
{3} | 0 0 x 0 y |
o6 : List
The above matrices are the maps d and h of the matrix factorization respectively.






































. In this case, the resolution L(d, h)• is
i7 : L = (makeFiniteResolutionCodim2(mf, f))#"resolution"; L.dd
3 5
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o8 = 0 : S <------------------------ S : 1
{2} | 0 z y 0 0 |
{2} | -x y 0 0 0 |
{2} | 0 0 -x y xz |
5 2
1 : S <------------------- S : 2
{3} | y2 0 |
{3} | xy 0 |
{3} | -xz 0 |
{3} | 0 -xz |
{4} | -x y |
o8 : ChainComplexMap
In order to streamline the remainder of the example, we use supplementary functions
not included in the above package, which are available at https://github.com/
mnmastro/Codim-2-Matrix-Factorizations. To construct the system of higher
homotopies, we need the maps εi and ωi for i = 1, 2.
i9 : epsilonMaps mf
o9 = {{2} | 0 1 |, 0}
o9 : List
i10 : omegaMaps mf
o10 = {{3} | 1 0 |, 0}
{3} | 0 1 |
o10 : List
We can then construct the system of higher homotopies and check that they are
actually nullhomotopies for multiplication by fi for i = 1, 2.
i11 : sigma = sigmaMaps mf
5 3 5 3
o11 = {0 : S <------------------ S : 0 , 0 : S <------------------ S : 0 }
{3} | y -z 0 | {3} | 0 0 0 |
{3} | x 0 0 | {3} | 0 y 0 |
{3} | 0 0 0 | {3} | y -z 0 |
{3} | 0 0 0 | {3} | x 0 y |
{4} | 0 0 1 | {4} | 0 -1 0 |
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2 5 2 5
1 : S <----------------------- S : 1 1 : S <--------------------- S : 1
{5} | 0 0 -1 0 0 | {5} | 1 0 0 0 0 |
{5} | 0 0 0 -1 0 | {5} | 0 1 0 0 y |
o11 : List
i12 : dL = map(L[-1],L, i -> L.dd_i);
i13 : {dL[1]*(sigma#0) + (sigma#0)[-1]*dL == f_0_0*id_L,
dL[1]*(sigma#1) + (sigma#1)[-1]*dL == f_1_0*id_L}
o13 = {true, true}
For this particular example, the above system of higher homotopies agrees with
the one constructed by the makeHomotopies function in the complete intersections
package. It is then easy to build the corresponding graded matrix factorization of
W = xzT1 + y
2T2 over S
′ = S[T1, T2].
i14 : E = toGradedMF mf
o14 = {{0, 3} | y2 0 T_1y -T_1z 0 |, {0, 5} | T_2 0 -T_1 0 0 |}
{0, 3} | xy 0 T_1x T_2y 0 | {0, 5} | 0 T_2 0 -T_1 T_2y |
{0, 3} | -xz 0 T_2y -T_2z 0 | {0, 2} | 0 z y 0 0 |
{0, 3} | 0 -xz T_2x 0 T_2y | {0, 2} | -x y 0 0 0 |
{0, 4} | -x y 0 -T_2 T_1 | {0, 2} | 0 0 -x y xz |
o14 : List
i15 : S’ = ring E#0; W = (f*(transpose vars S))_0_0;
i17 : {E#0*E#1 == W*id_(source E#1), E#1*E#0 == W*id_(source E#0)}
o17 = {true, true}
o17 : List
Having constructed the desired functor E : MF(S, f1, f2) → MFgr(S ′,W ), we can
compose it with the functor Ψ : MFgr(S ′,W )→ Dsg(R) of Burke and Walker to get a
functor from codimension two matrix factorizations to the singularity category. On
the other hand, there is a natural functor Coker : MF(S, f1, f2)→ MCM(R) taking a
matrix factorization to its MF module; if (α, β) : (d, h)→ (d′, h′) is a morphism of ma-
trix factorizations, we get an induced map Coker(α, β) : Coker(d, h) → Coker(d′, h′)
which is clearly functorial since d⊗ IdR is a presentation for the MF module of (d, h).
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Alternatively, Coker is just the composition of the zeroth homology functor with
the functor L above. Because R = S/(f1, f2) is Gorenstein, [Buc86, 4.4.1] shows
that Dsg(R) is equivalent as a triangulated category to the stable category MCM(R)
of maximal Cohen-Macaulay R-modules via the natural functor sending a maximal
Cohen-Macaulay R-module to itself viewed as a stalk complex in Dsg(R). Hence, we
have a diagram






which commutes up to isomorphisms in Dsg(R) by [BW15, 6.7]. Furthermore, the
functor on the right becomes an equivalence after passing to a suitable quotient of
the homotopy category as described in Theorem 4.12, and so, a natural question is
whether there is a suitable notion of homotopy for codimension two matrix factoriza-
tions so that the functor on the left also becomes an equivalence.
4.4 Future Directions
At this point, there is still much to be done. Here, we work only with codimension
two matrix factorizations; the next obvious step would be to extend the constructions
to arbitrary codimension. In codimension two, the free resolution L(d, h)• is just
short enough to avoid having nontrivial higher homotopies of high degree. However,
in moving to higher codimension, the free resolution will be longer, and consequently,
more nontrivial higher homotopies will be unavoidable. Determining whether these
maps can be constructed from the data of the matrix factorization also becomes more
complicated as the matrix factorization itself becomes more layered.
It is also possible to suggest definitions of nullhomotopies between codimension
two matrix factorizations so that the functor E preserves and reflects nullhomotopic
morphisms. A much larger problem is whether any such definition yields a notion of
a homotopy category which is triangulated and such that E induces an exact functor
of homotopy categories, but this may be overly optimistic.
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