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Abstract
Pseudo-splines form a family of subdivision schemes that provide a
natural blend between interpolating schemes and approximating schemes,
including the Dubuc-Deslauriers schemes and B-spline schemes. Using a
generating function approach, we derive expressions for the symbols of the
symmetric m-ary pseudo-spline subdivision schemes. We show that their
masks have positive Fourier transform, making it possible to compute
the exact Ho¨lder regularity algebraically as a logarithm of the spectral
radius of a matrix. We apply this method to compute the regularity
explicitly in some special cases, including the symmetric binary, ternary,
and quarternary pseudo-spline schemes.
MSC: 65D10, 26A16
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1 Introduction
Subdivision is a recursive method for generating curves, surfaces and other
geometric objects. Rather than having a complete description of the object
of interest at hand, subdivision generates the object by repeatedly refining its
description starting from a coarse set of control points. See the seminal work [1]
and comprehensive survey [16].
Pseudo-splines form a family of subdivision schemes that provide a natural
blend between interpolating schemes and approximating schemes, including the
Dubuc-Deslauriers schemes and B-spline schemes. Primal binary pseudo-splines
were introduced in the context of framelets [6,12], followed by the introduction
of a family of schemes analogous to the Dubuc-Deslauriers schemes [14] and its
generalization to a family of dual binary pseudo-splines [15]. After this, pseudo-
splines were introduced in the context of surface schemes [7], nonstationary
schemes [3], and m-ary schemes [4], where the m-ary pseudo-splines were defined
(see Definition 1) in terms of their ability to generate and reproduce polynomials.
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Polynomial reproduction is important, because it is tied to the approxima-
tion order of the scheme. If a subdivision scheme reproduces polynomials up to
degree l, then its application to initial data sampled from a function of class Cl
will reproduce the Taylor polynomial of degree l and thus yield approximation
order l + 1. In this sense, pseudo-splines balance approximation power, regu-
larity of the limit function, and support size. By resulting to schemes of higher
arity or giving up symmetry of the limit function, better trade-offs between
these criteria can be obtained (cf. [32, Table 1], [4, §5.5–5.6]).
While fast recursive algorithms are known for computing the symbol of a
pseudo-spline, an explicit formula has so far only appeared in the binary case
[4]. In this paper we derive an explicit formula of the pseudo-spline symbol for
any arity, in terms of a generating function involving Chebyshev polynomials of
the second kind. The generating function framework allows us to juggle a three-
parameter family of pseudo-splines, involving the arity m, degree of polynomial
generation n, and degree of polynomial reproduction l.
It is well known [20, 33] that interpolatory schemes with positive Fourier
transform admit exact formulas for the (Ho¨lder) regularity, and it was recently
shown that the same technique can also be applied to non-interpolatory schemes
[18]. In the self-contained appendix to this paper, we show that these results
generalize to schemes of arbitrary arity, a result that can ultimately be at-
tributed to the validity of the finiteness conjecture for the joint spectral radius
of subdivision submatrices derived from schemes with positive Fourier transform
[2,29,30]. Together with the explicit formulas for the symbol established in this
paper, this allows us to compute the corresponding regularities algebraically as
logarithms of roots of univariate polynomials, which are provided numerically
in several tables.
The method in this paper has been implemented in Sage and tested for
the examples in this paper (and many other examples). Moreover, in many
cases the results proven in this paper were verified symbolically. The resulting
complementary worksheet, which includes an interactive “pseudo-spline explorer
applet”, can be tried out online in SageMathCloud following a link on the website
of the author [31].
The plan of the paper is as follows. In Section 2 we first recall some basic
notions and facts from subdivision. Then, in Section 3, we define the m-ary
pseudo-splines and derive their symbols as a truncated generating function.
Finally in Section 4 we proceed to analyze their regularity, applying the method
developed in the Appendix, followed by a conclusion in Section 5.
2 Background
2.1 Basic notation
For ease of reference, we first describe the notation used throughout the paper:
• N0 ⊂ N ⊂ Z the nonnegative, positive, and entire set of integers;
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• ` the subdivision level of the data;
• i the imaginary unit;
• a = [aj ]j∈Z, b = [bj ]j∈Z, . . . sequences;
• a(z), b(z), . . . Laurent polynomials, z-transforms of the sequences a, b, . . .;
• A(ξ), B(ξ), . . . discrete-time Fourier transforms of the sequences a, b, . . .;
• m = 2m′ +  the arity of the scheme, with  ∈ {0, 1} the parity of the
arity;
• n and l = 2l′ + 1 parameters of the pseudo-spline scheme.
2.2 Subdivision schemes
A linear, univariate, stationary, uniform subdivision scheme Sa, of arity m ≥ 2
and with mask a = [ai]i∈Z a compactly supported real sequence, is based on
repeatedly applying the refinement rule
f`+1,j =
∑
k
aj−mkf`,k, (1)
starting from initial data f0 = [f0,j ]j∈Z. In terms of polynomial arithmetic,
a(z) :=
∑
j∈Z
ajz
j , f`(z) :=
∑
j
f`,jz
j , f`+1(z) = a(z)f`(z
m),
where the mask a and f `, the data at level `, have been encoded by the symbols
a(z) and f`(z) as formal Laurent polynomials. A third representation is
A(ξ) := a(e−iξ), F`(ξ) := f`(e−iξ), F`+1(ξ) = A(ξ)F`(mξ),
as discrete-time Fourier transforms of the mask a and data f ` at level `.
2.3 Odd and even symmetry
If j0 is the minimal integer and j1 the maximal integer for which aj0 , aj1 6= 0,
the mask has length j1 − j0 + 1 and is supported on [j0, j1].
We distinguish two types of symmetry, depending on whether the mask has
odd or even length. A subdivision scheme Sa is odd symmetric if there exists an
index j0 such that aj0+j = aj0−j for all j, or equivalently, if a(z) = z
2j0a(z−1).
Similarly Sa is even symmetric if there exists an index j0 such that aj0+j =
aj0+1−j for all j, or equivalently, if a(z) = z
2j0−1a(z−1). In either case, the
scheme and symbol are called symmetric.
A mask of length 2L + 1 − ε, ε ∈ {0, 1}, is centered if it takes the form
a = [a−L, . . . , a0, . . . , aL−ε], with a−L, aL−ε 6= 0. (Note that some authors
center their masks of even length at 1/2 instead of −1/2.)
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Remark 1. Suppose a symbol admits the factorization a(z) = c(z)b(z), with
both a(z) and c(z) symmetric. Then, for some integers j0, j1, one finds that
b(z) =
a(z)
c(z)
=
zj0a(z−1)
zj1c(z−1)
= zj0−j1b(z−1)
is symmetric as well. For instance, whenever a symbol a(z) is even symmetric,
it has a root at z = −1 and therefore admits the factorization a(z) = (1+z)b(z),
with b(z) odd symmetric.
2.4 Parametrization
At each level `, we consider the data f ` = [f`,j ]j as the values of a continuous
interpolant L` at parameters t`,j , with t`,j+1 − t`,j = m−`. We choose L` to be
piecewise linear, but remark that in some cases piecewise polynomials of higher
degree can be used to simplify the analysis of the scheme [17,19].
It has been shown [4] that for reproduction (definition below) of linear poly-
nomials it is necessary to introduce a constant (parameter) shift
τ := a′(1)/m, (2)
between the levels, in the sense that the parameters t`,j are determined by
t`,j = t`,0 +
j
m`
, t`+1,0 = t`,0 − τ
m`+1
, j ∈ Z, ` ∈ N0. (3)
For schemes with centered masks, we consider two types of parametrizations
(see [4, Definition 5.5]):
• primal (or standard) parametrization: τ = 0 and t0,0 = 0. This corre-
sponds to attaching the initial data f0,j to the integers t0,j = j.
• dual parametrization: τ = −1/2 and t0,0 = τ/(m − 1). This corresponds
to attaching the data f`,jm` to the integers j in the limit `→∞.
The reason is that for odd (respectively even) symmetric schemes, only the
primal (respectively dual) parametrization can reproduce linear polynomials
[4, Corollary 5.7].
2.5 Limit function
The scheme Sa is convergent, if, for any choice of initial data f0, the sequence
[L`]` converges in the uniform norm to some function f = fa, called a limit
function of the scheme. The scheme is interpolatory if amj = δj,0, in which case
f interpolates f0. The schemes in this paper are assumed to be nonsingular,
meaning f = 0 precisely when f0 = 0. By linearity of the refinement rule (1), it
suffices to study the cardinal limit function φ = φa obtained by taking as initial
data f0 = δ = [δ0,j ]j , with δk,j the Kronecker delta.
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2.6 Size of the support
The support of the cardinal limit function φa of an m-ary subdivision scheme is
determined by the support of the mask a = [aj ]j and the arity m. In particular,
if a = [a0, . . . , aN ], then φa has support (cf. [4, 25])
supp(φa) =
[
0,
N
m− 1
]
.
2.7 Convergence
A necessary condition for convergence [21] of the scheme Sa is∑
k
amk =
∑
k
amk+1 = · · · =
∑
k
amk+m−1 = 1, (4a)
and we will make this assumption. This condition can be expressed in terms of
the symbol as
a(1) = m, a(ζ1m) = a(ζ
2
m) = · · · = a(ζm−1m ) = 0, (4b)
where ζm := exp(2pii/m). Under this condition, it follows from the refinement
rule that constant polynomials are reproduced.
2.8 Ho¨lder regularity
The limit function f has (Ho¨lder) regularity α, 0 < α < 1, written f ∈ Cα, if
there exists a constant K such that
|f(x)− f(y)| ≤ K|x− y|α, for all x, y ∈ R.
Moreover, we write f ∈ Cq+α for q ∈ N0 and 0 < α < 1, if f is q times
continuously differentiable, and f (q) ∈ Cα. Correspondingly, we say that the
scheme (1) has Ho¨lder regularity γ for some real γ ≥ 0, if
• for every β < γ, f ∈ Cβ for all initial data f0, and
• for every β > γ, f /∈ Cβ for some initial data f0.
2.9 Polynomial generation
The scheme Sa is said to generate polynomials up to degree n if any polynomial
of degree at most n is the limit function for some choice of the initial data f0.
This happens precisely when
a(1) = m, a(k)(ζjm) = 0, j = 1, . . . ,m− 1, k = 0, . . . , n, (5a)
or, equivalently, when the symbol a(z) admits a Laurent polynomial factoriza-
tion
a(z) = mσm(z)
n+1b(z), b(1) = 1, (5b)
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where σm is the m-ary smoothing factor defined by
σm(z) :=
1 + z + · · ·+ zm−1
m
=
1− zm
m(1− z) . (6)
We will later use that
σ(k)m (1) =
(m− 1) · · · (m− k)
k + 1
, k ≥ 0. (7)
We refer to b(z) as the derived symbol. The special case b(z) = 1 yields the
m-ary degree n B-spline scheme.
2.10 Polynomial reproduction
The scheme Sa is said to reproduce polynomials up to degree l if any polynomial
of degree at most l is the limit function for the initial data f0 sampling this
polynomial. This happens [4, Theorem 4.3] precisely when (5) holds and, in
addition,
a(k)(1) = mτ(τ − 1) · · · (τ − k + 1), k = 0, . . . , l, (8a)
which, by the following lemma, is equivalent to the power series a(z) − mzτ
having a zero of order l + 1 at z = 1, i.e.,
a(z)−mzτ =
∞∑
k=l+1
[
a(k)(1)
k!
−mτ(τ − 1) · · · (τ − k + 1)
k!
]
(z − 1)k. (8b)
Lemma 1. For any Laurent polynomial a(z) and associated shift τ as in (2),
the conditions (8a) and (8b) are equivalent.
Proof. Since a(z) is a polynomial times a power of z, it admits a power series
expansion
a(z) =
∞∑
k=0
a(k)(1)
k!
(z − 1)k.
Similarly, mzτ can be expanded as a binomial series,
mzτ = m
(
1 + (z − 1))τ = m ∞∑
k=0
τ(τ − 1) · · · (τ − k + 1)
k!
(z − 1)k.
The difference of these expansions is
a(z)−mzτ =
∞∑
k=0
[
a(k)(1)
k!
−mτ(τ − 1) · · · (τ − k + 1)
k!
]
(z − 1)k,
which takes the form (8b) precisely when (8a) holds, in which case a(z)−mzτ
has a zero of order l + 1 at z = 1.
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2.11 Shifted schemes
For a scheme Sa with mask a = [aj ]j and k ∈ Z, consider the shifted scheme Sa
with mask a = [aj+k]j . Let us conclude this section describing how the above
properties are affected by shifting.
If [aj ]j is odd (even) symmetric, then, for any integer j0, the shifted mask
[aj+j0 ]j is odd (even) symmetric as well. An integral shift in the index of the
mask a corresponds to an integral shift in the argument of the limit function
f ; in particular its support size, regularity, and ability to generate polynomials
are unchanged. If we define the corresponding shifts τa and τa as in (2), then
τa =
a′(1)
m
=
(zka(z))′(1)
m
=
a′(1) + ka(1)
m
=
a′(1)
m
+ k = τa + k, (9)
where we used the convergence assumption (4). With these parameter shifts,
the shifted scheme Sa reproduces polynomials up to degree l precisely when Sa
reproduces polynomials up to degree l [4, Corollary 5.1].
3 Pseudo-spline symbols
3.1 Definition and examples
The conditions for polynomial generation and reproduction have been been ap-
plied in [4] to define pseudo-splines of any arity, generalizing the families of
primal and dual binary pseudo-splines described in [12] and [15].
Definition 1. For any τ ∈ R and n, l ∈ N0 and integer m ≥ 2, the m-ary
pseudo-spline with parameters n, l and shift τ is defined to be the scheme Sa
with minimal support satisfying
Condition (5), for polynomial generation up to degree n, and
Condition (8), necessary for polynomial reproduction up to degree l.
Remark 2. Since polynomial reproduction of degree l also requires Condition (5)
to hold with n = l, the actual degree of polynomial reproduction is min(n, l).
For specific parametersm,n, l, and τ , the symbol of the pseudo-spline scheme
can be found by direct computation. Applying the Leibniz rule with respect to
the factorization (5b), Condition (8a) becomes
m
k∑
j=0
(
k
j
)
dk−jσn+1m
dzk−j
(1)
djb
dzj
(1) = mτ(τ − 1) · · · (τ − k + 1), k = 0, . . . , l,
forming a linear system Ad = c, with
c = m[1, τ, . . . , τ(τ − 1) · · · (τ − l + 1)]T, d = [b(1), b′(1), . . . , b(l)(1)]T,
7
and
A = m

(
0
0
)
σn+1m (1) 0 · · · 0(
1
0
)dσn+1m
dz (1)
(
1
1
)
σn+1m (1) · · · 0
...
...
. . .
...(
l
0
)dlσn+1m
dzl
(1)
(
l
1
)dl−1σn+1m
dzl−1 (1) · · ·
(
l
l
)
σn+1m (1)
 .
Note that the entries of A can be computed recursively using the chain rule and
(7), and explicitly using Faa` di Bruno’s formula.
Example 1. Let m = n = l = 3. Setting up and solving the above system yields
A =

3 0 0 0
12 3 0 0
44 24 3 0
144 132 36 3
 , c = 3

1
τ
τ(τ − 1)
τ(τ − 1)(τ − 2)
 , d =

1
τ − 4
τ2 − 9τ + 52/3
τ3 − 15τ2 + 66τ − 80

In particular for the primal parametrization, τ ≡ 0 and one obtains the symbol
of the primal ternary 4-point Dubuc-Deslauriers scheme [8],
a(z) = 3
(
1 + z + z2
3
)4(
−4
3
+
11
3
z − 4
3
z2
)
.
For the dual parametrization, τ ≡ 1/2 and one obtains the symbol of the dual
ternary 4-point Dubuc-Deslauriers scheme [27],
a(z) = − 1
16
(
1 + z + z2
3
)4
· (1 + z) · (35− 94z + 35z2).
Example 2. Let l = 1 and suppose (5b) holds with n ≥ 1. For k = 0, Condition
(8a) becomes b(1) = a(1)/m = 1, which is a consequence of the convergence by
(4b). For k = 1, Condition (8a) demands
τ =
a′(1)
m
=
1
2
(m− 1)(n+ 1) + b′(1)
by (7). Replacing b(z) by zkb(z) does not change the minimal support property
and adds k to the shift τ by (9). Up to an index shift of the mask, therefore,
the value of b′(1) is defined modulo the integers. Thus the size of the mask with
minimal support depends on how m,n, and τ (mod Z) combine.
As remarked in Section 2, to reproduce linear polynomials, odd symmetric
symbols a(z) require τ = 0 (mod Z), while even symmetric symbols require
τ = 1/2 (mod Z). Therefore, we arrive at the following possibilities for the
symbol b(z) of minimal length, for some k ∈ Z:
τ ≡ 0 (mod Z) τ ≡ 1/2 (mod Z)
m odd or n odd zk zk(1 + z)/2
m even and n even zk(1 + z)/2 zk
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For other values of τ (mod Z) one obtains asymmetric schemes, which are be-
yond the scope of this paper.
Remark 3. For m = 2 one has σm(z) = (1 + z)/2. By Remark 1, any even
symmetric symbol has a factor 1 + z, and after removing all factors σm(z) from
a(z) and shifting we are left with an odd symmetric symbol
b(z) = b0 + b1(z
1 + z−1) + · · ·+ bk(zk + z−k).
Then
b′(z) = 1 · b1(1− z−2) + · · ·+ k · bk(zk−1 − z−k−1)
implies b′(1) = 0 and therefore τ = (n+ 1)/2. Hence for the binary schemes of
minimal length in the above example, only the diagonal case b(z) = zk occurs.
3.2 Generating function approach
In this section we write m = 2m′ + , with  ∈ {0, 1}. We assume that the
parameter l = 2l′ + 1 is odd and that b(z) is odd symmetric and centered at
zero, as in this case we are able to determine the regularity exactly.
How should we choose b(z) such that a(z) = mσn+1m (z)b(z) satisfies (8a)? A
convenient basis for the vector space of odd symmetric symbols whose support
ranges from −l′ to l′ turns out to be
{1, δ(z), . . . , δl′(z)}, δ(z) := − (1− z)
2
4z
.
For fixed integers m ≥ 2 and n ≥ 0, consider the generating function
G(y) = Gm,n(y) :=
(
m
Um−1
(√
1− y)
)n+1
, (10)
where Um−1 is the Chebyshev polynomial of the second kind of degree m − 1
defined implicitly by
Um−1(x) =
sin(mθ)
sin(θ)
, x = cos(θ), (11)
explicitly by
Um−1(x) :=
(
x+
√
x2 − 1)m − (x−√x2 − 1)m
2
√
x2 − 1 , (12)
or recursively by
U0(x) = 1, U1(x) = 2x, Ud(x) = 2xUd−1(x)− Ud−2(x), d ≥ 2. (13)
Lemma 2. For any m ≥ 2 and n ≥ 0, the generating function G admits, for
positive coefficients gk, the power series expansion
G(y) =
∞∑
k=0
gky
k. (14)
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Proof. The Chebyshev polynomial Um−1(x) has roots cos
(
kpi
m
)
, k = 1, . . ., m−1,
by (11) and leading coefficient 2m−1 and degree m−1 by (13), so that it admits
the factorization
Um−1(x) = 2m−1
m−1∏
k=1
[
x− cos
(
kpi
m
)]
= 2m−1x1− ·
m′−1+∏
k=1
[
x2 − cos2
(
kpi
m
)]
,
from which it follows that
m
Um−1
(√
1− y) = m2m−1 ·
(
1
1− y
)(1−)/2
·
m′−1+∏
k=1
1
sin2
(
kpi
m
)− y . (15)
Expanding into geometric series and taking powers one obtains the power series
expansion (14) with gk > 0 for all k.
Lemma 3. For any integers m ≥ 2 and n ≥ 0, the composition G ◦δ is analytic
at z = 1.
Proof. The factorization (15) implies that (1− y)(1−)(n+1)/2 · G(y) is a rational
function of y with no pole at y = 0, so that substituting y = δ(z) gives a rational
function of z with no pole at z = 1, which is therefore analytic at z = 1. Since
√
1− δ(z) =
√
(1 + z)2
4z
=
z−1/2 + z1/2
2
(16)
is analytic and nonzero at z = 1, its reciprocal is analytic at z = 1, implying
that G ◦ δ is analytic at z = 1.
Let Gm,n,l be the Taylor polynomial of degree l′ = (l−1)/2 to Gm,n at y = 0.
Theorem 1. The scheme with symbol
am,n,l(z) := mσ
n+1
m (z)bm,n,l(z), bm,n,l(z) := Gm,n,l
(
δ(z)
)
(17)
is a pseudo-spline of type (n, l) with shift τ = (m− 1)(n+ 1)/2.
Proof. As the symbol (17) satisfies the factorization (5b), the scheme generates
polynomials up to degree n. By (12) and (16),
Um−1
(√
1− δ(z)
)
=
(
1+z
2
√
z
+ 1−z
2
√
z
)m
−
(
1+z
2
√
z
− 1−z
2
√
z
)m
2 1−z
2
√
z
=
z−m/2 − zm/2
z−1/2 − z1/2 , (18)
which gives
σn+1m (z) · Gm,n
(
δ(z)
)
=
[
1− zm
m(1− z)
m(z−1/2 − z1/2)
z−m/2 − zm/2
]n+1
= zτ .
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It follows that
am,n,l(z)−mzτ = −mσn+1m (z)
[Gm,n(δ(z))− Gm,n,l(δ(z))]
= −mσn+1m (z)δl
′+1(z)
∞∑
k=0
gk+l′+1δ
k(z).
By Lemma 2, the coefficient gl′+1 > 0, so that the latter series is nonzero at
z = 1, and am,n,l(z)−mzτ has a zero of order exactly 2(l′+ 1) = l+ 1 at z = 1.
Hence the theorem follows from Lemma 1.
3.3 Explicit formulas for the symbol
Next we determine explicit expressions for the pseudo-spline symbols in specific
cases. First we need to bring the generating function G into a form convenient
for computations.
Theorem 2. For m = 2m′ + , with  ∈ {0, 1} and m′ ∈ N, one has
Um−1
(√
1− y
)
= m
√
1− y1−
m′−1+∑
k=0
yk
(2k + 1)!
k∏
j=1
(
(2j − )2 −m2) . (19)
Proof. From (13) it follows that the statement holds for m = 2, 3. Suppose that
m = 2m′ +  ≥ 4, with  = 0, and that the statement holds for all smaller m.
For any m′ ∈ N and k ∈ N0, the identities
m′
m′ + k
k∏
j=1
(
4j2 − 4m′2) = k∏
j=1
(
(2j − 1)2 − (2m′ − 1)2) , (20)
m′
m′ + k
k∏
j=1
(
4j2 − 4m′2) = m′ − 1
m′ − 1− k
k∏
j=1
(
(2j)2 − (2m′ − 2)2) (21)
follow by taking quotients, factoring the differences of the squares, and simpli-
fying the telescoping product. Together with the hypothesis, we obtain
Um−2
(√
1− y
)
=
m′−1∑
k=0
yk
(2k + 1)!
(2m′ − 1)
k∏
j=1
(
(2j − 1)2 − (2m′ − 1)2)
=
m′−1∑
k=0
yk
(2k + 1)!
(2m′ − 1) m
′
m′ + k
k∏
j=1
(
4j2 − 4m′2) ,
Um−3
(√
1− y)√
1− y =
m′−2∑
k=0
yk
(2k + 1)!
(2m′ − 2)
k∏
j=1
(
(2j)2 − (2m′ − 2)2)
=
m′−2∑
k=0
yk
(2k + 1)!
2m′(m′ − 1− k)
m′ + k
k∏
j=1
(
4j2 − 4m′2) .
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Hence it follows from (13) that
Um−1
(√
1− y)√
1− y = 2Um−2
(√
1− y
)
− Um−3
(√
1− y)√
1− y
= 2m′
m′−1∑
k=0
yk
(2k + 1)!
k∏
j=1
(
4j2 − 4m′2) ,
which is equivalent to (19) under the assumption  = 0. The case  = 1 is derived
analogously. By induction we conclude that (19) holds for all m ≥ 2.
The following corollary follows immediately from Theorem 2 and the bino-
mial series expansion.
Corollary 1. With
Pm(y) := −
m′+−1∑
k=1
 k∏
j=1
(
(2j − )2 −m2)
 yk
(2k + 1)!
,
the generating function takes the form
Gm,n(y) =
(
(1− y)(−1)/2
1− Pm(y)
)n+1
= (1− y)(n+1)(−1)/2
∞∑
k=0
(
n+ k
k
)
P km(y).
3.3.1 Binary pseudo-splines
For m = 2 one has P2(y) = 0 and
G2,n(y) = (1− y)−(n+1)/2,
and the binary pseudo-spline of type (n, l) and shift τ = (n+ 1)/2 has symbol
a2,n,l(z) = 2
(
1 + z
2
)n+1
· b2,n,l(z), b2,n,l(z) =
l′∑
k=0
(
n/2− 1/2 + k
k
)
δk(z). (22)
For odd n one recovers the primal binary pseudo-splines, and for even n the
dual binary pseudo-splines; c.f. [15].
3.3.2 Ternary pseudo-splines
For m = 3 one has P3(y) =
4
3y and
G3,n(y) =
(
1
1− 43y
)n+1
=
∞∑
k=0
(
n+ k
k
)(
4
3
y
)k
.
Thus the ternary pseudo-spline of type (n, l) with shift τ = n+ 1 has symbol
a3,n,l(z) = 3
(
1 + z + z2
3
)n+1
· b3,n,l(z), b3,n,l(z) =
l′∑
k=0
(
n+ k
k
)(
4
3
δ(z)
)k
. (23)
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3.3.3 Quaternary pseudo-splines
For m = 4 one has P4(y) = 2y and, expanding as a binomial series and taking
the Cauchy product,
G4,n = (1− y)−(n+1)/2 ·
∞∑
k=0
(
n+ k
k
)
2kyk =
∞∑
k=0
gky
k,
where
gk =
k∑
j=0
(
j + n−12
j
)(
n+ k − j
k − j
)
2k−j .
Thus the quaternary pseudo-spline of type (n, l) with shift τ = 3(n + 1)/2 has
symbol
a4,n,l(z) = 4
(
1 + z + z2 + z3
4
)n+1
· b4,n,l(z), b4,n,l(z) =
l′∑
k=0
gkδ
k(z). (24)
3.3.4 Small reproduction order l
If l′ = 0 then bm,n,1 = 1, and one recovers the well-known m-ary B-spline
schemes. If l′ = 1, then, modulo δ2,
bm,n,3 ≡
(
1 +
1
2
(n+ 1)(1− )δ
)
· (1 +(n+ 1)Pm(δ)) ≡ 1 + 1
6
(n+ 1)
(
m2 − 1) δ,
so that bm,n,3(z) = b1z
−1 + b0 + b1z, with
b0 = 1 +
(
m2 − 1)(n+ 1)
12
, b1 = −
(
m2 − 1)(n+ 1)
24
. (25)
Similarly it is straightforward to obtain explicit expressions for bm,n,2l′+1, with
l′ = 2, 3, . . .
3.3.5 (2l′ + 2)-point Dubuc-Deslauriers schemes
For l′ ∈ N0 and l = 2l′ + 1, the primal m-ary (l + 1)-point Dubuc-Deslauriers
scheme is the m-ary pseudo-spline of type (2l′+ 1, 2l′+ 1). From the generating
function, we obtain bm,1,1(z) = 1 and
bm,3,3(z) = 1 +
2
3
(m2 − 1)δ(z) = 1 + 1
3
(m2 − 1)− 1
6
(m2 − 1)(z + z−1) (26)
bm,5,5(z) = 1 + (m
2 − 1)δ(z) + 2
15
(4m4 − 5m2 + 1)δ2(z) (27)
Remark 4. Explicit expressions for the symbol of the general primal and dual
m-ary (2l′ + 2)-point Dubuc-Deslauriers scheme can be obtained by evaluating
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the Lagrange interpolant of degree l to uniform data at appropriate points. To
make this precise, consider the Lagrange basis polynomials
L2l
′+1
j (x) :=
l′+1∏
k=−l′
k 6=j
x− k
j − k , L
2l′
j (x) :=
l′∏
k=−l′
k 6=j
x− k
j − k .
By definition of their refinement rules, the primal and dual m-ary (2l′+2)-point
Dubuc-Deslauriers scheme have centered symbols
1 +
m−1∑
s=1
zs
l′+1∑
j=−l′
Llj
( s
m
)
z−mj and
m−1∑
s=0
zs
l′+1∑
j=−l′
Llj
(
2s+ 1
2m0
)
z−mj .
Remark 5. Although in this paper we only consider pseudo-splines for which the
derived symbol b(z) is odd symmetric, we conjecture that dual m-ary (2l′ + 2)-
point Dubuc-Deslauriers schemes have symbol a(z) = mσnm(z)b(z), where n =
l = 2l′ + 1 and b(z) is 1+z2 multiplied by the Taylor polynomial of degree l
′ to
the generating function
Gm,n(y)/
√
1− y (28)
evaluated at δ(z). This is verified symbolically in the worksheet for small l.
3.3.6 (2l′ + 1)-point interpolatory schemes
For l′ ∈ N and odd arity m = 2m′ + 1, consider the family [28] of m-ary
(2l′ + 1)-point interpolatory schemes with symbol
a(z) =
ml′+m′∑
k=−ml′−m′
akz
k, ak = a−k =
∏l′−j
i=1 (im+ k)
∏l′+j
i=1 (im− k)
m2l′(l′ − j)!(l′ + j)! ,
for k = 0, . . . ,m′ and j = 0, or k = mj − m′, . . . ,mj + m′ and j = 1, . . . , l′.
These are the m-ary pseudo-splines of type (2l′, 2l′ + 1) and shift τ = 0.
The family of ternary schemes in [34], depending on a parameter u, is the
affine span of the above ternary (2l′ + 1)-point scheme (with u = L2l
′
−l′ (−1/3)),
for which it attains maximal order of reproduction, and the ternary 2l′-point
Dubuc-Deslauriers schemes (with u = −L2l′−1l′ (−1/3)). Even more specifically,
for l′ = 1 one obtains the original scheme from [23].
4 Regularity
Let be given the scheme (1) with symbol, after shifting, satisfying the conditions
(5b) of polynomial generation of degree r ≥ 0. In this equation, suppose that
b(z) is centered at zero and odd symmetric, so that its Fourier transform takes
the form
B(ξ) := b(e−iξ) = b0 + 2
p∑
j=1
bj cos(jξ), ξ ∈ R,
for some p ≥ 1.
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M m = 2 m = 3 m = 4
p = 1 [b0] [b0] [b0]
p = 2
[
b0 2b2
b1 b1
]
[b0] [b0]
p = 3
b0 2b2 0b1 b1 + b3 b3
b2 b0 b2
 [b0 2b3
b1 b2
]
[b0]
p = 4

b0 2b2 2b4 0
b1 b1 + b3 b3 0
b2 b0 + b4 b2 b4
b3 b1 b1 b3
 [b0 2b3b1 b2 + b4
] [
b0 2b4
b1 b3
]
p = 5

b0 2b2 2b4 0 0
b1 b1 + b3 b3 + b5 b5 0
b2 b0 + b4 b2 b4 0
b3 b1 + b5 b1 b3 b5
b4 b2 b0 b2 b4

b0 2b3 0b1 b2 + b4 b5
b2 b1 + b5 b4
 [b0 2b4
b1 b3 + b5
]
Table 1: The matrix M in (29) for various m ≥ 2 and p ≥ 1.
4.1 A recipe for computing the exact regularity
Let M be the matrix defined by
M = [mj,k]j,k=0,...,b p−1m−1 c, mj,k :=
{
bj k = 0,
b|j−mk| + bj+mk k ≥ 1, (29)
which can be interpreted as a ‘folded’ submatrix of the subdivision matrix. See
Table 1 for explicit expressions for M for various m ≥ 2 and p ≥ 1.
Under the assumptions, the following theorem yields a quick method for
computing the exact regularity of the scheme (1).
Theorem 3. Suppose the matrix M has spectral radius ρ > 1/m.
1. If B(ξ) ≥ 0 for all ξ, then the regularity of the scheme (1) has lower bound
r − logm(ρ).
2. If B(ξ) > 0 for all ξ, then this bound is optimal.
The proof is a straightforward but lengthy generalization of the binary case
presented in the report [18]; for part a. see Theorem A.1 and for part b. see
Theorem A.2 in Appendix A.
Remark 6. In practice one takes r maximal in the factorization (5b), so that
M has minimal size.
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4.2 Regularity of pseudo-splines
Now consider the pseudo-spline scheme defined by (17). By Lemma 2 and since
δ(e−iξ) = sin2(ξ/2) ≥ 0, it follows that the derived symbol bm,n,l(z) in (17)
satisfies bm,n,l
(
e−iξ
)
= Bm,n,l(ξ) > 0 for all ξ. Hence, whenever the matrix M
has spectral radius ρ > 1/m, the scheme has exact regularity r − logm(ρ).
In the next sections we compute these regularities explicitly for some special
cases. In each case, the regularity is computed in a fraction of a second, while
a similar numerical computation based on the Joint Spectral Radius can take
a significant amount of time (unless more sophisticated techniques are applied,
as in [29]).
4.2.1 Binary pseudo-splines
Using the explicit expression (22) for the symbol of the binary pseudo-spline
scheme, we apply the method in Section 4.1 to compute its regularity.
Table 2 shows the regularity of binary primal (n odd) and dual (n even)
pseudo-splines [15]. The first column corresponds to the binary B-spline scheme
of degree n. The top slanted diagonal n = 2l′ corresponds to the (2l′+ 1)-point
scheme from [28]. Below that, the slanted diagonal n = 2l′+1 (resp. n = 2′l′+2)
corresponds to the primal (resp. dual) (2l′+2)-point Dubuc-Deslauriers scheme
[8,13,14].
For n ≥ 2l′ + 1, these exact regularities agree (up to three decimals) with
the lower bounds presented in Tables 2 and 3 of [10], established numerically
using a Joint Spectral Radius computation. The regularity for the binary 3-
point scheme, obtained by taking (n, 2l′ + 1) = (2, 3), agrees with the exact
Joint Spectral Radius computation in [29, §7.2].
4.2.2 Ternary pseudo-splines
Using the explicit expression (23) for the symbol of the ternary pseudo-spline
scheme, we again apply the method in Section 4.1 to compute its regularity,
shown in the second part of Table 2.
The first column corresponds to the ternary B-spline scheme of degree n (cf.
[23] for (n, l) = (3, 1)). The slanted diagonal corresponds to the primal ternary
(2l′ + 2)-point Dubuc-Deslauriers scheme [8].
The regularities for the primal ternary 4-point (n = l = 3) and 6-point
(n = l = 5) Dubuc-Deslauriers schemes agree with the lower bounds in [22, Table
4.2].
4.2.3 Quaternary pseudo-splines
Using the explicit expression (24) for the symbol of the quaternary pseudo-spline
scheme, we again apply the method in Section 4.1 to compute its regularity,
shown in the third part of Table 2.
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l′ = 0 l′ = 1 l′ = 2 l′ = 3
m = 2 n = 1 1
n = 2 2 1.19265
n = 3 3 2
n = 4 4 2.83007 2.10558
n = 5 5 3.67807 2.83007
n = 6 6 4.54057 3.57723 2.87602
n = 7 7 5.41504 4.34379 3.55113
m = 3 n = 1 1
n = 2 2 1
n = 3 3 1.81734
n = 4 4 2.66528 1.57641
n = 5 5 3.53503 2.31986
n = 6 6 4.42110 3.09466 1.88409
n = 7 7 5.31986 3.89404 2.58999
m = 4 n = 1 1
n = 2 2 0.87604
n = 3 3 1.70752
n = 4 4 2.57101 1.32536
n = 5 5 3.45627 2.09955
n = 6 6 4.35730 2.90432 1.60191
n = 7 7 5.27028 3.73236 2.35154
Table 2: Cardinal limit functions and regularities, rounded to five decimals,
of binary, ternary, and quaternary pseudo-splines of type (n, 2l′ + 1) and shift
τ = (m− 1)(n+ 1)/2.
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The first column corresponds to the quaternary B-spline scheme of degree
n. The slanted diagonal corresponds to the primal quaternary (2l′ + 2)-point
Dubuc-Deslauriers scheme [8].
The regularity of the quaternary 3-point scheme (m = 4, n = 2 and l = 3)
agrees with the exact Joint Spectral Radius computation in [29, §7.8].
4.2.4 Small reproduction order l
If l′ = 0 one recovers the well-known fact that the m-ary B-spline scheme of
degree n has regularity n (i.e., the B-spline of degree n has regularity n− ε for
any ε > 0).
If l′ = 1 and n ≥ 2, then the folded matrix M has size b l′−1m−1c+ 1 = 1, and
the regularity of the scheme can be expressed in terms of the central coefficient
b0 from (25) as
n− logm(b0) = n− 2− logm
(
1
m2
+
n+ 1
12
(
1− 1
m2
))
. (30)
In the limit m→∞, the regularity approaches n− 2. Moreover, the regularity
decreases with m for n < 11, increases with m for n > 11, and stays constant
at 9 for n = 11.
Next, consider any column l′ ≥ 1, with m > l′ and n ≥ 2l′. Since m > l′, the
folded matrix has dimension b l′−1m−1c+ 1 = 1, and the scheme has regularity n−
logm(b0), with b0z
0 the constant term of Gm,n
(
δ(z)
)
mod δl
′+1. Each monomial
δk of Pm(δ) has as a coefficient a polynomial of degree 2k in m. It follows that
b0 is a polynomial of degree 2l
′ in m, and the regularity approaches
n− lim
m→∞ logm(b0) = n− 2l
′ − lim
m→∞ logm(m
−2l′b0) = n− 2l′
in the limit m→∞.
4.2.5 Primal Dubuc-Deslauriers with tension
By the linearity of the Fourier transform, any convex combination of masks
with positive Fourier transform has positive Fourier transform. Thus Theorem 3
applies to convex combinations of the m-ary 2l′-point and (2l′+2)-point primal
Dubuc-Deslauriers schemes.
Because the method in Section 4.1 is very fast, it is possible to quickly com-
pute the regularity for a large number of schemes of large size. Figure 1 shows
the regularity of these schemes for m = 2, . . . , 7. In the domain l′ = 0, . . . , 4,
the left figure indicates that the regularity decreases (pointwise) when the arity
increases. However, in the domain l′ = 0, . . . , 30 the right figure indicates a
different picture, with the even arity (drawn solid) approaching asymptotically
a steeper slope than the schemes with odd arity (drawn dotted).
For binary schemes, the slope of the top curve approaches the known value of
2−log2(3) ≈ 0.415 [12]. Although affine, non-convex combinations of masks with
positive Fourier transform do not necessarily have positive Fourier transform,
18
0 1 2 3 4
1
1.5
2
2.5
3
3.5
4
0 5 10 15 20 25 30
1
2
3
4
5
6
7
8
9
Figure 1: For m = 2m′ + ε = 2, . . . , 7 and l′ = 0, . . . , 4 (left) and l′ = 0, . . . , 30
(right), the regularity of primal 2m′-ary (solid) and (2m′+1)-ary (dotted) (2l′+
2)-point Dubuc-Deslauriers schemes versus l′, interpolated by the regularities of
successive tension parameter schemes.
in which case the method of Section 4.1 is no longer valid, the regularity of such
schemes has been analysed by other means [24] [29, §7.3].
Example 3. A particular case is the classical 4-point scheme with tension [9].
More generally, consider the m-ary 4-point scheme with tension with symbol
aω(z) := (1− ω)am,1,1(z) + ωam,3,3(z) = mσ2m(z)bω(z), ω ∈ [0, 1],
where, using (25) and shifting to a centered symbol,
bω(z) = (1− ω) + ω (1 + · · ·+ z
m−1)2
m2zm−1
[
1 +
m2 − 1
3
− m
2 − 1
6
(
z−1 + z+1
)]
.
Since p = m, a calculation yields the folded matrix
M =
[
b0 2bm
b1 bm−1
]
=
1
m2
[
m2 − 13ω(m− 1)(2m− 1) − 13ω(m2 − 1)
ω(m− 1) ω
]
.
It follows that, with
D := (4m4 − 24m3 + 37m2 − 12m+ 4)ω2 − 6(2m4 − 3m3 + 4m2)ω + 9m4,
the scheme has regularity
1− logm
(
ρ(M)
)
, ρ(M) =
3m2 − 2m2ω + 3mω + 2ω +√D
6m2
,
which is plotted in Figure 1 from l′ = 0 to l′ = 1.
5 Conclusion
Using a generating function approach, we have derived the symbol of the sym-
metric m-ary pseudo-spline of type (n, 2l′ + 1) and shift τ = (m− 1)(n+ 1)/2.
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It was shown how various schemes in the literature appear as special cases. For
such pseudo-spline schemes, the derived mask is odd symmetric and has positive
Fourier transform, making it possible to compute the exact regularity rapidly
in terms of the spectral radius of a matrix.
In the future it would be interesting to show that the generating function (28)
can be used to define pseudo-splines with even symmetric derived symbol b(z).
An open question is whether it is possible to determine the regularity exactly
for such schemes, which seems to be a very hard problem. Finally it remains
to be seen to what length these results can be generalized to non-symmetric
pseudo-splines.
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A Regularity of m-ary subdivision
It is well known [20,33] that for symmetric interpolatory schemes with positive
Fourier transform, it is possible to determine the Ho¨lder regularity exactly. In
the report [18] it was shown that this is possible for non-interpolatory binary
schemes as well. In this appendix we show that these results generalize to the
general m-ary scheme (1) (cf. [22] for the ternary case). This is related to results
described in [2,29,30], which show that the underlying mathematical reason for
the correctness of the method is the validity of the finiteness conjecture for
the joint spectral radius of subdivision submatrices derived from schemes with
positive Fourier transform.
In this appendix we suppose that a(z) satisfies the conditions (5b) for poly-
nomial generation up to some degree r ≥ 0, and, after shifting the coefficients
ak as necessary, that the mask b = (bj)j corresponding to b(z) is odd symmetric
and centered at zero, i.e.,
b = [bp, . . . , b1, b0, b1, . . . , bp], bp 6= 0, (31)
for some p ≥ 0. Then the Fourier transform of b,
B(ξ) := b(e−iξ) = b0 + 2
p∑
j=1
bj cos(jξ), ξ ∈ R,
is real and periodic with period 2pi.
A.1 Regularity as a decay rate of differences of the data
The regularity of the limit function f is related to the decay rate of divided
differences of the scheme. For each integer s ≥ 0, let f [s]`,j denote the di-
vided difference of the values f`,j−s, . . . , f`,j at the corresponding m-adic points
m−`(j − s), . . . ,m−`j. That is,
f
[0]
`,j = f`,j , f
[s]
`,j =
m`
s
(
f
[s−1]
`,j − f [s−1]`,j−1
)
, s ≥ 1. (32)
Under condition (5), there is a scheme for the f
[s]
`,j for s = 0, . . . , r + 1. Writing
a[s](z) =
∑
j
a
[s]
j z
j :=
a(z)
σsm(z)
, f
[s]
` (z) :=
∑
j
f
[s]
`,jz
j ,
this scheme takes the equivalent forms
f
[s]
`+1,j =
∑
k
a
[s]
j−mkf
[s]
`,k, f
[s]
`+1(z) = a
[s](z)f
[s]
` (z
m). (33)
Consider the differences g
[r]
`,j (of the divided differences) of the data and the
corresponding symbol, defined by
g
[r]
`,j := f
[r]
`,j − f [r]`,j−1, g[r]` (z) :=
∑
j
g
[r]
`,jz
j .
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The following lemma relates the decay rate of g
[r]
`,j to the regularity of the limit
function f . It was shown to hold for binary schemes in [16, Theorem 4.9] and for
ternary schemes in [22, Theorem 3.4.4], but also holds for schemes with general
arity m.
Lemma A.1. Suppose that, for large enough `,
|g[r]`,j | ≤ Kλ`, (34)
for some constants K and λ < 1. Then f (r) ∈ C0. Moreover, if 1/m < λ < 1,
then f (r) ∈ C− logm(λ).
Proof. To simplify notation, let us drop the superscripts in g
[r]
`,j , g
[r]
` (z), f
[r]
`,j ,
f
[r]
` (z), f
(r), a[r](z). Using the standard parametrization, let L` denote the
piecewise linear function through the points (m−`j, f`,j) at level `. We first
bound the maximal difference between these piecewise linear functions at levels
` and `+1 in terms of the differences at level `. Since this maximum is attained
at one of the breakpoints,
‖L`+1 − L`‖∞ = max
j
|f`+1,j − h`+1,j | , (35)
where, writing j = mj′ + ε,
h`+1,mj′+ε :=
m− ε
m
f`,j′ +
ε
m
f`,j′+1, ε = 0, 1, . . . ,m− 1, j′ ∈ Z,
with corresponding symbol
h`+1(z) :=
∑
j
h`+1,jz
j =
(1 + z + · · ·+ zm−1)2
mzm−1
f`(z
m).
Therefore
f`+1(z)− h`+1(z) = (1 + z + · · ·+ zm−1)d(z)f`(zm),
with
d(z) :=
a(z)
1 + z + · · ·+ zm−1 −
1 + z + · · ·+ zm−1
mzm−1
.
But d(1) = a(1)/m − 1 = 0 by (4b), so that d(z) = (1 − z)e(z), with e(z) =∑
j ejz
j a Laurent polynomial. Therefore
f`+1(z)− h`+1(z) = e(z)(1− zm)f`(zm) = e(z)g`(zm),
or equivalently
f`+1,j − h`+1,j =
∑
k
ej−mkg`,k.
Using (35), we obtain, for some constant K1,
‖L`+1 − L`‖∞ = max
j
|f`+1,j − h`+1,j | ≤ max
j
∑
k
|ej−mk| ·max
k
|g`,k| ≤ K1λ`,
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from which it follows that [L`]` is a Cauchy sequence. Equipped with the infinity
norm ‖ · ‖∞, the space of bounded continuous functions on the real line is
complete, and [L`]` converges uniformly to a continuous function f . Moreover,
‖f − L`‖∞ ≤
∞∑
`′=`
‖L`′+1 − L`′‖∞ ≤
∞∑
`′=`
K1λ
`′ = K2λ
`, K2 :=
K1
1− λ, (36)
so that [L`]` converges to f with rate λ. In addition, note that
|L`(x)− L`(y)| ≤ |x− y| · maxj g`,j
m−`
≤ |x− y|
m−`
Kλ`, (37)
implying
|f(x)− f(y)| ≤ |f(x)− L`(x)|+ |L`(x)− L`(y)|+ |L`(y)− f(y)|. (38)
It suffices to verify the Ho¨lder condition locally. Let x, y be such that m−` ≤
|x− y| ≤ m−`+1, so that
λ` = m` logm(λ) ≤ |x− y|− logm(λ), |x− y|
m−`
≤ m.
Combining (36)–(38) gives
|f(x)− f(y)| ≤ (2K2 +mK)|x− y|− logm(λ),
implying that f ∈ C− logm(λ) whenever 1/m < λ < 1.
A.2 Growth rate of the differences of the data
How can we use (34) in the case that it holds with λ ≥ 1? Then we do not
know whether f ∈ Cr, but if r ≥ 1 we can use the ‘reduction procedure’ of
Daubechies, Guskov, and Sweldens [5] to obtain information about lower order
derivatives. Although the procedure was shown to work for binary interpolatory
schemes in [5], it also applies to the more general scheme (1).
Lemma A.2. Suppose (5b) holds for some r ≥ 1. If (34) holds for some λ,
then there are constants D1, D2, D3 such that
|g[r−1]`,j | ≤

D1
(
λ
m
)`
if λ > 1,
(D2 +D3`)
(
1
m
)`
if λ = 1.
Proof. By the definition of a[r](z), one has a[r](1) = a(1) = m. Moreover, by
the divisibility assumption (5b), a[r] is divisible by (1 − zm)/(1 − z) so that
a[r](ζkm) = 0 for k = 1, . . . ,m− 1. It follows that∑
k
a
[r]
mk =
∑
k
a
[r]
mk+1 = · · · =
∑
k
a
[r]
mk+m−1 = 1,
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which, together with (33), implies that there is a constant K1 such that
|f [r]`+1,mj+s − f [r]`,j | ≤ K1 maxj |g
[r]
`,j |, s = 0, 1, . . . ,m− 1.
So, for any level ` ≥ 1, if we represent any j ∈ Z in m-ary form as j = j`, where
j`′ = mj`′−1 + s`, `′ = `, `− 1, . . . , 1,
for some j0 ∈ Z and s1, . . . , s` ∈ {0, 1, . . . ,m− 1}, then
|f [r]`,j − f [r]0,j0 | ≤
∑`
`′=1
|f [r]`′,j`′ − f
[r]
`′−1,j`′−1 | ≤ K1K(1 + λ+ · · ·+ λ
`−1).
Hence,
|f [r]`,j | ≤ K2 +K1K(1 + λ+ · · ·+ λ`−1)
for some constant K2, and since
g
[r−1]
`,j = m
−`rf [r]`,j ,
this gives the result in the two cases λ > 1 and λ = 1.
By applying this procedure recursively, it follows that if (34) holds for any
λ with 1/m < λ < mr, then f ∈ Cr−logm(λ) if logm(λ) is not an integer, and
f ∈ Cr−logm(λ)− for any small  > 0 if logm(λ) is an integer.
A.3 Growth rate of the iterated scheme for the differences
If p = 0 in (31), then b0 = 1 by (4b) and (5b). In this case the scheme (1) is the
m-ary B-spline scheme of degree r. Since (34) holds with λ = 1, we conclude
using Lemma A.2 that the limit function belongs to Cβ for any β < r, which is
well known.
Therefore we assume from now on that p ≥ 1. With r in (5b) fixed, write
g`,j = g
[r]
`,j and g`(z) =
∑
j g`,jz
j . Then
g`+1(z) = b(z)g`(z
m), (39)
with b(z) as in (5b), or equivalently,
g`+1,j =
∑
k
bj−mkg`,k. (40)
In the following lemma we rephrase the bound (34) for the data g`,j as a bound
for their scheme.
Lemma A.3. The bound (34) holds, for some constant K, if there is some
constant K ′ such that
max
j
|b`,j | ≤ K ′λ`. (41)
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Proof. Iterating (39) gives
g`(z) = b`(z)g0(z
m`), (42)
where
b`(z) := b(z)b(z
m) · · · b(zm`−1). (43)
But then
b`+1(z) = b(z)b`(z
m), (44)
and so b`(z) is the Laurent polynomial of the data b`,j , where b0,j = δj,0 and
b`+1,j =
∑
k
bj−mkb`,k. (45)
In particular, b1,j = bj . Since (42) can be written as
g`,j =
∑
k
b`,j−m`kg0,k, (46)
it follows that
|g`,j | ≤ max
j
|b`,j |
∑
k
|g0,k|,
and so (34) holds if (41) holds for some constant K ′.
The following lemma provides the reason why the bound (41) is easier to
verify than (34), in the case of a nonnegative Fourier transform. For a direct
proof see the report [18] or [33]. It is also a direct consequence of Herglotz’
theorem, which states that the condition of the lemma is equivalent to b being
a positive definite sequence; see [2].
Lemma A.4. If b as in (31) has Fourier transform B(ξ) ≥ 0 for all ξ, then
max
j
|b`,j | = b`,0 for all ` ≥ 0.
A.4 Growth rate as a spectral radius
For an odd symmetric mask b with nonnegative Fourier transform, it follows
that (34) holds if b`,0 ≤ Kλ` for large enough `. One way to determine such
λ is using a subvector of [b`,j ]j that includes the central coefficients b`,0 and is
‘self-generating’ in the following sense.
Lemma A.5. For ` ≥ 0, the finite submatrix and subvectors
M := [bj−mk]j,k=−b p−1m−1 c,...,b p−1m−1 c, b` :=
[
b`,−b p−1m−1 c, . . . , b`,b p−1m−1 c
]T
, (47)
satisfy b`+1 = Mb`.
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Proof. If k ≥ b p−1m−1c + 1 in (45) and the corresponding coefficient bj−mk 6= 0,
then j −mk ≥ −p implying that
j ≥ −p+mk ≥ −p+m
⌊
p− 1
m− 1
⌋
+m ≥
⌊
p− 1
m− 1
⌋
+ 1.
So any such b`,k will not contribute to the linear combination for b`+1,j with j ≤
b p−1m−1c. Similarly, if k ≤ −b p−1m−1c − 1 in (45) and the corresponding coefficient
bj−mk 6= 0, then j −mk ≤ p implying that
j ≤ p+mk ≤ p−m
⌊
p− 1
m− 1
⌋
−m ≤ −
⌊
p− 1
m− 1
⌋
− 1.
So any such b`,k will not contribute to the linear combination for b`+1,j with
j ≥ −
⌊
p−1
m−1
⌋
. By (45), it follows that b`+1 = Mb` for ` ≥ 0.
Theorem A.1. Let ρ be the spectral radius of M . If B(ξ) ≥ 0 for all ξ, then
lim
`→∞
b
1/`
`,0 = ρ, (48)
If ρ > 1/m, a lower bound for the regularity of the scheme (1) is r − logm(ρ).
Proof. Using Lemma A.4 and b` = M
`b0 by Lemma A.5,
b`,0 = ‖b`‖∞ ≤ ‖M `‖∞‖b0‖∞ = ‖M `‖∞.
On the other hand, by (46) the matrix M ` takes its entries from [b`,j ]j , so that
its maximum absolute row sum ‖M `‖∞ satisfies
‖M `‖∞ ≤
(
2
⌊
p− 1
m− 1
⌋
+ 1
)
max
j
|b`,j | =
(
2
⌊
p− 1
m− 1
⌋
+ 1
)
b`,0.
Taking `-th roots and the limit ` → ∞ one obtains (48). It follows from (48)
and Lemma A.3 that (34) holds with K = 1 for any λ > ρ, and this proves the
lower bound on the regularity of the scheme.
A.5 A smaller matrix
Due to the assumption that b is odd symmetric, the limit (48) can also be
computed as the spectral radius of a matrix roughly half the size of M , using a
‘folding procedure’ [18,33]. Since b`,−j = b`,j for all j, the vector of coefficients
b` :=
[
b`,0, b`,1, . . . , b`,b p−1m−1 c
]T
,
also includes b`,0 and is self-generating as well. Indeed, from (45),
b`+1,j = bjb`,0 +
∑
k≥1
(bj−mk + bj+mk)b`,k,
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and, using that b−j = bj , one obtains
b`+1,j = bjb`,0 +
∑
k≥1
(b|j−mk| + bj+mk)b`,k.
It follows that b`+1 = Mb`, where M is the matrix of dimension b p−1m−1c+ 1,
M = [mj,k]j,k=0,...,b p−1m−1 c, mj,k =
{
bj k = 0,
b|j−mk| + bj+mk k ≥ 1. (49)
A.6 Optimality
In this section we show that under a slightly stricter condition, the lower bound
on the regularity of Theorem A.1 is optimal. For related results in the binary
and ternary case, see [33] and [22, §3.4].
Theorem A.2. If B(ξ) > 0 for all ξ, the lower bound r − logm(ρ) of Theo-
rem A.1 is optimal.
To prove this we first establish a lemma that shows that the bound is opti-
mal whenever the cardinal function φ of the scheme (1) has `∞-stable integer
translates. The main point in proving this lemma is that the stability allows us
to bound divided differences of the scheme by corresponding divided differences
of the limit function.
Following Jia and Micchelli [26], we say that φ has `∞-stable integer trans-
lates if there is some constant K∞ > 0 such that for any sequence c = [cj ]j in
`∞(Z), ∥∥∥∥∥∥
∑
j
cjφ(· − j)
∥∥∥∥∥∥
L∞(R)
≥ K∞‖c‖`∞(Z). (50)
Lemma A.6. Suppose φ has `∞-stable integer translates and f ∈ Cq+α for
some integer q ≥ 0 and 0 < α < 1. Then for any integer r ≥ q, there is a
constant K such that
|g[r]`,j | ≤ Km`(r−q−α). (51)
Proof. The limit function for general initial data f0,k can be expressed as the
linear combination
f(x) =
∑
k
f0,kφ(x− k).
As is well known [21], φ satisfies the refinement equation
φ(x) =
∑
j
ajφ(mx− j), (52)
and therefore, for any ` ≥ 0,
f(x) =
∑
k
f`,kφ(m
`x− k). (53)
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We can use this equation to relate any divided difference of f of the form
f˜
[q]
`,y := [m
−`(y − q),m−`(y − q + 1), . . . ,m−`y]f, y ∈ R,
to the divided differences of the scheme. Putting x = m−`(y − j) in (53),
f
(
m−`(y − j)) = ∑
k
f`,k−jφ(y − k),
and, using the cases j = 0, 1, . . . , q, and the linearity of divided differences,
f˜
[q]
`,y =
∑
k
f
[q]
`,kφ(y − k).
Similarly, if
g˜
[q]
`,y := f˜
[q]
`,y − f˜ [q]`,y−1,
then
g˜
[q]
`,y =
∑
k
g
[q]
`,kφ(y − k).
Using that f has compact support, if f has regularity q + α, there is a
constant K ′ > 0 such that for any ξ0, ξ1 ∈ R,
|f (q)(ξ1)− f (q)(ξ0)| ≤ K ′|ξ1 − ξ0|α,
and, by the mean value theorem for divided differences, for each ` and y,
|g˜[q]`,y| = |f (q)(ξ1)− f (q)(ξ0)|/q!,
for ξ0, ξ1 ∈
(
m−`(y − q − 1),m−`y). Therefore, for any y,
|g˜[q]`,y| ≤ K ′′m−`α,
where K ′′ = K ′(q + 1)α/q!. Therefore,∥∥∥∥∥∑
`
g
[q]
`,kφ(· − k)
∥∥∥∥∥
L∞(R)
≤ K ′′m−`α,
and by (50) it follows that for any k ∈ Z,
|g[q]`,k| ≤ K−1∞ K ′′m−`α.
Finally, by applying the divided difference definitions (32) recursively, r − q
times, we obtain (51).
Lemma A.7. If φ has `∞-stable integer translates, then the lower bound r −
logm(ρ) of Theorem A.1 is optimal.
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Proof. Let f be the limit of the scheme with any initial data for which g
[r]
0,j = δj,0,
−p+ 1 ≤ j ≤ p− 1, and with only a finite number of initial data f0,j non-zero.
Then f has compact support. Suppose that f ∈ Cr−logm(ρ)+ε for some small
ε > 0 and write the exponent as
r − logm(ρ) + ε = q + α, q ∈ N0, 0 < α < 1.
If ρ > 1/m, we have r ≥ q, and so Lemma A.6 can be applied, implying
|g[r]`,j | ≤ Km`(logm(ρ)−ε) = Kρ`m−`ε.
Hence,
lim sup
`→∞
∣∣∣g[r]`,0∣∣∣1/` ≤ ρm−ε.
By choice of the g
[r]
0,j , however, g
[r]
`,0 = b`,0, which contradicts (48).
Using this lemma we can now prove Theorem A.2 by comparing the cardinal
function φ with B-splines, which are known to be stable. A similar idea was
used by Dong and Shen [11, Lemma 2.2] to show that binary pseudo-splines are
stable.
Proof of Theorem A.2. By Lemma A.7, it is sufficient to show that φ has `∞-
stable integer translates if B(ξ) > 0 for all ξ. We apply some results by Jia and
Micchelli [26]. Consider the (continuous) Fourier transform of φ, defined as
φ̂(ξ) :=
∫
R
φ(x)e−iξx dx, ξ ∈ R.
Since the scheme (1) reproduces constants,∑
k
φ(x− k) = 1, x ∈ R.
As a 1-periodic function, it has a Fourier series expansion∑
k
φ(x− k) =
∑
n∈Z
cne
2piinx,
with Fourier coefficients
δn,0 = cn =
∫ 1
0
∑
k
φ(x− k)e−2piinxdx =
∫
R
φ(x)e−2piinxdx = φ̂(2pin).
In particular φ̂(0) = 1. Together with the Fourier transform of (52),
φ̂(ξ) = m−1A(ξ/m)φ̂(ξ/m),
if follows that
φ̂(ξ) =
∞∏
`=1
(
m−1A(ξ/m`)
)
.
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By [26, Theorem 3.5], φ has `∞-stable integer translates precisely when
sup
k∈Z
∣∣∣φ̂(ξ + 2pik)∣∣∣ > 0, for all ξ ∈ R. (54)
Consider again the case that the scheme admits a factorization (5b). Then
A(ξ) = me−(m−1)(r+1)iξ/2
(
sin(mξ/2)
m sin(ξ/2)
)r+1
B(ξ),
where, since A(0) = m under the assumption of convergence, B(0) = 1. For the
B-spline scheme of degree r we have b(z) = 1, in which case we can write its
symbol as ar(z) = (1 + z + · · ·+ zm−1)r+1/mr. The cardinal function φr is the
B-spline of degree r centered at 0, and we have, after shifting,
e(r+1)iξ/2 · φ̂r(ξ) =
∞∏
`=1
(
sin(m−`+1ξ/2)
m sin(m−`ξ/2)
)r+1
=
(
sin(ξ/2)
ξ/2
)r+1
lim
`→∞
(
m−`ξ/2
sin(m−`ξ/2)
)r+1
=
(
sin(ξ/2)
ξ/2
)r+1
=: sincr+1(ξ/2).
It then follows that
φ̂(ξ) = φ̂r(ξ)
∞∏
`=1
B
(
ξ/m`
)
.
Since the condition (54) holds for the B-spline φr, we deduce that φ has `
∞-
stable integer translates if B(ξ) > 0 for all ξ.
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