ABSTRACT A dilemma in cloud radio access networks (C-RANs) is how to keep a balance between the performance and the efficiency of centralized processing. To solve this problem, the joint design of trainingbased channel estimation and cluster formation are studied in this paper. To provide efficient cooperation strategies in C-RANs, individual C-RAN clusters are formed by the remote radio heads (RRHs), and a dataassisted channel estimation scheme is studied, which can reduce the redundant cost of training sequences. To ensure the performance of channel estimation and data transmissions, the cluster formation and the channel estimation are optimized jointly. In particular, an iterative training-based channel estimation scheme is designed by using convex optimization and the Broyden-Fletcher-Goldfarb-Shanno algorithm jointly. Moreover, a utility function of cluster formation can be established based on the estimates and the mean squared error of our proposed channel estimation algorithm, and the cluster formation of RRHs can be formulated as a coalitional formation game. Furthermore, a sub-optimal algorithm is also proposed to reduce the computational complexity. Finally, the simulation results are shown to evaluate the performance of our proposed algorithms.
I. INTRODUCTION
Cloud radio access networks (C-RANs) is considered as a promising architecture for the fifth-generation (5G) wireless communication systems to to satisfy the explosive demands for real-time data services, in which distributed remote radio heads (RRHs) are connected to a centralized baseband unit (BBU) pool though fronthaul links [1] . By centralizing the processing functions at BBU pool, the messages can be transmitted cooperatively by the RRHs, which provides great convenience of interference management and resource improvement, and the energy efficiency can be improved significantly [3] . Therefore, C-RANs have attracted intense research interest and becomes a hotspot in wireless communications [2] .
To achieve cooperation gains in C-RANs, global channel state information (CSI) is required at the BBU pool.
Although the density coverage of RRHs can support high data rate services, it brings heave burden on the fronthaul links, which become bottlenecks of improving the transmission capability of C-RANs [6] . To satisfy the fronthaul constraint in C-RANs, a training-based channel estimation scheme was proposed for compressed uplink transmissions in [4] . In [5] , channel estimation of C-RANs with wireless fronthaul has been studied. To reduce the length of training sequences, a superimposed channel estimation scheme has been studied in [7] , where the training sequences of both hops are mixed together. All the existing works of channel estimation in C-RANs are based on the conventional training-based methods, and data compression is used to mitigate the loadings on fronthaul links. Another way to improve the transmission efficiency is to reduce the length of training sequences, which can be implemented by using blind and semi-blind channel estimation schemes. In [8] , a blind channel estimation scheme has been proposed for relay systems, where the training sequences are not used. To improve the accuracy of estimation, semi-blind channel estimation was studied in [9] , which can be treated as a data-assisted channel estimation scheme based on training sequences.
To ease the burden on fronthaul links, cluster formation strategies in C-RANs have been studied. In [10] , a centralized cluster formation algorithm was proposed, which can obtain the global optimal solution. To reduce the computational complexity, a distributed cluster formation scheme has been studied to maximize the sum rate in [11] , which is based on local information only. In [12] , cluster formation algorithms have been optimized based on the criterion of energy efficiency.
Although the cluster formation can balance the loadings on fronthaul links, its efficiency can be further improved by using enhanced estimation strategies, i.e., data-assisted algorithm in [9] . Meanwhile, as an interference sensitive technology, channel estimation needs optimized cluster formation algorithms to combat inter-cluster interference, which has not been considered in the existing works. Motivated by that, the joint design of training-based channel estimation and cluster formation is studied in this paper, and our main contributions can be summarized as follows:
First, a joint optimization algorithm of channel estimation and cluster formation is proposed. In particular, the formulated joint optimization problem is decoupled as two independent subproblems. By using convex optimization and the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm, an iterative optimization algorithm is designed for our studied data-assisted channel estimation scheme. Then a coalitional formation-based cluster formation algorithm is proposed, where the utility function is based on the channel estimates. Second, to reduce the computational complexity, a suboptimal algorithm is proposed, where the cluster formation is not based on the instantaneous CSI. Finally, the simulation results are provided to show the performance gains of our proposed algorithms.
The rest of this paper is organized as follows. In Section II, the system model is introduced. The joint design of channel estimation and cluster formation algorithm is given in Section III. Section IV describes the sub-optimal algorithm with low computation complexity. Simulation results are provided in Section V, followed by the conclusion in Section VI.
II. SYSTEM MODEL
Consider an uplink transmission scenario in C-RANs, where K users send their own messages to the cloud BBU pool via the help of M RRHs. As illustrated in Fig. 1(a) , all the RRHs form N disjoint clusters C 1 , . . . , C N , N M , and connect to a cloud BBU pool through wireless fronthaul links. The RRHs and the users are equipped with a single antenna, while the cloud BBU pool is equipped with D antennas. To ensure that the co-channel interference of fronthaul links can be removed completely, the number of antennas at the cloud BBU pool satisfies D M . In this paper, we assume that there is no direct link between the user and the cloud BBU pool. Moreover, due to the low transmit power, the users can be served by its nearby RRHs only, which means that the propagation conditions are similar for the RRHs in the same cluster. Therefore, it is reasonable to assume perfect synchronization in our considered scenario, which has been applied widely in the existing works.
A. SEGMENT TRAINING-BASED UPLINK TRANSMISSION SCHEME
To implement centralized signal processing, local CSI is required for each cluster, which can be estimated by imposing individual training sequences at the RRHs and the users, respectively. Without loss of generality, we focus on a typical cluster C n with M n RRHs and K n users, which are denoted as RRH M 1 , . . . , RRH M n and UE K 1 , . . . , UE K n , respectively. Our studied segment training-based scheme can be divided into two phases. During the first phase, all the users send their messages to the RRHs simultaneously. As shown in Fig. 1(a) , a segment training-based channel estimation scheme is applied in this paper, where the training sequences for the first hop and the second hop are placed tandemly in each data block. Therefore, based on perfect synchronization assumption, the crosstalk between the training sequences in phase 1 and phase 2 can be avoided completely. Moreover, we assumed that each RRH cluster forwards its observations to the cloud BBU pool via orthogonal resource unit, and thus the inter-cluster interference can be removed in phase 2.
During the first phase, a training sequence is transmitted with a data block by each user, and the observations of training sequences at the RRHs of C n can be written as
where P q1 denotes the transmit power of training sequence at each user,
observation matrix of all the RRHs in C n , y 1,M j denotes an L 1 × 1 observation vector at RRH M j , W 1,n , w 1,M j are defined similarly for the additive white Gaussian noise at C n and RRH M j , respectively, w 1,M j ∼ CN (0, I L 1 ). Moreover, the observations of data blocks at the RRHs of C n can be expressed as
where
is the transmit power of data block at each user, s 1,K i is an L s × 1 data block sent by UE K i , which is the i-th column of a K × 1 data block matrix S 1,n of cluster C n , s 1,T k and S 1,I n is defined similarly for a specific interfere user UE T k and all the users in other clusters, respectively,g 1,T k denotes an M n × 1 channel vector from UE T k to all the RRHs in cluster C n , and the vectors from all the interfere users form an M n × (K − K n ) channel matrixG 1,I n , n H 1,M j and N 1 denote the additive white Gaussian noise at RRH M j and all the RRHs in C n , respectively,
In the second phase, the RRHs forward their received signals to the cloud BBU pool through wireless fronthaul. To ensure the transmission performance of fronthaul links, orthogonal resource units are allocated to each cluster, and the inter-cluster interference can be removed completely.
In particular, another training sequence is added in front of the received messages at each RRH to obtain the CSI of its fronthaul link. The observations of training sequences at the cloud BBU pool can be written as
matrix for the wireless fronthaul links from all the RRHs in C n to the cloud BBU pool, g 2,M i is a D × 1 channel vector from RRH M i to the cloud BBU pool, V 1,n and V 2,n denote additive white Gaussian noise at the cloud BBU pool, P q2 is the transmit power of the training sequences added at the RRHs, and A q1 denotes an amplification factor at the RRHs.
In particular, a long-term amplification factor is applied, which can be treated as a constant related to the expectation of the received signal at the RRHs,
where P R,q1 denotes the power of forwarding Q 1,n at the RRHs. Similarly, the received messages of data blocks at the cloud BBU pool can be expressed as
where A s = (P R,s L s )/(E{tr(R 2,n R H 2,n )}), and N 2 denotes additive white Gaussian noise at the cloud BBU pool for receiving S 1,n .
In this paper, the channels are modeled by including both path loss and flat Rayleigh fading, and G 1,n and G 2,n of both hops can be expressed as follows, respectively:
where A B denotes Hadamard product of matrices A and B, D 1,n an H 1,n are the matrices characterizing path loss and flat Rayleigh fading of the first hop channels, respectively, whose elements, i.e., d 
B. DATA-ASSISTED CHANNEL ESTIMATION SCHEME BASED ON MAXIMUM-LIKELIHOOD METHOD
Compared with the conventional channel estimation methods, data-assisted channel estimation can obtain CSI with shorter training sequences, which can release the burden on fronthaul. Such improvement of training-based channel estimation can be achieved by using data blocks and training sequences jointly. As shown in Fig. 1(b) , the channel estimates in our studied scenario can be obtained based on the following likelihood functions of Z 1,n , Z 2,n , R 2,n , respectively, and their explicit expressions can be written as (9), (10) , and (11), as shown at the top of this page, where
denotes the i-th column vector of Z 1,n ,z 1,n (i) and Z 1,n are the mean matrix and variance matrix of z 1,n (i), z 2,n (j),z 2,n (j), z 2,n , r 2,n (k),r 2,n (k), and r 2,n are defined similarly for F(Z 2,n ; G 1,n , G 2,n ) and F(R 2,n ; G 1,n , G 2,n ), respectively. In particular, the mean matrices and the variance matrices of Z 1,n , Z 2,n , and R 2,n are expressed as
As shown in [9] , the log ML criterion is applied to improve the performance of studied data-assist estimation algorithm.
In particular, the estimate of G 1,n is obtained from maximum log likelihood function based on (9), and the detection of S 1,n is based on (11) . The estimate of G 2,n is jointly decided by the likelihood functions of the observations of both hops, which can be expressed as
Due to the independence of S 1,n , Q 1,n , and Q 2,n , the joint likelihood function given in (15) can be expressed as
By substituting (9)- (11) and (12)- (14) into (15), the corresponding maximum log-likelihood criterion can be derived as (17) , as shown at the bottom of this page. At the cloud BBU pool, the data blocks are detected by using channel estimates. r 2,n (k), which denotes an observation vector of the k-th data from all the users in C n , can be expressed as (18) , as shown at the bottom of this page due to (6) , where
denotes the element of S 1,n locating on the cross of the k-th column and the i-th row, s 1,I n (k, m) is defined similarly
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for S u 1,n , n 1 (k) and n 2 (k) denote the k-th columns of N 1 and N 2 , respectively, n 1 
In this paper, the detection of vector s 1,n (k, i) at the cloud BBU pool is given by
,n denotes the pseudo inverse matrix ofĜ 2,n . The following power constraint of W should be satisfied:
where 2 =ĝ 1,n (i)ĝ H 1,n (i), and inequality (a) in (20) follows tr(AB) tr(A)tr(B) for positive semidefinite matrices A and B. The detected result of s 1,n (k, i) can be expressed as (21) , where E 2 and e 1 (i) denotes the estimation error ofĜ 2,n andĝ 1,n (i), respectively,
j denote the variance of e 2 (i) and e 1 (j), respectively. Then the data rate and the signal-to-interference-and-noise ratio (SINR) of s 1,n (k, i) can be expressed as follows, respectively:
where I 1 denotes the interference caused by channel estimation error, I 2 denotes the inter-cluster interference, N denotes the power of noise, and I 1 , I 2 , and N can be expressed as follows:
,n (t)g u 1,n (t) H , and ϕ 2 denotes the trace of 2 .
Based on (22) , the sum rate of a C-RAN cluster C n can be expressed as r(C n ) = K n i=1 r i , and a lower bound of r(C n ) can be provided in the following lemma.
Lemma 1: A lower bound of sum rate for a C-RAN cluster C n can be expressed as
and r low i in (26) can be written as (27), as shown at the bottom of this page, where β = Dσ 2 /P s , S t = tr( 5 ), T 1 = tr( 2 ), T 2 = tr( 3 ), and T 3 = tr( 1 ).
Proof: Please refer to Appendix A.
III. JOINT DESIGN OF CHANNEL ESTIMATION AND CLUSTER FORMATION
The paradigm of C-RANs can provide great convenience for centralized signal processing, and thus cooperation gains can be achieved. However, there is a dilemma in balancing the performance gains and the cooperation scale, since the performance improvement of cooperation in C-RANs always depends on the enlargement of cooperation scale, which causes high computational complexity and put a heavy burden on fronthaul links. The joint design of channel estimation and cluster formation can provide a practical solution of this problem. In particular, the implementation of data-assisted channel estimation can reduce the cost on signaling, while the computational complexity can be controlled by forming proper C-RAN clusters.
To keep a balance between the performance and the efficiency, our studied joint design problem can be formulated as VOLUME 4, 2016 follows:
where M(Ĝ 1,n ,Ĝ 2,n ) denotes the mean square error (MSE) of channel estimation of C n , which is mainly decided byĜ 1,n andĜ 2,n . As shown in (28), the sum rate can be treated as the payoff of each cluster, while the MSE is its cost. If the cost of MSE is removed from (28), the participation of each RRH can increase the benefits of a specific C-RAN cluster, and thus a grand coalition should be formed, which will cause high processing complexity and unsatisfactory quality of service (QoS) guarantee. Therefore, the MSE is considered in the utility function to control the size of C-RAN each cluster, which can keep a balance between the performance and the processing complexity. Since the cluster formation and the channel estimation are coupled tightly in this problem, it is hard to provide a centralized optimization algorithm to find its global optimal solution. Therefore, the formulated problem given in (28) can be decoupled as the following two subproblems, and then a distributed algorithm is proposed, which provides an efficient method to find considerable solutions.
A. AN ITERATIVE TRAINING-BASED CHANNEL ESTIMATION ALGORITHM
The key idea of our studied algorithm is to estimate CSI with the help of data blocks, and thus the required length of training sequences can be reduced. Based on a fixed partition result of cluster formation, the performance of our studied scheme is completely decided by the MSE performance of channel estimation. Without loss of generality, we focus on a specific cluster C n , its MSE performance of our studied channel estimation is decided by the maximum log-likelihood criterion given in (17) . To maximize u(C n ), which denotes the utility of C n given in (28), it is equivalent to solve the following problem 1 :
1 Since it is hard to obtain a tractable expression of expected MSE in the proposed suboptimal scheme, the maximum log-likelihood criterion is applied to optimize the MSE performance, which ensures that both schemes share a common object.
(29) is a non-linear and non-convex optimization problem. To obtain the estimates of G 1,n and G 2,n , it can be divided into two independent problems, and an iterative algorithm can be designed. In each iteration,Ĝ 1,n andĜ 2,n can be updated independently, and the corresponding optimization algorithms are introduced in the following two parts, respectively.
The optimization problem based on (12) can be rewritten as follows with respect to G 1,n :
where M(Ĝ 1,n ,Ĝ 2,n ) G 1,n can be expressed as
Four Hessian matrices of M(Ĝ 1,n ,Ĝ 2,n ) G 1,n can be derived as
Then the Hessian matrices can formulate the following block matrix:
As shown in (35), H G 1,n is a positive semidefinite matrix, and thus M(Ĝ 1,n ,Ĝ 2,n ) is a convex function with respect to G 1,n , which can be efficiently solved using various calculation softwares, such as the optimization package provided by [14] .
The optimization problem of G 2,n is a non-linear and nonconvex optimization problem, and its second-order derivative is hard to derive. Note that our studied optimization problem is without any constraint, and thus it can be solved efficiently by using BFGS algorithm. As a quasi-Newton method, BFGS algorithm utilizes an approximated Hessian matrix instead of Hessian matrix and its inverse matrix using in conventional Newton methods, which can reduce the computational complexity significantly [15] . As shown in Algorithm 1, the search direction can be set as follows in the k-th iteration,
Algorithm 1 BFGS-Based Channel Estimation Algorithm of G 2,n Initialization: Initialize the estimate of G 2,n , which is denoted as G 0 2,n , approximated Hessian matrix B 0 = I D , a threshold value of convergence ε G 2,n . Repeat: In the k-th iteration,
• Update the search direction d k based on (36) and (37);
• Update the step size λ k and G 2,n based on (38);
• Update the approximated Hessian matrix B k+1 by using (39), k = k + 1.
where B k denotes the approximated Hessian matrix in the k-th iteration,
M is a partial derivative of M(Ĝ 1,n ,Ĝ 2,n ) with respect to G H 2,n , which can be expressed as (37), as shown at the bottom of this page. In BFGS algorithm, convergence to the local optimal solution is theoretically guaranteed by sophisticated line-search, which can be used to obtain the optimal step size. In particular, the step size λ k and G 2,n can be updated as follows by using backtracking line-search method,
Then the approximated Hessian matrix can be updated by
The convergence performance of BFGS has been proved in [15] , which ensures that our proposed SBCE algorithm of G 2,n can converge to a local optimal solution.
3) AN ITERATIVE TRAINING-BASED ALGORITHM OF G 1,n AND G 2,n Due to the convexity of optimizing G 1,n and Algorithm 1, an iterative algorithm can be proposed, where the estimates of G 1,n and G 2,n can be optimized jointly. As shown in Algorithm 3, the estimate of G 1,n can be obtained by solving (30) directly, while the estimate of G 2,n can be obtained by using Algorithm 1. Since BFGS algorithm converges to a local optimal solution, it can approach the global optimal solution by setting a proper initial value of the estimate of G 2,n . To improve the MSE performance of our studied SBCE method, the initial value of G 0 2,n can be set as G
where G 0 2,n is obtained by deriving a detection matrix of minimizing the MSE performance of our studied channel estimation method.
Since our studied channel estimation scheme requires both training sequence and data sequence, the unknown data sequence needs to be detected before being used in estimation. Based on the ML estimation method proposed in [16] , the data detection problem turns into a minimizing problem which can be expressed aŝ
B. DISTRIBUTED CLUSTER FORMATION ALGORITHM BASED ON COALITIONAL FORMATION GAME
In practical C-RANs, each C-RAN cluster has its local CSI only, due to the delay and the complexity constraints. Therefore, the conventional centralized optimization algorithms are not applicable, while a distributed cluster formation scheme is required. To avoid unnecessary inter-cluster exchange overheads in full centralized method, our studied cluster formation problem can be formulated as a coalitional formation game, and a distributed algorithm can be obtained accordingly. In particular, all the RRHs can be treated as players, which negotiate with each other to form disjoint coalitions, and the RRHs in the same cluster estimate the CSI and transmit the messages cooperatively. To ensure the non-negativity of each cluster's utility, u(C n ) given in (28) can be rewritten as
where (a) + = max(a, 0). Recalling (42), the payoff of each RRH is not related only to the members in its own cluster, since both the inter-cluster interference and the user association are determined by the (29), where M(Ĝ 1,n ,Ĝ 2,n ), G 1,n andĜ 2,n can be estimated by using Algorithm 3;
2) Split operation: For each subset For each subsetC n i in C n
• Obtain the utility values u(C n i ), u(C n /C n i ) and u(C n ) based on (42) and (27), where M(Ĝ 1,n ,Ĝ 2,n ),Ĝ 1,n andĜ 2,n can be estimated by using Algorithm 3;
, and formulate a new coalition C k =C n i ; Termination: When the members of each C-RAN cluster do not change. partition result. Moreover, due to the existence of costs, our studied coalitional formation game is non-superadditive with an empty core, and thus the grand coalition cannot be formulated. To solve the cluster formation problem efficiently, a distributed merge and split method is proposed.
The key idea of our proposed algorithm is to form the C-RAN clusters only through merge and split operations. Without loss of generality, we take C 1 , . . . , C n as an example, and the corresponding roles are given as follows:
• Merge rule: If the utility function of C-RAN clusters
• Split rule: If the utility function of any C-RANs cluster
, then the cluster splits into m disjoint clusters C 1 , ..., C m .
C. JOINT OPTIMIZATION ALGORITHM OF CLUSTER FORMATION WITH CHANNEL ESTIMATION
In our studied coalitional formation game-based cluster formation algorithm, the utility value of each cluster is jointly determined by the partition results of cluster formation and channel estimates. Therefore, a joint optimization algorithm is proposed, which is shown in Algorithm 2. In particular, the utility values are obtained based on Algorithm 3 during the merge and split operations. Note that our proposed algorithm requires local CSI only, and thus the C-RAN clusters can be formed distributively. Moreover, with fixed initialization Algorithm 3 An Iterative Training-Based Algorithm of G 1,n and G 2,n Initialization: Initialize the estimate of G 1,n and G 2,n aŝ • UpdateĜ 1 2,n (m) by using Algorithm 1, and the initialization of G 2,n in Algorithm 1 is set as (40);
• UpdateŜ 1,n (m) by solving the ML estimation problem given in (41);
values and step size in Algorithm 1 and Algorithm 3, the utility value of a specific cluster remains the same in the iteration process, which implies that there is no partition result that can recur. The stability of our proposed joint optimization algorithm can be ensured.
Proposition 1:
The proposed joint optimization algorithm of cluster formation and channel estimation converges to a D hp -stable partition, which means that all the possible partitions cannot recur with additional merge or split operations. As proved in [12] and [17] , the convergence of a D hp -stable algorithm can be ensured.
IV. SUB-OPTIMAL ALGORITHM WITH LOWER COMPUTATION COMPLEXITY
As shown in Algorithm 2, the utility function given in (42) is determined by instantaneous CSI, and thus the optimization of cluster formation and channel estimation are coupled tightly, which causes high computational complexity. To solve our studied problem efficiently, a suboptimal cluster formation algorithm is studied in this section, in which the utility function is based on expectation of transmission performance only.
A. UTILITY FUNCTION FORMULATION WITH NON-INSTANTANEOUS CSI
To decouple the cluster formation and channel estimation, an alternative utility function should be established. In particular, the performance of each C-RAN cluster can be estimated by using the expectation of u(C n ) given in (42), and the instantaneous CSI is not required. Then the utility function of C-RAN cluster C n can be redefined as
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To derive a tractable expression ofū(C n ), r(C n ) andM(Ĝ 1,n ,Ĝ 2,n ) are studied as follows: Lemma 2: A tractable lower bound ofr(C n ) can be given by (44), where
,n (t, s) −α denotes the pathloss of the element locating on the cross of the s-th row and the t-th column of channel matrix G u 1,n defined in (18), and E T 3 can be given by (58).
Proof: Please refer to Appendix B. Lemma 3: A tractable upper bound ofM(Ĝ 1,n ,Ĝ 2,n ) can be expressed as
where J U , K up U , and L A U are given by (47) and (48), as shown at the bottom of this page, respectively,
Proof: Please refer to Appendix C. Based on (44) and (46) given in Lemma 2 and Lemma 3, respectively, a new utility function can be formulated as follows, which can characterize a lower bound of expected value of u(C n ) defined in (42),
Algorithm 4 (A Suboptimal Algorithm With Lower Computational Complexity)
Step 1. Cluster formation
• Repeat: For each C-RAN cluster C n (C n = ∅) 1) Merge operation: Negotiate with other C-RAN clusters, e.g.,
, and formulate a new coalition C k = C n i ;
• Termination: When the members of each C-RAN cluster do not change.
Step 2. Channel estimation of each C-RAN cluster can be implemented independently by following Algorithm 3.

B. A SUB-OPTIMAL ALGORITHM OF CLUSTER FORMATION
Recalling (51),ū sub (C n ) is related to path-loss only, which changes slowly and can be obtained easily. Therefore, the joint design of cluster formation and channel estimation can be decoupled as two independent subproblems. In particular, as shown in Algorithm 4, the C-RAN clusters can be formed through merge and split operations based on the utility function provided in (51). Then each C-RAN cluster implements channel estimation independently by using Algorithm 3. Similar to Algorithm 2, the C-RAN clusters are formed through merge and split operations only. Due to Proposition 1, the
partition result of cluster formation in Algorithm 4 is also D hp -stable. Therefore, Algorithm 4 can coverage to a stable result since there is no partition result can recur by addition merge and split operations.
The computational complexity of both Algorithm 2 and Algorithm 4 are mainly decided by the procedures of the cluster formation and the channel estimation. In particular, since the cluster formation problem is formulated as a coalitional formation game, it takes 2 M times of merge and split operations at most due to the D hp -stability. During each negotiation, the process of channel estimation is required to obtain the utility value of each cluster. Recalling Algorithm 2, the detections of G 1,n , G 2,n , and S 1,n decide the computational complexity of channel estimation. Recalling (30) and (35) , the estimates of G 1,n can be obtained by solving a KKT function of a convex optimization problem. Since the complexity depends on the matrix inversion, its computational complexity can be estimated as O(M 3 ) [19] . In [9] , the computational complexity of BFGS algorithm is analyzed in an OFDMbased system is considered. Note that the channel coefficients of each sub-channel are estimated separately. In particular, the estimation criterion of proposed algorithm in [9] , i.e., (15) in [9] , is similar to (29) in this paper, which decides the computational complexity of BFGS algorithm. Therefore, the computational complexity of BFGS-based channel estimation of G 2,n can be estimated [9] . Moreover, S 1,n can be detected by using ML criterion, and the computational complexity can be estimated as O(L s K 2 ) [21] . Then the computational complexity of Algorithm 2 can be estimated as O [2 M 
, since the estimates of G 1,n , G 2,n , and S 1,n should be updated iteratively during the cluster formation process. Meanwhile, the computational complexity of Algorithm 4 can be estimated as O (2 
. Compared with joint optimization algorithm (Algorithm 3), our proposed suboptimal algorithm (Algorithm 4) can reduce the computational complexity by decoupling the problems of cluster formation and channel estimation independently.
V. SIMULATION RESULTS
In this section, the simulation results are presented to evaluate the performance of our proposed optimization algorithms. The path loss exponent is set as α = 4. The number of antennas at BBU pool is D = 7. The data blocks transmitted by users are modulated by Quadrature Phase Shift Keying (QPSK) modulation, which length is L s = 80. The lengths of training sequences transmitted by users and RRHs are L 1 = 10, L 2 = 10. The power of noise respectively are set as σ 2 n = 1 dBm. The transmit power of users and RRHs are set as P q2 = 40 dBm, P q1 = P s = 25 dBm.
A. THE COMPARISONS WITH EXISTING CHANNEL ESTIMATION SCHEMES
To evaluate the performance of our proposed SBCE algorithms, two existing channel estimation schemes in C-RANs are selected as comparable schemes. As shown in Fig. 2 and Fig. 3 , comparable scheme 1 is the maximum a posteriori (MAP)-based algorithm proposed in [8] , where the training sequences of the first and the second hops are superimposed and segmented with the data blocks, respectively. Comparable scheme 2 is the conventional MMSE-based algorithm proposed in [20] . Both comparable schemes follow the same cluster formation as Algorithm 3. Fig. 2 shows the MSE performance of our proposed algorithms for G 1 and G 2 . By using our proposed iterative channel estimation schemes, the performance of channel estimation can be improved significantly. In particular, Algorithm 2 proposed in Section III can achieve the best performance, since the clusters are formed based on instantaneous CSI, which can achieve the optimal partition results. As the average SNR increases, the MSE of Algorithm 4 approaches that of Algorithm 2. Due to the existence of inter-cluster interference, the performance of both comparable schemes is not as good as our proposed joint design algorithms, since the impacts of interference cannot be mitigated without global CSI.
Based on the estimation results, the data rates of our proposed joint design algorithm and MMSE-based channel estimation scheme are plotted in Fig. 3 . Since our proposed algorithm can obtain more accurate estimation results than the comparable schemes do, they can achieve higher transmission data rates. As shown in the figure, the average date rate of Algorithm 2 is 0.34 bit/s/Hz higher than that of the comparable scheme 1 when the average SNR is 20 dB.
The comparisons of the length of the training sequences with MAP and MMSE estimation schemes is provided in Fig. 4 . As shown in the figure, to achieve the same MSE performance, our proposed iterative channel estimation algorithms require shorter length of pilots than the comparable schemes. In particular, compared with comparable scheme 1 (MAP) and comparable scheme 2 (MMSE), Algorithm 3 can reduce L 1 by 5 bits and 4.8 bits, respectively, when the MSE of G 1,n is 4 × 10 −3 , while L 2 can be reduced by 10.3 bits and 10 bits, respectively when the MSE of G 2,n is 0.8 × 10 −3 .
The reason that our proposed algorithms can achieve better performance than the comparable schemes can be explained as follows: (i) Unlike the comparable scheme 1, where the training sequences are superimposed together, the training sequences of both hops in our proposed algorithms are separated as two independent sequences, and thus the pilot contamination can be avoided. (ii) Compared with the conventional training-based channel estimation schemes, i.e., comparable scheme 1 and 2, our proposed iterative algorithms can achieve better MSE performance due to the assistance of data blocks. As proved in [9] , the application of data blocks can provide extra information for the channel estimations, which can improve the accuracy of estimation results.
B. CONVERGENCE PERFORMANCE OF PROPOSED ALGORITHMS 1) THE CONVERGENCE PERFORMANCE OF ALGORITHM 1
The convergence performance of our proposed channel estimation algorithm is decided by the Algorithm 1 only. As shown in [9] , BFGS algorithm is sensitive to the settings of initialization. In particular, when MMSE estimation matrices are applied as initialization values, which is not far from the optimal solution, the convergence performance of BFGS-based channel estimation algorithm can be ensured. Fig. 5 is provided to verify the convergence performance of Algorithm 1, where the number of uses is K = 3, 5, 7, respectively. Compared random initialization, the convergence performance of Algorithm can be significantly improved when MMSE initialization is applied. In particular, by implementing MMSE initialization, Algorithm 1 converges after about 60 iterations. Moreover, the failure ratio are provided in TABLE 1, which is defined as the ratio that our proposed algorithm fails to converge after iteration. The simulation results show that the convergence of Algorithm 1 can be guaranteed after 60 iterations, which coincides with Fig. 5 .
2) THE CONVERGENCE PERFORMANCE OF CLUSTER FORMATION ALGORITHMS
In Fig. 6 , the convergence performance of cluster formation algorithms is evaluated, where the initial clusters are formed randomly, and the number of user is K = 3, 5, 7, respectively. Due to the D hp -stability, the simulation results show that the coalitional formation game-based algorithm can always converge to a stable partition result, which verify the result given in Proposition 1. In particular, both proposed cluster formation algorithms converge to stable partition results after about 21 iterations. Moreover, the failure ratios of proposed cluster formation algorithms are provided in TABLE 2, which can be reduced to zero after 21 iterations. We have added the simulation results and the clarifications in the revised paper.
C. PERFORMANCE EVALUATION OF PROPOSED CLUSTER FORMATION ALGORITHMS
The lower bound derived in Lemma 1 provides a tractable utility function for our proposed coalition formation algorithms. To evaluate if the utility function based on Lemma 1 can ensure the transmission performance of coalition formation results, the average sum rate of Algorithm 3 with VOLUME 4, 2016 different utility functions is plotted, 2 where the average SNR is set as 0 dB, 15 dB and 30 dB, respectively. In particular, two utility functions of cluster formation are considered, which are based on the sum rate r(C n ) and its lower bound r low (C n ) given by Lemma 1, respectively. The simulation results show that the sum rate of our used utility function based on Lemma 1 approaches that based on r(C n ), which verify the accuracy of derived lower bound in cluster formation.
The average running time of Algorithm 3 and Algorithm 4 is shown in Table 3 , where the number of RRHs is M = 7 and the number of users is K = 3 ∼ 7. As shown in the table, the average running time can be reduced by about 77% by using Algorithm 4, which demonstrates that the computational complexity of our proposed suboptimal algorithm can be reduced significantly.
As shown in Fig. 8 , the performance comparisons of different cluster formation schemes are provided, where the pathloss exponent is α = 3, 4. In particular, no cooperation scheme and grand coalition scheme are presented as two comparable schemes. The simulation results show that Algorithm 3 always achieve the best average sum rate performance. When the average SNR is 20 dB and α = 4, the average sum rate of Algorithm 3 is 1.01 bit/s and 2.6 bit/s higher than that of the grand coalition and no cooperation schemes, respectively. Moreover, the channel gains decrease as α increases, which has a great impact on the transmission performance in C-RANs. To evaluate the impact of µ, the average number of users in each cluster is plotted as a function of µ in Fig. 9 , where the number of RRHs is M = 3, 5, and 7, respectively. As shown in Fig. 9 , all the RRHs form a grand cluster when µ = 0, since the participation of RRHs can always provide benefit for a cluster without any cost. The impact of cost grows up as µ increases. In particular, when µ = 400, the average number of RRHs in each cluster decreases to 1, which means that each relay transmits its own message without cooperations. The reason is that the cost of RRH participation is so high that cannot be made up by its payoff. 
VI. CONCLUSION
In this paper, the joint design of training-based channel estimation and cluster formation has been studied in C-RANs with wireless fronthaul links. In particular, the joint optimization problem has been decoupled as two independent problems. An iterative training-based channel estimation algorithm has been proposed based on convex optimization and the BFGS algorithm, and a cluster formation algorithm was designed based on coalitional formation game. The value of utility function was based on the channel estimates, and thus the results of channel estimation and cluster formation can be optimized iteratively. To reduce the computational complexity, a sub-optimal algorithm was proposed, where the cluster formation is not based on instantaneous CSI. Finally, the simulation results were given to evaluate the performance gains and convergence behavior of our proposed algorithms.
APPENDIX A PROOF OF LEMMA 1
To provide a tractable lower bound of r i , I 1 , I 2 , and N can be bounded as follows, respectively: 
Substituting (52), (53) and (54) into (22), r low i given in (27) can be derived, and the proof has been finished.
APPENDIX B PROOF OF LEMMA 2
Recalling (27),r(C n ) can be expressed as (55), as shown at the bottom of this page, where E T 2 = E{T 2 }, E T 3 = E{T 3 }, E S t = E{S t }, and inequality (a) in (55) follows Jensen's inequality due to the convexity of log(1+a/x) with respect to x. E T 2 and E S t can be obtained based on the independent and identically distribution (i.i.d.) of flat fading of each wireless link. Then E T 3 can be expressed as
where λ denotes an eigenvalue of G H 2,n G 2,n , G 2,n ∼ CN (0, D 2,n ⊗I), and thus G H 2,n G 2,n is a Wishart matrix. Based on [8] , the probability density function (PDF) of λ can be shown as (57) at the bottom of this page, where d i denotes the i-th diagonal element of D 2,n . Substituting (57) into (56), E T 3 can be written as (58), as shown at the bottom of this page.
Recalling (27), T 1 can be treated as a linear combination of M n independent and identically exponential distributed random variables, and its PDF can be written as follows by denoting x = T 1 f (x) = 
f (λ) = 
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