Abstract-In this paper, the sparse coding and local features of images are combined to propose a new image classification algorithm. Firstly, online dictionary learning algorithm is employed to train the visual vocabulary based on SIFT features. Secondly, SIFT features are extracted from images and these features are encoded into sparse vector through visual vocabulary. Thirdly, the images are evenly divided into I*I areas and the sparse vectors in each area are pooled, getting a fixed dimension feature vector which represents the whole image. Lastly, to achieve the purpose of image classification, we use support vector machine classifier for learning and recognition. Results from the Caltech-101 and Scene-15 data sets show that, compared with the existing algorithm, the proposed algorithm has a better performance, which can effectively represent the feature of images and improve the accuracy of image classification greatly.
INTRODUCTION
With the rapid development of digital images, computer storage and Internet technology, there are huge amounts of multimedia data (images, video, audio, etc.) to generate, store and share every day. Image has a long history in information dissemination. Because of its intuitive and easy to understand, it is widely used in business, medicine, geography, military, and many other fields. How to effectively organize massive image data so that the users can quickly and accurately search for the desired picture or similar images is becoming increasingly important. Image content recognition is the research core of content-based image retrieval [1] [2] [3] , which means using computer to achieve human's visual understanding function for image. Image content recognition is mainly divided into object recognition and scene recognition. Object identification automatically search and identify objects contained in images through machine learning. Object identification is the foundation of scene recognition while the latter provide prior knowledge for the former as well as guiding the former. In short, image content recognition begins with inputting visual image, through a series of calculations, analysis and learning, and then outputs object identification in the scene, relationship description between objects, scene recognition and high-level semantic description of image. Furthermore, the implication of image content recognition is not limited to content-based image retrieval. It can also be applied in robot vision, remote sensing image recognition, medical image recognition, biometric identification and other fields.
In the study of the image content recognition and image classification, the purpose of feature extraction is to get the visual feature information from image which can help machine learning and identifying. Visual features of image are usually divided into global features and local features. Global features (pixel-level) refer to the original attributes of image which generally include color, texture, shape, etc. Local feature is an image model defined according to some significant criteria. They usually associate with the changes of one or more image attributes, with points, edges, image areas and other forms. Because of the low accuracy of image content recognition based on global features, these years, research focusing on visual features has shifted to local features of image. Although local image features are based on points, edges or image areas, most researches focused on those based on points. The extraction of point-based local features is generally divided into two steps which are interest point detector and the generation of feature descriptor. Early feature descriptors are Gist feature descriptor, Phase-Based local features and so on, but they all have poor performance. In later descriptor research, Lowe proposed the famous scale invariant feature transform (SIFT) descriptor [4] . Literature [5] has proved that SIFT has the best performance. The SIFT descriptor calculates the value of 4 × 4 grid around the feature points from eight directions, which is 128-bit feature vector. SIFT has many kinds of variants whose identification ability is worse than SIFT, such as PCA-GLOH [5] , SIFT [6] and so on.
For global image features, an image usually generates a feature vector. But for local image features, an image may generate very many local feature vectors since an image may have multiple feature points. In order to identify image content with machine learning methods, some algorithms quantify local features to obtain a feature vector. Such quantification process is generally referred to feature pooling. The model of Bag of Visual Words [7] is the most famous method of image feature pooling. This model evolves from Bag of Words model of text retrieval.
In computer vision, the image content recognition is completed via machine usually by simulating human learning and recognition methods. Image content recognition is usually divided into three steps: 1) image feature extraction; 2) image feature pooling; 3) features learning and recognition. These years, the model of Bag of Visual Words has been widely used in quantifying the local features [8, 9] to represent an image and has better performance in image representation. However, the model still remains two major limitations. Firstly, it ignores the spatial information of images for the reason that each image block in the image corresponding to the visual vocabulary of a lexical base and the location information of image block are ignored. Secondly, each image block is represented by one or several similar visual vocabulary, but such representation is not accurate and, to some extent, reduces the accuracy of image classification. To overcome the limitations, Lazebnik et al. [10] proposed spatial pyramid matching (SPM) algorithm. This method divided the image into several sections in three dimensions, then used the model of Bag of Visual Words to pool the local features of the image in each section and, to some extent, increases spatial information. The method of Soft-weighting is used to solve the second limitation via searching for the nearest several words and digressively increasing the value of every vocabulary bit. However, the problem of vocabulary generation and lexical representation in the model still restrict its performance in image representation. To further enhance such performance, Sparse coding theory [12] is introduced to local image feature representation.
Sparse representation is widely used in the field of signal compression and coding, image restoration and statistics etc. Sparse representation is an effective feature (or variable) selection tool, which is closely related to the famous LASSO method. Recently, by means of machine learning techniques, sparse representation achieves good preference not only in classic image processing problems such as image noise reduction, restoration and superresolution processing and also shows superior performance in many pattern recognition problems. In 2006, Huang et al applied sparse representation to the signal classification for the first time. A unified sparse subspace learning algorithm is proposed by Cai in 2007 through imposing sparsity constraints on projection direction. Raina drawn high level features from a large number of unlabeled samples via sparse representation and proposed the famous self-taught learning algorithm. Mairal put forward a series of dictionary-based learning algorithms for sparse representation and the algorithms were applied in texture classification, handwriting recognition and other tasks in 2008. At the same year, Pham, et al proposed a representation and classification learning framework which was successfully applied to face recognition and natural images classification. Wright proposed a SRC classifier which obtained the best recognition rate by far in some standard face data sets based on sparse representation and compressed sensing theory. Honglak Lee raised an efficient sparse coding algorithm, which provided an effective approach for solving the problem of sparse coding Yang and others [13] used fast sparse coding algorithm to generate visual vocabulary and sparse vector based on SIFT descriptor and combined with Spatial Pyramid Matching algorithm for image representation, and then they used linear Support Vector Machine to classify these feature vector.
Support Vector Machine (SVM) [14] , first put forward by Cortes et al., has unique advantages in solving the small sample, nonlinear and high-dimensional pattern recognition. What' more, it can be implied in function fitting and other machine learning problems. SVM is built on VC dimension theory and structure risk minimum principle of statistical learning theory. To acquire the best generalization ability, SVM, according to the limited sample information, pursues the optimum compromise between model complexity which is learning precision of specific training samples and learning ability, the ability of identifying any sample without error. SVM is widely used in the research of recognition of image content.
These innovative works of the paper are the following: 1) The sparse coding and image local features are combined, which is applied in the study of image content recognition. Sparse coding model has the advantage of bag of words model, namely, generalizes large -scale data sets complexly, improves the distinguishing ability of feature and reduces the time of feature matching and classification. Additionally, sparse coding model also has better image representation performance. The most representative visual vocabulary is generated through sparse coding theory and the image block is represented by one or several of the most relevant visual words.2) In this algorithm, the online dictionary learning algorithm is used to train the visual dictionary based on SIFT feature. This method effectively reduces the number of atoms in the dictionary and obtains a better description of the visual dictionary, where image classification is carried out through the reconstructed image. The experimental results showed that when the dictionary size is the same, the online dictionary method signification improves the performance of image classification. When the recognition rates are the same or close to, the proposed method requires much less number of atoms than the classic spare coding model required.
In this article, the sparse coding and local features of images are combined and used in the research of content recognition and classification of image. Firstly, online dictionary learning algorithm [15] is used to train the visual vocabulary based on SIFT features. Secondly, we extract SIFT features from images and use visual vocabulary to encode these features into sparse vector, getting a fixed dimension feature vector which represents the whole image. Lastly, to achieve the purpose of image classification, we use support vector machine for learning and recognition. Classification experiments in the Caltech-101 and Scene-15 data sets show the effectiveness of the algorithm.
II. RELATED WORKS

A. SIFT Descriptor
SIFT feature is a kind of computer vision algorithm which is proposed by David G. Lowe in 1999 and summarized in 2004. SIFT feature is used to detect and describe the local feature of images through searching for extreme points in spatial scales and extracting its position, scale and rotation invariant feature vector. It can be applied in object recognition, robot map perception and navigation, image stitching, 3D modeling, gesture recognition, image tracking and other fields.
Before extracting SIFT features, the image should be represented in multi-scale way. Gaussian convolution kernel is the only transform kernel as well as the only linear kernel to acquire image scale transformation. SIFT algorithm suggests that, to detect the feature points in some scale, get a response value image of DOG through subtraction between two adjacent Gaussian scale-space image. They follow the method of LOG (DOG is the approximation and simplification of LOG) and locate feature points in position space and scale space via giving a non-maximum restriction.
(1)
In this formula, is a Gaussian function.
Is the image and k is a constant which means the multiples of two adjacent scale space. DOG is achieved through constructing image pyramid. Via comparisons between adjacent layers of the DOG in the same group, we find feature points. That is judging whether every sampling point is bigger than all adjacent points in its image and scale domains and compares the detective point with the 8 adjacent points in the same scale and the 9*2 points in the upper and lower adjacent scales, to ensure that extreme point can be detected in the scale space and image space. Detected extreme points in DOG space are regarded as candidate feature points. By fitting a three dimensional quadratic function, the location and scale of key points accurately determined. And the key points with low response or locating in the edges of the image will be removed so as to enhance matching stability and improve noise immunity.
For image rotation invariance, we need to obtain a direction reference according to local image structure of the feature point. Using the finite difference, calculate the gradient angle and amplitude of the image in the area within feature point as the center and 3 1.5  as radius. Sample in the neighborhood window within feature point as the center, and use histogram to count gradient direction of the neighborhood pixels. The gradient histogram is in the range of 0~360 degrees, where one column means 10 degrees and 36 columns in total. Peaks of the histogram represent the main direction of the neighborhood gradient at feature point, and are taken as the direction of this feature point. In the gradient direction histogram, if there is another peak with 80% of the energy of the main peak, we take this direction as auxiliary direction of the feature point. One feature point may be specified with multiple directions, which is a principal direction and one or more auxiliary directions. This could enhance robustness of the matching. At this point, feature points of image have been tested. Each feature point has information of location, size and direction. Hence, a SIFT feature area can be determined. SIFT descriptor is a representation of the Gaussian statistical result of image gradient in the neighborhood of feature point and the generation process is shown in figure 1 :
First of all, rotate the coordinate axis to the direction of the feature point to ensure rotation invariance. Then take a 8x8 window with feature point as the center. Each grid point represents a pixel in the scale space to which the neighborhood area of the feature point belongs. The direction of the arrow represents the gradient direction, and the length of the arrow represents the amplitude of the gradient. Blue circle in the figure represents the scope of Gaussian weighting. Then calculate the gradient direction histogram in 8 directions on every 4x4 block, draw the accumulated value in each direction and form a seed point, as shown in the right part of the figure. In this figure, each feature point consists of 4 (2x2) seed points, and each seed point has 8 directions vector information. In real calculation, Love advised using 16 (4x4) seed points to describe a feature point, to enhance the robustness of matching. So merely one feature point can produce 128 data, namely generate SIFT feature vector of 128 dimensions. So far the feature vector doesn't affect by scaling, rotating and other geometric deformation factors. And normalization of the length of feature vector can further remove the influence of illumination change.
B. Sparse Coding
Many image processing algorithms learn from the theory of biology. For example, in the process of image compression, the discrete cosine transform coefficients are quantized based on the fact that human have a strong visual sensitivity on the low-frequency components than on the high ones, and thus large quantization step is used on high frequency while small one on low frequency, making human see the compressed image with high quality. However, most of the conventional image processing method is based on digital information processing and probability and statistics, which have a great difference with human visual processing. Research on human visual perception mechanism showed that human visual system is an efficient image processing system which can remove redundancy in the early stage of processing. For image, this redundancy feature mainly show in statistical correlation between pixels. Generally, gray value between adjacent pixels has a high correlation. In other words, the gray value of a pixel in an image has less difference with adjacent ones. In the human visual system, there is a series of cells from the retinal to the cortex, which are described by Receptive Field (RF) mode. RF is the basic structure and functional units of visual information processing system, which is an area of retinal that can drive or modulate response visual cells. They are activated by the photoreceptor cells of corresponding region of the retina and process the space information. Researchers have shown that RF of cells in the primary visual cortex has significant directional sensitivity and individual neurons only respond to the stimuli in its Receptive Field, which is individual neurons only showing a strong reflection on the information at a certain frequency band, such as edges, lines, stripes and other image features in specific direction. The spatial RF of individual neurons is described as a signal coding filter which has the characteristics of locality, directivity and band-pass. Each neurons use sparse coding principles to represent this stimuli, and they describe the features of edge, endpoint, stripes and other aspects of image. From the point of mathematics, sparse coding is a multidimensional data description method, through which only a few components of data in the apparent activation state simultaneously. This is roughly equivalent to that encoded components appear Super-Gaussian. In a practical application, sparse coding has the following advantages: large storage capacity of the coding, associative memory capacity, simple calculation, making the structure of natural signals more clearly and the last one is the coding scheme is not only according with the general economic policy of minimum energy of biological evolution but also meeting the conclusion of electrophysiological experiments. Sparse coding is widely used in machine learning signal processing, neuroscience and other researches. The core is how to use a small amount of basis vectors to represent the input vector effectively and concisely. Assume that the input vector is , the sparse vector is and , then the relationship between them can be described like this: (2) In this formula, is sparse transformation matrix, which column vectors are basis vectors, d
, D is super complete, which is . D contains a large number of modes to represent x. As a result, there are infinite solutions for .
Since the feature of X, the input vector can be represented by a small number of basis vectors which is , and removes the noise of vector X. It is extremely important to train sparse transform matrix D to make vector be sparse as much as possible, where the number of nonzero element is minimum. In the process of training sparse transform matrix D, a set of training vectors
, , ] are used to optimize the cost function: (3) in this formula means Loss function. The smaller the value is, the sparser the vector will be. According to the literature [15] , is defined as the optimization problem of sparse coding norm.
this formula refers to regularization parameter. According to the formula above, can be deduced as joint optimization problem of sparse transformation matrix D and sparse vector set , , ].
Common solution for this problem is alternately fixing one of the variables, D or A, then optimizes the other variable, until the value of is equal to the specified minimum value.
For sparse coding model, there are several major advantages: firstly, the image feature is extended to the high-dimensional space by sparse coding. Compared with low-dimensional vector, high-dimensional vector is more conducive for classification. Secondly, sparse coding model which based on sparse coding theory can represent prominent feature of images in a better way than traditional Bag of Visual Words Model. It uses a series of most related visual vocabulary to indicate SIFT feature vector which represent an image block while traditional Bag of Visual Words Model uses one or several nearest visual vocabulary to indicate SIFT feature vector.
III. IMAGE CLASSIFICATION BASED ON SPARSE CODING
Image classification belongs to the research of image content recognition. According to the content of image, it divides image into an image classification category which consists of three parts, which is image feature extraction, feature integration, feature learning and recognition. The first and second parts can be combined into an image representation. These years, image representation method based on sparse coding model makes up the defect of Bag of Visual Words Model in lexicon generation, vocabulary assignment and other aspects, achieving higher accuracy in image classification.
Yang and other person [13] proposed SCSPM image classification algorithm, which used fast sparse coding algorithm to generate visual vocabulary and sparse vector based on SIFT descriptor. Then it combined spatial pyramid matching algorithm to represent image and at last used linear support vector machine for image classification. Wang used a multi-label sparse coding framework for feature extraction and integration and for image annotation automatically. Gao et al extended SCSPM algorithm and proposed LSCSPM algorithm, which used the Laplacian sparse coding and gave the dependency relationship among local features. Although these algorithms effectively improve the accuracy of image classification, they are still limited to the problem that how to use sparse coding theory to generate visual vocabulary and sparse vector to efficiently express images and apply to image classification. In response to these problems, an innovative algorithm for image representation which based on sparse coding model is proposed. Experimental results show that the algorithm can effectively represent the image features and improve the accuracy of classification.
Image content recognition can't be separated from image processing algorithm, which is one of the important areas of human vision study. Many image processing algorithms learn from the theory of biology. For example, in the process of image compression, the discrete cosine transform coefficients are quantized based on the fact that human have a strong visual sensitivity on the low-frequency components than on the high ones, and thus large quantization step is used on high frequency while small one on low frequency, making human see the compressed image with high quality. However, most of the conventional image processing method is based on digital information processing and probability and statistics, which have a great difference with human visual processing. Research on human visual perception mechanism showed that human visual system is an efficient image processing system which can remove redundancy in the early stage of processing. For image, this redundancy feature mainly show in statistical correlation between pixels. Generally, gray value between adjacent pixels has a high correlation. From the point of mathematics, sparse coding is a multidimensional data description method, through which only a few components of data in the apparent activation state simultaneously. This is roughly equivalent to that encoded components appear Super-Gaussian. In a practical application, sparse coding has the following advantages: large storage capacity of the coding, associative memory capacity, simple calculation, making the structure of natural signals more clearly and the last one is the coding scheme is not only accord with the general economic policy of minimum energy of biological evolution but also meet the conclusion of electrophysiological experiments.
For sparse coding model, there are several major advantages in image representation: firstly, the image feature is extended to the high-dimensional space by sparse coding. Compared with low-dimensional vector, high-dimensional vector is more conducive for classification. Secondly, sparse coding model which based on sparse coding theory can represent prominent feature of images in a better way than traditional Bag of Visual Words Model. It uses a series of most related visual vocabulary to indicate SIFT feature vector which represent an image block while traditional Bag of Visual Words Model use one or several nearest visual vocabulary to indicate SIFT feature vector.
Firstly, Online dictionary learning algorithm is used to train the visual vocabulary based on SIFT features. Secondly, we extract SIFT features from images and use visual vocabulary to encode these features into sparse vector. Thirdly, the images are evenly divided into I*I areas and the sparse vector in each area are pooled, getting a fixed dimension feature vector which represents the whole image. Lastly, to achieve the purpose of image classification, we use Support Vector Machine classifier for learning and recognition. The framework of such algorithm is as follows:
Natural images have been proved to have a sparse structure [12] , so it is appropriate to represent images with sparse coding. There are two steps generally in sparsecoding which is dictionary learning and sparse decomposition. This corresponds to the visual vocabulary training and feature vector quantization of the image representation. In this algorithm, SIFT features is used as image visual features to generate visual vocabulary and sparse vector.
A. The Generation of Visual Vocabulary
The image representation method based on spatial sparse coding model need to train and generate visual vocabulary first. The process is as following: (a) selects an image randomly and extracts the SIFT descriptors, forming SIFT feature vector set.
, , ], . K is the number of SIFT feature vectors. The SIFT feature vector set corresponds to the training vector set of sparse coding.
, , . (b) Online dictionary learning algorithm is used to train the SIFT feature vector set to generate the visual vocabulary,
.n is the size of the visual vocabulary, which is the total number of words. V corresponds to sparse dictionary D of sparse coding. The process of dictionary learning is as following: 
A. Spatial Representation of Images
After the generation of visual vocabulary V, an image I can be represented by sparse vector based on SIFT features.
Here are the specific steps of image representation method:
Input: image I, the number of regions of image partition m=l*l, visual vocabulary V Output: feature vector , n is the size of the visual vocabulary and s is the feature vector that represents the image.
The image I is equally divided into m grids and the SIFT features in each grid are extracted. The SIFT feature set in the i-th grid is represented as Using LARS algorithm [17] and visual vocabulary V to solve sparse decomposition problem, getting the sparse feature vectors of every SIFT feature vectors . The relationship between and is as following: (6) Choosing a fusion method to pool all the sparse feature vectors in every grid, getting which can be defined like this:
Square root pooling method is used in this algorithm: (8) In this formula, refers to the j-th element of pooled sparse feature vector p, means the jth element of the ith sparse feature vector and k is the total number of SIFT feature in this grid.
IV. EXPERIMENT AND ANALYSIS
The dataset used in this experiment are the standard test library Caltech-101 provided by California Institute of Technology and Scene-15 provided by University of Illinoisan Urbana-Champaign. Caltech-101 dataset, as shown below, contains pictures of objects belonging to 101 categories, such as animals, plants, musical instruments, vehicles, etc about 31 to 800 images per category. Most images are 300 x 300 pixels. Scene-15 dataset contains images of 15 scene categories, such as forests, beaches which belong to natural scene and streets, living room, office which belong to artificial, etc about 200 to 400 images per category and most of the images are 300 x 250 pixels. Some images of Caltech-101 are listed as following: In the experiment, SIFT feature extraction method is extracting the features of gray dense. We select a key point every 8 pixels in the images. Every SIFT descriptor is calculated on a 16 x 16 pixel block centered on the key point.
According to common experimental standard of Caltech-101 dataset, we randomly select 15 and 30 images as training samples, 30 images as testing samples from each category of the dataset.Caltech-101 dataset contains 101 categories of picture objects, and the "face" category is divided into simple category and general category, so actually the dataset contains 102 categories.
In the experiment, the amount of this dataset is 4590 (1530+3060) training images and 3060 testing images. According to common experimental standard of Scene-15 dataset, we randomly select 100 images as training samples, 100 images as testing samples from each category of the dataset. In the experiment, the amount of this dataset is 1500 training images and 1500 testing images. According to the general experimental method proposed at reference [12] , each experiment is performed 10 times and each time the training images and testing images are selected from the dataset randomly. The result of each experiment is the average accuracy rate of classifying the images of all the categories of the dataset. The final result presented is mean and standard deviation of the results of the 10 experiments.
A. Impact of Space Division on Accuracy Rate
First the impact of image's space division granularity on the performance of this algorithm is studied. If the image's average divided grid is too few, representation performance of the image will be weaker due to the eigenvector has lower dimension. Although divide the image into more block could enhance the representation performance and the dimension of the result eigenvector will be bigger, which greatly reduce the compute speed of classification. In addition, if the grid points in the images exceed a certain value, the representation performance can't keep increasing. On the contrary, it will be reduced.
In this experiment, we use Caltech-101 as test library. Randomly select 30 images as training samples and 30 images as testing samples from each category. Set number of images in the visual vocabulary to 500, and test four division granularity: 1(1x1), 4(2x2), 16(4x4) and 64(8x8). Table 1 lists the accuracy rate of image classification based on different space division granularity. From Table 1 , this algorithm achieves the highest classification accuracy of 85.3% when the images are divided into 4x4. Although dividing the images into 8x8, the classification accuracy only differ 0.4% from the 4x4 granularity, but the efficiency is far below the later. So this algorithm achieved the highest classification accuracy with 4x4 granularities. We will use 4x4 granularities to divide the images in the next experiments.
B. Impact of the Size of Visual Vocabulary on Accuracy Rate
In this experiment, we study the impact of the size of visual vocabulary, which means the number of images in the visual vocabulary on the classification performance of this algorithm. If the size of the visual vocabulary is too small, then the identify ability of the eigenvector will be relatively poor. Likewise, too big visual vocabulary has two negative effects. One is that efficiency of the algorithm will become poor and the other is that mismatching of the eigenvector may occur.
In this experiment, we use Caltech-101 as test library. Randomly select 30 images as training samples and 30 images as testing samples from each category. We set the image division granularity to 4x4, and test four visual vocabulary of different size: 250, 500, 750 and 1000. Table 2 lists the accuracy rate of image classification based on visual vocabulary of different size. From Table 2 , this algorithm achieved the highest classification accuracy of 85.3% when the size of the visual vocabulary is 500, which is 3% higher than the results based on visual vocabulary of other size. Moreover, algorithm based on visual vocabulary of 500 images has relatively good efficiency. We will use visual vocabulary of 500 in the next experiments.
C. Comparison of Accuracy Rate of Different Image Representation Methods
This experiment compares the image classification algorithm based on spatial sparse coding model and SVM (SC-SVM) proposed in this paper with the image classification algorithm based on bag of visual word model and SVM (BOW-SVM) and the accuracy rate of the two algorithms are shown in Table 3 . In the table, R 15 and R 30 means the accuracy rate of classification using Caltech-101 dataset as test library which take 15 and 30 images as training sample and 30 images as testing sample respectively. R 100 means the accuracy rate of classification using Scene-15 dataset as test library, taking 100 images as training sample and 100 images as testing sample. As can be seen from Table 3 , the accuracy rate of classification of SC-SVM algorithm on Caltech-101 is 75.4% (15 training images) and 84.6% (30 training images respectively. The accuracy rate of classification on Scene-15 dataset is 85.4%. In the test based on Caltech-101 dataset, accuracy rate of classification of SC-SVM algorithm is improved higher about 5.2% and 4.3% respectively than the BOW-SVM algorithm. In the test based on Scene-15 dataset, accuracy rate of classification of SC-SVM algorithm is improved higher about 2% than the BOW-SVM algorithm.
The main reason of the difference in accuracy rate of classification is that the two algorithms used different image representation methods. Image representation methods based on spatial sparse coding vector model and bag of visual word model have difference in the generation of visual vocabulary and the representation of image block in the visual vocabulary. In generation of visual vocabulary, the goal of sparse vector coding model is to minimize the value of cost function mentioned above, which minimize the difference between result visual vocabulary and the training vector set used to generate them. Visual vocabulary generated by this approach represents the features of the image dataset better and could use least visual vocabulary to represent the image block. Bag of visual word model uses k-means clustering algorithm to generate visual vocabulary. This approach minimizes the distance among the eigenvectors of the same category, and maximum the distance among the eigenvectors of different categories. It focuses more on the differences among the visual vocabularies, making the resulted visual vocabularies representative. In the representation of image block in the visual vocabulary, sparse coding model uses small and most relevant visual vocabularies to represent the SIFT features of an image block, while bag of visual word model use one or more nearest visual vocabularies to represent the SIFT features of an image block, which accuracy of representation is poorer compared to sparse coding model. Due to the two differences, image representation performance of sparse vector model is improved. So SC-SVM algorithm has higher classification accuracy rate than the BOW-SVM algorithm. Table 4 shows the comparison results between the algorithm proposed in this paper and other famous algorithms. In the table, SVM-KNN is a kind of image classification method combining support vector machine and k-NN algorithm proposed by Zhang etc. SPM-Linear SVM is the image classification method based on spatial pyramid matching and linear support vector machine proposed by Lazebnik etc. ScSPM-Linear SVM is the image classification method based on spatial pyramid matching sparse coding and linear support vector machine proposed in reference [13] . From the above, the proposed image classification algorithm based on sparse coding model with online dictionary has higher image classification accuracy.
D. Comparison of the Accuracy of Image Classification Algorithms
V. CONCLUSION
This paper proposes a new algorithm which represents images via sparse coding model with online vocabulary and carries out image classification combining with SVM classification. In the algorithm, local feature of the images are extracted firstly, where the SIFT feature is used which has been proved high recognition rate. Then sparse coding theory with generating online visual vocabulary based on SIFT feature are employed to translate SIFT features into sparse vectors. Thought the regional integration and spatial combination, images are represented by an overall sparse vector with fixed dimension. The standard image testing databases such as Caltech-101 and Scene-15 are used in the experiment. The results show that the image can be effectively represented by the sparse vector in the algorithm. Image classification experiments verify the effectiveness of the algorithm.
