Abstract. We study the Ricci iteration for homogeneous metrics on spheres and complex projective spaces. Such metrics can be described in terms of modifying the canonical metric on the fibers of a Hopf fibration. When the fibers of the Hopf fibration are circles or spheres of dimension 2 or 7, we observe that the Ricci iteration as well as all ancient Ricci iterations can be completely described using known results. The remaining and most challenging case is when the fibers are spheres of dimension 3. On the 3-sphere itself, using a result of Hamilton on the prescribed Ricci curvature equation, we establish existence and convergence of the Ricci iteration and confirm in this setting a conjecture on the relationship between ancient Ricci iterations and ancient solutions to the Ricci flow. In higher dimensions we obtain sufficient conditions for the solvability of the prescribed Ricci curvature equation as well as partial results on the behavior of the Ricci iteration.
Introduction and main results
Let (M, g 1 ) be a smooth Riemannian manifold. A Ricci iteration is a sequence of metrics g i on M satisfying
where Ric g i+1 denotes the Ricci curvature of g i+1 . This concept was introduced by the third-named author [15, 16] as a discretization of the Ricci flow; see the survey [17, §6.5] and references therein. In order to study a Ricci iteration, first one has to understand when the prescribed Ricci curvature equation has a solution. This is an old subject; see, e.g., [1, Chapter 5] , [3, 6] and references therein.
If (M, g 1 ) is Kähler, a Ricci iteration exists if and only if a positive multiple of g 1 represents the first Chern class, and the iteration then converges modulo diffeomorphisms to a Kähler-Einstein metric whenever one exists [5] . In the non-Kähler case the Ricci iteration was studied only recently for a limited class of homogeneous spaces [14] . The purpose of this article is to add to these results in the non-Kähler case by studying the Ricci iteration for homogeneous metrics on Hopf fibrations. Indeed, such spaces have up to four summands in their isotropy representations with possibly equivalent isotropy summands, while most of the analysis of [14] pertains to two inequivalent summands.
When studying the Ricci flow, following Hamilton [8, §19] , it is important to understand the behavior of ancient solutions, i.e., solutions that can be extended indefinitely backward in time. These solutions are the prototype for singularity models for the Ricci flow and have been crucial, for example, in Perelman's work [10] . In our recent work, two of us proposed the following discrete analogue of an ancient Ricci flow [14, §1] : an ancient Ricci iteration is a sequence of Riemannian metrics g i on M such that g i−1 = Ric g i , i = 1, 0, −1, −2, . . . .
The idea is that ancient iterations should "detect" ancient flows, i.e., the latter should exist if the former exist [14, Conjecture 2.5]. It is rare that a Ricci iteration exists since the prescribed curvature problem can often be obstructed. It seems even rarer that an ancient Ricci iteration exists since Ric · · · Ric g 1 must always be positive definite. If this is the case, we say that g 1 admits an ancient Ricci iteration. A basic question then is to study convergence and the behavior of the limit since by the aforementioned conjecture this should be helpful for studying ancient Ricci flows.
In this article we verify this conjecture for all homogeneous spheres and complex projective spaces. In the case of homogeneous metrics on S 3 , the following result completely describes both Ricci iterations and ancient Ricci iterations, and in particular confirms [14, Conjecture 2.5] in this setting as well. Notice that, given T , we can only hope to solve Ric g = cT up to a unique constant c (see Theorem 4.1). Thus we say that g i is a Ricci iteration starting from cg 0 if Ric g 1 = cg 0 and Ric g i+1 = g i for i ≥ 1.
Theorem A. Let g 0 be a left-invariant metric on SU(2).
(a) There exists a unique Ricci iteration starting from cg 0 for some c > 0, and it converges to a round metric. Recall that we have the Hopf fibration
and that a Berger metric g λ is obtained by changing the length of the fibers to be equal to 2πλ. During the collapse the length of the fibers goes monotonically to 0, and hence the metric converges (in the Gromov-Hausdorff topology) to a metric on the base. We point out that one has the same behavior for ancient solutions of the Ricci flow of left-invariant metrics on S 3 [2] . Homogeneous metrics on spheres and complex projective spaces were classified in [18] . Apart from the round sphere and the Fubini-Study metric on complex projective spaces in any real/complex dimension, these metrics can be described geometrically in terms of the Hopf fibrations:
By scaling the canonical metric on the total space by a constant t in the direction of the fibers, and a constant s perpendicular to it, we obtain the homogeneous metrics g t,s . The only remaining homogeneous metrics are given by the family g (t 1 ,t 2 ,t 3 ,s) on S 4n+3 where we modify the round sphere metric with an arbitrary left invariant metric on the 3-sphere fiber. Up to isometry, one can assume the metric is diagonal with respect to a fixed basis and t i are the lengths squared of the basis vectors. For the metrics g t,s on S 2n+1 and S 15 , as well as for the metrics g (t,t,t,s) on S 4n+3 , the isotropy representation consists of two inequivalent irreducible summands, a situation that was studied in detail in [14] where Ricci iterations and ancient Ricci iterations were classified. We summarize the application to the metrics g t,s in Section 3.
The situation for the metrics g (t 1 ,t 2 ,t 3 ,s) , which can be regarded as a generalization of the metrics in Theorem A, is more complicated. For the prescribed Ricci curvature problem we have the following sufficient condition.
Theorem B. Assume that the homogeneous metric
Then there exists a homogeneous metric g such that Ric g = cT for some c > 0.
In the special case where all a i are the same, this condition is necessary and sufficient; see Remark 3.3. Among the metrics g (x 1 ,x 2 ,x 3 ,s) there exists a special subclass with x 2 = x 3 . These metrics are, in addition, invariant under the rotation of the plane corresponding to the x 2 , x 3 variables. For these metrics, the sufficient condition in Theorem B can be improved substantially; see Section 5.
For the question of the existence of Ricci iterations we obtain the following partial result.
Theorem C. There exists a neighborhood O of a round metric h 0 in the space of homogeneous metrics on S 4n+3 such that for every g 0 ∈ O a Ricci iteration starting with a multiple of g 0 exists and converges to a metric of constant curvature.
The organization is as follows. Section 2 describes the construction of homogeneous metrics on spheres and projective spaces in terms of Hopf fibrations and homogeneous spaces. Section 3 summarizes the behavior of the Ricci iteration and ancient Ricci iteration for the two-parameter families g t,s . Section 4 describes both behaviors for the left-invariant metrics on SU(2) ≃ S 3 and classifies the ancient Ricci iterations. The proofs of Theorems B and C appear in Sections 5-6. Finally, we include in the Appendix a uniqueness result of independent interest concerning the prescribed Ricci curvature problem within the 4-parameter family of metrics on S 4n+3 . Let us first give the former description. In even dimensions, the only homogeneous metrics on the sphere are the round ones. On odd-dimensional spheres, homogeneous metrics can be described geometrically in terms of Hopf fibrations,
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Scaling the round metric of curvature 1 on the total space by a constant t > 0 in the direction of the fibers, and a constant s > 0 in the horizontal direction, we obtain the metrics g t,s in each of the cases (i)-(iii). The only remaining homogeneous metrics are given by the family g (t 1 ,t 2 ,t 3 ,s) on S 4n+3 for n > 0 (see the beginning of Section 5 for the details) and the family of left-invariant metrics on SU(2).
Let us now relate this to the homogeneous space description; see [14, §2] and references therein for further details. A homogeneous metric is a G-invariant Riemannian metric on the homogeneous space
where H is a closed subgroup of a Lie group G. We assume that G is compact and that G and H are connected. Let g, h denote the Lie algebras of G, H, and let Q be an Ad G (G)-invariant inner product on g. The Q-orthogonal complement of h in g is an Ad G (H)-invariant subspace of g, denoted by m. Thus, g = m ⊕ h, and
Ignoring the case q = 1 (where dim M = 1) the only homogeneous spheres are as follows [18, p. 352] :
On all of these, we assume Q is induced by the round metric of curvature 1. Let us explain how the two descriptions are tied. Via (2.1), we can identify M with a subset of m * ⊗ m * . The Hopf fibrations can be written in the form
where K is a subgroup of G containing H. The representation Ad G (H) on K/H is 1-, 3-or 7-dimensional if q = 2, splits into three 1-dimensional subspaces if G = SU(2) or q = 4, and splits into two irreducible subspaces of dimensions 1 and 2 if G = SU(2) and q = 3. Thus, say in the case of q = 2,
Another useful observation is that the Sp(n + 1)Sp(1)-and Sp(n + 1)U(1)-invariant metrics on S 4n+3 are actually all contained in the family {g (t 1 ,t 2 ,t 3 ,s) } (see Section 5 for the rigorous definition of this family). The Sp(n + 1)Sp(1)-invariant ones are precisely the metrics {g (t,t,t,s) }, while the Sp(n + 1)U(1)-invariant ones are precisely the metrics
2.2.
Homogeneous metrics on complex projective spaces. Once again, we ignore the case q = 1. One is then left with the odd-dimensional complex projective spaces CP 2n+1 that can be described as Sp(n + 1)/Sp(n)U (1), and in this case, q = 2 [18, p. 356]. For similar reasons to those in the previous subsection, the 2-parameter space of homogeneous metrics {tπ * 1 Q + sπ * 2 Q : t, s > 0}, with an appropriate choice of Q, coincides with the family {g t,s } obtained from the Hopf fibration S 2 ֒− → CP 2n+1 → HP n described in Section 1.
Two isotropy components
In this section we briefly recall how some of our previous work handles the case of circle, 2-sphere and 7-sphere fibers, as well as 3-sphere fibers with additional symmetry. Namely, the cases we consider here are:
, the main assumption of [14, Theorems 2.1, 2.4] is satisfied. The other assumption in those theorems is that Q([X, Y ], Z) = 0 for some X ∈ m 1 and Y, Z ∈ m 2 . As explained in [14, §2] , this holds unless all metrics in M have the same Ricci curvature, which is not the case for the spaces (3.1) by the curvature formulas in [18] . Finally, to formulate the conclusion of these theorems we need one more piece of information on the spaces (3.1), namely, the classification of Einstein metrics on them. Denote E := {Einstein metrics in M},
Thus, (α − , α + ) ∈ {(1, 1), (1/(2n + 3), 1), (3/11, 1), (1/(n + 1), 1)} [18] . Given all this, we can now completely describe the Ricci iteration and ancient Ricci iterations on (3.1).
We start with the simplest case of S 2n+1 where there is a unique Einstein metric. In this case H is not maximal, but a central extension thereof is, with Lie algebra h ⊕ u(1). The following is a consequence of [14, Theorems 2.1 (ii-a), 2.4 (ii-a)].
Theorem 3.1. Let g t,s be a homogeneous metric on S 2n+1 . Then:
(a) There exists a unique Ricci iteration starting with cg t,s for some c > 0, and it smoothly converges to a round metric. (b) There exists an ancient Ricci iteration starting with g t,s if and only if t ≤ s. If t < s, this iteration converges in the Gromov-Hausdorff topology to a multiple of the Fubini-Study metric on CP n by shrinking the fibers to 0, i.e., t → 0.
In the remaining three cases, H is not maximal and nor does Ad G (H) act trivially on m 1 , and there are two Einstein metrics. The following is a consequence of [14, Theorems 2.
Theorem 3.2. Assume that g t,s is a homogeneous metric on S 4n+3 with fibers of dimension 3 (or S 15 with fibers of dimension 7, or CP 2n+1 ). Then:
(a) There exists a Ricci iteration starting with cg t,s for some c > 0 if and only if t/s ≥ 1/(2n + 3) (or t/s ≥ 3/11, or t/s ≥ 1/(n + 1)). Such a Ricci iteration is unique. Unless t/s = 1/(2n + 3) (or t/s = 3/11, or t/s = 1/(n + 1)) such an iteration converges towards a round metric (or a multiple of the standard metric in the case of CP 2n+1 ). (b) There exists an ancient Ricci iteration starting with g t,s if and only if t/s ≤ 1. If t/s < 1, this ancient iteration converges to the second Einstein metric in E.
These results show that the behavior of ancient Ricci iterations in the four cases of this section is the same as for ancient solutions to the Ricci flow [2] . 
One can then obtain Theorems 3.1-3.2 directly from these formulas by monotonicity arguments as in [14, §4.3-4.4] . Similarly, for the homogeneous metrics on CP 2n+1 one can use the Hopf fibration CP 1 ֒− → CP 2n+1 → HP n , where now for u ∈ V, x ∈ H, Ric g t,s (u, u) = 4n + 8 − 4t/s, Ric g t,s (x, x) = 4nt/s − 4s/t, Ric g t,s (u, x) = 0. [4] since in some cases even the first iteration is not possible. Notice though that one also has solutions for some negative values of s, i.e., the prescribed Ricci tensor does not have to be positive definite.
Metrics on S 3
In this section, we denote by
the set of left invariant metrics on S 3 = SU(2). Given a metric g ∈ M, we can diagonalize g with respect to a basis {e 1 , e 2 , e 3 } such that
[e i , e i+1 ] = 2e i+2 , i ∈ {1, 2, 3}, (4.1) with indices mod 3; thus 4.1. Convergence of the Ricci iteration. We now prove Theorem A (a). The proof relies on a simple monotonicity lemma. To state it, suppose g is a left-invariant metric on SU(2) satisfying (4.2). From (4.3) it follows that:
where {i, j} c := {1, 2, 3} \ {i, j}, provided r j = 0. This shows:
Lemma 4.2. Assume the Ricci curvature of the metric g is nondegenerate. If
for all i, j ∈ {1, 2, 3}.
Given a left-invariant metric T on SU(2), Theorem 4.1 implies that there exists a leftinvariant metric g, unique up to scaling, such that Ric g = cT for some c > 0. This fact implies the existence and the uniqueness of the sequence {g i } i∈N . In fact, g i are all diagonal with respect to {e 1 , e 2 , e 3 }. Thus:
l . Lemma 4.2 implies that the sequence α (i) kl i∈N is monotone for every k, l and that
kl , 1} for all k, l and all i. Thus, this sequence converges to some α kl > 0. By (4.3),
(4.6)
Passing to the limit, α kl α {k,l} c k − 1 + α lk = α kl α {k,l} c k + 1 − α lk , whence α lk = 1. By (4.3),
(4.7)
Passing to the limit again,
so {g i } i∈N converges to a round metric on S 3 .
Classification of ancient Ricci iterations.
Recall that a Berger metric is a metric as in (4.2), with respect to some basis satisfying (4.1), and with (x 1 , x 2 , x 3 ) = (ν, 2, 2). If we let B be the set of all such bases, then we denote by g ν D the Berger metric with respect to the basis D ∈ B. Notice that one obtains a round metric for ν = 2.
In order to prove Theorem A (b), we can assume that the ancient Ricci iteration g i−1 = Ric g i for g i ∈ M(SU(2)) has the property that all g i are diagonal with respect to a fixed basis {e 1 , e 2 , e 3 }. k > 0 for all k ∈ {1, 2, 3} and i ≤ 1. Assume by induction that 0 < x
3 for all j ∈ {1, 0, . . . , i + 1}. We claim this holds also for j = i, which then, of course, implies (4.8). Indeed, by (4.3),
Evidently then x (i) 1 > 0 but also by induction we see that
Next, we assume that ν > 2 and that g ν D admits an ancient Ricci iteration. Then the argument of the previous paragraph shows that 0 < x .9) x
This quantity is negative for i sufficiently close to −∞. Since x 32 are all monotonically increasing. We claim that they all converge. Indeed, by assumption,
The right-hand side is monotonically decreasing, while the left-hand side is monotonically increasing. Thus, both sides converge, and since α 32 > α (1) 32 > 1, we get α 12 > 0. Also, α 31 = α 32 /α 21 > 0. However, passing to the limit in (4.6), we obtain α 21 = α 21 α 32 +1−α 12 α 32 −1+α 12 , which gives α 12 = 1. This is a contradiction, as α 12 < α (1) 12 < 1.
Four-parameter family of metrics
We now discuss the homogeneous metrics on S 4n+3 = Sp(n + 1)/Sp(n). The gauge group Sp(1) = N(H)/H acts on the vertical space V as SO (3) via the twofold cover Sp(1) → SO(3) [18, p. 353] . It thus acts transitively on the set of (oriented) bases orthonormal with respect to the metric on V induced by the round metricĝ of curvature 1. Hence, given any Sp(n + 1)-invariant metric g, we can assume that there exists a basis {e 1 , e 2 , e 3 } of V satisfying (4.1) in which g is diagonal, i.e., g(e i , e j ) = x i δ ij , g |H = sĝ and g(e i , H) = 0 for some positive constants x 1 , x 2 , x 3 , s. We denote this metric by g = g (x 1 ,x 2 ,x 3 ,s) .
The Ricci curvature of g satisfies, for all u ∈ H, Ric g(e i , e j ) = 4n
and is thus again diagonal with respect to the same basis. We now study the question of prescribing the Ricci curvature. Let T be a metric invariant under Sp(n + 1). We want to solve Ric g = κT , κ > 0, for a homogeneous metric g. Assuming T is diagonal in some basis {e 1 , e 2 , e 3 } of V , we set
We find the following sufficient condition:
Then there exists an Sp(n + 1)-invariant metric g such that Ric g = κT for some κ > 0. Proof. It is sufficient to prove the claim if b = 1. We will prove the existence of a metric g = g (x 1 ,x 2 ,x 3 ,s) , diagonal in the basis {e 1 , e 2 , e 3 }, with Ricci curvature κT . Since Ric is scale-invariant, we can assume that s = 1. Consider the following system of equations depending on a parameter λ:
2 ),
2 ).
If λ = 4n, a solution to the system gives us the desired solution to Ric g = κT with κ = c. By varying λ from 0 to 4n, we will show that (5.4) has a solution for all λ ∈ [0, 4n] using degree theory.
Notice that if λ = 0, the last three equations
are the prescribed Ricci curvature equations for a left-invariant metric on SU (2) . Recall that Hamilton's Theorem 4.1 says that we can solve equations (5.5), and that the solution (x 1 , x 2 , x 3 , c) is unique up to scaling of (x 1 , x 2 , x 3 ). By examining his proof one easily sees that this solution depends differentiably on T i . In order to solve the system with λ = 0 we first obtain the following bound:
Proof. By dividing each of the equations in (5.5) by x 1 x 2 x 3 and adding, we obtain:
since a + 1/a ≥ 2 for a > 0. This implies the claim.
In order to apply degree theory, we now show that the set of solutions of (5.4) with (x 1 , x 2 , x 3 , c) ∈ (0, ∞) 4 and λ ∈ [0, 4n] is compact. (5.4) shows that no variable can go to ∞. We will consider two cases, first that c → 0, and second, that at least one of x 1 , x 2 or x 3 goes to 0 and c is does not converge to 0. We show that we get a contradiction in both cases.
First Case. If c → 0, then passing to the limits of (5.4), we find that x 1 → y 1 , x 2 → y 2 , x 3 → y 3 and λ → µ, where y i and µ are non-negative numbers solving 0 = (4n + 8) − 2(y 1 + y 2 + y 3 ), 0 = µy First, we claim that at least two of y 1 , y 2 , y 3 are identical. To see this, note that by taking differences of the last three equations of (5.6), we find 0 = (y 1 − y 2 ) (µy 1 y 2 y 3 + 4(y 1 + y 2 − y 3 )) , 0 = (y 2 − y 3 ) (µy 1 y 2 y 3 + 4(y 2 + y 3 − y 1 )) , 0 = (y 3 − y 1 ) (µy 1 y 2 y 3 + 4(y 1 + y 3 − y 2 )) .
If all of y 1 , y 2 , y 3 are distinct, then at least one of y 1 , y 2 , y 3 is positive, and (5.7) implies that 0 = (µy 1 y 2 y 3 + 4(y 1 + y 2 − y 3 )) , 0 = (µy 1 y 2 y 3 + 4(y 2 + y 3 − y 1 )) , 0 = (µy 1 y 2 y 3 + 4(y 1 + y 3 − y 2 )) .
(5.8)
By adding these three equations up, we find that the non-negative numbers y 1 , y 2 , y 3 and µ satisfy 3µy 1 y 2 y 3 + 4(y 1 + y 2 + y 3 ) = 0, which is a contradiction since one of y 1 , y 2 , y 3 is positive. We now know that at least two of y 1 , y 2 , y 3 are identical, so we assume without loss of generality that y 2 = y 3 . Then since µ, y 1 , y 2 and y 3 are all non-negative, the second equation of (5.6) implies that y 1 = 0, and the first equation implies that y 2 = y 3 > 0. Now by dividing the third and fourth equations of (5.4) by x 1 x 3 and x 1 x 2 respectively, we see that
Since x 1 → y 1 = 0, c → 0, λ ≥ 0 and x 2 , x 3 → y 2 = y 3 > 0, we deduce that eventually, both Second Case. Now c converges to some positive number, but at least one of x 1 , x 2 , x 3 is converging to 0. To start, assume that x 1 → 0. The third equation of (5.4) implies that x 2 − x 3 → 0. The second equation of (5.4) then implies that x 2 x 3 c → 0. Since c does not converge to 0, we must have both x 2 and x 3 converging to 0 as well as x 1 . If instead of assuming x 1 → 0 we assume that x 2 → 0 or x 3 → 0, we would again conclude that all three of x 1 , x 2 , x 3 are converging to 0.
Since x 1 , x 2 , x 3 → 0, the first equation of (5.4) implies that c → 4n + 8. Rewrite the second, third and fourth equations as
, and we can assume that these numbers change monotonically as well. For each i = 1, 2, 3, λx 2 i → 0 and cT i → (4n + 8)T i > 0, so (5.9) implies that all three of z 1 , z 2 , z 3 are bounded, from which we deduce that x i x j is bounded for each i and j. Now write (5.9) as
where d = 1/x 1 (again dropping reference to the superscript). By taking a subsequence, we can assume that dx 2 and dx 3 are monotone. Since
is a bounded sequence for each i and j, we know that dx 2 and dx 3 converge to some positive numbers. Taking limits and using the fact that c → 4n + 8, we see that the numbers dx i converge to a solution of (5.5) with c = 4n + 8. However, this contradicts Lemma 5.2.
In order to solve (5.4) we rewrite the equations in terms of smooth functions f λ : (0, ∞)
is equivalent to (5.4). We want to show that f −1 λ (y) is nonempty for all λ, which implies our theorem when λ = 4n. We first show that this holds when λ = 0. Recall that we can solve the last 3 equations in (5.4), which coincide with equations (5.5) when λ = 0, and that the solution is unique up to scaling. Lemma 5.2 implies that under the assumption 1/T i < 2n + 4, i = 1, 2, 3, we can choose this scaling so that the first equation in (5.4) is satisfied as well. Thus f −1 0 (y) consists of a single point p ∈ Ω. Since the solution depends differentiably on T i , it follows that f −1 is differentiable near p and hence det(Df 0 ) p = 0, which implies that deg(f 0 | Ω , y) = ±1. Notice that by Lemma 5.3Ω is compact, and y / ∈ f λ (∂Ω). Thus by the homotopy invariance of the Brouwer degree, it follows that deg(f λ | Ω , y) = 0 for all λ. This finishes the proof.
The condition in Theorem 5.1 is not necessary. In fact, its proof shows that one has the following stronger statement: If a tensor T on S 4n+3 is invariant under Sp(n + 1)Sp(1), it is natural to ask whether every Sp(n+1)-invariant solution to Ric g = cT must also be Sp(n+1)Sp(1)-invariant. The following theorem shows that this is indeed the case. As we explained in Section 5, every Sp(n + 1)-invariant metric on S 4n+3 can be written as g (x 1 ,x 2 ,x 3 ,s) for some x 1 , x 2 , x 3 , s > 0. By definition, g (x 1 ,x 2 ,x 3 ,s) is obtained by modifying a round metricĝ with a left-invariant metric on the 3-dimensional fibers of the Hopf fibration and scaling in the horizontal direction. If x 1 = x 2 = x 3 = t, then g (x 1 ,x 2 ,x 3 ,s) coincides with the Sp(n + 1)Sp(1)-invariant metric g t,s obtained by scalingĝ by t in the direction of the fibers and by s in the perpendicular direction.
Theorem A.1. Let g be an Sp(n + 1)-invariant metric on S 4n+3 with Sp(n + 1)Sp(1)-invariant Ricci curvature. Then, up to isometry, g = g t,s for some t, s.
Proof. Assume g = g (x 1 ,x 2 ,x 3 ,s) . By the scale-invariance of the Ricci curvature, it suffices to consider the case where s = 1. Our goal is to show that x 1 = x 2 = x 3 .
Since Ric g is Sp(n + 1)Sp(1)-invariant, it can be obtained by multiplyingĝ by some a ∈ R in the direction of the fibers and by some b ∈ R in the perpendicular direction. Computing Ric g as in Section 5, we find b = 4n + 8 − 2(x 1 + x 2 + x 3 ), a = 4nx 2 i + 2
Let us multiply the second line by x i+1 x i+2 and take differences of the equations for different i. We see that (A.1) 0 = (x 1 − x 2 )(4nx 1 x 2 x 3 + 4(x 1 + x 2 − x 3 ) + ax 3 ), 0 = (x 2 − x 3 )(4nx 1 x 2 x 3 + 4(x 2 + x 3 − x 1 ) + ax 1 ).
First assume that x 1 , x 2 , x 3 are all distinct. Then 0 = 4nx 1 x 2 x 3 + 4(x 1 + x 2 − x 3 ) + ax 3 , 0 = 4nx 1 x 2 x 3 + 4(x 2 + x 3 − x 1 ) + ax 1 .
Taking the difference of these equalities, we see that 8(x 1 − x 3 ) + a(x 3 − x 1 ) = 0 and a = 8, so 4nx 1 x 2 x 3 + 4(x 1 + x 2 − x 3 ) + ax 3 = 4nx 1 x 2 x 3 + 4(x 1 + x 2 + x 3 ) > 0, a contradiction. Thus at least two of x 1 , x 2 , x 3 are identical, and in this case it is a simple matter to conclude from (A.1) that all three must in fact be identical.
