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A significant problem for optical quantum computing is inefficient, or inaccurate photo-detectors.
It is possible to use CNOT gates to improve a detector by making a large cat state then measuring
every qubit in that state. In this paper we develop a code that compares five different schemes for
making multiple measurements, some of which are capable of detecting loss and some of which are
not. We explore how each of these schemes performs in the presence of different errors, and derive a
formula to find at what probability of qubit loss is it worth detecting loss, and at what probability
does this just lead to further errors than the loss introduces.
I. INTRODUCTION
Quantum computers exploit quantum superpositions
to process every single input at the same time. However,
when a measurement is performed, the quantum super-
position collapses and only a single result is obtained. A
standard quantum algorithm is run multiple times, be-
fore a meaningful data can be extracted. Despite this,
there are several problems that can be solved signifi-
cantly faster, using a quantum computer than using a
classical computer. The standard example of this be-
ing Shor’s factoring algorithm, which runs exponentially
faster than any known classical factoring algorithm [1].
Since each run of the quantum computer requires a signif-
icant amount of time, it is preferable to reduce the num-
ber of runs required. Depending on the context, there
are two techniques for reducing the number of runs: the
first technique exploits data extraction algorithms such
as phase estimation [2], and the second is the quantum
state tomography [3]. While both of these techniques
aim to minimize the number of runs of the algorithm re-
quired, they are both negatively impacted by inaccurate
or missing measurements. Hence it is important to make
the measurement procedure of our quantum computer as
efficient and accurate as possible.
Various achitectures proposed so far, for building a
quantum computer, have their own advantages and dis-
advantages. A significant problem across these architec-
tures is the efficiency and accuracy of the detector [4–
7]. In this paper we will explore how the efficiency of
a detector can be improved using a miniature error cor-
recting code. This miniature code can be layered on top
of standard concatenated error corrections. We will con-
centrate on applying this miniature code to an optical
quantum system, where our qubits are formed in the po-
larization basis of photons. In this scenario there is a
unique problem that if a detector fails to make a mea-
surement, the qubit is lost and it becomes impossible to
detect its state. Further we experience photon loss in the
calculations, hence an ability to distinguish the photon
loss occurring in the detector from the loss occuring in
the calculations is important. To minimize the loss at
the detector we assumed the detector efficiency of 90%,
which is optimistic compared to the currently available
detectors [4].
Previous work has explored a similar idea from a sta-
tistical perspective [7, 8]. While Deuar and Munro [8]
looked at a photonic system in a dual rail basis, Schaetz
et al. [7] concentrated on an ionic system. We improve
upon both the pieces of work in the following ways: First,
we conduct full simulations rather than simple probabilis-
tic calculations, therefore our results take into account
any backwards propagation of error. Second, we propose
several new adaptations to the standard scheme that are
more suitable for architectures where there is loss.
Depending on the fuction of the entangling gate, these
adaptations are essential to distinguish the state |0〉 and
the loss of the qubit that we are trying to measure. In
their work, Ghosh et al. [9] discussed the topological er-
rror correction advantages of using entangling gates for
loss detection.
In our present work, we propose five new schemes, as
shown in table I, for improved detection. We developed a
code that simulates these new schemes to be acting under
following errors; probability that the measurement qubits
are present, probability that the measurement qubits are
initialized correctly, probability that the X gate has an
error, probability that the CNOT gate has an error, prob-
ability of loss in the X gate, probability of loss and dis-
tribution of said loss in the CNOT gate, probability the
detector looses the qubit, probability of a bit flip error in
the detector, and the state and probability of loss of the
initial photon. Our code can be used for any system but
we chose error parameters most consistent with a pho-
tonic system. We then used our code to derive a formula
to work out the loss probability when it becomes worth
attempting to detect the loss, and the loss probability
when loss leads to a greater error than the loss itself.
In section II we first discuss the previous work in com-
parison to our work, that has been done to compensate
for inaccurate detection. We also introduce a statistical
formula for the probability of obtaining the correct read-
ing, in the presence of a CNOT gate with uncorrelated
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Scheme 1 A majority vote from the first n readings.
Scheme 2
A majority vote from the first n readings with an X
gate between each CNOT gate.
x x x
Scheme 3
A majority vote where half the CNOT gates are
performed then an X gate is implemented and finally
the other half of the CNOT gates are performed.
x
Scheme 4
The first measurement to give a result is used as the
reading.
Scheme 5
CNOT gates are used until one detector gives a result.
At this point an X gate is performed. Another chain of
CNOT gates is then used until a second result is
obtained.
x
TABLE I: We use five different measurement schemes, which are illustrated here for a total of four detectors.
errors. In section III we introduce our error model that
includes correlated errors on our CNOT gate, this some-
thing previous work has not taken into account. Then,
in section IV we introduce our new five possible arrange-
ments of CNOT gates, detectors and X gates that can
be used for our mini-error correcting code. In section V
we discuss the simulation code we developed, and show
the results it produces with the detector number as our
variable. Section VI contains the results we obtained for
deriving a formula to find the loss probability at which
attempting to detect loss introduces less errors than the
errors due to the loss itself. Finally, we conclude in sec-
tion VII.
II. PREVIOUS WORK
Deuar and Munro [8] consider a copying device that is
functionally equivalent to a CNOT gate in the vacuum–
single-photon basis. Their aim is to determine photon
presence in the presence of an inefficient detector and an
error prone CNOT gate. If the detector has an efficiency
given by η, and the copier has an error given by  then as
the number of measurements (N) tends to infinity, they
find that the limiting efficiency is given by
lim
N→∞
η = 2− 1

. (1)
When η = 0.6 and  = 0.714 they find that three CNOT
gates are needed before the cost of adding more copies
no longer becomes worth the gain. Our model differs
significantly from [8]. Our CNOT gate introduces errors
onto the initial state being copied, which is physically
more realistic and negatively impacts the maximum fi-
delity that can be achieved. It also implies that an infi-
nite number of measurements would decrease the fidelity
with respect to the optimal point. Further, Deuar and
Munro [8] considered detection only in one basis, whereas
our work consider distinguishing between three possible
states, |0〉, |1〉 and loss.
In their previous work on ionic qubit, Schaetz et al. [7]
derived a formula for getting m correct answers out of
M measurements where the detection probability of the
detector is given by F
Pm =
Fm(1− F )M+1−m(M + 1)!
m!(M + 1−m)! . (2)
To find the probability that the state is detected correctly
they sum all the probabilities for m > M/2. This for-
mula assumes a perfect CNOT gate, and that the error
3in the detector is a bit-flip rather than a loss error. An
equivalent formula for an error-prone CNOT gate with a
lossy detector (a scenario considered for photonic qubits)
can be derived. The probability for the mth detector to
give the correct answer is given by
Cm = S.K
bm/2c∑
j=0
(
m
m− 2j
)
([1−W ][1− T ])2j(W + T [1−W ])m−2j (3)
where S is the probability that the second qubit is
present, K is the probability that the detector works.
[1 −W ][1 − T ] is the probability of detectable error in
|0〉−|1〉 basis for W to be the probability that the CNOT
gate has no error, and T to be the probability that any
error in the CNOT gate is in the Z-basis, so that it has
no impact on the measurement result in the |0〉, |1〉 ba-
sis. To find the probability of a correct majority vote
we need to sum all scenarios where there are more cor-
rect readings than incorrect readings while ignoring the
losses.
The formula works on the principle that an even num-
ber of errors in the CNOT gates preceding the desired
measurement lead to a correct answer, hence summing
over m/2. For the assumption to work we need to con-
sider errors on only one qubit, therefore assume that the
CNOT error acts independently on each qubit that it oc-
curs on. In reality this is not the case and we often have
a correlated error model. This is one reason that we need
to move from a statistical model to a simulation, and also
that this model only works for a simple |0〉, |1〉 input and
we want to consider the efficiency of a more general in-
put. This general input becomes more important when
we consider attempting to detect loss as the behavior of
our CNOT gate, otherwise the loss will often give a false
reading of |0〉.
III. DESCRIPTION OF THE ERROR MODEL
In this paper we use a standard Pauli model. The error
model we use for the X gate is given by
ρf =
∑
i
σxKiρK
†
i σx (4)
where K0 =
√
1− px I and Kn =
√
px/3σn where n =
x, y, z.
The error model for the CNOT gate is given by
ρf =
∑
i
CLiρL
†
iC (5)
where C is the CNOT gate. Here we have L0 =√
1− pc I ⊗ I and Li =
√
pc/15σn ⊗ σm where n =
I, x, y, z and m = x, y, z or n = x, y, z and m = I, x, y, z.
We note that equation (5) results in correlated errors be-
tween the qubits that the CNOT gate acts upon. This
means that the model we derived in the equation (3) is
not valid, we therefore look at full simulations rather than
just the statistical model. If one of the qubits going into
the CNOT gate is lost, we assume that the ideal CNOT
gate performs an identity operation on the other qubit
with the same error distribution as the standard CNOT
gate.
Here we use |0〉 to represent the horizontal polarization
of a photon, and |1〉 to represent the vertical polarization
of a photon. Our detection scheme assumes measurement
in the |0〉–|1〉 basis. Since we are considering measure-
ment at the end of a calculation, a necessary transforma-
tion can be applied for measurement to be made in the
standard Z-basis. We have not included the transfor-
mation error in the detection calculation, as we assume
it to be the part of the computational error that is ac-
counted for using standard error-correction or multiple
runs of the computer. In quantum optical systems, the
two-qubit gates require a nonlinearity that is typically in-
troduced through measurement [10]. However there are a
few alternative ways of introducing this nonlinarity, such
techniques include using a photonic module [11], using
the Zeno effect [12] (although in this case measurement
is still often required to improve efficiency) and using a
cross-Kerr nonlinearity as done in qubus systems [13].
IV. ALTERNATIVE DETECTION SCHEMES
Schaetz et al. [7] discussed the fact that it should be
possible to detect loss by using a simple bit flip operation
(a Pauli X gate) between the successive CNOT gates. In
the case where the gates are error free then attempting
to detect loss is clearly the best strategy. However, in
reality both the CNOT and the X gate will be subject to
errors, and there is no reason to assume that these errors
are identical. To detect the loss we need to use at least
one additional X gate and this results in a worse per-
formance than a scheme which does not detect loss. As
such we simulate five different techniques for improving
our detector to see which one functions best under dif-
ferent error conditions. These schemes are illustrated in
figure 1 and summarised in table I. In this section we dis-
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FIG. 1: Five possible schemes for detecting the state of
a qubit in the |0〉, |1〉 basis. Circuits (a) and (d) have
no loss detection, while circuits (b), (c) and (e) can
detect loss.
cuss each scheme and its advantages and disadvantages.
Scheme 1, shown in figure 1a, is the standard scheme
of measurement with the CNOT gates. We make the
assumption that the CNOT gates are performed on qubit
one, sequentially, with no hold operations between them.
The second qubit, in the CNOT gate, is prepared on
demand and is measured straight after the CNOT gate.
This technique has an advantage of using the minimal
number of gates possible for a majority vote but has a
disadvantage of being unable to detect when the initial
qubit is lost.
Schemes 2 and 3 use a combination of CNOT and
X gates. In scheme 2, as shown in figure 1b, an X
gate is performed on qubit one after every CNOT gate.
Scheme 3, as shown in figure 1c, splits the total number
of CNOT gates into two. First, half of the CNOT gates
are performed that is followed by an X gate on qubit
one, and then the rest of the CNOT gates are performed.
Both schemes 1 and 2 work best with an even number
of CNOTs and detectors. Once again we perform the
operations sequentially with no hold operations between
them. The second qubit in each CNOT gate is prepared
on demand and is measured straight after the CNOT
gate. Both schemes 1 and 2 should be suitable for de-
tecting loss, but if we assume a tight majority vote even
a single error will mean that we will get a false reading
of either |0〉 or |1〉.
Finally we consider schemes 4 and 5. Both of these
schemes use the minimum number of CNOT gates and
detectors possible. In scheme 4, as shown in figure 1d, we
perform CNOT gates and detections until one detector
gives a reading. This reading alone is then used to de-
termine our results. This scheme uses a considerably less
number operations, on average, than required for a ma-
jority vote. Hence scheme 4 is more effective for CNOT
gates with a high error rate. Similar to scheme 1, scheme
4 cannot detect the loss.
Scheme 5, as shown in figure 1e, is an adaptation of
scheme 4 that is also able to detect the qubit loss. We
consider performing CNOT gates and detections until a
single measurement is made. Then, once this measure-
ment has been made, an X gate is performed on qubit
one and we repeat our sequence of CNOT gates and de-
tection. If we measure |0〉|1〉 then we conclude the first
qubit was in |0〉, if we measure |1〉|0〉 then we conclude
the first qubit was in |1〉. If the two measurements are
the same, then we conclude the first qubit was lost. This
technique has the advantage that it uses the minimum
number of gates possible to detect loss.
V. NUMBER OF DETECTORS
To compare our five possible improved detector
schemes, which are summarised in table I, we created
a code that simulates the five schemes and compares the
fidelity to the original input state. The fidelity calcula-
tion is computed over a three-level basis of |0〉, |1〉 and
|loss〉. Our input state takes the form given by Eq 6.
Where k1 is the probability that the qubit we are trying
to detect is present, k2 is the probability that the qubits
used for detection are present, and p0 is the probability
that the photons used for detection are correctly initial-
ized in |0〉. The wave-function |ψ〉 = α|0〉 + β|1〉 is the
state of the qubit we are trying to detect, and |L〉 is loss.
Each measurement is modelled as a projective measure-
ment, and is followed by a partial trace so that there is
never any more than two qubits in the system.
For each detection scheme we find the probability of
each possible measurement combination. A simple sum-
ming procedure is then used to find the conclusion that
an experimenter would draw from the set of measurement
results. In the case of scheme 1, it simply involves using
a dummy variable St that starts at zero. Every time a
|0〉 is measured one is added to St; every time a |1〉 is
measured one is subtracted from St; when there is no de-
tection St is left constant. In the schemes with X gates
the procedure is flipped after every X gate with a reading
of |0〉 requiring the alternating addition or subtraction of
one from St. We then sum the probability for all the
combinations where St is greater than zero, exactly zero,
or less than zero and use this to form the probability of
concluding |0〉, mixed, or |1〉, respectively. In the case
of schemes 1 and 4, a mixed result is automatically an
error; while in the cases of schemes 2, 3 and 5, a mixed
5result represents a conclusion of loss.
ψin = (k1|ψ〉〈ψ|+ (1− k1)|L〉〈L|)⊗ (k2p0|0〉〈0|+ k2(1− p0)|1〉〈1|+ (1− k2)|L〉〈L|) (6)
If for some reason we want a system that has a higher
chance of detecting the loss at an expense of a false pos-
itive for loss, it is possible to change the summation
points. For example we could use |S| ≥ 1 for the loss
interval. We have not considered the higher loss detec-
tion scheme, in the present work, as our primary aim
is to detect the state of our qubit in the |0〉, |1〉 basis.
Therefore a false positive readings on loss would mean
throwing away too much information. At the same time
our code can easily consider these scenarios with a mini-
mal adaptations. We note that in all cases, if our CNOT
has a higher error in the Z-basis, than the detector, it is
impossible to get any improvements.
Given that our CNOT error model means equation 3
is inaccurate, we want to look at how all five schemes
perform as the number of detectors increases. An exam-
ple case is shown in figure 2, where we start with our
first qubit in the initial state |1〉 and have a Pauli er-
ror of 0.001 on both the CNOT and X gate, and a 0.1
probability of loss in the detector. We chose a starting
state of |1〉 because in schemes 1 and 4, where loss is
not detected, any loss will always lead to a false read-
ing of |0〉; we therefore consider the worst possible case.
The photons used for detection are present with a 0.999
probability. We see that scheme 4, where the minimum
number of detectors is used, always outperforms the ma-
jority vote based scheme 1. This is because scheme 1 typ-
ically uses more CNOT gates. For a detector efficiency
of 0.9, we find that schemes 1–4 reach a maximum fi-
delity at four detectors. Scheme 5, which uses the two
first readings with an X-gate between them, has signifi-
cant improvements for up to six detectors and after that
increases only gradually. This is because the probability
of obtaining at least two readings without loss increas-
ing significantly until six detectors are used. Scheme 3,
which only uses one X gate, always outperforms scheme
2, which uses multiple X gates; this is because the extra
X gates in scheme 2 provide no significant benefits but
contribute to the net error.
A particular thing to note is the poor performance of
scheme 5 relative to scheme 2 and 3 for a low number of
detectors. This poor performance of scheme 5 is due to
the fact that we have to have at least two detections be-
fore we get a reading, and a single CNOT or X-error
will lead to a false reading of loss. Hence with four
detectors we only expect a reading (including an incor-
rect one) with 0.999 probability compared to the 0.9999
probability of obtaining a reading for the other schemes.
Similarly a single error on any of the gates will lead to
an inaccurate reading in scheme 5, while the impact of
an error on schemes 2 and 3 will depend on whether it
occurred on the initial qubit (at which point it will ef-
fect all other measurements) or the qubit being detected.
Therefore, despite the fact that taking the first reading
(scheme 4) gives significant improvements over a major-
ity vote (scheme 1), when there is no loss a majority vote
(scheme 2) out-performs using the first two correct de-
tections (scheme 5) for less than seven detectors. Unsur-
prisingly, when we increase the detector efficiency then
scheme five begins to perform relatively well compared to
schemes two and three, particularly in the cases of high
loss.
As we increase the detector efficiency, we reduced the
optimal number of detectors needed. This is because
each gate used introduces an error, so we want to use
the minimum number of gates possible. Scheme 4 gets
around this problem, to some degree, by using the mini-
mum possible number of gates independent of the detec-
tor efficiency. Logically if we had no detector error then
it would be better not to perform this enhanced mea-
surement scheme and instead just measure the original
qubit. Since we want to consider a range of detector effi-
ciencies between 0.9 and 1.0, we will consider using four
detectors for future calculations. This gives an accurate
reading in the case of a 10% detection without introduc-
ing too many errors in the case of low detector error. For
higher detector errors more detectors would be required.
VI. WHEN IS IT WORTH DETECTING LOSS?
In the previous section we decided that it was worth
limiting the number of detectors we used to four. We
now want to work out at what point is it worth detecting
loss, and at what point does the increase in the number
of gates required to detect the loss cause a greater error
than the loss itself. From figure 3 we can see that us-
ing the first detector (scheme four) always outperforms a
majority vote (scheme one) when we are using four detec-
tors. We therefore consider this as our standard scheme
for detecting the state of a qubit without loss. Unsur-
prisingly we see that scheme three, which only uses one
X gate, always outperforms scheme two which uses mut-
liple X gates (the only exception is when we consider no
error on the X gate), in further results we therefore ig-
nore scheme two. The relative performance of schemes
three and five depend upon the level of loss as well as
the gate error. In the cases of high loss, scheme five gives
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FIG. 2: How the five detection schemes discussed in section IV perform with respect to the number of detectors in
the circuit. The qubit we are detecting is initially in the state |1〉 and always present, the detector error is 0.1 while
the Pauli error on the CNOT and X gates is 0.001. The qubits used for detection are present with a 0.999
probability, while the photon we are trying to detect is always present.
the highest fidelity, while in the cases of low loss, scheme
three gives the highest fidelity.
An interesting thing to note from figure 3 is that
schemes two and three, which both use a fixed number
of detectors and X gates, show a dip in fidelity when the
first photon has a 0.9991 probability of being present.
When the probability of having an error that can be read
as loss is greater than the probability of correctly detect-
ing loss, then the fidelity of our loss detection scheme will
begin to fall. This happens when the ratio of the two er-
rors, R, is greater than one. It is possible to approximate
R by
R =
ζn−1 × (1− ζ)× Pp
ζn × (1− k1) ⇒
(1− ζ)× k1
ζ × (1− k1) (7)
where the probability that an X or CNOT gate works
is ζ = 0.999. To four significant figures, the probability
whereR is greater than one is given by k1 = 0.9991. More
generally we would expect the performance of schemes
two and three to start decreasing when the probability
of a gate error is higher than the probability of the photon
being lost. If the error per gate is 0.0001 then the per-
formance of schemes two and three start dropping when
k1 = 0.99991, for an error of 0.0005 the probability of
presence where the schemes start to drop is k1 = 0.99949,
for a 0.002 error the drops happens at k1 = 0.9982, while
for an error of 0.005 the performance starts to drop at
k1 = 0.9957. Therefore the formula above is very approx-
imate; still it explains intuitively why we would expect
the fidelity of the scheme to fall at roughly the point it
does.
We now derive a formula to show at what probability of
loss, for the initial qubit, is it worth trying to detect loss.
To do this we find the loss probability where scheme four,
which takes the first reading without trying to detect
loss, outperforms scheme three, a system that uses a fixed
number of detectors and an X gate in order to detect loss.
The formula was derived by running our simulation code
for values of CNOT error between 0.001− 0.05, X-error
between 0.001 − 0.1 and detector error between 0.001 −
0.1, and using the Mathematica FindFit function to find
a formula that was linear in CNOT error and X-error
and quadratic in detector error. The model was then
checked with random values to ensure it was accurate
to ±0.0001. The linearity in the X-error and CNOT
error is not surprising since the two schemes differ by a
constant number of CNOT and X gates. The quadratic
behavior in the detector errors is due to the fact that as
the detector error increases the number of CNOT gates
required by scheme four increases. Assuming that the
gates have no loss error then the point where it becomes
worth attempting to detect the loss is given by
PL = 1− [(0.0128122− 0.575681Pc + Px[−0.656495 + 3.75622Pc])P 2D + (−0.00117864 + 0.198512Pc)PD
+PxPD(0.115926− 0.496572Pc) + 0.99986− 0.203882Pc + Px(−0.13992 + 0.41898Pc)]
(8)
In a logical check we find that when all the errors are zero this gives PL = 1 − 0.999986 ± 0.0001 which
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FIG. 3: Here we see how the five techniques perform in the presence of different values of loss. Here we have a
detector error of 0.1 and the probability of a Pauli error or loss error in the X and CNOT gate is 0.001.
is within error bounds of PL = 0. The formula is only
valid for PD ≤ 0.1, Px ≤ 0.1 and Pc ≤ 0.05. This is not
a strong restriction since with errors above these levels it
is unlikely that quantum error correction will work, and
therefore quantum computing would be impossible. For
a more complicated error model our code can be used
to find the best performing of the five error correcting
schemes at any error probability and loss probability.
VII. CONCLUSIONS
In conclusion, given a very good CNOT gate, detector
and X-error we have derived formulas to find the optimal
detecting scheme dependent upon the probability that
the initial qubit is lost. We show that in a typical model
with a CNOT and X-error error of 0.001, and a detector
error of 0.1 it is worth attempting to detect loss if the
probability that the qubit we are trying to detect is lost
with a probability of greater than 0.0003. If our CNOT
and X gate had errors of 0.05 and the detector had an
error of 0.1 the probability of loss is increased to 0.0152.
A generalized formula is given in equation (8).
To generate this model we have developed a code that
compares all five schemes shown in table I given the fol-
lowing input errors; probability that the measurement
qubits are present, probability that the measurement
qubits are initialized correctly, probability that the X
gate has an error, probability that the CNOT gate has
an error, probability of loss in the X gate, probability
of loss and distribution of said loss in the CNOT gate,
probability the detector looses the qubit, probability of
a bit flip error in the detector, and the state and prob-
ability of loss of the initial photon. This problem is dif-
ficult to solve analytically due to the correlated errors
assumed in the CNOT gates, and the fact that loss dur-
ing the process has different impacts depending on the
initial state of our qubit. The code takes into account
backward propagation of errors, and can be quickly be
adapted to run over any variable and for any number of
detectors. It is also possible to change how the major-
ity vote is constructed, so that the loss detection can be
made more or less cautious. Our model so far, is based
on the projective error correction schemes and does not
utilize other schemes like quantum feedback control, to
take into account more complicated errors. Such calcula-
tions for further improved detector efficiency, are under
ongoing investigation.
Supported by the Intelligence Advanced Research
Projects Activity (IARPA) via Department of Interior
National Business Center contract number D12PC00527.
The U.S. Government is authorized to reproduce and
distribute reprints for Governmental purposes notwith-
standing any copyright annotation thereon. Disclaimer:
The views and conclusions contained herein are those of
the authors and should not be interpreted as necessarily
representing the official policies or endorsements, either
expressed or implied, of IARPA, DoI/NBC, or the U.S.
Government.
∗ jdowling@phys.lsu.edu
[1] Peter W. Shor. Polynomial-time algorithms for prime
factorization and discrete logarithms on a quantum com-
puter. SIAM Journal on Computing, 26(5):1484–1509,
October 1997.
[2] Richard Cleve, Artur Ekert, Chiara Macchiavello,
and Michele Mosca. Quantum algorithms revisited.
Proc. Roy. Soc. London A, 454(1969):339, January 1998.
[3] Marcus Cramer, Martin B. Plenio, Steven T. Flam-
mia, Rolando Somma, David Gross, Stephen D. Bartlett,
Olivier Landon-Cardinal, David Poulin, and Yi-Kai Liu.
8Efficient quantum state tomography. Nat Commun,
1:149, December 2010.
[4] Robert H. Hadfield. Single-photon detectors for opti-
cal quantum information applications. Nature Photonics,
3(12):696–705, December 2009.
[5] Mete Atature, Jan Dreiser, Antonio Badolato, and Atac
Imamoglu. Observation of faraday rotation from a single
confined spin. Nat Phys, 3(2):101–106, February 2007.
[6] Andrea Morello, Jarryd J. Pla, Floris A. Zwanenburg,
Kok W. Chan, Kuan Y. Tan, Hans Huebl, Mikko Motto-
nen, Christopher D. Nugroho, Changyi Yang, Jessica A.
van Donkelaar, Andrew D. C. Alves, David N. Jamieson,
Christopher C. Escott, Lloyd C. L. Hollenberg, Robert G.
Clark, and Andrew S. Dzurak. Single-shot readout of an
electron spin in silicon. Nature, 467(7316):687–691, Oc-
tober 2010.
[7] T. Schaetz, M. D. Barrett, D. Leibfried, J. Britton,
J. Chiaverini, W. M. Itano, J. D. Jost, E. Knill,
C. Langer, and D. J. Wineland. Enhanced quantum
state detection efficiency through quantum information
processing. Physical Review Letters, 94:010501, January
2005.
[8] P. Deuar and W. J. Munro. Improving detectors us-
ing entangling quantum copiers. Physical Review A,
61:010306+, December 1999.
[9] Joydip Ghosh, Austin G. Fowler, John M. Martinis, and
Michael R. Geller. Leakage and paralysis in ancilla-
assisted qubit measurement: Consequences for topolog-
ical error correction in superconducting architectures.
arXiv:1306.0925, June 2013.
[10] G. Lapaire, Pieter Kok, Jonathan Dowling, and J. Sipe.
Conditional linear-optical measurement schemes gen-
erate effective photon nonlinearities. Phys. Rev. A,
68:042314, Oct 2003.
[11] Simon J. Devitt, Andrew D. Greentree, Radu Ionicioiu,
Jeremy L. O’Brien, William J. Munro, and Lloyd C. L.
Hollenberg. Photonic module: An on-demand resource
for photonic entanglement. Phys. Rev. A, 76(5):052312,
Nov 2007.
[12] Patrick M. Leung and Timothy C. Ralph. Optical zeno
gate: bounds for fault tolerant operation. New Journal
of Physics, 9(7):224, July 2007.
[13] P. van Loock, W. J. Munro, Kae Nemoto, T. P. Spiller,
T. D. Ladd, Samuel L. Braunstein, and G. J. Milburn.
Hybrid quantum computation in quantum optics. Phys.
Rev. A, 78(2):022303, August 2008.
