Introduction
In reliability theory, k -out-of-n:G system as a popular type of redundancy is firstly proposed by Birnbaum et al. [1] . For such a system, all the n components are working initially even though only k of them are required for the system to operate. Classical examples of its applications include the hydraulic control system with multiple pumps, the redundant inertial navigation system in an airborne integrated avionics system, the radar systems and the production systems. For illustration, we consider an active phased array radar (APAR) system with four faces, in which each face consists of hundreds of transmit and receive components. A certain percentage of the number of components is allowed to fail without losing the function of the radar system. If the total number of components is 400, and the allowed percentage is 10%, then the APAR system behaves as a 360-out-of-400: G system. Over the past decades, a few of many researchers have carried out the performance measures of k -out-of-n:G system owing to the importance in industry and system design. Comprehensive discussion of the * Corresponding author.
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system are directed to the monographs by Kuo and Zuo [2] , Cao and Cheng [3] .
When k -out-of-n:G repairable system is considered, the exponential distributions of random times involved are usually supposed, for example, Smidt-Destombes et al. [4] , Zhang and Wu [5] , Jain and Gupta [6] , Wu et al. [7] . They investigated such a redundant system with different assumptions. Wu et al. [8] considered a k -out-of-n:G system with N policy, repairman's vacations and one replaceable repair equipment where the working times and repair times of components, the repairman's vacation times, the operating times and replacement times of repair equipment follow exponential distributions. Applying the quasi-birth-and-death process theory, various steady-state system performance measures are derived. Although the memoryless property of the exponential distribution largely simplifies analysis, it may not precisely model realworld scenarios. To overcome this limitations, Neuts [9] introduced and analyzed the phase-type (PH) distribution firstly. The class of pH distribution is dense in the continuous non-negative class of distributions, and any such distribution can be approached by a pH distribution. Chakravarthy et al. [10] studied a repairable k -out-ofn:G system with ( N, T ) policy and one unreliable repair equipment, in which the repair times, the vacation times and the fixing times are governed by pH distributions. A variety of steady-state system performance measures are evaluated by using the matrix analytical method. Later, Ruiz-Castro and Li [11] discussed a discrete kout-of-n:G system with R repairmen where all random variables involved follow discrete phase type distributions. We refer the reader to Chakravarthy and Gómez-Corral [12] , Pérez-Ocón et al. [13] and Wu et al. [14] for more details.
Traditionally, the repairman is assumed remaining idle until the failed components are presented or some repair control policies are met, see Krishnamoorthy et al. [15, 16] . However, in vast majority of small-size and medium-size enterprisers, repairman might have two roles: one for looking after the components and one for other duties. For example, Wang and Xu [17] , Yu et al. [18] , and Wu and Ke [19] . Yuan [20] studied a repairable k -out-of-n:G system with redundant dependency and repairmen's vacations, in which all random variables follow exponential distributions. In his/her model, when the system is down, none of the other functioning components are subject to failure. Later, Wu et al. [8, 14, 21] introduced the "repairman's vacation policy" into k -out-of-n:G system and deduced a variety of system performance measures in transient regime or in stationary regime. But, the vacation policy being considered in k -out-of-n:G repairable system is little more than a beginning. With this knowledge, the case of repairman's vacation policy is taken into account in this paper.
Another important factor in a k -out-of-n:G system is the shut off rules which describes the status of the non-failed components when the system is down. The most commonly used shut off rules are suspended animation (SA) and continuous operation (CO). The SA rule eliminates the possibility of additional failures of nonfailed components when the system is down, while the CO rule assumes that all non-failed components are still subject to failure when the system is down. Many publication are reported for availability and reliability analysis of k -out-of-n:G systems assuming the SA rule. 2006, Li et al. [22] analyzed a repairable k -out-of-n:G system with CO rule. When the system is down, some of (k − 1) working components are suspended while others are still subject to failure. By utilizing the Markov analysis method, formulas for various system reliability measures including mean time between failures, mean working time in a failure repair cycle, and mean down time in a failure repair cycle are derived. Later, Moghaddsaa et al. [23, 24] studied the k -out-of-n:G system with CO rule where random variables are all exponential distributions. However, the CO as the shut off rule for k -out-of-n:G system has so far been limited. This study is motivated by some practical applications. For example, we consider a communication system with seven transmitters. The average message load may require at least five transmitters be operational, or some critical message may be lost. That as many as three transmitters fail is insufficient for smoothly communication. When one transmitter fails, it will be repaired by a technician. The technician may perform other job whenever there is no failed transmitter and then returns to the system after a random length of time. Upon returning from vacation, if there are failed transmitters in the system, he/she starts to repair them immediately until no failed transmitter presents, and then takes another assigned job. Otherwise, he/she remains idle till a breakdown to occur. When the system is down, the remaining non-failed transmitters are still in work state and subject to failure. This practical example can be viewed as a 5-out-of-7: G system with repairman's single vacation and CO rule.
In this paper, we consider a k -out-of-n:G repairable system with repairman's single vacation and CO rule. Applying the Markov process theory and matrix analytical method, the system availability and the rate of occurrence of failures are obtained in transient regime and in stationary regime. Further, the system reliability, the mean time to the first failure and the waiting time distribution of failed components are discussed by using the properties of pH distribution. In addition, we numerically show the influence of various parameters on the evolution of the system reliability measures under different initial states. The new contribution of this work is that the CO rule is considered and the repairman takes single vacation, the duration of which follows a phase type distribution. Moreover, we deduce some performance measures by using the probabilistic properties of pH distribution and discuss the time-dependent behavior of the system performance measures.
The rest of this paper is arranged as follows. Section 2 gives some definitions and assumptions of the model. The infinitesimal generator of the vector-valued Markov process that governs the system is constructed in Section 3 . Moreover, system reliability measures are derived in Sections 4, 5 and 6 . In Section 7 , the waiting time of failed components is discussed. Section 8 reports some numerical results. Finally, conclusions are drawn in Section 9 . Hence the matrix S can be interpreted as the rate transient matrix among the transient states, while S 0 represents the column vector of absorption rates. The matrix S is non-singular with negative diagonal entries and non-negative off-diagonal entries and satisfies −S e r×1 = S 0 . The probability distribution H(x ) = 1 − σ 1 ×r exp ( S x ) e r×1 , x 0 , and its mean E(χ ) = −σ 1 ×r S −1 e r×1 . Definition 2. [25] Assume that χ has a pH distribution with irreducible pH representation ( σ, S ) and σe = 1 . Its probability distribution and mean value are given by H ( x ) and E [ χ], respectively. Then, the equilibrium distribution of χ is defined as
Some definitions and model description

Some definitions
which is also a pH distribution with representation ( π, S ).
Model description
The detailed assumptions of the system are described as follows.
Assumption 1.
The k -out-of-n:G system is composed of n identical and independent components. It functions as long as there are at least k of them operate. The system is down until the number of working components goes down to k − 1 . When the system is down, the remaining (k − 1) working components are still subject to failure. 
Assumption 3. The repairman leaves for a vacation whenever there is no failed component in the system. Upon returning from his/her vacation, the repairman will start to work finding there exist failed components waiting for repair. Otherwise, the repairman remains idle in the system for the first failed component appears. The vacation time V is governed by a pH distribution with representation ( θ, T ) of order m . Its probability distribution and mean value are
. . .
The random variables X, Y , and V are assumed to be independent of each other.
Remark 1.
In order to make this work more practical and reasonable, we consider a data processing system with one repairman. A minimum of k active video displays can meet full data display. Once a working video display fails, it will be repaired by repairman. Further, the repairman may perform additional tasks (e.g., preventive maintenance or repair for other equipment) whenever there is no failed video display. Finding failed video displays in the system at the end of the additional task, he/she starts to repair them immediately. Otherwise, he/she waits until the first failed video display appears. Therefore, this research is helpful in some practical applications.
Furthermore, we define the following notations for use in the sequel. Let I l be identity matrix of order l , e l be a column vector of order l of1's, and e l ( r ) be a column vector of order l with 1 in the r th position and 0 others. We denote by 0 l a zero matrix of order l , by 0 l × j a zero matrix of dimension l × j .
Infinitesimal generator
The k -out-of-n:G repairable system as described above can be studied as a block-structured continuous-time Markov chain (CTCM). To see this, define L ( t ) to be the number of failed components (either waiting or being repaired) at time t , it follows that 
the repairman is idle in the system at time t, 0 , the repairman is repairing failed component at time t, j, the repairman is on vacation at phase j,
According to the model assumptions, one checks easily that the
Here, in order to given the reader a good intuitive understanding, we provide a state transition diagram of the system with the assumption that m = 2 ( Fig. 1 ) .
By partitioning the state space into levels with regard to the number of failed components and using lexicographical sequence for the state, we know that the corresponding infinitesimal generator matrix Q of X is of dimension (n + 1)(m + 1) , exhibiting the following block-structured form
Each block of the matrix Q are defined in the following
Transient analysis
This section will discuss the transient behavior of system reliability measures including the availability A ( t ) and the rate of occurrence of failures m f ( t ). We first define the following notations 
By a straightforward probability arguments, the transition equations of the Markov model are formed as ordinary differential equations with initial condition
where P (t) = ( P 0 (t ) , P 1 (t ) , . . . , P n (t )) , ω 1 ×(n +1)(m +1) (r) is a row vector of dimension (n + 1)(m + 1) with 1 in the r th position and 0 others.
The solution of the above ordinary differential equations can be written as
From Eq. (3) , we can get the system state probabilities P i, j ( t )(( i, j ) ∈ ). Then the system availability and the rate of occurrence of failures of the system at time t are easily obtained.
• The system availability at time t
• The rate of occurrence of failures at time t
Steady-state analysis
This section will derive some system performance measures in stationary regime. We first define the stationary system state probabilities
Then, it follows from the matrix equation P Q = 0 that
Further, the following normalizing equation should be satisfied
After some algebraic manipulation, we have
where
are all square matrices of order m + 1 . Once P 0 being obtained, then the steady-state probability vector
With Eqs. (7) and (8) , we get
ξ r e m +1 = 1 .
(10)
Solving Eqs (9) and (10) simultaneously would get the stationary solution P 0 . Further, we obtain the steady-state system state probabilities +1 ( j + 1) , i = 1 , 2 , . . . , n, j = 0 , 1 , . . . , m.
Having computed the system state probabilities, we give various steady-state system performance measures straightforwardly.
• The steady-state system availability
• The steady-state rate of occurrence of failure
• The expected number of failed components in the system
• The probability that the repairman is on vacation
System reliability and the mean time to the first failure
In this section, we will employ the probabilistic properties of pH distribution to derive the expressions of the system reliability and the mean time to the first failure (MTTFF). To achieve this, we lump all failure states together to make one absorbing state, say " * ". Then, consider an absorbing Markov process with state space
where only the state " * " is absorbing and all other states are transient.
The corresponding infinitesimal generator of the absorbing Markov process has the following form
and initial probability vector σ 1
by the initial state of the system. According to the definition of the pH distribution, we know that the reliability of the system is
The mean time to the first failure of the system is
The waiting time of an arbitrary failed component
In this section, employing the theory of pH distribution and the probability decomposition technique, we will discuss the waiting time distribution and the mean waiting time of an arbitrary failed component. 0 , 1 , . . . , n − 1) be the number of failed components at an instant just prior to time t which is a failed component arrival epoch. Then, the new process L = { L − (t) , J(t ) : t 0 } forms a Markov process with state space
Moreover, define the following system state probabilities
Denote by A (t , t + t ) the event that one of the working components fails during the time interval (t , t + t ] . We have that
Similarly, we get
be the actual waiting time of an arbitrary failed component in the system, given that the system state is (L − (t) , J(t )) = (i, j) , (i, j) ∈ prior to its arrival instant. Further, setting
We now derive the expressions of W
] by the following four cases. Here, we take the arriving failed component as the tagged one, and assume its position in the waiting line is i (i = 0 , 1 , . . . , n − 1) . Based on the model description, its position may gradually move as the failed components ahead of it complete the repair.
• Case 1:
In this case, there are i failed components ahead of the tagged one, and the repairman is busy with components. We observe the behavior of the tagged component since the arrival instant. Because the future failed components arrival after the tagged one can not change its position in the waiting line, its position only occurs to one direction, namely, (i, 0) 
The initial probability vector is ( ω 1 × i (1), 0 1 × 1 ). Therefore, we have that
Remark 2. From the definition of the Erlangian distribution, we can rewritten
In order to give an uniform expression for W
] under four cases, the well-structured matrix expression are chosen in this paper.
• Case 2:
In this case, there are i failed components ahead of the tagged one, and the repairman is on vacation. So, the tagged component receives repair until the repairman returns from the vacation and all the i failed components complete the repair. We enumerate all possible states of this situation in lexicographic order
where the states (i, 1) , . . . , (i, m ) , (i, 0) , (i − 1 , 0) , . . . , (1 , 0) 
From Definition 2 , the equilibrium distribution of the repairman's vacation time with pH representation (
is also a pH distribution with an explicit pH representation
The initial probability vector is ( 1 , 2 , . . . , n − 1 , j = 1 , 2 , . . . , m.
• Case 3:
In this case, there is no failed component in the system and the repairman is on vacation. Thus, the tagged component is being repaired while the repairman comes back from his/her vacation. According to the results derived in case 2, the distribution and the mean of the actual waiting time
In this case, there is no failed component in the system and the repairman is idle. So, the tagged component receives repair immediately, and its actual waiting time W 
Let W q be the waiting time of an arbitrary failed component in the system. By using the probability decomposition technique, we get
The mean waiting time is given by
Numerical examples
This section provides a variety of numerical examples to demonstrate the applicability of the theoretical results. Fig. 2 and Table 2 perform the above specific parameters with λ= 0.6. Fig. 3 performs the above specific parameters by collocating with different values of λ= 0.5, 0.6, 0.7, 0.8.
We observe from Fig. 2 that these curves display violent fluctuations in the early stage. The higher the probability that the repairman returns from his/her vacation, the bigger the system availability and system reliability are, and the smaller the rate of occurrence of failures is. But after some time units this fluctuations of them tend to disappear. Further, one checks easily that the convergence of these reliability measures are independent of initial conditions, which is as we have anticipated. It appears from Table 2 that the mean time to the first failure is a monotonically decreasing function of the number of failed components initially in the system. Table 2 shows it is also sensitive to system initial conditions. Fig. 3 indicates the waiting time distribution decreases with the increase of λ. This is what we had expected due to the fact that having larger value of λ would increase the number of failed component in the system. Table 1 System state probabilities at time t under initial condition (0 , −1) . 
Table 2
The mean time to the first failure under different initial conditions. • Case 1. Phase type distribution (PH):
• Case 2. Coxian distribution (COX): • Case 3. Erlangian distribution (ERL):
The numerical computation results of system performance measures are displayed in Fig. 4 Table 3 and Fig. 5 that the numerical results obtained by the matrix analytical method are close to those obtained by the Monte Carlo simulation. Moreover, this example shows that the validity of these theoretical results of system reliability measures in this paper. 
To validate the correctness of the analytical results of our
The numerical results presented in Table 4 indicate that the expressions of reliability measures derived in this paper exactly match the one reported by Cao and Cheng [3] . 
To verify the correctness of the formulae obtained in the present paper, we choose k
The computation results tabulated in Table 5 show that the formulae obtained in this paper exactly agree with that given in Cao and Cheng [3] .
Conclusions
This paper discussed a repairable k -out-of-n:G system with CO rule and repairman's single vacation, the duration of which follows a pH distribution. Utilizing the Markov process theory and the matrix analytical method, a variety of system performance measures are derived in transient regime and in stationary regime. Further, some numerical examples are given to illustrate how the various system parameters influence the behavior of the system. Employing the theory of pH distribution, we deduced the well-structured matrix expressions of the system reliability, the mean time to the first failure, and the waiting time of an arbitrary failed component. Compared with previous theoretical results, our expressions are more concise and numerically tractable. In the future, an interesting extension is to study such a system with repairman's vacation policy and non-identical components subject to repair priorities. Once a working component fails, it is immediately replaced and exchanged with a good component taken from the spare parts inventory. The failed components are sent to a central repair center for repair considering priority rule.
