observed that at most iterations, the UCKF has larger estimation error than the UWLCKF. Fig. 2 (b) compares the performances of the UWLCKF and the UCKF. The complex correlation coefficient is . Define the normalized squared error as , where and are vectors consisting of phases and estimation errors in 500 iterations respectively. In the plot each is computed by averaging 1000 Monte-Carlo simulations. It can be seen that in the low-medium SNR regime, UWLCKF requires about 2 dB less SNR than the UCKF. Fig. 2 Electron. Syst. Mag., vol. 20, no. 8, pp. 57-69, 2005. [13] S. J. Julier and J. K. Uhlmann, "Unscented filtering and nonlinear estimation," Proc. IEEE, vol. 92, no. 3, pp. 401-422, 2004 Abstract-The coherence spectrum is of notable interest as a bivariate spectral measure in a variety of application, and the topic has lately attracted interest with the recent formulation of several high-resolution data adaptive estimators. In this work, we further this development with the presentation of computationally efficient implementations of the Caponand APES-based MSC estimators. The presented implementations furthers the recent development of exploiting the estimators' inherently low displacement rank of the necessary products of Toeplitz-like matrices to include also the required cross-correlation covariance matrices for the mentioned coherence algorithms. Numerical simulations together with theoretical complexity measures illustrate the performance of the proposed implementations.
observed that at most iterations, the UCKF has larger estimation error than the UWLCKF. Fig. 2 (b) compares the performances of the UWLCKF and the UCKF. The complex correlation coefficient is . Define the normalized squared error as , where and are vectors consisting of phases and estimation errors in 500 iterations respectively. In the plot each is computed by averaging 1000 Monte-Carlo simulations. It can be seen that in the low-medium SNR regime, UWLCKF requires about 2 dB less SNR than the UCKF. Fig. 2(c) shows the performance improvement of the UWLCKF over the UCKF vs the noise impropriety at different SNRs. We use the factor to evaluate the advantage of UWLCKF. The normalized squared error and are defined as above. Each is computed by averaging 1000 Monte-Carlo simulations. For , the gain .
VI. CONCLUSION
In this paper we have designed widely linear and unscented WL complex Kalman filters for complex noisy dynamical systems with improper states and noises. We show that WLCKFs may significantly improve on the performance of a CKF that ignores corresponding covariance. A simulation for real phase demodulation shows how an UWLCKF produces real estimates from complex baseband measurements and shows the improvement of its performance over an unscented complex KF that assumes proper states and noises.
I. INTRODUCTION
Estimating the coherence between two or more measured signals is a ubiquitous problem, finding applications in a variety of fields, such as speech processing, time series analysis, geophysics, biomedical engineering, and synthetic aperture radar imaging. The topic has lately attracted renewed interest with the proposal of the non-parametric data-dependent Capon-based magnitude squared coherence (MSC) estimator proposed in [1] , and then further explored in [2] - [6] . The one-and two-dimensional (2-D) Capon-and APES-based approaches introduced in [1] , [2] show that these estimators allow for proper high-resolution MSC estimates by forming data-adaptive filter banks, with each filter being constrained to pass its center frequency undistorted while suppressing the contribution of all other components. In this paper, we further these works by examining both the computational complexity and the performance of the Capon and APES-based algorithms. Given the high complexity of these methods, we examine ways to form computationally efficient implementations of the algorithms. Reminiscent to the efficient implementations in [7] , [8] , formulated for the corresponding spectral estimation techniques, these MSC estimators allow for computationally efficient implementations by making use of the inherently low displacement rank of the necessary products of Toeplitz-like matrices, thereby allowing for the development of appropriate Gohberg-Semencul (GS) representations of these matrices. Although the here presented material is related to the results in these earlier works, the GS formulations and relevant data dependent trigonometric polynomials required here for the MSC estimation will differ from those of the corresponding spectral estimators in the formulation of the required cross-spectral density estimates. In the interest of brevity, we will here primarily refer the reader to these earlier works for the details on the implementation of the (auto) spectral densities, and focus on the novel results needed for the MSC estimation. In the following section, we briefly review the Capon-and APES-based MSC estimators, whereafter we proceed to present efficient implementations for these algorithms. This is done by reformulating the algorithms in terms of data dependent trigonometric polynomials whose kernels are products of Toeplitz-like matrices of various dimensions, which are shown to admit for low displacement rank representations, subsequently utilized for the estimation of the efficient evaluation of the trigonometric polynomials. Then, in Section V, we illustrate the performance of the discussed methods before concluding on the work in Section VI.
II. DATA-ADAPTIVE MSC ESTIMATION
The MSC spectrum, , of two stationary complex valued signals, and , for , is defined as (see, e.g., [9] ) (1) where and denote the (auto) spectra of the signals and , respectively, whereas denotes the cross-spectrum between these two signals. The Capon-and APES-based MSC estimates are formed using the matched filter bank framework (see also [9] , [10] ). Let denote a narrowband data dependent finite impulse response filter centered at a generic frequency , and form the signals of interest into subvectors (2) for , where or for the respective signal, and where denotes the transpose. Then, the filter output for the :th filter at time is (3) where denotes the conjugate transpose. As the filters are narrowband, aiming to only pass the generic frequency undistorted whereas the contribution from all other frequencies is minimized, the matched filter bank spectral estimate at frequency is found as the power of the filtered signal, i.e., (4) where denotes the expectation, and is an estimate of the signal's covariance matrix, of the form (5) with or for the respective signal. Similarly, the cross-spectral density needed to form (1) is estimated as (6) with denoting an estimate of the cross-covariance matrix, given by (7) As shown in [1] , [2] , the Capon-and APES-based MSC estimates result from two different design choices for the narrowband filters, yielding the MSC estimates (8) (9) where , with (10) whereas the covariance matrices and , as well as the crosscovariance matrix , are estimated as in (5) and (7), respectively, and the frequency dependent (noise covariance) matrix is estimated as , where , and (11) Direct, brute force, computation of the resulting Capon-and APESbased MSC estimates require a notable amount of computations. Assuming a uniformly spaced frequency grid with grid points, they require approximately and operations.
III. MSC COMPUTATION USING DATA DEPENDENT TRIGONOMETRIC POLYNOMIALS
To reduce the computational complexity of forming the discussed MSC estimators, we examine how one may exploit the matrix structure to reduce the amount of necessary computations notably. To do so, we begin with examining the Capon-based estimator, noting that (8) may be reformulated in terms of data dependent trigonometric polynomials as (12) where and are (13) for or , and
To form the APES-based MSC estimate, rewrite (11) as (16) where (17) which, after some algebraic manipulation, allows (9) to be expressed in terms of trigonometric polynomials as (18), at the bottom of the page, where
with data adaptive kernels defined as
The advantage of using trigonometric polynomials in the MSC estimation stems from the fact that these can efficiently be evaluated on the unit circle using the Fast Fourier Transform (FFT), since for a kernel of dimensions , one may have (29) When is available, the coefficients of the trigonometric polynomial can be estimated by adding up the matrix elements upon the diagonals. Direct estimation of the kernels associated with the data adaptive trigonometric polynomials required for the computation of the Capon-based MSC, i.e., (13) and (14), and the APES-based MSC, i.e., (19)-(23), results in an unnecessarily high computational complexity, since the pertinent kernels are products of Toeplitz-like matrices thus being Toeplitz-like matrices themselves and as shown in [7] , [11] , trigonometric polynomials related to Toeplitz-like matrices can directly (and efficiently) be evaluated from their displacement representation, bypassing the need of constructing these matrices explicitly. For the readers benefit and for further use, we proceed by presenting briefly the basics from the displacement representation theory of matrices (see also [12] - [15] ), recalling that the displacement of the matrix with respect to and is defined as (30) where and are lower shifting matrices of dimensions and , respectively. Suppose that there exist integers and , such that (31) where , and , whereas denotes the diagonal matrix formed with the vector along its diagonal, and with and being the so-called generator vectors. The displacement rank of the representation equals the rank of the associated displacement matrix, , whereas the integer may be larger than or equal to the corresponding displacement rank. In summary, the triplet is called the displacement representation of with respect to and . Then, the GS factorization of may be expressed as (32) where denotes a Krylov matrix of the form
Given the displacement representation of , the coefficients of the associated trigonometric polynomial (29) can be efficiently computed directly from the generator vectors, bypassing the need of forming explicitly [7] , [11] . Moreover, using the displacement representation of , related matrix vector products can be computed in a fast manner using the FFT.
IV. DISPLACEMENT REPRESENTATION OF DATA DEPENDENT KERNELS
The efficient evaluation of the data dependent trigonometric polynomials in (13) and (14), as well as (19)-(23), relies upon the computation of the displacement representation of the pertinent kernels. Thanks to the Toeplitz-like structure of the data covariance matrices (5), a displacement representation of their inverses , for and , can be efficiently computed and subsequently be utilized for the computation of the displacement representation of and , defined by (24) and (25), respectively, as has been recently shown in [7] . We further these results by developing novel and efficient displacement representations for the remaining kernels involved in the fast computation of the Capon and APES-based MSC estimators, using data dependent trigonometric polynomials, namely (15) and (26)
-(28).
We proceed to present the key properties of the covariance matrices as well as to define the basic parameters associated with the displacement generators of the pertinent kernels. Consider the order partitions of the data vectors (34) implying that may be partitioned as (35) with the resulting forward and backward predictors and the associated prediction powers being defined as 
Furthermore, define the rank-two modification of the (lower order) 
Combining these results, a displacement representation of and with respect to and with displacement rank of has been presented in [7] and subsequently been utilized for the efficient evaluation of the trigonometric polynomials in (13) . Given the GS representations of and , we proceed to form a representation of the product that appears in (14), i.e.,
As the displacement rank of and is , and the displacement rank of is , the displacement rank of the product of these three matrices may be expected to be (see also [12] , [14] ), although, as is proved in Appendix A, one may in fact form a more compact displacement representation as:
Lemma 1: A displacement representation of with respect to and may be formed as , where
with the set of auxiliary variables tabulated in Table I , and
The displacement rank of the representation is . To complete the derivation of the fast algorithm for the estimation of the displacement representation of , several matrix vector products associated with the variables that appear in Table I should be organized in an efficient way, which is in fact feasible, since one can show that:
Lemma 2: Given the displacement representation of , as in Lemma 3 of [7] , the displacement representation of with respect to and may be formed as , where (60) (61) for and with , and . Given the displacement representation of , the displacement representation of and , as defined by (24) and (25), can be computed using a set of auxiliary variables defined as (62) (63) whereby the polynomials , and , for , as defined by (13), (19) and (20), respectively, can be computed efficiently using the method presented in [7] , while may be computed as discussed above. Thus, it remains to show how the polynomials , and , defined by (14) and (21) Reminiscing the approach following in the derivation of the displacement representation presented in Lemma 1, and after some further algebraic manipulation, a displacement representation of with respect to and may then be formed as , where (68) with Here, the operator replaces the first element of the vector upon which it acts by , i.e., if , then
Similarly, a displacement representation of with respect to and may be formed as , where
with Finally, a displacement representation of with respect to and may be formed as , where is a vector with a one in the first position followed by zeros. The displacement rank of the matrix is . The derivation of the proposed displacement representation of is supplied in Appendix B, noting that the displacement representations of and are derived in a similar way.
A. Overall Organization
An efficient implementation of the Capon-based MSC estimate may thus be formed by first computing the displacement representation of , for , using the generalized Levinson algorithm for the computation of the pertinent variables, as given in (37)- (40) and (44)-(47) [7] . The computational complexity of this step is , where denotes the cost for the computation of the FFT. Then, using the displacement representation of , for , compute the displacement representation of using Lemma 1, where the pertinent variables in (52)-(59) are estimated using Table I and Lemma 2 at a cost of operations, if conventional matrix vector multiplication is applied, or at a cost of when fast Toeplitz vector multiplication using (32) is used. Using these representations, one may then compute the coefficients of the trigonometric polynomials required to form (13) and (14), respectively, using the results in [7] , at a cost of . These polynomials are then evaluated over a uniform grid of size using the FFT, yielding the Capon-based MSC estimate via (12) at a cost of operations. Thus, the total computational complexity of the fast Capon-based MSC implementation is where the first method is the one using the fast Toeplitz vector multiplication, whereas the latter use the conventional matrix vector multiplication. Thus, the first method is asymptotically faster that the second one, whereas, for short filter bank lengths , the second method is faster. The APES-based MSC is computationally more intensive as compared to the Capon-based counterpart, since on top of the operations required by the Capon-based method, additional computations are necessary for the formulation of the auxiliary variables (62)-(67) and the trigonometric polynomials (19)-(23), all of which may, as shown in [7] , be formed using fast convolution and fast trigonometric polynomial evaluation methods based on the FFT. The computational complexity of the proposed fast APES-based MSC estimation method is given by with denoting the complexity of either of the Capon-formulations. The computational complexities of the proposed Capon-based and APES-based methods are illustrated in Fig. 1, for and for varying up to , with . Clearly, the proposed implementations are up to five orders of magnitude faster than their brute force counterparts. Moreover, despite the fact that the fast implementation of the APES-based MSC is by far more involved than the Capon-based formulation, the complexity overhead is almost marginal asymptotically. where are complex amplitudes of unit magnitude and uniformly distributed phases, and with , for , denoting two independent circularly symmetric zero-mean Gaussian random processes, whereas the Signal to Noise ratio (SNR) is fixed to dB. Here, the signals' frequencies are selected as and . The MSC is evaluated over uniformly distributed frequency grid points. The Capon-and APESbased MSC estimates are illustrated in Fig. 2(a) and (b) with filter lengths of , where the MSC is successfully resolved by either method, noting that the high noise floor (erroneous peaks) can be reduced by decreasing the value of at the expense of lower spectral resolution.
VI. CONCLUSION
This works examines the performance of, as well as introduce computationally efficient implementations for, the Capon, and APES-based MSC estimators. The estimators are data-adaptive filter bank formulations of the MSC spectrum and, as has been shown, can be expressed in terms of data adaptive trigonometric polynomials, whose kernels are products of Toeplitz-like matrices, allowing for low rank displacement representation, which is subsequently utilized for the efficient computation of the polynomial coefficients and their evaluation on the unit circle, offering a significant computational reduction compared to the direct (brute force) implementation. Numerical simulations illustrate both the achievable reduction in computational complexity and typical performance of the estimators for some narrowband data sets.
APPENDIX PROOF OF LEMMA 1
Using the matrix inversion lemma (MIL) for partitioned matrices in (35) yields (72) (73) which, together with again using the MIL for rank-one modification on (41) and (42) 
with auxiliary variables being defined in Table I . It remains to show how the time shifted variables that are involved in (78) can be managed. A rank-one modification of (7) 
where the symbol denotes unspecified terms of no relevance. Combining (15), (77) and (88) 
with and denoting the first element, and all but the first elements of the vector , respectively, i.e., . Finally, using (95)- (97) and (94) 
I. INTRODUCTION
In recent years, there has been a growing interest in adaptive filtering applications, such as channel equalization [1] , adaptive noise cancellation [2] - [5] , and acoustic echo cancellation [6] , [7] . The most common adaptive filtering is based on least mean-square (LMS) algorithm for simplicity of the structure. To reduce the computational complexity, the frequency-domain block LMS (FBLMS) algorithm was developed. The conventional frequency-domain algorithm carries out both control signal generation and filter updating in the frequency domain [8] - [10] . There are two kinds of FBLMS algorithms: the constrained one and the unconstrained one. The constrained FBLMS algorithm was first proposed by Ferrara [9] , which is an exact fast implementation of the time-domain block LMS (BLMS) algorithm. The unconstrained FBLMS algorithm was proposed by Mansour [10] , which adapts the filter coefficients using circular convolutions. Compare to the constrained one, the unconstrained FBLMS algorithm is more computational effective. However its convergence performance is poor for deficient-order adaptive filter. In this correspondence, only the constrained FBLMS algorithm is concerned.
In almost all analyses of the adaptive filtering algorithm, it is assumed that the length of the adaptive filter is equal to that of the unknown system impulse response. However, in practical implementations, the length of the system impulse response might be very large, which would result in under-modeling situation. The statistical behavior of the deficient-length LMS algorithm has been analyzed in several papers [11] - [14] . In [11] and [12] , the mean square convergence of a deficient-length LMS filter is analyzed under the independence assumption and for i.i.d. white Gaussian input. In [13] , the performance of the deficient-length LMS filter is presented for the correlated Gaussian input data. In [14] , the phase error of the deficient-length LMS filter is discussed. Much work has been done in analyzing the performance of the FBLMS algorithm [15] - [20] . However, few of them concerned about the deficient-order filter and the steady-state behavior of the deficient length constrained FBLMS algorithm is still unclear. In this correspondence, we inverse-transform the weight vector from the frequency-domain into the time-domain and then follow the analysis procedure used in the LMS or BLMS algorithm to obtain the time-domain steady-state solution of the deficient-length constrained FBLMS algorithm.
Throughout this correspondence, lowercase symbols are variables, boldface font lowercase symbols are vectors, boldface font uppercase symbols are matrices, subscript " " denotes frequency-domain representation of each signal, " " is iteration time index, superscript " " denotes the complex conjugate transpose, superscript " " denotes the transpose and " " represents mathematical expectation.
II. ANALYSIS Fig. 1 shows the block diagram of the constrained frequency-domain algorithm, where is the input signal.
is the impulse response vector of the unknown system, and is the length of . For deficient-length estimation, can be split into two parts,
and is the length of the adaptive filter. The desire signal can be expressed as
where (4)
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