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Abstract 
Srinivasan, A. and C. Pandu Rangan, Efficient algorithms for the minimum weighted dominating 
clique problem on permutation graphs, Theoretical Computer Science 91 (1991) 1-21. 
Given a graph G = ( V, E) with real weights assigned to its vertices, a clique of G that also 
dominates its vertex set V, is called a dominating clique (DC) of G. Given a permutation graph 
G with all its vertices having nonnegative weights, and its permutation representation, the problem 
addressed in this paper is that of finding any minimum weight DC of G. We improve the existing 
O(l VI’) algorithm for this problem to O(j VI log 1 VI). The space complexity of our algorithm is 
O(l VI). We also present a 1 VI processor, O(1og 1 VI) time, O(l VI log 1 VI) space parallel EREW 
PRAM algorithm for this problem. 
1. Introduction 
Given a graph G = (V, E) and a subset S of V, S is said to dominate V iff every 
vertex in V - S is adjacent to at least one vertex in S. A subset S of V is a dominating 
clique (henceforth DC) of G iff the subgraph induced by S is a clique and S 
dominates V. If the vertices of G are weighted, then any minimum weighted DC 
of G is denoted an MWDC of G. Computing an MWDC is an NP-complete problem 
for general graphs [4]. 
Given a permutation P of the integer set V= (1, 2, 3, . . . , n}, P defines a graph 
GP=(V,E), where 
(i,j) is in E iff (i-j) * (P-l(i)-P-*(j))<O, 
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where F’(i) denotes the position of i in P. A graph G is a permutation graph iff 
it is isomorphic to some Gp. 
Let 1 VI = n. Assuming that the weights are all nonnegative, and that the defining 
permutation P is given, an 0( n’) time, O(n) space algorithm to compute an MWDC 
of a permutation graph G is described in [4]. 
In this paper, we present an O(n log n) time, O(n) space sequential algorithm 
for this problem; we also present an n processor, O(log n) time, O(n log n) space 
parallel algorithm for this problem, on the EREW PRAM model of parallel computa- 
tion. In this model, there are several processors, each with a constant number of 
local registers, which can interact with each other only through a common shared 
memory. Further, no two processors may read from or write to the same memory 
location at the same time. 
Paradigms such as dynamic programming [2], greedy approach [ 111 etc. are 
typically used to solve problems on permutation graphs; a geometric approach was 
first suggested in [ 111. An interesting contribution of this paper is that the problem 
of computing an MWDC of a permutation graph is posed as a special case of a 
two-dimensional range searching problem, in which all the query ranges (rectangles) 
are known offline. Once the range searching idea is formalized, one could trivially 
solve the problem in O(n log n) time, using O(n log n) space, by using the result 
of [14]. However, by exploiting the special nature of the problem, we bring down 
the space complexity to O(n). We use a powerful data structure in computational 
geometry, the segment tree [3,9], to solve this problem. We believe that this approach 
could be used to solve some related problems on permutation graphs. Another 
interesting contribution of this paper is the parallel algorithm, which is nontrivial, 
and exploits the special nature of the problem further. It also implies a much 
different sequential algorithm. 
2. Preliminaries 
It is shown in [4] that for comparability graphs (of which permutation graphs 
form a subclass [6]), if there exists a DC C of cardinality greater than 2, then there 
also exists a 2-vertex subset of C that is also a DC. Hence, it suffices to consider 
DCs of cardinality 1 or 2 (recall that all the weights are nonnegative). We assume 
that the defining permutation P is given to us; computing P from the graph 
representation of G takes O(n*) time [lo]. 
We define 
L[O] = infinity; (in practice, we can use n + 1) 
M[n + l] = -infinity; (in practice, we can use 0), 
L[k]=min{P-‘(m)Il~m~k} and 
M[k]=max{P-‘(m)Ik~m<n}, for l<ksn. 
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Note that computing these lists L and M resemble prefix and suffix computations, 
and can be got in O(n) serial time, and in O(log n) parallel time, using O(n/log n) 
processors on an EREW PRAM. 
Lemma 1 (Brandstadt, Kratsch [4]). If i <j, then {i, j} is a DC of G if 
P-‘(k)<P-‘(i), forallj<k<n, and P-‘(k)>P-‘(j), forall 
Proof. Follows from the fact that any vertex k < i with P-‘(k) < P-‘(i) 
lsksi. 
must be 
adjacent to j, and that a vertex m > j with P-‘(m) > P-‘(j) must be adjacent to i. 0 
Lemma2. (a) {i}isaDCi~L[i-l]>P-‘(i)andM[i+l]<P-’(i),foralll~i~n. 
(b) {i,j}, i<j, is a DC ifl 
L[i]>P-‘(j) and M[j]<F’(i). 
Proof. (a) Straightforward. 
(b) Follows from Lemma 1. 0 
Hence, a singleton MWDC can be found by checking each vertex i for condition 
(a) above, and finding the minimum weight vertex among all such vertices. Hence, 
it can be found (i) in O(n) time sequentially, and (ii) in O(log n) time using 
0( n/log n) processors on the EREW PRAM. We concentrate henceforth on finding 
the DCs of size two, using condition (b) of the above Lemma. 
We define R[i]={jIj>i and {i,j} is a DC}, and S[i]=min{jIj>i and M[j]< 
F’(i)}. Note that R[i] is the set of vertices in [S[i], n] whose P-‘( ) values lie in 
the range [ 1, L[ i] - 11, from Lemma 1, and that R[ i] and S[ i] may not be defined 
for all vertices i. See Fig. 1. 
Since M = (M[ 11, M[2], . . . , M[n]) is a nonincreasing list, S[ i], for 1 s is n, 
can be found in 0( n log n) time by doing a binary search on M to compute each S[ i]. 
P: 14, 16, 12, 11, 15, 9, 10, 6, 8, 13, 4, 7, 5, 2, 1, 3. 
P-‘: 15, 14, 16, 11, 13, 8, 12, 9, 6, 7, 4, 3, 10, 1, 5, 2. 
(a) 
S[1..16] = [4, 4, 4, 8, 6, 14, 8, 14, 14, 14, 16, 16, 14, not defined, 16, not defined]. 
(b) 
R[7] = 19, 10, 11, 12, 14, 15, 16). mate(7) is any minimum weight vertex in R[7]. 
(c) 
Fig. 1. The definitions of S[ ] and R[ ] for an example permutation graph G. Figures 2 to 5 refer to this 
graph. (a) The permutation representation of an example permutation graph with 16 vertices. (b) The 
S[ ] array for the above graph. Note that S[14] is not defined since P(1) = 14, and hence, P-‘(14) = 1 
(recall that for any vertex i, the vertices in the range [S[i], n] must have Pm’( ) values less than P-‘(i)). 
Further, S[ 161 is not defined, since for any vertex i, i < S[ i] s n must be true. (c) An example for the 
definition of R[ ] and mate( ). 
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If we now define mate(i) as a minimum weight vertex in R[ i], our goal becomes 
the computation of mate(i), 1 s is n, as any MWDC of size 2 must be of the form 
(i, mate(i)) for some i. Hence, we have the following two dimensional range searching 
problem. 
Let us plot the vertices of G as the point set {(i, F’(i)) ) 1 s is n} and associate 
the weight allocated to vertex i with the point (i, P-‘(i)). Then, among the points 
with abscissae in the range [S[ i], n] and ordinates in the range [l, L[i] - I], we 
must find any minimum weighted point, denoted mate(i), for all 1 s i s n. 
Now that the range-searching idea has been formalized, one can trivially use the 
result of Willard [9,14] to find mate(i), 1 s i Sn,inO(nlogn)timeusingO(nlogn) 
space. However, note that all the rectangles that we are interested in are of the form 
[S[i], n] x [l, L[i] - 11, i.e., two adjacent sides of these rectangles are fixed. We 
make use of the fact that one of the boundaries (the right boundary, that coincides 
with the line x = n) of these rectangles is fixed, in the sequential algorithm. That 
another boundary (the lower boundary, that coincides with the line y = 1) is also 
fixed, is made use of in the parallel algorithm. Another crucial property of the 
problem, that all the query rectangles are known offline, is exploited. 
Once mate(i) (if it exists) has been computed for all i, an MWDC of size 2 can 
be computed as a minimum weight pair among the pairs (i, mate(i)), 1 s is n. 
Hence, we now concentrate on computing mate(i), if it exists, for 1 S is n (note 
that mate(i) does not exist, for example, for vertex n and for the vertex P(1)). 
Before that, we describe a key data structure that will be used in our algorithms. 
Partition(l) = [I,,, lu,, I,,], Partition(2) = Partition(3) = [I,,, Iu,, I,,,]. 
Partition(4) = Partition(S) = [I,,, I,J, 
Partition(6) = Partition(7) = Partition(8) = [I,, I,+, I,J, 
Partition(9) = Partition( 10) = [Iu2, I& Partition(l1) = [I,&, I,J, 
Partition( 12) = Partition( 13) = [ IJ, 
Partition(l4) = Partition(l5) = Partition(l6) = [ 1. 
Fig. 2. The segment tree T, and the partition( ) lists. I-rank(u,, T) = 3; ht(u,, T) = 2; I,, = [9, 121. The 
Partition( ) lists for the graph G shown in Fig. l(a). The nodes u,, u2, , u,, , refer to those shown 
in Fig. 2(a). 
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2.1. The segment tree (Bentley, Wood [3]) 
Consider a rooted, complete binary tree T with 2n - 1 nodes and n leaves. The 
parent of a node u in T is denoted by f(u). The leaves are at height zero, and the 
height off(u) is one more than the height of U. Note that there will be n/2” nodes 
at height m. We will rank the nodes at height m from 1 to n/2” in that order, from 
left to right. Thus, every node u has two attributes, namely, the rank of V, denoted 
l-rank(v, T), and the height of u, denoted ht(v, T). Let I-rank(v, T) = k, and 
ht(v, T) = m. We associate the interval [(k - 1)2” + 1, k2”‘] with U, and denote it by 
1, (by an interval [a, b], where a c b and a and b are integers, we mean the set of 
integers a, a + 1, . . . , b - 1, b). Note that if the leaves were numbered 1 to n from 
left to right, 1, would correspond to the set of leaves of the subtree of T rooted at U. 
A key property of the segment tree is that any interval [ij], 1 c isjs n, can be 
partitioned into O(log n) intervals of the form 1, in O(log n) time; this partition is 
denoted by O(i,j). D(i,j) has the property that if it contains some interval I,, then 
If(v) is not a subinterval of [i,j], and hence, is not contained in D(i,j). We further 
note that any leaf i has at most log n + 1 ancestors in T. D( 1, L[i] - 1) is denoted 
by Partition(i). See Fig. 2. 
3. An improved sequential algorithm to compute any MWDC of a permutation graph 
Given the permutation representation of G, an O(n’) algorithm to compute the 
MWDC of G is described in [4]. In this section, we use the notion of the segment 
tree to improve the complexity to 0( n log n). Although the intuitive model followed 
is that of points of the form (i, P-‘(i)) plotted in the plane, the forthcoming discussion 
would be in terms of vertices of G. 
The idea is to process the graph vertices one by one. We keep a segment tree T. 
For a node u in T, MWV( V) denotes any minimum weight vertex among the vertices 
processed so far and whose P-‘( ) values lie in 1,. 
The algorithm proceeds in n stages, processing the vertices in the order n, n - 1, 
n-2,..., 1. Hence, just after processing the vertices n, n - 1, n -2,. . . , i, T will 
hold, for every node u, a minimum weight vertex among the vertices in the range 
[i, n] and having P-‘( ) values in the range 1,. Hence, processing the next vertex, 
i - 1, involves updating the MWV( ) values for each of the (log n + 1) ancestors of 
the (P-‘( i - 1))th leaf from the left. This way, T is updated dynamically. 
Computing the mate(i) values now becomes simple. When we have just finished 
processing the vertices n, n - 1,. . . , S[ i], we do the following: Find Partition(i) and 
compute a minimum weight vertex from the MWV( ) vertices of the elements of 
Partition(i), and store it as mate(i). The final observation is that since the MWV( ) 
values in T keep changing, we must find mate(i) immediately after we have processed 
the vertex S[ i] in the order n, n - 1, . . . . This is handled easily as follows: Let 
C=(&,i2,..., ik) be the set of all vertices for which S[ ] is defined such that 
S[ i,] z= S[ i2] > . . . 2 S[i,]. We start the algorithm at n and proceed to process the 
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vertices n - 1, n -2, etc. We interrupt at S[i,] and compute mate(i,). Then we 
proceed further by processing the vertices S[ i,] - 1, S[ iI] -2, . . . etc. and interrupt 
at S[ i2] to compute mate( i2), and so on. 
Thus, we keep finding the mate( ) values for the vertices in the order i, , iz, . . . , ik. 
We keep a pointer p to the next vertex 4 for which the mate( ) value must be found. 
p is implemented as the next index j (i.e., mate(h) must be found next). 
Algorithm 
(1) Create the lists L and M. 
(2) Find S[i], 1 s is n. 
(3) Create the list C. 
(4) Initialize all the MWV( ) values in T to NULL. 
(5) j= 1. 
(6) FOR i = n DOWNTO 1 DO 
BEGIN /* Process vertex i */ 
/* Invariant (a) The MWV( ) values have been computed correctly, for all 
the nodes in T, with respect to the graph vertices n, n - 1,. . . , i+ 1. 
(b) mate( ik), for all k, 1 s k <j, has been computed. */ 
(6.1) Update the MWV( ) values in each of the (log n + 1) ancestors of the 
(P-‘( i))th leaf of T from the left. 
(6.2) WHILE (S[ ii]= i) DO 
BEGIN /* Compute mate( 4) */ 
(6.3) Find Partition($), and from that, mate(&). 
(6.4) j:=j+l. /* update pointer */ 
END /* while */ 
END /* for */ 
(7) Find a singleton MWDC, as outlined before. 
(8) Among all the DCs {i, mate(i)} and the singleton MWDC found in the 
previous step, find a minimum weight DC, and output it as an MWDC of G. 
End of algorithm 
3.1. Correctness and complexity of the algorithm 
The correctness of the algorithm is obvious. Steps (1) to (5) take 0( n log n) time. 
Step (6.1) takes O(n log n) time overall, since processing each vertex in that step 
takes O(log n) time. The WHILE loop (step (6.2)) takes O(n log n) time overall, 
since the pointer j always moves forward, and computing each mate($) takes 
O(log n) time. Steps (7) and (8) take O(n) time. 
Further, the storage requirement of the algorithm is O(n). Thus, we have the 
following theorem. 
Theorem 1. The MWDC of a permutation graph can be found in O(n log n) time 
using O(n) space, provided the weights assigned to the vertices are all nonnegative 
and the defining permutation P is available to us. 
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4. An efficient parallel algorithm to compute any MWDC of a permutation graph 
Here, we give an n processor, O(log n) time, O(n log n) space EREW PRAM 
algorithm to compute the MWDC of a permutation graph. In the EREW PRAM, 
each processor has a constant number of local registers, and can interact with other 
processors only through a common shared memory. Further, no two processors may 
read from or write to the same memory location at the same time. Here, we make 
use of the fact that the rectangles that we are interested in have two of their adjacent 
sides fixed. 
As seen earlier, computing the lists L and M, and finding a singleton MWDC 
can be done in O(log n) time using n processors. It is shown later that computing 
the list S can also be done in O(log n) time using n processors. Hence, here again, 
we focus on finding mate(i), 1 S i c n. 
4.1. Some basic parallel algorithms 
In this section, we review some existing parallel algorithms, and also present a 
few new ones that will be used to solve some subproblems in our main algorithm. 
All complexity results will be w.r.t. the EREW PRAM. 
Given a binary associative constant-time computable operator OP and an array 
A[ l..n], define prefx( i) as A[ l] OP A[21 OP . . *OP A[ i], for 1 s i c n. Then, prefx( i) 
for all i, 1 s i 6 n, can be computed in 0( n/p + log n) time, using p processors [8]. 
In other words, it can be computed (i) in O(n/p) time, ifp s n/log n; (ii) in O(log n) 
time, if p > n/log n. This is called parallel prejix computation on A. This has several 
applications, like in the following. 
Given a sorted array A[ l..n], one problem is to remove all duplicates in A, always 
retaining the jirst occurrence of an element in A, and to compute the number of 
elements in A that are equal to every distinct element of A. This problem can be 
solved within the same processor and time bounds as the parallel prefix problem. 
Given two sorted arrays A and B, with IAl + II?1 = n, A and B can be merged in 
O(n/p+log n) time, using p processors [7]. 
Given a binary tree T, each of whose leaves contains an (possibly empty) array 
of items from some total order; let N be the total number of such items, and M be 
the maximum size of the arrays. Let IT( denote the number of nodes in T. For any 
node TV of T, let U(u) denote the sorted union of the array items stored at the leaves 
of the subtree rooted at ~1. Let Q be the problem of computing U(V) for every node 
u of T. Then, we have the following lemma. 
Lemma 3 (Atallah et al. [l]). The problem Q can be solved in O(log M + height( T)) 
time using 1 TI + N processors on the EREW PRAM model. 
The above algorithm is known as the “cascading merge” algorithm, and can be 
simulated using (( TI + N)/ c processors, for any constant c, to run within the same 
time bound. We now describe some subproblems. 
8 A. Srinivasan, C. Pandu Rangan 
4.1.1. Ranking one sorted list in another 
Given two sorted lists of elements, A and B, and any element a of A, the successor 
of a in B, denoted SUCC(a, B), is the least element in B that is greater than or 
equal to a; if there are several equal elements in B that are candidates to be 
SUCC(a, B), SUCC(a, B) is the first of these elements in B; if a is greater than the 
maximum element of B, SUCC(a, B) is NULL. The rank of a in B, denoted 
rank(a, B), is the rank of SUCC(a, B) in B. For instance, if A = [l, 3, 4, 5, 6, 8, lo] 
and B = [2, 2, 4, 4, 5, 91, then SUCC(3, B) =4, rank(3, B) = 3 and rank(8, B) = 6. 
A is said to be ranked in B if rank( a, B) and SUCC( a, B) are known for all elements 
a of A. 
Given two sorted arrays A and B, with IAl + 1 BI = n, we show how to rank A in 
B in O(n/p + log n) time using p processors. 
Step 1: Remove duplicates from A and B, retaining only the first occurrence of 
every element in these lists, to get lists A, and B, respectively. For any element b 
of B, , let eq( b, B,) be the number of elements of B that are equal to it. For every 
element in A-A,, keep a pointer to the element in A, that is equal to it. 
Step 2: Associate a “marker” of 1 with every element of B, and a marker of 0 
with every element of A,. 
Step 3: Merge AI and B, to get a sorted list C. 
Step 4: Compute all partial sums of C (parallel prefix with OP equal to “+“), 
based on the markers of the elements of C. 
Step 5: Let a be an element of A, that is in C, and s be the partial sum of C 
upto a. Then, SUCC(a, B) is found as follows: If the element preceding a in C is 
equal to a, it must be equal to SUCC(a, B); hence SUCC(a, B) is the element B,[s]; 
else, SUCC(a, B) is the element B,[s+ 11. 
Step 6: For every element b in B,, the number of elements of B that are strictly 
smaller than b is found by using a partial sum computation on the values eq( ). 
This is then used to find rank(a, B) for every element a in A,. 
Step 7: We now find SUCC(a, B) and rank(a, B) for all elements of A -A, as 
follows: Bunch the elements of A into groups of size JAI/p each, and allocate one 
processor to each group; for every element a of A - A,, SUCC( a, B) and rank( a, B) 
are copied from the corresponding values stored for the element of A,, that is equal 
to a. 
Hence, we have the following. 
Lemma 4. Given two sorted lists A and B, with IAl + (BI = n, A can be ranked in B in 
0( n/p + log n) time using p processors. 
4.1.2. An amortized scheme for processor scheduling 
Suppose there exists some problem Q that takes an input of size n, and for which 
there exists some algorithm that runs in O(n/p) time using p processors on the 
EREW PRAM, for p c n/log n (e.g., prefix computation on an array of size n). We 
will not discuss the case when p > n/log n : it is sufficient to note that with p > n/log n, 
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the algorithm can take at most O(log n) time, since it runs in O(log n) time with 
n/log n processors. 
Suppose we are given a list I of m inputs, sorted by their sizes. In other words, 
we are given an input sequence I = [1(l), 1(2), Z(3), . . . , I(m)], where IZ(l)l< 
II(2)1<. * * s II(m)l, where II(i)1 denotes the size of I(i). We have the conditions 
that m G n and Il(m)l s n, for some positive integer n. 
Let r=~Z(1)~+~1(2)~+~~~+~l(m)~.Clearly, r~m~l(m)~~n2.Theproblemnow, 
denoted A, is as follows. 
Solve Q for each of the inputs I(i), using a total of r/( c * log n) processors and 
in O(log n) time, where c is any constant. At first sight, a simple solution presents 
itself: “Allocate floor( I1( i)l/( c log n)) p rocessors to each I(i), and solve Q on it, 
in O(log n) time”. However, this presents problems for inputs I(i) with II(i)/ < 
c log n. 
We present the following scheme: Find, by binary search, all the inputs with 
sizes c log n, and for each such input I(i), solve the problem on it in O(log n) 
time by allocating floor (II( i)l/(c log n)) processors to it. We will now be left 
with the inputs 1(l), 1(2), . . . , I(t), such that II(i)1 < c log n, for 1 s is t. Let 
R = sum{ll(i)l 1 1 G i G t}, where, for a set S with real elements, sum(S) denotes 
the sum of its elements. Clearly, R s r. 
Let k = r/ (c log n), and p = t/k. We now define the groups Gi, 1 G i G p, such that 
Gi=[l((i-l)*k+l), I((i_l)*k+2),...,I(i*k)]. The schedule is now the 
following. 
FOR i:=l TOp DO 
BEGIN / * Process group G, * / 
Take the elements of Gi, and by allocating one processor to each, solve the 
problem Q sequentially in O(log n) time for each of them. The processors 
wait till the problem Q is solved on the largest input in Gi, that is, I(i * k). 
END; / * of schedule * / 
Clearly, the time taken for the whole algorithm is (a) O(log n), to solve the problem 
on the inputs with size SC log n; (b) sum{ll(i * k)( 114 isp} (= T, say), to solve Q 
for 1(l), 1(2), . . . , I(t). 
Let Total(i) = sum{ll( i * k +j)[ IO ~j s k - 1). Clearly, Total(i) 2 klI( i * k)l, due 
to the sorted nature of the sizes of the inputs. Further, sum{Total( i) 11 s i up - 1) Q R. 
Hence, k*(T-II(p*k)l)sR; i.e., T~Rclogn/r+II(p*k)l. But, Rcr and 
Il(p * k)l < c log n. Hence, T < 2c log n = O(log n). 
Lemma 5. The problem A can be solved in O(log n) time using r/(c log n) processors 
on the EREW PRAM. 
4.2. Notation and informal description of the algorithm 
The algorithm of Section 3 is “inherently sequential”. Our parallel algorithm 
implies a sequential algorithm that is quite different from the algorithm of Section 
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3, at the expense of an additional O(log n) factor in the space complexity. Here, 
the segment tree T holds the vertices P(l), P(2), . . . , P(n) in that order from left 
to right, at its leaves. 
Given a vertex i of G and a node v of the segment tree T, MW(i, u) is defined 
to be any minimum weight vertex among the vertices of G that lie in the range [i, n] 
and have their P-‘( ) values in the range 1,. Given an ordered list A of vertices of 
G, and a vertex i in A, sufx( i, A) is defined to be a minimum weight vertex in the 
suffix of A starting at i. 
Given any node ZI of T, we define a sorted list of vertices of G, S-LIST(V), as 
follows: S[j], if it is defined, is in S-LIST(V) iff 1, is in Partition(j). Each element 
S[j] in S-LIST(V) holds a pointer “ptr” to j, i.e., ptr(S[j], S-LIST(V)) = j. The 
element S[i] holding a pointer to i is denoted by (S[i], i). Note that S-LIST(u) 
could hold several copies of the same element S[ j], since S[ i] = S[ j] and 1, is an 
element of both Partition(i) and Partition(j), is possible for i # j. See Fig. 3. 
S-JJWu,) = [(4, I), (4,2), (4,3), (6,5), &4)1, 
S-LIST(u,) = [@, 71, (14,6), (14,8), (14,9), (14, lo)], 
S-LIWu,) = [(4, I), (4,2L (4,3)1, 
S-LIST(q) = [(14, 13), (16, ll), (16, 12)], 
S-LIST(+) = [(g, 7), (14,6), (14, @I, 
S-LIWu,) = [t&5), @,4)1, S-LIST(q) = [(4, l)], 
S-LIST(u,) =[(16, ll)], S-LIST(q) = [(14,9), (14, lo)], 
S-LIST(u,,) = S-LIST(u,), S-LIST(u,,) = [(4,2), (4,3)1. 
Fig. 3. Definition of S-LIST( ). 
Recall that L is a nonincreasing list. Let X = [X[l], X[2], . . , X[p]] be the list 
of distinct elements in L, in decreasing order (p G n). Define Y(i) = {S[ j] 1 S[ j] is 
defined, and L[ j] = X[ i]}, for 1 s i s p. The element S[j] in Y(i) holds a pointer 
to j; this information is also denoted by (S[ j], j). Note that Y(i) also can have 
several copies of the same element, and that the pointer values of these elements 
will differ. For any node ZI of T, define D-LIST(v) = {X[i] 11 s i sp and 1, is in 
D(1, X[i] - 1)). Notice that S-LIST(V) is the sorted list of the elements of the set 
{ S[ i] 1 S[ i] is defined, and L[ ‘1 . z IS in D-LIST(v)}. LS( V) is the sorted set of vertices 
held in the leaves of the subtree of T rooted at z). Recall that the ith leaf of T from 
the left holds the vertex P(i); hence, LS(v) is the sorted set of vertices of G that 
have their P-‘( ) values in the range 1,. See Fig. 4. 
Let us assume, for the present, that S-LIST(u), and MW( i, V) for all vertices i in 
S-LIST(V) are available, for each node v of T. We now show how this information 
can be used to find the MWDC of G. 
We use an n * (log n + 1) matrix MAT, initialized to NULL. The semantics of 
MAT is as follows: Take any matrix element MAT[ i, j], and consider the set I$ of 
nodes of height j in T, such that for any member ZI of Y,,, 1, is in Partition(i). But 
Lemma 7, to be proved in Section 4.3, asserts that Yi, can have at most one element, 
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X[1..8]=[15, 14, 11, 8, 6, 4, 3, 11. 
(a) 
Y(l) =[(4,1)1, Y(2) = [(4,2), (4,3)1, 
Y(3) = [(8,4), (6,5)1, Y(4) = 1(14,6), (8,7), (14,8)1, 
Y(5) = [(14,9), (14, lO)l, Y(6) = [(16, 101, 
Y(7) = [(I& 1% (14, 13)1, Y(8) = [(16, 15)]. 
(h) 
LS(u,)=[6, 9, 10, 11, 12, 14, 15, 161, LS(u,)=[ll, 12, 14, 161, LS(u,) = [4, 7, 8, 131. 
(c) 
Fig. 4. Some more definitions. (a) The list X. (b) The Y( ) lists. (c) The LS( ) lists. See Fig. 2(a) for 
the nodes u, , u2 and I+. 
say 2). Hence, Sri] is in S-LIST(v). We then set MAT[ i,j] to be equal to MW(S[ i], u). 
Note that mate(i) is now any minimum weight element from the vertices in the ith 
row of MAT. Lemma 7 helps us to find mate(i) for all i, without any concurrent writes. 
Filling up MAT as above is posed as a problem Q. Given S-LIST(u), for some 
node V, as input, fill up MAT using the following rule: If S[i] is in S-LIST(u), set 
MAT[i, ht(u)] = MW(S[ i], u). Clearly, Q can be solved in O(IS-LIST(u)l time 
using p processors, for p s IS-LIST(U)/. Our problem now is to solve the problem 
Q for the input list {S-LIST(u) 1 z, is a node of T}. Note that (a) IS-LIST(n)] < n, 
for all ZJ, and (b) sum{]S-LIST(v) is a node of T} is cn log n, since Partition(i), 
for any i, contains at most log n elements. These lists S-LIST(o) can be arranged 
in sorted order of their sizes in O(log n) time using n processors [5]. Hence, by 
applying our processor-scheduling method of Section 4.1.2, (r = n log n, c = 1) the 
above can be done in O(log n) time, using a total of n processors. There will be no 
concurrent write problems, since any location MAT[ i,j] can be filled up by at most 
one processor, by Lemma 7. Let MAT[i,j] = k, and let ZJ be the unique vertex of T 
such that ht( v, T) = j, and I, is in Partition(i). Then note that k is a minimum weight 
vertex among the vertices that lie in the range [S[ i], n], and have their P-‘( ) values 
in the range I,. 
Now that MAT has been created, mate(i) is found by allocating one processor 
to vertex i and finding any minimum weight vertex in the ith row of MAT. Computing 
the MWDC of G follows directly. Hence, we now focus on computing S-LIST(V) 
and MW(i, V) for all i in S-LIST(u), for all nodes o of T. These computations rely 
on an auxiliary forest F, which is introduced in Section 4.3. 
4.3. Preliminary results 
Before proceding to the algorithm, we present some lemmas. These lemmas 
help us to construct an auxiliary forest F, and to execute a “regularizing” operation 
on F. 
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Lemma 6. Let v be a node of T, and I, be an element of Partition(i), for some vertex 
i of G. Then, if v is not the root of T, it is the left son of its parent. 
Proof. Recall that Partition(i) = D(1, L[i] - 1). Hence, if v is the right son of f(v), 
then IfCUI is a subinterval of the interval [ 1, L[ i] - 11, implying that I, cannot be in 
Partition(i). Hence, the Lemma follows. 0 
Lemma 7. If {Z,, I,V} is a subset of Partition(i) for v # W, then ht( v, T) f ht(w, T). 
Proof. Assume, to the contrary that ht(v, T) = ht( w, T). Note that v and w must be 
adjacent nodes in their level. Hence, one of them must be the right son of its parent, 
violating Lemma 6. 0 
Given two nodes u and v of T such that they do not form an ancestor-descendent 
pair, u is said to be to the left of v (or, v is to the right of u) if the leaves in the 
subtree rooted at u occur to the left of the leaves in the subtree rooted at v (that 
is, the inorder number of u is less than that of v). 
Lemma 8. Zf I,, is a subinterval of [ 1, L[ i] - l] f or some i, then so is I,, for any vertex 
v that is to the left of u in T. 
Proof. Follows from the definition of “left”. q 
Lemma 9. If I, and I, are elements of Partition(i) for some i, then u is to the left of 
v if ht( U, T) > ht( v, T). 
Proof. Suppose ht( u, T) > ht( v, T), but u is to the right of v. Let w be the node of 
T such that ht( w, T) = ht( u, T), and w is a proper ancestor of v. Hence, w is to the 
left of u, implying, by Lemma 8, that I, is a subinterval of [ 1, L[ i] - 11, which in 
turn implies that I, cannot be in Partition(i), a contradiction. 0 
Lemma 10. Zf I,, and I, are elements of Partition(i) for some i, and if ht( u, T) > 
ht(v, T), then v is a proper descendent of the (right) sibling of u. 
Proof. Suppose v is not a proper descendent of the sibling of U. Then, since it must 
lie to the right of u by Lemma 9, it must lie to the right of f(u). But this implies, 
by Lemma 8, that ZICzrI is a subinterval of [l, L[ i] - 11, implying that I, cannot be 
in Partition (i), a contradiction. 0 
Given an interval I = [i,j], we define L(I) = i and R(I) =j. Note that if v is a 
node of T with rank(v, T) = k and ht(v, T) = m, then L(Z,) = (k - 1)2” + 1, and 
R(Z,)=k2”. Let A=[lu,, Iv*,.. . , I,], j = O(log n), be the listing of Partition(i), 
for some i, in contiguous order; that is, if I,, is the element just before I, in A, then 
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R(Z,)=L(Z,)-1; L(Z,,)=l and R(Z,,)=L[i]-1. If I,, is the element just before 
Z,, we define prev(u, i) = u. 
Lemma 11. Let L[i] and L[j] be two elements of D-LIST(u), for some node u qf T. 
Then, prev( u, i) = prev( u, j). 
Proof. Assume, to the contrary, that prev( u, i) = u, and prev( u,j) = w, where ~1 # w. 
By the definition of prev( ), we have R(Z,) = R(Z,) = L(Z,)- 1. But, R(Z,) = R(Z,) 
implies that at least one of ZI and w must be the right child of its parent, violating 
Lemma 6. 17 
Notation. Since prev( u, i) is the same for all elements L[ i] of D-LIST(u), we denote 
this node henceforth by prevnode(u). 
Let node v be an ancestor of node u in T, and the path from u to v be U, , u2, . . . , u,, 
where u, = u and ui = v. Then, u is said to be an L-descendent of v iff uj is the left 
child of u,+, , for 1 sjs i- 1; further, if u is also a proper descendent of q it is 
said to be a proper L-descendent of v. 
Lemma 12. Let prevnode( u) = prevnode( v) = w, where u # v. Then, ht( u, T) # 
ht(v, T). 
Proof. We prove a stronger result, that u and ~1 form a proper ancestor-descendent 
pair. If prevnode(x) = w for some node x, then x is a proper descendent of the right 
sibling of w, say y, by Lemma 10. Further, x must be a proper L-descendent of y; 
otherwise, L(Z,) = R( Z,.)+ 1 will not be true. 
This implies that u and 2) form a proper ancestor-descendent pair, since both of 
them are proper L-descendents of y. 0 
Lemma 13. Suppose LI and v are two different nodes of T, with S, = D-LIST(u) and 
S2 = D-LIST(u), such that 
(a) S, and S, are not disjoint, and 
(b) ht(u, T) > ht(v, T) (if ht(u, T) = ht(v, T), S, and S, must be disjoint, by 
Lemma 7). 
Then S, is a superset of S,. 
Proof. Since S, and S2 are not disjoint, we have, by Lemma 10, that u is a proper 
descendent of the right sibling of U. Let X[ i] be some element of S2. By Lemma 
8, I, is a subinterval of [l, L[i] - 11. But, since Z, is an element of Partition(i), I,,,, 
is not a subinterval of [l, L[ i] - 11, since f(u) is a proper ancestor of U. Hence, Z, 
must be an element of Partition(i). Hence, if X[ i] is a member of S2, it is a member 
of S, also. 0 
14 A. Srinivasan, C. Pandu Rangan 
Note that most of these lemmas hinge on the crucial property that Partition(i) is 
D( 1, L[ i] - I), or, in other words, that the lower boundary of the rectangles that 
we are interested in, is fixed. 
Construction. We now construct a forest F as follows: For every node u of T such 
that D-LIST(u) is not empty, set the parent of u in F, denoted parent(u), to be 
equal to prevnode(u). That the resulting structure is a forest is obvious from the 
fact that ht(prevnode(u), T) > ht(u, T) (Lemma 9). Note further that I,, can be the 
last element of at most one D(1, X[ i] - l), 1 S i Sp, since X[ i] f X[j] for i #j. If 
indeed I, is the last element of D(1, X[ i] - 1) for some i, we introduce a dummy 
node (leaf) DUM(u), make parent(DUM(u)) = u, and associate the list Y(i) with 
DUM(u) (see Fig. 5). For the sake of convenience, we set the value of 
ht(DUM(u), T) to be -1. 
We can construct F in O(log n) time using n processors, as follows: First, by 
allocating one processor to each X[ i], 1 ~i<p,findD(l,X[i]-1)inthefollowing 
order: I, precedes I, in D( 1, X[ i] - 1) if ht( u, T) > ht( v, T). This takes O(log n) time. 
DUM(us) c;ll L!l Y 
~(6) 
Fig. 5. The forest F. The y( ) lists stored at the DUM( ) nodes are shown in rectangular boxes. Observe 
the equality OUTLIST( V) = S-LIST(V), for every nondummy node of F. 
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We next find prevnode(u), if it exists, for every node u of T as follows: We only 
need to find any X[ i] such that X[ i] is in D-LIST(u); then, prevnode( u) = q where 
I, is the element just preceding I, in D(1, X[i] - 1). We choose to find the smallest 
X[i] such that X[ i] is in D-LIST(u); we denote this value i by First(u). First(u) 
satisfies the condition that (X[First(u)] - 1) 2 R(I,) and (X[j] - 1) < R(I,), for all 
j, First(u) <j 6~. Further, (X[First(u)] - 1) < R(lfc,,) must be true, since otherwise, 
I&“, will be a subinterval of [l, X[First(u)] - 11. To compute First(u) for all nodes 
u of T, we construct a list W, that has the nodes of T in sorted order of their R(Z) 
values, i.e., node u precedes node u in W iff R(Z,) s R(Z,). Further, let Z be the 
reverse list of X. Then, First(u) can be found for all nodes u of T, by simply ranking 
W in Z, and using the above seen test for First(u). This can clearly be done in 
O(log n) time by using n processors. Thus, prevnode(u), for all nodes u of T, can 
be found in O(log n) time using n processors. Further, the lists Y(i), 1~ i up, can 
be constructed in O(log n) time using n processors. Thus, F can be constructed in 
O(log n) time using n processors. 
Note that F can have at most log n + 1 trees, since if D-LIST(u) is not empty 
and prevnode(u) does not exist, u must be an L-descendent of the root of T. For 
any node u in F, we define OUTLIST to be the sorted union of the arrays stored 
in the leaves of the subtree of F rooted at u. 
Lemma 14. For any nondummy node u in F, S-LIST(u) = OUTLIST( 
Proof. We prove the following assertion. 
Assertion. (S[ i], i) is in OUTLIST ifl (Sri], i) is in S-LIST(u). 
“If”. This is trivial. Let L[i] = X[j], for some j. Then Z, is in D(1, X[j] - 1) and 
hence, there is some path from the leaf storing the element (S[i], i) to the node u 
in F. 
“Only if”. This follows by a simple induction on ht(u, F), and with the help of 
Lemma 13. 0 
Lemma 15. Let TO be a tree in F, and let Y(G), 1 <,js k, be the lists stored at its 
leaves, such that ij < ii+, for I <j s k - 1. Then, the sum of the sizes of these arrays 
can be computed in O(log n) time by allocating ik - i, + 1 processors to TO. 
Proof. Let root( T,,) = w, say. Note that [iI, i,, . . . , ik] is a contiguous sequence, i.e. 
lit1 =i,+l, for lsj<k. Also 
(i) For all i < i,, ZfCw, is a subinterval of [l, X[i] - 11; that is, R(ZfC,,) c X[i] - 1. 
(ii) For all i > ik, I,,, is not a subinterval of [ 1, X[ i] - 11; that is, R(Z,) > X[ i] - 1. 
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Hence, i, and ik can first be found in O(log n) time by binary search on X. Further 
we precompute the values of 1 Y( i)l, 1 G i s p. Now, by allocating ik - i, + 1 processors 
to TO, sum{lY(i)lIi , s is ik} can be found in O(log n) time. 0 
Lemma 16. ht( T,), for any tree T, in F, is slog n. 
Proof. If T, contains the root of T, (ht(root( T), T) = log n), then T, can have only 
two nodes-root(T) and DUM(root( T)). Else, since ht(parent( u), T) > ht( u, T) for 
all nodes 0 in T, and the ht(v, T) values range from -1 to log n - 1, ht( T,, F) c 
log n. 0 
Lemma 17. For any node u, ht( u, F) s ht( u, T) + 1. 
Proof. Note that ht(parent( u), T) > ht( v, T) for all nodes ~1 in F and that the ht( u, T) 
values start from -1. 0 
4.3.1. “Regularizing” the trees in F 
Let us consider any tree T, in F, with IT,I = m. Recall that OUTLIST( u) = 
S-LIST(u), for every node u of T, Our aim is to run the “cascading merge” of [ 1, 
Lemma 31, on T,, so that S-LIST(u) can be computed for all nodes u in T, 
However, note that the cascading merge of [l] works only on binary trees, while 
T, is not necessarily binary. Hence, we must “binarize” T, first. Formally, we need 
to transform (“regularize”) T, into an “equivalent” tree T7 such that 
(a) T2 is a binary tree whose vertex set is a superset of that of T, ; 
(b) I& =0(m); / * so that the processor count remains linear in m */ 
(c) ht(T,) =O(log n) /* so that the time complexity of the cascading merge 
process is logarithmic */, and 
(d) Ancestor-descendent relationships of T, are preserved in TZ. 
This transformation that we describe takes m processors and runs in O(log m) 
time; in our case, the size of the regularized tree is at most twice the size of the 
input tree. 
We use the transformation algorithm of [ 131, which satisfies all the above condi- 
tions, except condition (c). We first describe the algorithm of [13]. 
4.3.2. The transformation algorithm of Varman, Doshi [13] 
Suppose the given tree is Tin, and the required binary output tree is TO,,. Ti” is 
“regularized” as follows. 
Consider any node u of T,,, which has k > 2 children. First create k - 2 copies 
of u, denoted u,, I&, . . . , uk_2; the original node u is referred to as MAIN(u). Let 
the children of u from left to right be v,, v2,. . . , vk (actually, [13] does not refer to 
the children of u by their left-to-right order, but by their relative positions in the 
Euler Tour [ 121 of T,, ; however, for our purposes, it is sufficient to note that [ 131 
considers the children of u according to some total order). We then do the following, 
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MAIN MAIX( ~6) 
Fig. 6. The regularizing method of [ 131. The vertices u, , u2, u3 and uq in this figure do not refer to the 
nodes u, , u2, ui and uq in Fig. 2. 
for To,,. 
Leftchild(MAIN( u)) := MAIN( v,); Rightchild(MAIN)( u)) := u, ; 
Leftchild(u,):=MAIN(u,+,), l~i~k-3; 
Rightchild(ui):=u,+,, l<isk-3; 
Leftchild(u,_,) := MAIN( uk_,), and Rightchild( ukP2) := MAIN(Q). 
See Fig. 6. 
We thus get a binary tree To,,. Note that the left-to-right ordering of the children 
of the nodes of Tii, has a major bearing on the height of To,,. 
Remark. Note that the above process needs lTii,l = m processors. The total size of 
the trees in F is ITI plus the number of DUM( ) nodes, i.e., 2n - 1 +tp < 3n. Hence, 
the total number of processors needed to regularize all the trees in F in O(log n) 
time is 3n; we can also simulate this process using n processors to run in O(log n) 
time. 
Lemma 18. The path length between MAIN(u) and MAIN( vi) in To,, , for 1 s i < k, 
is i; the path length between MAIN(u) and MAIN(Q) in To,,, is k - 1. 
Proof. Obvious from the construction. 0 
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We now go back to our original problem. Let us consider any node u in F. Our 
aim now is to define a suitable ordering for the children of u in F, so that condition 
(c) above is satisfied. For this, we exploit the result of Lemma 12, which says that 
if x and y are children of u in F, then ht(x, T) # ht(y, T). We define a left-to-right 
ordering for the children of u in F, in which if z, and w are children of u, v occurs 
to the left of w iff ht(v, T) > ht(w, T). This ordering can be got in O(log n) time 
using n processors, as follows: Create (at most n) 2-tuples of the form (v, prev- 
node(v)) for all nodes v of the original segment-tree T, and sort them by their 
prevnode( ) values. Consider any sublist A that has all of its elements with identical 
prevnode( ) values (= u, say). Let A = {(vi, u) 11 G is k}, where k = IAl. Note that 
vi, 1 s i s k, is a child of u in F. Allocate k processors to A and sort it by decreasing 
order of the ht(vi, T) values. We thus get the required left-to-right ordering of the 
children of each node u in F. With this ordering, we show below that condition (c) 
above is satisfied. 
Lemma 19. Letv,,v2 ,..., vk be the children of some node u in F, in the left-to-right 
order dejined by us. Then, ht( vi, T) s ht( u, T) - i, for 1 G is k. 
Proof. This follows from the fact that ht( u, T) > ht( v, , T) > ht( vz, T) > . . . > 
ht(v,, T). Cl 
Now suppose we run the above regularizing algorithm on some tree Tl of F to 
get a binary tree T2_ Then, we have the following. 
Lemma 20. For any node u of Tl , ht(MAIN(u), T2) s ht(u, T) + 1. 
Proof. Let the set of leaves in the subtree of T2 rooted at node x be denoted by 
lset(x). Let ul, v2,. . . , vk be the children of u in T, , in the left-to-right order defined 
by us, and let d(u, vi) denote the path length from MAIN(u) to MAIN(q) in T2. 
Note that 
lset(MAIN( u)) = lset(MAIN( v,)) u lset(MAIN( vZ)) u . . . u lset(MAIN( vk)). 
Hence, 
ht(MAIN(u), TZ)=max{d(u,~i)+ht(MAIN(Vi), TJIl~i~k) 
s max{i + ht(MAIN( Vi), TJ I 1 c i s k}, 
by Lemma 18. We now prove the Lemma by induction on ht(MAIN(u), T2). 
Basis. Let MAIN(x) be the node with the smallest height in T2 among all the 
MAIN( ) nodes of T2. Hence, no descendent of x in T2 was “regularized”, and so, 
ht(MAIN(x), T2) = ht(MAIN(x), T,); the basis follows from Lemma 17. 
Induction. The lemma is proved directly by using the induction hypothesis, Lemma 
19, and (1). q 
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Since root( TJ = MAIN(root( T,)), we obtain the following. 
Corollary. ht( T2) is at most O(log n). 
Thus, we can convert every tree in F into an equivalent binary tree with height 
at most O(log n), in O(log n) time using a total of n processors. 
4.4. Algorithm 
As seen in Section 4.2, once we know S-LIST(U) and MW(i, u) for all i in 
S-LIST(u), for all nodes v of T, an MWDC of G can be got in O(log n) time using 
n processors. Hence, we now focus on the computation of S-LIST(v) and MW( i, u) 
for all i in S-LIST(V), for any node v of T. We first outline the steps briefly, and 
then describe them in detail. 
Step 1: Compute LS(u). That is, for node u, we get the sorted list of vertices 
whose P-‘( ) values lie in the range 1,; these are precisely the vertices that are 
stored at the leaves of the subtree of T rooted at 0 (recall that the ith leaf of T 
from the left stores the vertex P(i)). Compute sufx( i, LS(v)) for all vertices i in 
LS(v). Note that, for any i in LS(u), MW(i, U) = sufx( i, LS(v)). 
Step 2: Construct the forest F, and regularize the trees in F. 
Step 3: Compute S-LIST(u) for all nodes u of T, by applying the cascading merge 
of [l] to every treee Tl in F. 
Step 4: We now need to know MW(i, U) for all i in S-LIST(u). Note that 
MW(i, V) = sufx(succ(i, LS(v)), LS(v)), for all i in S-LIST(u). Hence, by ranking 
S-LIST(U) in LS(v), find MW( i, v) for all i in S-LIST(n). 
We now describe the algorithm in detail. 
BEGIN 
Step 0: Preliminary computations. Compute the lists L, M, X, and Y(i), 1 c i c p. 
Find a singleton MWDC. All this takes O(log n) time using n processors. We now 
compute the list S as follows. Let U be the list [l, 2,3, . . . , n], and V be the reverse 
of the list M. We first rank U in V. For the element P-‘(i) of U, let rank(P-‘( i), V) = t. 
Then, recalling the definition of S[i], we get Sri] = n - t +2. 
Thus, Sri], for all i, 1 s i< n, can be found in O(log n) time using n/log n 
processors on the EREW PRAM. 
Step 1: Finding LS( v), and doing a su$ix computation on it. We use the cascading 
merge algorithm of [l] to compute LS(v) for all o in T. Here, the “array” stored 
in the ith leaf of T (from the left) is just the value P(i). We must now compute 
sufx( i, LS( v)) for each element i of LS( v), for all nodes u of T. We define a problem 
Q: Given an array A (I Al = m, say) of vertices of G, find sufx(a, A) for all elements 
of A; it can be solved in O(m/p)+log m) time using p processors. Note that the 
lists LS( v) are sorted implicitly by their sizes, ]LS( v)] = ]LS( w)] iff ht( v, T) = ht( w, T); 
ILS(v)l> ]LS( w)l iff ht(v, T) > ht(w, T). Since sum{(LS(v)] 12) is a node of T} is 
O( n log n), and ]LS( u)l s n for all o, suffix computation on the lists LS(u) can be 
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done in O(log n) time using n processors, by applying our processor-scheduling 
algorithm. 
Step 2: Constructing F, and regularizing its constituent trees. This step is done in 
O(log n) time using n processors, as described earlier. 
Step 3: Computing S-LIST(u). We find OUTLIST for all nodes 2) in F; this 
equals S-LIST(u), by Lemma 14. Consider any tree T, in F. Let N( 7;) be the total 
number of elements stored at its leaves; N( T;) is found in O(log n) time, using 
Lemma 15. Next by allocating (1 T, 1-t N( T,))/7 processors to z, find OUTLIST( v) 
for all nodes u of T,, by using the cascading merge of [l]. Since height( Ti) is at 
most O(log n) after regularization, and the maximum size of any array stored at 
T,‘s leaves is n, the cascading merge can be run on T, in O(log n) time. Also, 
(i) sum{lTll T, . IS in F} s 6n (since the original segment tree T has 2n - 1 nodes, 
the number of DUM( ) nodes added in F is p < n, and the size of each tree in F 
is at most doubled in the process of regularization), and 
(ii) sum{ N( T) 1 T, is in F} s n. 
Hence, the total number of processors used is dn. 
Step 4: Ranking S-LIST(v) in LS( v). Since sum{lS-LIST( u)l+ ILS( v)lI v is a node 
of T} < 2n log n, this can be done with a total of n processors in O(log n) time using 
our processor-scheduling method. Hence, as seen earlier, we can now compute 
MW(i, u) for all i in S-LIST(u) by using this information. 
Step 5: Finding mate(i). This can now be done, as outlined in Section 4.2. 
Step 6: Finding an MWDC. Compute an MWDC using the mate( ) values. 
END OF ALGORITHM 
It is easy to see that the algorithm uses n processors and runs in O(log n) time. 
Further, the space complexity is dominated by the matrix MAT, and the lists 
S-LIST( ) and LS( ). Hence, the space complexity of the algorithm is O(n log n). 
Thus, we have the following. 
Theorem 2. An MWDC of a permutation graph G can be found in O(log n) time 
using n processors and O(n log n) space on the EREW PRAM, provided 
(i) the weights associated with the vertices of G are nonnegative; 
(ii) the de$ning permutation P is available. 
5. Conclusion and open problems 
The main idea behind our algorithms has been that the problem of computing 
mate(i) for all i is basically a two-dimensional range-searching problem where all 
the rectangles that we are interested in have two of their adjacent sides fixed, and 
that all the query ranges are known offline. The sequential algorithm of Section 3 
makes use of just the fact that the right boundary of all the rectangles that we are 
concerned about, is fixed. On the other hand, the parallel algorithm is more 
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complicated; it has benefitted from one more special property, that the query ranges 
have their lower boundaries also fixed. This helped us to construct F and then to 
regularize the trees in F, thus breaking away from the inherently sequential, incre- 
mental approach of the sequential algorithm. The prices that we have had to pay 
are the increased constant factor in the processor-time product of the parallel 
algorithm, and an extra O(log n) factor in the space complexity. 
Some open problems are to bring down the space requirement of the parallel 
algorithm to O(n), and to design improved algorithms to find any maximum weight 
DC of a permutation graph (a simple O(nm) algorithm is presented in [4]). Finally, 
since our geometrical representation of G is a set of points in the plane with each 
point having integral co-ordinates in the range [ 1, n], it might be possible to compute 
the MWDC in O(n) time. 
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