In this paper uncertainty-based design optimization of a micro energy reclamation device is presented. The goal is to optimally design a Microelectromechanical Systems based device to extract maximum power from externally introduced vibrations. This microstructure consists of an array of piezoelectric composite cantilever beams connected to a free standing mass. Each cantilever beam undergoes deformation when subjected to external base vibrations. This deformation induces a mechanical strain in the beam resulting in the conversion to electric voltage due to the piezoelectric effect. In case of microstructures, uncertainties in geometry as well as material properties are large and therefore may have significant effects on the mechanical behavior. In the present paper uncertainties in geometry and material properties are considered. A description of uncertainties via bounds on the uncertainty variables is adopted. Uncertainty-based design optimization is carried out using the anti-optimization technique.
I. Introduction
In the present study, design optimization of an energy reclamation device is considered. The detailed description of the electro-mechanical model is given in Ref. 1, 2. The overall purpose of the device is to extract maximum power from external base vibrations. An energy reclamation device consists of an array of piezoelectric (PZT) composite cantilever beams arranged as shown in Fig. 1(a) . Each cantilever beam consists of a perfectly bonded PZT patch effect on their mechanical behavior. Furthermore, MEMS exhibit a large variation in their material properties (1%-15%).
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As a result, while designing MEMS, various types of uncertainties should be considered. One way to deal with uncertainties, is to use probabilistic methods.
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However, probabilistic methods require an abundance of experimental data.
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Furthermore, even small inaccuracies in the statistical data can lead to large errors in the computed probability of failure to meet structural requirements.
Many times, for example in preliminary design phases, some experimental data is available but, it is not enough to construct reliable probability distributions. However, the available data can be used, particularly in combination with engineering experience, to set tolerances or bounds on uncertainties. Consequently, uncertainties will be identified as belonging to some closed sets, i.e. to be of Bounded-But-Unknown (BBU) nature.
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To tackle such BBU uncertainties, a technique based on anti-optimization (a term dubbed by Elishakoff
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) is proposed in Ref. 16 . In this technique, uncertainty-based optimization is basically split in two parts, namely, mainand anti-optimization. The main optimization is treated as a standard minimization problem which searches for the best design in the design domain. The design domain is typically specified by upper-and lower bounds on design variables. The anti-optimization consist of performing numerical searches for the combination of uncertainties which yields the worst response for a given design and a particular response function. In the worst case scenario, an antioptimization for every constraint is required. Within these anti-optimizations, the uncertainties are set as "design variables", whereas the "design domain" is specified by the bounds on the uncertainties. Thus, anti-optimizations are nested within the main optimization, making it a two-level optimization problem, which can be very computationally intensive.
The anti-optimization technique is further developed and applied in Ref. 17, 18 . The technique is modified in Ref. 19 for using design sensitivity information, database technique and parallel computing in order to make the technique computationally efficient. In order to reduce the computational efforts, a different approach based on BBU uncertainties is proposed by Lombardi and Haftka. 20 Here, instead of nesting anti-optimization within the main optimization, anti-and main optimization are carried out alternately. Inspired by Lombardi and Haftka technique, a slightly modified technique, referred subsequently as cycle-based alternating anti-optimization, was studied in Ref. 21 . In this technique, anti-optimization is nested within the main optimization but carried out only at the sub-optimal point, i.e. the point obtained at the end of each optimization cycle. Because of its computaional efficiency, this technique will be applied to the present problem of PZT composite beam optimization.
In case of the present problem, uncertainties involved in geometry as well as material properties are identified as belonging to some closed sets, i.e. to be of BBU nature. As mentioned, the uncertainty-based design optimization is carried out using the cycle-based alternating anti-optimization technique. The anti-optimization technique is embedded in a structural optimization setting using the Multipoint Approximation Method (MAM).
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Uncertainty-based design optimization technique using BBU uncertainties and the problem formulation for the optimization of a PZT composite beam are given in Section II. In Section III, results for the uncertainty-based optimization including uncertainties are compared with those for the deterministic optimization. Moreover, optimal designs obtained are compared with the baseline design. Final discussion and conclusion are the subject of Section IV.
II. Design Optimization

A. Deterministic optimization
In the present paper the Multipoint Approximation Method (MAM) is used for optimization. The interested reader is referred to the studies in Ref. 23-26. The MAM is described in detail in Ref. 22 . The optimization problem using MAM can be formulated mathematically as follows:
Here, f is the objective function and f are constraints, whereas is a set of design variables. The basic idea is, that in a sub-domain of the search domain approximate response surfaces are constructed as functions of the design variables. The response surfaces are used as approximations of the actual, expensive-toevaluate, response functions. For this, within a sub-domain of the design space a plan of experiments is generated using a space filling technique. The construction of the response surfaces is carried out using a weighted least-squares fit. The weights reflect the relative importance of the data to the optimization process. The minimization problem for the approximated response functions is solved to get a sub-optimal solution in the corresponding sub-domain. Based on the quality of sub-optimal solution of the current sub-domain the location and size of a new search sub-domain is defined. This process is repeated until convergence has occurred.
B. Uncertainty-based optimization
Bounded-But-Unknown Uncertainty
If the problem at hand is non-deterministic, i.e. there are uncertainties that play a non-negligible role, the response functions also depend on the uncertainty variables. The set of uncertainty variables will be denoted , with
Consequently, the response functions depend on both design variables and uncertainty variables, hence
. Even though insufficient information is available in order to perform a probabilistic analysis, it may be possible to determine or specify reasonable bounds on the uncertainties. In general, several bounds are introduced, each providing a bound for a group of uncertainty variables or all uncertainty variables simultaneously. At the same time we may want to measure the amount of uncertainty. Thus, measures for the dimensions of the subspace containing all possible selections of uncertainty variables are desired. For the application studied in the present paper, uncertainties through simple box bounds are adopted. In general, the problem with uncertainties can be cast into a mathematical framework as follows. Assuming a set with £ bounds, then a possible or feasible selection of satisfies,
otherwise the selection of the uncertainty variables is infeasible. The components of
are used to specify the dimensions of the subspace of feasible uncertainty variables. We will therefore refer to these components as the levels of uncertainty. As we use these levels of uncertainty to describe the dimensions of a subspace, each of the components will be non-negative, i.e.
Note that the number of components of
is not necessarily equal to the number of bounds being introduced. It seems natural to assume that if the dimensions of the space of uncertainties have become zero, the uncertainty variables become deterministic. In other words, if
then there is only a single solution μ such that
Moreover, for é the equal sign holds true.
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The optimization problem using BBU uncertainties can be formulated mathematically as:
where ª ¾ is the maximizer of max
The minimization as defined in Eq. (6) will from here on be referred to as the main optimization. Notice that, in general, the evaluation of the constraints involves, for each set of design variables, anti-optimization of the individual constraints. This anti-optimization is reflected by Eq. (7). The anti-optimization technique as defined in Eq. (6) and Eq. (7), is depicted by Fig. 2 .
Main Optimization Anti-optimization The anti-optimization technique is depicted in Fig. 3 in the MAM setting. It consists of an anti-optimization for every design point in the main optimization and for every constraint. The main optimization, Eq. (6), is treated as a standard minimization problem, which searches for the best design in the design domain. The design domain is specified by upper-and lower bounds on the design variables. The anti-optimizations, Eq. (7), consist of performing numerical searches for the worst sets of uncertainty variables while keeping all design variables constant. Thus, the anti-optimizations are maximization problems searching for the worst combinations of uncertainty variables for a given set of design variables. These searches are restricted by the bounds on the uncertainty variables.
The anti-optimization technique, as sketched above, can handle large uncertainties safely. Moreover, it can account for discontinuities if any exist. The price paid for this flexibility is the large amount of computing efforts required for anti-optimization processes. Significant computational costs can be saved if the anti-optimization problem is convex. In that case, the worst set of uncertainty variables will be located at the bound. Often the anti-optimization can be reduced to a systematic search along the vertices of the domain of feasible uncertainty variables. In order to avoid nested anti-optimization, an alternative approach is described in Ref. 20 . In this approach, instead of using nested anti-optimization, which is very expensive, a technique is used alternating between main optimization and anti-optimization. A variation of such alternating anti-optimization technique, referred to as Cycle-based alternating anti-optimization technique, is proposed in Ref. 21 . In this method, anti-optimization is carried out not for every design but only for the sub-optimal design obtained at every cycle of the main optimization, see Fig. 4 . The idea is to solve min x fÊ
. This set of uncertainties are the maximizers of
Here, anti-optimization Eq. (9) is nested within main optimization Eq. (8). However, anti-optimization is carried out only at the sub-optimum
obtained at the end of each cycle (Ñ ) of the main optimization. The sets of uncertainties
) obtained by anti-optimization are used for the next cycle of the main optimization. For the initial step, antioptimization can be carried out for the initial design in order to get the worst set of uncertainties. Another choice would be to choose uncertainties arbitrarily or as
, see Eq. (5). The latter choice is more sutitable for the present optimization setting. In the present paper, the cycle-based alternating anti-optimization technique is applied to the uncertainty-based optimization of the PZT composite cantilever beam.
C. Problem Formulation
Objective function
The objective function for the current optimization problem is expressed as follows:
where Ó out is the electrical output power extracted from the device. The composite cantilever beam is subjected to external acceleration (Ô ) as shown in Fig. 1(b) . This external acceleration is specified in terms of external excitation frequency ) matches the external excitation frequency (Õ ext ), i.e. at the resonance, the beam undergoes maximum deflection and therefore a maximum power is obtained. However, the objective function or power has an exponential increase near the resonance. Here, use of very high order polynomials (typically 7th order) is essential to get a good approximation for the power function. This can be computationally intensive and can become impractical when the number of design variables increases. To overcome this problem, log of the power function, which flattens it significantly, is used as the objective function. This allows the use of lower order polynomial (3rd order) to get an adequate approximation for the log of power function. Notice, since the problem needs to be formulated as a minimization problem, ä 2 å ae × Ó á will be minimized.
Mechanical Constraints
The Euler-beam theory for small deflections 27 is used to predict the deformations. Therefore, the tip deflection of the cantilever beam is restricted by
where ç tip is the tip deflection and é is the overall length of the cantilever beam.
STRESS CONSTRAINT: At the resonance condition the cantilever beam may undergo large deflections and may crack. In order to avoid the damage due to fatigue and to stay within the linear elastic limit, the allowable bending stress is taken as 10 % of the maximum allowable bending stress (ê bm ). The constraint on bending stress in the cantilever beam is expressed as
where ê b is the bending stress in the cantilever beam. Here, ê bm is taken as 7 GPa.
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CONSTRAINT ON é Ü £ RATIO: It was found from preliminary results that the optimal design tends to move toward a design for which the length-to-width ratio for shim or PZT becomes very small. This can violate the Euler-beam theory assumption used in the electro-mechanical analysis. Therefore, the é Ü £ ratio for shim and PZT is restricted by
In the present paper, effects of including this constraint on the optimization will be compared with those of excluding it.
Electrical Constraints
An electrical constraint is imposed on the minimum output voltage required to trigger the energy reclamation circuit as 
Design Variables
Based on a preliminary study, move limits on design variables are chosen to avoid practically impossible designs. The move limits on design variables used in the present optimization problem are ) is used here in order to reduce the total number of design variables. Remaining geometric parameters are obtained using
Uncertainties
For the present problem, the objective (
) is a function of design variables as well as uncertainties. Here, the effect of uncertainties on objective function can also be taken into account. One way to deal with this problem is, to carry out anti-optimization for the objective function together with constraints in order to get the worst cases. Secondly, at the end of the optimization, an anti-optimization and an optimization for fixed design variables can be carried out to set a bound on the objective function. In the present setting of uncertainty-based optimization, dependency of objective on the uncertainties is not considered. For the present problem, 5% uncertainty will be assumed in the design variables such that the bounds on uncertainties can be given as
Whereas, higher variation can be expected in material properties of PZT.
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Here, uncertainty in material properties of PZT such as, Young's Modulus (
) and Piezoelectric Coefficient (¢ ñ ¦ ), will be taken as 15 %. It should be noted here, that because of the coupling between the material properties of PZT mentioned above, same uncertainty is used for these material properties of PZT. Uncertainties used in the present optimization are listed in Table 1 . 
Material properties
Material properties used in the current electro-mechanical model for the calculation of the power are listed in Table 2 . 
III. Results
Results for the design optimization of the PZT composite cantilever beam using the Multipoint Approximation Method are presented here. This includes results from deterministic as well as uncertainty-based optimization. Optimization is carried out in two different ways, first including the constraint on the é Ü £ ratio of shim and PZT and secondly excluding this constraint. Results for deterministic and uncertainty-based optimization are compared with the baseline design. The baseline design was the first design proposed in Ref. 1, 2. Details of the baseline design are included in Table 4 .
A. Optimization including
In the present subsection the case with the constraint on the é Ü £ ratio is studied. Optimization history against number of steps (cycles), see Fig. 5 , is shown here in order to compare the convergence and number of steps for the deterministic and uncertainty-based optimization. The convergence and number of steps for deterministic and uncertainty-based optimization are comparable. In case of small deflection and stress constraint, worst sets of uncertainties obtained at the end of every cycle remain the same. Moreover, for these constraints worst set of uncertainties are found to be at the vertices of the uncertainty domain. Typical values of worst uncertainties for these constraints are given in Table 3 . Due to this, the convergence for these constraints after few steps is smoothened, see Fig. 5(b and c) . The constraint on é Ü £ ratio of shim and PZT is independent of uncertainties that are considered presently. However, if uncertainties in width and length of shim and PZT are considered, it may influence this constraint. For the voltage constraint, worst set of uncertainties fluctuates, however this constraint is not violated throughout the optimization. In the early phase of the optimization small deflection constraint (Fig. 5(b) ) and stress constraint (Fig. 5(c) ) remain active. Whereas, the constraint on (L/b) ratio for shim (Fig. 5(d) ) and small deflection constraint become active in the later stage. A comparison between results for deterministic and uncertainty-based optimization shows that there is a significant reduction (19 %) in the objective function value in order to account for uncertainties, see Table 4 . Actual dimensions and the output power for the PZT composite beam corresponding to the optimal design are compared with those for the baseline design in Table 4 . Optimization history for the objective function and constraints shows similar trends, see Fig. 6 and Fig. 7 , except that the constraint on (L/b) ratio for shim is not included. There is a significant increase (57 %) in the output power as compared to the previous optimization. Whereas the output power is almost doubled as compared to that for the baseline design, see Table 4 . However, the design corresponding to this case resembles a plate like structure. Therefore this optimal design should be validated with the help of Finite Element Analysis. Moreover, it gives a direction in order to further improve the output power. Table 4 . Actual dimensions and the output power of the PZT composite cantilever beam for the optimal design is compared with those for baseline design: Case-I is including constraint on ( ' ! "
) ratio of shim and PZT whereas Case-II is without including this constraint. 
IV. Discussion and Conclusions
Results for optimization show a good convergence. Use of the log of the power function as a objective function in the optimization has made it possible to use relatively lower order polynomial for adequate approximation of the objective function. This has substantially reduced the number of function evaluations required for the optimization.
In case of deterministic optimization a significant improvement is achieved in the output power as compared to that of the baseline design by nearly 30 % when the constraint on the length-to-width ratio (
) for shim and PZT is included. The power is almost doubled when the constraint on the é Ü £ ratio is not included. The design corresponding to this case resembles a plate like structure. Therefore this optimal design should be validated with the help of Finite Element Analysis. It is further advantageous to use a plate model for optimization in order to remove the restriction on optimization due to the constraint on the é Ü £ ratio. In case of uncertainty-based optimization there is a significant reduction (nearly 20 %) in the output power as compared to that of deterministic optimization, in order to account for uncertainties. Uncertainties in MEMS structures can be accounted for quite efficiently with the help of the cycle-based alternating anti-optimization technique. In future research work, the effect of uncertainties on the objective function will also be studied in detail. Other uncertainties, such as uncertainties in width and length of shim and PZT will also be considered in future study. 
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