A new index for the intensity of natural selection is proposed, based upon the double exponential model for fitness functions. This index is defined as a variance and is such that a value of zero indicates no selection while a value of one indicates quite strong selection. The use of the index is demonstrated using published data on the survival of human infants with different birth weights and gestation times.
INTRODUCTION
IN an earlier paper (Manly, 1976 ) I suggested that a double exponential fitness function provides a useful model for the analysis of certain types of survival data. With this model the probability of an individual surviving natural selection over a time period (0, t) is given by the equation Pt = exp {-g(t)exp(ct0+c1X1+...+ctmXm)}
(1) where g(t) is a positive, non-decreasing function of time such that g(O) = 0. In some cases g(t) might simply equal t. The X's in the equation represent characters that the probability of survival is related to (or possibly powers and products of such characters).
If equation (1) holds for all the individuals in a population then the amount of selection that these individuals are subjected to depends upon the amount of variation that there is for the linear combination f.tiXi+2X2+...+tmXm. (2) If all the individuals have the same f value then there will be no selection at all. However iff is very variable then the selection will be intense. This suggests that the variance off, say Vf, might be a useful measure of the intensity of selection.
Vf AS A MEASURE OF TilE INTENSITY OF SELECTION
As the selection period t increases, so will the function g(t) in equation (1).
However f values will remain unchanged, given that the coefficients remain constant. One important property of Vf is therefore that the length of the selection period is irrelevant providing that the measure is calculated using the population of individuals alive at the start of the period.
Another important property of V1 is that values for it can be interpreted without a detailed consideration of the population that selection is operating on. For example V1 = 0 indicates no selection at all, Vf = 0.01 indicates a very low level of selection, V1 = 1 indicates a high level of selection, and V1 = 6 indicates an extremely high level of selection.
These 
Here c is a value that will depend upon t and the mean of f. It is a simple matter to show that R is at a maximum when
where this maximum is
Thus, for example, if a1 = 1 then the 95 per cent range for survival probabilities will be at its widest when it is (0.017, 0.928), indicating a high level of selection. Table I was constructed using equation (3). Selection will, of course, change the distribution of f since individuals with large f values will have low survival probabilities while individuals with smallf values will have high survival probabilities. In fact the mean and variance off will both decrease for the survivors as the selection period increases. Fig. 1 shows how the variance off for survivors will change in a population for whichf is normally distributed before selection starts. Thus, for example, it can be seen that if the variance off is initially 1-0 ( = V1) then it will be reduced to about 0.48 by the time that 90 per cent of the population has died and further reduced to about 034 when 99 per cent of the population has died.
In practicef values are not likely to be normally distributed. Nevertheless fig. 1 and table 1, given above, do provide a good indication of the amount of selection that is implied by a given value for V,.
THE ESTIMATION OF I7
Consider a population of N individuals where the ith of these has the value x for the character X5 (j = 1, 2, . . ., m). Let denote the population mean for X2. Then the f value for the ith individual will be = so that the variance will be 
i1j1 r1 s1 assuming that the sampling errors in the 's are normally distributed with zero means.
EXAMPLES
There is a considerable body of literature on the survival of human infants related to their birth weights and gestation times. For example Gibson and M.cKeown (1951) Using the computer program GUM (Nelder, 1974; Manly, 1976) double exponential fitness functions were fitted to the data published by the authors mentioned above in order to relate the perinatal survival probability (p) to birth weight (B, in kilograms) and gestation time (G, in weeks) . The following functions were found to give quite good fits: One obvious question that can be asked is whether equations (8) to (10) suggest similar intensities of selection. This can be answered on the basis of V1 values but there is a complication because the bivariate distribution of birth weight and gestation time before selection was not the same for the three populations being considered. This complication can be overcome by defining a reference population with a given distribution for birth weight and gestation time and then calculating the V1 values that such a population would have if it were subjected to the fitness functions (8) (8) to (10) give Vjvalues of 076, 046 and 1.09, respectively.
In practice it does not seem to matter much which population is used as the reference population. This is shown by data. An examination of the distributions of the f values suggests that the reason for the higher intensity of selection with the more recent data is that the reduction in the perinatal mortality rate was due mainly to an increased survival probability for babies for which this probability was already very high.
It turns out that most of the variation inf values can be related to birth weight alone. This is shown by the estimates of Vf values in table 3. These estimates are based upon fitted quadratic fitness functions of the form of equations (8) to (10). Rantakallio's North Finland population was used as the reference population.
Because the intensity of selection related to birth weight alone is so high the data given by Gibson and McKeown on the survival to 1 day, I week, 1 month, 6 months, 9 months and 1 year after birth for infants with different birth weights has been analysed. This has been done by fitting a fitness function of the form p = exp{-exp(a0+ac1B+a2B2)} separately to each of the survival periods using the computer program GUM. (There was clear evidence that the a coefficients varied from period to period.) The initial population of live-born babies was then used as the reference population for calculating a V1 value for each survival period, with the following results (table 4): A referee has pointed out that these calculations on the relationship between infant survival and birth weight and gestation time are difficult to interpret because it is not possible to separate causes and effects. For example a premature baby might have a low survival probability just because it is premature or alternatively the prematurity might itself be caused by some complication of pregnancy such as toxaemia which is the real cause of the lower survival probability. However, it can be argued that birth weight and gestation time are used in practice to determine which babies have a high risk of mortality (e.g. see Battaglia and Lubchenco, 1967; Yerushalmy, 1967) and that, therefore, selection related to these variables is of some interest irrespective of what causes what.
OTHER MEASURES OF THE INTENSITY OF SELECTION
In an earlier paper (Manly, 1975) I suggested that the measures of the intensity of natural selection proposed by Haldane (1953) and Van Valen (1965) are not satisfactory because they depend upon the length of the selection period even when the relative fitnesses of different individuals remain constant. Another index that was used by Fraccaro (1954) also suffers from this disadvantage.
In the earlier paper I also proposed an index of selective intensity that amounts essentially to the variance of exp (f) values scaled so that their mean is 1, using a reference population for which all the possible f values are equally frequent. One problem with this index is that if survival is being related to a continuous variable such as birth weight then there are an infinite number of possible f values and the ones used in calculating the index will depend upon the arbitrary grouping of the data. Thus it seems that the use of my earlier index should be restricted to situations where the possiblef values really can be enumerated (e.g. see Manly, 1975, Example 2). The index proposed in the present note seems to be definitely more appropriate when a double exponential fitness function can be assumed.
Using equation (Ia) (r/1-V1)2 = r1 s1 {(2c'xr&s+&ir&cs)Urs}2 = i1 jj r1 s1 + 2&j&LfXr&(s + Ij&Cr&S) UijUrS. (3a) If the &s are normally distributed, which they should approximately be if the 's are maximum likelihood estimators, then it is well known (e.g. see Anderson, 1958, p. 39 ) that E(&i&Lj&r) = 0, and E(&Li&lj&lr&Ls) = Ci Crs + C irC is + CisCir.
Assuming that these results hold, taking expected values on both sides of equation (3a) 
I j 1 r ls=1
This equation can be rearranged to give equation (7) in the main text of this paper.
