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Abstract
For a given finite index inclusion of conformal nets B ⊂ A and a group G < Aut(A,B), we
consider the induction and the restriction procedures for G-twisted representations. We define
two induction procedures for G-twisted representations, which generalize the α±-induction for
DHR endomorphisms. One is defined with the opposite braiding on the category of G-twisted
representations as in α−-induction. The other is also defined with the braiding, but additionally
with the G-equivariant structure on the Q-system associated with B ⊂ A and the action of G.
We derive some properties and formulas for these induced endomorphisms in a similar way to
the case of ordinary α-induction. We also show the version of ασ-reciprocity formula for our
setting.
1 Introduction
In the Haag-Kastler framework of quantum field theory, a chiral components of 2D conformal field
theory is described by a conformal net on the unit circle S1. A conformal net A is defined to be a
map I 7→ A(I) from the set of open intervals of S1 to that of von Neumann algebras. These von
Neumann algebras are considered as algebras of observables and required to satisfy certain axioms.
We have a natural notion of representations of A and the representation theory plays an important
role in the study of conformal nets. By the Doplicher-Haag-Roberts theory [9, 10], it turns out
that every representation is equivalent to a localized transportable endomorphism (called a DHR
endomorphism) and Rep(A) has a structure of a braided C*-tensor category.
For a given conformal net, we can consider its extensions and subnets. Let B a conformal net
and A an extension. This gives us a net of subfactors {B(I) ⊂ A(I)}. In the article [22], general
theory of nets of subfactors has been developed. By applying their results, the extension A is
completely characterized by a commutative Q-system (or standard C*-Frobenius algebra objects)
Θ = (θ,w, x) in Rep(B). We also have induction and restriction procedures for representations of
B and A. The induction procedure is called the α-induction and the restriction procedure is called
the σ-restriction, respectively. The notions of α-induction and σ-restriction were first introduced
in [22], and studied with examples in [29], and then further developed in [4, 5, 6]. For a DHR
endomorpshim λ of B, α±λ is given as an extension of λ to A. The endomorphism α±λ is defined
with the Q-system Θ and the braiding on Rep(B).
If we have a finite group G < Aut(A), we can construct a subnet by taking its fixed point
net AG. A net obtained in this way is called an orbifold. Orbifolds of conformal nets and their
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representations have been studied in [30] and [24, 17]. To study the categorical structure of Rep(AG)
more systematically, Mu¨ger introduced the category of G-twisted representation G−LocA in [26].
This category consists of g-localized transportable endomorphisms for every g ∈ G as its objects,
in addition to DHR endomorphisms. In the same article [26], it has been shown that G−LocA has
a structure of braided G-crossed category, which is a monoidal category with a group action of G
and with a certain kind of braiding (see Definition 2.11). Also, the relation between G−LocA and
Rep(AG) was clarified: There exists a braided equivalence (G−LocA)G ∼= Rep(AG). Moreover,
there exists a equivalence of braided G-crossed categories Rep(AG)⋊Rep(G) ∼= G−LocA (see [26],
for notations and terminology which are not explained here). Thus the study of G−LocA leads to
the study of Rep(AG).
In this article, we consider a situation that we have a given inclusion of conformal nets B ⊂ A
and a group G < Aut(A) which preserves B globally. Let us denote by G′ < Aut(B) the group
obtained by restricting each element of G to B. For such a situation, it is natural to study the
relation between the categories G−LocA and G′−LocB. An orbifold net AG ⊂ A gives us an
example of such a situation. In this case, we have G′ = {e} and G′−LocB is the same as Rep(A).
Our question is how to capture the braided G-crossed category G−LocA in terms of the algebraic
structure on B. To answer this, we make the following observation. The category G′−LocB and
the Q-system Θ associated with B ⊂ A are not enough to recover the category G−LocA, since
in general G′ does not remember the original group G. Even if G′ is isomorphic to G, one cannot
determine the position of G in Aut(A) in general. For our purpose, it is desirable to describe G (and
its position in Aut(A)) by some algebraic structure related to B. This task is achieved by using a
notion of G-equivariant Q-system structures (see Section 2.4, for terminologies). Let us explain this
in detail. Since G also acts on B by our assumption, we have the induced action of G on Rep(B).
Then one can construct the canonical G-equivariant Q-system structure on Θ. Such a consideration
has been already observed in [2, Section 6] for the case G ∼= G′. We will summarize G-equivariant
Q-system structures for the case of finite index subfactors with actions of G in Section 2.4.
Using G-equivariant Q-system structure and the braiding, we introduce two types of induced
endomorphisms for objects in G′−LocB. These are defined by similar formulas as α-induced
endomorphisms. One is defined only with the opposite braiding on G′−LocB and the Q-system Θ,
but the other is defined with the braiding on G′−LocB, the Q-system Θ, and the G-equivariant
structure on Θ as explained above. We study their properties and derive some formulas as in the
case of α-induction. We will see that many statements for α-induction have natural translations
for our setting.
This article is organized as follows. In Section 2, we start from some preliminaries on C*-tensor
categories of endomorphisms, subfactors, Q-systems. We then discuss G-equivariant structures on
Q-systems. We also recall the definition of braided G-crossed categories. In Section 3, we collect
some preliminaries on conformal nets and its twisted representations. For later applications, we
give proofs of some statements on twisted representations. In Section 4, we introduce the induced
endomorphisms for twisted representations and study their properties in a similar strategy as the
case of α-induction. We explain our setting and notations in Section 4.1. Then we define two
induced endomorphisms for an object in G′−LocB in Section 4.2. In the rest of this article, we
study their properties. We first summarize basic properties and study intertwiner spaces between
induced endomorphisms. We also discuss the relation to σ-restriction and derive a version of the
ασ-reciprocity formula. Finally, we show that the G-crossed braiding of G−LocA is recovered from
the G′-crossed braiding of G′−LocB.
2
2 Preliminaries
2.1 C*-tensor categories of endomorphisms
In this subsection, we review the C*-tensor category structure of endomorphisms of type III factors
and related terminologies. We refer the reader to [27, Chapter 2] for the basics of C*-tensor
categories. By a C*-tensor category C, we always assume that C is strict, closed under finite direct
sums and subobjects. We also assume that the tensor unit 1 ∈ C is simple, i.e. End(1) = C.
For our purpose, we also consider homomorphisms between type III factors in addition to
endomorphisms. Let N,M be type III factors and ρ, σ : N →M a pair of homomorphisms. (Unless
otherwise said, the notion of a homomorphism means a unital ∗-preserving homomorphism.) The
space of intertwiners from ρ to σ is defined by
Hom(ρ, σ) = {t ∈M : tρ(n) = σ(n)t for all n ∈ N}.
Clearly, Hom(ρ, σ) is a C–linear space. We write 〈ρ, σ〉 := dimHom(ρ, σ) for its dimension. The
concatenation product of intertwiners t1 ∈ Hom(ρ1, ρ2) and t2 ∈ Hom(ρ2, ρ3) is defined by the
multiplication of operators t2 ◦ t1 := t2 · t1 ∈ Hom(ρ1, ρ3). The tensor product of homomorphisms
ρ : N → M , σ : L → N is the composition ρ ⊗ σ := ρ ◦ σ = ρσ. Let ρ1, σ1 : N → M and
ρ2, σ2 : L → N be homomorphisms. The tensor product of intertwiners t1 ∈ Hom(ρ1, σ1) and
t2 ∈ Hom(ρ2, σ2) is
t1 ⊗ t2 := t1ρ1(t2) = σ1(t2)t1 ∈ Hom(ρ1ρ2, σ1σ2).
With these structures, one can consider a 2–C*-category C whose objects are a set of type III factors
C = {N,M, ...}, the 1–morphisms are homomorphisms, and the 2–morphisms are intertwiners. If
one considers the case C = {N}, the set of endomorphisms of N , denoted by End(N), has a
C*-tensor category structure.
Remark 2.1. If A ⊂ B(H) is a unital ∗-subalgebra of B(H) on some Hilbert space, one can view
End(A) as a C-linear monoidal category with positive ∗-operation as above. Note that End(A) is
not a C*-tensor category in general.
We call ρ : N → M irreducible if Hom(ρ, ρ) = ρ(N)′ ∩M = C · 1M . Two homomorphisms
ρ, σ : N →M are called unitarily equivalent if there exists a unitary u ∈ Hom(ρ, σ). The equivalence
class of ρ is called a sector and denoted by [ρ]. The direct sum of a finite family of homomorphisms
{ρi : N →M}ni=1 is
n⊕
i=1
ρi :=
∑
i
siρi(·)s∗i
where si are isometries in M with
∑
i sis
∗
i = 1. Note that the direct sum is defined up to unitary
equivalence. A homomorphism σ is called a subobject of ρ, denoted by σ ≺ ρ, if there exists an
isometry s ∈ Hom(σ, ρ).
A homomorphism ρ : M → N are said to be a conjugate of ρ : N → M if there is a pair of
intertwiners R ∈ Hom(idN , ρρ) and R ∈ Hom(idM , ρρ) satisfying the following conjugate equation:
(1ρ ⊗R∗) · (R⊗ 1ρ) ≡ ρ(R∗)R = 1ρ, (2.1a)
(1ρ ⊗R∗) · (R⊗ 1ρ) ≡ ρ(R∗)R = 1ρ. (2.1b)
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The statistical dimension dρ of ρ is defined by the minimum of the numbers ‖R‖ · ‖R‖ over all
solutions. A solution (R,R) of the conjugate equation is called standard if ‖R‖ = ‖R‖ = dρ1/2. The
conjugate and the standard solution are unique up to unitary in the following sense: If ρ′ : M → N
and (R′, R′) is another standard solution of the conjugate equation for ρ and ρ′, then there exists
a unitary u ∈ Hom(ρ, ρ′) such that
R′ = (u⊗ 1ρ) · R ≡ uR and R′ = (1ρ ⊗ u) ·R ≡ ρ(u)R. (2.2)
For the convenience, we set dρ = ∞ if ρ does not have a conjugate. It is well known [19, 20] that
the statistical dimension is equal to the square root of the minimum index [16] of ρ(N) ⊂M :
dρ = [M : ρ(N)]1/2.
2.2 Subfactors and Q-systems
We briefly review the notion of Q-systems introduced by Longo [21] and its relation to subfactors.
Definition 2.2. Let C be a C*-tensor category. A triple Θ = (θ,w, x) with θ ∈ C and intertwiners
w ∈ Hom(idN , θ) and x ∈ Hom(θ, θ ⊗ θ) is called a Q-system in C if it satisfies
(x⊗ 1θ)x = (1θ ⊗ x)x, (associativity)
(w∗ ⊗ 1θ)x = (1θ ⊗ w∗)x = 1θ. (unit law)
and
w∗w =
√
dθ · 1id, and x∗x =
√
dθ · 1θ. (standardness)
A Q-system is called irreducible if dimHom(idN , θ) = 1.
Two Q-systems Θ = (θ,w, x) and Θ′ = (θ′, w′, x′) in C are called equivalent, if there is a unitary
u ∈ Hom(θ, θ′) such that
x′u = (u⊗ u)x, (2.3)
w′ = uw. (2.4)
We call such unitary a unitary isomorphism of Q-systems.
Remark 2.3. (i) It seems that there is no agreement on the definition of Q-systems. In some
literatures, the triple as above is called a standard Q-system.
(ii) A Q-system (θ,w, x) automatically satisfies the Frobenius property [23]:
(1θ ⊗ x∗) ◦ (x⊗ 1θ) = x ◦ x∗ = (x∗ ⊗ 1θ) ◦ (1θ ⊗ x).
Thus (θ,w, x) is a standard C*-Frobenius algebra object in C.
Let N ⊂ M be a finite index type III subfactor with the inclusion map ι : N →֒ M . Then
N ⊂ M gives a Q-system in End(N) as follows. Since we assume [M : N ] < ∞, there is a
conjugate ι : M → N of ι. Let w ∈ Hom(idN , ιι) and v ∈ Hom(idM , ιι) be a standard solution of
the conjugate equation Eq. (2.1) for ι and ι. Then, it is easily checked that the triple Θ = (θ,w, x)
with
θ := ιι ∈ End(N), w ∈ Hom(idN , θ), x := ι(v) ≡ 1ι ⊗ v ⊗ 1ι ∈ Hom(θ, θ2), (2.5)
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is a Q-system. If N ⊂ M is irreducible, then the corresponding Q-system Θ is also irreducible.
The endomorphism θ is called the dual canonical endomorphism of N ⊂ M . (The endomorphism
ιι ∈ End(M) is called the canonical endomorphism of N ⊂M .) The map E(·) = 1dιw∗ι(·)w : M →
N gives a conditional expectation from M to N . By using the conjugate equation, it is easily seen
that we have the following formula
m = dι · E(mv∗)v, for m ∈M, (2.6)
and hence we have M = Nv.
Remark 2.4. Using the conjugate equation, it is also easily seen that nv = 0 implies n = 0 for
n ∈ N (cf. [4, Lemma 3.8]).
Remark 2.5. Let ι′ : M → N be another choice of a conjugate of ι and (w′, v′) a standard solution of
the conjugate equation for ι and ι′. We denote by Θ′ = (θ′ = ι′ι, w′, x′ = ι′(v′)) the corresponding
Q-system as above. Since the conjugate and the associated standard solution is unique up to
unitary, there exists a unitary u ∈ Hom(ι, ι′) satisfying
w′ = uw, v′ = ι(u)v = uv, (2.7)
as in Eq. (2.2). One can check that u = u⊗ 1ι ∈ Hom(θ, θ′) is a unitary isomorphism of Q-systems
from Θ to Θ′.
Conversely, starting from an irreducible Q-system Θ in End(N), one can construct an irreducible
overfactor M ⊃ N such that Θ is a Q-system obtained as above [21] (also cf. [3]). Therefore there
is a one-to-one correspondence between irreducible Q-systems in End(N) up to equivalence and
irreducible finite index subfactors N ⊂M up to conjugation.
2.3 Braided C*-tensor categories and α-induction
Let C be a C*-tensor category. A family of natural isomorphisms {ε(λ, µ) : ρ ⊗ µ → µ ⊗ λ}λ,µ∈C
is called a braiding on C if it satisfies the usual hexagon identities (cf. [12]). In this article, we
always assume that each ε(λ, µ) is a unitary. For a braiding {ε(λ, µ)}λ,µ∈C , its opposite braiding is
defined by ε−(λ, µ) = ε(µ, λ)∗ and the family {ε−(λ, µ)}λ,µ∈C is also a braiding on C. We also write
ε+(λ, µ) ≡ ε(λ, µ). A C*-tensor category equipped with a braiding is called a braided C*-tensor
category.
A Q-system Θ = (θ,w, x) in a braided C*-tensor category C is said to be commutative if it
satisfies ε(θ, θ)x = x.
A braiding on a C*-tensor category C is called non-degenerate if the Mu¨ger center
C ∩ C′ = {λ ∈ C : ε(λ, µ)ε(µ, λ) = 1µ⊗λ for all µ ∈ C}
is trivial, i.e. each objects in C ∩ C′ is a finite direct sum of tensor unit. A rigid braided C*-tensor
category C is called unitary modular tensor category if there are only finitely many inequivalent
irreducible objects and its braiding is non-degenerate.
Let N ⊂M be a finite index type III subfactor and C a braided C*-tensor category realized as
a full and replete subcategory of End(N). Suppose that the dual canonical endomorphism θ = ιι
of N ⊂M is in C. For λ ∈ C, its α-induction is defined by
α±λ = ι
−1 ◦ Ad(ε±(λ, θ)) ◦ λ ◦ ι ∈ End(M). (2.8)
The notion of α-induction was first introduced in [22], and further studied in [29] and [4, 5, 6] for
nets of subfactors.
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2.4 Group actions on subfactors and G-equivariant Q-systems
Let us fix a group G in this subsection. We summarize a relation between group actions on
subfactors and G-equivariant structure on the associated Q-systems.
We first recall some terminologies. By a strict action of G on a strict monoidal category C, we
mean a group homomorphism γ : G→ Autstrict⊗ (C), g 7→ γg, where Autstrict⊗ (C) denotes the group of
all strict monoidal automorphisms of C.
For simplicity, we give the following definitions under certain strictness conditions for both
categories and group actions.
Definition 2.6. Let γ be a strict G-action on a strict monoidal category C. A G-equivariant object
is a pair (X, z) consisting of an objectX ∈ C and a family of isomorphisms z = {zg : γg(X)→ X}g∈G
such that the following diagram
γg(γh(X))
γg(zh)
//
zgh
))❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
γg(X)
zg

X
(2.9)
commutes for all g, h ∈ G.
For two G-equivariant objects (X, z) and (X ′, z′), a morphism f : X → X ′ is called a G-
equivariant morphism if the following diagram
γg(X)
γg(f)

zg
// X
f

γg(X
′)
z′g
// X ′
(2.10)
commutes for all g ∈ G.
We now consider the C*-tensor category of endomorphisms. Let N be a type III factor and β
an action of G on N . Then β induces a strict action γ of G on End(N) by
γg(ρ) = βg ◦ ρ ◦ β−1g for ρ ∈ End(N),
γg(s) = βg(s) for s ∈ Hom(ρ, σ).
Let Θ = (θ,w, x) be a Q-system in End(N). Then g(Θ) := (γg(θ), γg(w), γg(x)) is also a Q-system
in End(N). Assume that there exists a family of unitaries z = {zg : γg(θ) → θ}g∈G. If zg is a
unitary isomorphism of Q-system for each g ∈ G and the pair (θ, z) is a G-equivariant object, then
we call (Θ, z) a G-equivariant Q-system.
Suppose that we have also an extension M of N such that N ⊂ M is a finite index type III
subfactor. Let Θ = (θ = ιι, w, x = ι(v)) be a Q-system in End(N) associated with N ⊂ M . We
will see below that there exists a one-to-one correspondence between the following two.
• actions of G on M which extend β (or equivalently, actions of G on the subfactor N ⊂ M
which act as β on N).
• families of unitaries which define G-equivariant Q-system structures on Θ.
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Remark 2.7. We note that such a correspondence has been established in [2, Section 6] for finite
index inclusions of completely rational conformal nets B ⊂ A and G < Aut(B) (see Section 3 for
conformal nets). In the same article, G-equivariant algebra structures on algebra objects in tensor
categories (not necessarily C*) have been studied to understand spontaneous symmetry breaking
under anyon condensation.
For our later applications, we will see this correspondence with a slightly explicit manner. Note
that finiteness of G is not needed in the following argument.
We first see that one can construct a structure of G-equivariant Q-system from an extension of
group action.
Lemma 2.8. Under the assumptions as above, suppose that we have an action β˜ of G on M which
extends β, i.e. β˜gι = ιβg for all g ∈ G. For each g ∈ G, we define zg ∈ N by the unique element
satisfying
β˜g(v) = z
∗
gv. (2.11)
Then the following hold:
(i) zg ∈ Hom(βgι, ιβ˜g)
(ii) zg is a unitary isomorphisms of Q-systems from g(Θ) to Θ.
(iii) (θ, z) is a G-equivariant object in End(N) with strict action γ of G where z denotes the family
of unitaries {zg : γg(θ)→ θ}g∈G.
(iv) β˜g = ι
−1 ◦Ad(zg) ◦ βg ◦ ι.
In particular, (Θ, z) is a G-equivariant Q-system in End(N).
Moreover, the above G-equivariant Q-system structure only depends on N ⊂ M and β˜ in the
following sense: Let Θ′ = (θ′ = ιι, w′, x′ = ι′(v′)) be another Q-system associated with N ⊂ M
and u ∈ Hom(ι, ι′) be a unitary as in Remark 2.5. We denote by z′ = {z′g : γg(θ′) → θ′}g∈G the
corresponding family of unitaries as above. Then u is a G-equivariant morphism from (θ, z) to
(θ′, z′).
Remark 2.9. Some parts of (i) and (ii) have been essentially observed in [1, Lemma 6.1.1] and its
proof. For the readers’ convenience, we give the proof of all statements here.
Proof. We first claim that ιg := βgιβ˜
−1
g : M → N is a conjugate of ι and (wg, vg) := (βg(w), β˜g(v))
is a standard solution for ι and ιg for each g ∈ G. Using the fact that (w, v) is a standard
solution of conjugate equation for ι and ι, one can check this claim by direct computation. By
Remark 2.5, there exists a unitary ug ∈ Hom(ιg, ι) such that ι(ug)vg = v and ugwg = w. Moreover,
ug = ug ⊗ 1ι ∈ Hom(ιgι, θ) is a unitary isomorphism of Q-system from (ιgι, wg, ιg(vg)). Since
u∗gv = vg ≡ β˜g(v) = z∗gv and ug, zg ∈ N , we have zg = ug by Remark 2.4. In particular, zg is a
unitary.
(i) Since zg = ug ∈ Hom(βgιβ˜−1g , ι), we get zg ∈ Hom(βgι, ιβ˜g) by composing β˜g from the right.
(ii) We note that the Q-system (ιgι, wg, ιg(vg)) obtained from the conjugate ιg : M → N and
the standard solution (wg, vg) is equal to g(Θ). In fact, we have
ιgι = βgιβ˜
−1
g ι = βgιιβ
−1
g = γg(θ),
wg = βg(w) = γg(w),
ιg(vg) = βgιβ˜
−1
g (β˜g(v)) = βg(ι(v)) = βg(x) = γg(x).
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Since zg = ug = ug ⊗ 1ι is a unitary isomorphism of Q-system from (ιgι, wg, ιg(vg)) to Θ, we obtain
the statement.
(iii) It suffices to show zgh = zgγg(zh) ≡ zgβg(zh) for every g, h ∈ G. To see this, we have
z∗ghv = β˜gh(v) = β˜g(z
∗
hv) = βg(z
∗
h)z
∗
gv.
Thus we get zgh = zgβg(zh) by Remark 2.4.
(iv) For every m ∈M , we have
Ad(zg) ◦ βg ◦ ι(m) = ι ◦ β˜g(m),
where we used the intertwining property (i). (This computation also implies the well-definedness
of the formula.) Applying ι−1 to both sides, we get β˜g(m) = ι−1 ◦Ad(zg) ◦ βg ◦ ι(m).
Finally, we prove the last statement. Let g ∈ G. We compute β˜g(v′) in two ways:
β˜g(v
′) = z′g
∗
v′ = z′g
∗
uv,
β˜g(v
′) = β˜g(uv) = βg(u)z∗gv.
Thus we get z′g
∗
u = βg(u)z
∗
g = γg(u)z
∗
g and hence z
′
gγg(u) = uzg, which implies the commutativity
of the diagram (2.10). This proves the statement.
We then see the converse direction.
Lemma 2.10. Under the assumptions as above, suppose that we have a family of unitaries z =
{zg : γg(θ) → θ} which gives a structure of a G-equivariant Q-system on Θ. Then the map G ∋
g 7→ β˜g ∈ Aut(M) defined by
β˜g = ι
−1 ◦ Ad(zg) ◦ βg ◦ ι
gives a well-defined group action of G on M which extends the action β on N .
Proof. The well-definedness of β˜g and the claim that β˜g is an extension of βg for each g ∈ G have
been shown in [1, Proposition 6.1.3] under a similar setting. To see that β˜ is a group homomorphism,
for g, h ∈ G we have
β˜g ◦ β˜h = ι−1 ◦ Ad(zg) ◦ βg ◦ Ad(zh) ◦ βh ◦ ι
= ι−1 ◦ Ad(zgβg(zh)) ◦ βg ◦ βh ◦ ι
= ι−1 ◦ Ad(zgh) ◦ βgh ◦ ι = β˜gh,
where we used zgh = zgγg(zh) = zgβg(zh).
2.5 Braided G-crossed categories
Let G be a group. We recall the notion of braided G-crossed categories and introduce its ”opposite”
braiding. For simplicity, we only give the definition with strictness assumption.
Definition 2.11. A strict G-crossed category is a strict monoidal category F equipped with the
following structure:
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• There is a full subcategory Fhom ⊂ F of homogeneous objects.
• Fhom is G-graded, in the sense that there is a map ∂ : Fhom → G such that ∂(X⊗Y ) = ∂X ·∂Y
and ∂X = ∂Y if X ∼= Y . We define the full subcategories Fg by Fg = ∂−1(g).
• There is a strict G-action γ on F such that γg(Fh) ⊂ Fghg−1 .
If F is additive, we require that every object in F is a finite direct sum of objects in Fhom, i.e.
F =⊕g∈GFg. The G-grading is said to be full if the image of ∂ is equal to G.
A G-crossed braiding (or simply braiding) on a strict G-crossed category F is a family of
isomorphisms
c(X,Y ) : X ⊗ Y → γg(Y )⊗X,
defined for all g ∈ G, X ∈ Fg and Y ∈ F satisfying following identities:
(i) (Naturality) For all g ∈ G, X,X ′ ∈ Fg, Y, Y ′ ∈ F , s ∈ Hom(X,X ′), and t ∈ Hom(Y, Y ′) we
have
c(X ′, Y ′) ◦ (s⊗ t) = (γg(t)⊗ s) ◦ c(X,Y ). (2.12)
(ii) (Covariance) For all g ∈ G, X ∈ Fhom, and Y ∈ F we have
γg(c(X,Y )) = c(γg(X), γg(Y )). (2.13)
(iii) For all g, h ∈ G, X ∈ Fg, Y ∈ Fh, and Z ∈ F we have
cX⊗Y,Z = (c(X, γh(Z))⊗ 1Y ) ◦ (1X ⊗ c(Y,Z)), (2.14a)
cX,Y⊗Z = (1γg(Y ) ⊗ c(X,Z)) ◦ (c(X,Y )⊗ 1Z). (2.14b)
A strict G-crossed category equipped with a G-crossed braiding is called a strict braided G-crossed
category.
Let F be a braided G-crossed category. Using Eq. (2.14), one can show a version of the Yang-
Baxter equation: For all g, h ∈ G, X ∈ Fg, Y ∈ Fh, and Z ∈ Fhom, we have
(c(γg(Y ), γg(Z))⊗ 1X) ◦ (1γg(Y ) ⊗ c(X,Z)) ◦ (c(X,Y )⊗ 1Z) =
(1γgh(Z) ⊗ c(X,Y )) ◦ (c(X, γh(Z))⊗ 1Y ) ◦ (1X ⊗ c(Y,Z)). (2.15)
We note that the identity component Fe is closed under the tensor product and restriction of a
G-crossed braiding on Fe gives an ordinary braiding. We also note that the strict action γ of G
preserves Fe. We refer the reader to the book [28] for the basics of braided G-crossed categories.
For the later use, we introduce the ”opposite” version of G-crossed braiding. We define c−(X,Y )
by
c−(X,Y ) := c(Y, γh−1(X))
−1 : X ⊗ Y → Y ⊗ γh−1(X) (2.16)
for all X ∈ Fhom and Y ∈ Fh. Using the identities in the definition of G-crossed braiding, one can
check that the family {c−(X,Y )} satisfies the following identities:
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(i) (Naturality) For all h ∈ G, X,X ′ ∈ Fhom, Y, Y ′ ∈ Fh, s ∈ Hom(X,X ′), and t ∈ Hom(Y, Y ′)
we have
c−(X ′, Y ′) ◦ (s ⊗ t) = (t⊗ γh−1(s)) ◦ c−(X,Y ). (2.17)
(ii) (Covariance) For all g ∈ G, and X,Y ∈ Fhom we have
γg(c
−(X,Y )) = c−(γg(X), γg(Y )). (2.18)
(iii) For all h, k ∈ G, X ∈ Fhom, Y ∈ Fh, and Z ∈ Fk we have
c−(X ⊗ Y,Z) = (c−(X,Z) ⊗ 1γk−1 (Y )) ◦ (1X ⊗ c
−(Y,Z)), (2.19a)
c−(X,Y ⊗ Z) = (1Y ⊗ c−(γh−1(X), Z)) ◦ (c−(X,Y )⊗ 1Z). (2.19b)
Note that c− is not a G-crossed braiding. We will write c+(X,Y ) ≡ c(X,Y ) for the original
G-crossed braiding.
3 Conformal nets and twisted representations
3.1 Conformal nets
Let S1 ⊂ C be the unit circle, which is identified with the one-point compactification of the real
line R ∪ {∞} by the Cayley transform R ∋ x 7→ z = i−xi+x where ∞ corresponds to −1 ∈ S1. We
denote the Mo¨bius group by Mo¨b. This group is isomorphic to PSU(1, 1), which acts naturally on
S1 ⊂ C.
We denote by I the set of proper intervals (or simply intervals) of S1, i.e. open, connected,
non-dense, and non-empty subsets of S1. For any subset E ⊂ S1, we denote by E′ the interior of
S1 \E.
Definition 3.1. A local Mo¨bius covariant net on S1 is a quadruple (A, U,H,Ω) (simply denoted
by A), where H is a Hilbert space, Ω ∈ H is a unit vector corresponding to the vacuum, U is a
strongly continuous unitary representation of Mo¨b, and A is a map
I ∋ I 7→ A(I) ⊂ B(H)
from the set of proper intervals to von Neumann algebras on H, with the following properties:
(i) (Isotony) For any pair of intervals I1, I2 ∈ I, if I1 ⊂ I2, then
A(I1) ⊂ A(I2).
(ii) (Locality) For any pair of intervals I1, I2 ∈ I,if I1 ∩ I2 = ∅, then
[A(I1),A(I2)] = {0},
where brackets denote the commutator.
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(iii) (Mo¨bius covariance) For any g ∈ Mo¨b and I ∈ I, we have
U(g)A(I)U(g)∗ = A(gI).
(iv) (Positive energy condition) The generator of the one-parameter rotation subgroup of U has
a positive spectrum.
(v) (Vacuum) Ω is the unique U -invariant vector (up to phase) and cyclic for the von Neumann
algebra
∨
I∈I A(I).
If A also satisfies the following diffeomorphism covariance in addition to the above axioms, it is
called a conformal net :
(vi) (Diffeomorphism covariance) The representation U of Mo¨b extends to a projective unitary
representation of Diff+(S1) such that for all I ∈ I
U(g)A(I)U(g)∗ = A(gI), for all g ∈ Diff+(S1),
U(g)xU(g) = x, for all x ∈ A(I), g ∈ Diff+(I ′),
where Diff+(S1) denotes the group of orientation preserving diffeomorphism of S1 and Diff+(I ′)
the subgroup of Diff+(S1) consisting of those g such that g(z) = z for all z ∈ I.
Let A be a local Mo¨bius covariant net. We collect some properties of A which automatically
follow from the above axioms:
• (Irreducibility) [15] The von Neumann algebra ∨I∈I A(I) is equal to B(H).
• (Reeh-Schlieder property) [13] The vacuum vector Ω is cyclic and separating for each local
algebra A(I), I ∈ I.
• (Bisognano-Wichmann property) [7, 14] For every I ∈ I, there exists a one-parameter sub-
group {ΛI(t)} ⊂ Mo¨b which fixes the boundary points of I such that
∆itI = U(ΛI(−2πt))
where ∆I denotes the modular operator associated to the pair (A(I),Ω). Moreover, the
modular conjugation JI associated to the pair (A(I),Ω) has also a geometric meaning.
• (Haag duality) [7, 14] A(I ′) = A(I)′ for any I ∈ I.
• (Additivity) [13] If a family of intervals {Ii ∈ I} and an interval I ∈ I satisfies I ⊂
⋃
i Ii ∈ I,
then we have A(I) ⊂ ∨iA(Ii).
• (Factoriality) (see e.g. [14]) Each local algebra A(I) is a type III1 factor.
We then recall some extra properties of a local Mo¨bius covariant net. The net A is said to be
strongly additive if we have A(I1)∨A(I2) = A(I) for any two adjacent intervals I1, I2 ∈ I obtained
by removing a single point from an interval I ∈ I. We say that A has the split property if
A(I1) ∨ A(I2) is naturally isomorphic to A(I1) ⊗ A(I2) for any pair of intervals I1, I2 ∈ I with
disjoint closures.
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Definition 3.2 ([18]). A local Mo¨bius covariant net A is called completely rational if it is strongly
additive, fulfills the split property and its µ-index µA is finite, where
µA = [(A(I2) ∨ A(I4))′ : A(I1) ∨ A(I3)]
for I1, I3 ∈ I two intervals with I1 ∩ I3 = ∅ and I2, I4 ∈ I the two components of (I1 ∪ I3)′ (which
does not depend on the choice of intervals).
3.2 Subnets
Let (A, U,H,Ω) be a local Mo¨bius covariant net. A Mo¨bius covariant subnet B of A is a map
I ∋ I 7→ B(I) ⊂ B(H)
which associates to each I ∈ I a von Neumann subalgebra B(I) of A(I), satisfying the following
B(I1) ⊂ B(I2) if I1 ⊂ I2,
U(g)A(I)U(g)∗ = A(gI) for all g ∈ Mo¨b, I ∈ I.
We write B ⊂ A to indicate that B is a Mo¨bius covariant subnet of A.
Let HB be the closure of
∨
I B(I)Ω. Then HB is U -invariant and the restriction of B to HB
gives a local Mo¨bius covariant net on HB. The restriction map B(I) ∋ b 7→ b|HB is injective since
Ω is separating for B(I), so we will often identify B with its restriction to HB.
By the Mo¨bius covariance, the index [A(I) : B(I)] does not depend on the interval I ∈ I and
will be denoted by [A : B]. By [8, Corollary 2.6], B(I)′ ∩ A(I) = C for all I ∈ I if [A : B] <∞.
3.3 Automorphism groups and orbifolds
Let A be a local Mo¨bius covariant net. The automorphism group of A is defined by
Aut(A) = {g ∈ U(H) | gA(I)g−1 = A(I) for all I ∈ I and gΩ = Ω},
where U(H) denotes the group of unitaries on H. We consider Aut(A) as a topological group with
the topology induced by the strong operator topology of B(H). By definition, every g ∈ Aut(A)
gives an automorphism Ad(g)|A(I) of each local algebra A(I). It is easy to see that every element of
Aut(A) commutes with the representation U of Mo¨b by using the Bisognano-Wichmann property.
If Ad(g)|A(I) = idA(I) for some interval I ∈ I, then we have g = e ≡ 1H by the Reeh-Schlieder
property.
If B ⊂ A is a Mo¨bius covariant subnet, we define the subgroup Aut(A,B) < Aut(A) by
Aut(A,B) = {g ∈ Aut(A) : gB(I)g−1 = B(I) for all I ∈ I}.
Note that every g ∈ Aut(A,B) preserves HB =
∨
I B(I)Ω and its restriction on HB gives an element
of Aut(B).
Let G < Aut(A) be a subgroup. Then the map
I ∋ I 7→ AG(I) ⊂ A(I)
gives a Mo¨bius covariant subnet where AG(I) = {x ∈ A(I) | gxg−1 = x for all g ∈ G}. We will
denote this subnet by AG. If G is finite, AG is called the orbifold of A by G. If A is completely
rational and G is finite, then AG is also completely rational and µAG = |G|2µA [30, Theorem 2.6].
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3.4 Twisted representations
We will review the notion of g-localized endomorphisms (or g-twisted representations) and the
braided G-crossed category G−LocA introduced by Mu¨ger [26]. We also give proofs of some
statements needed in the later analysis.
To consider the notion of g-localized endomorphisms, we will work on the real line R ∼= S1\{−1}
instead of the whole unit circle S1. Let us denote J the set of proper intervals(or simply intervals)
of R, i.e. non-empty bounded connected open subsets of R. For I, J ∈ J , we write I < J (resp.
I > J) if I ⊂ (−∞, inf J) (resp. I ⊂ (sup J,+∞)). We write I⊥ = R \ I. We will view J as a
subset of I under the identification R ∼= S1 \ {−1}.
Let A be a strongly additive local Mo¨bius covariant net on S1. By the strongly additive
assumption, A satisfies the Haag duality on R: We have
A(I) = A(I⊥)′ =

 ∨
J∈J ,J⊂I⊥
A(J)


′
(3.1)
for any I ∈ J . We denote by A∞ the ∗-algebra defined by
A∞ :=
⋃
I∈J
A(I) .
Note that we do not take any closures here. In the following, we will view End(A∞) as a C-linear
monoidal category as explained in Remark 2.1.
Let g ∈ Aut(A). We denote by βg the corresponding automorphism on each local algebra A(I).
An endomorphism ρ ∈ End(A∞) is called g-localized in I if it satisfies the following:
ρ(x) = x for all J < I and x ∈ A(J),
ρ(x) = βg(x) for all J > I and x ∈ A(J).
If ρ is g-localized in I and J ⊃ I, then ρ is also g-localized in J . An endomorphism ρ ∈ End(A∞)
is called g-localized if it is g-localized in some interval. A g-localized endomorphism ρ is called
transportable if for every J ∈ J there exists a unitary U ∈ A∞ such that ρ˜ = Ad(U) ◦ ρ is g-
localized in J ∈ J . For simplicity of notations, we shall denote by ∆gA(I) (resp. ∆gA) the full
subcategory of End(A∞) consisting of those ρ that are g-localized in I (resp. g-localized) and
transportable.
Remark 3.3. (i) In [26], the notion of a g-localized endomorphism is defined for a net of factors
on R with slightly general assumptions. In this article, we only consider a case that the
underlying net is obtained from a strongly additive local Mo¨bius covariant net.
(ii) If g = e ≡ 1H, the category ∆eA is the same as the category of DHR endomorphisms of
A [9, 10]. They are equivalent to the category of representations of A (cf. [26, Theorem
2.31]) and so an element of ∆eA corresponds to a representation of A. For a general element
g ∈ Aut(A), a g-localized endomorphism is also called a g-twisted representation.
If ρ ∈ ∆gA(I), then the Haag duality on R implies ρ(A(I)) ⊂ A(I) [26, Lemma 2.12] and one
can consider ρ as an element of End(A(I)). In general, if ρ, σ ∈ End(A∞) preserve A(I) for some
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I ∈ J , one can consider ρ and σ as elements of End(A(I)) and consider the intertwiner space
between them in A(I). In such a situation, we will write
HomA(I)(ρ, σ) := {t ∈ A(I) | tρ(x) = σ(x)t for all x ∈ A(I)}.
An element of HomA(I)(ρ, σ) is called a local intertwiner from ρ to σ. When we consider the
intertwiner space in A∞, we also write
HomA∞(ρ, σ) := Hom(ρ, σ) ≡ {t ∈ A∞ | tρ(x) = σ(x)t for all x ∈ A∞}
if we want to emphasize the underlying algebra. An element of HomA∞(ρ, σ) is called a global
intertwiner. In general, the spaces of local and global intertwiners do not coincides.
Lemma 3.4. Let g, h ∈ Aut(A). For ρ ∈ ∆gA(I) and σ ∈ ∆hA(I), the following hold:
(i) If g = h, then we have
HomA∞(ρ, σ) = HomA(I)(ρ, σ) ⊂ A(I).
(ii) If g 6= h, then there is no unitary in HomA∞(ρ, σ).
(iii) If the closed subgroup generated by g and h is compact, then we have
HomA∞(ρ, σ) ⊂ A(I).
Proof. (i) It was proved that HomA∞(ρ, σ) ⊂ A(I) holds in [26, Lemma 2.13]. Hence HomA∞(ρ, σ) ⊂
HomA(I)(ρ, σ) follows by restricting ρ and σ to the local algebra A(I). As in the proof of [4, Lemma
2.4], one can prove HomA∞(ρ, σ) ⊃ HomA(I)(ρ, σ) using the strong additivity of A.
(ii) The statement follows from [26, Remark 2.7].
(iii) Let t ∈ HomA∞(ρ, σ). Since ρ(x) = σ(x) = x for x ∈ A(I−) with I− < I, by the Haag
duality we have t ∈ A(J) for some interval J such that inf J = inf I. If J ⊂ I, we get t ∈ A(I)
which is the desired conclusion. In the following, we assume J ⊃ I and set J1 = J \ I . Hence I and
J1 are adjacent interval obtained by removing a single point from J . Let B = A〈g,h〉 be the fixed
point net by the closed subgroup 〈g, h〉 generated by g and h, which is a compact group by our
assumption. For x ∈ B(J1), we have tx = tβg(x) = βh(x)t = xt. Thus we get t ∈ A(J) ∩ B(J1)′.
Since B ⊂ A is a strongly additive pair in the sense of [31], we have A(J) ∩ B(J1)′ = A(I) and
hence t ∈ A(I).
Remark 3.5. If A has the split property, then the group Aut(A) is compact [11] and the condition
in (iii) always holds. It is known that the split property is automatic for a conformal net [25].
We now turn to the definition of the category G−LocA. In the following, let us fix a compact
subgroup G < Aut(A).
Definition 3.6. The category G−LocA is defined to be the full subcategory of End(A∞) whose
objects are finite direct sums of G-localized transportable endomorphisms of End(A∞), i.e. ρ ∈
G−LocA if and only if there exist gi ∈ G, ρi ∈ ∆giA , and isometries si ∈ A∞ satisfying
∑
i sis
∗
i = 1
such that
ρ(·) =
∑
i
siρi(·)s∗i .
14
The category G−LocA is a C-linear category with simple unit, finite direct sums and subobjects.
By (i) and (iii) of Lemma 3.4, G−LocA is in fact a C*-tensor category. It has a structure of strict
G-crossed category in the sense of Definition 2.11 [26, Proposition 2.10]: By (ii) of Lemma 3.4 and
definition of G−LocA, (G−LocA)g = ∆gA gives a G-graiding on G−LocA. The strict action of G
is given by
γg(ρ) = βg ◦ ρ ◦ β−1g for ρ ∈ End(N),
γg(s) = βg(s) for s ∈ Hom(ρ, σ).
Moreover, G−LocA has a G-crossed braiding and becomes a braided G-crossed category [26,
Proposition 2.17]. For the later use, we explain its construction below. We first recall the following
key lemma [26, Lemma 2.14].
Lemma 3.7. Let I1, I2 ∈ J be intervals such that I1 < I2. For every g, h ∈ G, ρ1 ∈ ∆gA(I1) and
ρ2 ∈ ∆hA(I2), we have
ρ1 ⊗ ρ2 = γg(ρ2)⊗ ρ1.
Let ρ ∈ ∆gA(I) and σ be G-localized in J . Choose an interval I− < J . By the transportability,
there is a unitary Uρ;I,I− ∈ A∞ such that ρ˜ = Ad(Uρ;I,I−) ◦ ρ ∈ ∆gA(I−). Note that we have
ρ˜ ⊗ σ = γg(σ) ⊗ ρ˜ by the above lemma. Then the braiding operator c(ρ, σ) is defined by the
composite
c(ρ, σ) : ρ⊗ σ
Uρ;I,I−⊗1σ
// ρ˜⊗ σ = γg(σ)⊗ ρ˜
1γg(σ)⊗U∗ρ;I,I−
// γg(σ)⊗ ρ , (3.2)
namely we define c(ρ, σ) = γg(σ)(U
∗
ρ;I,I−
)Uρ;I,I− . Note that c(ρ, σ) is a unitary by its construction.
It was showed [26, Proposition 2.17] that c(ρ, σ) does not depend on the choice of an interval I−
and a unitary Uρ;I,I− ∈ A∞ as long as they satisfy conditions stated above.
Remark 3.8. On the full subcategory ∆eA, the G-crossed braiding c(ρ, σ) coincides with the ordinary
DHR braiding ε(ρ, σ) by its construction.
We give another formula for the G-crossed braiding for later applications.
Lemma 3.9. Let ρ ∈ ∆gA(I) and σ ∈ ∆hA(I). Suppose that I+ ∈ J is an interval with I+ > I and
Uσ;I,I+ ∈ A∞ is a unitary such that σ˜ = Ad(Uσ:I,I+) ◦ σ ∈ ∆hA(I+). Then the composite
γg(U
∗
σ;I,I+
)ρ(Uσ;I,I+) : ρ⊗ σ
1ρ⊗Uσ;I,I+
// ρ⊗ σ˜ = γg(σ˜)⊗ ρ
γg(Uσ;I,I+ )⊗1ρ
// γg(σ)⊗ ρ
is equal to c(ρ, σ).
Proof. Taking an interval I− < I and a unitary Uρ;I,I− such that ρ˜ = Ad(Uρ;I,I−) ◦ ρ ∈ ∆gA(I−),
we have c(ρ, σ) = γg(σ)(U
∗
ρ;I,I−
)Uρ;I,I− as explained above. To simplify the notations, we write
U1 = Uρ;I,I− and U2 = Uσ;I,I+ . Since I− < I < I+, we have ρ˜(U∗2 ) = βg(U
∗
2 ) = γg(U
∗
2 ) and
γg(σ˜)(U
∗
1 ) = U
∗
1 . Using these two identities and the intertwining properties of U1 and U2, we
compute
c(ρ, σ) ·
(
γg(U
∗
σ;I,I+)ρ(Uσ;I,I+)
)∗
= γg(σ)(U
∗
1 )U1ρ(U
∗
2 )γg(U2)
= γg(σ)(U
∗
1 )ρ˜(U
∗
2 )U1γg(U2)
= γg(σ)(U
∗
1 )γg(U
∗
2 )U1γg(U2)
= γg(U
∗
2 )γg(σ˜)(U
∗
1 )U1γg(U2)
= γg(U
∗
2 )U
∗
1U1γg(U2) = 1.
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Thus we get the equality c(ρ, σ) = γg(U
∗
σ;I,I+
)ρ(Uσ;I,I+), which completes the proof.
4 α-induction for twisted representations
This section is a main part of this article.
4.1 Assumptions and notations
Suppose that we have a given local Mo¨bius covariant net A and its Mo¨bius covariant subnet B ⊂ A.
We assume that both A and B are strongly additive and the index [A : B] is finite. We also assume
that we have a given compact subgroup G < Aut(A,B). We denote by G′ the subgroup of Aut(B)
obtained by restricting each element of G to HB. We write g′ the image of g ∈ G under the
canonical surjection G → G′. We use the following notations for the group actions on these nets
and corresponding categories of twisted representations: We denote by
• β˜g the action of g ∈ G on each local algebra A(I) of A.
• γ˜g the action of g ∈ G on the category G−LocA.
• βg′ the action of g′ ∈ G′ on each local algebras B(I) of B.
• γg′ the action of g′ ∈ G′ on the category G′−LocB
Since the action γ˜g of g ∈ G on G−LocA naturally extends to End(A∞), we also denote by γ˜g this
extension. We will write c+(λ, µ) ≡ c(λ, µ) for the G′-crossed braiding of G′−LocB and c−(λ, µ)
for its opposite as explained in Section 2.5.
4.2 Definition of induction
Let ι : B∞ →֒ A∞ and ιI : B(I) →֒ A(I) be the inclusion maps. Since restriction of B ⊂ A to J is
a finite index standard net of subfactors in the sense of [22], the results in the same article implies
the following.
Proposition 4.1. Let B ⊂ A as above. For every I ∈ J , there exists a homomorphism ι : A∞ →
B∞, w ∈ B(I) and v ∈ A(I) satisfying the following:
(i) For every J ∈ J with J ⊃ I, ι|A(J) is a conjugate of ιJ and (w, v) is a standard solution of
conjugate equation for ιJ and ι|A(J).
(ii) ι acts identically on B(I)′ ∩ A∞.
If I˜ ∈ J is another choice of an interval and ι′ and (w′, v′) are the corresponding homomorphism
and operators, then there exists a unitary in u ∈ B∞ satisfying
u ∈ Hom(ι, ι′),
w′ = uw, v′ = ι(u)v.
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In the following, let us fix an arbitrary interval I0 ∈ J and a homomorphism ι : A∞ → B∞ as
in Proposition 4.1. Note that we have θ = ιι ∈ ∆eB(I0). We denote by (w, v) the corresponding
standard solution. In the following, we will drop subscripts for ι if no confusion arise. We denote
by Θ = (θ = ιι, w, x = ι(v)) a Q-system associated with the subfactor B(I0) ⊂ A(I0). We note that
the same formula defines a Q-system associated with B(I) ⊂ A(I) for every I ∈ J with I ⊃ I0.
We denote by z = {zg : γg′(θ)→ θ}g∈G the G-equivariant structure of Θ associated with the action
of G on B(I0) ⊂ A(I0) as in Lemma 2.8. For the convenience, we collect relevant properties under
notations of this section:
β˜g ◦ ι = ι ◦ βg′ for all g ∈ G, (4.1)
zg ∈ B(I0) and β˜g(v) = z∗gv for all g ∈ G, (4.2)
zg ∈ Hom(βg′ι, ιβ˜g) for all g ∈ G, (4.3)
zgh = zgγg′(zg) ≡ zgβg′(zh) for all g, h ∈ G, (4.4)
θ(zg)zgγg′(x) ≡ θ(zg)zgβg′(ι(v)) = ι(v)zg ≡ xzg for all g ∈ G. (4.5)
where the last identity comes from the fact that zg is a unitary isomorphism of Q-system from g(Θ)
to Θ.
We will define two kind of induced endomorphisms for twisted representations using the G-
crossed braiding and G-equivariant structure, which generalize α-induced endomorphisms. To give
their definition, we prove the following lemma as in the case of usual α-induction.
Lemma 4.2. For g ∈ G and λ ∈ ∆g′B (I0), we have
Ad(zgc
+(λ, θ)) ◦ λ ◦ ι(v) = θ(c+(λ, θ)∗z∗g)ι(v),
Ad(c−(λ, θ)) ◦ λ ◦ ι(v) = θ(c−(λ, θ)∗)ι(v).
Proof. For the first identity, it suffices to show that
θ(zgc
+(λ, θ))zgc
+(λ, θ)λ(ι(v)) = ι(v)zgc
+(λ, θ).
Using the properties of the braiding Eq. (2.12) and Eq. (2.14), and the property of zg Eq. (4.5), we
compute
θ(zgc
+(λ, θ)) · zgc+(λ, θ)λ(ι(v)) = θ(zg)zg · γg(θ)(c+(λ, θ)) · c+(λ, θ)λ(ι(v))
= θ(zg)zgc
+(λ, θ2)λ(ι(v))
= θ(zg)zgγg′(ι(v))c
+(λ, θ)
= θ(zg)zgβg′(ι(v))c
+(λ, θ)
= ι(v)zgc
+(λ, θ)
and we get the desired identity. The second identity is obtained similarly by using only the prop-
erties of the opposite braiding Eq. (2.17) and Eq. (2.19).
Let I ⊃ I0 be an interval. For n ∈ B(I), we have
Ad(zgc
+(λ, θ)) ◦ λ ◦ ι(ι(n)) = Ad(zgc+(λ, θ)) ◦ λ ◦ θ(n) = θ ◦ λ(n), (4.6a)
Ad(c−(λ, θ)) ◦ λ ◦ ι(ι(n)) = Ad(c−(λ, θ)) ◦ λ ◦ θ(n) = θ ◦ λ(n). (4.6b)
where we used zgc
+(λ, θ), c−(λ, θ) ∈ Hom(λθ, θλ). Since A(I) = B(I)v, we have the following
corollary.
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Corollary 4.3. For g ∈ G and I ⊃ I0 and λ ∈ ∆g
′
B (I0), we have
Ad(zgc
+(λ, θ)) ◦ λ ◦ ι(A(I)) ⊂ ι(A(I)),
Ad(c−(λ, θ)) ◦ λ ◦ ι(A(I)) ⊂ ι(A(I)).
We now give the definition of induced endomorphisms of twisted representation.
Definition 4.4. For g ∈ G and λ ∈ ∆g′B (I0), we define the two endomorphisms of End(A∞) by
α
g;+
λ = ι
−1 ◦Ad(zgc+(λ, θ)) ◦ λ ◦ ι,
α−λ = ι
−1 ◦Ad(c−(λ, θ)) ◦ λ ◦ ι.
Remark 4.5. (i) By Corollary 4.3, αg;+λ and α
−
λ preserve A(I) if I ⊃ I0 and one can consider
them as elements of End(A(I)).
(ii) If g = e, then the endomorphisms as above are equal to usual α-induced endomorphisms. If
g 6= e but g′ = e, then the above α−λ is still equal to the usual α−-induced endomorphism α−λ .
The endomorphism α−λ is defined by using only the opposite braiding, but α
g;+
λ is defined by
using the braiding and the G-equivariant structure.
4.3 Basic properties of induced endomorphisms
In this subsection, we will see some basic properties of induced endomorphisms. By Eq. (4.6), αg;+λ
and α−λ are extensions of λ, i.e. α
g;+
λ ◦ ι = ι ◦ λ and α−λ ◦ ι = ι ◦ λ. These two extension satisfy
α
g;+
λ (v) = c
+(λ, θ)∗z∗gv , α
−
λ (v) = c
−(λ, θ)∗v , (4.7)
by Lemma 4.2. Since we have A(I) = B(I)v for I ⊃ I0, these properties characterize the induced
endomorphisms.
In the following, we will derive some formulas using the properties of the braiding and the
G-equivariant structure z. We first see the multiplicativity.
Proposition 4.6. Let g, h ∈ G. For every λ ∈ ∆g′B (I0) and µ ∈ ∆h
′
B (I0), we have
α
g;+
λ ◦ αh;+µ = αgh;+λµ ,
α−λ ◦ α−µ = α−λµ ,
in End(A∞).
Proof. The two formulas can be checked by direct computation. For the first formula, we compute
α
g;+
λ ◦ αh;+µ = ι−1 ◦ Ad(zgc+(λ, θ)) ◦ λ ◦Ad(zhc+(µ, θ)) ◦ µι
= ι−1 ◦ Ad(zgc+(λ, θ)λ(zh)λ(c+(µ, θ))) ◦ λµ ◦ ι
= ι−1 ◦ Ad(zgγg′(zh)c+(λ, γh(θ))λ(c+(µ, θ))) ◦ λµ ◦ ι
= ι−1 ◦ Ad(zghc+(λµ, θ)) ◦ λµ ◦ ι
= αgh;+λµ ,
where we used the properties of braiding Eq. (2.12) and Eq. (2.14), and Eq. (4.4). The second
formula can be checked in a similar way by using the properties of the opposite braiding Eq. (2.17)
and Eq. (2.19).
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We next see the covariance property of induced endomorphisms.
Proposition 4.7. Let g, k ∈ G and λ ∈ ∆g′B (I0). Then we have
γ˜k(α
g;+
λ ) = α
kgk−1;+
γk′ (λ)
,
γ˜k(α
−
λ ) = α
−
γk′ (λ)
,
in End(A∞).
Proof. Let I ∈ J such that I ⊃ I0. We will see that the two formulas hold on A(I). Since αg;+λ
and α−λ act as λ on B(I), it is easily seen that the desired formulas hold on B(I). Thus it suffices
to see that γ˜k(α
g;+
λ )(v) = α
kgk−1;+
γk′ (λ)
(v) and γ˜k(α
−
λ )(v) = α
−
γk′ (λ)
(v), because A(I) = B(I)v.
We first see the equality for the first one. The left-hand side is computed as
γ˜k(α
g;+
λ )(v) = β˜k ◦ αg;+λ ◦ β˜−1k (v)
= β˜k ◦ αg;+λ (z∗k−1v)
= β˜k(λ(z
∗
k−1)c
+(λ, θ)∗z∗gv)
= β˜k(c
+(λ, γk′−1(θ))
∗βg′(z∗k−1)z
∗
gv)
= c+(γk′(λ), θ)
∗βk′g′(z∗k−1)βk′(z
∗
g)z
∗
kv ,
where we used the definition of z, Eq. (4.7), the properties of braiding Eq. (2.12) and Eq. (2.13).
On the other hand, the right-hand side is
α
kgk−1;+
γk′ (λ)
(v) = c+(γk′(λ), θ)
∗z∗kgk−1v .
Since zkgk−1 = zkβk′(zgk−1) = zkβk′(zgβg′(zk′−1)) = zkβk′(zg)βk′g′(zk′−1) by using Eq. (4.4) repeat-
edly, we get the desired equality.
We next see the equality for the second one. The left-hand side is computed as:
γ˜k(α
−
λ )(v) = β˜k ◦ α−λ ◦ β˜−1k (v)
= β˜k ◦ α−λ (z∗k−1v)
= β˜k(λ(z
∗
k−1)c
−(λ, θ)∗v)
= β˜k(c
−(λ, γk′−1(θ))
∗z∗k−1v)
= c−(γk′(λ), θ)∗βk′(z∗k−1)z
∗
kv
= c−(γk′(λ), θ)∗v,
where we used Eq. (4.2), Eq. (4.7), the properties of opposite braiding Eq. (2.17) and Eq. (2.18).
Moreover, we used 1 = zk′k′−1 = zk′βk′(zk′−1) in the last line. On the other hand, the right-hand
side is α−γ˜k′ (λ)(v) = c
−(γ˜k′(λ), θ)∗v by Eq. (4.7) and we also get the desired equality.
We then see the localization properties of induced endomorphisms. The following proposition
says that αg;+λ is g-localized in a left half-line and α
−
λ is localized in a right half-line.
Proposition 4.8. Let λ ∈ ∆g′B (I0) and I ∈ J .
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(i) If I > I0, then we have α
g;+
λ (m) = β˜g(m) for all m ∈ A(I).
(ii) If I < I0, then we have α
−
λ (m) = m for all m ∈ A(I).
Proof. (i) We use an explicit form of c+(λ, θ) as in Eq. (3.2). Pick an interval I− ∈ J with
I− < I0 and a unitary U ∈ B∞ such that λ˜ = Ad(U) ◦ λ ∈ ∆g
′
B (I−). Then c
+(λ, θ) is given by
c+(λ, θ) = γg′(θ)(U
∗) · U . We note that U ∈ A(J˜) as long as J˜ ⊃ I− ∪ I0.
Let I > I0 and m ∈ A(I). Pick an interval J ∈ J such that I ∪ I0 ⊂ J and I− < J . Then we
have ι(m) ∈ A(J). Since λ˜ is g-localized in I−, we have λ˜ ◦ ι(m) = βg′ ◦ ι(m). Hence we compute
α
g;+
λ (m) = ι
−1 ◦ Ad(zgc+(λ, θ)) ◦ λ ◦ ι(m)
= ι−1 ◦ Ad(zg · γg′(θ)(U∗) · U) ◦ λ ◦ ι(m)
= ι−1 ◦ Ad(zg · γg′(θ)(U∗)) ◦ λ˜ ◦ ι(m)
= ι−1 ◦ Ad(zg · γg′(θ)(U∗)) ◦ βg′ ◦ ι(m)
= ι−1 ◦ Ad(θ(U∗)zg) ◦ βg′ ◦ ι(m)
= ι−1 ◦ Ad(θ(U∗)) ◦ ι ◦ β˜g(m)
= Ad(ι(U∗)) ◦ β˜g(m) .
Since ι(U∗) and β˜g(m) ∈ A(I) commute by the locality of A, we get αg;+λ (m) = β˜g(m).
(ii) As in the proof of (i), we use an explicit form of c−(λ, θ) = c+(θ, λ)∗. By Lemma 3.9,
c+(θ, λ) is given as follows. Taking an interval I+ ∈ J with I+ > I0 and a unitary u ∈ B∞ such
that λ˜ = Ad(u) ◦ λ ∈ ∆g′B (I+), we have c+(θ, λ) = U∗θ(U). Thus we get c−(λ, θ) = θ(U∗)U . Using
this formula, one can check the statement as in the proof of (i).
Moreover, two induced endomorphisms are localizable in any half-line as below. Let us fix an
arbitrary interval I˜ ∈ J . Starting from I˜, we choose a homomorphism ι′ : A∞ → B∞ and (w′, v′)
as in Proposition 4.1. Let u ∈ Hom(ι, ι′) be a unitary as in the same proposition. Then Θ = (θ′ =
ι′ι, w′, x′ = ι′(v′)) is a Q-system equivalent to Θ via unitary isomorphism u = u⊗ 1ι ∈ Hom(θ, θ′).
We denote by z′ the corresponding G-equivariant structure.
Let g ∈ G and λ ∈ ∆g′B (I0). By the transportability of λ, there exists a unitary U ∈ B∞ such
that λ˜ = Ad(U) ◦ λ ∈ ∆g′B (I˜). We temporarily denote by α˜g;+λ˜ and α˜
−
λ˜
the induced endomorphisms
defined in terms of θ′ and z′.
Lemma 4.9. Under the notations as above, αg;+λ (resp. α
−
λ ) and α˜
g;+
λ˜
(resp. α˜−
λ˜
) are unitarily
equivalent in End(A∞).
Proof. We only show the plus case. The minus case can be checked in the similar way. By
Lemma 2.8, we get z′gγg′(u) = uzg and we have
u∗z′gc
+(λ˜, θ′)Uλ(u) = u∗uzgγg′(u∗)c+(λ˜, θ′)Uλ(u)
= zg · γg′(θ)(U) · c+(λ, θ)
= θ(U)zgc
+(λ, θ)
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where we used the naturality of braiding Eq. (2.12) in the second line and the intertwining property
of zg in the third line. Using this, we have
α˜
g;+
λ˜
= ι′−1 ◦ Ad(z′gc+(λ˜, θ′)) ◦ λ˜ ◦ ι′
= ι−1 ◦ Ad(u∗z′gc+(λ˜, θ′)Uλ(u)) ◦ λ ◦ ι
= ι ◦ Ad(θ(U)zgc+(λ, θ)) ◦ λ ◦ ι
= Ad(ι(U)) ◦ αg;+λ ,
which completes the proof.
4.4 Intertwiner spaces of induced endomorphisms
We now study the intertwiner spaces between induced endomorphisms using essentially the same
strategy as [4]. By the locality of A, we have the following lemma [22] (also cf. [4, Lemma 3.4]),
which implies the commutativity of the Q-system Θ = (θ,w, x = ι(v)).
Lemma 4.10. We have
c+(θ, θ)ι(v) = c−(θ, θ)ι(v) = ι(v),
c+(θ, θ)v2 = c−(θ, θ)v2 = v2.
In the subsequent analysis, we temporarily view αg;+λ and α
−
λ as elements of End(A(I0)) and
consider local intertwiner spaces. We denote by HomB(I0),A(I0)(ιλ, ιµ) the space of local intertwiners
{t ∈ A(I0) : tιλ(n) = ιµ(n)t for all n ∈ B(I0)}. The following theorem generalize [4, Theorem 3.9].
Theorem 4.11. Let g ∈ G and λ, µ ∈ ∆g′B (I0). Then we have
(i) HomA(I0)(α
g;+
λ , α
g;+
µ ) = HomB(I0),A(I0)(ιλ, ιµ).
(ii) HomA(I0)(α
−
λ , α
−
µ ) = HomB(I0),A(I0)(ιλ, ιµ).
In particular, we have
〈αg;+λ , αg;+µ 〉A(I0) = 〈θλ, µ〉B(I0) = 〈α−λ , α−µ 〉A(I0).
Proof. (i) Since αg;+λ and α
g;+
µ act as λ and µ on B(I0) respectively, we have
HomA(I0)(α
g;+
λ , α
g;+
µ ) ⊂ HomB(I0),A(I0)(ιλ, ιµ).
Let t ∈ HomB(I0),A(I0)(ιλ, ιµ). We set s := ι(t) ∈ HomB(I0)(θλ, θµ). Since A(I0) = B(I0)v, it
suffices to show that tαg;+λ (v) = α
g;+
µ (v)t. Applying ι and by Eq. (4.7), it is equivalent to the
equality sθ(c+(λ, θ)∗z∗g)ι(v) = θ(c+(µ, θ)∗z∗g)ι(v)s. By the property of braiding Eq. (2.12) and
Eq. (2.14) and the intertwining property of zg, we have
c+(θ, θ)θ(zgc
+(λ, θ)) = zgc
+(θ, γg′(θ))θ(c
+(λ, θ))
= zgc
+(θλ, θ).
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Using this formula and Lemma 4.10, we now compute
sθ(c+(λ, θ)∗z∗g)ι(v) = sθ(c
+(λ, θ)∗z∗g)c
+(θ, θ)∗ι(v)
= sc+(θλ, θ)∗z∗g ι(v)
= c+(θλ, θ)∗γg′(θ)(s)z∗g ι(v)
= c+(θλ, θ)∗z∗gθ(s)ι(v)
= c+(θλ, θ)∗z∗g ι(v)s
= θ(c+(µ, θ)∗z∗g)c
+(θ, θ)∗ι(v)s
= θ(c+(µ, θ)z∗g)ι(v)s,
and we get the desired equality, which proves the statement.
(ii) Using the properties of opposite braiding, one can prove the statement as in the proof of [4,
Lemma 3.5] (or the proof of (i) above).
The last formulas follow from the Frobenius reciprocity, namely there is a linear bijection
between HomB(I0),A(I0)(ιλ, ιµ) and HomB(I0)(θλ, µ). Explicitly, two linear maps given by
HomB(I0),A(I0)(ιλ, ιµ) ∋ t 7−→ w∗ι(t) ∈ HomB(I0)(θλ, µ), (4.8a)
HomB(I0)(θλ, µ) ∋ r 7−→ ι(r)v ∈ HomB(I0),A(I0)(ιλ, ιµ) (4.8b)
are mutually inverse of each other. By (i) and (ii), we get the statement.
As a consequence of the above theorem, we get the following.
Corollary 4.12. Two inductions αg;+ and α− define functors from ∆g
′
B (I0) (considered as a full
and replete subcategories of End(B(I0))) to End(A(I0)) which act as the inclusion map on arrows.
Proof. The statement follows from the inclusion HomB(I0)(λ, µ) →֒ HomB(I0),A(I0)(ιλ, ιµ).
We now consider the global intertwiners between induced endomorphisms. Since all intertwin-
ers which appeared in the proof of Theorem 4.11 are global intertwiners by Lemma 3.4, one can
prove the global analogue of Theorem 4.11. We note that maps with exactly the same expres-
sion as Eq. (4.8) gives a bijection between HomB∞,A∞(ιλ, ιµ) and HomB∞(θλ, µ). Since we have
HomB(I0)(θλ, µ) = HomB∞(θλ, µ) by Lemma 3.4, this observation leads to the following.
Proposition 4.13. Let g ∈ G and λ ∈ ∆g′B (I0). Then the space of local intertwiners between αg;+λ
and αg;+µ (resp. α
−
λ and α
−
µ ) coincides with the space of global intertwiners between them.
4.5 Subsectors of [αg;+λ ] and [α
−
λ ]
Let g ∈ G. We consider endomorphisms of A∞ which are subobjects of both αg;+λ and α−µ for
some λ, µ ∈ ∆g′B (I0). The goal of this subsection is to show the following theorem, which says such
endomorphisms are g-localized in I0 and transportable.
Theorem 4.14. Let g ∈ G and β ∈ End(A∞). Suppose that β is a subobject of both αg;+λ and α−µ
for some λ, µ ∈ ∆g′B (I0) by isometries in A(I0). Then we have β ∈ ∆gA(I0).
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Before the proof of above theorem, we give the following two lemmas.
Lemma 4.15. Let λ ∈ ∆g′B (I0) and β ∈ End(A∞) such that β is a subobject of α−λ in End(A∞).
Suppose that β is a subobject of αg;+µ in End(A∞) for some µ ∈ ∆g
′
B (I0). Then β is a subobject of
α
g;+
λ in End(A∞). An Analogous statement holds if one interchange the plus and minus.
Lemma 4.16. Let βi ∈ End(A∞) such that βi is a subobject of αg;+λi for λi ∈ ∆
g′
B (I0), i = 1, 2.
Then we have
HomB∞,A∞(β1ι, β2ι) = HomA∞(β1, β2),
where HomB∞,A∞(β1ι, β2ι) denotes the space of global intertwiners {t ∈ A∞ : tβ1ι(n) = β2ι(n)t for all n ∈
B∞}. An analogous statement holds if one interchange the plus and minus.
The proofs of above two lemmas are given by essentially the same arguments as in the proofs
of Lemma 3.1 and 3.2 of [6].
Proof of Theorem 4.14. By our assumption, there exists an isometry t ∈ HomA∞(β, αg;+λ ) such that
t ∈ A(I0). We set β+(·) ≡ β(·) = t∗αg;+λ (·)t and β−(·) = t∗α−λ (·)t.
We first show β+ = β−. For every n ∈ B∞, we have
β+(n) = t∗αg;+λ (n)t = t
∗λ(n)t = t∗α−λ (n)t = β
−(n),
which implies 1 ∈ HomB∞,A∞(β+ι, β−ι). Since β+ ≺ α−µ and β− ≺ α−λ , we have 1 ∈ HomA∞(β+, β−)
by Lemma 4.16 and obtain β = β+ = β−.
We then show that β is g-localized in I0. For I+ ∈ J with I0 < I+ and m ∈ A(I+), we
have αg;+λ (m) = β˜g(m) by (i) of Proposition 4.8. Since t and β˜g(m) commute, we get β
+(m) =
t∗αg;+λ (m)t = t
∗β˜g(m)t = β˜g(m). Similarly, for I− ∈ J with I− < I0 and m ∈ A(I−), we have
α−λ (m) = m by (ii) of Proposition 4.8 and we obtain β
+(m) = β−(m) = t∗α−λ (m)t = t
∗mt = m.
Therefore we see that β is g-localized in I0.
Finally, by Lemma 4.9 one can also see that β is transportable, which completes the proof.
4.6 ασ-reciprocity formula
We now consider a relation to the restriction procedure. We will generalize the ασ-reciprocity
formula of [4]. The arguments below are essentially the same as the case of usual α-induction,
although some computations become complicated.
We first recall the definition of σ-restriction [22, 4].
Definition 4.17. For β ∈ End(A∞), the σ-restricted endomorphism σβ ∈ End(B∞) is defined by
σβ = ι ◦ β ◦ ι.
Let g ∈ G and β ∈ ∆gA(I0). It is easy to see that σβ is g′-localized in I0. One can also prove
σβ ∈ ∆g
′
B (I0) as below. Let I1 ∈ J be an interval. Since θ and β is transportable, we can choose
unitaries uθ;I0,I1 ∈ B∞ and Qβ;I,I1 ∈ A∞ such that θI1 = Ad(uθ;I0,I1) ◦ θ is localized in I1 and
βI1 = Ad(Qβ;I,I1) ◦ β is g-localized in I1.
23
Proposition 4.18. Under the assumptions as above, we have that σβ,I1 = Ad(uσβ ;I0,I1) ◦ σβ is
g′-localized in I1 where
uσβ ;I0,I1 = uθ;I0,I1ι(Qβ;I0,I1).
Consequently, σβ is transportable.
Proof. Let I˜ ∈ J be an interval such that I˜ ⊂ I⊥1 . We note that θI1 acts as identity on B(I˜) since
θI1 is localized in I1. Let n ∈ B(I). To see that σβ,I1 is g′-localized in I1, we compute
σβ,I1(n) = Ad(uσβ ;I0,I1) ◦ σβ(n)
= Ad(uθ;I0,I1 · ι(Qβ;I,I1)) ◦ ι ◦ β ◦ ι(n)
= Ad(uθ;I0,I1) ◦ ι ◦ βI1 ◦ ι(n).
If I˜ < I1, then βI1 ◦ ι(n) = ι(n) and we get
Ad(uσβ ;I0,I1) ◦ ι ◦ βI1 ◦ ι(n) = Ad(uθ;I0,I1) ◦ θ(n) = θ1(n) = n.
Also, if I˜ > I1, then βI1 ◦ ι(n) = β˜g ◦ ι(n) = ι ◦ βg′(n) and we get
Ad(uθ;I0,I1) ◦ ι ◦ βI1 ◦ ι(n) = Ad(uθ;I0,I1) ◦ ι ◦ ι ◦ βg′(n)
= Ad(uθ;I0,I1) ◦ θ ◦ βg′(n)
= θI1 ◦ βg′(n) = βg′(n).
This completes the proof.
We fix intervals I−, I+ ∈ J such that I− < I0 < I+ and choose unitaries uθ,± = uθ,I0,I± and
Qβ,± = Qβ;I0,I± as above. We set uσβ ,± = uσβ ;I0,I± as in the above Proposition.
Lemma 4.19. Under the assumptions as above, we have
(i) c+(σβ, θ) = γg′(θ)(ι(Q
∗
β,−)) · c+(θ, γg′(θ)) · ι(Qβ,−).
(ii) c−(σβ, θ) = θ(ι(Qβ,+)∗) · c−(θ, θ) · ι(Qβ,+).
Proof. (i) By the definition of the G-crossed braiding, we have c+(σβ, θ) = γg′(θ)(u
∗
σβ ,−)uσβ ,−. We
also have c+(θ, γg′(θ)) = γg′(θ)(u
∗
θ,−)uθ,−. Using these formulas, we compute
c+(σβ, θ) = γg′(θ)(u
∗
σβ ,−)uσβ ,−
= γg′(θ)(ι(Q
∗
β,−)u
∗
θ,−)uθ,−ι(Qβ,−)
= γg′(θ)(ι(Q
∗
β,−)) · c+(θ, γg′(θ)) · ι(Qβ,−).
(ii) Using Lemma 3.9, we have c−(σβ, θ) = θ(u∗σβ ,+)uσβ ,+ and c
−(θ, θ) = θ(u∗θ,+)uθ,+. Using
these formulas, one can similarly get the equality.
For g ∈ G, λ ∈ ∆g′B (I0) and β ∈ ∆gA(I0), we denote by HomB(I0),A(I0)(ιλ, βι) the space of local
intertwiners {t ∈ A(I0) : tιλ(n) = βι(n)t for all n ∈ B(I0)}.
Theorem 4.20. Let g ∈ G, λ ∈ ∆g′B (I0) and β ∈ ∆gA(I0). Then we have the following.
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(i) HomA(I0)(α
g;+
λ , β) = HomB(I0),A(I0)(ιλ, βι).
(ii) HomA(I0)(α
−
λ , β) = HomB(I0),A(I0)(ιλ, βι).
In particular, we have the following ασ-reciprocity formula:
〈αg;+λ , β〉A(I0) = 〈λ, σβ〉B(I0) = 〈α−λ , β〉A(I0).
Proof. (i) Since αg;+λ acts as λ on B(I0), we get HomA(I0)(αg;+λ , β) ⊂ HomB(I0),A(I0)(ιλ, βι). Let
t ∈ HomB(I0),A(I0)(ιλ, βι). We set s = ι(t) ∈ HomB(I0)(θλ, σβ). To see t ∈ HomA(I0)(αg;+λ , β), it
suffices to show
tα
g;+
λ (v) = β(v)t.
Applying ι to the both sides and by Eq. (4.7), it is equivalent to the equality
sθ(c+(λ, θ)∗z∗g)ι(v) = ιβ(v)s.
By the properties of braiding Eq. (2.12) and Eq. (2.14) and the intertwining property of zg, we
have
sθ(c+(λ, θ)∗z∗g) = c
+(σβ, θ)
∗ · γg′(θ)(s) · z∗gc+(θ, θ).
We now compute
sθ(c+(λ, θ)∗z∗g)ι(v) = c
+(σβ , θ)
∗ · γg′(θ)(s) · z∗gc+(θ, θ)ι(v)
= c+(σβ , θ)
∗ · γg′(θ)(s) · z∗g ι(v)
= c+(σβ , θ)
∗z∗gθ(s)ι(v)
= c+(σβ , θ)
∗z∗g ιιι(t)ι(v)
= c+(σβ , θ)
∗z∗g ι(v)ι(t)
= c+(σβ , θ)
∗z∗g ι(v)s,
where we used Lemma 4.10 in the first line. Using (i) of the previous lemma and Lemma 4.10
again, we continue
c+(σβ, θ)
∗z∗gι(v)s = ι(Q
∗
β,−)c
+(θ, γg′(θ))
∗ · γg′(θ)(ι(Qβ,−)) · z∗g ι(v)s
= ι(Q∗β,−)c
+(θ, γg′(θ))
∗z∗gθ(ι(Qβ,−))ι(v)s
= ι(Q∗β,−)c
+(θ, γg′(θ))
∗z∗g ι(v)ι(Qβ,−)s
= ι(Q∗β,−)θ(z
∗
g)c
+(θ, θ)∗ι(v)ι(Qβ,−)s
= ι(Q∗β,−)θ(z
∗
g)ι(v)ι(Qβ,−)s = ι(Q
∗
β,−z
∗
gvQβ,−)s.
Since z∗gv = β˜g(v) = βI−(v) ≡ Ad(Qβ,I−) ◦ β(v), the last line is
ι(Q∗β,−z
∗
gvQβ,−)s = ιβ(v)s.
Thus we get sθ(c+(λ, θ)z∗g)ι(v) = ιβ(v)s, which is the desired equality. Therefore we showed the
equality HomA(I0)(α
g;+
λ , β) = HomB(I0),A(I0)(ιλ, βι).
(ii) The statement is checked similarly by using (ii) of the previous lemma.
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The last formulas follow from the Frobenius reciprocity, namely there is a linear bijection
between HomB(I0),A(I0)(ιλ, βι) and HomB(I0)(λ, σβ) by the Frobenius reciprocity. Explicitly, two
linear maps given by
HomB(I0),A(I0)(ιλ, βι) ∋ t 7→ ι(t)w ∈ HomB(I0)(λ, σβ), (4.9a)
HomB(I0)(λ, σβ) ∋ r 7→ v∗ι(r) ∈ HomB(I0),A(I0)(ιλ, βι), (4.9b)
are mutually inverses of each other. By (i) and (ii), we get the statement.
From the proof of last statement, we have the following corollary.
Corollary 4.21. Let g ∈ G and β ∈ ∆gA(I0). Then we have v ∈ HomA(I0)(σβ, αg;+σβ ) and v ∈
HomA(I0)(σβ , α
−
σβ
). As a consequence, σβ is a subobject of both α
g;+
σβ and α
−
σβ
.
Proof. Since σβ ∈ ∆g
′
B (I0) by Lemma 4.18 and 1 ∈ HomB(I0)(σβ, σβ), we have
v∗ ∈ HomB(I0,A(I0))(ισβ, βι).
Thus we have v ∈ HomA(I0)(β, αg;+σβ ) and v ∈ HomA(I0)(σβ, α−σβ ). The rest of the statement follows
from the fact that 1√
dι
· v is an isometry.
We stated Theorem 4.20 and Corollary 4.21 in terms of local intertwiner spaces. As in Sec-
tion 4.4, one can prove the global analogue of them.
4.7 Relative braiding
In this final subsection, we will see that the braiding of G−LocA can be given by the braiding of
G′−LocB. We first see the relation between the braiding on G′−LocB and induced endomorphisms.
Lemma 4.22. Let g, h ∈ G. For every ρ ∈ ∆g′B (I0), λ, µ ∈ ∆h
′
B (I0), and r ∈ HomB(I0),A(I0)(ιλ, ιµ),
we have the following:
(i) β˜g(r)c
+(ρ, λ) = c+(ρ, µ)αg;+ρ (r).
(ii) rc−(ρ, λ) = c−(ρ, µ)α−ρ (r).
(iii) γ˜h(α
−
ρ )(r)c
+(λ, ρ) = c+(µ, ρ)r.
Proof. (i) We set s = ι(r) ∈ Hom(θλ, θµ). Using the properties of braiding Eq. (2.12) and
Eq. (2.14), we compute c(ρ, θµ)ρ(s) in two ways:
c+(ρ, θµ)ρ(s) = γg′(s)c
+(ρ, θλ) = βg′(s)c
+(ρ, θλ)
= βg′(s) · γg′(θ)(c+(ρ, λ)) · c+(ρ, θ),
and
c+(ρ, θµ)ρ(s) = γg′(θ)(c
+(ρ, θ)) · c+(ρ, θ)ρ(s).
Thus we get
γg′(θ)(c
+(ρ, θ)) · c+(ρ, θ)ρ(s)c+(ρ, θ)∗ = βg′(s) · γg′(θ)(c+(ρ, λ)).
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Applying Ad(zg) to the both sides of the above equality, the left-hand side is
zg · γg′(θ)(c+(ρ, θ)) · c+(ρ, θ)ρ(s)c+(ρ, θ)∗z∗g = θ(c+(ρ, θ))zgc+(ρ, θ)ρ(s)c+(ρ, θ)∗z∗g
= θ(c+(ρ, θ)) · Ad(zgc+(ρ, θ)) ◦ ρ(s),
and the right-hand side is
zgβg′(s) · γg′(θ)(c+(ρ, λ)) · z∗g = zgβg′ι(r) · γg′(θ)(c+(ρ, λ)) · z∗g
= ιβ˜g(r)zg · γg′(θ)(c+(ρ, λ)) · z∗g
= ιβ˜g(r)zgz
∗
gθ(c
+(ρ, λ))
= ιβ˜g(r)θ(c
+(ρ, λ)),
where we used the intertwining property of zg Eq. (4.3). Hence we have
θ(c+(ρ, θ))Ad(zgc
+(ρ, θ)) ◦ ρ(s) = ιβ˜g(r)θ(c+(ρ, λ)).
We now apply ι−1 to both sides and get the statement.
(ii) The statement follows by using a similar argument to the one in (i). Set s = ι(r) ∈
Hom(θλ, θµ). Then we compute c−(ρ, θµ)ρ(s) in two ways as before:
c−(ρ, θµ)ρ(s) = sc−(ρ, θλ) = sθ(c−(ρ, λ))c−(ρ, θ),
and
c−(ρ, θµ)ρ(s) = θ(c−(ρ, µ))c−(ρ, θ)ρ(s).
Thus we get
θ(c−(ρ, µ))c−(ρ, θ)ρ(s) = sθ(c−(ρ, λ))c−(ρ, θ).
Applying ι−1, we get the statement.
(iii) Using (ii), we have r∗c−(γh(ρ), µ) = c−(γh(ρ), λ)α−γh(ρ)(r
∗). Taking ∗ and by the covariance
property Proposition 4.7, we get c−(γh(ρ), µ)∗r = γ˜h(α−ρ )(r)c−(γh(ρ), λ)∗. Since c−(γh(ρ), λ)∗ =
c+(ρ, λ) and c−(γh(ρ), µ)∗ = c+(ρ, µ) by the definition of c−, we get the statement.
Using the above lemma, we have the following commutative relation between induced endomor-
phisms.
Proposition 4.23. Let g, h ∈ G, λ ∈ ∆g′B (I0), and µ ∈ ∆h
′
B (I0). Then we have
Ad(c+(λ, µ)) ◦ αg;+λ ◦ α−µ = γ˜g(α−µ ) ◦ αg;+λ .
Proof. Since αg;+λ and α
−
µ act as λ and µ on B respectively, the equality holds on B. Thus it suffices
to show that
c+(λ, µ) · αg;+λ ◦ α−µ (v) = γ˜g(α−µ ) ◦ αg;+λ (v) · c+(λ, µ).
We recall that we have αg;+λ (v) = c
+(λ, θ)z∗gv and α−µ (v) = c−(µ, θ)∗v = c+(θ, µ)v. Using Proposi-
tion 4.7, we also have γ˜g(α
−
µ (v)) = α
−
γg′ (µ)
(v) = c−(γg′(µ), θ)∗v = c+(θ, γg′(µ))v. Then the left-hand
side is
c+(λ, µ) · αg;+λ ◦ α−µ (v) = c+(λ, µ)αg;+λ (c+(θ, µ)v)
= c+(λ, µ)λ(c+(θ, µ))c+(λ, θ)∗z∗gv,
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and the right-hand side is
γ˜g(α
−
µ ) ◦ αg;+λ (v) · c+(λ, µ) = γ˜g(α−µ )(c+(λ, θ)∗z∗gv) · c+(λ, µ)
= γg′(µ)(c
+(λ, θ)∗z∗g) · c+(θ, γg′(µ))vc+(λ, µ)
= γg′(µ)(c
+(λ, θ)∗z∗g) · c+(θ, γg′(µ))θ(c+(λ, µ))v.
Hence it is enough to check the equality
c+(λ, µ)λ(c+(θ, µ))c+(λ, θ)∗z∗g = γg′(µ)(c
+(λ, θ)∗z∗g) · c+(θ, γg′(µ))θ(c+(λ, µ)),
or equivalently
γg′(µ)(zgc
+(λ, θ)) · c+(λ, µ)λ(c+(θ, µ)) = c+(θ, γg′(µ))θ(c+(λ, µ))zgc+(λ, θ).
To see this, we compute the right-hand side
c+(θ, γg′(µ))θ(c
+(λ, µ))zgc
+(λ, θ) = c+(θ, γg′(µ))zg · γg′(θ)(c+(λ, µ)) · c+(λ, θ)
= γg′(µ)(zg) · c+(γg′(θ), γg′(µ)) · γg′(θ)(c+(λ, µ)) · c+(λ, θ)
= γg′(µ)(zg) · γg′(µ)(c+(λ, θ)) · c+(λ, µ)λ(c+(θ, µ)),
where we used the YBE Eq. (2.15) in the last line. Hence we get the desired equality, which
completes the proof.
Let g, h ∈ G, λ ∈ ∆g′B (I0), and µ ∈ ∆h
′
B (I0). Suppose that we have β, δ ∈ End(A∞) such
that β is a subobject of αg;+λ and δ is a subobject of α
−
µ . We denote corresponding isometries by
t ∈ Hom(β, αg;+λ ) and s ∈ Hom(δ, α−µ ). Then we define the operator
c+r (β, δ) = γ˜g(s
∗)γ˜g(α−µ )(t
∗)c+(λ, µ)αg;+λ (s)t.
Thanks to the above proposition, we have c+r (β, δ) ∈ Hom(βδ, γ˜g(δ)β). Using Lemma 4.22, one can
see the following.
Lemma 4.24. Under the notations as above, the following holds.
(i) c+r (β, δ) is a unitary.
(ii) c+r (β, δ) does not depend on the choie of λ, µ and isometries s, t in the following sense: If
there exist isometries t˜ ∈ Hom(β, αg;+
λ˜
) and s˜ ∈ Hom(δ, α−µ˜ ) for some λ˜ ∈ ∆g
′
B (I0) and
µ˜ ∈ ∆h′B (I0)m, then we have
c+r (β, δ) = γ˜g(s˜
∗)γ˜g(α−µ˜ )(t˜
∗)c+(λ˜, µ˜)αg;+
λ˜
(s˜)t˜.
Proof. (i) The statement can be checked by direct computation as in the proof of [4, Proposition
3.26].
(ii) This statement can also be checked by direct computation as in the proof of [6, Lemma
3.11].
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Let g, h ∈ G, β ∈ ∆gA(I0) and δ ∈ ∆hA(I0). In the rest of this subsection, we will see that
c+r (β, δ) coincides with the G-crossed braiding c
+(β, δ). We recall that β is a subobject of αg;+σβ and
δ is a subobject of α−σβ by Corollary 4.21. By the same corollary, c
+
r (β, δ) is given by
c+r (β, δ) =
1
(dι)2
· γ˜g(v∗)γ˜g(α−σδ )(v∗)c+(σβ, σδ)αg;+σβ (v)v.
To prove c+r (β, δ) = c
+(β, δ), we needs some preparations. Let us fix intervals I± ∈ J such that
I− < I0 < I+. As in Section 4.6, we choose unitaries uθ,± ∈ B∞ and Qβ,−, Qδ,+ ∈ A∞ such that
θI± = Ad(uθ,±) ◦ θ ∈ ∆eB(I±), βI− = Ad(Qβ,−) ◦ β ∈ ∆gAI− and δI+ = Ad(Qδ,+) ◦ δ ∈ ∆hA(I+).
Then we have
c+(σβ, θ) = γg′(θ)(ι(Q
∗
β,−)) · c+(θ, γg′(θ))ι(Qβ,−).
by (i) of Lemma 4.9. For the later use, we derive some formulas as below. By Proposition 4.18, we
have σδ,+ = Ad(uσδ ,+) ◦ σδ ∈ ∆hA(I+) with uσδ,+ = uθ,+ι(Qδ,+). Using Lemma 3.9, we find
c+(σβ, σδ) = γg′(u
∗
σδ ,+
)σβ(uσδ ,+)
= βg′(ι(Q
∗
δ,+)u
∗
θ,+)σβ(uθ,+ι(Qδ,+))
= βg′(ι(Q
∗
δ,+))c
+(σβ, θ)σβι(Qδ,+).
Moreover, we see
αg;+σβ (v)v = vβ(v) = vQ
∗
β,−βI−(v)Q
∗
β,−
= vQ∗β,−β˜g(v)Qβ,− = ιι(Q
∗
β,−)vβ˜g(v)Qβ,−
= ιι(Q∗β,−)vz
∗
gvQβ,− = ιι(Q
∗
β,−)θ(z
∗
g)vvQβ,−.
and
γ˜g(α
−
σδ
)(v)γ˜g(v) = γ˜g(v)γ˜g(δ)(v) = β˜g(v)γ˜g(δ)(v)
= z∗gvβ˜g ◦ δ ◦ β˜−1g (v) = z∗gvβ˜g(Q∗δ,+δI+ ◦ β˜−1g (v)Qδ,+)
= z∗gvβ˜g(Q
∗
δ,+β˜
−1
g (v)Qδ,+) = z
∗
g ι(β˜g(Q
∗
δ,+))vvβ˜g(Qδ,+)
= βg′ι(Q
∗
δ,+)z
∗
gvvβ˜g(Qδ,+).
We now prove the following theorem.
Theorem 4.25. Let g, h ∈ G, β ∈ ∆gA(I0), and δ ∈ ∆hA(I0). Then we have
c+r (β, δ) = c
+(β, δ)
where c+(β, δ) denotes the braiding on G−LocA.
Proof. Using the formulas above, we compute
(dι)2 · c+r (β, δ) = γ˜g(v∗)γ˜g(α−σδ )(v∗)c+(σβ, σδ)αg;+σβ (v)v
= γ˜g(v
∗)γ˜g(α−σδ )(v
∗)βg′(ι(Q∗δ,+))c
+(σβ , θ)σβι(Qδ,+)α
g;+
σβ
(v)v
= β˜g(Q
∗
δ,+)v
∗v∗zgc+(σβ , θ)σβι(Qδ,+)αg;+σβ (v)v
= β˜g(Q
∗
δ,+)v
∗v∗zgc+(σβ , θ)σβι(Qδ,+)vβ(v)
= β˜g(Q
∗
δ,+)v
∗v∗zgc+(σβ , θ)ιιβιι(Qδ,+)vβ(v)
= β˜g(Q
∗
δ,+)v
∗v∗zgc+(σβ , θ)vβ(v)β(Qδ,+).
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We will show that the middle part v∗v∗zgc+(σβ , θ)vβ(v) is equal to (dι)2 · 1. If this is the case,
then we have c+r (β, δ) = β˜g(Q
∗
δ,+)β(Qδ,+) = γ˜g(Q
∗
δ,+)β(Qδ,+) = c
+(β, δ) by Lemma 3.9, which is
the desired statement. Let us compute
v∗v∗zgc+(σβ , θ)vβ(v) = v∗v∗zg · γg′(θ)(ι(Q∗β,−)) · c+(θ, γg′(θ))ι(Qβ,−)vβ(v)
= v∗v∗zg · γg′(θ)(ι(Q∗β,−)) · c+(θ, γg′(θ))θ(z∗g)vvQβ,−
= v∗v∗zg · γg′(θ)(ι(Q∗β,−)) · z∗gc+(θ, θ)vvQβ,−
= v∗v∗θ(ι(Q∗β,−))c
+(θ, θ)vvQβ,−
= Q∗β,−v
∗v∗c+(θ, θ)vvQβ,−
= Q∗β,−v
∗v∗vvQβ,−
= (dι)2 · 1 .
This completes the proof.
Acknowledgments. The author wishes to express his gratitude to Yasuyuki Kawahigashi for
his constant support and many helpful comments. The author is supported by Leading Graduate
Course for Frontiers of Mathematical Sciences and Physics. He is grateful for their financial support.
References
[1] M. Bischoff. Construction of models in low-dimensional quantum field theory using operator
algebraic methods, 2012. PhD Thesis, University of Rome Tor Vergata.
[2] M. Bischoff, C. Jones, Y.-M. Lu, and D. Penneys. Spontaneous symmetry breaking from anyon
condensation. J. High Energy Phys., (2):062, front matter+41, 2019.
[3] M. Bischoff, Y. Kawahigashi, R. Longo, and K.-H. Rehren. Tensor categories and endo-
morphisms of von Neumann algebras—with applications to quantum field theory, volume 3 of
Springer Briefs in Mathematical Physics. Springer, Cham, 2015.
[4] J. Bo¨ckenhauer and D. E. Evans. Modular invariants, graphs and α-induction for nets of
subfactors. I. Comm. Math. Phys., 197(2):361–386, 1998.
[5] J. Bo¨ckenhauer and D. E. Evans. Modular invariants, graphs and α-induction for nets of
subfactors. II. Comm. Math. Phys., 200(1):57–103, 1999.
[6] J. Bo¨ckenhauer and D. E. Evans. Modular invariants, graphs and α-induction for nets of
subfactors. III. Comm. Math. Phys., 205(1):183–228, 1999.
[7] R. Brunetti, D. Guido, and R. Longo. Modular structure and duality in conformal quantum
field theory. Comm. Math. Phys., 156(1):201–219, 1993.
[8] C. D’Antoni, R. Longo, and F. Ra˘dulescu. Conformal nets, maximal temperature and models
from free probability. J. Operator Theory, 45(1):195–208, 2001.
30
[9] S. Doplicher, R. Haag, and J. E. Roberts. Local observables and particle statistics. I. Comm.
Math. Phys., 23:199–230, 1971.
[10] S. Doplicher, R. Haag, and J. E. Roberts. Local observables and particle statistics. II. Comm.
Math. Phys., 35:49–85, 1974.
[11] S. Doplicher and R. Longo. Standard and split inclusions of von Neumann algebras. Invent.
Math., 75(3):493–536, 1984.
[12] P. Etingof, S. Gelaki, D. Nikshych, and V. Ostrik. Tensor categories, volume 205 of Mathe-
matical Surveys and Monographs. American Mathematical Society, Providence, RI, 2015.
[13] K. Fredenhagen and M. Jo¨rß. Conformal Haag-Kastler nets, pointlike localized fields and the
existence of operator product expansions. Comm. Math. Phys., 176(3):541–554, 1996.
[14] F. Gabbiani and J. Fro¨hlich. Operator algebras and conformal field theory. Comm. Math.
Phys., 155(3):569–640, 1993.
[15] D. Guido and R. Longo. The conformal spin and statistics theorem. Comm. Math. Phys.,
181(1):11–35, 1996.
[16] F. Hiai. Minimizing indices of conditional expectations onto a subfactor. Publ. Res. Inst.
Math. Sci., 24(4):673–678, 1988.
[17] V. G. Kac, R. Longo, and F. Xu. Solitons in affine and permutation orbifolds. Comm. Math.
Phys., 253(3):723–764, 2005.
[18] Y. Kawahigashi, R. Longo, and M. Mu¨ger. Multi-interval subfactors and modularity of repre-
sentations in conformal field theory. Comm. Math. Phys., 219(3):631–669, 2001.
[19] R. Longo. Index of subfactors and statistics of quantum fields. I. Comm. Math. Phys.,
126(2):217–247, 1989.
[20] R. Longo. Index of subfactors and statistics of quantum fields. II. Correspondences, braid
group statistics and Jones polynomial. Comm. Math. Phys., 130(2):285–309, 1990.
[21] R. Longo. A duality for Hopf algebras and for subfactors. I. Comm. Math. Phys., 159(1):133–
150, 1994.
[22] R. Longo and K.-H. Rehren. Nets of subfactors. Rev. Math. Phys., 7(4):567–597, 1995.
Workshop on Algebraic Quantum Field Theory and Jones Theory (Berlin, 1994).
[23] R. Longo and J. E. Roberts. A theory of dimension. K-Theory, 11(2):103–159, 1997.
[24] R. Longo and F. Xu. Topological sectors and a dichotomy in conformal field theory. Comm.
Math. Phys., 251(2):321–364, 2004.
[25] V. Morinelli, Y. Tanimoto, and M. Weiner. Conformal covariance and the split property.
Comm. Math. Phys., 357(1):379–406, 2018.
[26] M. Mu¨ger. Conformal orbifold theories and braided crossed G-categories. Comm. Math. Phys.,
260(3):727–762, 2005.
31
[27] S. Neshveyev and L. Tuset. Compact quantum groups and their representation categories,
volume 20 of Cours Spe´cialise´s [Specialized Courses]. Socie´te´ Mathe´matique de France, Paris,
2013.
[28] V. Turaev. Homotopy quantum field theory, volume 10 of EMS Tracts in Mathematics. Euro-
pean Mathematical Society (EMS), Zu¨rich, 2010. Appendix 5 by Michael Mu¨ger and Appen-
dices 6 and 7 by Alexis Virelizier.
[29] F. Xu. New braided endomorphisms from conformal inclusions. Comm. Math. Phys.,
192(2):349–403, 1998.
[30] F. Xu. Algebraic orbifold conformal field theories. Proc. Natl. Acad. Sci. USA, 97(26):14069–
14073, 2000.
[31] F. Xu. Strong additivity and conformal nets. Pacific J. Math., 221(1):167–199, 2005.
32
