This paper presents a new way to acquire occupancy grid maps with mobile robots. Virtually all existing occupancy grid mapping algorithms decompose rhe highdimensional mapping problem into a collection of onedimensional problems, where the occupancy of each grid cell is estimated independently of others. This induces conjlicts that can lead to inconsistent maps. This paper shows how to solve the mapping problem in the original, highdimensional space, thereby maintaining all dependencies between neighboring cells. As a result, maps generated by our approach are ofen more accurate than those generated using traditional techniques. Our approach relies on a rigorous statistical formulation of the mapping problem using forward models. It employs the expectation maximization algorithm for estimating maps, and a Luplacian approximation to determine uncertainty.
Introduction
In the past two decades, occupancy grid maps have become the dominant paradigm for environment modeling in mobile robotics [4, 6, 7] . Occupancy grid maps are spatial representations of robot environments. They represent an environment by a fine-grained, metric grid of variables that reflect the occupancy of the environment. Once acquired, they facilitate various key aspects of mobile robot navigation, such as localization, path planning, collision avoidance, and people finding [l, 5,9].
Existing occupancy grid mapping algorithms suffer a key problem. They often generate maps that are inconsistent with the data, particularly in cluttered environments and when learned from sonar data. This problem is due to the fact that existing algorithms decompose the highdimensional mapping problem into many onedimensional estimation problems-one for each grid cell-which are then tackled independently. Figure 1 illustrates the problem graphically. In diagram (a), a passing robot might receive the (noise-free) range measurements shown in diagram (b). Inverse sensor models map these beams into probabilistic maps. This is done separately for each grid cell and each beam, as shown in diagrams (c) and (d). Combining both interpretations may yield a map as shown in diagram (e). Obviously, there is a conflict in the overlap region, indicated by the circles in this diagram. The interesting insight is: There exist maps, such as the one in diagram (0, which perfectly explain the sensor measurements without any such conflict. This is because for a sensor reading to be explained, it suffices to assume an obstacle somewhere in its measurement cone. Put differently, the fact that cones sweep over multiple grid cells induces important dependencies between neighboring grid cells. A decomposition of the mapping problem into thousands of binary estimation problems-as is common practice in the literaturedoes not consider these dependencies and therefore may yield suboptimal results. While this consideration uses sonar sensors as motivating example, it is easily extended to other sensor types that may be used for building occupancy maps, such as stereo vision [8] .
This paper proposes an alternative approach, which solves the mapping problem in the original, highdimensional space. In particular, our approach formulates the mapping problem as a maximum likelihood estimation problem in the high-dimensional space of all grid maps. The estimation is carried out using the expectation m imizarion algorithm (in short: EM) [2], which is a popular statistical tool. A key feature of our approach is its reliance on forward probabilistic models of sensors. Forward models describe the physics of sensors. This is in contrast to the literature on occupancy grid mapping, which typically invokes inverse models. To obtain a probabilistic map with uncertainty, we propose to apply a Laplacian approximation. Empirical results in high-noise regimes show that our approach yields considerably more accurate maps.
Occupancy Grids with Inverse Models
We begin with a brief review of the classical occupancy grid mapping algorithm [4, 71 to highlight its underlying assumptions. Let m be a map, mzy the occupancy of the grid cell (z,y) (a binary random variable), and let 2 = (21, . . . , zt } denote the sensors measurements from time 1 through time t along with the corresponding robot coordinates. Put probabilistically, occupancy grid maps seek to estimate the posterior probability over maps m given the data: p(mlz1,. . . , zt). However, the high dimensionality of maps m makes it difficult to estimate this posterior directly. Therefore, standard occupancy grid mapping decompose the problem into a collection of one-dimensional estimation problems p(mxyJzl,. . . ,a), one for each grid cell mxy . Calculating these one-dimensional posteriors is tractable.
A common approach is to represent the posterior using 
This assumption is valid in static environments with a nonchanging map. It will also be made by our approach. However, by virtue of the grid decomposition, occupancy grid maps make a much stronger assumption: They assume conditional independence given knowledge of an individual grid cell mzy:
This is an incorrect assumption even in static worlds, since sensor measurements (e.g.. sonar cones) sweep over multiple grid cells, all of which have to be known for obtaining independence. Overcoming this assumption is the motivating factor behind this research.
3 Occupancy Grids with Forward Models
Forward Models
Our alternative approach sidesteps this independence assumption by using forward models. Forward models describe the physics of the environment, from causes (occupancy) to effects (measurements). They will be denoted p(zlm), where z is a measurement and m is the map.
Our forward model is a mixture model specific to range finders, such as sonar sensors. Often, a measurement corresponds to an object in the sensor's perceptual cone. Suppose the generic probability that an occupied grid cell may be detected is given by Phit. Sonars typically report the nearest such detection. Thus, multiple occupied grid cells in a sonar cone induce a geometric distribution with parameter %it. Our model convolves this geometric distribution with a Gaussian with zero mean and variance U to account for small measurement errors. A second situation modeled by our forward model is that of failure to detect an object altogether. The resulting measurement is assumed to be random. In our model, failures of this type may happen with probability prand. and a sonar cone. Two of the obstacles overlap with the cone. with probability the measurement is random. The probability for detecting the nearer of the two obstacles is (1 -prand) . %it ; however, with probability (l-prmd) . (I-phit) the robot fails to detect the nearer obstacle. It may then detect the second obstacle, which will happen with probability (l-prmd) -(1-%it) .%it. 0th-erwise, its sensor will have missed both obstacles and return a max-range reading, which happens with probability
shows the corresponding probability density function p(zlm). Clearly visible are two high-probability peaks, which correspond to the two obstacles in the cone. A third peak at the max-range of the sensor models the case that neither obstacle is detected. Obviously, this model is simplistic, and more detailed physical models will likely yield better results. Nevertheless, it is sufficient to yield good results, as illustrated further below in this paper.
To turn these considerations into a concrete mathemati- denote the distances to these obstacles computed with ray tracing and ordered in increasing order. If the measurement is entirely random (failure), we obtain a uniform distribution:
Finally, the sensor measurement might be caused by missing all obstacles in the cone, hence becomes a max-range reading zmax, convolved with Gaussian noise:
Putting all these distributions together gives us the following forward model: (7) Equation (7) presupposes knowledge of the comspondence, which in practice we do not have. It is therefore convenient to calculate the joint probability over measurements and correspondences Ci:
Here p(Cilm) = p(Ci) is the prior over correspondences.
This prior arises from our consideration above, where we described the different causes of sensor measurements:
The resulting joint probability p(x,, C;lm) implements a simplistic generative model of sonar measurements, factoring in different causes of range measurements through the correspondence variables.
Expected Data Log-Likelihood
The definition of the forward model enables us to define the data likelihood-which will be maximized to recover the map. Exploiting the static world assumption, the likelihood of the data 2 and all correspondences C is given by theproductp(2, Clm) = &p(zi, Cilm), or in logarithmic 
Finding Maps via EM
A common way to optimize functions with latent variables is the expectation maximization algorithm (in short: EM) [2] . EM is an iterative algorithm that gradually maximizes an expected log-likelihood. The optimization begins with an entirely unoccupied map m. EM then iterates two steps, an expectation step (E-step) and a maximization step (M-step), thereby gradually increasing the likelihood of the data until a local maximum is reached.
The E-step calculates the expected correspondences for a given map m. These expectations are simply the probabilities for each of the possible "causes" of the sensor measurements: The M-step generates a new map for a fixed set of expectations E[ci,k]. This is done by minimizing (12). The maximization of this expression is performed by hill climbing in the space of all maps. More specifically, the (discrete) occupancy of individual grid cells is flipped' whenever doing so decreases the target function (12). This discrete search is terminated when no additional flipping can further decrease the target function. It is easy to show that our algorithm terminates after finitely many steps. In practice, we found that maximizing (12) takes only a few seconds on a low-end PC, for the types maps shown in this paper. Together, the E-and the M-step perform hill climbing in the space of all maps, by maximizing the likelihood of the data. EM may terminate in a non-global maximum, although in our experiments we never observed this to be the case. The resulting map is a maximum likelihood map generated via forward models, which is not subject to the intercell independence assumption that conventional occupancy grid algorithms make.
Modeling Map Uncertainty
In many applications we would like to know how certain we are in the map. This is an important feature of conventional occupancy grid maps, which calculate a posterior probability of occupancy. EM, on the other hand, calculates only a single map and not an entire posterior. Our approach approximates the residual uncertainty by a Laplacian method. The basic idea is to calculate the second derivative (cwature) of the log-likelihood function (11) with respect to changes in occupancy of individual g i d cells:
. Since maps are discrete, the derivative is approximated by the discrete difference The absolute values of this difference approximates the uncertainty in the grid cell. It can be viewed as a discrete sensitivity analysis of the final map. When building an uncertainty map, these values are 'translated' into posterior probabilities using a simple ad-hoc algorithm.
Experimental Results
Our approach was successfully applied to learning grid maps using simulated and real robot data. In the realworld experiments, pose estimates we obtained via a separate mapping algorithm described in [ 101.
Simulation results: Figure 3 shows the standard occupancy grid maps exhibit stripes in the map that are almost perpendicular to the wall. These stripes result from measurements that hit the wall at steep angles.
Real world results:
Experiments with two real-world data sets, collected with a RWI B21 robot in an office environment, validate the findings of our simulation experiments. Results are shown in Figures 4 and 5 . Figure 4 compares the standard occupancy grid mapping algorithm (diagram (a)) to the one using forward models (diagram (b)). Our approach correctly identifies two narrow doors, which are missed by the standard approach. Several dots in the Laplacian map stem from the fact that a person walked by the robot during data collection. This highlights one of the nice features of standard occupancy grid maps, which typically do not show traces of people as long as they do not remain at a single location in the majority of measurements. Our approach appears to be more sensitive to such violations of the static world assumption, in its attempt to maximize the lielihood of the data. 
Discussion
This paper proposed a new approach for generating occupancy grid maps. Our approach relies on physical forward models, instead of the inverse models that are commonly used for learning occupancy grid maps. Instead of breaking down the map learning problem into a multitude of independent binary estimation problems-as done by virtually all existing occupancy grid mapping algorithms-our approach searches maps in the highdimensional space of all maps. To perform this search, we have adopted the popular EM algorithm to the map estimation problem. Uncertainty maps are finally obtained by applying a Laplacian approximation to the maximum likelihood map found by EM.
The advantage of our new approach is two-fold: First, we conjecture that forward models are more natural to obtain than inverse models, since forward models are descriptive of the physical phenomena that underly the data generation. Second, and more importantly, our approach yields more consistent maps in many situations. This is because it does not rely on a cell-wise independence assumption, and instead treats the mapping problem for what it is: A search in a high dimensional space. The disadvantage of our approach, on the other hand, is an increased sensitivity to changes in non-stationary environments; such environments violate a basic independence assumption that in fact underlies both occupancy grid mapping paradigms. A second disadvantage is a need to go through the data multiple times, which prohibits its use in real-time applications.
Experimental results illustrate that more accurate maps can be built in situations with seemingly conflicting sensor information. Such situations include environments with narrow openings and environments were sonars frequently fail to detect obstacles. These advantages are somewhat set of by our approach's increased sensitivity to environment dynamics, such as a person walking nearby the robot.
There are several opportunities for follow-up research We believe that our approach can be extended into a concurrent mapping and localization approach etry can be compensated by such an extension; however, no experimental results are currently available. A different direction of research involves the estimation of environment dynamics. Such dynamics are relatively easily modeled in the forward modeling approach, which describes the physics of the world-as opposed to its inverse. Finally, a worthwhile goal would be the extension to real-time optimization algorithms, so that maps can be generated as the robot moves.
