High-order numerical methods for layer potential evaluation by Wala, Mateusz Michal




Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Computer Science
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2019
Urbana, Illinois
Doctoral Committee:
Associate Professor Andreas Klöckner, Chair and Director of Research
Professor Luke Olson
Professor Paul Fischer
Professor Leslie Greengard, New York University
ABSTRACT
This thesis addresses a number of obstacles in the practical realization of integral equation methods for
boundary value problems of elliptic partial differential equations. Layer potentials play a central role in the
integral equation formulation of boundary value problems. However, the numerical evaluation of layer
potentials presents significant practical challenges associated with issues of singular/near-singular quadrature
and efficient scaling.
Quadrature by Expansion (QBX) is a quadrature method that addresses many of the issues encountered in
the evaluation of layer potentials, by providing a high-order and kernel/dimension independent quadrature
scheme that is also acceleration-compatible, i.e., able to be integrated with a fast summation scheme to
reduce the cost of O(N2) pairwise interactions to O(N). The focus of the first part of this thesis is an
acceleration scheme for QBX based on the Fast Multipole Method (FMM) that provides both high
performance and strong accuracy guarantees for mathematical control over the error introduced by
acceleration. The scheme extends to both two and three dimensions and Laplace and Helmholtz kernels. The
contribution in this thesis also includes a geometry processing framework to prepare arbitrary smooth
geometries for accurate quadrature with QBX, a comprehensive complexity and error analysis of the
algorithm, and a cost model and study of key optimizations.
This thesis also considers the application of layer potentials to the problem of numerical conformal
mapping. It is shown how there is a strong connection between the double-layer potential and the
Faber/Faber–Laurent polynomials, which are polynomials closely related to the series expansion of the
Riemann map. From this, a scheme for computing the Riemann map of a piecewise smooth Jordan domain is
devised. This latter work also provides an insight into the convergence behavior of QBX.
Finally, this thesis describes a software abstraction for the design and implementation of time integration
algorithms for the solution of initial value problems. This abstraction, Dagrt, has two aims. The first is a
representation that decouples the mathematical specification of a time integration algorithm from its
realization in a particular programming model, and the second is to give the user control over implementation
details. We demonstrate the capabilities of this abstraction by presenting Leap, a collection of pre-written
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CHAPTER 1: INTRODUCTION
Integral equation methods for the solution of boundary value problems of elliptic partial differential
equations offer a number of numerically attractive properties, including boundary-only discretizations for
homogeneous problems, seamless treatment of exterior problems, and mesh-independent conditioning.
However, their effective numerical realization presents a number of technical challenges. A key prerequisite
for the use of these methods is the scalable and accurate evaluation of layer potentials on, near, and away
from the source layer. This in turn involves singular and near-singular quadrature and so-called fast
algorithms (like the Fast Multipole Method) to facilitate the evaluation of O(N2) interactions in linear or
near-linear time. To maintain accuracy and efficiency, both aspects need to be well-integrated, and, as a unit,
have well-understood error behavior.
1.1 INTEGRAL EQUATIONS AND QUADRATURE BY EXPANSION











|x− y| , d = 3,
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2π
log|x− y|, d = 2.
(1.1)
Consider a bounded smooth domain Ω ⊆ Rd with boundary Γ = ∂Ω. The single-layer potential integral












Here, ν̂(x) is the unit normal to Γ at x, and the notation ∂G(x,y)∂ν̂(x) refers to the directional derivative of the
function taken in the x-variable, in the normal direction of x.
The capability of evaluating such layer potentials can be used for the solution of boundary value problems
for homogeneous PDEs. We demonstrate this by the following example. Consider, for specificity, the exterior
Neumann problem in two or three dimensions for the Laplace equation:
△u(x) = 0 x ∈ Rd \ Ω, (1.4)
lim
h→0+
ν̂(x) · ∇u(x + hν̂(x)) = g(x) x ∈ Γ, (1.5)
lim
|x|→∞
u(x) = 0. (1.6)
By representing the solution u in terms of a single layer potential u(x) = Sµ(x) with an unknown density
function µ, we obtain that the Laplace PDE and the far-field boundary condition are satisfied by u. The
Portions of this chapter appear in the paper ‘A fast algorithm with error bounds for Quadrature by Expansion,’ published in
JCP [1].
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remaining Neumann boundary condition becomes, by way of the well-known jump relations for layer
potentials (see [2, Theorem 6.28]) the integral equation of the second kind
−µ
2
+ S ′µ = g. (1.7)
The boundary Γ and density µ may then be discretized using piecewise polynomials and, using the action of
the normal derivative S ′ of S, iteratively solved for the unknown density µ. Once µ is known, the
representation of u in terms of the single-layer potential may be evaluated anywhere in Rd \ Ω to obtain the
sought solution u of the boundary value problem.
Quadrature by Expansion (‘QBX’) is an approach to singular and near-singular quadrature in the setting
of layer potential evaluation that is kernel- and dimension-independent. QBX makes use of the fact that the
layer potential is analytic and accurately resolved via regular quadrature methods for smooth functions (such
as Gaussian quadrature) when the target point is sufficiently far away from the surface. Accuracy in the near
or on-surface regime is recovered through analytic continuation by ways of an appropriate ‘local’ expansion
mechanism, such as Taylor expansions or expansions in spherical harmonics, about a center in the
well-resolved regime.
1.2 STATE OF THE FIELD OF ACCELERATED QUADRATURE FOR LAYER POTENTIALS
Since the earliest days of the numerical use of integral equation methods [3], acceleration of the otherwise
quadratic (in the number of degrees of freedom) runtime of the associated matrix-vector products has been a
concern. If no acceleration is used and N is the number of degrees of freedom, the integrals of the layer
potential must be evaluated from scratch for each of O(N) target points, where each such integration
involves evaluation of the integrand at O(N) quadrature nodes.
Acceleration approaches range from custom methods based on the hierarchical decomposition of curves [4]
to evaluation methods [5] based on Barnes-Hut-style [6] tree codes. In these methods, the coexistence of
quadrature and acceleration is a pervasive concern. When used to solve PDE BVPs as described above, layer
potential evaluation may be viewed as two distinct tasks: First, evaluation of the potential on the surface
itself as required for the solution of the integral equation to obtain the density, and, second, evaluation of the
potential in the volume to obtain the actual solution of the boundary value problem. Kussmaul-Martensen
quadrature [7, 8] as a representative of singularity subtraction techniques, the polar coordinate transform [2]
as a representative of singularity cancellation techniques, or Generalized Gaussian quadrature [9] are
examples of a quadrature scheme only suited to the evaluation of (weakly) singular on-surface layer potential
integrals.
Meanwhile, the evaluation of layer potentials in the volume is in principle straightforward as no singular
integrals are involved, for example by adaptive quadrature. Careful management of accuracy that avoids
dramatic performance degradation however is less straightforward to achieve [10,11]. QBX, as a quadrature
scheme, unifies on-surface and off-surface evaluation [12] with only minor accommodations, and we would like
to retain this feature of the method in its accelerated version.
Beyond this overview, we will not attempt to review the vast literature on singular quadrature
(e.g. [13–36]). We instead refer the reader to [37] for a rough overview. Here, we will continue by focusing
instead on approaches to combining singular quadrature with a fast algorithm into a single scheme.
Most schemes intended for use of quadrature when the number of evaluation or source points is large, such
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as for the application of layer potentials, feature an acceleration component. A useful tool for this has been
the Fast Multipole Method [38], e.g. in [26]. A variety of other acceleration methods have been utilized, such
as fast direct solvers (e.g. [39]), recursive compressed inverse preconditioning [13], particle-mesh Ewald
summation (e.g. [40]), or methods based on the Fast Fourier Transform (e.g. [17]). The use of
hierarchically-based fast algorithms for the evaluation of layer potentials considerably predates the Fast
Multipole Method itself, such as Rokhlin’s early work aimed squarely at accelerated quadrature [4]. Within
the framework of the Fast Multipole Method, quadrature methods that require special treatment of near
interactions often proceed by replacing the direct interactions (of ‘List 1’ in the FMM) with their own
procedure. Unfortunately, no guarantees of geometric separation between source and target can be derived
from membership in List 1, and so methods requiring this may subtract out unwanted interactions already
mediated by the FMM, at an additional computational cost.
With regards to the acceleration of QBX, early work [37,41] remarked on the apparent ease with which
QBX might be integrated into Fast Multipole-type algorithms, by slightly modifying the algorithm to yield
local expansions containing contributions from the entire source geometry in what has come to be called
global QBX. First steps towards the realization of such an integration were soon made, first in unpublished
work. These early attempts were plagued by uncontrolled and poorly-understood accuracy issues. An initial
approach to recovering accuracy through an increase of the FMM order [42, 43] succeeded, but provided only
empirical evidence for its accuracy. We refer to this order-increase scheme as the ‘conventional QBX FMM’
throughout this text. QBKIX [44] (Quadrature by Kernel-Independent Expansion) emerged as a related,
global QBX-based numerical method that is built upon the machinery of kernel-independent Fast Multipole
Methods [45].
QBX may also be operated as a local correction applied in the near-field of an FMM, as described above.
These schemes, broadly classified as local QBX [12,43,46], are algorithmically much simpler than global QBX
since a fast algorithm for point potential evaluation may be used largely unmodified. However, to allow the
transition between QBX-regularized near-field and point-potential far-field to occur without loss of accuracy,
schemes based on local QBX generically require very high QBX expansion orders, which in turn requires a
large amount of oversampling. Recent work [46] has been seeking to mitigate the computational cost of this
effect.
1.3 CONTRIBUTIONS OF THIS THESIS
The contributions of this thesis reflect work on the areas of integral equations and time integration. The
research that makes up this thesis is a combination of theoretical results and software implementation. The
first major theme of this work is the design of algorithms for the evaluation of layer potentials. The
GIGAQBX algorithm presented in Chapters 3–5 facilities the fast, high-order, kernel, and dimension
independent evaluation of layer potentials, while Chapter 6 presents a novel application of layer potentials to
conformal mapping. A second common theme of this work is the emphasis on high-order numerical methods.
Such methods are useful and interesting for a number of reasons. First, software realizations of high-order
algorithms tend to be compute-bound rather than memory-bound, making these methods well-suited to the
capabilities of modern hardware. Second, the mathematical and software correctness of high-order methods
can be corroborated or refuted by experiment through numerical evidence demonstrating or refuting
high-order convergence, ensuring confidence in the correctness of the resulting scheme.
3
1.3.1 The GIGAQBX Algorithm
The contribution that makes up the bulk of this thesis is concerned with presenting a version of a global
QBX-based FMM coupling that provides rigorous error bounds, thus providing one approach for a
compatible coupling of a singular quadrature rule with acceleration. To accomplish this, we make substantial
modifications to the Fast Multipole Algorithm itself. We list these comprehensively in Section 3.2.3. Some
versions of some of these modifications have been discussed in the literature, though in contexts unrelated to
layer potential evaluation. For example, we restrict the set of allowable multipole-to-local translations to be
between boxes separated by a distance of at least twice their own size. Greengard already discusses the
possibility of such a modification, in the context of a three-dimensional generalization of the FMM, in his
thesis work [47]. We also introduce the notion of sizing for targets, to accommodate the unique requirements
of global QBX centers. A related need emerged in the chemical physics community, where Coulomb
interactions between (extent-bearing) ‘clouds’ of charge need to be evaluated [48], though the algorithm
ultimately constructed is substantially different from ours.
We refer to our algorithm as GIGAQBX (‘GeometrIc Global Accelerated QBX’), to contrast with prior
versions of the scheme. We take the point of view that the cumulative error in an accelerated QBX scheme
effectively splits into three additive components: the truncation error from the analytical truncation of
expansions, the quadrature error from the use of high-order quadrature to evaluate the integrals for the
expansion coefficients, and the acceleration error (or FMM error) which refers to the FMM’s achieved
accuracy in approximating the output of the non-accelerated scheme. This interpretation allows us to rely on
the existing body of work establishing bounds on the truncation and quadrature components of the error
(e.g. [41, 42,49,50]). A complicating factor for the FMM error analysis is that traditional FMM error
estimates apply only to the approximation of potentials at point-shape targets, whereas our version of these
estimates must account for the approximation of a local expansion and its accuracy when evaluated as an
approximation to the potential. The FMM error in this setting is not as well-studied.
Concerning this contribution, Chapter 2 presents mathematical preliminaries regarding layer potentials,
fast multipole methods, and QBX. Chapter 3 presents the GIGAQBX algorithm in two and three dimensions
as well as its complexity analysis and numerical experiments. Chapter 4 discusses the accuracy of the
GIGAQBX FMM, and Chapter 5 presents further results concerning optimizations and cost modeling of the
FMM.
1.3.2 Integral Equation Method for Conformal Mapping
A novel, high-order FMM-accelerated method for conformal mapping method based on the Faber
polynomials is the subject of Chapter 6. The original motivation for the work in Chapter 6 was a better
understanding of the truncation error involved in QBX, to can enable the use of tools based on the theory of
collectively compact operators [2, Sec. 10.3]. Current work on truncation error for QBX [41] is insufficient to
establish collective compactness of QBX because the estimate for the truncation error treats QBX as an
operator of the form Cp(Γ)→ C0(Γ), where Γ is the boundary of the domain under consideration, while, for
collective compactness, regarding QBX as an operator whose domain and codomain are the same Banach
space would be more mathematically convenient. To establish/refute the collective compactness of QBX as
an operator on (e.g.) C0(Γ)→ C0(Γ), it was clear that an approach was needed that relied on more subtle
characterizations of QBX behavior on density functions than current work. As part of this work, we analyzed
the behavior of QBX on various density functions on the interiors of simple domains for the double-layer
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potential operator D. This operator D takes the following form in two dimensions:





∂log |y − x|
∂ν̂(y)
ds(y), x ∈ C. (1.8)
For certain densities, we found that the truncation error of the QBX series was zero. We realized that these
densities ought to be the ones that give rise to harmonic polynomial functions on this interior of the domain,
as QBX acts as a local polynomial approximation to the potential. It seemed that a simple characterization
of the densities that led to harmonic polynomials was not immediately obvious, but would be of use.
The result of this work is that Lemma 6.1 in this chapter characterizes the density functions that give rise
to harmonic polynomials for the double-layer operator. The following proposition, a direct consequence of
this lemma, gives an insight into the convergence behavior of QBX. Because QBX forms a local polynomial
approximation to the potential, observe that the proposition identifies a basis of density functions for which
QBX is exact, i.e. the expansion incurs no truncation error.
Proposition 1.1. (QBX-exact basis of density functions for D) A function f : Ω→ R in the interior of a
Jordan domain Ω ⊆ R2 is a harmonic polynomial of degree m if and only if f = Dσ, where the density





λk cos(kθ(x) + µk) (1.9)
for some coefficients λk, µk ∈ R, where θ : ∂Ω→ R/(2πZ) is the boundary correspondence for the exterior
Riemann mapping function of the domain.
The special case m = 1 of this proposition leads to a uniquely solvable second-kind integral equation for
the boundary correspondence of the Riemann map, which naturally results in a method for conformal
mapping. One can derive a similar result for the mapping function for the interior, based on the related
‘Faber-Laurent’ polynomials.
Another interesting consequence of this work is the connection it raises between Faber polynomials and the
double-layer operator in two dimensions. Compared with existing work on integral equations for conformal
mapping [51,52], this method developed in Chapter 6 is the only one that appears to make explicit use of
this connection. The Faber polynomials are a classical basis of polynomials from approximation theory [53],
which can be used to expand a harmonic function in a globally convergent series inside a (sufficiently smooth)
Jordan domain, in a near-optimal polynomial approximation [54,55], and have previously been applied
numerically for that purpose [56]. Recently, Jung and Lim [57] found a self-adjoint matrix representation of
the double-layer operator in terms of powers of the exterior boundary correspondence, and applied this
representation to the solution of a transmission problem. It is quite possible that further use of this basis will
yield insights into the spectral and convergence behavior of QBX for the double-layer operator, including the
resolution of the question of collective compactness.
1.3.3 Code Generation for Time Integration
The context of this work is time-dependent PDE solvers with a ‘method of lines’ semi-discretization in
which the solution along the time dimension is described by an initial value problem. In this work, we focus
on the time integration component. Existing approaches for time integration in this setting, based either on
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tightly integrated project-specific implementations or else using an off-the-shelf library for time integration,
suffer from a lack of flexibility, making it difficult e.g. to switch between different time integration algorithms.
In the case of library code, efficiency may suffer from having to make copies of internal state. On the other
hand, it is not immediately obvious how to improve upon this situation, as the time integration layer may be
deeply integrated into the main loop, presenting large challenges for software automation.
Chapter 7 presents Leap and Dagrt, which provide respectively a library of time integrators and a
description language and code generation system for time integration algorithms, as our solution to the
above-mentioned issues. The audience of these tools is twofold: authors of complex time integration schemes
and large-scale users of time integration software. This work aims to achieve two primary end results. The
first is the design of a representation that decouples the mathematical specification of a time integration
algorithm from its realization in a particular programming model. The second is, through code generation,
providing the user complete control over fine-grained issues such as memory management or implicit solves,
allowing a user to generate a custom an implementation of a time integration algorithm that offers more
flexibility and efficiency than library code.
6
CHAPTER 2: PRELIMINARIES
This chapter presents mathematical background concerning layer potentials, QBX, and fast multipole
methods. We also introduce several pieces of notation used in the remainder of this thesis. The material in
this chapter is standard and does not consist of new contributions. To avoid needless repetition, the
presentation is done mostly in dimension d = 3, but all statements presented in this section apply sufficiently
generalized to both two and three dimensions.
2.1 LAYER POTENTIALS
The main use of layer potentials is in the solution of boundary value problems for homogeneous elliptic
PDEs. For the sake of exposition, we consider the solution of the exterior Neumann problem in three
dimensions, for a smooth, bounded, simply or multiply-connected domain Ω with boundary ∂Ω = Γ. For
continuous Neumann data g, the boundary value problem is to find a function u : R3 \ Ω→ R such that
△u(x) = 0 x ∈ R3 \ Ω, (2.1)
lim
h→0+
ν̂(x) · ∇u(x + hν̂(x)) = g(x) x ∈ Γ, (2.2)
lim
|x|→∞
u(x) = 0. (2.3)
The notation ν̂(x) refers to the outward-facing unit normal vector at x. The method under consideration
here lends itself to the solution of a considerably broader family of boundary value problems, including
problems featuring Dirichlet or Neumann boundary conditions, interior or exterior domains, and two or three
ambient dimensions [2].
We represent the solution of the problem by means of layer potentials. In the remainder of this thesis, we
will use | · | to denote the Euclidean (ℓ2) norm unless otherwise specified. Recalling the Green’s function for
the Laplace equation,
G(x,y) = (4π)−1|x− y|−1, (2.4)












With the aid of these operators, we represent the solution u as
u := Sµ (2.7)
using an unknown density µ : Γ→ R. By differentiation under the integral sign, any function of the form Sµ
Portions of this chapter appear in the paper ‘A fast algorithm for Quadrature by Expansion in three dimensions,’ published in
JCP [58], as well as the paper ‘Optimization of fast algorithms for Quadrature by Expansion using target-specific expansions,’
accepted in JCP [59].
7
satisfies the Laplace PDE in the exterior of Ω, and by considering the asymptotic behavior of the Green’s
function G, it also automatically satisfies the far-field decay conditions.
We enforce the Neumann boundary conditions on this representation as follows. The classical jump




ν̂(x) · ∇u(x + hν̂(x)) = S ′µ(x)∓ 1
2
µ(x) (x ∈ Γ). (2.8)
Thus, to satisfy the boundary condition, µ needs to solve the following second kind integral equation:
g =
(




As a result of the Fredholm theory for second kind integral equations one obtains that the solution to this
equation is unique and continuously dependent on g [2, Thm. 6.28, 6.30]. Under a suitable discretization, this
equation provides the basis for numerical methods for solution of the exterior Neumann problem.
In what follows, we use the notation
B(c, r) := {y ∈ Rd : |c− y| < r} (2.10)
to denote the open Euclidean ball around center c with radius r. B(c, r) denotes the closure of that ball. We
use the following notation for the open cube around c with radius r:
B∞(c, r) := {y ∈ Rd : |c− y|∞ < r} (2.11)
B∞ (c, r) denotes the closed cube of radius r centered at c.
2.2 HIGH-ORDER QUADRATURE FOR SMOOTH FUNCTIONS
The primary concern of this thesis is the numerical evaluation of layer potentials such as the single layer
potential (2.5) anywhere in R3, including near or on the surface Γ. A natural but ultimately deficient
approach to this problem uses smooth composite quadrature. In this approach, the surface is assumed to be






Each element Γk is parametrized by a smooth mapping function Ψk : E → R3 from a reference element E in
the plane. We assume that the mapping Jacobian Ψ′k has full rank everywhere. Then, with the use of an
M -point quadrature rule defined over the reference element with weights {wi}Mi=1 and nodes {yi}Mi=1, the















wi · µ(Ψk(yi)) · G(x,Ψk(yi)) · |(∂e1Ψk × ∂e2Ψk)(yi)| . (2.14)
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For points x far from the surface Γ, the integrand is a smooth function favorable to numerical treatment
with conventional quadrature rules for smooth functions on plane regions. However, for x near to the surface,
the quadrature error is at worst unbounded due to near-singularity of the Green’s function term in the
integrand, which necessitates a massive increase in quadrature order to resolve (see the discussion in,
e.g. [12]). This effectively prevents the practical use of traditional high-order composite quadrature for these
integrands as an evaluation strategy in a neighborhood of the surface, where the size of the neighborhood
depends on the size of the element, the quadrature order, and the desired accuracy [37].
2.3 FAST MULTIPOLE METHODS
Computationally, the task of quadrature for layer potentials may be regarded as the evaluation of a ‘point’





wjG(xi,yj) (i = 1, . . . ,M). (2.15)
representing a potential due to the quadrature nodes (cf. (2.14)). Evaluation of potentials of the form (2.15)
according to the direct formula takes O(MN) work for N sources and M target points. Using the Fast
Multipole Method (FMM, [60]), evaluation of the potential can be accelerated to O(N +M) complexity.
Two key ingredients combine to form the FMM: the mathematical apparatus of multipole and local
expansions, and the computational apparatus of a hierarchical decomposition of the domain.
An expansion (multipole or local) mediates the potential from a source to a target via an expansion center.
Functionally, an expansion may be identified with a finite vector of expansion coefficients applied to a set of
basis functions. An example of an expansion can be seen by first considering the multivariable Taylor
polynomial approximation to the Laplace Green’s function G. Using multi-index notation, the p-th order




(∂αc G(c,y)/α!) (x− c)α (2.16)
where the summation is taken over multi-indices α ∈ N30. Assume |x− c| < |y − c|. One can interpret (2.16)
in two ways. If one views the particle y as the source particle and x as the target, one gets a local expansion,
in which the target is closer to the center than the source; in this case, the basis functions are polynomials in
the target point x and the coefficients are derivatives of G(c,y). On the other hand, if y is viewed as the
target and x is the source, one obtains the multipole expansion, where the basis functions are G and its
derivatives, and the expansion coefficients are polynomials in x. In the multipole expansion, the evaluation
target is farther from the center than the source.
The computational domain for the FMM is a tree structure (quadtree in two dimensions, or octree in three
dimensions) over the set of particles, where each box in the tree is repeatedly subdivided until there are no
more than a fixed constant nmax > 0 particles per box. Relative to a box b, the potential may be split so that
ϕ = ϕnear,b + ϕfar,b, (2.17)
where ϕnear,b is the ‘near-field’ consisting of the potential due to the sources contained by b and its
same-level nearest neighbors, and ϕfar,b is the ‘far-field’ consisting of the potential due to the sources farther
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away than the same-level nearest neighbors. The near-field evaluations are performed ‘directly’ by the FMM,
mainly through the use of point-to-point evaluation. In contrast, through the propagation of multipole and
local expansions throughout the tree, the FMM forms a local expansion that approximates the far-field inside
each box. Translation operators are responsible for shifting the center of expansions and for converting
multipole expansions into local expansions.
The work in the FMM can be partitioned into an upward phase, downward phase, and four interaction lists.
In the upward phase, multipole expansions are formed due to the sources at the leaf (childless) boxes and
subsequently shifted to the ancestor boxes, so that each box contains a multipole expansion due to the
sources inside it. In the downward phase, local expansions (obtained from ‘List 2’ and ‘List 4’, as described
below) are shifted from ancestors to children to obtain the far-field approximation at each box.
The remaining work in the FMM is traditionally partitioned into four ‘interaction lists’, which are lists (of
boxes) associated with each box describing the work required to obtain the expansion or potential inside the
box. List 1 (Ub) mediates point-to-point interactions between adjacent childless boxes. List 2 (Vb) mediates
interactions between non-adjacent same-level boxes, via multipole-to-local translation. List 3 (Wb) mediates
interactions between non-adjacent boxes where the (smaller) source box is in the near field of the (larger)
target box via multipole-to-target evaluation. List 4 (Xb), the dual of List 3, mediates interactions between
non-adjacent boxes where the (smaller) target box is in the near field of the (larger) source box via formation
of a local expansion. For more details, see [60].
2.4 QUADRATURE BY EXPANSION
The main insight in QBX as a quadrature scheme is that Sµ is an analytic function on R3 \ Γ. The idea of
QBX is to use the analyticity of the potential for purposes of close and on-surface evaluation to recover a
high-order accurate approximation everywhere in the domain. This is accomplished through formation of a
local expansion of the potential near the source geometry and analytic continuation of the local expansion
towards the boundary.
Throughout this thesis, we make use of spherical harmonic expansions to express the expansions of
potentials in three dimensions. The expansion of the Laplace potential in spherical harmonics is based on












Y mn (θa, φa)Y
−m
n (θb, φb). (2.18)
Here, (θa, φa) and (θb, φb) refer to the polar and azimuthal spherical coordinates of, respectively, a and b, i.e.
θ = cos−1(z/r), φ = atan2(y, x). The spherical harmonic function Y mn of order m and degree n, |m| ≤ n, is
defined as









where Pmn is the associated Legendre function of order m and degree n.
The identity (2.18) may be used in the formation of a local expansion centered at a center c ∈ R3 as
follows. Given a source point s ∈ R3, define a doubly-indexed sequence local coefficients, with elements Lmn ,
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n (θs−c, φs−c), |m| ≤ n, (2.20)
where the subscripted θ(·) and φ(·) from this section onward refer to the polar and azimuthal spherical
coordinates of the vector argument. Then the local expansion evaluated at a target t ∈ R3 may be written as








Lmn |t− c|nY −mn (θt−c, φt−c). (2.21)
A p-th order local expansion is one in which the index of the outer summation goes from 0 to p.
Next, we describe the details of QBX. The scheme we describe in the subsequent sections is more precisely
termed global QBX, which is distinguished by the feature that the QBX local expansion mediates the whole
potential. This is in contrast to ‘local’ QBX, a scheme in which only a portion of the potential is mediated
by the local expansion. The latter scheme is further detailed in Chapter 5.
The QBX-based approximation of layer potentials may be thought of as occurring in three distinct but
inter-related steps.
2.4.1 First Approximation Step: Truncation
In the first stage, a local expansion of the potential is formed and truncated. For a selection of points
{xi}NC/2i=1 on the surface Γ, we define a collection of NC expansion centers c±i
c±i := xi ± r(xi)ν̂(xi) (2.22)
where ν̂(x) is a unit-length normal vector to the surface Γ at x, and r(x) is a yet-to-be-determined
expansion radius.
The local coefficients (L±i )
m
n associated with the expansion at c
±



































The error incurred through the truncation of (2.24) to order p may be as in Lemma 2.1. (While the
reference [41, Thm. 3.1] discusses the Helmholtz case, the Laplace case follows analogously.)
Lemma 2.1 (QBX truncation error in three dimensions, cf. [41, Thm 3.1]). Suppose that Γ is smooth,
non-self-intersecting and let r > 0. Let the local coefficients Lmn be defined as in (2.23) and the expansion
centers {c±i }
NC/2
i=1 as in (2.22). Let c ∈ {c+i , c−i } be a center for which B (c, r) ∩ Γ = {xi} for some
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2.4.2 Second Approximation Step: Quadrature
In the second stage, we apply numerical quadrature to discretize the integrals for the computation of the
expansion coefficients in (2.23). In keeping with Section 2.2, we assume that the smooth,






Each Γk is described by a smooth mapping function Ψk : E → R3, where E is a two-dimensional reference
element. We assume that the mapping Jacobian Ψ′k has full rank everywhere.































|Ψk(s1, s2)− c±i |n+1
Ỹ mn (Ψk(s1, s2)− c±i )|∂s1Ψk(s1, s2)× ∂s2Ψk(s1, s2)|2 ds1 ds2 (2.28)
where we have introduced the notation Ỹ mn (x) := Y
m
n (θx, φx) for brevity.
The integral (2.28) may be discretized using quadrature over the reference element E. As an example, we
will assume the reference element is the bi-unit tensor product element [−1, 1]2 and consider the
discretization of the integral with a tensor product quadrature rule for smooth functions. (In practice, our
implementation uses a triangular reference element with nodes and weights based on [61].) A tensor product




















|Ψk(yj1 , yj2)− c±i |n+1
Ỹ mn (Ψk(yj1 , yj2)− c±i )|∂s1Ψk(yj1 , yj2)× ∂s2Ψk(yj1 , yj2)|2. (2.30)
Neglecting geometry, it is straightforward if tedious to obtain estimates of the quadrature error incurred
in (2.30). Such estimates are roughly analogous to prior results for curves embedded in two dimensions [41].
Compared with the two-dimensional case, the main difference in the element-wise estimate is the loss of a
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power of r, owing to the difference in free space Green’s functions:
Lemma 2.2 (QBX quadrature error for tensor product elements). Let Γk = [0, h]2 × {0} be a flat, square
element and Ψk : [−1, 1]2 → [0, h]2 × {0} be given by Ψk(x1, x2) = 12h(x1 + 1, x2 + 1, 0) ∈ R3. Let the
expansion center be at a distance r > 0 from Γk, and consider a q-point Gauss-Legendre rule with points
{yj}qj=1 and weights {wj}
q















|Ψk(yj1 , yj2)− c±i |n+1





























This estimate pertains to the error in the quadrature contribution of one element to the coefficient (L±i )
m
n .
Similar estimates can be obtained for curved elements, although one must take into account the effects of the
occurring mapping derivatives, both from the use of the substitution rule, and within the argument of µ.
When the error contribution of the form (2.31) is summed over all the elements, this yields a quadrature
error estimate for the coefficient (L±i )
m
n . A factor of r
−n in (2.31) is dampened by the term |t− c±i |n when
evaluating the summation (2.24) for the local expansion of the single-layer potential, leaving a quadrature
error that scales essentially like O((h/(4r))2q+1‖µ‖C2q ) for small enough h and r. An analysis that yields
significantly more precise estimates for tensor product rules over elements can be found in [49].
2.4.3 Third Approximation Step: Acceleration
The third approximation applied in the rapid, QBX-based evaluation of layer potentials like (2.5) arises
due to acceleration. The formation of local expansions (2.24) at all centers covering a neighborhood of Γ
requires O(NM) operations, where N is the number of source points and M is the number of target points.
Interpreting the p-th order QBX local expansion (2.24) as the local expansion of a potential due to a finite
set of source charges in space suggests that such expansion could be amenable to acceleration with the Fast
Multipole Method (FMM).
Recall that the original version of the FMM (e.g. [38]) is designed to evaluate point potentials, i.e.
potentials of the form (2.15). We shall call FMMs which evaluate these types of summations ‘point FMMs’
in the remainder of this thesis. In contrast, FMMs directed toward evaluation of QBX expansions for global
QBX (e.g. [1, 42,44]) can be described as a modification of the FMM where QBX centers are treated as a
special kind of target, at which the FMM forms a local expansion rather than evaluating a point potential.
The capability of forming a local expansion of a point potential is an algorithmic component of the point
FMM used in the far field approximation. Because the algorithmic machinery is already present in the point
FMM, it would be appear to be a fairly natural step to modify the point FMM to form local expansions at
the QBX centers. The first published version of the QBX FMM [42] operationally follows the point FMM
algorithm, but replaces the point evaluations at the QBX centers with the formation of a local expansion. In
particular, this allows it to reuse the intermediate local expansions formed by the FMM for purposes of QBX
evaluation.
Unfortunately, for a given FMM expansion order, the accuracy attained by the algorithm in [42] is
generically lower than what would be expected of a point FMM. Specifically, one does not observe a purely
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additive error of magnitude proportional to cpfmm+1, where c is a convergence factor (e.g. c = 1/2 for the
Laplace FMM in two dimensions [62] or c = 3/4 for the Laplace FMM in three dimensions [63]) and pfmm is
the approximation order used. The reason for this loss of accuracy is discussed in detail in the next chapter.
In short, for accurate evaluation of expansions of the form (2.24), all local coefficients need to be adequately
approximated. This entails the ability not only to approximate a point potential but also its derivatives to a
certain order of accuracy. The point FMM was not designed with the goal of providing accuracy estimates
for this evaluation pattern. The procedure suggested in [42] is to set the FMM order to pfmm′ = pfmm + padd,
where pfmm is the FMM order required for the point FMM to achieve a specified tolerance, and padd > 0 is
an empirically determined quantity that depends on pfmm and the accuracy tolerance. This strategy works in
practice, although it comes with some disadvantages. First, higher order multipole and local expansions are
expensive and more difficult to implement stably [64]. Second, error estimates covering this use are, to the
best of our knowledge, not available.
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CHAPTER 3: FAST EVALUATION OF LAYER POTENTIALS WITH GIGAQBX
The subject of this chapter is an an accelerated global QBX scheme, the GIGAQBX algorithm, in two and
three dimensions. This algorithm builds and extends on both the original QBX FMM [42] and a previous
version of GIGAQBX which worked in two dimensions [1].
The task of the GIGAQBX algorithm is twofold. First, to ensure accurate evaluation of the layer potential
at any point in R2 or R3, the truncation and quadrature errors at the QBX centers must be be adequately
controlled. The assumptions required by QBX convergence theory will not necessarily by met by input
geometries supplied by a user. Fortunately, a geometry can be brought into compliance with a set of
preconditions that provide control over the quadrature and truncation errors, by a series of procedures based
on iterative bisection of the mesh elements. This is broadly the subject of Section 3.1, which describes the
geometry processing that is done by GIGAQBX in three dimensions, while generalizing straightforwardly to
the two-dimensional case.
Second, after all preconditions for accurate evaluation of the layer potential are satisfied, the local
expansion of the potential must be evaluated at the evaluation targets. The GIGAQBX FMM, detailed in
Section 3.2, is what carries out this task. The strategy used by the GIGAQBX FMM is similar to the
conventional QBX FMM [42], in that it modifies the Fast Multipole Method to produce local expansions of
the point potential at the QBX centers, rather than immediately evaluating the potential at the targets as a
‘point’ FMM would.
However, the GIGAQBX FMM introduces new geometric criteria to enforce FMM accuracy, based on the
observation that the QBX expansion ball has its own ‘near field.’ Perhaps the conceptually simplest scheme
that matches the accuracy of the point FMM is to enforce that a QBX ball (or disk in two dimensions) must
be contained entirely inside the box that owns the ball, so that any QBX ball that cannot fit in a child box
remains in the parent box. In effect, the QBX near field then is subset of the box’s near field, therefore, at
least plausibly, the FMM interactions aimed at the QBX ball always result in an accurate approximation
(and the error estimates presented in the next chapter confirm this expectation). But enforcing that a QBX
ball must fit entirely inside a box is computationally expensive, since balls may be suspended at ‘high’ levels
of the tree (near the root) leading to direct interactions with large parts of the geometry. To reduce the cost
associated with suspending QBX expansion balls at close to the root of the tree, the GIGAQBX FMM allows
for QBX balls to protrude beyond their boxes by a fixed multiple of the box size. This allows them to settle
lower down the tree, away from the root, at a level where the box size is commensurate with their diameter.
This modification, which we term a target confinement rule, retains the linear scaling of the FMM under mild
assumptions on the geometry, while also, as we shall see in the next chapter, permitting for rigorous control
over the error introduced by acceleration.
Among the additional contributions of this chapter are as follows:
• We replace the geometry processing and refinement scheme of [42] with a more general one that is also
applicable to surfaces in three dimensions. Specifically, we introduce new measures of quadrature
resolution, and we replace the 2-to-1 length requirement in that scheme (which does not
straightforwardly generalize to three dimensions) with a two-stage refinement scheme that separates
the calculation of the QBX expansion radii from the mesh resolution of the quadrature discretization.
This is the subject of Section 3.1.
Portions of this chapter appear in the paper ‘A fast algorithm for Quadrature by Expansion in three dimensions,’ published in




Figure 3.1: Depiction of QBX center placement
for a discretization over a triangular element.
The QBX centers for on-surface evaluation are
spawned in the normal direction at the
discretization nodes, i.e. ‘stage-1’ nodes, which





Figure 3.2: Depiction of a stage-1 discretization,
stage-2 discretization, and a stage-2 quadrature
discretization on a triangular element. In this
example the stage-1 and stage-2 discretizations
coincide; in general they may be different. The
stage-2 quadrature discretization provides the
quadrature nodes for the local expansion of the
potential formed at the QBX centers. See also
Figure 3.1.
• As part of this geometry processing, we report on an empirically effective criterion that aids in
controlling the truncation error based on mesh element geometry, presented in Section 3.1.2.
• Algorithm 3.4 presents a simplified version of the target-to-center association algorithm of [42].
• We provide an improved version of the ‘target confinement rule’ of [1]. This rule governs the
relationship between boxes as they occur in the GIGAQBX FMM and the QBX expansions used to
approximate the layer potential near the source geometry and thus plays a central role in determining
the cost of the algorithm. In [1], we used ‘square’ target confinement regions, i.e. ones whose geometry
is governed by the ℓ∞ norm. By more closely matching the true convergence behavior of the QBX
expansions through the definition of the target confinement region with the help of the ℓ2 norm, we
obtain a considerable cost reduction.
• We derive complexity estimates and state conditions under which one may expect linear time
complexity of the algorithm in two and three dimensions. This is the subject of Section 3.2.4.
This chapter is organized as follows. In Section 3.1, we cover the geometry processing framework in
GIGAQBX. Section 3.2 introduces the GIGAQBX FMM and presents the complexity analysis. Section 3.3
presents numerical experiments in two and three dimensions and Section 3.4 concludes this chapter.
3.1 ACCURACY CONTROL FOR QBX ON SURFACES
Since the cost of computational methods dealing with three-dimensional geometries is typically far greater
than that of methods applied to two-dimensional geometries, and since that cost is directly related to the
resolution supplied, it is not surprising that careful control of resolution and accuracy plays an important
role in maintaining efficiency. For QBX, two related conditions must be satisfied to ensure accurate
evaluation of the layer potential at any point in R3. First, the truncation and quadrature errors at the QBX








Figure 3.3: An illustration of stage-1 refinement for a two dimensional geometry. Element (panel) boundaries






Figure 3.4: An illustration of stage-2 refinement for a two dimensional geometry, continuing from the previous
figure. The element adjacent to the QBX disk shown is bisected because of insufficient quadrature resolution.
preconditions of Lemma 2.1 and Lemma 2.2. Second, every target needing QBX evaluation must be
associated to a QBX center.
In this section, we describe a computational framework for establishing these conditions. While our
presentation focuses on the setting of source surfaces embedded in three-dimensional space, the described
approach has an immediate analog for curves embedded in two-dimensional space, permitting the
computationally unified treatment of both cases.
The prior geometry processing scheme introduced in [42] had the potential to cause what one might call a
‘chain reaction’ of refinements, where a refinement based on insufficient quadrature resolution might trigger
an element bisection, in turn moving expansion centers associated with the bisected elements, which might
trigger further resolution-based refinements, and so on, in particular on surfaces. The main contribution of
this section is a multi-stage approach that not only separates concerns between different causes for
refinement, but also entirely avoids unnecessary ‘chain reactions’ between them.
3.1.1 Overview and Computational Utilities
We commence our discussion with an outline of a procedure for efficiently detecting and remedying
potential sources of truncation and quadrature inaccuracy in arbitrary smooth geometries. From an initial,
user-supplied, unstructured mesh, the process creates a set of three related, unstructured discretizations
satisfying different invariants. We term these the ‘stage-1 discretization’, the ‘stage-2 discretization’, and the
‘stage-2 quadrature discretization’.
For concreteness, we describe these discretization in terms of triangles, with the understanding that
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generalizations to other types of reference element (e.g. squares) are expected to be straightforward. The
stage-1 and stage-2 discretizations are interpolatory/unisolvent, i.e. a unique polynomial in the mapped
polynomial space PNt ◦Ψ−1k may be reconstructed from the nodal degrees of freedom, where Nt is the
polynomial degree of the ‘target function space’ in which layer potentials are evaluated. We choose reference
unit nodes following [65] and use nodal values at their mapped counterparts as degrees of freedom for the
representation of the density and the geometry. Interpolation operators transport information, particularly
on-surface density values, through the discretizations in the following order:
stage-1 → stage-2 → stage-2 quadrature. (3.1)
Shortly, we will summarize the primary features of these discretizations. Afterwards, we briefly remark on
three essential computational utilities that are used within the remainder of this section. The first of these is
an adaptive quadtree/octree used for geometry processing. The second is the area query algorithm, a key
mechanism for maintaining scalability for algorithms which require examination of non-local portions of the
geometry, and finally we discuss our ‘quadrature resolution measure’, from which expansion radii and other
quantities are derived. Lastly, the remainder of this section supplies detailed analysis and algorithms for
stage-1 refinement (Section 3.1.2), stage-2 refinement (Section 3.1.3), and target association (Section 3.1.4).
Stage-1 Discretization. Algorithm 3.2 of Section 3.1.2 produces the stage-1 discretization from the
user-supplied mesh. The stage-1 discretization is a locally refined mesh fitting the geometry description which
ensures that (a) sufficient resolution to represent the density and the geometry is available, and that (b) the
assumptions of Lemma 2.1 are satisfied, i.e. specifically that the expansion balls of (2.22) are undisturbed by
quadrature sources (cf. Section 3.1.2). Expansion radii r(x) are chosen proportional to a resolution measure
of the stage-1 discretization (cf. Section 3.1.1). Thus, locally bisecting triangular elements associated with
expansion balls disturbed by other geometry will shrink the associated expansion ball, helping to ensure that,
potentially after a number of refinement cycles, the expansion ball clears the interfering geometry. Figure 3.3
gives an illustration of this bisection process on a portion of a two-dimensional geometry.
The stage-1 discretization also incorporates a novel ‘scaled-curvature criterion’ to control for truncation
error based on an empirically effective heuristic involving the local curvature of the mesh elements. See
Section 3.1.2.
Stage-2 Discretization. The stage-2 discretization is generated using Algorithm 3.3 of Section 3.1.3,
starting with the stage-1 discretization. The role of the stage-2 discretization is to ensure that enough
quadrature resolution is available to satisfy the resolution requirement implied by the estimate (2.31) when
applied between close elements, i.e. that the quadrature contribution to the approximation of the layer
potential is asymptotically as accurate from nearby elements as it is from the element that spawns the QBX
center. As with the stage-1 discretization, this discretization is obtained through iterative bisection of
offending source elements. As an illustration of the potential issues that this discretization controls for,
consider the two-dimensional geometric situation depicted in Figure 3.4. In this figure, the situation
illustrated on the left leads to inaccuracies as the contribution from the large source element is not adequately
resolved relative to the size of the target QBX ball, and bisection suffices to ensure adequate resolution.
Stage-2 Quadrature Discretization. The stage-2 quadrature discretization results from oversampling
(i.e., increasing the order) of the source quadrature nodes of the stage-2 discretization. (Thus, the stage-2
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quadrature discretization shares the same mesh as the stage-2 discretization.) The stage-2 quadrature
discretization is optimized for the highest possible quadrature order achievable at a given node count, to
control the quadrature error in Lemma 2.2, at the expense of unisolvence. In three dimensions, our
implementation uses quadrature nodes and weights for the triangle based on [61].
Target Association. Lastly, we require a tool to compute a mapping from targets needing QBX
evaluation to QBX centers. Algorithm 3.4 of Section 3.1.4 provides this capability. Compared with the
similar target association algorithm in [42], this algorithm presents a simplified procedure for locating sources
or QBX centers close to a given target, at the expense of performing two area queries instead of one.
Tree Construction
Following [42], we use an adaptive quadtree in two dimensions and an adaptive octree in three dimensions
as a computational primitive to aid in the efficient realization of the geometry processing described in this
section. Although a tree is also used later in the FMM (cf. Algorithm 3.5), the tree that is built in this
section is distinct from the tree used within the FMM. The chief role of the tree in this section is enabling
the area query which will be described shortly. Within this section, the trees that are built consist solely of
‘point’ particles—that is, source points of the mesh, expansion centers, and targets.
The construction of the tree proceeds by starting with a box of equal length sides (i.e., such as the closed
cube [−1, 1]3) containing all particles, as well as the extent of each expansion ball. A leaf box is a box in the
tree with no children. If a leaf box in the tree contains more than a fixed nmax > 0 number of particles, it is
subdivided. To subdivide a leaf box, the box is split into children, which are its equal-size quadrants in two
dimensions or octants in three dimension, and any particle contained within the box is placed into the child
box that containes it (so that, at any point during the tree construction, a particle is contained by exactly
one leaf box). Next, any leaf boxes not containing particles are removed. This procedure iterates until all
boxes contain at most nmax particles.
Area Queries
Area queries were introduced in [42] in two dimensions. We describe their (largely straightforward)
dimension-independent generalization in this section. They form the core mechanism on which the many of
the geometric operations in this chapter are performed. Given a center c and a radius r, the area query
computes the set of leaf boxes that intersect B∞ (c, r). It is assumed that c falls inside the computational
domain and that r is at most the radius of the tree.
Since the area query as a primitive is used to retrieve sets of sources and targets by way of their containing
boxes, it may appear flawed that the area query only considers leaf boxes, when the fast algorithm of
Section 3.2.3 permits targets (specifically, those with extent, i.e. QBX expansion balls) to occur in non-leaf
boxes. This is not an issue since all application scenarios of the area query (Sections 3.1.2, 3.1.3, and 3.1.4)
use it to find point-shape objects (i.e. objects without extent) which are necessarily found in leaf boxes of the
tree.
An area query proceeds by descending the tree towards the query center c until the descent has reached a
box whose size is commensurate with the size of the query box B∞ (c, r). This box is referred to as the
guiding box. Specifically, the guiding box is the box with center c′ and radius w which is the smallest box
(among the ancestors of boxes containing c) such that B∞ (c′, 3w) (i.e., the volume that would be occupied
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Algorithm 3.1: Area query
Require: A center c and a query radius r.
Ensure: Computes the set of leaf boxes which intersect B∞ (c, r).
Find the guiding box b
b ← the root box.
loop
if |b| < r ≤ 2|b| or b has no child containing c then
break
end if
b ← the child of b containing c.
end loop
Check leaf descendants of b’s peers
for all peers p of b do
for all leaf descendants l of p do
if B∞ (c, r) ∩ l is nonempty then




by box and its immediate same-level neighbors, if all neighbors are present) contains all of B∞ (c, r). Once
this box has been found, only the leaf descendants of the boxes in B∞ (c, 3w) need to be checked for
intersection with the query box. The full procedure to carry out an area query is given in Algorithm 3.1.
Recall that a colleague of a box (what we also refer to, later, as a 1-colleague) is a box on the same level as
b that is adjacent to b. In a tree in which all boxes are present, the set B∞ (c′, 3w) is occupied by a box b
and its set of colleagues. In an ‘adaptive’ tree, this is no longer the case as some colleagues may be missing.
The notion of a peer box is a generalization of a colleague which allows for larger boxes to stand in as
colleagues if necessary. This makes it useful for the area query.
Definition 3.1 (Peer box [42]). Let b be a box in an adaptive quadtree/octree. A box d is a peer box of b if
(a) d is b or adjacent to b, (b) the size of d is at least the size of b, and (c) no child of d satisfies the previous
criteria.
Quantifying Quadrature Resolution on Surfaces
At the core of our accuracy control mechanism lies a measurement of quadrature resolution in the
underlying high-order quadrature used to drive QBX. In our case, in three dimensions, these are quadrature
rules based on [61]. To accomplish this measurement, we define a modified element mapping Ψ̃k : Ẽ → R3,


























serving as the modified reference element. We define a function
ηk(x) := 2σ1(Ψ̃′k(Ψ̃
−1
k (x))) for x ∈ Γk, (3.3)
20
Algorithm 3.2: Bisect source elements whose expansion balls encounter interfering source geometry
Require: The geometry discretized as a set of targets, sources, and expansion centers.




∩ Γ = {xi}
for xi ∈ Γk (as ǫexp-disturb → 0+).
repeat
Create an octree/quadtree on the computational domain containing all sources, expansion balls, and
targets.
for all expansion balls B
(
c±i , (1− ǫexp-disturb)rk
)
do
Perform an area query of radius rk centered at c±i .
if the query returned a source point s such that |c±i − s| < (1− ǫexp-disturb)rk then
Mark the element containing xi for bisection.
end if
end for
if elements were marked for bisection then
Bisect the marked elements.
end if
until no elements were marked for bisection
where σ1(A) denotes the largest singular value of a matrix A. The factor of two normalizes out the edge
length of Ẽ. ηk(x) computes an approximate local ‘stretch factor’ of the mapping Ψ̃k at the point x. Since
ηk may be discontinuous between adjacent elements, it is only unambiguously defined when the point x does
not lie on the boundary of Γk, necessitating the subscript k to avoid ambiguity. ηk can serve as an analog of
the ‘speed’ of the one-dimensional parametrization of a curve segment. It is crucial that Ẽ be equilateral to




as a per-element maximum of the corresponding per-source-point function.





The quantity ηstage-1k is simply ηk of (3.3) computed in reference to the stage-1 discretization, defined below.
Allowing a rough analogy between the ‘panel length’ hk of [42] and ηk makes the choices of expansion radii
of [42] coincide with ours.
3.1.2 Stage-1 Refinement: Managing Truncation Error
Lemma 2.1 requires that the expansion ball be clear of source geometry except for the target point. For
smooth, non-self-intersecting geometries, our method ensures that this condition is satisfied without explicit
user involvement, through an approach analogous to that in [42]. Algorithm 3.2 describes the procedure.
Algorithm 3.2 operates by using area queries to find all source geometry that protrudes into the QBX
expansion balls (cf. Section 2.4.1) and marking the elements that spawned the obstructed expansion balls for
bisection. Bisection will lead the expansion radius (3.5) to shrink by way of a reduction of ηk, both of which
will drop by a factor of 2 as a result of bisection. This is repeated until no more interfering geometry is found.
To prevent the source point that spawned the center from being found and causing refinement, we reduce the
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Figure 3.5: The ‘urchin’ test geometry γ8 that we
use for many computational experiments in this
chapter. See (3.56) for the warping function used to
obtain γ8. The geometry is represented by an
unstructured triangular mesh. Starting with an
icosahedron, the high-order triangular elements are
repeatedly warped and adaptively bisected to
resolve the element mapping functions Ψk. This
resolved geometry is then processed according to
Section 3.1.
Figure 3.6: Five levels of scaled-curvature-guided
refinement of the stage-1 mesh, shown on a small
‘trough’ part of γ8. See Section 3.1.2 for details of
the refinement method. The coloring shows the
base-10 logarithm of the residual in Green’s formula
S(∂nu)−D(u) = u/2 (i.e., roughly, the number of
accurate digits). ‘Red’ indicates largest residual,
corresponding to around six accurate digits.
size of the queried area by a factor of ǫexp-disturb. In practice, we choose ǫexp-disturb = 0.025. The
discretization appears to be fairly insensitive to the choice of this parameter, which is plausible given our
chosen quadrature margins (cf. Section 3.1.3). Values as large as 0.2 empirically cause little or no loss in
accuracy.
Truncation Error and ‘Scaled-Curvature’
The realization that interference from nearby geometry, through derivatives of the surface parametrization,
contributes to the degradation in the truncation error motivates a ‘localized’ criterion that controls the
‘amount of curvature’ on each element of Γ.
The motivation for this may be most clearly explained by considering QBX in the two-dimensional case.
Consider a smooth closed non self-intersecting curve Γ ⊆ C with arc length parametrization w : [0, L]→ Γ
such that B (0, r) ∩ Γ = {z} (Figure 3.7). The single-layer potential evaluated at z for a density function
σ : Γ→ R takes the form




σ(w(t)) log |w(t)− z| dt. (3.6)
We use the complex-valued logarithm, which satisfies Re log y = log |y| for all |y| > 0, to rewrite the above as











By expanding the kernel log(1− z/w(t)) in a Taylor series, we obtain the expression for the truncation error
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We integrate this expression by parts 1 ≤ p ≤ n times, assuming σ ∈ C∞(Γ). At each step we replace the






















where the differential operator Dt is defined through Dtg = ∂t[g(t)/w′(t)]. For example, the values of
















Via these expressions, it is clear that the higher derivatives of the curve parametrization w have some
influence on the truncation error. In the expression for the truncation error, we assume without loss of
generality that |w′(t)| = 1. The next higher derivative w′′(t), whose magnitude represents the curvature at
parameter t, is the first derivative whose magnitude is not controlled. However, the contribution of the term
w′′(t) to the truncation error may be dampened by ensuring that r is chosen to locally enforce that
|rw′′(t)| ≤ κmax, for some constant κmax > 0, in a neighborhood of the target. Many other factors that enter
into the truncation error, so this is at best a heuristic motivation. Nevertheless, we have been able to develop
this insight into a practically useful criterion.
We realize this criterion in three dimensions as follows. Let k1(x) and k2(x) be the principal curvatures of
Γ at x ∈ Γ. We require that
κk(x) := max(|k1(x)|, |k2(x)|) · ηk(x) ≤ κmax (x ∈ Γk), (3.12)
noting that κk(x) is unit-less and invariant to scaling. A rough geometric interpretation is that the condition
stipulates that a single source element may at most cover a certain angle of a tangent circle within the planes
of principal curvature. Since ηk(x) is reduced by bisecting elements and since k1(x) and k2(x) are
independent of parametrization, κk(x) can be effectively managed through refinement by bisection.
In our computational experiments, we use κmax = 0.8 with good success. As an example, consider the mesh
of Figure 3.6, which shows a small section of the test geometry γ8 (shown in Figure 3.5, see Section 3.3 for a
more thorough description). The mesh shown in the figure exhibits five levels of bisection-based refinement
that were triggered by the criterion (3.12). The surface coloring in the figure shows a logarithmic measure of
the accuracy with which QBX evaluates layer potentials on Γ, where the color red indicates the highest levels
of error encountered, corresponding to roughly six accurate digits. We observe that each successive level of
refinement exhibits growth of the error up to roughly the ‘red’ level of accuracy, at which point further
refinement is triggered. At least in the scenario shown, (3.12) exhibits remarkable sharpness and reliability.
We refer to (3.12) as the ‘scaled-curvature criterion’. Its application requires the reasonably accurate
evaluation of two derivatives of the geometry, which may not be practical in all settings—notably when Γ is
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Γ = w([0, L])
r 0
z
Figure 3.7: 2D QBX geometric evaluation scenario for the single-layer potential Sσ in Section 3.1.2, for a
segment of the closed curve Γ.
discretized using purely affine element mappings. Nonetheless, the availability of such a criterion yields
substantial efficiency gains in the application of the QBX in high-accuracy settings, leading us to report on
its discovery in this context. Despite strong heuristic motivation and encouraging computational results, the
evidence supporting the criterion is empirical at this point. Furthermore, since this criterion leads to
improvements of the resolution of the integrand, the application of this criterion also leads to reduction of
the quadrature error, but at present it is not clear which of these error reduction effects (quadrature or
truncation) dominates. We leave a detailed discussion and potential proofs of its properties for future work.
The steps in this section work together to manage truncation error under the assumption that all
coefficient integrals are computed exactly. The resulting discretization is called the stage-1 discretization.
3.1.3 Stage-2 Refinement: Ensuring Accurate Coefficient Quadrature
To ensure the accurate computation of the coefficient integrals associated with the expansion centers
spawned by the stage-1 discretization, we introduce a separate stage-2 discretization that may, depending on
some criteria, be bisected into smaller elements than are present in the stage-1 discretization, to provide
additional resolution for the high-order quadrature underlying QBX. An analogous refinement step was
present in the geometry processing in [42], however an important difference between that scheme and ours is
that it used only a single discretization, creating an artificial interdependence between quadrature-based
refinement and the choice of the expansion radii, impacting the robustness of the refinement procedure. Our
approach leaves the expansion radii fixed once the stage-1 discretization is determined, removing this
unnecessary entanglement of the two stages.
In this section, it will be necessary to distinguish between different refinement iterations of the stage-2
mesh. We refer to different refinement iterations numbered using a superscript, e.g. the notation for the k-th





The initial iteration Γstage-2,1 is the same as the stage-1 mesh which is the output of Algorithm 3.2.
Let a center c be spawned by some target element Γstage-2,1k . We seek to control the quadrature error at c
due to a source panel Γstage-2,1j , with j 6= k in general. Our primary concern in this section is the quadrature
error contribution when Γstage-2,1j is ‘close’ to c, i.e., the minimal Euclidean distance d2(Γ
stage-2,1
j , c) between
the center c and Γstage-2,1j is sufficiently small to threaten accuracy. We can reexamine and further annotate
the quadrature estimate of Lemma 2.2 to obtain a quadrature estimate for this regime. We assume that the
quadrature error essentially takes the form







‖µ‖, 1 ≤ j ≤ K1 (3.13)
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where Q is the order of accuracy of the quadrature (Q = 2q + 1 in Lemma 2.2). That is, the main factors
governing the error are the ratio of the source panel size hstage-2,1j to the center distance, the density norm
‖µ‖ (with the choice of norm depending on the quadrature rule), and the order of quadrature accuracy Q.
For simplicity, we may consider hstage-2,1j asymptotically equivalent to η
stage-2,1
j , our quadrature resolution
measure.
For concreteness, let a tolerance on the quadrature error relative to ‖µ‖ be given by ǫ. We seek to ensure
that, for all centers c, refinement produces an iteration n of the discretization such that for all centers
c ∈ {c±i }
NC /2















≤ ǫ, 1 ≤ j ≤ Kn. (3.14)




In the case of the ‘self-interaction’, i.e. when the center c was spawned by a point on the element Γstage-2,1k ,
for some 1 ≤ k ≤ K1, we may combine the fact that d2(Γstage-2,1k , c) = rk with our choice (3.5) of rk, to







For efficiency, we seek to avoid having to refine any element to evaluate its self-interaction absent other
constraints. This implies, temporarily assuming in this situation that ηstage-2,1k = η
stage-1
k , that there is
precisely one free parameter to attain (3.15), the order of accuracy of quadrature Q.
For only the self-interaction (3.15), it would suffice to simply choose Q to provide the required accuracy.
However, the global nature of our algorithm compels us to use the same quadrature resolution for all targets,
and so this simple strategy is not necessarily sufficient on its own. Instead, for the benefit of the treatment of
the ‘non-self interaction’ from other elements whose resolution may differ, we choose a higher value of Q so
that the coefficient integrals for a hypothetical source element larger by a factor of (4/3) would still attain








To ensure accuracy of the non-self-interactions, say for all 1 ≤ j ≤ K1, we detect expansion centers within
a distance of 0.5 · (3/4)ηstage-2,1j from Γ
stage-2,1
j using area queries originating from source points on each
Γstage-2,1j . If any such centers are found, Γ
stage-2,1
j is bisected. The bisection reduces η
stage-2,1
j by a factor of




j for all refined elements 1 ≤ j′ ≤ K2 whose parent element is j.
Bisection does not affect the placement of any expansion centers, so that only the numerator of the
bound (3.13) is affected.
After a sufficient number (say n) of iterations, the refinement process ensures that we always have
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d(Γstage-2,nj , c) ≥ 0.5 · (3/4)η
stage-2,n


















≤ ǫ, 1 ≤ j ≤ Kn
(3.17)
where Q was chosen above so as to ensure accurate quadrature in this case, cf. (3.16) and the text before it.
One particular consequence of these parameter choices is that, at a resolution change in the stage-1
discretization (perhaps as the result of bisection), the stage-2 refinement scheme just described produces a
‘buffer zone’ of stage-2-refined elements around the stage-1 refinement fringe.
The halving of ηstage-2 through bisection implies that the set of ‘endangered’ centers found in the current
iteration will be equal to or a superset of that found in the following iteration. For smooth,
non-self-intersecting geometries, the associated procedure, detailed in Algorithm 3.3, is guaranteed to
terminate. As a last step, the stage-2 discretization resulting from Algorithm 3.3 is upsampled to use a
sufficient number of quadrature nodes pquad to achieve order of accuracy Q, obtaining the stage-2 quadrature
discretization whose nodes are used as source particles for our fast algorithm, detailed in Section 3.2.3.
The objective of this contribution is to clarify the asymptotic relationships between the geometric variables,
not to provide concrete estimates of the constants involved. As such, we give any specific factors (such as
in (3.5)) merely for concreteness. We claim that the choices described here are adequate to illustrate the
behavior of the scheme, and to obtain a practically viable method for layer potential evaluation. However, we
make no claim of optimality for the chosen parameters. The contribution [49] contains more precise bounds
suggesting that a fully quantitative understanding may be attainable. We leave this for future work.
Algorithm 3.3: Bisect stage-2 source elements until sufficient quadrature resolution is available
Require: The stage-1 discretization has been determined in accordance with Section 3.1.2.
Ensure: The quadrature accuracy condition (3.14) holds for all centers and all source elements Γstage-2k .
Initialize the stage-2 discretization Γstage-2 to be identical to the stage-1 discretization.
repeat
Create an octree on the computational domain containing all source points in the stage-2 discretization
and expansion centers.
for all stage-2 elements Γstage-2k do
for all source points xstage-2i ∈ Γ
stage-2
k do
Perform an area query of radius 0.5 · (3/4)ηstage-2k centered at x
stage-2
i .
if the query returned an expansion center c such that |c− xstage-2i | ≤ 0.5 · (3/4)η
stage-2
k then




if elements were marked for bisection then
Bisect the marked elements.
end if
until no elements were marked for bisection
3.1.4 Associating Targets with QBX Centers
The computed set of quadrature discretizations ensures that the QBX expansions at the chosen set of
centers can be computed accurately (ignoring error from acceleration). A final issue to be solved by geometry
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Algorithm 3.4: Associate near-source/‘endangered’ target points with QBX centers
Require: The geometry discretized as a set of targets, sources, and expansion centers.
Require: A target association tolerance ǫtgt ≥ 0.
Ensure: Computes a partial function from targets to expansion centers and flags the set of targets that
could not be associated.
Create an octree on the computational domain containing all sources, targets, and expansion centers.
Find endangered targets
for all source points s ∈ Γ do
Perform an area query of radius rdangers centered at s.
for all targets t in boxes returned by the query do
if |t− s| ≤ rdangers then




Find centers for endangered targets
for all expansion centers c do
Perform an area query of radius rc(1 + ǫtgt) centered at c.
for all endangered targets t in boxes returned by the query do
if |t− c| ≤ rc(1 + ǫtgt) and c is the closest center to t encountered so far then




Flag targets that could not be associated
for all endangered targets t do




processing is to determine, for each target point, whether evaluation of the potential with QBX is needed or
whether unmodified smooth high-order quadrature suffices. Algorithm 3.4 describes a procedure for
associating targets to QBX centers. The algorithm proceeds in two stages, which consist of identifying
endangered targets and associating targets to an expansion center using area queries. The algorithm
produces a mapping from targets to associated centers, and it also flags endangered targets that could not be
associated to any centers.
In the first stage, targets that require QBX evaluation are determined based on their proximity to
endangering source particles. Section 3.1.3 implies that a ‘danger zone’ of radius rdangers = ηk/2 exists around
each source particle s ∈ Γk. Using area queries around each source point of size rdangers , every target that
some source endangers can be identified efficiently.
In the second stage, an area query around each expansion center having the same radius as the expansion
ball is used to associate endangered targets to centers. In practice, because the expansion balls leave gaps in
the coverage of the source danger zone, we have found it useful to allow a target to be matched to a center c
if it is within a ball of radius rc(1 + ǫtgt), where ǫtgt is some tolerance value and rc is the expansion ball
radius. Although such usage is not necessarily governed by theoretical guarantees, experience suggests that a
small value of ǫtgt decreases the chance of having non-associated endangered targets without appearing to
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have an adverse impact on accuracy. If increasing ǫtgt still leads to non-associated targets, another available
strategy is to refine near the targets which could not be associated, or to introduce additional QBX centers.
A natural extension of this algorithm is to include a side preference for each target. This amounts to
associating a target only if the side of the center matches the desired side (interior/exterior) for the target.
The need for this arises when performing on-surface evaluation for layer potentials where the limiting value
depends on the direction of approach. See [37] for further discussion.
The algorithm we use in our implementation to obtain the results Section 3.3 is mildly more complicated
than Algorithm 3.4, owing to being designed to run in parallel. The main difference is that in our
implementation the area query takes the ‘point of view’ of the targets, rather than the sources or the centers.
This potentially can result in better load distribution when large numbers of targets are clustered in one part
of the geometry. Nevertheless, the output of our implemented algorithm is functionally identical to output of
the algorithm in this section.
3.2 THE GIGAQBX FMM
In this section, we present the GIGAQBX FMM. Section 3.2.1 presents a series of numerical experiments
to motivate the design of the FMM and contrast this design with [42], while also outlining our strategy. In
Section 3.2.2, we recall multipole and local expansions, and present a unified notation for them. Section 3.2.3
covers the algorithmic details of the GIGAQBX FMM and Section 3.2.4 presents a complexity analysis.
3.2.1 Numerical Motivation
As already highlighted, the task of the GIGAQBX FMM is to approximate the local expansion of a point
potential at the QBX expansion centers, which is a different task from the point FMM. A key detail not
explored so far is that QBX expansion balls, unlike target points, have an ‘extent.’ Since no geometric
constraints are imposed due to extents in the conventional QBX FMM (i.e., the algorithm presented in [42]),
some expansion balls will almost inevitably cross box boundaries. It is easy to imagine that this might have
an adverse influence on the accuracy of the computed QBX expansion, owing to either reduced separation
from source boxes or larger separation of evaluation points from expansion centers than allowed by FMM
separation criteria.
To frame the discussion and give the reader an intuitive sense of this issue, this section presents numerical
examples of interactions that may plausibly occur in the conventional QBX FMM, which leads to large losses
in accuracy. We consider a number of different types of interactions occurring in an FMM, and we
demonstrate the possibility of inaccuracy in each. The experiments we conduct in this section will be for
potentials based on the Laplace kernel in two dimensions. We also give an intuitive idea of how our method
avoids the errors encountered in this section. We defer a precise statement of the algorithm and a proof of its
accuracy to later sections in this chapter.
The experiments in this section consider the potential originating from a single source of unit strength and
a single expansion center separated by a reference distance. All expansions in this section have order 8 unless
stated otherwise.
Figure 3.10 portrays an interaction from a point source (blue, right) to a QBX expansion center (orange,
middle). A black circle indicates the size of the QBX expansion ball about the center. In a typical usage
scenario of QBX, the source may contribute to an expansion of the layer potential about the center, which is
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then evaluated back at the source, for, say, the computation of the one-sided limit of the layer potential at
the source. We now consider an evaluation scenario in which FMM acceleration mediates this interaction
through a multipole (shown as ‘m8’) and a local expansion (shown as ‘ℓ8’). While we have chosen this
placement to be ‘adversarial’ (i.e. to lead to a large loss in accuracy), the scenario is permissible under the
rules of the conventional QBX FMM, since all required conditions are met: The source point lies inside the
box for which the multipole expansion is formed, the source and target box are ‘well-separated’, and the
target QBX expansion center lies inside of the target box.
A sufficient criterion to assure that the accelerated and unaccelerated version of the scheme yield the same
potential is that the QBX local expansions computed directly and by ways of intermediate expansions
evaluate to the same potential, up to FMM accuracy. The false-color plot of Figure 3.10 shows the
magnitude of the difference between those two expansions in the scenario. In the point FMM, a coarse
estimate of multipole-to-local (‘M2L’ for short) accuracy for eighth-order expansions evaluated within the
target box gives
(
dist(box center, furthest target)










≈ 4.4 · 10−3. (3.18)
We have not yet demonstrated the applicability of such an estimate to the QBX case (cf. Theorem 4.1 in the
next chapter), but the data show that, for evaluation when the source point is also the target, the expansion
computed through intervening multipole and local expansions misses this accuracy goal by a noticeable
margin.
Analogously inaccurate approximation of QBX interactions for evaluation back at the source may occur
not just in multipole-to-local, but also in other types of interactions in the FMM. In Figure 3.11, the plot
again shows the magnitude of the difference between the potential obtained from evaluating the QBX
expansion computed directly from the source and the QBX expansion obtained indirectly by ways of
intermediate expansions, this time from a multipole expansion associated with a small box containing the
source point directly to QBX expansion center ‘target’ within a larger target box. Such an interaction may
occur through List 3 in the conventional QBX FMM. Figure 3.12 similarly shows a source-to-local
interaction of the type one might encounter in a List 4 of the conventional QBX FMM.
The experiments described so far still paint an incomplete picture of the translation process involved in
accelerating QBX. For a more complete understanding, consider that the FMM order affects the accuracy of
the potential by ways of the multipole-to-local error, in a form like (3.18), whereas the QBX order controls
h-convergence, as in Lemma 2.1.
As a result, the QBX order is typically lower than the FMM order, a fact that is not reflected in our
experiments thus far. Figure 3.8 shows the result of a first experiment that takes this into consideration.
Denote the lower-order QBX expansion obtained directly from the source, here of order q, by ℓq,direct.
Further, denote the local expansion of order q centered at the same location, obtained through a
multipole-to-local chain of order p as pictured by ℓq,M2L(p). Then the top and outer parts of Figure 3.8 show
|ℓ3,direct − ℓ8,M2L(8)|, while the bottom part shows |ℓ3,direct − ℓ3,M2L(8)|.
A first observation from this experiment is that ℓ3,M2L(8) better approximates ℓ3,direct than ℓ8,M2L(8).
While atypical from the point of view of conventional M2L error estimation theory (where high order entails
higher accuracy), this is also not entirely surprising, as the translation chain is bound to approximate
lower-order coefficients more accurately than higher-order ones. In other words, simply truncating ℓ8,M2L(8)



































Figure 3.8: Accuracy of obtaining a QBX expansion
by multipole-to-local translation (vs. direct
computation) for an interaction that may be
encountered in ‘List 2’ of an FMM. In this
experiment, the QBX order is lower than the order





































Figure 3.9: Accuracy of obtaining a QBX expansion
by multipole-to-local translation (vs. direct
computation) for an interaction that may be
encountered in ‘List 2’ of an FMM. In this
experiment, the QBX order is lower than the order
of the intermediate (FMM) multipole and local
expansions. Compared with Figure 3.8, this
experiment explores the effect of increasing the
order of the intermediate (FMM) multipole and
local expansions.
estimates that would aid in quantifying the effect. Next, we observed in our earlier experiments that
M2L-mediated expansions did not achieve ‘conventional’ M2L accuracy for QBX evaluation at the source
point. Based on the results of our latest experiment, we still cannot confidently assert that these tolerances
are being met here. We can however predict that, as long as the order of the final M2L-mediated (‘QBX’)
local expansion is being kept constant, increasing the intervening M2L orders should improve the
approximation of the individual coefficients of ℓ3,direct. This prediction is borne out by the experiment of
Figure 3.9 which analogously to Figure 3.8 compares |ℓ3,direct − ℓ15,M2L(15)| with |ℓ3,direct − ℓ3,M2L(15)|.
This is the basic mechanism by which the conventional QBX FMM of [42] achieves accuracy.
We find these results unsatisfactory for two reasons: First, the evidence supporting the attained accuracy,
while surprisingly robust across geometries in practice, is empirical. Second, considering the results shown in
Table 3.5 for high QBX orders pqbx (and thus high relative accuracies), the required FMM order quickly
becomes very large if high accuracy is desired. In the remainder of this chapter, we pursue a different
strategy that addresses both of these issues.
Improved Accuracy Through a Geometric Criterion
Perhaps the foremost problem with the above translation schemes in the context of the conventional error
estimates for multipole and local expansions is that they permit—for QBX purposes—inaccurate near-field
contributions mediated through multipole and local expansions to enter the QBX local expansion. As shown,
increasing the order of those expansions can (empirically) mitigate this circumstance. We prefer to rework
the fast algorithm so as to prevent those contributions in the first place. Roughly speaking, this requires
separating contributions in the ‘far field’ of the QBX local expansion ball (not just the box) from the
inaccurate ‘near-field’ ones. As we will show, the far-field ones may be computed with intervening






























Figure 3.10: Accuracy of obtaining a QBX
expansion by multipole-to-local translation (vs.
direct computation) for an interaction that may be



























Figure 3.11: Accuracy of obtaining a QBX
expansion by multipole-to-target translation (vs.
direct computation) for an interaction that may be



























Figure 3.12: Accuracy experiments for QBX-FMM
coupling with interactions as found in an FMM.































Figure 3.13: Accuracy experiments for QBX-FMM
coupling with interactions as found in an FMM.
QBX FMM error for a List 2 interaction, with the
expansion confined to a small region extending
beyond the box containing the center.
considerably damage accuracy for the near-field evaluation. It is useful to realize that the Fast Multipole
algorithm already contains a mechanism for handling this type of issue; its chief purpose, after all, is to
separate a far-field that is easily approximated from a near-field that does not tolerate approximation. It is
thus natural to seek to broaden the FMM’s notion of a near-field so as to respect the needs of QBX. Wishing
to avoid the scenarios that led to loss of accuracy above, we begin with the coarse notion that we wish to
avoid expansion-‘accelerated’ contributions to QBX local expansions which would not meet the same
accuracy target as the FMM itself.
A first algorithmic variant that provides sufficiently strong accuracy guarantees is nearly immediate: One
may require that the entirety of a QBX expansion ball be contained inside some FMM (potentially
non-leaf-level) target box. From there, it is at least intuitively plausible that the conventional FMM
interaction patterns and their associated error estimates might generalize to guarantee accurate
multipole-/local-mediated far-field contributions to QBX local expansions inside each box. This relatively
simple generalization of the FMM already represents a somewhat large algorithmic change: While in the
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original FMM, target particles can only occur in leaf boxes, confining a center to its box entails that non-leaf
boxes may also contain QBX expansion ball targets. We call this restriction a target confinement rule, named
this way because the target QBX balls are confined to the inside of a box. This modification achieves the
desired accuracy (rigorously, as we will show in Chapter 4). Unfortunately, it is unsuitable in practice
because it no longer has linear complexity—neither in theory nor in practice. In fact, the restriction may
lead QBX expansion ball targets that overlap the boundaries of boxes near the root of the tree to exist at
near-root levels. Such QBX expansion balls, of which there could be a large number, interact with nearly the
entire geometry without the benefit of multipole acceleration.
A second algorithmic variant that remedies this is again virtually immediate: Let QBX expansion balls
with a center inside a target box not be confined to the strict extent of their containing box, but instead
allow them to extend beyond it by a constant factor of the box size, called the target confinement factor
(‘TCF ’). Intuitively, this ensures that each expansion ball may propagate down the tree (away from the root)
until it reaches a box whose size is commensurate with the ball’s own diameter. It is perhaps plausible that
such a scheme might no longer be subject to superlinear complexity. However, the price for the lower cost is
that obtaining guaranteed accuracy requires a more complicated algorithm than in the previous case, which
we may describe as having a target confinement factor of zero (specifically, when measured in the ℓ∞ norm,
see Section 3.3.1).
Figure 3.13 provides a graphical representation. The larger target confinement region is shown with a
dashed line. It extends beyond the boundaries of the FMM box, which are drawn using a solid line. The
figure also shows a computational experiment analogous to the one of Figure 3.10 demonstrating that, at
least in this situation, mediated expansions accurately approximate the directly-obtained QBX expansion if
they are contained in the target confinement region.
As we will see, modifying the FMM algorithm to retain its benign characteristics in terms of accuracy and
cost under this modification presents a considerable set of challenges. At the heart of this modification
process is the choice of the target confinement factor, which represents the main control point for the
cost-accuracy trade-off inherent in our algorithm. To illustrate: a larger TCF may result in worse
convergence factors for nearly all FMM interactions, while yielding smaller cost by allowing QBX expansion
balls to settle closer to the leaves of the tree. To obtain good convergence factors in two and three dimensions,
we have chosen to modify the basic notion of ‘well-separation’ inherent in the FMM, from, roughly speaking,
‘1-away’ to ‘2-away’, similar to the three-dimensional FMM of [47]. Similarly, we had to considerably rework
the criteria for interaction lists of well-separated smaller and bigger boxes (‘List 3’ and ‘List 4’).
The purpose of the remainder of this chapter is to make rigorous the heuristic arguments of the previous
paragraphs.
3.2.2 Multipole and Local Expansions
This section presents mathematical background concerning multipole and local expansions. A unified
dimension-independent notation for multipole and local expansions that is used in the remainder of this
thesis is also introduced. We first give the two-dimensional case and then separately discuss the
three-dimensional case. We also cover translation operators, which allow for the shifting of expansion centers,
and the conversion of multipole expansions to local expansions. For a slightly different treatment of multipole
and local expansions that unifies the two and three dimensional cases, we refer the reader to the next chapter.
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Two-Dimensional Case
For proofs these facts in this section, we refer the reader to [47]. The Laplace potential in two dimensions
due to the source s is written as
Ks(x) = log |x− s|. (3.19)
In the two-dimensional case, we identify R2 with C and use the complex logarithm, which satisfies
Re log(z) = log|z|, z ∈ C \ {0}. (3.20)
Under this identification, the (infinite-order) multipole expansion centered at the origin due to a unit
strength source at z0 takes the form










with a0 = 1 and ak = −zk0/k for k > 0. This series converges for |z| > |z0|, where R = |z0| is called the
radius of the multipole expansion. The multipole expansion (3.21) can also be truncated to (p+ 1) terms,
which we term a p-th order expansion.
We introduce the notation Mp0[Kz0 ] to refer to the p-th order multipole expansion of the Laplace potential
due to z0, centered at the origin. Thus, using the notation of the previous paragraph, we write










Two important operations on the (truncated or non-truncated) expansion (3.21) are (1) shifting the center
of the expansion and (2) conversion to a local expansion. The center of the multipole expansion (3.21) may

















ak(−y)m−k m > 0.
(3.23)
The resulting expansion converges for |z| > R+ |y|. The q-th order shifted expansion of (3.22) is notated as
Mqy[Mp0[Kz0 ]] and given by the expression
Mqy[Mp0[Kz0 ]](z) = Re
(








The multipole expansion (3.21) can also be converted to a local (Taylor) expansion, centered at y for




























k=0 βk(z − y)k converges when |z − y| < R− |y|. We denote the q-th order local expansion
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of (3.22) as Lqy[Mp0[Kz0 ]] and write it as




βk(z − y)k. (3.26)
The (infinite-order) local expansion centered at the origin of the potential due to a unit strength source at
z0 is the Taylor expansion






This converges for |z| < |z0|. The coefficients (bk)∞k=0 are given by b0 = log(−z0) and bm = −1/(mzm0 ) for
m > 0.
We introduce the notation Lp0[Kz0 ] to refer to the p-th order local expansion of the Laplace potential due
to z0, centered at the origin. This is written as









The main operation on expansions of the type (3.27) of importance to this discussion is shifting the center
of the local expansion. The center of a p-th order local expansion of the form (3.27) may be shifted to













A shifted q-th order expansion of (3.28) is notated as Lqy[Lq0[Kz0 ]] and takes the form




βk(z − y)k. (3.30)
Three-Dimensional Case
The Laplace potential in three dimensions due to the source s is written as
Ks(x) =
1
|x− s| . (3.31)
Local expansions have already been introduced in Section 2.4, so we recall these briefly. Consider a source







n (θs−c, φs−c). (3.32)








Lmn |t− c|nY −mn (θt−c, φt−c). (3.33)
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This expansion converges as long as |t− c| < |s− c|.
A multipole expansion due to a source s ∈ R3 with center c ∈ R3 is defined via the coefficients Mmn ,




|s− c|nY −mn (θs−c, φs−c). (3.34)








Lmn |t− c|nY mn (θt−c, φt−c). (3.35)
The multipole expansion converges for |t− c| > |s− c|.
As in two dimensions, translation operators allow for the shifting of centers of expansions, or the conversion
of multipole expansions to local expansions. We denote the translated local expansion of order q centered at
c′, originating from a local expansion of order p centered at c, as Lqc′ [Lpc[Ks]]. See [47, Lem. 3.2] for the
explicit formula for the operator which maps the original coefficients of the expansion to the new ones.
We similarly define Mqc′ [Mpc[Ks]] to denote the result of a multipole-to-multipole translation and
Lqc′ [Mpc[Ks]] to denote the result of multipole-to-local translation. Explicit formulas for the operators that
express the coefficients of the new expansion in terms of the original coefficients are given in [47, Thm. 3.5.4]
and [47, Thm. 3.5.5].
3.2.3 Algorithm
This section is concerned with the precise statement of the GIGAQBX algorithm and its complexity
analysis. The algorithm is presented in Sections 3.2.3 and 3.2.3. The complexity analysis follows in
Section 3.2.4. We defer a statement of the accuracy of the algorithm until the next chapter (Chapter 4).
Overview
Differences from Point FMM. For the benefit of readers familiar with the point FMM or the original
QBX FMM [42], this section lists the primary differences in the GIGAQBX FMM.
Target Confinement Rule. To prevent inaccurate contributions from entering the QBX local
expansion, while still maintaining the efficiency enabled by the use of a tree, the design of the GIGAQBX
algorithm adopts the point of view of QBX centers as ‘targets with extent’ that each have their own
near-field. The realization of this idea is that GIGAQBX only permits QBX expansion balls to exist in a box
if they do not extend beyond an (ℓ2) radius surrounding the box, where the length of the radius is
proportional to the box size, so that the near-field of the box ends up being an over-approximation of the
near-field of the target with extent.
We call this modification the target confinement rule. During box subdivision in tree construction, if a ball
cannot be placed in the child box due to this restriction, it remains in the parent box.
Particles Owned by Non-Leaf Boxes. It follows from the previous paragraph that the
GIGAQBX algorithm, unlike the point FMM, allows for particles (specifically, QBX centers) to be ‘owned’
by non-leaf ‘ancestor’ boxes. The most important implication of this design is that interaction lists involving
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Algorithm 3.5: GIGAQBX FMM
Require: The maximum number of FMM targets/sources nmax per box for octree refinement and a target
confinement factor tf are chosen.
Require: The input geometry and targets are preprocessed according to Section 3.1.
Require: Based on the precision ǫ to be achieved, a QBX order pqbx, an FMM order pfmm, and an oversampled
quadrature node count pquad are chosen (see Sections 2.1 and 3.1).
Ensure: An accurate approximation to the potential at all target points is computed.
Stage 1: Build tree
Create a octree on the computational domain containing all sources, targets, and QBX centers.
repeat
Subdivide each box containing more than nmax particles into eight children, pruning any empty child
boxes. If an expansion center cannot be placed in a child box with target confinement factor tf due to
its radius, it remains in the parent box.
until each box can no longer be subdivided or an iteration produced only empty child boxes
Stage 2: Form multipoles
for all boxes b do
Form a pfmm-th order multipole expansion Mb centered at b due to sources owned by b.
end for
for all boxes b in postorder do
For each child of b, shift the center of the multipole expansion at the child to b. Add the resulting
expansions to Mb.
end for
Stage 3: Evaluate direct interactions
for all boxes b do
For each conventional target t owned by b, add to Pnearb (t) the contribution due to the interactions from
sources owned by boxes in Ub to t.
end for
for all boxes b do
For each QBX center c owned by b, add to the expansion Lqbx,nearc the contribution due to the interactions
from Ub to c.
end for
Stage 4: Translate multipoles to local expansions
for all boxes b do
For each box d ∈ Vb, translate the multipole expansion Md to a local expansion centered at b. Add the
resulting expansions to obtain Lfarb .
end for
(continued on next page)
direct evaluations at particles (List 1 and List 3), as well as the FMM step of evaluation of far-field local
expansions, must be redefined to incorporate the possibility of evaluation at non-leaf boxes.
Two-Away Near Neighborhood. To obtain a good convergence factor in two or three dimensions, it is
convenient to consider the ‘near-field’ to consist of both a box’s nearest neighbors and also its second nearest
neighbors. This is not a new modification, having been present in the original three-dimensional FMM [47].
‘Close’ and ‘Far’ Lists. In order to actually obtain the accuracy guarantees provided by the target
confinement rule, we disallow certain box near-field interactions that are too close to the target confinement
region from using expansion mediation that would otherwise be mediated by expansions in the point FMM.
Specifically, the fields associated with List 3 and List 4 are subdivided into ‘close’ and ‘far’ lists, where the
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Algorithm 3.5: (continued)
Stage 5(a): Evaluate direct interactions due to W closeb
Repeat Stage 3 with W closeb instead of Ub.
Stage 5(b): Evaluate multipoles due to W farb
for all boxes b do
For each conventional target t owned by b, evaluate the multipole expansion Md of each box d ∈W farb
to obtain PWb (t).
end for
for all boxes b do
For each QBX center c center owned by b, add to the expansion Lqbx,Wc the contributions due to the
multipole expansion Md of each box d ∈W farb .
end for
Stage 6(a): Evaluate direct interactions due to Xcloseb
Repeat Stage 3 with Xcloseb instead of Ub.
Stage 6(b): Form locals due to X farb
for all boxes b do




Stage 7: Propagate local expansions downward
for all boxes b in preorder do
For each child d of b, shift the center of the local expansions Lfarb to the child. Add the resulting
expansions to Lfard respectively.
end for
Stage 8: Form local expansions at QBX centers
for all boxes b do




Stage 9: Evaluate final potential at targets
for all boxes b do





b (t) to obtain the potential at t.
end for
for all boxes b do





obtain the QBX local expansion due to c evaluated at t.
end for
close lists are evaluated directly via point-to-QBX-local interactions, and the far lists maintain sufficient
separation to allow for normal expansion mediation.
Inputs and Outputs. The input to the GIGAQBX FMM consists of:
• a set of NT evaluation targets {ti}NTi=1 ⊆ Rd;
• a set of NS source particles {si}NSi=1 ⊆ Rd with source weights {wi}NSi=1 ⊆ R;
• a set of NC expansion centers {ci}NCi=1 with expansion radii {ri}NCi=1 ⊆ R;
• a partial function a : A ⊆ {1, 2, . . . , NT } → {1, 2, . . . , NC}, called the target-to-center association,
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mapping target numbers to center numbers from the subset A of ‘associated’ target numbers, satisfying
|ca(i) − ti| ≤ ra(i) (3.36)
for all i ∈ A; and finally
• an expansion order q ∈ N0, an FMM order p ∈ N0, a target confinement factor tf > 0, and an upper
bound nmax > 0 on the number of ‘thresholded’ particles per box. A particle is a source particle,
expansion center, or evaluation target. The ‘thresholded’ particles are a subset of particles defined
below.






The output of the GIGAQBX FMM is a function of the target point ti. If i ∈ A, i.e. the target point ti is
associated to a QBX center ca(i), then the FMM computes an approximation to the local expansion
Lqca(i) [ϕ](ti). Otherwise, the FMM computes an approximation to the point potential ϕ(ti).
Definitions
In this section, we introduce the necessary notation and give a precise statement of the ‘interaction lists’ in
the GIGAQBX FMM. The computational domain for GIGAQBX is an octree, in three dimensions, or
quadtree, in two dimensions, whose root box has equal-length sides and contains all input particles (sources,
targets, and expansion centers) and the extent of each expansion ball {B (ci, ri)}NCi=1. With reference to this
domain, which we will term ‘the tree’, we will use the following notation, where b is a box in the tree. The
notation in the following paragraphs largely follows [1, 58].
A box without child boxes is called a leaf box.
Two boxes are adjacent if the intersection of their boundaries is non-empty.
The notation |b| refers to the ℓ∞ radius of b, i.e. half the box width.
The center of the box b is denoted as c(b).
The target confinement region (TCR) of b, or TCR(b), is the set B(c(b),
√
d|b|(1 + tf )), i.e. a Euclidean
ball of radius
√
d(1 + tf )|b| enclosing the box.
The set A(b) refers to the box b and its ancestor boxes. The set S(b) refers to all the source particles
spatially contained within the box b (including those placed within its descendants).
The k-colleagues of b are the same-level boxes in the tree whose ℓ∞ center-to-center distance is at most
2k|b|, i.e. those same-level boxes which are most ‘k-away’ in box width.
Two same-level boxes are k-well-separated if they are not k-colleagues.
The thresholded particles consist of sources, expansion centers, and targets that have not been associated
to an expansion center. These particles are called thresholded particles because the box count threshold nmax
applies to them. Each thresholded particle is owned by exactly one box in the tree, which may not
necessarily be a leaf box. A particle owned by a box must necessarily be spatially contained within the box,
but spatial containment does not imply ownership.
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A box owning an expansion center (to which targets may be associated) or a thresholded target (that is
not associated to an expansion center) is called a target box. A box owning a source particle is called a source
box. Ancestor boxes of target boxes are called target-ancestor boxes.





Last, we define a (non-symmetric) relation over the set of boxes and target confinement regions called
adequate separation.
Definition 3.2 (Adequate separation, ‘≺’). If d is another box, we say b is adequately separated from
TCR(d) (notated as b ≺ TCR(d)) if the ℓ2 distance from the center of b to the boundary of TCR(d) is at least
3|b|. We say that TCR(d) is adequately separated from b (notated as TCR(d) ≺ b) if the ℓ∞ distance from the
center of d to the boundary of b is at least 3|d|(1 + tf ), implying the ℓ2 distance is also at least 3|d|(1 + tf ).
(The reason for the use of the ℓ∞ norm in the latter case is only because of computational convenience.)
Because the size of the TCR is proportional to the box size, if the parent of d is adequately separated from the
TCR of b, so is d. We call this property the ‘monotonicity’ of the adequate separation relation.
Tree Construction. Having defined the necessary notation, we are in a position to describe the
construction of the tree. At the start, the root box owns all thresholded particles. The tree is constructed
iteratively by subdividing each box containing more than nmax thresholded particles into 2d equally sized
children. After subdivision, ownership of thresholded particles is transferred from parent to child. Each child
receives ownership of the thresholded particles that it spatially contains that are owned by the parent, with
one exception: an expansion center whose expansion ball is not contained within the TCR of the child
remains owned by the parent box (this is known as the target confinement rule). The tree is finished
constructing when the number of thresholded particles owned by each box is below nmax, or if all potentially
split boxes are empty due to TCR constraints on expansion center ownership.
Interaction Lists. The core function of the FMM is to convey interactions between boxes by ways of
multipole and local expansions. It is common for implementations to store lists of source boxes, one per
expansion/interaction type and target or target-ancestor box. These lists are called interaction lists.
Roughly, the FMM proceeds by obtaining multipole expansions of the sources in each box, propagating
them upwards in the tree (towards larger boxes), then using multipole-to-local translation to convert those to
local expansions where allowable. These local expansions are then propagated down the tree and evaluated,
yielding an approximation of the ‘far-field’ of the box. The near field is evaluated directly, completing the
evaluation of the potential from all source boxes at each target box. In adaptive trees (like ours), it cannot
be assumed that all subtrees have the same number of levels; additional interaction lists were introduced
in [60] to deal with the arising special cases.
For a box b, the interaction lists Ub, Vb,Wb,W closeb ,W
far




b are sets of boxes. We motivate
and define the interaction lists used in our implementation in this section. Building on these, a precise,
step-by-step statement of our version of the FMM can be found in the next section.
Conventional Interaction Lists. The four ‘conventional’ interaction lists are Ub, Vb, Wb, and Xb. These
interaction lists can be found in most adaptive FMMs [60]. We define these first, with two modifications to
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the standard definition. First, non-leaf boxes are allowed as target boxes. Thus, lists normally associated
with only leaf boxes (Lists 1 and 3) may be associated with arbitrary target or target-ancestor boxes in the
tree. Second, our definition makes use of a near neighborhood of a box that is two boxes wide, rather than
one box wide.
List 1 (Ub) enumerates interactions from boxes adjacent to b for which no acceleration scheme is used.
This includes the interaction of the box with itself and, since target boxes can be non-leaf boxes, also
interactions with b’s descendants.
Definition 3.3 (List 1). List 1, or Ub, of a target box b consists of the leaf boxes adjacent to b. Ub also
includes b if b is a leaf box, or otherwise it includes of the leaf descendants of b.
List 2 (Vb) enumerates interactions from boxes of the same size/level as b with separation to b sufficient to
satisfy the assumptions for required error bounds on multipole-to-local translation.
Definition 3.4 (List 2). List 2, or Vb, of a target or target-ancestor box b consists of the children of the
2-colleagues of b’s parent that are 2-well-separated from b.
List 3 (Wb) enumerates interactions between non-adjacent, not 2-well-separated sources/target box pairs in
which the target box b is too large (considering its separation) to receive the contribution of the source box
through multipole-to-local translation. Within a conventional FMM, these interactions are typically conveyed
through evaluation of the source box’s multipole expansion and are implied to cover any children of the
source box. Of the descendants of the 2-colleagues of b, the boxes of List 3 are the first ones to become
non-adjacent to b as one descends the tree towards the leaves.
Definition 3.5 (List 3). List 3, or Wb of a target box b consists of those boxes d which are the descendants
of the 2-colleagues of b, such that d is not adjacent to b, but the parent of d is adjacent to b.
The following observations concerning List 3 follow from its definition: (a) List 3 of b contains the
immediate children of any 2-colleagues of b not adjacent to b. (b) Any box in Wb is strictly smaller than b.
(c) Any box d ∈Wb is separated from b by at least the width of d.
List 4 (Xb) enumerates interactions between non-adjacent, not 2-well-separated source/target box pairs in
which the source/leaf box d is too large (considering its separation) to transmit its contribution to the target
box b through multipole-to-local translation. In a conventional FMM, these interactions are conveyed through
formation of a local expansions from the source box’s sources. Since this local expansion can then participate
in the downward propagation of local expansions, the interaction from d does not also need to be conveyed to
b’s children by way of List 4. List 4 consists of non-adjacent 2-colleagues of b or 2-colleagues of its ancestors.
Definition 3.6 (List 4). List 4, or Xb, of a target or target-ancestor box b, consists of those leaf boxes d
such that d is a 2-colleague of some ancestor of b and d is adjacent to the parent of b but not b itself.
The following observations concerning List 4 follow from its definition: (a) Any box in Xb is at least the
width of b. (b) Any box in Xb is separated from b by at least the width of b. (c) For any d ∈ Xb, either
b ∈Wd or d is a 2-colleague of b.
‘Close’ and ‘Far’ Lists. Because the GIGAQBX FMM allows expansion balls to extend beyond the
bounds of the boxes that own them, it is convenient, for the purposes of maintaining accuracy, to disallow
certain interactions from making use of expansion mediation normally done through Wb or Xb. As a result,
neither the lists Wb nor Xb occur explicitly in our algorithm. We merely use these lists as stepping stones to
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define four ‘close’ or ‘far’ sub-lists, i.e. W farb , W
close
b (‘List 3 far’ and ‘List 3 close’), X
far
b , and W
close
b
(‘List 4 far’ and ‘List 4 close’). The ‘close’ and ‘far’ lists ensure that interactions directed at expansion
centers maintain sufficient separation so that intermediate translations whose field contributes to expansion
centers have controlled accuracy. The field due to a ‘close’ list is evaluated directly (without the use of
intermediate expansions), while the field due to a ‘far’ list is sufficiently separated to allow for the use of
multipole or local expansion mediation.
Observe that neither the definitions of Wb nor Xb have any geometric dependence on the b’s TCR. In
contrast, the definitions of the ‘close’ and ‘far’ lists take into account the existence of the TCR.
In the case of List 3, List 3 close (W closeb ) consists of source boxes which are in the 2-neighborhood of the
target box and which are not adequately separated (in the formal sense of Definition 3.2) from the TCR of
the target box. Interactions from these source boxes must be accumulated directly. By contrast,
List 3 far (W farb ) consists of boxes which are adequately separated from the TCR of b. Because of
monotonicity, children of boxes in W farb also satisfy the TCR separation requirement. From these boxes, the
field may be mediated by multipole evaluation.
Definition 3.7 (List 3 close, W closeb ). List 3 close, or W
close
b , of a target box b consists of those leaf boxes,
from among Wb and its descendants, which are not adequately separated from TCR(b).
Definition 3.8 (List 3 far, W farb ). List 3 far, or W
far
b , of a target box b consists of those boxes d from
among Wb or the descendants of Wb such that d is adequately separated from TCR(b), but such that no
ancestor of d in Wb or the descendants of Wb is adequately separated from TCR(b).
While it is generally not the case that W closeb ∪W farb ⊆Wb, it is generally true that W closeb ∪W farb consists
of boxes from Wb and its descendants. Furthermore, the boxes in W closeb and W
far
b form a partition the same
spatial region as that covered by the boxes in Wb, meaning that the source field associated with these lists is
the same as that of List 3.
In the case of List 4, the separation requirement is that the TCR of the target box is adequately separated
from the source box. List 4 close (Xcloseb ) contains the source boxes d which are in List 4 of b or it
ancestors that fail to meet the separation requirements, i.e. such that the TCR of b is not adequately
separated from d. If d ∈ Xb while not meeting the separation requirement, it is added to List 4 close of b and
its descendants down to the level at which it meets the requirement. At the level that a source box d meets
the requirement, it is placed into List 4 far (X farb ). If the TCR of b is adequately separated from d, then by
monotonicity the TCRs of b’s descendants are also adequately separated from d. Hence, once the TCR of the
target box is adequately separated from d, the field due to d may ‘enter’ the downward propagation (through
the formation of a box local expansion centered in b) to have its field propagated to all the descendants.
Definition 3.9 (List 4 close). List 4 close, or Xcloseb , of a target or target-ancestor box b, consists of those
source boxes d such that d is in List 4 of b or an ancestor of b, and TCR(b) is not adequately separated from d.
Definition 3.10 (List 4 far). List 4 far, or X farb , of a target or target-ancestor box b, consists of those
source boxes d such that either d is in List 4 of b and TCR(b) is adequately separated from d, or if b has a
parent, d is in List 4 close of the parent of b and TCR(b) is adequately separated from d.
As with List 3, it is generally not the case that Xcloseb ∪X farb ⊆ Xb. However, Xcloseb ∪X farb only contains
boxes from a List 4 of b or an ancestor of b.
Remark 3.1 (Performance optimization for List 3 far). One can always remove a box from W farb and place
its leaf descendants in W closeb , without adverse impact on accuracy since a multipole-to-QBX-local interaction
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is replaced with a direct one. When the number of sources in the descendants is small, doing this decreases
the computational cost associated with evaluation of the potential due to the sources. We make use of this
possibility in the complexity analysis.
Formal Statement
Notation. We make use of the following notation, which is a slightly modified version of the notation used
in [1, 58]. The following notation refers to ‘point’ potentials evaluated at a target not requiring QBX owned




















Let c be an expansion center owned by box b. The following notation refers to potentials evaluated with
QBX mediation. Lqbx,nearc (t) denotes the (QBX) local expansion of the potential at the center c, evaluated at


















Lpqbxc [Mpfmmc(d) [ϕd]](t). (3.42)
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Last, given a box b with center c, Mb and Lfarb refer respectively to the multipole and local expansions


























Table 3.1: Parameters to the complexity analysis.
Parameter Note
d Dimension of the tree.
pfmm FMM order.
pqbx QBX order.
nmax Desired bound on the number of owned particles per box (in some cases there may be
more, see Section 3.2.4).
tf Target confinement factor.
NB Number of boxes in the tree.
L Number of levels in the tree.
NS Number of sources in the tree.
NC Number of QBX centers in the tree.
NT Number of targets in the tree.
N N := NS +NC +NT ; the number of ‘particles’.






, taken over all
QBX centers c (see also Section 3.2.4).
Parameter Selection. The parameters to the GIGAQBX algorithm are pfmm, the FMM order; pqbx, the
QBX order; and the target confinement factor tf . A further parameter of importance is pquad, the upsampled
quadrature node count, which is not a direct parameter to the FMM but arises in the definition of the source
geometry.
The choice of these parameters is based on the splitting of the overall error in the scheme into truncation
error (Lemma 2.1), quadrature error (Lemma 2.2), and acceleration error (Theorem 4.1).
Of these sources of error, perhaps the one that is most straightforward to control with algorithmic
parameters is the acceleration error. Given a tolerance ǫ > 0, and letting tf ≈ 0.9, then, as will be shown in
Chapter 4, letting pfmm ≈ ⌈log2 ǫ⌉ in two dimensions and pfmm ≈ ⌈log4/3 ǫ⌉ guarantees an acceleration error
on the order of ǫ, relative to the total particle weight. This is the same value of the parameter pfmm that
achieves the same error bound when used in the ‘one-away’ version of the ‘point’ FMM, where the error
scales like O((1/2)pfmm+1) in two dimensions and O((3/4)pfmm+1) in three dimensions (cf. [62, 63]).
In contrast, the topic of parameter selection for QBX and quadrature order remains an area of active
research. On the subject of quadrature order, we have found the advice in [1], which suggests the choice of a
generically high order to ensure the smallness of the quadrature error term, to be a useful guide. Assuming
the quadrature error is suitably controlled, we have observed that pfmm is a practical upper bound on pqbx,
as the error due to acceleration empirically appears to decrease most slowly of the various sources of error
(see Section 3.3).
Statement
The complete statement of the algorithm is given in Algorithm 3.5.
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3.2.4 Complexity
In this section we discuss the time complexity of the GIGAQBX FMM. We present the time complexity in
terms of an asymptotic number of ‘modeled floating point operations’ (or ‘modeled flops’) performed by the
algorithm. While we include constants throughout, depending on interpretation, these constants may omit a
flop-related constant factor independent of problem parameters when we felt that no information was gained
from including it for added realism. For instance, in two dimensions, we model the cost of evaluating an
expansion of order p as O(p), when more realistic operation counts might range from O(2p+ 1) if
multiplications and additions are counted, to O(p+ 1) if a fused-multiply-add operation is assumed, to yet
different counts if the computation of powers is taken into account. (Later in this section, we discuss in more
detail the complexity of expansions and translations.)
This section is structured as follows. The parameters we introduce in the complexity analysis are
summarized in Table 3.1. Tables 3.3 and 3.2 provide a summary of the complexity analysis in two and three
dimensions. We first discuss the assumptions. Then Theorem 3.1 summarizes the complexity analysis. The
details are presented last.
Assumptions
We make a number of simplifying assumptions in our complexity analysis:
• We assume that all targets have been assigned to a QBX center, so that all evaluation at targets is
done in Stage 9. This is the primary usage pattern for on-surface evaluation of a layer potential.
• We assume, consistent with the hypotheses of the accuracy estimates in Theorem 4.1 mentioned later
in this chapter, that tf < 2. We make use of the assumption that bounding the size of tf in the
analysis of the complexity of operations associated with List 3 and List 4 (Lemmas 3.5).
• In two dimensions, we assume the use of complex Taylor expansions. In three dimensions, we assume
the use of spherical harmonic expansions throughout the algorithm. See Section 3.2.4 for details. We
also assume that pqbx ≤ pfmm.
Summary
Theorem 3.1 summarizes the complexity of Algorithm 3.5. The cost of the tree build phase (Stage 1) and
the evaluation phase of the algorithm (Stages 2–9) are treated separately. Under broadly applicable
assumptions, the evaluation phase can be shown to run in time that is proportional to the number of
particles. Nevertheless, the proportionality constant is affected by the details of the particle distribution in
two ways. First, the average size of the ‘near neighborhoods’ of QBX centers affects the number of direct
interactions in the algorithm. This is measured by the parameter MC . Second, the number of boxes in the
tree, NB , affects the number of intermediate expansions that are formed by the algorithm. This parameter is
also determined by the details of the particle distribution.
In the final statement of the complexity analysis, we make the simplifying assumption that MC = O(1)
and NB = O(N).
Theorem 3.1 (Complexity estimate for GIGAQBX algorithm). (a) The cost in modeled flops of the tree
build phase of the GIGAQBX FMM is O(NL).
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Table 3.2: Complexity of each stage of the GIGAQBX algorithm, three-dimensional case.
Stage Modeled Operation Count Note
Stage 1 NL There are N total particles with at most L levels of
refinement.
Stage 2 NSpfmm2 +NBpfmm3 NSpfmm2 for forming multipoles and the rest for shift-
ing multipoles upward, with each shift costing pfmm3.
Stage 3 (27(NC +NS)nmax +NCMC)pqbx2 Lemma 3.2
Stage 4 875NBpfmm3 Lemma 3.3
Stage 5 NCMCpqbx2 + 124LNSnmaxpqbx2 Lemma 3.4
Stage 6 375NBnmaxpfmm2 + 250NCnmaxpqbx2 Lemma 3.5
Stage 7 8NBpfmm3 The cost of shifting a local expansion downward is
pfmm
3. There are at most 8 children per box.
Stage 8 NCpfmm3 Cost of translating the box local expansions to NC
centers.
Stage 9 NT pqbx2 Cost of evaluating QBX expansions at NT targets.
(b) Assume that pfmm = O(|log ǫ|). For a fixed value of nmax, the cost in modeled flops of the evaluation
stage (Stages 2–9) of the GIGAQBX FMM is
O((NC +NS +NB)|log ǫ|3 + (NCMC +NL)|log ǫ|2 +NT |log ǫ|2) in three dimensions and
O((NC +NS +NB)|log ǫ|2 + (NCMC +NL)|log ǫ|+NT |log ǫ|) in two dimensions.
(c) Still assuming that pfmm = O(|log ǫ|), for a fixed value of nmax, using a level-restricted quadtree/octree
and tf <
√
d− 1, the modeled cost is O((NC +NS +NB)|log ǫ|3 +NCMC |log ǫ|2 +NT |log ǫ|2) in three
dimensions and O((NC +NS +NB)|log ǫ|2 +NCMC |log ǫ|+NT |log ǫ|) in two dimensions.
(d) Assuming that the particle distribution satisfies NB = O(N) and MC = O(1), the worst-case modeled
cost using a level-restricted quadtree/octree, fixed value of nmax, and tf <
√
d− 1 is linear in N (with a
constant dependent on the particle distribution and the desired accuracy ǫ).
Proof. The estimate for (a) follows from the cost of Stage 1 as listed in Tables 3.3 and 3.2. The estimate
for (b) follows from adding up the costs of Stages 2–9 as found in these tables. The estimate for (c) follows
from Remark 3.2, and the estimate for (d) follows immediately from (c).
Detailed Analysis
This section provides the details of the complexity analysis, under the assumptions highlighted in
previously (Section 3.2.4). In Section 3.2.4 and 3.2.4 we review the complexity of expansions and
translations, and the effect of the particle distribution. Section 3.2.4 provides the details supporting the
analysis in Tables 3.3 and 3.2.
Notation. We use the parameters from Table 3.1 throughout this section. In addition to the parameters
from this table, we make use of the following notation. First, we let S and C denote, respectively the sets of
sources and QBX centers in the tree. Second, given a particle p in the tree, we let bp denote the box
owning p.
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Table 3.3: Complexity of each stage of the GIGAQBX algorithm, two-dimensional case.
Stage Modeled Operation Count Note
Stage 1 NL There are N total particles with at most L levels of
refinement.
Stage 2 NSpfmm +NBpfmm2 NSpfmm for forming multipoles and the rest for shifting
multipoles upward, with each shift costing pfmm2.
Stage 3 (9(NC +NS)nmax +NCMC)pqbx cf. Lemma 3.2
Stage 4 75NBpfmm2 cf. Lemma 3.3
Stage 5 NCMCpqbx + 24LNSnmaxpqbx cf. Lemma 3.4
Stage 6 75NBnmaxpfmm + 50NCnmaxpqbx cf. Lemma 3.5
Stage 7 4NBpfmm2 The cost of shifting a local expansion downward is
pfmm
2. There are at most 4 children per box.
Stage 8 NCpfmm2 Cost of translating the box local expansions to NC
centers.
Stage 9 NT pqbx Cost of evaluating QBX expansions at NT targets.
Expansions and Translation Operators
Two-Dimensional Case. In two dimensions, we assume the use of complex variable Taylor expansions. A
p-th order multipole or local expansions requires p+ 1 expansion coefficients. Formation and evaluation of
expansions is modeled as costing p operations. The translation of a p-th order expansion into a q-th order
expansion is modeled as costing pq operations.
Three-Dimensional Case. A p-th order multipole/local expansion requires (p+ 1)2 expansion coefficients.
The (p+ 1)2 corresponding basis functions for the coefficients may be evaluated in O(p2) time using
well-known recurrences [66, Ch. 14]. As a result, we model the cost of forming or evaluating a p-th order
multipole/local expansion in spherical harmonics as costing p2 operations, which is correct to leading order.
The cost of translations of spherical harmonic expansions may be modeled as follows. Translation of a p-th
order expansion to q-th order expansion requires O(p2q2) operations if the translation operators are
implemented following the original translation scheme, used in the earliest versions of the three-dimensional
FMM, from [47]. But with a simple extension to the more commonly used ‘point and shoot’ translation
scheme [67], a p-th order expansion can be translated into a q-th order expansion in the following three steps:
1. Rotate the coordinate system so that the translation direction is along the z-axis at a cost of O(p3)
operations.
2. Translate the expansion at a cost of O(pq2) operations.
3. Rotate the coordinate system back into the original at a cost of O(q3) operations.
We thus may model a translation operator from a p-th order expansion to a q-th order expansion as costing
max(p, q)3 operations. If we further make use of the assumption that pqbx ≤ pfmm, the cost of translating a
pfmm-th order expansion into a pqbx-th order expansion can be modeled as pfmm3 operations.
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Effect of Particle Distribution
The running time of the GIGAQBX FMM cannot be entirely independent of the particle distribution.
Unlike the point FMM, the algorithm may place more than nmax particles in a box. This occurs due to
clustering of QBX centers in boxes because of the target confinement rule. This phenomenon cannot be
disregarded as it occurs in practice even with smooth geometries.
To handle this in the complexity analysis, we find it useful to distinguish between QBX centers that have
‘settled’ in a leaf box and those that are ‘suspended’, i.e. that cannot be placed in a lower box due to target
confinement restrictions. By definition, only the latter kind of centers can cluster in the tree beyond nmax
particles per box.
Definition 3.11 (Leaf-settled / suspended centers). Suppose the tree has been constructed following
Algorithm 3.5. Call a center c owned by a box b a suspended center if c cannot be placed in any hypothetical
child box of b due to target confinement restrictions. A center that is not suspended in any box is called
leaf-settled.
To bound the number of algorithmic operations involving suspended QBX centers, we introduce a
parameter into the complexity analysis that corresponds to the average size of a ‘neighborhood’ of a
suspended QBX center—in other words, the average number of sources with which a QBX center must
interact directly. While this quantity may at first seem to be tied to the tree structure imposed on the
geometry, it is possible to bound this quantity independently of the tree. A tree-independent bound on this
quantity follows from the following lemma.
Lemma 3.1 (Size of a suspended QBX expansion ball relative to box neighborhood). Let c be a suspended







superset of the 2-near neighborhood of b.
Proof. For any box b, the Euclidean distance from a point x inside b to a point on the boundary of TCR(b) is
at least
√
d|b|tf . This distance is minimized when x is a box corner.
Since c is suspended, c cannot fit in any hypothetical child box of b, which has radius |b|/2. It follows from




When measured in ℓ∞ distance, any point in b is at most 3 box widths away from any point in the
2-neighborhood of b. Thus, the furthest possible ℓ∞ distance from c to any point in the 2-neighborhood of b
is 6|b|. (This distance is achieved when c is located at a box corner.) Thus, B∞ (c, 6|b|) is a superset of the
2-near neighborhood of b.
Multiplying both sides of (3.46) by 12/(tf
√
d), we obtain that 12rc/(tf
√
d) > 6|b|, which implies the
claim.





















where rc is the radius of the center c. The following proposition is an immediate consequence of the
definition of MC and the previous lemma.
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Proposition 3.1 (Bound on 2-near-neighborhood interactions for QBX expansions). The number of
source-center pairs (s, c), such that c is a suspended QBX center and s is a source particle in the
2-neighborhood of the box owning c, is at most NCMC .
Analysis of Interaction Lists
This section presents a detailed complexity analysis of the algorithmic stages associated with the size
interaction lists defined in Section 3.2.3. For simplicity of the exposition, this section presents the
results from the three-dimensional case. The two-dimensional case (shown in Table 3.3) follows from
the same arguments, with appropriate changes to the cost of the translations and the dimension-dependent
sizes of box regions in the tree.
Proposition 3.2 (Number of larger leaf boxes in the 1-neighborhood of a box). Let b be a box. There are at
most 3d = 27 leaf boxes at least at large as b intersecting the 1-near neighborhood of b.
Proof. Let l be such a leaf box. If l 6= b, choose a box cl which is a colleague of b that is geometrically
contained inside l. The mapping l 7→ cl is injective, and b has at most 33 − 1 = 26 colleagues.
Lemma 3.2 (List 1 complexity). The amount of work done in Stage 3 (direct evaluation of the potential
from adjacent source boxes) is at most
(27(NC +NS)nmax +NCMC)pqbx2. (3.48)
Proof. Define the set U ⊆ S × C as U = {(s, c) ∈ S × C | bs ∈ Ubc}. Each source-center interaction costs
pqbx
2 operations. The number of Stage 3 interactions is |U |, so the cost of Stage 3 is at most pqbx2|U |. U
may be written as a disjoint union U = Ubig ∪ Usmall, where Ubig contains all source-center pairs (s, c) such
that |bs| ≥ |bc|.
For any center c, Proposition 3.2 implies that there may be at most 27nmax sources in leaf boxes at least
as large as bc contributing to the potential via Ubc . Thus |Ubig| ≤ 27NCnmax.
In a similar way, one can show that there are at most 27NSnmax source-center pairs (s, c) ∈ Usmall such
that c is a leaf-settled center. By Proposition 3.1, there are at most NCMC source-center pairs
(s, c) ∈ Usmall such that c is a suspended center. It follows that |Usmall| ≤ NCMC + 27NSnmax.
Lemma 3.3 (List 2 complexity). The amount of work done in Stage 4 (translation of multipole to local
expansions) is at most 875NBpfmm3.
Proof. There are at most NB boxes. The size of List 2 for a box b is at most 103 − 53 = 875, since there are
at most 103 descendants of 2-colleagues of the parent of b, of which 53 are 2-colleagues of b itself so they
cannot be in List 2 of b. Each multipole-to-local translation costs pfmm3 operations.
Lemma 3.4 (List 3 complexity). The amount of work done in Stage 5 (evaluation of List 3 close and far) is
at most
NCMCpqbx
2 + 124LNSnmaxpqbx2. (3.49)
Proof. We make the simplifying assumption that all Stage 5 interactions are mediated by List 3 close. This
assumption will not lead to an undercount of the cost of the Stage 5 interactions, if the optimization in
Remark 3.1 has been applied. Recall that a List 3 far interaction is a multipole-to-target interaction, and a
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List 3 close interaction is a source-to-target interaction. The only way the above assumption could
undercount the cost of Stage 5 is if a List 3 far interaction were more expensive than the equivalent
interactions that occur with the leaf descendants using List 3 close. But if a List 3 far interaction is more
expensive than List 3 close interaction, the interaction of the former type may be converted to the latter type
with no loss in accuracy.
Under this assumption, Proposition 3.1 implies that the cost of all Stage 5 interactions aimed at suspended
centers is at most NCMCpqbx2.
Now, consider the Stage 5 interactions aimed at leaf-settled centers. Let s be a source owned by a box bs.
If s interacts via List 3 close with a leaf-settled center c, then c must be owned by a box that is a 2-colleague
of either bs or an ancestor of bs. A box has at most 53 − 1 = 124 boxes that are 2-colleagues. Since each
source-center interaction costs pqbx2 and there are at most nmax leaf-settled centers per box, the cost of all
interactions aimed at leaf-settled centers is at most 124LNSnmaxpqbx2.
Remark 3.2 (Effect of level-restriction on List 3 complexity). The factor of L in Lemma 3.4 suggests that
Stage 5 has a worst-case superlinear scaling. A number of modifications to the algorithm are available that
can provably remove the asymptotic factor of L. For instance, a cost estimate for Stage 5 that is independent
of L may be derived assuming that the tree is level-restricted, meaning that adjacent leaves differ by at most
one level, and that tf <
√
3− 1 ≈ 0.73.
For tf <
√
3− 1, TCR(b) is contained strictly inside the 1-neighborhood of b. If the tree is level-restricted,
this implies that if b is a leaf box, any box in W closeb ∪W farb cannot be more than a constant factor smaller
than b. This further implies that for a leaf box b, the quantity |W closeb ∪W farb | is at most a constant that
depends on tf and on the dimension. This can be used to construct a cost estimate independent of L. We
leave the details of the derivation to the reader.
Using a level-restricted tree does not impact the asymptotic scaling of any other stage of the algorithm. Any
octree tree may be converted to be level-restricted by repeatedly subdividing the larger of the leaf boxes that
violate the level-restriction criterion. The level-restricted tree that results has a constant factor as many
boxes. See [68] for details.
Lemma 3.5 (List 4 complexity). The cost of all Stage 6 interactions (evaluation of the potential due to List
4 close and far) is at most
375NBnmaxpfmm2 + 250NCnmaxpqbx2. (3.50)
Proof. First, we show |Xb| ≤ 125. Every box in Xb is a leaf that is either a 2-colleague of b not adjacent to b,
or adjacent to the parent of b and at least as large as the parent of b. There are at most 53 − 33 = 98 boxes
that fall into the first category and, by Proposition 3.2, at most 27 boxes that fall into the second category.
Next, we show that Xcloseb ⊆ Xb ∪XParent(b), which implies that |Xcloseb | ≤ 250. Recall that Xcloseb must be
a subset of the List 4’s of the ancestors of b. If b′ is an ancestor of b, then b must be separated by an ℓ∞
distance of 2k+1|b| from any box in Xb′ . In particular, consider a box e ∈ Xg, where g is k ≥ 2 levels above b.
Then e will be separated by an ℓ∞ distance of at least 8|b| from b. It follows that the ℓ∞ distance from the
center of b to the boundary of e is at least 9|b|, which is at least 3(1 + tf )|b| (since tf < 2 by assumption).
Thus TCR(b) ≺ e from the definition of ‘≺’ (Definition 3.2). It follows that Xcloseb is disjoint from the List 4
of a grandparent of b or above.
Finally, |X farb | ≤ 375 follows since, by definition, X farb ⊆ Xb ∪XcloseParent(b).
The cost estimate follows since, for List 4 close, each center will interact directly with at most 250nmax
source particles, with each interaction costing pqbx2. For List 4 far, each box will interact with at most
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n = 5 n = 10 n = 15 n = 20
Figure 3.14: A subset of the ‘starfish’ test geometries used to obtain many of the results of Section 3.3.
375nmax source particles, at a cost of pfmm2 per interaction.
3.3 NUMERICAL RESULTS
3.3.1 Two-Dimensional Case
In this section, we illustrate the numerical accuracy and cost scaling of the GIGAQBX FMM algorithm in
two dimensions. We also perform a cost comparison of this algorithm with the conventional QBX FMM
algorithm of [42].
Note on Modifications. The results presented in this section reflect a slightly modified version of the
GIGAQBX algorithm compared with that of Section 3.2.3, owing to being collected with an earlier version of
the software. There are two primary modifications.
Geometry Processing. First, the geometry preparation procedures, which process the geometry for
truncation and quadrature accuracy, are based on a slightly different procedure than Section 3.1. For details,
we refer to the code in revision db5aae0 of Pytential [69].
Box-Shaped TCR. The second modification is the use of an ℓ∞ (box-shaped) target confinement
region as opposed to an ℓ2 region. To distinguish between the box-shaped TCR and the ball-shaped TCR of
Section 3.2.3, we shall always refer to the target confinement factor as tf,∞ for the box-shaped case. The ℓ∞
TCR of a box b with center c is defined as the box B∞ (c, (1 + tf,∞)|b|), i.e. a box of radius (1 + tf,∞)|b|
enclosing the original box b.
Experimental Setup
The experimental setup is as follows. We use a family of test geometries, parameterized by n ∈ N, that
form a ‘starfish’ curve γn : [0, 1]→ R2 whose parametrization is given by







With increasing n, the starfish geometry has a larger number of more closely-spaced ‘arms’. See Figure 3.14
for graphical renditions of some of these geometries. We make use of these geometries because we have
empirically found them to present a demanding scenario for layer potential evaluation, with varying feature
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Table 3.4: ℓ∞ error in Green’s formula S(∂nu)−D(u) = u/2, scaled by 1/‖u‖∞, for the 65-armed starfish
γ65, using the GIGAQBX algorithm. pfmm denotes the FMM order and pqbx the QBX order. The geometry
was discretized with 3250 Gauss-Legendre panels, with 33 nodes per panel. Idealized point FMM error
(1/2)pfmm+1 included for comparison. Entries in bold indicate that the FMM error is negligible.
(1/2)pfmm+1 pfmm pqbx = 3 pqbx = 5 pqbx = 7 pqbx = 9
0 (direct) 4.35× 10−6 6.21× 10−7 1.05× 10−7 5.71× 10−8
6× 10−2 3 4.19× 10−3 4.21× 10−3 4.21× 10−3 4.21× 10−3
2× 10−2 5 2.79× 10−4 3.42× 10−4 3.43× 10−4 3.43× 10−4
5× 10−4 10 4.35 × 10−6 1.36× 10−6 1.71× 10−6 1.76× 10−6
2× 10−5 15 4.35 × 10−6 6.21 × 10−7 1.05 × 10−7 5.74× 10−8
5× 10−7 20 4.35 × 10−6 6.21 × 10−7 1.05 × 10−7 5.71 × 10−8
Table 3.5: Analogous data to Table 3.4 for the QBX FMM algorithm of [42].
(1/2)pfmm+1 pfmm pqbx = 3 pqbx = 5 pqbx = 7 pqbx = 9
0 (direct) 4.35× 10−6 6.21× 10−7 1.05× 10−7 5.71× 10−8
6× 10−2 3 2.55× 10−2 2.96× 10−2 4.07× 10−2 5.77× 10−2
2× 10−2 5 6.94× 10−3 1.61× 10−2 2.29× 10−2 3.10× 10−2
5× 10−4 10 4.95× 10−4 1.75× 10−3 5.80× 10−3 9.48× 10−3
2× 10−5 15 1.58× 10−5 1.85× 10−4 6.40× 10−4 3.17× 10−3
5× 10−7 20 4.35 × 10−6 1.31× 10−5 8.99× 10−5 5.01× 10−4
and panel sizes, close spacing of unconnected parts of the geometry, and large (and scalable) overall size. We
have found these characteristics to present an adequate challenge both the accuracy and the scalability of a
layer potential evaluation code in a way that is representative of smooth source geometries ‘in the wild’.
Accuracy
We test the accuracy of the algorithm of this chapter in a sequence of experiments. To assess accuracy, we
employ Green’s formula on the source geometry. Let Γ be the boundary of the domain. Let u be a harmonic
function defined inside the domain and extending smoothly to the boundary. Because u extends smoothly to
the boundary of the domain, the normal derivative ∂nu at the boundary is well-defined. Then Green’s





where the single-layer potential S (2.5) has already been introduced, and the double-layer potential Dµ for a







We use the residual in Green’s formula as a convenient proxy for the accuracy attained in the evaluation of
the layer potential evaluation as well as the overall accuracy attainable in application problems, in particular
in the context of the solution of boundary value problems.
We conducted two sets of experiments in this section. The first set is summarized in Table 3.6, which
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presents data to support the assertion that the residual in Green’s formula is a reasonable proxy for the error
in the solution of boundary value problems.
In the second set of experiments, we measured the residual in the evaluation of Green’s formula for a
complicated geometry. We let u be the potential due to a charge located outside Γ at (2, 1). We compute
approximations to S(∂nu)−D(u) and report the error in the discrete infinity norm. The error reported is
the absolute error scaled by 1/‖u‖∞ (so that it is relative to the magnitude of u). We use the starfish curve
with n = 65 and test with various combinations of QBX order pqbx and FMM order pfmm. γ65 was
discretized with 3250 Gauss-Legendre panels with 9 nodes oversampled to panels with 33 nodes (cf.
Section 2.4.2). The curve was subsequently refined according to the refinement criteria of [1, Sec. 2.2.1].
Table 3.4 shows the results of these experiments for the GIGAQBX FMM, varying pqbx across columns
and pfmm across rows. The error incurred in unaccelerated QBX is shown in the first row of results. This
value represents a lower bound on the accuracy of the scheme for errors of a given QBX order (as shown
within a column); no error obtained with acceleration (as shown in the remaining rows) will be meaningfully
smaller. Any error beyond the value in the first row is necessarily attributable to the effects of acceleration.
We show table entries in bold if they do not significantly exceed the error value for unaccelerated QBX,
indicating that the error contribution of FMM acceleration is negligible.
We choose the target confinement factor as tf,∞ = 0.9. For that value of tf,∞, Theorem 7 of [1] roughly
establishes ‖u‖∞(1/2)pfmm+1 as a bound on the absolute error incurred by acceleration, neglecting a
pqbx-dependent factor and a number of other factors that do not vary across the entries of the table. We
show (1/2)pfmm+1 in the left column of the table. We find that the results support ‖u‖∞(1/2)pfmm+1 as an
asymptotic upper bound on the error, and, in turn, the assertion that the error in the potential computed via
the GIGAQBX FMM is bounded simply by
|unaccelerated QBX error|+ ‖u‖∞(1/2)pfmm+1, (3.54)
consistent with the notion that the error can be additively split into acceleration error and non-acceleration
error parts.
In addition, we observe that the bound (3.54) lends itself to the simple interpretation that the additional
error in the potential incurred from due to GIGAQBX FMM acceleration is asymptotically (in pfmm) the
same as the error incurred in the evaluation of a point potential in the adaptive FMM of [60].
Table 3.4 also allows us to assess the sharpness of the analysis underpinning the theoretical accuracy. In
the regime where the error is dominated by the contributions of FMM acceleration (the upper part of the
table), we observe a match between the bound and the behavior of the error in asymptotic behavior,
although concrete error values are overestimated by around two orders of magnitude.
Table 3.5 shows an analogous set of results for the QBX FMM of [42]. We find that the QBX FMM is also
able to match the error achieved by unaccelerated QBX, albeit at considerably higher pfmm than our scheme.
The relationship between pqbx, pfmm and the error is more complicated than the simple bound of (3.54). As
a matter of fact, only empirical error data were shown in [42]. Most poignantly perhaps, for the conventional
QBX FMM, the error contribution due to acceleration is not bounded by the FMM error incurred in a
corresponding point FMM, and the error appears to degrade with increasing QBX order as pfmm is held fixed.
Our scheme exhibits neither of these two issues.
The difference in behavior between the two schemes may be intuitively explained as follows. Careful study
shows that in a generic FMM translation operator, the higher order coefficients of the local expansion are
approximated less accurately than the lower order coefficients, e.g. in [1, eq. 17]. While this issue in principle
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Table 3.6: A comparison of relative ℓ∞ errors attained at a set of target points in the solution of an exterior
Neumann boundary value problem (2.3) using the integral equation (2.9) (top row of each segment) with
errors attained in the residual of Green’s formula on γ25 (bottom row of each segment). Discretization
parameters for both problem types as well as the procedure for obtaining the residual in Green’s formula are
as in Table 3.4. Iteration counts for unpreconditioned GMRES are shown in the columns labeled ‘#it’. The
discrete linear system used the weighting technique of [70]. To ‘manufacture’ a reference solution of the BVP,
point potentials were evaluated originating from sources at locations 0.75[cosαi, sinαi]
T with ‘charges’
randomly assigned according to a standard normal distribution. The angles αi are given by
αi = π/2 + 2πi/25 (i ∈ {0, . . . , 24}). The ℓ∞ norm of the vector of differences between the ‘manufactured’
potentials and the potentials from the BVP solve at the target points at locations
1.5[cos(π + αi), sin(π + αi)]
T was computed and is shown in the table.
(1/2)pfmm+1 pfmm pqbx = 3 #it pqbx = 5 #it pqbx = 7 #it pqbx = 9 #it
6× 10−2 3 5.32× 10−3 197 4.46× 10−3 198 4.49× 10−3 198 4.49× 10−3 198
2.54× 10−3 2.48× 10−3 2.48× 10−3 2.48× 10−3
2× 10−2 5 2.55 × 10−3 183 3.05× 10−4 179 2.72× 10−4 181 2.64× 10−4 184
2.38× 10−4 2.55× 10−4 2.55× 10−4 2.55× 10−4



























applies to both versions of the scheme, the additional geometric restrictions in our version mitigate the
impact of this phenomenon by controlling the amplification of this error by a geometric condition—the target
confinement region.
Cost and Scalability
Having established that the accuracy of layer potentials evaluated GIGAQBX FMM can be understood
with the help of easy-to-use estimates and that high levels of accuracy can be achieved, we seek to evaluate
several aspects of the computational cost of our algorithm. First and foremost, we examine the scaling
behavior of the scheme to large problem sizes. Next, we briefly highlight the cost-accuracy trade-off
encountered. Lastly, since our scheme competes with the conventional QBX FMM, we give a cost comparison
between the two approaches.
For the remainder of this section, we use the same family of ‘starfish’ geometries from (3.51) already
familiar to the reader from our accuracy experiments. More specifically, for a fixed value of the ‘arm count’
n, we begin with the curve γn discretized into 50n panels equispaced in the parameter domain with 9 nodes
per panel, which was upsampled to 33 nodes per panel. We use values of n ranging from 5 to 65 in
increments of 10. Additional refinement in accordance with [1, Sec.2.2.1] was applied if necessary. Ultimately,
this family of geometries ranged in size from about 1.7 · 104 to about 1.4 · 106 particles, where by ‘particle’ we
mean a class of entities including QBX centers, source quadrature nodes, and targets. We choose to employ
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Table 3.7: Values of the parameter MC,∞ for various starfish
geometries γn parametrized by n. NS denotes the number of source
quadrature points. Shown here are percentiles for the distribution of
the number of particles in a square of radius 8/(tf,∞) around each




20% 40% 60% 80% 100%
5 9735 551.8 335.0 391.0 492.0 793.2 1656.0
15 52965 965.2 552.0 674.0 867.0 1228.0 7671.0
25 122925 988.2 600.0 670.0 804.0 1189.0 6516.0
35 255255 867.6 601.0 656.0 752.0 1070.0 3653.0
45 392040 882.6 602.0 659.0 741.0 1113.0 3944.0
55 555390 932.1 607.0 673.0 829.0 1176.0 4135.0
65 789360 921.2 604.0 659.0 801.0 1173.0 3616.0
Table 3.8: Cost per interaction list
entry modeled in Figures 3.15
and 3.16, i.e. for a single (source box,
target box) interaction list pair. pfmm
= FMM order and pqbx = QBX order.
ns = number of sources in the source
box and nt = number of QBX centers









this family of geometries with increasing complexity over, say, a simpler, growing grid of identical geometries
because we expect the resulting scalability data to be credibly applicable to most other scenarios, including
those of the growing grid.
Factors Influencing Computational Scalability
Ideally, we would like to retain linear scaling of computational cost with the size of the geometries, as
measured in the number of source quadrature points. Following the discussion of Section 3.2.4, it is not
obvious that such scaling necessarily occurs.
Recall the definition of the model parameter MC , the main use of which is to provide a worst case bound
on the number of direct interactions between source particles and suspended QBX centers. Since the
algorithm in this section uses an ℓ∞ TCR rather than an ℓ2 TCR, we modify the definition of MC slightly to
























We can then establish the following lemma concerning the relation of MC,∞ to the algorithmic scaling. The
proof is similar to that of Lemma 3.1. Note that we restrict ourselves here to the two-dimensional case.
Lemma 3.6. (Size of QBX expansion ball relative to box neighborhood, ℓ∞ TCR case) Suppose that d = 2
and the tree was constructed with an ℓ∞ TCR with target confinement factor tf,∞. Let c be a suspended
QBX center of radius rc owned by the box b. Then the closed cube B∞ (c, 8rc/(tf,∞)) is, geometrically, a
superset of the 2-near neighborhood of b.
It follows (cf. Proposition 3.1) the cost of the interactions involving source particles and suspended QBX
centers in the GIGAQBX FMM with ℓ∞ TCR is always bounded from above by O(NCMC,∞), where NC is
the number of centers. For worst-case particle distributions, this cost is unavoidably quadratic, because



















































Figure 3.15: Modeled operation counts for the GIGAQBX FMM for evaluating the single layer potential on a
sequence of ‘starfish’ geometries of increasing particle count. The operations are counted according to the
model presented in Table 3.8. Here, nmax = 64 and tf = 0.9. The mean ℓ∞ error in Green’s identity across
all runs, scaled by 1/‖u‖∞, was 4.97× 10−5 for pqbx = 3 and 2.97× 10−6 for pqbx = 7.
substantially across different-sized geometries. We expect particle distributions to which our method is
applied to originate from discretizations of smooth, non-self-intersecting curves, and these are significantly
more regular than an arbitrary particle distribution. Consequently it is conceivable that we will observe
behavior considerably more benign than the worst case.
Although MC,∞ does not depend on the tree, it is nevertheless not immediately obvious how one might
derive a meaningful a-priori bound for MC,∞ for general geometries that may ‘loop back’ on themselves in
the way that (say) the starfish geometries do, bringing QBX centers into the proximity of source geometry
non-adjacent to their ‘parent’ geometry. To empirically determine the behavior of MC,∞, we wrote a
program that counts the number of source particles within B∞ (c, 8rc/(tf,∞)) for each QBX center c. MC,∞
is the mean of these counts. Recall Lemma 3.1, which states that this region is a superset of the 1-near
neighborhood of bc, which in turn represents the region with which a center may need to interact directly.
The results are presented in Table 3.7, including means and percentiles for the distribution of source particle
counts.
As can be seen in the table, the distribution of particles seems to be heavy-tailed, but with a mean value
(MC,∞) of at most 1030 particles, which does not appear be growing as the number of source particles
increases. These data are consistent with the observation that MC,∞ should not depend on the number of
particles for smooth geometries of adequate refinement.
Experimental Results on Scaling and Comparative Cost
In this section, we illustrate the cost of the algorithm with the help of operation counts. To give a
machine-independent understanding of the computational cost of our algorithm, we modeled computational
cost by attributing an operation count to each entry in the interaction lists. The cost we attributed to an

















































Figure 3.16: Modeled operation counts for the QBX FMM of [42] for evaluating the single layer potential on
a sequence of ‘starfish’ geometries of increasing particle count. The operations are counted according to the
model presented in Table 3.8. Here, nmax = 128. The mean ℓ∞ error in Green’s identity across all runs,
scaled by 1/‖u‖∞, was 5.37× 10−5 for pqbx = 3 and 3.08× 10−6 for pqbx = 7.
the operation counts thus obtained are intended to roughly correspond with the number of floating point
operations required.
We chose two FMM/QBX order pairs at which to gather this data for the GIGAQBX FMM, namely
(pqbx, pfmm) = (3, 10) and (pqbx, pfmm) = (7, 15). These values yield an average of roughly five and six digits
of accuracy, respectively. We show modeled operation counts across a number of ‘arm counts’ of the ‘starfish’
geometries, as described. The results are shown in graphical form in Figure 3.15. In addition to the cost for
each type interaction list, we also show an overall operation count summing the other contributions, labeled
‘all’.
The costs in Figure 3.15 include the performance optimization mentioned in Remark 3.1. Our
implementation used a W farb interaction only with source boxes having a cumulative source particle count of
15 or more. In every case, the improvement in cumulative operation counts due to this optimization was no
more than 1%.
Before entering into a discussion of this data, we introduce a second set of data for comparison, based on
the conventional QBX FMM of [42]. We applied the same cost model to the QBX FMM in order to perform
an approximate comparison of the cost of the two algorithms. In order to make the comparison meaningful,
we compare the computational cost of the FMMs for achieving a similar level of accuracy on the Green’s
identity test (Section 3.3.1) with a fixed QBX order. Experiments showed that the (higher) FMM order
values of (pqbx, pfmm) = (3, 15) and (pqbx, pfmm) = (7, 30) resulted in accuracies matching the above for the
conventional QBX FMM. We show graphs of computational cost across geometry sizes analogous to the
earlier ones for this data set in Figure 3.16.
We have tuned the user-chosen parameters for both algorithms to minimize their cost as measured by our
model. (This process is also known as ‘balancing’ an FMM, since it tends to balance various contributions to
the cost.) The main parameter amenable to such optimization is nmax, the maximum number of particles per
box. We observed that nmax has different impact on the performance for the two algorithms. Roughly, the
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GIGAQBX FMM will benefit from a smaller nmax, as this can potentially decrease the number of direct
interactions. In contrast, the conventional QBX FMM benefits from a larger nmax. The main reason this is
the case is that this reduces the number of boxes/levels in the tree, and hence the number of
multipole-to-local translations. We also observed a noticeable degradation of accuracy for small nmax in the
conventional QBX FMM, which we believe may be related to the effect of nmax on source/target separation.
As a result, we found nmax = 64 for the GIGAQBX FMM and nmax = 128 for the conventional QBX FMM
to yield near-minimal modeled cost. We used tf = 0.9 for the GIGAQBX FMM.
The linear scaling of both schemes is evident from the slope of the graphs, with one decade of geometry
growth (indicated by the vertical grid lines) leading to one decade of cost growth (indicated by horizontal
grid lines). As is typical for schemes based on the FMM, the overall cost is dominated by multipole-to-local
translations (List 2/Vb) and direct interactions (List 1/Ub). Additionally, in the GIGAQBX FMM, List 4
close (Xcloseb ; which consists of direct interactions just like List 1) is also a significant contributor to the cost.
The overall operation counts for the two schemes are roughly comparable, with pqbx = 7 more closely
matching than pqbx = 3. For pqbx = 3, the GIGAQBX FMM has on average 1.43× as many modeled
operations as the QBX FMM, but for pqbx = 7, it has about 1.10× as many. In terms of actual wall times for
evaluating the single layer potential, our implementation of the GIGAQBX FMM is on average 17% slower
than conventional QBX FMM for pqbx = 3 and 12% slower for pqbx = 7. As the QBX order increases, we
expect the GIGAQBX FMM to maintain its competitiveness, particularly considering the rapid growth of the
FMM orders required to maintain accuracy in the conventional QBX FMM.
Another factor worth highlighting is that the GIGAQBX FMM is composed of a larger number of simpler
operations on, typically, lower-order expansions (thus with relatively short chains of dependent computations
within one translation operation), while the conventional QBX FMM uses fewer higher-complexity operations
to translate expansions of higher order. While, according to our results above, these costs are similar for
sequential execution, we expect that the GIGAQBX FMM will be able to make better use of massively
parallel computational resources.
A number of limitations of this study are evident. Both schemes stand to benefit from standard FMM
optimizations that have not been applied, such as, for instance, using translation operators with
asymptotically improved costs [71]. Additionally, tuning for the specific hardware was was not applied when
measuring the wall time. Nevertheless, the results in this section suggest that the two schemes are
competitive in terms of cost.
3.3.2 Three-Dimensional Case
For the numerical experiments in dimension d = 3, use a family of smooth ‘urchin’ test geometries γk given
analytically in spherical coordinates (rk, θ, φ) by prescribing rk as a function of (θ, φ), where
rk(θ, φ) = 0.2 +








k (θ, φ), (3.57)
using the definition of spherical harmonics from (2.19). Figure 3.5 gives a visual impression of γ8.
To obtain an accurate unstructured triangular mesh of γk, we use an icosahedron as a starting point. Each
of the icosahedron’s faces is equipped with a mapping Ψk ∈ (P 8)3 and the expansion of Ψk in orthogonal
polynomials on the triangle [72,73] is computed. While the ℓ2-norm of the coefficients of the mapping
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Table 3.9: ℓ∞ error in Green’s formula S(∂nu)−D(u) = u/2, scaled by 1/‖u‖∞, for the ‘urchin’ γ8, using
the GIGAQBX algorithm. pfmm denotes the FMM order and pqbx the QBX order. The geometry was
discretized with 4.85× 104 triangles for the stage-1 discretization, and 2.78× 105 triangles for the stage-2
discretization, with 2.95× 102 nodes per element. An idealized a-priori estimate for the 1-away point FMM
error [63] is included in the first column for comparison. Entries in bold indicate that the FMM error is
negligible compared to the other error contributions.
(3/4)pfmm+1 pfmm pqbx = 3 pqbx = 5 pqbx = 7 pqbx = 9
3.16× 10−1 3 8.29× 10−3 9.68× 10−3 9.15× 10−3 9.18× 10−3
1.78× 10−1 5 1.43× 10−3 2.67× 10−3 2.85× 10−3 2.78× 10−3
4.22× 10−2 10 6.08 × 10−5 6.44× 10−5 1.27× 10−4 1.47× 10−4
1.00× 10−2 15 6.08 × 10−5 6.38 × 10−6 3.24× 10−6 7.07× 10−6
2.38× 10−3 20 6.08 × 10−5 6.38 × 10−6 1.41× 10−6 2.51× 10−7
corresponding to the polynomials of the two highest total degrees exceeds 10−10 times the ℓ2-norm of all
coefficients of the mapping, the element is bisected, and the warping function (3.56) is (nodally) reevaluated.
Accuracy
We use an analogous procedure to the one from the previous section to test the accuracy of the algorithm of
this chapter through a sequence of experiments. With u a harmonic function defined inside γ8 and extending
smoothly to the boundary, we make use of Green’s formula. Because of smoothness, u has a well-defined





We use the residual in this identity as a measure for the accuracy that our scheme achieves in the evaluation
of layer potential evaluations. The achieved accuracy in Green’s formula is predictive of the accuracy one
might achieve in the solution of boundary value problems. Data to support this assertion (in two dimensions)
is presented in [1].
Letting u be the potential due to a charge located outside Γ at (3, 1, 2)T , we evaluate S(∂nu)−D(u) using
our scheme and report the error in the discrete ℓ∞-norm. The error reported is the absolute error scaled by
1/‖u‖∞. We use the urchin geometry γ8 and test with various combinations of QBX order pqbx and FMM
order pfmm. γ8 was discretized with 48,500 triangles for the stage-1 discretization, and 277,712 triangles for
the stage-2 discretization, with 295 nodes per element, to eliminate the influence of quadrature error as a
confounding factor in this experiment.
To ‘balance’ the algorithm, we compute a modeled flop count (cf. Sections 3.2.4 and 3.3.2) and chose the
value of nmax that minimizes this modeled cost. In our experiments, nmax = 512 was the approximate
minimizer. We choose the target confinement factor as tf = 0.9.
Table 3.9 shows the results of these experiments for the GIGAQBX FMM, scaled by the norm of the test
function u and varying pqbx across columns and pfmm across rows. We show table entries in bold if no
decrease in error is observed for at least one subsequent value of pfmm.
The error in each entry of the table may be interpreted as the additive contribution of truncation error
(Lemma 2.1), quadrature error (Lemma 2.2), and FMM acceleration error (Theorem 4.1). The latter two
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sources of error are present even without FMM acceleration. Thus, reading down a given column (with pqbx
held fixed and pfmm varying), we do not expect the error to decrease below a fixed amount, which we term
the ‘unaccelerated QBX error.’ This quantity empirically corresponds to the error shown in bold.
The large decrease in the error as pfmm increases suggests that as long as the error still decreases with
pfmm, we can assume that the acceleration error is the dominant error component. Reading across a row of
the table (with pfmm held fixed and pqbx varying), we observe that if an entry appears to be dominated by
acceleration error (i.e. is not in bold), the errors in the row are very roughly of the same order of magnitude.
This is consistent with Theorem 4.1, which implies an FMM acceleration error bound that is independent of
the QBX order.
For our chosen value of tf , Theorem 4.1 roughly establishes ‖u‖∞(3/4)pfmm+1 as a bound on the absolute
error incurred by acceleration, neglecting a number of other factors given in the precise statement of the
theorem. We show (3/4)pfmm+1 in the left column of the table. Importantly, this value is an upper bound for
the values in its row, and thus also a bound on the acceleration error. The strict obedience to this bound also
confirms that the algorithm does not require an FMM order increase to maintain accuracy (cf. [42] and the
discussion in Section 2.4.3).
The actual acceleration component of the error in Table 3.9 in fact appears to decrease more rapidly than
the first column. A similar phenomenon was observed for the two-dimensional case in the previous section.
This is not entirely unexpected, as the error in the potential is a weighted average of the individual errors
due to the source particles, which are likely to be separated more generously from the target than the
worst-case estimates in Chapter 4 assume.
In summary, the results in this table empirically confirm the validity of Theorem 4.1 as well as of an
additive error model:
|total error| ≤ |unaccelerated QBX error|+ ‖u‖∞(3/4)pfmm+1. (3.59)
A BVP with Complex Geometry for the Helmholtz Equation
To support the assertion that our algorithm is broadly applicable and robust, we demonstrate its use on a
challenging, moderate-frequency boundary value problem for the Helmholtz equation. While we have
discussed a version of the algorithm for the Laplace equation, a direct analog of our algorithm is applicable
for the Helmholtz and many other related elliptic PDEs, assuming the availability of translation operators
with suitable complexity. We expect our complexity and accuracy analysis to carry over to the case of the
Helmholtz equation with only minor changes. Empirical evidence suggests that this is the case.




u = 0 in R3 \ Ω, (3.60)









u = 0 (3.62)
where Ω ⊂ R3 is a closed, bounded region with smooth boundary Γ = ∂Ω. Ω is given by the geometry
surface-3d/betterplane.brep from [75]. We obtain a surface mesh consisting of triangles with
second-order polynomial mapping functions for the geometry using Gmsh [76]. The geometry (‘nose’ to ‘tail’)
is approximately 19 units long and 20 units wide (‘wingtip’ to ‘wingtip’). The original geometry has 37,244
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Figure 3.17: An exterior Dirichlet boundary value problem for the Helmholtz equation solved on a ‘toy plane’
geometry. The shading on the geometry itself reflects the obtained density µ using a Brakhage-Werner
representation [74] −Dµ+ iSµ. The volume visualization illustrates the logarithm of error in the computed
exterior potential. The top of the volume visualization represents a cut roughly at ‘wing’ level of the source
geometry. The maximal relative ℓ∞ error observed anywhere in the exterior computational domain (which
extends to cover the entire geometry, including at points on or near the surface) was 1.38× 10−2.
Section 3.3.2 describes the computational setup in more detail. The potential is evaluated at 104,947,200
targets in the volume, with 11,482,688 source points, 1,230,288 QBX centers, and 615,144 on-surface targets.
triangles, the stage-1 mesh has 45,755 order 2 triangles (with 6 nodes per element), and the stage-2 mesh has
102,524 order-2 triangles; the triangles of the stage-2 quadrature discretization each have 112 nodes. The
Helmholtz parameter was set to k = 20.
We use a Brakhage-Werner representation [74] to solve for boundary values obtained from a point
potential emanating from a number of sources in the ‘tail’ of the geometry. Using L2-weighted degrees of
freedom [70], GMRES [77] attained a decrease in the residual norm by a factor of 10−5 in 79 iterations. The
calculation took around two days on a dual-socket Intel Xeon E5-2650 v4 machine. The Helmholtz
translation operators used in the algorithm were those from FMMLIB3D [64,78].
We verify that the potential obtained from the boundary value solve matches the point potential through
point evaluations in the volume, obtaining roughly two digits of accuracy. Details of the relative error in the
potential evaluation in the volume can be found in Figure 3.17.
Cost and Scaling
It remains to examine both the computational cost and the scaling thereof that the algorithm achieves on
geometries of varying size. Rather than relying on wall time (which is sensitive to machine details as well as
varying levels of optimization and code quality), we present an abstract operation count intended to
asymptotically match the number of floating point operations, similarly to the approach of Section 3.2.4. We


































Figure 3.18: Modeled operation counts for the GIGAQBX FMM for evaluating the single-layer potential on a
sequence of ‘urchin’ geometries of increasing particle count. The operations are counted according to the
model presented in Table 3.10. Here, nmax = 512 and tf = 0.9. The scaling test used the ‘urchin’ geometries
γ2, γ4, . . . , γ10.
the ‘urchin’ test geometries γ2, γ4, . . . , γ10 for this computational experiment.
We show cost data for two pairs of (pqbx, pfmm), corresponding to different accuracies. The first,
(pqbx, pfmm) = (5, 15), corresponds to roughly five digits of accuracy following Table 3.9, whereas the second,
(pqbx, pfmm) = (9, 20), corresponds to around seven digits of accuracy.
As in point FMMs, the main tuning parameter that may be used to balance various cost contributions and
minimize computational cost is nmax, the maximal number of particles per box. We chose nmax to minimize
the modeled computational cost, obtaining a value of nmax = 512. The TCF tf mainly trades off cost and
accuracy, we choose tf = 0.9. We show graphs of computational cost across geometry sizes in Figure 3.18.
Unlike in two dimensions, we observe that W close and, to a lesser extent, W far dominate the run time of
the algorithm. This is not entirely unexpected, as the size of the TCR, naturally larger by particle count in
three dimensions, makes its influence felt. A further factor in the large contribution of W far is the high cost
of translations even when the target (QBX) expansion is of comparatively low order, cf. Section 3.2.4.
In accordance with the results of Section 3.2.4, the experiments support the conclusion that the algorithm
exhibits linear scaling in the number of source and target particles, with one decade of geometry growth
(indicated by the vertical grid lines) leading to one decade of cost growth (indicated by horizontal grid lines).
Cost Implications of the ℓ2-Based Target Confinement Region
Next, we seek to understand the impact of the change in the shape of the TCR, which was box-shaped and
defined by the ℓ∞-norm in the earlier version of our algorithm [1], but which now is spherical and measured
by an ℓ2-norm to better match the actual region of convergence of the obtained local expansions. Table 3.11
summarizes the results of an experiment determining the comparative cost of both approaches. Both versions
of the algorithm were balanced individually before conducting the experiments, in both cases nmax = 512
turned out to be near-optimal. First, we observe that the algorithmic change has led to a reduction of
(modeled) computational cost by around 25 per cent. We note a marked increase in the cost contribution of
the V list, as well as marked decreases in the cost of the U and W far lists, all of which are indicative of the
higher efficiency of the method with the ℓ2 TCR.
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Table 3.10: Cost per interaction
list entry modeled in Figure 3.18,
i.e. for a single (source box,
target box) interaction list pair.
pfmm = FMM order and pqbx =
QBX order. ns = number of
sources in the source box and nt















Table 3.11: A comparison of (modeled, cf. Table 3.10) cost for the
GIGAQBX FMM between the use of the conventional ℓ∞ box extent
norms (analogous to [1]) and the ℓ2 box extent norms introduced in
this article. Entries in the table show modeled floating point
operations in the sense of Section 3.2.4. The experiment used the
‘urchin’ geometry γ8 discretized with 48,500 stage-1 elements and
277,712 stage-2 elements, where each of the latter had 295 nodes. The
evaluated columns use pfmm = 15 and pqbx = 5, corresponding to
around five digits of accuracy following Table 3.9. For brevity, we let
p = pfmm and q = pqbx. Note that the rows shown do not add up to
the shown total. The latter includes minor contributions to the overall
cost (such as the upward and downward passes) that we have omitted.
ℓ∞ (sym.) ℓ∞ ℓ2 (sym.) ℓ2
Ub 2.77× 1010q2 6.92× 1011 9.29× 109q2 2.32× 1011
Vb 6.14× 107p3 2.07× 1011 9.00× 107p3 3.04× 1011
W closeb 8.88× 1010q2 2.22× 1012 7.94× 1010q2 1.99× 1012
W farb 4.56× 108p3 1.54× 1012 2.59× 108p3 8.76× 1011
Xcloseb 2.62× 109q2 6.55× 1010 5.20× 109q2 1.30× 1011
X farb 9.51× 108p2 2.14× 1011 9.92× 108p2 2.23× 1011
Total 4.97× 1012 3.78× 1012
3.4 CONCLUSIONS
In this chapter, we have presented a fast algorithm for Quadrature by Expansion in two and three
dimensions. This algorithm builds upon and generalizes previous work designed to control for truncation and
quadrature error in QBX [42]. We have demonstrated the viability of our approach through numerical
experiments. Lastly, we have provided a set of sufficient conditions under which the algorithm exhibits linear
scaling and also shown that in practice the algorithm scales linearly on complicated geometries.
Traditional hierarchical algorithms developed for n-body problems have considered point (i.e., zero-
dimensional) sources and targets. An important feature of our work is the recognition that local expansions
behave like ‘targets with extent’ from the point of view of the accuracy of translation operators. It is possible
to view this work purely in this context, removed from QBX: As a fast algorithm that permits targets with
extent.
Several avenues for future work open up building upon the contribution in this chapter: First, the cost
estimates of Section 3.2.4 are inherently pessimistic because they do not leverage very much information
about the particle distribution. Furthermore, they are also conservative when it comes to constants.
Sharpening these estimates, perhaps with a more detailed understanding of the typical particle distribution
of a source curve, will help provide a better understanding of the cost of our algorithm along with ideas to
reduce said cost. Another direction of work is to apply the techniques of the error analysis used in this paper
in order to understand analytically the accuracy behavior for the global QBX FMM of [42].
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CHAPTER 4: ERROR ANALYSIS OF THE GIGAQBX FMM
The subject of the present chapter is the acceleration error in the GIGAQBX FMM. Roughly, acceleration
error is the FMM’s ability to achieve the accuracy of the non-accelerated scheme, which involves
approximation of the local expansion of a point potential.
To give a more precise statement, we first introduce some notation. Consider a smooth bounded surface















using suitably chosen weights {wi}ni=1 ⊆ R and nodes {yi}ni=1 ⊆ Γ. Straightforward quadrature discretization






QBX may be regarded as evaluation of the local expansion of (4.2) at a target t with a center c. See
Figure 4.1 for a depiction of two-dimensional QBX.
The GIGAQBX FMM forms an approximation Q̃n[Sσ] to the point potential, and then, as a final step,
takes the local expansion of this approximation. The acceleration error at a target t with a center c refers to





Recall, from the previous chapter, that the GIGAQBX FMM is distinguished from other FMM algorithms
by its enforcement of geometric separation criteria for QBX expansion centers during tree construction.
In [1], it was analytically shown that for the evaluation of the two-dimensional single-layer potential for the
Laplace equation, with appropriate choice of parameters the acceleration error of the GIGAQBX algorithm





where p is the intermediate expansion order, with minimal dependency on the final expansion
order. The error estimates in that paper were based on complex variable techniques and did not generalize to
other integral kernels or to three dimensions. The paper [58] introduced a three-dimensional version of the
GIGAQBX algorithm, and presented acceleration error estimates for the evaluation of the three-dimensional
Laplace potential based on numerical hypotheses, that suggested, with appropriate parameter choice, that an




, which is again the same as the ‘point’
version of the FMM.
This chapter presents a unified 2D and 3D acceleration error analysis for the GIGAQBX FMM. The main
idea in this chapter is based on the observation that, using linearity of Lqc, the error (4.3) is equivalent to the
local expansion of the ‘point’ FMM error
Qn[Sσ](x)− Q̃n[Sσ](x) (4.4)
Portions of this chapter appear in the paper ‘Unified Acceleration Error Estimates for Fast Evaluation of Layer Potentials with







Figure 4.1: QBX geometric evaluation scenario for the single-layer potential Sσ a segment of the curve
Γ ⊆ R2. This figure shows the source y, the target x, and the expansion center c, and θ, the angle between
x− c and y − c. The role of the angle θ is explained in Section 4.1.2.
for which a-priori bounds exist (e.g. [38, 62,63]). As a local expansion may be viewed as a Fourier-Laplace
series (cf. Section 4.1.2) on the boundary of a ball, we apply standard results on the speed of convergence of
Fourier-Laplace series to obtain error bounds for (4.3).
The acceleration error represents one component of the total error of the scheme. For fully understanding
the error in accelerated QBX, two additional components of the error are the quadrature error
|Lqc[Qn[Sσ]](x)− Lqc[Sσ](x)| (4.5)
and the truncation error
|Lqc[Sσ](x)− Sσ(x)| . (4.6)
In GIGAQBX, the total error in the approximation to the single-layer potential can be modeled as sum of
the acceleration error (4.3), the quadrature error (4.5), and the truncation error (4.6). Bounds for the
truncation error can be found in [41], and bounds for the quadrature error can be found in in [41,49].
This chapter is organized as follows. Section 4.1 discusses preliminaries and mathematical notation.
Section 4.2 presents generic approximation results on the convergence of local expansions. Section 4.3 uses
these results to present a complete error analysis of the acceleration error for the GIGAQBX FMM in two
and three dimensions for Laplace potentials. Section 4.4 presents experiments for Laplace and Helmholtz
layer potentials in two and three dimensions.
4.1 PRELIMINARIES
4.1.1 Potentials and Notation





wiK(x− yi), x ∈ Rd. (4.7)
Here, K : Rd → R is a kernel function, and {yi}ni=1 ⊆ Rd is a set of source points with source weights
{wi} ⊆ R. The kernel functions of concern in this chapter are closely related to free-space Green’s functions
G(·, ·) for elliptic PDEs, though we regard K as a function of single argument possibly differing from the
Green’s function by a scaling factor. In two dimensions, this chapter examines the Laplace kernel
K(x) = log |x| (4.8)
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and the Helmholtz kernel with parameter k
K(x) = H(1)0 (k|x− y|), (4.9)
where H(0)1 is the Hankel function of the first kind of order 0. In three dimensions, the corresponding form of
the Laplace kernel is
K(x) = 1|x| , (4.10)




We make use of the following notation in the remainder of this chapter. The potential due to a source
point s ∈ Rd is notated as Ks and refers to the function
Ks(x) = K(x− s). (4.12)
If x ∈ Rd, the Euclidean ball B(x, r) denotes the set {y ∈ Rd : |y| < r}, where | · | is the Euclidean norm.
4.1.2 Fourier-Laplace Series
To facilitate a unified treatment of expansions in two and three dimensions, this section recalls facts about
the Fourier-Laplace series for the unit sphere Sd−1 = {x ∈ Rd : |x| = 1} in general dimension d ≥ 2. More on
this subject can be found in [79, 80]. The surface area of the sphere is denoted |Sd−1|. The space L2(Sd−1) is





A polynomial p : Rd → C is homogeneous of degree k if p if p satisfies p(rx) = rkp(x) for all x ∈ Rd. The
space of spherical harmonics Ydn is the space of the restrictions to the unit sphere S
d−1 of the harmonic,
homogeneous polynomials of degree n. This is a finite-dimensional linear subspace of L2(Sd−1), and we let
Nn,d = dimYdn. Two facts about this space are particularly useful. First, the elements of Y
d
n are orthogonal
to the elements of Ydn′ if n 6= n′. Second, the space of finite linear combinations of spherical harmonics is
complete in L2(Sd−1).
The operator Pn is defined as the orthogonal projection of a function f ∈ L2(Sd−1) onto the subspace Ydn.
An explicit representation of this operator is as follows. Given an orthonormal basis {Yn,m}Nn,dm=1 for the





(f, Yn,m)Yn,m(ξ), ξ ∈ Sd−1. (4.14)






Pnf(ξ), ξ ∈ Sd−1. (4.15)
Since the linear combinations of the spherical harmonics are complete in L2(Sd−1), it follows that the
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Fourier-Laplace series of a square integrable function f ∈ L2(Sd−1) converges in L2(Sd−1):
lim
p→∞
‖f − Spf‖L2(Sd−1) = 0. (4.16)
Last, we also recall the spherical harmonic addition theorem [79, Thm. 2.9], which states that for all






Yn,m(ξ)Yn,m(ν) = Pn,d(ξ · ν). (4.17)
The function Pn,d : [−1, 1]→ [−1, 1] is the Legendre polynomial of degree n in dimension d. In all dimensions,
this function is equivalent up to scaling with a Gegenbauer polynomial. In two dimensions, Pn,2 is the n-th
degree Chebyshev polynomial. In three dimensions, Pn,3 is the ordinary n-th degree Legendre polynomial.
Uniform Convergence
The potentials which we consider in this chapter are smooth (i.e., infinitely differentiable) functions that
are non-singular on their domain of definition. The expansions of such functions in spherical harmonics,
when restricted to the boundary of a sphere, are particularly well-behaved. The following proposition ensures
uniform convergence of the Fourier-Laplace series of all sufficiently smooth functions.
Proposition 4.1 (Sufficient conditions for uniform convergence of Fourier-Laplace series, based
on [79, Thm. 2.36, 2.37]). Let f ∈ Ck,α(Sd−1), where Ck,α(Sd−1) is a Hölder space with k ∈ N0 and
α ∈ (0, 1]. If k + α > d/2− 1, then the Fourier-Laplace series Spf converges uniformly to f , i.e.
lim
p→∞
‖Spf − f‖C(Sd−1) = 0. (4.18)
Explicit Bases for Spherical Harmonics
We will be working with Fourier-Laplace series in d = 2 and d = 3. Although the results we present in this
chapter will be independent of the choice of basis, we recall the standard orthonormal bases for the spherical
harmonics for these dimensions.
In dimension two, the Fourier-Laplace series is same as the Fourier series. The dimension of each Ydn is 2 if
n > 0 and 1 if n = 0, and a standard orthonormal basis is given by {Yn,1, Yn,2} with
Yn,1(ξ) =
√





(2π)−1(ξ1 − iξ2)n =
√
(2π)−1e−inθ, ξ = (cos θ, sin θ). (4.20)
In dimension three, the dimension of Y3n is 2n+ 1, and an orthonormal basis is conventionally defined as the









imφ, ξ = (sin θ cosφ, sin θ sinφ, cos θ). (4.21)
Pmn is the associated Legendre function of degree m and order n. In this chapter, we will always index the
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basis function Yn,m with m ∈ {1, 2, . . . , Nn,d}, unlike in (4.21).
4.1.3 Local and Multipole Expansions
Local and multipole expansions are the mechanism for mediating information about ‘far field’ interactions
within the FMM. In this section, we outline a unified treatment of expansions in two and three dimensions.
We start with expansions of the potential due to a kernel.











The functions µn, νn : R→ C and constant λn ∈ C are determined by the details of the kernel. As an
example, the form (4.22) applies to the kernels listed in Section 4.1.1. We explicitly state these addition
theorems next. We let r = |x|, ρ = |y|, and cos θ = (x · y) / (|x||y|).
2D Kernels. In two dimensions, where Tn is the n-th Chebyshev polynomial, the addition theorem for the
Laplace kernel states





This follows, e.g., by considering the real part of the complex Taylor expansion of the log kernel and
observing that Re einθ = Tn(cos θ). For the Helmholtz kernel, the addition theorem states
H
(1)
0 (k|x− y|) = J0(kr)H
(1)






k (kρ)Tn(cos θ). (4.24)
H
(1)
n is the Hankel function of the first kind of order n and Jn is the Bessel function of order n. This is a
variant of Graf’s addition theorem [66, eq. (10.23.7)].
3D Kernels. In three dimensions, where Pn is the n-th Legendre polynomial, the addition theorem for the







and the addition theorem for the Helmholtz kernel states
eik|x−y|




(2n+ 1)jn(kr)hn(kρ)Pn(cos θ), (4.26)
where the functions jn and hn are, respectively, spherical Bessel and Hankel functions of the first kind
(cf. [66, eq. (10.60.1,10.60.2)]).
Using the addition theorem for spherical harmonics (4.17) and a choice of basis for the spherical harmonics,
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The expanded addition theorem (4.27) is the basic tool for formation of local and multipole expansions.
























This expansion converges, in the same sense as the formula (4.22), as long as |t− c| < |s− c|. Similarly,
























The multipole expansion converges when |t− c| > |s− c|.
There is a close connection between local and multipole expansions and Fourier-Laplace series. We
elaborate the case of local expansions, with the understanding that the multipole case is analogous. The
connection is as follows. To each local expansion with coefficients Ln,m and expansion radius r = |x− c|, we
may associate a Fourier-Laplace series, where the n,m-th coefficient is given by Ln,mµn(r). In more detail,
let Lpc[Ks] denote the p-th partial sum of the local expansion of the potential Ks. Let |x− c| = r. By writing
the local expansion using spherical coordinates (r, ξ) ∈ R≥0× Sd−1 centered at c, so that x = c + rξ, we have








Evidently, for a fixed r > 0, if the series (4.32) converges in L2(Sd−1) as p→∞, the local expansion
Lpc[Ks](r, ·) is a Fourier-Laplace series in L2(Sd−1). To make the question of convergence unambiguous, we
always restrict our attention in this chapter to the local expansions of smooth functions, where, as a
consequence of Proposition 4.1 the series (4.32) converges uniformly for fixed r, and hence also in L2(Sd−1).
The precise sense in which we use local and multipole expansions in this chapter is defined below. Since we
seek error bounds on quantities involving expansions of not just kernels but also other expansions (see
Section 4.1.3), as well as their behavior under truncation, we need to generalize our notion of local and
multipole expansion. We define them by their convergence to a certain function on a domain rather than by
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an expression determining their coefficients. We refer to these as abstract local/multipole expansions.
However, beyond guaranteeing convergence to a particular function on a particular domain and not
specifying an algorithm for obtaining the expansion coefficients, there is no difference between an abstract
local/multipole expansion and a ‘concretely’-specified local/multipole expansion.
Definition 4.1 (Abstract local expansion). Let ρ > 0 and c ∈ Rd. Let f : B(c, ρ)→ C be a smooth













, x ∈ B(c, ρ) (4.33)
is called a p-th order (abstract) local expansion of f centered at c, if, for all x ∈ B(c, ρ), the series 4.33
converges to f(x) as p→∞. The coefficients {Ln,m : n ∈ {0, 1, . . . , p},m ∈ {1, 2, . . . , Nn,d}} are called local
coefficients.
Definition 4.2 (Abstract multipole expansion). Let r > 0 and c ∈ Rd. Let f : Rd \B(c, r)→ C be a













, x ∈ Rd \B(c, r), (4.34)
is called a p-th order (abstract) multipole expansion of f centered at c, if, for all x ∈ Rd \B(c, r)→ C, the
series 4.34 converges to f(x) as p→∞. The coefficients {Mn,m : n ∈ {0, 1, . . . , p},m ∈ {1, 2, . . . , Nn,d}} are
called multipole coefficients.
We will generally refer to these just as local and multipole expansions and only make use of the word
‘abstract’ for emphasis. We do not make use of non-convergent expansions in this chapter.
The reader may find it useful to think of Lpc and Mpc as operators applied to a function f , yielding the
coefficients for a series. As we do not make use of this capability in this chapter, we do not develop a full
characterization of such operators. However, it is useful to make a few informal observations concerning this
connection. It is essential to observe the function f being expanded is not arbitrary, as in order for the series
to exist a necessary condition is that f must solve the appropriate PDE. This is since the (volume) basis
functions
µn(r)Yn,m(ξ) and νn(r)Yn,m(ξ) (4.35)
(known as solid harmonics for the Laplace case and Helmholtz harmonics for the Helmholtz case) expressed in
spherical coordinates (r, ξ) in fact solve the Laplace/Helmholtz PDE. Given a function that solves the PDE,
say, a function f : B(c, ρ)→ C that smoothly extends to the boundary δB(c, ρ), integrating the function in a






f(c + ξρ)Yn,m(ξ) dS(ξ). (4.36)
(For the Helmholtz case, one must be careful to choose ρ to avoid values such that µn(ρ) = 0.) Then, the










is a function that solves the PDE in the interior of B(c, ρ) and matches the value of f on the boundary of the
ball ∂B(c, r). By the uniqueness of the solution to the interior Dirichlet problem, it follows that f̃ = f , and
hence the local expansion of f actually represents f , and furthermore this yields a procedure for determining
the local coefficients. A similar observation can be made in the exterior case for multipole expansions.
The connection between abstract local expansions and Fourier-Laplace series implies that if an abstract
local expansion of a function exists, it must be unique, in the sense that the coefficients Ln,m are unique, up
to a choice of basis of spherical harmonics. Thus, in the remainder of this chapter we will refer to the
(abstract) multipole or local expansion of a function, if such an expansion exists.
Connection to FMM Expansions
By choosing the basis for the spherical harmonic expansions described in Section 4.1.2, local and multipole
expansions as defined in this section are essentially the same as those defined in the original FMM [47]. In
truncated form these expansions give rise to the same series regardless of the choice of basis. The only minor
difference occurs in two dimensions, in the definition of the local coefficients.
To illustrate this explicitly for the three-dimensional case of the Laplace potential, the local expansion of

























Comparing with the form (4.29), observe the truncated p-th order expansion is the same function regardless
of the choice of basis for spherical harmonics, via the addition theorem (4.25).
In the case of two dimensions, the Laplace potential is typically expanded in a complex Taylor series










a0 = log |s− c| (4.41)
an = −
1
n(s− c))n , n > 0. (4.42)
On the other hand, using the basis functions (4.20), the potential is expanded as













where the local coefficients Ln,1 and Ln,2 satisfy
L0,1 =
√


















, n > 0. (4.46)
Observe that, although the form (4.43) has different local coefficients from the Taylor series, the p-th order
truncations of (4.40) and (4.43) are explicitly the same.
Translation Operators
Another analytical capability used in the FMM, and in the analysis presented in this chapter, involves
shifting the center of a local or multipole expansions, and the conversion of a local expansion to a multipole
expansion. This is accomplished via a translation operator, which we denote in this chapter by repeated
compositions of the operators Lpc[·] and Mpc[·]. The situation is summarized in the following proposition.
Proposition 4.2 (Translation of local and multipole expansions). Let the basis functions µn, νn, for the
local and multipole expansions be as in the addition theorems for the Laplace or Helmholtz kernels in two or
three dimensions (4.23, 4.24, 4.25, 4.26).
Let r, ρ > 0 and c ∈ Rd. Consider an abstract local expansion Lcp[f ] : B(c, ρ)→ C of a smooth function f ,
and an abstract multipole expansion Mcp[g] : Rd \B(c, r)→ C of a smooth function g.
(a) Let c′ ∈ B(c, ρ) with |c− c′| = δ. Then, for all p′ ∈ N0, the abstract local expansion Lc
′
p′ [Lcp[f ]] exists
and converges in B(c′, ρ− δ).
(b) Let c′ ∈ Rd with |c− c′| = δ. Then, for all p′ ∈ N0, the abstract multipole expansion Mc
′
p′ [Mcp[g]] exists
and converges in Rd \B(c′, r + δ).
(c) Let c′ ∈ Rd \B(c, r) with |c− c′| = δ. Then, for all p′ ∈ N0, the abstract local expansion Lc
′
p′ [Mcp[g]]
exists and converges in B(c′, δ − r).
The capability of translating expansions given in Proposition 4.2 rests on the existence of series in
spherical harmonics, also called addition theorems, that allows for expressing the coefficients of the shifted
expansion in terms of the original one. For the Laplace equation, a reference giving these series is [47]. For
the Helmholtz case, a treatment of addition theorems for the two-dimensional version is presented in [81] and
the addition theorems for three dimensions are presented in [82]. Note that, of these addition theorems, only
those for the Laplace expansion involve closed-form expressions for the new coefficients, and the computation
of those for the Helmholtz kernel involve an infinite series, and thus in practice must be approximated.
In the case of Laplace potentials, a further consequence of the form of the addition theorem is that
‘intermediate translations’ may be omitted, in the precise sense described by the following lemma.
Lemma 4.1 (Translation operators for Laplace potentials). Let the basis functions µn, νn for the local and
multipole expansions be as in the addition theorems for the Laplace equation in two or three
dimensions (4.23, 4.25). Let r, ρ > 0 with c ∈ Rd. Consider a local expansion Lcp[f ] : B(c, ρ)→ C of a
smooth function f , and a multipole expansion Mcp[g] : Rd \B(c, r)→ C of a smooth function g.
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(a) If p′ ≥ p and c′ ∈ B(c, ρ), then
Lp
′
c′ [Lpc[f ]] = Lpc[f ]. (4.47)






Proof. This follows (after a change of basis by considering the form of the translation operator mapping
coefficients Ln,m (respectively, Mn,m) of the original expansion to coefficients (L′)n′,m′ (respectively,
(M ′)n′,m′) of the translated expansion. See above for references with explicit formulas for these operators.
In the local case, (L′)n′,m′ only depends on Ln,m if n′ ≤ n. (That is, if we order the coefficients by
increasing value of n, the matrix of the translation operator must be block lower triangular.) Thus, the
translated expansion of Lpc[f ] of order p+ 1, p+ 2, . . . is the same as the translated expansion of order p, so
the expansion has converged at order p.
In the multipole case, (M ′)n′,m′ only depends on Mn,m if n′ ≥ n. (That is, the matrix of the translation
operator is block upper triangular.) Thus, the p′-th order multipole expansion of Mpc[g] and the p′-th order
multipole expansion of g must be the same, the coefficients at orders p′ + 1, p′ + 2, . . . do not affect the
coefficients at or below order p′.
4.2 APPROXIMATION OF LOCAL EXPANSIONS
4.2.1 Convergence of Fourier-Laplace Series
The main tool in this chapter for controlling the error in the approximation of local expansions is a bound
on the growth of the Fourier-Laplace series (4.15). We state this result in the following proposition.
Proposition 4.3 (Norm of the Fourier-Laplace partial sum). Let f ∈ C(Sd−1). Then a constant Λp,d > 0
exists such that
‖Spf‖∞ ≤ Λp,d ‖f‖∞ , (4.49)













In other words, the operator that maps the function f to its p-th order Fourier-Laplace series is a bounded
linear operator with a growing, p-dependent bound. A sketch of how this may be shown is as follows. Using
the representation (4.14) of the Fourier projection and the spherical harmonic addition theorem (4.17), we
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The norm of the operator Sp is thus evidently the L1 norm of the kernel in the last integral. In two







and a bound for the norm of this kernel (known as the Lebesgue constant) is given in [83, Lem. 2.2]. In three
dimensions, a calculation of this norm may be found in [84, Sec. 2].
The application of Proposition 4.3 to the approximation of local expansions is as follows.
Lemma 4.2 (Bound on local expansion growth). Let ρ > 0 and c ∈ Rd. Consider the p-th order (abstract)
local expansion Lpc[f ] centered at c ∈ Rd and defined and converging to f in B(c, ρ). Then for all
x ∈ B(c, ρ), we have









(Observe that the right-hand side of (4.56) depends radially on x− c, i.e. this bound is valid on ‘shells’ of
radius |x− c| about c).
Proof. We use the fact that the local expansion Lpc[f ] is associated with a convergent Fourier-Laplace
series (4.32) for fixed expansion radii, i.e., writing x = c + rξ for ξ ∈ Sd−1, with r ≥ 0, we have








Applying Proposition 4.3 to Lpc[f(r, ·)] immediately leads to the result.
4.3 GLOBAL ERROR ANALYSIS OF THE GIGAQBX FMM FOR LAPLACE POTENTIALS
In this section, we use the results of Section 4.2 to present an analysis of the error for the
GIGAQBX FMM for Laplace potentials. Our strategy is, via Lemma 4.2, to express the error in the local
expansion relative to to the error in the ‘point’ evaluation of an expansion. To this end, Section 4.3.1 studies
the error of translation operators in isolation relative to the ‘point’ FMM error. Section 4.3.2 then supplies
the needed ‘point’ estimates for the Laplace kernel, which we use in Section 4.3.3 to present an analysis of
the GIGAQBX FMM for Laplace potentials. (The Helmholtz case requires more involved estimates which we
do not attempt in this chapter. See the discussion following Proposition 4.5 later in this section.)
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4.3.1 Error Analysis for Translation Operators
This section considers, in isolation, error estimates for the approximation of local expansions of potentials
using translation operators. Let a source point be located at s ∈ Rd, d ∈ {2, 3}, with expansion center
c ∈ Rd. We seek error estimates that bound the error in the approximation of the q-th order local expansion





Here, K̃s is an approximation to the potential due to a source point s mediated through intermediate
multipole or local expansions. A key feature of the estimates in this section is that they are presented





This presentation allows for kernel independence in the error estimates derived in this section. The results in
this section are not specific to the Laplace kernel, though they are particularly useful in that setting.
The estimates in this section reflect the translations and evaluation performed in a single level of the
FMM’s tree hierarchy. They pertain to the following evaluation patterns, where p and q are expansion orders:
• Source → Multipole(p) → Local(q) (Lemma 4.3)
• Source → Local(p) → Local(q) (Lemma 4.4)
• Source → Multipole(p) → Local(p) → Local(q) (Lemma 4.5).
Lemma 4.3 (Source → Multipole(p) → Local(q), cf. Figure 4.2). Let R > 0 and ρ > r > 0. Consider a
closed ball of radius r centered at c, with |c| = R+ ρ, containing a unit-strength source s. Also, let a ball of
radius R centered at the origin contain points t and c′ satisfying |c′| ≤ R and |t− c′| ≤ R− |c′|.
Consider the following evaluation scenario, which is also illustrated in Figure 4.2. Suppose a p-th order
multipole expansion Mpc[Ks] is formed at c due to the source s, and suppose this is translated to a q-th order
local expansion Lqc′ [Mpc[Ks]] at c′. Then an error bound for approximating the q-th order local expansion of
the potential Lqc′ [Ks] using L
q
c′ [Mpc[Ks]] is as follows:
|Lqc′ [Ks](t)− L
q









Proof. Observe that, by linearity of Lqc′ [ · ] the difference of local expansions on the left-hand side of (4.60)
may be written as
Lqc′ [Ks −Mpc[Ks]]. (4.61)
The expansion (4.61) converges in B(0, R). We apply Lemma 4.2 to this local expansion, taking the
maximum over the all ‘shells’ of B(0, R), to obtain the result.
Lemma 4.4 (Source → Local(p) → Local(q), cf. Figure 4.3). Let ρ > r > 0. Let s be a unit-strength source
with |s| = ρ. Consider a closed ball of radius r centered at the origin and let t, c ∈ B(0, r) with
|t− c| ≤ r − |c|.
Consider the following evaluation scenario, which is also illustrated in Figure 4.3. Suppose a p-th order















Figure 4.2: Obtaining the local expansion of a point
potential using an intermediate multipole expansion.











Figure 4.3: Obtaining the local expansion of a point
potential using an intermediate local expansion.

















Figure 4.4: Obtaining the local expansion of a point potential using intermediate multipole expansion and an
intermediate local expansion. This provides the geometric setting for Lemma 4.5.
order local expansion Lqc[Lp0[Ks]] at c. Then an error bound for approximating the q-th order local expansion
of the potential Lqc[Ks] using Lqc[Lp0[Ks]] is as follows:
|Lqc[Ks](t)− Lqc[Lp0[Ks]](t)| ≤ Λq,d
∥
∥






Proof. This follows from an identical argument to Lemma 4.3.
Lemma 4.5 (Source → Multipole(p) → Local(p) → Local(q), cf. Figure 4.4). Let R, r, ρ > 0 and
s, c, c′, t ∈ Rd be as in Lemma 4.3 and Figure 4.2. Additionally, let R′ = R+ ρ− r.
Consider the following evaluation scenario, also illustrated in Figure 4.4. Suppose a p-th order multipole
expansion Mpc[Ks] is formed at c due to the source s, and suppose this is translated to a p-th order local
expansion Lp0[Mpc[Ks]] at the origin, which is then subsequently translated again to a q-th order local
expansion Lqc′ [L
p




























Proof. We begin by adding and subtracting Lp0[Ks] to the left-hand side of (4.63). Define the functions
ϕp, ψp : B(0, R)→ C by
ϕp(x) = Ks(x)− Lp0[Ks](x) (4.64)
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0[Mpc[Ks]]](t) = Lqc′ [ϕp](t) + L
q
c′ [ψp](t). (4.66)
Observe that, as ϕp is the difference between the potential Ks and the local expansion Lp0[Ks], we can use
Lemma 4.4 to bound Lqc′ [ϕp](t), and obtain that
|Lqc′ [ϕp](t)| ≤ Λq,d
∥
∥






For Lqc′ [ψp], we have by Lemma 4.2 that





























The result follows from combining (4.70) and (4.67) using (4.66).
We briefly compare the results in this section with prior work.
With regard to prior work on estimates applicable for the GIGAQBX FMM, in the case of the
two-dimensional Laplace potential, the results in [1] can be interpreted as establishing nearly the same
bounds as those presented in this section, but with a larger constant Λ̃n,2 = n+ 1, and hence overall the
results in that chapter are weaker than those presented here. The work for the three-dimensional version of
GIGAQBX [58] hypothesizes that Λn,3 is O(1) for translations involving the Laplace potential and presents
numerical evidence for it (see Section 4.4.1). The constants in the hypotheses are smaller than those proven
in this section.
In the multipole-to-local estimate in Lemma 4.5, the multipole expansion is assumed to be truncated to
p-th order. This contrasts with some previous work on the subject, such as in [38,47], in which the
intermediate multipole order is taken to be infinite. Also, Lemma 4.5 uses an additive splitting to express the
multipole-to-local error in in terms of the truncation error of a multipole and, separately, a local expansion.
This is inherently a simplification and a sharper estimate of the multipole-to-local error can be found in [63].
4.3.2 Error Analysis for Point Evaluations
The estimates in the previous section are given relative to the error in the evaluation of ‘point’ potentials.
In this section, we provide error estimates for ‘point’ evaluation for Laplace potentials. The results in this
section are standard and may be found, for instance, in [47].
Lemma 4.6 (Point FMM Error Estimate for the Laplace Potential). Let K be the Laplace kernel in
dimension d = 2 or d = 3. Suppose that a source charge of unit strength is located at s ∈ Rd, an expansion
center is located at c ∈ Rd, and an evaluation target is located at t ∈ Rd.
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(a) Consider the local expansion Lqc[Ks] of the potential due to s. Let r = |t− c| and ρ = |s− c|. If r < ρ,
then an error bound for approximating the potential Ks with the local expansion is
|Lqc[Ks](t)−Ks(t)| ≤ Ed(r, ρ, q) (4.71)
where



























(b) Similarly, consider the multipole expansion Mqc[Ks] of the potential due to s. Let r = |s− c| and
ρ = |t− c|. If r < ρ, then an error bound for approximating the potential Ks with the multipole
expansion is
|Mqc[Ks](t)−Ks(t)| ≤ Ed(r, ρ, q) (4.73)
with Ed as in (4.72).
Proof. Using the addition theorems of the Laplace kernel in two and three dimensions (4.23, 4.25), rewrite





















rnρ−(n+1)Pn(cos θ), d = 3,
(4.74)
where θ is the angle between s− c and t− c. The result now follows from bounding these sums using the
geometric series, and the fact that |Tn| ≤ 1 and |Pn| ≤ 1 on the interval [−1, 1].
4.3.3 Analysis of GIGAQBX
Having considered the error behavior of translations in isolation, we present a detailed error analysis of the
GIGAQBX FMM, and a global error estimate for evaluation of local expansions of Laplace potentials.
We recall the interaction lists and the statement of the GIGAQBX FMM in Section 3.2.3 of Chapter 3.
The partitioning of the potential ϕ according to the interaction lists in GIGAQBX is similar to other FMMs,
with the exception that List 3 and List 4 are replaced by their close/far counterparts. The following
proposition describes the partitioning of the point potential in the GIGAQBX FMM. It follows from the
definitions of the interaction lists.
Proposition 4.4 (Partitioning of the point potential ϕ according to GIGAQBX interaction lists). Let c be
an expansion center in the computational domain owned by the box b. Then the ‘point’ potential ϕ evaluated
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Figure 4.7: A List 4 far interaction in GIGAQBX.
The following proposition describes the mathematical essence of the local expansion of the point potential
computed by the GIGAQBX FMM at an expansion center c. Observe that the form of this potential
corresponds to the definitions of the interaction lists and Proposition 4.4.
Proposition 4.5 (Local expansion of potential ϕ as computed by GIGAQBX FMM). Let p be the order of
the intermediate expansions and q be the QBX order. The local expansion of the potential formed by



























The three outer summations in (4.76) are respectively termed Lqbx,nearc ,L
qbx,W
c , and L
qbx,far
c in [58].
The reason that Proposition 4.5 holds only for Laplace potentials is that this proposition relies on the fact
that multipole-to-multipole and local-to-local translations ‘forget’ intermediate translations, in the sense of
Lemma 4.1. This property is true of expansions based on addition theorems for the Laplace potential
(e.g. (4.23), (4.25)), but not true in general, where one must account for additional errors due to
multipole-to-multipole and local-to-local translations. While we will not elaborate on the Helmholtz case
further, truncation errors for the addition theorems of the Helmholtz kernel are studied e.g. in [85] for the
two-dimensional case and [86] for the three-dimensional case.
Theorem 4.1 (Global accuracy estimate for the GIGAQBX FMM for Laplace potentials). Let the center c
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be owned by the box b and let t be a target associated with the center c. Assuming that 0 ≤ tf ≤ 6/
√
d− 2,
and defining the constants
ω =
√









and letting D be the minimum box width in the tree, the (absolute) acceleration error in the GIGAQBX FMM





















































, d = 3.
(4.78)
Proof. Let g be a box in the tree. We consider the acceleration error in evaluating the local expansion
Lqc[ϕg](t). We do this, by, in turn, considering each of the cases in the summation of Proposition 4.5. Define





First, suppose that g ∈ Ub ∪W closeb ∪Xcloseb . In these cases, the local expansion of ϕg is formed directly
from the source particles and there is no acceleration error in evaluating this local expansion.







which may be bounded as follows. From the definition of List 3 far (Definition 3.8), g is adequately separated








d|g|, 3|g|, p). (4.81)







By definition of X farb′ (Definition 3.8), TCR(b
′) is adequately separated from g. This implies, using








d|b′|(1 + tf ), 3|b′|(1 + tf ), p). (4.83)









This error may be bounded using Lemma 4.5. Let the center-to-center distance between the boxes g and b′
be ∆|b′|, i.e. ∆ box radii. In the notation of Lemma 4.5 and using the definition of List 2 (Definition 3.4),
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d(1 + tf ))|b′|. (4.89)
See Figure 4.5 for a visualization of the case when ∆ = 6, the smallest possible value of ∆.
Consider R, R′, r, and ρ varying with tf . Equating R/R′ = r/ρ and solving the resulting quadratic for tf ,
we have r/ρ ≤ R/R′ when 0 ≤ tf ≤ ∆/
√
d− 2. After considering both the cases d = 2 and d = 3 in the
definition of Ed from (4.72), we obtain that when 0 ≤ tf ≤ ∆/
√
d− 2,
Ed(r, ρ, p) ≤ Ed(R,R′, p). (4.90)
(For the case d = 3, observe that R′ −R = ρ− r).
It follows that when 0 ≤ tf ≤ 6/
√
d− 2, an upper bound on the quantity on the right hand side of (4.85) is
AgΛq,d(1 + Λp,d)Ed(R,R′, p) ≤ AgΛq,d(1 + Λp,d)Ed(
√
d(1 + tf )|b′|, (6−
√
d)|b′|, p). (4.91)
If we sum over all boxes g and combine the cases (4.81), (4.83), and (4.85), we obtain that




dD, 3D, p), (4.93)
E2 ≤ Λq,dEd(
√
dD(1 + tf ), 3D(1 + tf ), p), (4.94)
E3 ≤ (1 + Λp,d)Λq,dEd(
√
d(1 + tf )D, (6−
√
d)D, p). (4.95)
Observe that, using the definition of the quantity Ed from 4.72, for α ≥ 1, we have
Ed(αr, αρ, p) ≤ Ed(r, ρ, p). The result (4.78) now follows, as either terms E1 or E3 dominate.
Remark 4.1. (Choice of tf to match given convergence factor) Table 4.1 lists the approximate values of tf
that provably achieve, by Theorem 4.1, the selected convergence factors, i.e. values c such that the the
geometrically convergent factor in the absolute error in the GIGAQBX FMM is cp+1. To match the provable
convergence behavior of the ‘one-away’ point FMM, the convergence factor should be 1/2 in two dimensions
and 3/4 in three dimensions.
Remark 4.2. (Relative error bound) For simplicity, Theorem 4.1 gives an estimate of the absolute error in
the potential, scaled by the total particle weight. In three dimensions, this error is made pessmistic by the
presence of the box width 1/D, which is connected to the presence of the factor 1/(ρ− r) in the definition of
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Table 4.1: Approximate values of the target confinement factor tf implied by Theorem 4.1 that provably
achieve a given convergence factor.
Dimension
Value of tf Achieving
Convergence Factor c
c = 1/2 c = 3/4
2 0.621 1.432
3 0.232 0.848
Table 4.2: Comparison of the estimates derived in Section 4.3.1 specialized to the case of the 3D Laplace
kernel with the prior numerically derived estimates in [58].
Interaction Section 4.3.1 Error Bound Numerical Error Bound from [58]















































Ed (4.72). To eliminate the factor of 1/D, it is possible instead to analyze the error at the target relative to




The resulting error resembles the absolute case, and we leave the details to the reader. The key observation is
that letting ∆ be the distance between the source box and the target TCR, it is possible to bound 1/∆ from
above by at most a tf -dependent constant times 1/|t− si|.
In contrast, we are not aware of a useful relative error bound in for the log kernel in two dimensions,
where the log kernel may vanish on the boundary of a disk of radius 1.
4.4 NUMERICAL RESULTS
In this section, we present the results of the numerical study of the error in the evaluation of local
expansions with the GIGAQBX FMM. We are particularly interested in the sharpness of our bounds, and a
comparison of the bounds to the ‘point’ evaluation error. First, we briefly compare the bounds in this
chapter with prior numerical work in Section 4.4.1. Second, we study the acceleration error in the FMM in
Section 4.4.2.
4.4.1 Comparison with Empirical Study of Laplace Translation Error
The paper [58] reports the results of a numerical study of error in the approximation of local expansions of
the 3D Laplace kernel using spherical harmonic expansions. The setting for the numerical study mirrors that
of the settings for Lemmas 4.3, 4.4, and 4.5 of Section 4.3.1. Thus, it is possible to compare these results
directly. Table 4.2 gives the theoretical error bounds that are the consequences of Section 4.3.1, for the case
of the 3D Laplace kernel with a unit point source, compared with the analogous bounds from the paper [58].
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To determine the numerical bounds for the error, the procedure used in [58] is based on sampling the error
using a number of geometrical source/target/center positions for each evaluation scenario. In addition, the
‘source’ order p and the ‘target’ order q are varied and taken from the set {3, 5, 10, 15, 20}. Of note, unlike
the theoretical error bound shown in the first column that is a consequence of Section 4.3.1, the influence of
the target order through the q-dependent factor Λq,3 and the p-dependent factor Λp,3 does not seem to be
present in the numerical bounds, or if it is, it appears to grow extremely slowly. For instance, for results
obtained from q = 20, we would expect that there might be an error ‘amplification‘ of Λ20,3 ≈ 5, while the
empirically observed factor remains close to 1.
Thus, this comparison suggests the presence of the q-dependent Λq,3 and the p-dependent Λp,3 seems to be
an overestimate, compared with the numerically observed value. One possible explanation for this is that the
potential being expanded is actually quite smooth, and therefore does not cause the worst-case error
amplification predicted by Lemma 4.2.
4.4.2 Comparison of GIGAQBX FMM and Point FMM Errors
In order to give a more precise understanding of the errors that can be expected in FMM evaluation, this
section presents a numerical study of the acceleration error in the GIGAQBX FMM for both Laplace and
Helmholtz kernels.
Unlike previously reported numerical experiments on the accuracy of the GIGAQBX FMM [1,58], which
report the total error in layer potential evaluation, the experiments in this section isolate the contribution of
the acceleration error. In principle, the acceleration error is obtainable by comparing the value of the
analytical expression of the local expansion of the potential with the valued computed with the
GIGAQBX FMM. However, for a large number of target points, direct evaluation of the analytical
expression for the local expansion of the potential is computationally expensive. Instead, we can estimate the
acceleration error by increasing the intermediate FMM order until the FMM error contribution is negligible.











(see Section 4.3.3 for notation) which also clearly satisfies
ap,q(t) = |Lqc[ϕ](t)−Gp,qc [ϕ](t)| . (4.98)
Recall from the previous section that the acceleration error in evaluation of a local expansion is closely tied
to the point evaluation error if the target t associated to the expansion center c was a target for point
evaluation. To serve as a basis for comparison against the acceleration error, we consider another measure of
the error in this section, which we call the equivalent point evaluation error. We define this quantity ep(t) at


















An interpretation of the quantity (4.99) is that it corresponds to the ‘point’ evaluation error of the
non-directly evaluated portion of the potential ϕindirect,b at the box b owning the center c to which t is







To see it is the case that (4.99) corresponds to the FMM error in the evaluation of this potential, observe




c [ϕ](t) the value of the directly evaluated portion of the potential ϕ




c [ϕindirect,b](t). For any FMM
order p′, letting the QBX expansion order approach infinity by taking the ‘inner’ limit
limq′→∞Gp
′,q′ [ϕindirect,b](t) converges to the p′-th order FMM approximation of ϕindirect,b. Therefore, the
‘outer’ limit as p′ →∞ as taken in the expression (4.99) represents the FMM error in the approximation of
ϕindirect,b.











































In normal usage the GIGAQBX FMM does not compute this value, but it is approximable using the
limit-based definition in (4.99). Based on the results of the previous section, we expect that in all cases the
error (4.99) is comparable to the acceleration error.
Experimental Setup
For the experiments in this section we evaluate the single-layer potential Sµ using the GIGAQBX FMM in
two and three dimensions, using both Laplace and Helmholtz kernels. In order to exercise the adaptive tree
of the FMM with a wide range of box sizes, we select geometries with complex features and a relatively large
number of particles. We use a constant density µ ≡ 1.
In two dimensions, we use the 60-armed ‘starfish’ geometry from Chapter 3. This geometry is discretized
using 11,880 Gauss-Legendre panels, each the images of a reference interval under a degree 16 polynomial
mapping. A total of 824,200 source quadrature nodes are used in the evaluation of the layer potential.
Furthermore, 201,960 evaluation targets are placed on the boundary each associated to one of 403,920 QBX
centers.
In three dimensions, we use a geometry similar to the 8-armed ‘urchin’ geometry from Chapter 3. This
geometry is discretized as the union of 9080 panels, each given as the image of a reference triangle under a
degree 8 polynomial mapping. The total number of source quadrature nodes is 4,191,188, and there
are 408,600 on-surface targets each associated to one of 817,200 QBX centers.
We choose QBX orders of q ∈ {5, 10, 15} in 2D and q ∈ {3, 5, 10} in 3D. We also chose various FMM
orders corresponding to rough relative tolerance values of ǫ ∈ {10−3, 10−5, 10−7} in 2D and
ǫ ∈ {10−3, 10−4, 10−5} in 3D. With the expectation that, given our choice of tf = 0.9, the acceleration error
behaves, very roughly, similar to a one-away point FMM, we use the routines h2dterms and l2dterms from
FMMLIB2D [87], and h3dterms and l3dterms from FMMLIB3D [78], to determine the FMM expansion
orders for the desired tolerance. Unlike the Laplace cases, for the Helmholtz case the order varies by tree
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Table 4.3: Laplace 2D acceleration error in the GIGAQBX FMM, reported as maximum evaluated absolute
error. q is the QBX order.
FMM Order FMM Tol. Equiv. Pt. Error (4.99)
Acceleration Error (4.97)
q = 5 q = 10 q = 15
9 10−3 3.3640× 10−7 2.1862× 10−7 3.3636× 10−7 3.3640× 10−7
15 10−5 2.4304× 10−9 2.7079× 10−10 2.1010× 10−9 2.4305× 10−9
21 10−7 3.4900× 10−11 2.2826× 10−13 1.2573× 10−11 3.4174× 10−11
Table 4.4: Helmholtz 2D acceleration error in GIGAQBX FMM, k = 3, reported as maximum observed
absolute error. q is the QBX order.
FMM Order FMM Tol. Equiv. Pt. Error (4.99)
Acceleration Error (4.97)
q = 5 q = 10 q = 15
6–16 10−3 1.2650× 10−6 1.0777× 10−6 1.2650× 10−6 1.2650× 10−6
11–20 10−5 1.6586× 10−8 2.7548× 10−9 1.5875× 10−8 1.6586× 10−8
17–25 10−7 2.9055× 10−10 8.2974× 10−12 1.7696× 10−10 2.9088× 10−10
Table 4.5: Laplace 3D acceleration error in the GIGAQBX FMM, reported as maximum observed absolute
error. q is the QBX order.
FMM Order FMM Tol. Equiv. Pt. Error (4.99)
Acceleration Error (4.97)
q = 3 q = 5 q = 10
12 10−3 4.8117× 10−7 1.3643× 10−8 6.8816× 10−8 4.5471× 10−7
17 10−4 2.0549× 10−8 6.5648× 10−11 6.8014× 10−10 1.3095× 10−8
21 10−5 2.0034× 10−9 8.8551× 10−13 1.3276× 10−11 3.4645× 10−10
Table 4.6: Helmholtz 3D acceleration error in the GIGAQBX FMM, k = 3, reported as maximum observed
absolute error. q is the QBX order.
FMM Order FMM Tol. Equiv. Pt. Error (4.99)
Acceleration Error (4.97)
q = 3 q = 5 q = 10
10–15 10−3 1.7258× 10−6 1.0901× 10−7 5.5788× 10−7 1.7308× 10−6
14–18 10−4 1.1736× 10−7 1.5315× 10−9 9.1777× 10−9 1.0747× 10−7
18–22 10−5 1.5061× 10−8 2.2308× 10−11 2.5991× 10−10 3.8368× 10−9
level and we report the range of orders used. Note that, in our experiments, we directly compute a
high-accuracy approximation of the errors of interest, so that the only role of the FMM tolerance is a guide
for parameter choice in the experiment.
Results
For a given combination of kernel, dimension, FMM order (or orders for Helmholtz), and QBX order, we
report the maximum observed (absolute) acceleration errors and equivalent point errors among all targets
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and centers in the geometry. Tables 4.3 and 4.5 show the error for the evaluation of the Laplace potential in
two and three dimensions respectively. Table 4.4 and 4.6 present the corresponding errors for the Helmholtz
case in two and three respective dimensions.
We observe a close correspondence between the acceleration error and the equivalent point error. Although
the acceleration error does exceed the equivalent point error in some cases (see the last row of Table 4.4), it
does not do so by much. In particular, the equivalent point error may serve as an effective upper bound for
the acceleration error. This is true regardless of dimension and kernel. This is a potentially useful
observation—it suggests that for purposes of controlling the error in the GIGAQBX FMM, it suffices to
control the equivalent point FMM error.
Last, the error estimates of the previous section, by multiplying the point error by a factor of Λq,d, appear
to be quite conservative. Indeed, this experiment appears to indirectly support the evidence given in
Section 4.4.1 and the paper [58], in that in practice it appears we may take Λq,d to be a small constant for
the relevant translations involved.
4.5 CONCLUSIONS
In this chapter, we have presented a unified analysis in two and three dimensions for the GIGAQBX FMM,
including global error estimates for the evaluation of local expansions of Laplace potentials. These error
estimates confirm that the FMM component of the scheme can achieve controlled high-order accuracy,
sharpen the prior two-dimensional error estimates, and also yield the first analytical bounds for the scheme
in three dimensions. The key ideas of this error analysis are to express the error in the GIGAQBX FMM as a
quantity that is relative to the ‘point’ error in the original FMM, and to unify the treatment of multipole
and local expansions in two and three dimensions by recasting them as Fourier-Laplace series. By phrasing
the error estimates for translations in a generic fashion, the techniques in this chapter can generalize to
non-Laplace kernels, in a situation where useful point estimates are available. A practical implication of this
work is that any technique to maintain that control the error in the FMM below a given tolerance ǫ > 0
should also work with few or no modifications with the GIGAQBX FMM. This allows for reuse of the body
of existing work on error control in the FMM in the context of the approximation of local expansions.
Furthermore, we show through numerical experiments that the acceleration error in the GIGAQBX FMM
is practically bounded from above by the ‘equivalent point error,’ which is roughly the error that would be
expected if the scheme were doing point evaluations rather than evaluations of local expansions. This
appears to be the case using both Laplace and Helmholtz kernels. The numerical results show that our error
estimates appear to sacrifice some sharpness for simplicity and generality. Further directions of this work
involve tighter estimates and clarifications of the constants involved, potentially using more information
about the potentials.
85
CHAPTER 5: OPTIMIZATIONS AND COST MODEL
Chapter 3 combines a version QBX, termed ‘global’ QBX, with the FMM for the evaluation of layer
potentials in three dimensions. This scheme, termed ‘Geometric Global Accelerated QBX’, or ‘GIGAQBX’,
carefully controls the error introduced by the FMM acceleration by enforcing strict geometric separation
criteria between intermediate FMM expansions and QBX expansions. As a consequence of these separation
criteria, the size of the ‘near-field’ of a QBX center increases if compared with a scenario where the QBX
center is a particle in a ‘point’-based FMM. Empirically, the dominant cost of the scheme typically appears
to come from computing the spherical harmonic coefficients of QBX expansions from source points in the
near-field. A second important cost is the conversion of near-field multipole expansions to QBX expansions.
The primary purpose of this chapter is to reduce these two costs, particularly in dimension d = 3.
Siegel and Tornberg [46] recently proposed using target-specific expansions to reduce the cost of forming
QBX expansions. Target-specific expansions are based on leveraging information about both the source and
the target to reduce the number of terms in the expansion. Specifically, for expansions in spherical
harmonics, they are based on rewriting the expression for a local expansion using the addition theorem for
Legendre polynomials, an analytical tool previously applied to QBX in the context of quadrature
estimates [49]. The number of terms in the expansion is reduced in the polynomial order from (p+ 1)2 to
p+ 1, with a corresponding reduction in computational effort, where p is the expansion order. Furthermore,
the use of these expansions incurs no additional error because they are based on a mathematical identity.
The expansions are termed ‘target-specific’ because they do not separate the influence of the source and
target in the way that spherical harmonic expansions do, which means that a different set of expansion
‘coefficients’ is needed for each source-target pair. Because of the need to recompute the coefficients for each
target, target-specific expansions cannot generally be used as a replacement for spherical harmonic
expansions in an FMM. (An exception to this is Anderson’s FMM [88], in which the expansion of potentials
is based on the Poisson integral formula, which is evaluated as a target-specific expansion.)
Siegel and Tornberg introduce the numerical use of target-specific expansions in the context of a scheme
termed ‘local’ QBX. The primary difference between ‘global’ QBX (such as the scheme in this chapter) and
‘local’ QBX is that, in global QBX, the entire potential is conveyed to a target by a QBX expansion (hence
‘global’ QBX), whereas in local QBX only the potential due to sources in a neighborhood of the target comes
through the QBX expansion, which is more akin to conventional FMM-accelerated quadrature schemes
employing local correction. Compared with global QBX, local QBX features relatively straightforward
integration with the FMM due to relying only on ‘point’ evaluations for the accelerated part. A second
advantage of local QBX is that the placement of expansion centers is subject to less stringent geometric
requirements, leading to higher efficiency in areas where the geometry is close to touching or highly irregular.
Despite these advantages, for achieving the same level of accuracy as global QBX, current versions of local
QBX appear to require higher quadrature order and oversampling in the local neighborhood of a target. This
appears to be due to a form of truncation error not present in global QBX—specifically, error introduced
when matching the transition between the QBX-mediated local neighborhood and the ‘point’ field from
far-away sources.
The main observation in this chapter is that target-specific expansions, originally developed for local QBX
and used a post-processing step in combination with a ‘point’ FMM, can also be used within the context of
Portions of this chapter appear in the paper ‘Optimization of fast algorithms for Quadrature by Expansion using Target-Specific
Expansions,’ accepted in JCP [59].
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global QBX, and, more specifically, within the GIGAQBX FMM. An approximation to the QBX expansion
L
qbx
c (t) in the GIGAQBX FMM at a target t ∈ R3 associated with an expansion center c ∈ R3 is formed
from three parts (see Section 3.2.3 for notation)
L
qbx
c (t) = L
qbx,far
c (t) + L
qbx,W
c (t) + L
qbx,near
c (t), (5.1)
where the portion Lqbx,nearc is mediated by direct formation of the expansion due to the sources in the
near-field of the box ‘owning’ the center c, and the quantities Lqbx,farc and L
qbx,W
c are obtained through the
various expansion translations present in the Fast Multipole Method. Unlike local QBX, analytical
truncation error estimates for global QBX only apply to the combined expansion Lqbxc and not the
sub-expansions. Thus, while no truncation bounds are known for the individual terms in (5.1), truncation
bounds do hold on the overall sum, and the partitioning of the potential into sub-expansions has no effect on
truncation error. In the context of the present work (and in keeping with the cost argument above) we use
target-specific expansions to evaluate the component Lqbx,nearc .
The observation that a component of the FMM field can be mediated with target-specific expansions
applies conceptually to not only the GIGAQBX variant of global QBX but to others as well such as the ones
in [42, 44], or three-dimensional versions thereof. It is however likely that target-specific expansions will have
greater cost impact on GIGAQBX due to the larger proportion of direct interactions.
An especially important use case, and one for which target-specific expansions can excel in cost compared
with (‘target-independent’) spherical harmonic expansions, is on-surface evaluation. In our current treatment
of on-surface evaluation, each on-surface target uses a different QBX center (Figure 3.1), meaning that no
QBX expansion is typically evaluated at more than one target. As such, there is no advantage to be had
from the source-target separation of variables in spherical harmonic expansions, and when there is only one
target per center, forming and evaluating spherical harmonic expansions is more expensive than
target-specific expansions.
A second observation we make in this chapter is that, while replacing near-field evaluations with
target-specific expansions results in cost improvements, adjusting parameters to the algorithm expectedly
leads to further opportunities for cost reduction. By design, the FMM is tasked with making choices between
whether to evaluate an interaction directly or mediate it via expansions. Assuming one is presented with a
set of evaluation strategies which meet required accuracy tolerances, a standard method for minimizing
computational cost is to use thresholds based on particle counts to decide which strategy to use. Because
target-specific expansions make direct evaluations less expensive, adjusting the thresholds in such a way as to
shift a larger fraction of the work onto direct interactions reduces the overall cost of the FMM. To aid in this
rebalancing of the FMM, in this chapter we develop a cost model that models the number of floating point
operations in the GIGAQBX FMM. With appropriate fitting of empirical per-stage calibration factors, this
model is able to approximate the total computational time used by the algorithm with high accuracy. This in
turn provides a reproducible cost measure, used here for wall-time independent balancing and the reporting
of cost and scalability results.
Much analytical modeling work for optimizing for FMM cost is restricted to the case of uniform
distributions (e.g. [82, 89–91]), which makes it inapplicable to layer potential evaluation, since the particle
distributions arising from surface discretizations for layer potentials are not uniform in the volume. Our work
differs from the approaches for uniform distributions by making use of more information from the geometry
in order to give a precise prediction of cost. A similar approach to FMM cost modeling based on
approximating the number of floating point operations through direct inspection of the geometry is used
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in [88, 92], though the details of the modeled algorithms differ substantially from GIGAQBX. Other work on
cost models for nonuniform particle distributions includes the contributions [93–95]. In [93], a model is
developed to optimize for FMM parameters when the particle distribution is a fractal set. In [94], an
empirical model is developed for predicting the cost of a particular task-based FMM implementation on
arbitrary particle distributions. The contribution [95] discusses general conditions on the distribution under
which linear scaling may be expected. In addition to optimization for cost, models have been applied to aid
in solving the problem of distributing work among heterogeneous systems [96] or predicting execution
characteristics taking into account both computation and memory accesses [97].
In summary, we present the following contributions in this chapter.
• We describe how to use target-specific expansions (TSQBX) inside the global QBX (GIGAQBX) FMM,
a technique previously only used in ‘local’ QBX, to reduce the cost of the near-neighborhood
interactions.
• We present a cost model for the GIGAQBX algorithm on a shared memory system, which predicts the
running time of the GIGAQBX FMM with very high accuracy.
• We demonstrate a 1.7–3.3× reduction in modeled cost using TSQBX on test cases with complex
unstructured geometries for the Laplace and Helmholtz equations.
The organization of this chapter is as follows. Section 5.1 describes background material. In Section 5.2,
we present for a statement of the GIGAQBX algorithm using target-specific expansions, which we term
‘GIGAQBX-TS’ to distinguish from the previous version. In Section 5.3, we present a study pertaining to the
cost impact of target-specific expansions within the GIGAQBX FMM, making concluding remarks in
Section 5.4. Appendix A presents a derivation of target-specific expansions for various kernels. Appendix B
describes how to obtain the software used in this chapter.
5.1 BACKGROUND
5.1.1 Expansion of Potentials in Spherical Harmonics
We recall the addition theorem for the Laplace potential in three dimensions. Let a, b ∈ R3 with
0 < |a| < |b|, and let γab be the angle (about the origin) between a and b. By expanding G in a binomial
series [98], the potential can be represented as







The function Pn is the Legendre polynomial of degree n. The term Pn(cos γab) may be further expanded in a
series of spherical harmonics. Let a and b be written in polar and azimuthal spherical coordinates (θa, φa)
and (θb, φb) respectively, i.e. with θ = cos−1(z/r), φ = atan2(y, x). The identity known as the spherical







Y −mn (θa, φa)Y
m
n (θb, φb). (5.3)
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The spherical harmonics Y mn , m,n ∈ N0, |m| ≤ n, are defined (following [46]) as









where Pmn is the associated Legendre function of order m and degree n. Substituting (5.3) into (5.2), we












Y mn (θa, φa)Y
−m
n (θb, φb). (5.5)
This series allows us to expand the Green’s function as follows. For a given choice of source point b and




Y mn (θb−c, φb−c)
|b− c|n+1 (5.6)
for integer |m| ≤ n and n ∈ N0. Then the Green’s function evaluated at a target a, with |a− c| < |b− c|,
can be written as








Lmn |a− c|nY −mn (θa−c, φa−c). (5.7)
A p-th order expansion is one in which the series (5.7) is truncated to the first p+ 1 terms.
5.1.2 Quadrature by Expansion
Using the local expansion of the potential as an analytical tool, we are ready to discuss the fundamentals
of QBX. Among the current work on QBX, two major variants of the scheme have been considered by
various authors: ‘global’ and ‘local.’ As the variant that is the subject of this chapter is a global scheme, but
it borrows some ideas from recent work on local QBX. Hence, we review both of these variants in this section.
QBX may be understood as a discretization involving two inter-related stages: formation of a truncated local
expansion and smooth quadrature.
First Stage: Formation of a Truncated Local Expansion. With reference to the source surface Γ,
for each target point t close to or on the surface, this stage chooses a point c to act as an expansion center.
The distance |t− c| from c to Γ is called the expansion radius. Using the selected center, this stage forms a
local expansion about c to mediate the potential Sµ.
In global QBX, the potential Sµ due to the entire source geometry is expanded about c. A sufficient
condition for the convergence of the expansion is that |t− c| ≤ dist(c,Γ). By applying (5.6) one defines QBX






Y mn (θy−c, φy−c)
|y − c|n+1 µ(y) dS(y). (5.8)
Then, fixing an expansion order p ∈ N0, the coefficients (Lglobal)mn (c), for |m| ≤ n for all n ≤ p, are used to
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(Lglobal)mn (c)|t− c|nY −mn (θt−c, φt−c). (5.9)
In contrast, local QBX mediates only a part of Sµ due to source geometry in a neighborhood of the target










where the region Γlocal,t ⊆ Γ is chosen in such a way as to include the nearly singular/singular portion of the














G(t, s)µ(s) dS(s). (5.12)






Y mn (θy−c, φy−c)
|y − c|n+1 µ(y) dS(y), (5.13)













The difference between the expansions (5.9) or (5.14) and the value of the layer potential is termed the
truncation error. The following result gives an accuracy estimate for the expansion (5.9) used by global QBX,
for the case that t is an on-surface target. Bounds are available for the off-surface case through the same
analysis.
Lemma 5.1 (QBX truncation error, based on [41, Thm 3.1]). Suppose that Γ is smooth,
non-self-intersecting and let r > 0. Suppose that {x : |x− c| ≤ r} ∩ Γ = {t}. Then for each p > 0 and δ > 0,






∣ ≤Mp,δrp+1‖µ‖W 3+p+δ,2(Γ). (5.15)
Error estimates for local QBX evaluation (5.14) can be found in [46]. The primary difference between the
truncation error in global QBX and local QBX is that for local QBX, there is a dependence on the ratio r/R,
where r is the expansion radius and R is the distance between the expansion center c and the nearest
boundary point of the surface region Γlocal,t. This error can be interpreted as the error associated with the
non-smooth transition between the expansion-mediated contribution from the local neighborhood Γlocal,t and
the non-expansion-mediated ‘far-field.’
Second Stage: Smooth High-Order Quadrature. In the second stage, the QBX coefficients
(Lglobal)mn (c) or (Llocal,t)
m






Figure 5.1: Components of a target-specific QBX expansion.
quadrature rule, commonly with smooth high-order ‘panel’ based quadrature discussed in Section 2.2. When
the source points are close to the expansion center, accuracy of the quadrature approximation depends
strongly on the expansion radius. Specifically, to maintain high-order quadrature accuracy, the expansion
center must be placed sufficiently far from the surface element spawning the center as well as nearby
elements, where the critical distance depends on the ‘size’ of the element. As an example providing
quantitative detail, the following result, due to af Klinteberg and Tornberg [49], gives the asymptotic error
for the case of a smooth tensor product rule over a flat 2h× 2h panel.
Lemma 5.2 (QBX quadrature error, flat 2h× 2h panel [49, eqn. (157)]). Let Γ = [−h, h]× [−h, h]× {0},
and let t = (x, y, 0) ∈ Γ be a target point and c = (x, y, r) be the corresponding expansion center. Let
µ : Γ→ R be a density function defined on Γ. Suppose that the coefficients (Lglobal)mn (c) to the series (5.9)
up to order p are computed using a q-point Gauss-Legendre tensor product rule. Then a constant C > 0
exists, independent of h, µ, x, y, r, p, and q, such that the quadrature-based approximation (S̃(p)global)µ(t) to





















When combined, Lemmas 2.1 and 5.2 suggest that, with careful control over the expansion radius,
quadrature order, and element size, QBX may be used to obtain high-order quadrature accuracy for
on-surface targets t (and, completely analogously, for off-surface targets as well). The two stages of QBX
described in this section are interrelated, in that the choice of quadrature discretization influences the choice
of expansion radius. For local QBX, an additional degree of freedom is the size of the local neighborhood
Γlocal,t, which has non-trivial implications on truncation error and quadrature error.
5.1.3 Target-Specific Expansions
Siegel and Tornberg [46] observe that the series expansion of the Green’s function (5.2) provides a way to
accelerate the formation of QBX expansions in certain circumstances. Consider the computational problem
of evaluating the local expansion due to ns sources at nt targets. Assume for simplicity that we use a single
expansion center mediating the expansion of the entire potential. We describe two approaches to this
problem.
In the first approach, using the formula (5.5), for each source point s we create (p+ 1)2 intermediate local
coefficients, which takes O((p+ 1)2) time per source with well-known recurrences. After combining local
coefficients additively to obtain (p+ 1)2 final coefficients, we evaluate the local expansion at each target
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point, which costs O((p+ 1)2) at each target, using well-known recurrences. It follows that this approach
requires O((ns + nt)(p+ 1)2) work.
In the second approach, we use formula (5.2). Recall that this formula implies that the p-th order local
















|s− c|n+1Pn(cos γ), (5.17)
where γ is the angle between s− c and t− c. A depiction of the geometrical situation is given in Figure 5.1.
The quantity (5.17) requires p+ 1 summation terms and, using recurrences for the Legendre polynomials Pn,
can be evaluated in O(p+ 1) time. It must be evaluated once per each source/target pair. It follows that the
total cost of the second approach is O(nsnt(p+ 1)).
The first approach is the one used internally within the FMM. It has the advantage of scaling linearly in
the number of sources and targets. The disadvantage is the high cost of O((p+ 1)2) operations per particle.
The second approach, while not scaling linearly in the number of particles, is computationally
advantageous over the first approach if the number of sources or targets is small. Such a situation arises in
on-surface evaluation for QBX when there is one target per center (Figure 3.1), a common evaluation pattern.
The second approach is termed target-specific because, unlike the first approach, the ‘local coefficient’
Pn(cos γ)/|s− c|n+1 depends on the target through the angle γ. Because of this, it is generally unsuitable
for use within a point FMM, which is premised on using expansions that separate the influence of the source
and the targets. However, target-specific expansions are suitable for use within the GIGAQBX FMM
whenever a QBX local expansion is formed directly from sources. Furthermore, analogous formulas for
target-specific QBX are available for different kernels derived from the Laplace and Helmholtz kernels,
making this approach general. We give some of these in Appendix A.
In the next section, we discuss the incorporation of target-specific QBX into the GIGAQBX algorithm.
5.2 ALGORITHM
The algorithm presented in this chapter is a modification to the GIGAQBX FMM of Chapter 3. Only the
FMM itself is modified; the geometry processing steps presented in Section 3.1 remain the same. To
distinguish the previous version from the version used in this chapter, we shall refer to the modified
algorithm described shortly in this section as GIGAQBX-TS.
5.2.1 Modifications
We do not state the GIGAQBX-TS algorithm in full. Instead, here we point out the differences from
Algorithm 3.5 in Chapter 3.
Target-Specific Expansions. The main change is the use of target-specific expansions (Section 5.1.3) to
mediate the contributions of the ‘directly evaluated’ portion of the field—i.e., List 1, List 3 close, and
List 4 close and respectively performed in Stages 3, 5(a), and 6(a) of Algorithm 3.5. The potential associated
with these lists is also termed Lqbx,nearc . This replaces the formation of spherical harmonic expansions at the
QBX centers due to this portion of the field. However, QBX local expansions in spherical harmonics, formed
92
Table 5.1: Complexity of each stage of GIGAQBX-TS.
Stage Asymptotic Operation Count Note
Stage 1 O(NL) cf. Table 3.2
Stage 2 O(NSnfmm +NBn
3/2
fmm) ”
Stage 3 O((27(NC +NS)nmax +NCMC)n
1/2
qbx) Using TSQBX; cf. Lemma 3.2
Stage 4 O(875NBn
3/2





qbx) Using TSQBX; cf. Lemma 3.4
Stage 6(a) O(250NCnmaxn
1/2
qbx) Using TSQBX; cf. Lemma 3.5
Stage 6(b) O(375NBnmaxnfmm) cf. Lemma 3.5
Stage 7 O(8NBn
3/2




Stage 9 O(NTnqbx) ”
at the QBX centers, remain part of the algorithm as computational entities since they mediate the potential
due to the ‘far-field’ as well as the field due to boxes in List 3 far.
Particle Count Threshold for List 3 Multipole Mediation. In the construction of the tree, we
introduce the notion of a List 3 far candidate box. A List 3 far candidate box is a box that would be placed
in List 3 far according to Definition 3.8. We modify the criteria for placement of boxes in List 3 far by
introducing a minimum source count threshold for placement in List 3 far. We introduce the quantity
nmpole > 0, a user-set parameter which is used as follows. If the cumulative number of sources contained
within a List 3 far candidate box b and its descendants is less than nmpole, then then b (or the set of b’s leaf
descendants, if b is not a leaf) is placed in List 3 close. Otherwise, the List 3 far candidate box b can be
placed in List 3 far. Observe that this modification is already present in a less formal way in Chapter 3.
Specifically, in Remark 3.1, the same procedure is introduced as a possible way to reduce the cost of a
List 3 far interaction, in the case that relatively few sources contribute to the multipole expansion.
5.2.2 Accuracy and Scaling
The accuracy bound for the error introduced in acceleration in GIGAQBX-TS is unchanged compared
with the unmodified algorithm (see Chapters 3 and 4), due to the fact that target-specific expansions are
mathematically identical to their target-independent counterparts. In essence, assuming the validity of a





(the same as the ‘one-away’ point FMM in three dimensions [63]) when tf ≤ 0.84.
One can analyze the scaling of GIGAQBX-TS in a way that closely parallels that of the algorithm in
Chapter 3. The main difference in the analysis is connected with the change in the asymptotic complexity
due to the use of target-specific expansions. In Table 5.1, we provide a summary of the asymptotic
complexity of the stages of the algorithm. The complexity is measured in terms of asymptotic floating point
operations (see Section 5.3.1).
We make a number of simplifying assumptions in the complexity model. The first is that pqbx ≤ pfmm,
which is true in all practical situations as the error introduced by FMM acceleration decreases more slowly
with increasing order compared with the error due to truncation of the QBX expansion (cf. Lemma 2.1).
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Secondly, we assume the use of spherical harmonic expansions with ‘point-and-shoot’ translations (see
Section 5.3.1). Finally, we assume that the algorithm is performing on-surface evaluation, in which the
potential at every target is mediated through a QBX center and there is at most one target per QBX center.
The presence of off-surface targets causes no significant changes to the complexity analysis. We omit it for
the sake of simplicity.
The following parameters are used as inputs to the complexity model. N , NT , NC , NS refer respectively
to the number of particles, targets, sources, and centers. NB refers to the number of boxes and L refers to
the number of levels in the tree. The quantity MC is a measure of the average number of sources in a
neighborhood of a QBX center, where the size of the neighborhood is proportional to the ball size, defined

























where C is the set of QBX centers, S is the set of sources, and rc is the expansion radius associated with the
center c. nfmm and nqbx refer to the number of coefficients in an FMM and QBX expansion in spherical
harmonics.
5.2.3 Cost Considerations
While Table 5.1 presents an understanding of the cost dependence of the GIGAQBX FMM’s stages on the
algorithmic parameters, the cost analysis is asymptotic rather than a predictor of the time duration from
start to finish of the FMM, also known as the ‘wall time.’ In this section, we present a more qualitative
understanding of the effect of algorithmic parameters on cost. The observations in this section motivate an
empirical study of the cost of the GIGAQBX FMM with target-specific expansions in the next section.
When considering parameters that affect the cost of the modified algorithm, a complication arises in that
some algorithmic parameters simultaneously have a large effect on both accuracy and cost, so that modifying
these parameters could result in output that is vastly different in accuracy. A number of these parameters
primarily affect the size of the QBX near-field (which is covered by List 1, List 3 close, and List 3 far): tf ,
pquad, and, to some extent, the input geometry itself. Additionally, the parameters pqbx and pfmm do not
affect the size of QBX near-field but nevertheless have a major effect on accuracy. To ensure comparable
levels of accuracy in the output of the algorithm before and after optimization, we take the point of view
that parameters primarily affecting the accuracy of the layer potential evaluation are fixed.
This leaves two parameters to be considered that primarily affect the cost of the various stages of the
algorithm, while leaving accuracy nearly unchanged. The first of these parameters is nmax, the maximum
number of thresholded particles per box. The main consideration in choosing a value of nmax is that as nmax
increases, the number of boxes decreases, while simultaneously each box holds more particles. The cost of
those stages where the amount of total computational effort increases with the number of boxes, such as
Stage 4 (List 2), benefits from a reduction in the number of boxes. On the other hand, stages involving direct
interactions require more work as nmax increases.
The second of these parameters is nmpole. It was mentioned in [1] as a degree of freedom for optimization
but not examined in detail. It is based on the observation that we can avoid translating a multipole
expansion into a QBX local expansion by replacing it with direct interactions with the source particles whose
field makes up the multipole expansion. This is a less expensive evaluation strategy for multipole expansions
whose cumulative source count is below a ‘smallness’ threshold.
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5.3 COST MODEL AND EXPERIMENTAL RESULTS
5.3.1 Cost Model
In this section, we present a cost model for GIGAQBX-TS which estimates the amount of computational
time used by the algorithm in a way that is reproducible while remaining predictive of actual machine
computation time. To aid the construction of a realistic and reproducible cost metric, the model makes use
of direct examination of the FMM tree and data structures—a strategy we have found to yield data useful
for a variety of purposes. The model produces an estimate of the total number of floating point operations
required for the algorithm on a particular input geometry. Through the introduction of additional weight
constants, we use these counts to approximate the total amount of computational time used by the
algorithm, a quantity we refer to as the modeled process time. (The phrase ‘process time’ in UNIX-type
operating systems is used to describe the total time spent executing process code, excluding the time
executing operating system code, summed across all cores of a multi-core processor if relevant.)
The first step in obtaining an asymptotic estimate of the number of floating point operations is to count
the number of interactions of each category—e.g., local expansion formation, multipole-to-local translation,
multipole evaluation, etc.—performed by the FMM by analyzing the interaction lists and tree. The model
multiplies each of these counts by a category-dependent symbolic expression, parametrized by the number of
coefficients in the FMM and QBX expansions, to obtain an asymptotic number of floating point operations
(e.g., for forming a multipole/local expansion with (p+ 1)2 coefficients, the asymptotic amount of work is
modeled as (p+ 1)2). Lastly, the asymptotic number of floating point operations is multiplied by a
category-dependent ‘calibration constant’, an empirically determined parameter representing a ratio of
running time in seconds to modeled floating point operations.
The modeled process time per interaction category is shown in Table 5.2. To count the number of floating
point operations, the cost model assumes the use of spherical harmonic expansions (see Section 5.1.1). For
each category of interaction, the modeled number of floating point operations is designed to be
asymptotically correct to leading order. We assume that translations between two expansions occur using a
‘point-and-shoot’ strategy — this reduces the cost of the relevant translations from O((p+ 1)4) to O((p+ 1)3)
(see for instance [67]) for homogeneous source and target order p. The procedure for a ‘point-and-shoot’
translation between source order p and target order q is as follows:
1. At a cost of O((p+ 1)3), rotate the source expansion so that the translation direction is z-axis aligned.
2. At a cost of O((p+ 1)(q + 1)2), translate the source expansion along the z-axis to the target expansion.
3. At a cost of O((q + 1)3), rotate the target expansion back.
Our model includes a term for each of these three stages. In the case of a homogeneous source and target
order, this entails using a leading factor of 3. Lastly, we model the cost of evaluation of a target-specific
expansion as O(pqbx + 1) floating-point operations, corresponding to the evaluation of formula (5.17) using
recurrences for the Legendre polynomials.
The model is fitted to the results obtained from timing our implementation of GIGAQBX-TS on
geometries of fixed QBX and FMM order. Timing data is obtained by timing each stage of our
implementation on a 20-core 2.30 GHz Intel Xeon E5-2650 v3 machine. We use a least-squares fit to obtain
calibration coefficients from the timing data. Our implementation, which uses double-precision floating point
arithmetic throughout, is based on FMMLIB [78] compiled by GCC 7.2.0 with -Ofast and -march=native
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Table 5.2: Cost model used in this chapter for evaluation of the scaling of GIGAQBX-TS, where
nqbx = (1 + pqbx)2 and nfmm = (1 + pfmm)2.
Interaction Modeled Process Time (s)
Source → Local cp2l · nfmm
Source → Multipole cp2m · nfmm
Source → QBX Local cp2qbxl · nqbx
Target-Specific QBX cts · n1/2qbx
Local → Local 3 · cl2l · n3/2fmm










Multipole → Local 3 · cm2l · n3/2fmm
Multipole → Multipole 3 · cm2m · n3/2fmm










QBX Local → Target cqbxl2p · nqbx
flags, and making use of shared memory parallelism via OpenMP. The calibration coefficients obtained for
the order pair (pqbx, pfmm) = (5, 15) are displayed in Table 5.3. These were obtained by fitting to the process
times for the ‘urchin’ geometries γ3, γ5 (see Section 5.3.2).
A natural interpretation of these coefficients is that they represent the time of a single ‘asymptotic flop’ in
their respective interaction category. It is therefore not unreasonable to expect each flop to have an execution
time roughly corresponding to the inverse of the clock frequency of the processor. Since the processor we
used for our experiments has a clock frequency of 2.30 GHz, we expect and observe asymptotic flop times of
a magnitude around 10−9. Further, any major discrepancies in their comparative magnitude may indicate a
difference in implementation quality. While most of the calibration coefficients are of roughly the expected
magnitude, the coefficient associated with QBX-local-to-target evaluation is much larger due to inefficiencies
our implementation. (Despite the high overhead of this evaluation, it does not play a significant role in the
overall cost of the scheme.)
Empirically, we have observed the model to give accurate cost estimates, within a few percent of the true
execution time, for the same QBX and FMM order pair it is fitted to. As an example, Table 5.4 gives actual
versus predicted process times for a sequence of ‘urchin’ test geometries introduction in Section 5.3.2, using
the calibration constants from Table 5.3. This accuracy does not necessarily carry over when differing values
of pqbx and pfmm are used from those that the model was fitted to, likely to the overhead of unmodeled
lower-order costs in certain interactions in our implementation. While this issue may be addressed either
extending the model to include more terms or by further optimization work to reduce the lower-order costs in
the implementation, in this chapter we handle this issue by re-fitting the model to each example that we use,
ensuring its fidelity as a predictor of modeled process time.
5.3.2 Scaling and Balancing Study
This section presents a numerical study of the impact of our optimizations to the GIGAQBX algorithm. It
is possible to use target-specific QBX as a direct replacement for the version of the algorithm in [58], leaving
all other parameters in the algorithm unchanged, but the simple adaptation of a few algorithmic parameters
has the potential to drastically affect performance characteristics by changing the proportion of work
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Table 5.3: Calibration constants for the model in Table 5.2, obtained for the order pair (pqbx, pfmm) = (5, 15)
on a particular machine using an implementation based on FMMLIB.
Constant Value
cp2l 1.10 · 10−8
cp2m 1.24 · 10−8
cp2qbxl 1.42 · 10−8
cts 9.45 · 10−9
cl2l 5.94 · 10−9
Constant Value
cl2qbxl 4.72 · 10−9
cm2l 3.24 · 10−9
cm2m 5.35 · 10−9
cm2qbxl 3.37 · 10−9
cqbxl2p 6.74 · 10−7
Table 5.4: Actual versus predicted process times using the model calibration constants in Table 5.3 for the
‘urchin’ geometries in Section 5.3.2, with fits obtained on the geometries γ3, γ5.
Process Time (s)
Kind γ2 γ4 γ6 γ8 γ10
Actual 1457.07 5741.86 20705.79 46238.00 98943.60
Model 1447.81 5731.83 20715.11 46261.86 98618.80
performed by different translation operators in the FMM. In the experiments of this section, we apply this
procedure to GIGAQBX-TS in order improve algorithmic cost, by reducing performance bottlenecks, in a
process known as ‘balancing’.
For all experiments, we report on (a) the total modeled process time as well as (b) the modeled process
times of the algorithmic stages that involve the interaction lists (cf. Section 3.2.4 in Chapter 3). In the
remainder of this section, we freely use the name of an interaction list to refer to the stage it is associated
with.
Test Geometry
As a first test of the scaling behavior and cost of our algorithm, we use a family of test geometries γk that
we call ‘urchins’, parametrized by k ∈ N. These surfaces are given in spherical coordinates as (rk, θ, φ), using
the definition of spherical harmonics in (5.4), letting rk vary with θ and φ as follows:
rk(θ, φ) = 0.2 +





ReY ⌊k/2⌋k (θ, φ), (5.20)
mk = min
θ∈[0,π],φ∈[0,2π]
ReY ⌊k/2⌋k (θ, φ). (5.21)
Figure 5.2 gives a visual impression of the geometry γ8. The mesh of the geometry consists of triangular
elements whose parameter mapping function is an 8th degree polynomial. The construction starts with the
image of an icosahedral mesh under the mapping function rk. To ensure that the piecewise polynomial
elements accurately represent the geometry, an iterative refinement procedure is applied to the mapped
elements, and at each iteration any refined elements are nodally reevaluated. The details of this procedure
can be found in [58, Sec. 6].
97
Figure 5.2: A mesh of the ‘urchin’ test geometry γ8. Figure 5.3: A mesh of the ‘torus grid’ test
geometry τ10.
In our numerical experiments, we use the family of geometries γ2, γ4, . . . , γ10, which range in size from
4,116,770–178,529,030 particles, where a ‘particle’ is a source, target, or QBX center. We use
(pqbx, pfmm) = (5, 15). As reported in [58], this corresponds to about five digits of accuracy for evaluating
Green’s identity [2, Thm. 6.5], which we use as a proxy test for accuracy in layer potential evaluation. The
upsampled quadrature rule has 295 nodes per element, and we use tf = 0.9.
Cost Evaluation
In this section, we consider the cost of evaluation of the on-surface value of the Laplace single-layer
potential on the ‘urchin’ geometry family. We establish a ‘baseline’ cost by modeling version of the
GIGAQBX algorithm as described in [58] using the same framework from Section 5.3.1. The results are
shown in Figure 5.5 (cf. [58, Fig. 12], which reports modeled floating point operations for the same
geometries). The total reported time (under ‘all’) includes the time contribution from all stages of the
algorithm. These results are obtained using the model in Section 5.3.1. To obtain this set of results, we chose
a set of balancing parameters that minimized modeled process time as described in Section 5.3.1, which are
nmax = 96 and nmpole = 40.
To assess the impact of each of the optimizations in this chapter, we present results of three stages of
cumulative optimizations. These are summarized in Figure 5.4.
Using TSQBX Without Rebalancing. The first optimization we consider is making use of
target-specific QBX expansions, leaving all other algorithmic parameters constant. According to
Section 5.3.1, assuming an average of one target per center, this should give a speedup of
cp2qbxl (1 + pqbx)
2
/ (cts(1 + pqbx)) (5.22)
in the evaluation of List 3 close, List 4 close, and List 1, while leaving the cost of the other stages of the
algorithm unchanged. This turns out to be the case. The data in Table 5.3 predict a cost reduction by a
factor of about 9 according to this formula. In Figure 5.4, a cost reduction of this magnitude is evident in Ub,
W closeb , and X
close
b under the label ‘ts’. On average, the overall time is 50% of the baseline.
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Figure 5.4: Cumulative impact of a sequence of optimizations, applied to the evaluation of the Laplace
single-layer potential for the ‘urchin’ family of geometries, on modeled process time as well as time for
individual stages. ‘base’ denotes the baseline time; ‘ts’ denotes the result of using target-specific expansions;
‘nmax’ denotes the result of rebalancing nmax; and ‘nmpole’ denotes the result of rebalancing nmpole.
Rebalancing nmax. Next, we consider the effect of varying nmax. Using γ6 as a reference geometry, we
conduct a study measuring total modeled process time against nmax. The results are presented in Figure 5.6.
Based on these results we choose nmax = 992, which appears to be empirically near-optimal. The effect on
the running time of the various stages is given under ‘nmax’ in Figure 5.4. On average, the running time is
38% of the baseline.
As we can see, the increase in nmax has a complex effect on the time for the different stages of the
algorithm. Perhaps most easily explained, the time associated with List 2 decreases. This is consistent with a
decrease in the overall number of boxes in the tree that may be expected with an increase in nmax.
We also observe an increase in the amount of work for List 4 far. The amount of work for List 4 far is
proportional to both nmax and the number of boxes (cf. [58, Lem. 15], Table 5.1). While the number of boxes
decreases as nmax increases, the increase in nmax appears to have the dominant effect on the cost of this stage.
The proportion of time associated with target-specific expansions appears to increase roughly
proportionally with nmax. This is plausible as the cost estimates from previous work




































Figure 5.5: Scaling of the unmodified GIGAQBX algorithm (with spherical harmonic expansions instead of
target-specific expansions) for evaluation of the Laplace single-layer potential on the sequence of ‘urchin’



























Figure 5.6: Modeled process time of the GIGAQBX algorithm and its various stages, versus nmax, for the
geometry γ6, using target-specific QBX.
It is more difficult to explain why the time associated List 3 far decreases. However, as the decrease in the
time associated with List 3 far closely mirrors that of List 2 (see Figure 5.6), it is likely to be related to the
decrease in the number of boxes.
Rebalancing nmpole. The last optimization we consider is the balancing of the constant nmpole. Using an
experiment similar to that of the one done to rebalance nmax, we obtain a threshold value of nmpole = 280.





(1 + pfmm)3 + (1 + pqbx)2(1 + pfmm) + (1 + pqbx)3
(1 + pqbx)
. (5.23)
Based on the data from Table 5.3, this value is about 291, so that the theoretical value and the empirically
obtained value from the cost model are nearly in agreement.
The impact of increasing nmpole to reduce the amount of work done in W farb , shifting the corresponding
work to W closeb , for a reduction in the total modeled process time time to 37% of the original, on average.
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Figure 5.7: Cumulative impact of a sequence of optimizations, applied to the evaluation of the Laplace
single-layer potential for the ‘torus grid’ geometry τ10, on modeled process time as well as time for individual
stages.
This can be seen in Figure 5.4 under the label ‘nmpole’.
Remarks. Overall, the cumulative impact of these optimizations is to reduce the overall running time to
an average of 37% of the original. As the percentage reduction in cost is nearly uniform across geometries,
the scaling characteristics in geometry size are essentially unchanged from the baseline version in Figure 5.5,
in that we observe an approximately linear scaling of the algorithm cost with the particle count.
From the relative costs in Figure 5.4, it is evident that this version of the algorithm is more evenly
‘balanced’ than the baseline, in that the proportion of time spent in individual stages is distributed more
uniformly. Specifically, the cost contribution of List 3 close is now significantly closer to the other interaction
lists. The dominant costs appear to be List 3 close and List 4 far.
An Example with Higher Accuracy and Simpler Geometry
To demonstrate the generality of the optimizations mentioned in this chapter, we repeat the cost evaluation
in Section 5.3.2 on a different, simpler geometry while choosing parameters to attain higher accuracy. The
geometry τ1 is a torus parametrized as the image of the set (u, v) ∈ [0, 2π)× [0, 2π) under the mapping
x = cosu (1 + 2 cos v) (5.24)
y = cosu (1 + 2 cos v) (5.25)
z = 2 sin v. (5.26)
The ‘torus grid’ geometries τ2k, k ∈ N, are obtained by spacing 2k copies of τ1 on a 2× k grid, with a
uniform spacing of 0.6. See Figure 5.3 for a visual impression of τ10. To obtain the initial mesh of the torus,
we tile the parameter domain into 40× 20 contiguous rectangles, and then subdivide each rectangle into two
triangles. We represent each triangle as the image of an triangular reference element under a polynomial
mapping of degree 8, with 295 quadrature nodes per element, and use tf = 0.9.
We focus on the evaluation of the Laplace single-layer potential on the geometry τ10. We use
(pqbx, pfmm) = (9, 20). From the initial mesh for τ10, refinement produces a mesh with 16,000 stage-1
elements and 64,000 stage-2 elements, for a total number of about 19 million source particles. Since the
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effects of closeness to touching would reflect in the count of stage-1 elements, the number of stage-1 elements
(40 · 20 · 2 · 10) indicates that refinement due to closeness to touching of the different components is not
necessary. A test of Green’s identity with the QBX and FMM order parameters yields about eight digits of
accuracy.
We optimize for evaluation on τ10. The modeled process time for the baseline GIGAQBX FMM, without
using target-specific expansions, is minimized with a choice of nmax = 96 and nmpole = 40. The baseline
modeled process time is 18,968 seconds. We apply the sequence of optimizations mentioned in Section 5.3.2.
The results are shown in Figure 5.7. The use of target-specific expansions reduces the modeled process time
to 52% of the baseline, which is shown under the label ‘ts’. Using an empirically determined value of
nmax = 928 reduces the time to 32% of the baseline, which is shown under the label ‘nmax’. Finally, using an
empirically determined value of nmpole = 420 reduces the time to 30% of the baseline, which is shown under
the label ‘nmpole’.
In many ways, the cost characteristics of this example are similar to that of the examples in the previous
section, although, due to the effects of higher order FMM and QBX expansions, the cost reduction is more
significant. Like for the urchin, the dominant cost for the baseline example is in the near-field evaluations.
After rebalancing, the dominant costs are List 3 close and List 4 far.
5.3.3 A Large-Scale BVP for the Helmholtz Equation
As a final demonstration of the broad applicability of the optimizations in this chapter, we present a
numerical example involving a large-scale boundary value problem with complex geometry. Thus far, we have
only discussed the use of target-specific expansions for the Laplace equation, but everything we have stated
in this chapter has an analogue involving the Helmholtz kernel (see Appendix A). To demonstrate this, we




u(x) = 0 x ∈ R3 \ Ω, (5.27)








u(x) = 0, (5.29)
where Ω ⊂ R3 is a closed, bounded region with smooth boundary Γ = ∂Ω. The solution u to the boundary
value problem uses a Brakhage-Werner representation [74]
u := iαSµ−Dµ, (5.30)







Our choice of geometry Ω is derived from surface-3d/betterplane.brep from [75]; this is the same
source geometry as the example in [58, Sec. 6.2]. The surface mesh of the geometry consists of triangular
elements of degree two mapping functions obtained with Gmsh [76]. The stage-1 discretization consists of
60,638 elements and the stage-2 discretization consists of 91,526 elements. We use 150 quadrature nodes per
element, for a total of about 14 million source points, and tf = 0.9.
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Figure 5.8: Visualization of the solution to an exterior Dirichlet problem for the Helmholtz equation solved
on the ‘plane’ geometry. The surface geometry is shaded according to the real part of the solved-for density
µ. The slice positioned below the geometry in the visualization is taken from the level of the ‘wing’ of the
plane and is shaded according to the logarithm of the observed relative error in the exterior of the volume.
The maximum observed relative error anywhere in the exterior is about 2.5 · 10−3.














Figure 5.9: Cumulative impact of a sequence of optimizations, applied to the evaluation of the Helmholtz
double-layer potential, k = 20, for the ‘plane’ geometry, on modeled process time as well as time for
individual stages.
The geometry, visualized in Figure 5.8, has a bounding box of size approximately 19× 20× 6.5 units. We
choose a Helmholtz parameter of k = 20. The reference solution is obtained using a point potential of sources
places near the ‘tail’ of the geometry. We modify the quadrature scheme to use L2-weighted degrees of
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freedom as a way to improve conditioning of the discrete problem [70].
Using the GIGAQBX FMM with target-specific expansions and near-optimal parameter values to drive the
matrix-vector products in GMRES [77], our method attains a decrease in the residual norm by a factor of
10−6 in 120 iterations. We use pqbx = 4 and we choose the FMM order to ensure a relative FMM error below
10−5. This entails a minimum FMM order of pfmm = 13, but, as typical in an implementation of the
Helmholtz FMM [82], also requires increasing pfmm with the box size to maintain accuracy tolerances. We
use Helmholtz translation operators from FMMLIB3D [64,78]. According to comparison with the reference
solution using point evaluations in the exterior of the volume, the scheme obtains a relative ℓ∞ error of about
2.5 · 10−3.
We apply the optimization sequence described in Section 5.3.2 to obtain algorithmic parameters to
minimize the modeled process time for the double-layer evaluation with target-specific expansions. The latter
operator is the dominant cost of a GMRES iteration.
The parameter values that obtain near-optimal modeled cost for the ‘baseline’ version without
target-specific expansions are nmax = 100 and nmpole = 40. The baseline modeled process time of the
double-layer operator is 28,900 seconds. Figure 5.9 shows the effect of the various optimizations on the
modeled process time for the double-layer operator. Using target-specific expansions reduces the modeled
process time to 73% of the baseline, shown under the label ‘ts’. An empirically determined value of
nmax = 300 reduces the time to 60% of the baseline, shown under the label ‘nmax’. Lastly, an empirically
determined value of nmpole = 150 reduces the time to 59% of the baseline, shown under the label ‘nmpole’.
The cost decreases in this example are smaller compared with the examples of Sections 5.3.2 and 5.3.2, since
the QBX expansion order is lower and the cost of direct evaluations is not as significant in the baseline.
We also measured the ‘wall time’, or the actual duration from start to finish of the operator, using the
baseline and optimized versions. The baseline wall time of the double-layer operator is about 2300 seconds,
and the wall time for the single layer is about 1500 seconds. The sequence of optimizations above reduces the
two times to about 1600 seconds and 900 seconds respectively. Hence, the use of target-specific expansions
reduces the solve time for this problem to 66% of the baseline. Compared with process time, the wall time is
not reduced as much because not every stage of our implementation is efficiently parallelized. This remains
as future work.
5.4 CONCLUSIONS
This chapter examines optimizations to reduce the cost of the GIGAQBX FMM in three dimensions. The
main cost, as reported in [58] and verified in this chapter, is typically due to the increased number of
near-field interactions as compared with the ‘point’ version of the FMM. To reduce the impact of the cost of
the near-field interactions, we consider an acceleration strategy using target-specific expansions. We develop
a version of the GIGAQBX FMM that uses target-specific expansions for near-field evaluation. We also
demonstrate a cost model for the GIGAQBX FMM that accurately estimates the total process time used on
a shared-memory system. This model aids in an efficient assessment of the impact of various choices of
algorithmic parameters affecting computational cost. We find that, in order to make the best use of
target-specific expansions, algorithmic parameters should be modified to effectively shift more of the work
onto target-specific near-field interactions. We demonstrate that this strategy produces speedups of 1.7–3.3×
in practice on examples involving the Laplace and Helmholtz kernels using a variety of QBX and FMM
orders.
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A key strength of target-specific expansions is their general applicability. However, the requisite
modification to the algorithm, including the mathematical derivation of target-specific expansions for specific
kernels and the optimization of algorithmic parameters as done in this chapter, requires manual intervention.
A technical question remains as to what extent these tasks can be automated. One current subject of our
investigation is the use of techniques from symbolic computing and/or numerical linear algebra to develop
automated ways to generate optimal complexity target-specific expansions for various kernels. A second
subject is a better combination of automation with the cost model in this chapter in order to enable efficient
selection of parameters, such as the maximum number of particles per box, for arbitrary input geometries.
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CHAPTER 6: APPLICATIONS TO CONFORMAL MAPPING
Having examined in detail the GIGAQBX algorithm for the fast evaluation of layer potentials in the
previous chapters, the subject of this thesis turns to an application of integral equations—the numerical
evaluation of the Riemann map in two dimensions. This chapter presents an integral equation method for
numerical conformal mapping, using an integral equation based on the Faber polynomials (on the interior)
and their counterpart, Faber-Laurent polynomials (on the exterior). The method in this chapter is applicable
to computing the conformal map from the interior and exterior of domains bounded by a piecewise smooth
Jordan curve Γ onto the interior/exterior of the unit disk. Like most techniques for conformal mapping, this
method relies on computing a boundary correspondence function between Γ and the boundary of the target
domain. From the boundary correspondence, the mapping function can be derived via a Cauchy
integral [52, p. 381].
The numerical construction of a function that maps the exterior of a simply connected region conformally
onto the exterior of some other region arises in a number of applications including fluid mechanics [100, Ch.
4.5], the generation of finite element meshes for problems in fracture mechanics [101], the design of optical
media [102], the analysis of iterative methods [103–105], and the solution of initial value problems [106]. The
exterior mapping function’s close relation to the Faber polynomials [54,55] enables a number of the latter
applications. Complex analytic functions defined inside a Jordan domain admit a near-optimal polynomial
expansion in a basis of Faber polynomials [54,55,107]. By means of the Faber transform, this can be
exploited numerically to perform polynomial or rational approximation [108]. A key step of this
approximation procedure is the evaluation of the Faber polynomials themselves, which, given a numerically
derived exterior boundary correspondence, can be achieved with an FFT-based method [56] or by applying
Lemma 6.1 in this chapter.
As a technical tool, this chapter introduces a representation formula of complex-valued harmonic
polynomials and Laurent polynomials in terms of the double-layer potential. The double-layer potential with
a complex-valued density σ, in two dimensions, is given by





∂log |y − x|
∂ν̂(y)
ds(y), x /∈ Γ. (6.1)
In this chapter, we study the density functions σ that give rise to polynomials on the interior in terms of
the exterior Riemann map f+. Specifically, we prove that the images of the mth powers of the values of the
exterior map (f+)m used as a density under D are scaled Faber polynomials of degree m. Since the Faber
polynomials form a basis for all complex polynomials, this result characterizes all densities that give rise to
polynomials under the double-layer operator.
On the exterior domain, we study the representation of complex Laurent polynomials. We find,
analogously to the interior case, that the images of the mth powers of values of the interior map (f−)m under
D are scaled Faber-Laurent polynomials on the exterior domain, where f− is the interior mapping function.
In both the polynomial and the Laurent polynomial case, letting m = 1 leads to a uniquely solvable integral
equation from which the boundary correspondence of the interior or exterior map may be recovered by the
solution of an integral equation identical to that of an appropriate Dirichlet problem of the Laplace equation.
Furthermore, we demonstrate how a Nyström discretization [109] using high-order accurate quadrature
Portions of this chapter appear in the paper ‘Conformal mapping via a density correspondence for the double-layer potential,’
published in SISC [99].
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rules achieves high-order accuracy in the computed density. The method under consideration in this chapter
is of practical interest because of the ready availability of fast solvers for second kind equations involving the
double-layer potential, including the GIGAQBX FMM.
In the numerical examples of this chapter we use an accelerated solver consisting of GMRES [77] with the
required matrix-vector product driven by the Fast Multipole Method [60]. Since the number of GMRES
iterations in our scheme does not depend on the mesh resolution, this solution scheme has an overall
complexity of O(n logn), where n is the number of discretization points on the boundary.
Compared with the second-kind integral equation formulations in the existing literature, our method is
perhaps operationally the most similar to Lichtenstein’s method [51,110], which is also based on the
double-layer (Neumann) kernel, and methods based on the Kerzman-Stein kernel [111,112]. Like our method,
these methods are based on an integral equation whose solution is an easily invertible function of the
boundary correspondence, and they can be used for both interior and exterior mapping. Similarly, these
integral equation methods are also suitable for the Nyström method with trapezoidal rule. Nevertheless, our
method differs from these because it is the only one which we are aware to make use that the images of
powers of the Riemann map under the double-layer operator are Faber/Faber-Laurent polynomials.
Other integral equation formulations (e.g. due to Berrut [113], Warschawski [113], or Banin [52]) produce
the derivative of the boundary correspondence, from which the boundary correspondence may be recovered
by numerical integration. The integral equations of Gershgorin [52] and Kantorovich-Krylov [52, 114] may be
used to recover the boundary correspondence directly, but since the solution is not periodic, this requires
somewhat careful numerical treatment. Perhaps the most well-known first-kind equation is Symm’s equation,
which has been applied to the computation of both interior and exterior mapping functions [115,116].
For methods for the reverse problem, that is, finding a conformal map from the interior/exterior of the
unit disk onto the interior/exterior of a given domain, see, for instance [117–119]. For a comprehensive
overview of methods for interior and exterior mapping, including methods not based on linear boundary
integral equations, see Wegmann [51], Gaier [120], or Henrici [52]. The use of iterative methods and
acceleration techniques also has a long history in the the solution of systems of equations arising in conformal
mapping; see [121–123] for examples.
The remainder of this chapter is organized as follows: In Section 6.1.1, we recall some facts about
harmonic functions defined on interior or exterior domains, in particular relating to potential theory and the
Cauchy integral, and in Section 6.1.2, we discuss the Faber and Faber-Laurent polynomials. Based on these
preliminaries, we introduce our main technical results regarding the representation of harmonic polynomials
and Laurent polynomials by double-layer potentials in Section 6.2. This allows us to develop a method for
interior and exterior conformal mapping and a high-order discretization method thereof, in Sections 6.3
and 6.4. We close with some numerical experiments on smooth and non-smooth domains in Section 6.5.
6.1 PRELIMINARIES
In this chapter, we work with a simple, closed, positively oriented curve Γ ⊆ C, which we assume to be
piecewise smooth. The following conventions will be in use throughout the chapter.
We will refer to the inner component of the curve Γ as Ω− and to the outer component as Ω+. Without
loss of generality, we will assume 0 ∈ Ω−.
We will use CR to denote the set {z : |z| = R}.
The interior Riemann map f− denotes the complex analytic bijection that maps Ω− onto {z : |z| < 1}
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such that f−(0) = 0 and (f−)′(0) is a positive real number, ensuring uniqueness.
Similarly, we define the exterior Riemann map f+ as the complex analytic bijection that maps Ω+ onto
{z : |z| > 1} for which lim
z→∞




(z) is a positive real number, again ensuring
uniqueness.
Carathéodory’s theorem [124] implies that the interior and exterior Riemann map continuously extend to
the boundary Γ, establishing a one-to-one correspondence between Γ and the unit circle C1. By the boundary
correspondences we will mean the real multi-valued mappings θ− and θ+, defined on Γ, such that
θ±(w) = arg f±(w).
6.1.1 The Double-Layer Potential and Cauchy Integral
This section elaborates on a connection between the double-layer potential and the Cauchy integral
formula. As has been previously seen, double-layer potential integral operator with density function
ϕ : Γ→ C gives rise to a harmonic function f on the complement of Γ





∂log |y − x|
∂ν̂(y)
ds(y), x ∈ C \ Γ. (6.2)
Since x /∈ Γ, in a neighborhood of y the value |y − x| is nonzero and so the logarithm locally possesses a
complex analytic branch. The Cauchy-Riemann equations then imply the relationship
∂log |y − x|
∂ν̂(y)
= Re n̂ · ∇y log(y − x) = Im τ̂ · ∇y log(y − x) (6.3)
between the normal derivative and the derivative with respect to the unit tangential vector to the curve, τ̂ .
Since




[log (y − x+ hτ̂)− log(y − x)] = τ̂(y)
y − x, (6.4)
it follows that the double-layer potential Dσ can be written as











The kernel appearing in (6.5) is also referred to the Neumann kernel [52, Def. 15.9-4].
The equality (6.5) establishes a relationship between the double-layer potential and the Cauchy integral
operator. Since τ̂(y)ds(y) = dy and Re iα = − Imα, we have











and thus the kernel of the double-layer potential coincides with the real part of the Cauchy
kernel [2, eqn. (7.37)].
6.1.2 Faber Polynomials and Faber-Laurent Polynomials
Let R > 0 be sufficiently large that the domain Ω− is contained within a disk of radius R centered at 0.
Then, as f+ is one-to-one for |z| > R, it follows that g+(w) := f+(1/w) is one-to-one for 0 < |w| < 1/R.




Figure 6.1: Graphical representation of the Riemann maps for the interior/exterior of a Koch snowflake with
192 corners.
greater than one, then there would exist an ǫ ∈ C so that the equation 1/g+ = ǫ has m simple








+ α0 + α−1w + α−2w2 + · · · , 0 < |w| < 1/R. (6.7)
This implies that f+ has the series representation






+ · · · , |z| > R. (6.8)
The mth Faber polynomial pm(z) is defined as the terms of nonnegative power in the series for f+(z)m. It
is a polynomial of degree m. Accordingly, f+(z)m may be written as
f+(z)
m
= pm(z) + p̂m(z) (6.9)
where p̂m(z) is a decaying (as z →∞) function of z defined on Ω+.
The mth Faber-Laurent polynomial is defined in a similar manner using the function the
g−(w) := 1/f−(w) mapping Ω− onto the exterior of the unit disk. This function, being injective on Ω−, has







+ β0 + β1w + β2w2 + · · · , 0 < |w| < r. (6.10)
The mth Faber-Laurent polynomial qm is defined as the terms of negative power in the Laurent series for
g−(w)m. We have the representation
g−(w)
m
= qm(z) + q̂m(z), (6.11)
where q̂m(z) is a complex analytic function and qm(z) has a single order-m pole at 0.
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6.2 REPRESENTATION OF HARMONIC POLYNOMIALS AND LAURENT POLYNOMIALS







m ∂log |y − z|
∂ν̂(y)
ds(y). (6.12)
Effectively, the lemma states that the double-layer potential ‘filters out’ the decaying part of (6.9).









) ∂log |y − z|
∂ν̂(y)
ds(y). (6.13)
We provide a proof that I(z) = Re pm(z), thus handling the case of the real part of pm. The argument for
the imaginary part of pm is completely analogous to the one for the real part.














Using this identity and the identification of the double-layer kernel with the real part of the Cauchy kernel












y − z dy. (6.15)






y − z dy = pm(z). (6.16)
We write
f+(y)m = pm(y) + p̂m(y) (6.17)






y − z dy = pm(z). (6.18)
To handle p̂m, let R > 0 be sufficiently large so that Ω is contained in the interior of the disk with boundary













y − z dy (6.19)
Let R→∞. Since p̂m(y) = O(|y|−1), the integrand in the previous equation is O(|y|−2). It follows from a
























y − z dy = 0. (6.21)
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y − z dy = pm(z). (6.22)






f+(y)m(y − z) dy = 0. (6.23)
Again, recall z ∈ Ω−. As in the previous paragraph, the integrand is an analytic function of y in Ω+, so we












f+(y)m(y − z) dy. (6.24)
Since f+(y)m = Θ(|y|m), it follows that the integrand in the previous equation is Θ(|y|−(m+1)). By a



















By adding together the right hand sides of (6.16) and (6.23) and then taking the real part, we obtain that
I(z) = Re pm(z) via (6.15).







∂log |y − z|
∂ν̂(y)
ds(y). (6.26)
The overline notation · denotes the complex conjugate.
Proof. Let z ∈ Ω+ and







) ∂log |y − z|
∂ν̂(y)
ds(y). (6.27)
As in the proof of Lemma 6.1, we show that I(z) = Re qm(z), and remark that the imaginary part of qm can
be handled similarly.
We start by representing I(z) as










y − z dy. (6.28)














f−(y)m(y − z) dy. (6.30)
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We proceed by breaking up 1/f−(y)m into
1
f−(y)m
= qm(y) + q̂m(y) (6.31)
where qm is the mth Faber-Laurent polynomial, and q̂m is the complex analytic part. First, we handle qm.
For y close to 0, we express
1













for some (ak). Multiplying both sums, collecting terms, and using the fact that qm has a exactly one pole of


















y − z dy = qm(z). (6.34)






y − z dy = 0. (6.35)
This demonstrates (6.30).
The result I(z) = Re qm(z) follows by adding together (6.29) and (6.30) and then taking the real part.
We briefly point out three related results in the literature. The basis (6.12) can also be derived
from [52, Lemma 18.2d, p. 524], although our proof does not rely on this lemma. Gaier proves a result
similar to the case m = 1 of Lemma 6.1, in [120, p. 14, (2.20)], for the case of a horizontal slit. Finally,
in [112, (3.12)] a related integral equation is derived involving the derivative (f+)′ and the adjoint Neumann
kernel.
6.3 INTEGRAL EQUATIONS FOR INTERIOR AND EXTERIOR CONFORMAL MAPPING
In this section, we develop a method for recovering the boundary correspondence assuming that the
boundary Γ is smooth.
6.3.1 Exterior Case
This section derives an integral equation method for computing the boundary correspondence θ+(z) for
the exterior map f+. We solve an integral equation corresponding to an interior Laplace Dirichlet problem to
obtain a density function σ, and recover the boundary correspondence from the density by an application of
the Cauchy integral formula and a normalization.
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Recall the power series expansion of the exterior map






+ · · · . (6.36)
From Lemma 6.1 for m = 1, we have that for all z ∈ Ω−






∂log |y − z|
∂ν̂(y)
ds(y) = −2Df+(z). (6.37)
Letting z approach a boundary point ζ ∈ Γ from the interior we obtain, using the inner jump relation for
the double-layer potential [2, Thm. (6.18)], the integral equation
α1ζ + α0 = −2Df+(ζ) + f+(ζ), ζ ∈ Γ. (6.38)
The parameters α1 and α0 are not assumed to be known a priori. We use the fact that D is linear, and that
for the constant density 1(ζ), D1(ζ) = −1/2 [2, Ex. 6.17]. Using these two facts, let us define the density σ as





, ζ ∈ Γ. (6.39)






σ(ζ), ζ ∈ Γ. (6.40)
This integral equation is uniquely solvable [2, Thm. 6.21]. From the density σ, we can recover f+ and the







dy = α0. (6.41)







































dy = − 2
α1
f+(ζ). (6.43)
By normalizing σ̃ we obtain, for ζ ∈ Γ,








In this section, we describe a method to recover the interior boundary correspondence analogous to the
exterior one of the previous section. We proceed by describing the solution of an integral equation
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corresponding to that of an exterior Laplace Dirichlet problem for a density function σ, from which the
boundary correspondence may likewise be recovered by a Cauchy integral and a normalization.






+ β0 + β1z + β2z + · · · . (6.46)







∂log |y − z|
∂ν̂(y)
= 2Df−(z). (6.47)
Letting z approach a boundary point ζ ∈ Γ from the exterior, and using the exterior jump relation for the
double-layer potential, we obtain the integral equation
β−1ζ−1 = 2Df−(ζ) + f−(ζ), ζ ∈ Γ. (6.48)
Defining the density σ̃(ζ) as
σ̃(ζ) = 2(β−1−1)f
−(ζ), ζ ∈ Γ, (6.49)











has a non-trivial nullspace, which affects the solvability of this integral equation.











σ(ζ), ζ ∈ Γ. (6.52)













consists of the constant
functions [2, Thm. (6.21)].
If we subtract both sides of (6.52) from both sides of (6.50), we obtain that constant function Mσ is in















σ(ζ), ζ ∈ Γ. (6.53)
This implies σ = σ̃ + δ for some δ ∈ C.

























Thus we recover σ̃ as







−(ζ), ζ ∈ Γ. (6.55)









, ζ ∈ Γ. (6.56)
6.3.3 Summary
Algorithm 6.1 captures the operational essence of the previous two sections. The algorithm is not specific
to a particular choice of discretization, for which a broad range of schemes is applicable. In the next section,
we provide the details for the Nyström discretization scheme with the trapezoidal rule for concreteness and
for the benefit of our numerical experiments. This scheme has the advantage of being spectrally accurate,
simple to implement, and amenable to acceleration.
Algorithm 6.1: Computational method for obtaining the boundary correspondence.
Require: A smooth Jordan boundary Γ, with 0 in the interior.
Require: A boundary sign s: +1 for exterior, −1 for interior.
Ensure: Computes the boundary correspondence θ.
Stage 1



















σ(ζ) if s = −1.
(6.57)
Stage 2







dy (ζ ∈ Γ).
Stage 3





6.4 NUMERICAL REALIZATION OF THE METHODS
Our main concern in the numerical treatment of Algorithm 6.1 is the rapid and accurate solution of the
integral equations involved.
6.4.1 Nyström Method
We assume a boundary parametrization γ : [0, L]→ C that is m+ 2 times continuously and periodically





σ(γ(y))ν(x, y) dy (6.58)
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which is given by [52, p. 394]




γ′(y)/(γ(y)− γ(x)) x 6= y,
γ′′(x)/(2γ′(x)) x = y.
(6.59)
We consider the discretization of this integral on an n point quadrature rule with weights {wj}nj=1 and nodes
{yj}nj=1 on [0, L], which is given by the functional Qng =
∑n
j=1 wjg(yj). Our specific choice of quadrature
rule is the periodic trapezoidal rule, whose weights are given by wj = L/n and the nodes are yj = Lj/n,
j = 1, . . . , n.
The Nyström approximation Qn[D] to the operator D uses pointwise values of the density µ = σ ◦ γ at the










σ = f, we reduce the continuous system to the linear system in n




µn(yj) = f(yj), j = 1, . . . , n. (6.61)
Given values of a solution µn(y1), µn(y2), . . . , µn(yn) to this system, we may extend µn to a continuous
function µn : [0, L]→ C, by way of the interpolation formula
µn(x) = 2 (Qn[D]µn(x)− f(x)) , x ∈ [0, L]. (6.62)
Then, under broadly applicable assumptions on the quadrature rule, the sequence Qn[D] of operator
approximations is invertible for sufficiently large n > 0 [2, Thm. 12.8], has uniformly bounded condition
number [2, Thm. 14.3], and the sequence µn of approximations to the density converges uniformly as n→∞
to the solution of the continuous system [2, Cor. 12.9]. Furthermore, it can also be shown [2, Cor. 10.14] the
the error in the discrete solution is bounded from above in the form ‖µn − µ‖∞ ≤ K‖(Qn[D]−D)µ‖, where
K is a constant independent of n.
For an m times continuously and periodically differentiable integrand g, the trapezoidal rule admits a
spectral error estimate of the form |Qng−
∫ L
0
g dy| ≤ Cn−m‖g(m)‖∞, with a constant C independent of n. It
follows that because of the spectral convergence of the periodic trapezoidal rule we expect spectral
convergence in the number of discretization points for smooth geometries.
6.4.2 Fast Iterative Solution of the System
The explicit formation of the dense matrices associated with the system (6.61) may be avoided by using an
iterative method such as GMRES. Using a Nyström approximation, the number of GMRES iterations for a
fixed accuracy is independent of the number of unknowns [2, Sec. 14.4]. The iterative application of the
operator D may be accelerated by considering the discrete operator D as the potential due to a set of sources
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∂log |yj − yk|
∂ν̂(yj)
σ(yj), k = 1, . . . , n (6.63)
where κ denotes the signed curvature and ωj = −L/(2πn) |γ′(yj)|. On non-pathological particle distributions,
the evaluation phase of the FMM runs in O(n) time and the setup phase takes O(n logn) time. It follows
that the overall complexity of the solve is O(n logn).
6.4.3 Evaluation of the Cauchy Integral
In order to recover the off-boundary values of the Riemann map, one may employ the Cauchy integral
formula for the interior and exterior case (e.g. [126, Eqn. 2.6]). At target points z ∈ C \ Γ sufficiently far
from the boundary, quadrature with the trapezoidal rule is sufficient to achieve high accuracy. However,
numerical evaluation of Cauchy integrals presents challenges close to the boundary Γ for standard smooth
quadrature rules such as the trapezoidal rule, leading to the need for an unacceptably large amount of
discretization points [126]. The root cause of the challenges is the near-singularity of the integrand. As
demonstrated in the previous chapters, Quadrature by Expansion is a more efficient strategy for close
evaluation. Recall that QBX operates by computing approximate Taylor coefficients of a potential g about
























can be obtained, dependent on expansion radius r, truncation order m, mesh resolution h and quadrature
order q. We refer to [41] for details. Furthermore, QBX-based layer potential evaluation may be accelerated
by way of GIGAQBX or other fast algorithms [1, 42], with error contributions from acceleration very similar
to those of conventional point-based FMMs.
6.5 EXPERIMENTAL RESULTS
We implement the method of Section 6.3 using the numerical approach of Section 6.4. In particular, our
discretization is based on the periodic trapezoidal rule with the parametric Neumann kernel. We employ an
FMM-accelerated GMRES solver for the solution of the integral equations based on FMMLIB [87]. The
visualizations in Figures 6.1 and 6.7 were obtained using GIGAQBX for evaluation close to the curve Γ.
6.5.1 Smooth Domains
We test our method on a number of smooth test geometries for the interior and exterior case for which the
interior or exterior boundary correspondences are available as analytical expressions. To test the accuracy of
our method, we use the Nyström interpolation formula to evaluate the compute boundary correspondence at
36 points on the boundary equispaced in the parametrization variable, and report the ℓ∞ norm of the error.
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Table 6.1: Absolute ℓ∞ errors in the boundary correspondence on the exterior of an oval of Cassini with
shape parameter α discretized with n points, computed with the methods of Section 6.3.3 and 6.4.
n α = 5 α = 2 α = 1.25 α = 1.11 α = 1.0101 α = 1.001001
8 2.38 · 10−9 2.46 · 10−5 4.43 · 10−3 2.74 · 10−2
16 6.96 · 10−16 4.66 · 10−9 5.44 · 10−5 1.25 · 10−3
32 6.28 · 10−16 1.15 · 10−8 4.23 · 10−6 1.57 · 10−2
64 1.05 · 10−15 6.79 · 10−11 4.15 · 10−4 9.82 · 10−2
128 4.00 · 10−16 4.73 · 10−7 5.90 · 10−3
256 8.61 · 10−13 7.03 · 10−5
512 4.09 · 10−16 1.52 · 10−8
1024 1.11 · 10−15
Table 6.2: Absolute ℓ∞ errors in the boundary correspondence on the interior of an epitrochoid with shape
parameter α discretized with n points, computed with the methods of Section 6.3.3 and 6.4.
n α = 0.3 α = 0.4 α = 0.6 α = 0.8 α = 0.9 α = 0.99
8 2.68 · 10−6 2.47 · 10−5 1.39 · 10−3 3.56 · 10−2
16 2.55 · 10−12 5.38 · 10−10 1.80 · 10−6 1.24 · 10−3 2.41 · 10−2
32 3.24 · 10−15 2.87 · 10−15 2.37 · 10−12 3.68 · 10−7 1.66 · 10−4
64 1.44 · 10−14 5.82 · 10−13 5.84 · 10−7
128 2.56 · 10−14 3.06 · 10−13 6.41 · 10−3
256 3.63 · 10−14 1.80 · 10−4
512 3.87 · 10−7
1024 4.66 · 10−12
Oval of Cassini
The oval of Cassini curve family is parametrized by α > 1. At the limiting value α = 1 the interior is
disconnected into two components. For α→∞ the domain resembles a disk of radius α. See Figure 6.2 for a








exp(it), t ∈ [0, 2π], (6.65)
f+(γα(t)) = (γα(t)2 − 1)1/2/α. (6.66)
Numerical results demonstrating the accuracy of our method for the oval of Cassini are shown in Table 6.1.
Epitrochoid
The epitrochoid family is parametrized by 0 ≤ α ≤ 1. At α = 0 the boundary is the unit circle, while for
α = 1 the boundary is a cardioid. A subset of the tested geometries are visualized in Figure 6.3. The
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Figure 6.3: Epitrochoid for various α.
boundary parametrization and the analytical value of the interior mapping function are given by:
γα(t) = exp(it) +
α
2
exp(2it), t ∈ [0, 2π], (6.67)
f−(γα(t)) = exp(it). (6.68)
Numerical results demonstrating the accuracy of our method for the epitrochoid are shown in Table 6.2.
Fourier Whale
Figure 6.4: Whale test geometry, analytically
represented as a Fourier series. The origin is
marked.
Table 6.3: Absolute ℓ∞ self-convergence errors in the
boundary correspondence for the ‘Fourier whale’
geometry discretized with n points, computed with
the methods of Section 6.3.3 and 6.4.
n Interior Exterior
128 7.21 · 10−2 1.07 · 10−2
256 2.29 · 10−3 4.16 · 10−4
512 1.24 · 10−5 3.61 · 10−6
1024 8.10 · 10−10 7.90 · 10−11
2048 2.77 · 10−12 4.07 · 10−13
4096 2.80 · 10−12 4.11 · 10−13
We also report the results for a complicated smooth geometry for which the boundary correspondence is
not analytically available. The geometry in Figure 6.4, with the origin marked, was obtained by
parametrizing the boundary of the image of a spouting whale from the EmojiOne project [127]. Specifically,
we used a parametrization γ(t) = γ1(t) + iγ2(t), t ∈ [0, 2π], such that the functions γ1 and γ2 are given by
53-term Fourier interpolants of selected boundary points. Since the boundary correspondence is not
analytically available, we test the accuracy using a self-convergence test. We solve for the boundary
correspondence using 213 discretization points. Using this value as a reference solution, we estimate the
accuracy for a given number of discretization points by comparing values at 36 points equispaced in the
parameter domain. We report the absolute ℓ∞ error for different discretization point counts in Table 6.3.
The Riemann maps we found for this geometry are visualized in Figure 6.7.
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Discussion: Accuracy on Smooth Geometries
It is evident from these results that our methods, combined with a Nyström/trapezoidal scheme, exhibit
spectral convergence. The examples in this section have been used in previous research to test the accuracy
of integral equation methods for obtaining the boundary correspondence; for instance, for analogous
experiments using the Nyström method applied to the Kerzman-Stein integral equation, see [122] for the
interior case and [112] for the exterior case. We find that these results have a similar level of accuracy to the
results for the Nyström solution of integral equations based on the Kerzman-Stein kernel. In the next section,
we will apply our method to a domain with a corner, for which the trapezoidal rule is not an ideal
quadrature method.
6.5.2 Domains with Corners

























Figure 6.5: Estimated absolute ℓ∞ errors for the
unit square with increasing refinement. The
initial system size was 36 unknowns and each
refinement added 72 unknowns, up to 3060
unknowns.


















Solve Time for Koch Snowflake
interior
exterior
Figure 6.6: Solve time for system associated with
the Koch snowflake using an FMM-accelerated
GMRES solver. The initial system size was 1728
unknowns and each refinement added 3456
unknowns, up to 136512 unknowns.
It is well known that the Nyström method with the trapezoidal rule does not retain its high order accuracy
on boundaries with corners, due to the presence of singularities in the integral kernel at the corner.
Nevertheless, a high accuracy solution can be recovered with modifications to the scheme. We review one of
these techniques and give numerical results in the case of the square.
The technique we use is based on a simplified version of the quadrature technique described in [70]. We
use composite Gauss-Legendre panels refined dyadically towards the corners of the square. The last two
panels on either side of each corner are omitted. Additionally, each unknown is multiplied by the square root
of the quadrature weight as a way to improve conditioning (see [70] for details).
For the reference solution, we compute the boundary correspondence at 36 equispaced points on the unit
square. We use the SC Toolbox [128] to compute the Schwarz-Christoffel map from the disk to the square,
and then we invert this map with the provided evalinv subroutine.
The experimental results on the accuracy of our method are given in Figure 6.5. The results show the
absolute ℓ∞ error in the boundary correspondence versus the number of refinements that were made
recursively to the panels closest to the corner points. The Gauss-Legendre panels had 9 points per panel.





Figure 6.7: Graphical representation of the Riemann maps for the interior/exterior of the whale domain.
This scheme is able to recover up to 13–14 digits of accuracy in the exterior case and 10 digits in the
interior case. The difference in convergence speeds between the interior and the exterior of the square is the
subject of future investigation. We have chosen this scheme for its simplicity, though more advanced schemes
can both improve the accuracy and reduce the number of unknowns required.
6.5.3 Scaling
To study the scaling of our method, we time our implementation of the solve phase of Algorithm 6.1,
which is the dominant contribution to the cost of the algorithm. The test geometry is the fourth iteration of
a Koch snowflake curve, which has 192 corners (see Figure 6.1 for a visualization) and the system contains up
to 136512 unknowns. We use the quadrature scheme described in Section 6.5.2 and measure the wall time of
the algorithm with increasing refinements. The timing results, obtained on a single core of a dual-socket
2.2 GHz Intel Xeon E5-2650 v4 processor, are presented in Figure 6.6. After 39 refinements, the mapping
obtains approximately 7–8 digits of accuracy according to direct comparison with results from the SC
Toolbox. As expected, the timing data demonstrates the solve phase of the algorithm scales close to linearly
with the number of unknowns.
6.6 CONCLUSIONS
This chapter makes two contributions.
First, we characterize the density functions σ that give rise to harmonic polynomials represented as
double-layer potentials Dσ on the interior of a piecewise smooth Jordan domain, and their counterparts that
give rise to Laurent polynomials on the exterior of the domain. We show how these density functions relate
to the Riemann maps associated with the domain. In addition to the described application to conformal
mapping, this work may be of mathematical interest for those studying the behavior of the double-layer
potential and numerical methods for it.
Second, we derive an integral equation whose solution allows us to recover the boundary correspondence
for the exterior or interior mapping function. From a practical standpoint, our equation is second-kind,
uniquely solvable and has a continuous kernel, which leads to a robust and simple discretization with the
Nyström method. We further demonstrate the effective acceleration of the method, avoiding quadratic
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complexity in all parts of the method. A major advantage of the double-layer potential is the ready
availability of existing fast solvers, such as those in [39, 42, 129–131]. Our experiments demonstrate that the
method achieves spectral accuracy on smooth domains, with results of comparable accuracy to those based
on the solution of integral equations using the Kerzman-Stein kernel. Finally, we demonstrate that the
method can be made accurate in the presence of corners.
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CHAPTER 7: CODE GENERATION FOR TIME INTEGRATION
In the numerical solution of partial differential equations (PDEs), software tools that represent the
mathematics of the computation in a domain-specific language play a notable role in software construction.
For example, within the category of solvers based on finite element methods, a variety of domain-specific
representations including UFL [132] and the representations used within FreeFEM++ [133] and
Sundance [134] have had successes influencing software design approaches [135,136]. Whether in finite
element methods or other categories, a key design objective for representations of the computation is to
permit effective separation of concerns, a technique for managing software complexity. But in comparison to
well-developed abstractions for finite element methods, the numerical solution of time-dependent PDEs using
semi-discretization (first-space-then-time, i.e. the ‘method of lines’ [137]) has been less well-served by
domain-specific languages, particularly when it comes to time-explicit methods.
Existing approaches for the numerical solution of initial value problems (IVPs) arising from the
semi-discretization of a PDE, or from some other physical models, largely appear to fall into two categories:
either custom implementations of time integration methods coupled specifically to some solver software, or
else using libraries consisting of expert-written software for time integration (e.g., [138–144]). Furthermore,
the wide proliferation of applications with varying design requirements at least partially explains why more
general abstractions have not penetrated this area.
This chapter considers an alternative approach for time integration abstractions, based on the combination
of a domain-specific language for time integration algorithms with a customizable source code generation
capability. The system we describe realizes a minimal imperative description language that models a time
integration algorithm as a state-machine-like computation consisting of a sequence of ‘time steps.’ The
computation for each time step is represented by a directed acyclic graph (DAG) of symbolic statements (an
‘execution phase’), with edges in the DAG indicating execution dependencies. We further present Dagrt, a
realization of the system in the Python programming language. For simplicity, we will call both the system
and its implementation Dagrt going forward.
The frontend of Dagrt comes with a ‘code building utility’ to expedite the description of these graphs in
Python. For instance, a virtually complete specification of a fourth-order Runge-Kutta method is realized
with the Python code in Figure 7.1, which directly generates the graph representation in Figure 7.2. The
backend of Dagrt features code generation for Fortran and Python, and is extensible to other languages.
Recognizing that there is no universal code generation strategy suited to all applications, the system is
flexible and offers fine-grained control over code lowering, and users are encouraged to customize the
backends to meet their specific needs—code generation is deliberately not completely automatic.
Additionally, this chapter also presents Leap, a library of customizable time integration ‘method
generators’ pre-written for use with Dagrt. Although much of the existing design has been developed with
time-explicit methods in mind, the language also fully supports time-implicit methods, and Dagrt aspires to
nucleate a ‘marketplace’ for cooperation between scheme designers and users of all varieties of
high-performance time integration software.
In addition to presenting Dagrtand Leap, other contributions made in this chapter include the following.
• We describe interfaces for the flexible code generation of implicit methods, based around the
description of implicit assignments using a symbolic system of equations, and code lowering by
Portions of this chapter appear in the paper ‘Performance and Separation of Concerns in Time Integration via a Domain-Specific
Language and Code Generation,’ which is pending submission.
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from dagrt.language import CodeBuilder
with CodeBuilder("main") as cb:
cb.assign("k1", "<func>f(<t>, <state>y)")
cb.assign("k2",
"<func>f(<t>+<dt>/2, <state>y + <dt> * k1/2)")
cb.assign("k3",
"<func>f(<t>+<dt>/2, <state>y + <dt> * k2/2)")
cb.assign("k4",
"<func>f(<t>+<dt>, <state>y + <dt> * k3)")
cb.assign("<state>y", "<dt>/6*(k1 + 2*k2 + 3*k3 + k4)")
cb.assign("<t>", "<t> + <dt>")
cb.yield_state("<state>y"
component_id="y", time="<t>", time_id="update_y")
Figure 7.1: RK method generated with the code builder.
matching against these equations.
• We present a domain-specific representation (separate from Dagrt) for the description of arbitrarily
complex multirate multistep methods, suitable for expressing a large design space of multirate method
variants and seamlessly incorporating non-system ‘dependent’ state components.
• We present an application of the Dagrt representation to automated scheme analysis, using the
symbolic representation of the operator to automatically derive a ‘phase matrix’ from which the
maximum stable timestep may be obtained.
• We report on a technique for fully inlining the right-hand side computations of a PDE solver into the
time integrator, reducing the total amount of memory traffic. This technique is particularly applicable
to PDE solvers that also use a symbolic representation of the operator.
Motivating Example: Multirate Multistep Methods
From the standpoint of users and implementers of time integration algorithms for solving time-dependent
PDEs, it may reasonably be asked whether a tool like Leap and Dagrt is necessary. For instance, many
time integration algorithms can either be implemented in only a couple of lines of code, or, if more complex,
can be provided within an external library, and it may be asked what new capabilities our system might offer
over these strategies. We defer a full discussion of the design challenges with existing approaches that led to
Leap and Dagrt to Section 7.1. For now, we present an example that brings to focus some of the benefits of
the approach used in this chapter. We briefly consider in this section the case of multirate multistep
methods [142], numerical methods for the solution of initial value problems applicable when components of
the solution evolve at different time scales, such as is the case in certain physical models. (A more extended
treatment of these types of methods is given later in Section 7.5.) Given an initial value problem
dy
dt
= g(t, y), y(t0) = y0 ∈ Rd, (7.1)
recall that Adams-Bashforth methods use a recent ‘history’ of previously evaluated right-hand sides
y′n = g(tn, yn), where tn = t0 + n∆t is the simulation time and ∆t is the step size. For an explicit method,
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the value yn+1 of the solution at the next simulation time is obtained through a linear combination of the
previous history values:










The setting for multirate methods assumes that the components of the solution vector y may be spatially
partitioned into slower and faster-evolving solutions. In the case of a two-component partitioning with
additive ‘coupling’, the vector y consists of ‘slow’ and ‘fast’ vector components s and f , and the differential














gff (t, f) + gfs(t, s)
gsf (t, f) + gss(t, s)

 . (7.3)
In a multirate multistep method, contrasting with a multistep method, each additive right-hand side
component (gff , gfs, gsf , gss) maintains and updates history values at a potentially different time step,
which is expressed at a rate relative to the (slow) ‘system’ time step ∆t. This results in a cost savings as one
can do fewer ‘slow’ right-hand side evaluations than in the single-rate case.
Leap supports the description of this family of methods (see Section 7.4.4). Below we highlight a number
of the salient features of our approach to the implementation, enabled largely by Dagrt.
Separation of Scheme Description from Implementation. Because a design decision arises as to the
temporal order in which to integrate the components, multirate methods come with a large and complex
design space. Furthermore, the stability of multirate methods with various integration orders is still not well
understood, even for the two-component case [145]. As a result, there is a need for flexible software tools for
generating and evaluating the stability of these methods. Using Python and symbolic computation provided
by pymbolic [146], Dagrt allows for quickly prototyping different multirate method variants. Indeed, Leap
includes support for a declarative specification language (separate from Dagrt’s primary abstraction) for
describing multirate methods, directly generating the result as Dagrt graphs. This permits scheme
designers to evaluate a scheme independently of the implementation, and gives scheme implementers a
unified description language from which to generate efficient code.
Separation of Time Integration Logic from Solver State Representations. As the ‘glue’ of the
PDE solver, the time integration abstraction must interact with a variety of interfaces already present in the
solver. This includes supplying both the initial value y0 and the ability to evaluate the right-hand side
function g with time-dependent data, retrieving the value of the next ‘system state’ yn+1, and performing
arithmetic on the system state values. In many cases, the application-specific vector ‘state type’ may have
substantial complexity, such as residing behind additional layers of abstraction, or existing in device memory
in the case of GPU execution. Dagrt is designed so that time integrators can interact flexibly across these
interfaces with the overall solver. No assumptions about the application-specific state type are made beyond
membership in a (mathematical) vector space. Furthermore, lowering of right-hand side function calls and
calls to implicit solvers is completely customizable. This allows for integrating Dagrt-generated code with
existing solvers, as has been done for integrating multirate methods with PlasComCM, a solver for
multiphysics simulations (see Section 7.5.2 and [147]).
125
Phase: main
k2 <- <func>f(<t> + <dt> / 2, <state>y + <dt>*(k1 / 2))
k1 <- <func>f(<t>, <state>y)
k3 <- <func>f(<t> + <dt> / 2, <state>y + <dt>*(k2 / 2))
k4 <- <func>f(<t> + <dt>, <state>y + <dt>*k3)
<state>y <- (<dt> / 6)*(k1 + 2*k2 + 3*k3 + k4)
Ret <state>y at update_y with t=<t> as y
<t> <- <t> + <dt>
Figure 7.2: Automatically constructed execution dependency DAG for RK method of Figure 7.1. The box
highlights the statement which is the sink in the graph.
Performance Through a Whole-Operator Representation. In explicit methods of low to moderate
order, one main use-case for multirate multistep methods, it is not uncommon for vectors of system state
values to be quite large, making data movement a significant cost factor. Consequently, the implementation
of vector space operations of addition and scaling must be carefully managed. It may not always be desirable,
for instance, to dispatch vector space operations to a callback function: input and output to these operations
occurs through in-memory vectors, and hence every function call incurs a memory bandwidth cost. By
exposing the entirety of the computation in a symbolic manner, our system alternatively gives full control
over lowering of the method through code generation. While it is possible to, say, achieve the effects of
inlining multiple memory operations into one without direct manipulation of the language representation,
such approaches often rely on language-specific features (such as template metaprogramming) and/or result
in substantial implementation complexity [148–150].
Prior Work
Most general-purpose scientific computing libraries contain abstractions and procedures for solving IVPs.
Examples of these include MATLAB [151], the GNU Scientific Library [152], SciPy [153], Numerical
Recipes [154], and many others.
Libraries for the solution of time-dependent PDEs often include their own time integration software, either
packaged as a separate component or otherwise integrated into the software. Examples include
PETSc/TS [155]; Rythmos [156], a part of Trilinos [157]; and CLAWPACK [158].
A number of software packages are focused around providing higher-level interfaces for representing and
modeling ordinary differential equations (ODEs). Examples include PyGOM [159], pyodesys [160], and
PyDSTool [161]. Relatedly, JiTCODE [162] is a Python package for the solution of ODEs which features a
symbolic right-hand side representation, enabling the accelerated evaluation of right-hand sides via code
generation.
A previously explored use case for domain-specific language support for time integration is sensitivity
analysis for time-dependent PDEs [163]. Discrete sensitivity analysis, either in forward or adjoint approaches,
involves differentiation of the algebraic equations for the discretized PDE. This can be either obtained using
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a library that implements the relevant methods, e.g. [138,164], or through automatic differentiation of the
original operators. The latter approach is simplified when the system is modeled using a high-level
representation. For instance, work that makes use of UFL to automatically derive adjoint models for
finite-element discretizations is described in [165,166].
SUNDIALS [138] is a collection of solvers meant for portable in different solvers. Portability is achieved
through a procedural interface which offers users control over data structures and other components.
odeint [167], a part of Boost, is a C++ library for solving ODEs based on generic and functional
programming and making use of C++ template metaprogramming. odeint’s time integrator abstraction is
based around the ‘stepper concept’ and ‘algebra concept’. The former is a generic interface for time
integrators, allowing easy switching of integration algorithms. The latter is an interface which permits for
user control over the state type and lowering of operations, and includes out-of-the-box support for various
backends.
A further example of C++ templates in use, applied to building efficient generic Runge-Kutta integrators
is given in [168]. A template-based approach for GPU implementations of time integration can be found
in [169].
Preliminaries and Notation
Before proceeding further, we briefly establish some notation and conventions used in the remainder of this




= g(t, y), t ≥ t0 (7.4)
y(t0) = y0 ∈ Rd. (7.5)
We refer to the function g(·, ·) as the right-hand side. A time integration method, for purposes of this chapter,
is an algorithm generating a sequence y1, y2, . . . , yn of approximations to the solution of the IVP at times
tn = t0 +
∑n
j=1 ∆tj , where ∆tj is the j-th step size. We assume some familiarity with Runge-Kutta methods
and multistep methods (particularly Adams-Bashforth methods). A review of these methods may be found in
numerous references, e.g. [170,171].
7.1 EXPLORING THE DESIGN SPACE FOR THE IMPLEMENTATION OF TIME INTEGRATORS
The system we describe in this chapter is emphatically less capable than a general-purpose programming
language such as Fortran and C. In implementing time integration methods, it forces the user to be less
concrete than they would be if they were hand-implementing a time integrator in those languages. We feel
that our system is defined mainly by these deliberate omissions, more so than any of the features and
capabilities we did choose to include. Each of these omissions stems from code patterns occurring real-life
implementations of time integrators that we deem problematic. This section serves to list and illustrate these
patterns and their impact on the design of our system.
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7.1.1 Description of the State Container
Perhaps the first consideration in the design of a piece of software is the data structure it should operate
on, and for a library offering time integration, a natural choice of data structure would be the vector of
degrees of freedom (DoFs). Unfortunately, any specific choice of a realization of a DoF vector is bound to fall
short, as a staggering variety of such structures exist in present-day solvers, with variation occurring in
storage location (CPU/GPU, distributed), alignment (e.g. for SIMD vectorization), contiguity (whether one
semantic DoF vector consists of multiple non-contiguous parts, such as velocity and density, in a PDE
solver), data layout (Array of Structures vs. Structure of Arrays) and many more aspects. While many time
integration libraries do offer coverage, via their supplied implementations, of some aspects of this
space [138,172], this coverage can never be complete.
A natural solution is for the ODE solver to be generic in the type of DoF vector, and instead convey
desired operations (e.g. linear combinations) through the use of an abstract interface of necessarily finite size.
The finiteness of this collection of operations poses a problem, however, as fusion of the operations on a DoF
vector is imperative for performance, as a way to improve data locality and enable other optimizations
leading to the elision of temporary variables. Consider for example the linear combinations involved in the
realization of RK4: For sufficiently large DoF vectors, these operations will be bound by memory bandwidth,
and if each individual operation (addition, scalar multiplication) results in the allocation and production of a
temporary holding the result, memory bandwidth consumption can easily reach integer factors of that
required by a fully fused code. One may hope that advanced compilers remedy this situation, at least as long
as all types are statically known at compile time. Unfortunately, the loop fusion problem is generally
NP-hard [173], and associated heuristics remain the subject of ongoing research. C++ Expression
Templates [174] (ETs) or similar techniques based on lazy evaluation appear to represent an attractive
middle ground of guaranteed performance, however it is apparent that they do so by effectively rediscovering,
through symbolic execution, an expression tree that is already known. In addition, realizing fusion of time
integrator arithmetic with RHS evaluation (as required for high performance) may require complex
integration with the ET machinery of the ET library under consideration (e.g. [174–176]).
In Dagrt, we instead opt to directly represent the expression tree required for the execution of the time
integration method under consideration and otherwise treat state vectors as opaque. Since the representation
of the method is sufficiently abstract, this confers another important advantage, namely that it becomes
possible to use one source representation for the generation of time integration code for a variety of target
languages, including Python, Fortran, or custom expression evaluators, as we demonstrate in Section 7.5.
7.1.2 Explicit Management of Storage and Lifetime
On many compute architectures common today, memory allocation is an expensive operation. Depending
on the size of the allocation, global synchronization may be necessary for allocations to complete, or, for
GPUs, potentially expensive page-by-page traversals. As a result, it is common practice for time integrators
to allocate temporaries once for the entire lifetime of the solver. Explicit global or near-global variables for
(e.g.) state estimates or stage values in RK4 integrators represent an example of this practice. In addition to
permanently occupying memory and creating difficulty when changing time integration schemes, such
variables also invite various other problems, such as (1) representing a temptation to (invalidly) access
out-of-context state, such as state ‘at the beginning of the time step’, (2) inviting race conditions upon
multiple threads accessing globally shared data, (3) ambiguity over the validity of data and when/by what
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component it may have been updated, as well as (4) inflexibility in the software architecture in which
functions may be hardwired to look for their inputs and deposit their outputs in fixed, global locations.
Looking closer, this set of potential problems has its roots in two separate layers: (1) the mutability of
each individual state vectors required by their long lifetime and repeated use, and (2) the availability and
transparency of a global state structure.
To avoid these problems, we propose a twofold remedy: First, we treat individual state vectors as
immutable. Instead of updating existing vectors in place, we require that a new vector be created for each
update, and, when appropriate, old vectors be discarded once no longer needed. This permits wide sharing of
state vectors for multiple purposes, such as as arguments to right-hand-side functions, as state estimates
propagated to the next time step, and as state estimates passed upward to the application, without concern
of the state vector becoming invalid. It also facilitates easily aborting a time step calculation in the event of
an error condition or if some accuracy criterion in adaptive integration turns out to not be met. Practical
realization of this approach requires some infrastructure to maintain efficiency; simple implementations of
reference counting and memory pools typically suffice.
Second, the overall solver uses a minimal, outwardly opaque state space. This state space contains (1) the
simulation time at the beginning of the upcoming phase (see Section 7.2 for a definition), (2) the size of the
next time step to be taken, and (3) any variables marked as persistent by the time integration code expressed
in Dagrt. This latter type of state may be used to propagate data such as current simulation state or
historical right-hand side evaluations as used in Adams-Bashforth methods or Runge-Kutta schemes with the
first-same-as-last (FSAL) property. All other variables computed during a phase are implicitly discarded at
the conclusion of a phase.
7.1.3 Overspecified Ordering
A common problem in programming language implementations is that ordering is often overspecified,
typically in a sequential manner. At many levels, considerable engineering effort is spent undoing this
overspecification, permitting actual execution to proceed in a different order while maintaining the semantics
of the strictly-ordered version. Examples of this range from out-of-order processors to compiler reorderings
(and the elaborate memory ordering schemes in recent C standards [177]), to the often over-synchronized
bulk synchronous parallel-like style adopted by some MPI-based distributed-memory parallel programs.
Surprisingly, this can be an issue for the realization of time integration algorithms as well. While, due to
causality, time integration algorithms feature, for the most part, inherently sequential processing, some time
integration offers opportunity for concurrency. Specifically, the Parareal family of algorithms [178,179] as
well as certain multi-rate time integration schemes contain significant opportunities of this type [145].
So as to not preclude the efficient execution of these methods, we realize our abstract representation of
time integration methods in Dagrt not through sequential ordering but by specifying ordering in the form of
a directed acyclic graph specifying ‘happens-before’-style required execution ordering, intended for expressing
the data dependencies in the program. To manage complexity in scheme representation, concurrency is not
permitted across the boundary between different phases, with data exchange between phases occurring
through the mutually shared, persistent state space.
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7.1.4 Tight Integration into the ‘Main Loop’
For many types of time-advancing simulation software, the time integration loop also represents a natural
outer loop present in the main program. Other outer loops present may include ones relevant to uncertainty
quantification or sensitivity analysis. While we believe that a system such as Dagrt can also be an effective
orchestration tool in those settings, we leave these aspects to future work, focusing on time integration for
this version of the software and this article.
Integration with this main loop is critical for software aiming to serve as an abstraction for time
integration, however the integration must be carefully designed, since the loop will typically need to
incorporate many other activities, such as I/O, network communication, diagnostics, interfaces for
computational steering of an ongoing run, checkpointing, and many other aspects. As a result, we conclude
that it is not viable for time integration software to take over that main loop. Instead, we decompose the
execution of the time integrator into phases that represent a granularity of execution. Phases are not
guaranteed to have any particular semantics, they simply consist of finite units of (largely) straight-line code
intended to correspond to natural algorithmic units occurring in the time integrator, such as a single
timestep, or a macro-timestep in a multi-rate integrator. This is the granularity at which the surrounding
application can initiate execution of the time integrator. Since the phase granularity is not intended to be
numerically meaningful, we also include the notion of an event in our design, through which the time
integrator can communicate various aspects of its execution (such as the computation of a new state
estimate, a change in timestep due to adaptivity, or the occurrence of an error condition) to the application,
along with related data. Depending on the capabilities of the host language, these events are realized
through callbacks or by suspending the execution of the (coroutine) time integrator.
7.1.5 Limits to Software Abstraction
Unlike the previous patterns, which have mostly concerned the details of software organization, the last
concern we would like to highlight touches on aspects of algorithmic design, rather than implementation
design. Often, the consequence of the proliferation of interfaces in the code, as described previously, is that it
becomes conceptually difficult to separate the mathematics of the computation from the implementation
details of the integrator, to the detriment of new and potentially useful algorithmic variants.
As a simple example, consider the case of procedures for efficient handling of slowly-varying data derived
from the current simulation state. Due to its slowly evolving nature, evaluating ‘dependent state’ less
frequently than the overall simulation may result in higher efficiency without considerable impact on error. A
tempting realization of an algorithm for evaluating dependent state might be a policy of only updating it ‘at
the beginning of a time step’, i.e. every four function evaluations in RK4 methods. The downside of such a
realization is that it relies on an implementation detail of the integrator, when the mathematical fact being
exploited is considerably more generic. If such a layer of abstraction were available to us, we would prefer to
state the ‘once per time step’ rule update for dependent state as, for instance, ‘use zeroth-order extrapolation
at a quarter the rate of right-hand side evaluation to obtain estimates of this dependent state.’ This latter
formulation has the advantage of not only cleanly generalizing to a wide variety of methods of time
integration, but also to offer a clear parameter space for modification (e.g., increase extrapolation order),
should the obtained accuracy be found to be inadequate.
Such abstractions are not directly available in Dagrt, which models the computation using a limited set
of primitive operations. However, because the representation enforces a separation of concerns between the
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Table 7.1: Assignment statements.
Name Description
Assign Assigns the result of evaluating an expression
AssignImplicit Assigns the solution(s) to a system of equations
AssignFunctionCall Assigns the result(s) of evaluating a function
Table 7.2: Control statements.
Name Description
FailStep Restarts the current step and reports an error condition
SwitchPhase Stops the current step and enters a given phase, overriding the phase
transition function
Table 7.3: Event statements.
Name Description
YieldState Notifies the calling code that a state component has been computed
Raise Suspends execution and notifies the calling code that an error condition
has occurred
mathematics and implementation of the scheme, this opens up the possibility for higher-level descriptions of
schemes that do allow for more sophisticated transformations and operations. An example is the description
language in Section 7.4.4.
To illustrate the realization of the design goals described in this section, the next section turns to the
description of the Dagrt language.
7.2 A LANGUAGE FOR TIME INTEGRATION
The Dagrt language has been designed in response to the concerns of the previous section. This section
presents a fairly complete overview of its features and its semantics. We review the overall design in
Section 7.2.1. Sections 7.2.2–7.2.4 cover in more detail the components of the language, namely data types,
expressions, and statements.
7.2.1 Overview of the Dagrt Language
A program in Dagrt’s language is a collection of execution phases. From among these phases an initial
phase is specified. Additionally, there is also a phase transition function that maps one phase to the logically
next execution phase. An execution phase is a directed acyclic graph (DAG) whose nodes are statements,
and where a directed edge represents a ‘happens-before’ execution dependency between statements.
A Dagrt program executes as a sequence of iterations, each of which is called a step. Each step executes a
single phase, starting with the initial phase. Execution is performed by a virtual machine capable of
interpreting the DAG. The execution state on which the machine operates consists of the current simulation
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time, the current simulation timestep, any variables marked as persistent across phases, and any variables
that are local to a phase. During the execution of a phase, the virtual machine executes every statement in
the DAG, ensuring that before a statement is executed, every statement that it depends on (via dependency
edges) has already been executed. During execution, statements may cause the virtual machine to exhibit
two kinds of externally observable behaviors, known as events: reporting of any error conditions that may
occur during the execution of a step, or notification of the update of a state value. After execution, the next
phase to execute is determined by the phase transition function.
A minimal example of a Dagrt program is the Runge-Kutta method corresponding to the DAG in
Figure 7.2. This DAG can be made into a complete Dagrt program with a single phase. Execution proceeds
from the statements at the top of the figure to the bottom. The arrows in the DAG reflect the temporal
ordering of the dependencies among the statements. Because there is a single phase, a virtual machine that
interprets this program repeatedly executes the single shown phase DAG. Each step of execution corresponds
to a single time step. More examples are provided in Section 7.3.
7.2.2 Data
The Dagrt language models data as belonging to three possible classes of types: primitive types,
ODE/user state types, and dynamic arrays. In terms of visibility and storage duration, data is either deemed
persistent across phases or local to a phase.
Types
The type of a value in Dagrt belongs to either the class of primitive types, the class of parametrized user
state, or dynamic arrays. The language is intended for use as statically typed language. The supported
classes of types are next described in detail.
Primitive Types. The primitive types of Dagrt are scalars, booleans, and integers. Primitive types
support customary arithmetic, comparisons, and logical operations. Scalars may be real or complex-valued.
Numerical/floating point precision available in scalars and ranges of integers are implemented-defined.
User State. In the numerical solution of ODE y′(t) = g(t, y), we regard the values discretizing y and y′ as
belonging to the category of ‘system state’ or the ‘ODE state.’ Our representation for system state in time
integration algorithms is captured by the notion of a ‘user state’ type. A value of user state type is assumed
to belong to a normed vector space, supporting addition, scalar multiplication, and norms. In other respects,
user state is opaque. In particular, while the generated code may support user state values with arbitrary
internal complexity, the abstraction does not support indexing or have any notion of ‘shape’. As there may
be multiple varieties of user state in use, each of which may conceptually be part of a different vector space,
user state types are parametrized by an identifier.
Dynamic Arrays. Dynamic arrays are aggregate values similar to Fortran or NumPy arrays, meant as
small containers for collections of related values that may need to be computed on-the-fly, such as
Vandermonde matrices (e.g. for computing extrapolation weights during adaptive multistep time integration)
or linear combination weights. Unlike user state, dynamic arrays support indexing operations. A dynamic
array has a one-dimensional shape, and, like user state, supports vector arithmetic and norms. (In function
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calls where the array is intended to be interpreted as a matrix, the number of matrix columns is given as a
function argument.) A number of built-in functions are included to aid in the creation and manipulation of
dynamic arrays (see Table 7.4).
Variables
Two kinds of variable scope are recognized: persistent and local. A local variable exists for the duration of
a single phase and is visible only to the phase in which it is used, existing in a per-phase namespace. A
persistent variable is visible to all execution phases, and it exists for the duration of the program.
In Dagrt, naming of a variable has significance to the language. The generic form of a variable name is
[<prefix>][identifier]. A prefix is a string surrounded in ‘<’ and ‘>’ tags. An identifier is a string, not
surrounded by tags, following the prefix. Either prefix or identifier may be omitted. Use of other prefixes
differing from the ones we describe below is not permitted.
The persistent variables in a program are determined as follows. First, the values <t> and <dt> are
predefined scalars that refer, respectively, to the current simulation time and time step. Second, variables
whose names are prefixed with either <p> or <state> refer to persistent variables in the program that have
been defined within the code. By convention those values whose names start with <p> are ‘private’ to the
code, while those value whose names start with <state> consists are ‘externally visible’ via events with the
external calling code.
Names without a prefix refer to local variables. Names prefixed with <cond> refer to boolean condition
variables used within conditionals (see Section 7.2.4). To simplify code generation of conditional blocks,
<cond> values are not allowed to be multiply defined within a phase.
Names prefixed with <func> and <builtin> tags refer respectively to external and built-in functions (see
Section 7.2.3).
7.2.3 Expressions
Dagrt’s expression language is based around pymbolic [146]. Expressions in Dagrt may be represented
with essentially arbitrarily complicated trees whose nodes consist of the following admissible values.
Constants. Constants such as floating point literals may be embedded within expressions.
Arithmetic, Comparisons, Logical Operations. Binary arithmetic operations, logical operations, and
comparison operations are supported. Unary negation is represented as multiplication by −1. Also, NumPy
style ‘broadcasting’ of scalars to dynamic arrays is supported, meaning that one can add or subtract scalars
to dynamic arrays.
Indexing. Indexing of dynamic array values is supported. Array slices are not.
Ternary Operators. As a limited form of conditional execution within expressions, a ternary operator is
supported. This operator acts on the data type as a whole and not on elementwise values.
Variables. Variables are referenced by their names. Variables do not need to be declared before usage.
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Table 7.4: Built-in functions supported in Dagrt expressions. The naming scheme of arguments is as follows:
x is a generic scalar value; y is a generic user state value; a and b are generic dynamic arrays with column
length acols and bcols; n is an integer.
Name Description
<builtin>isnan(x) Check if a value is a NaN
<builtin>norm_1(y) 1-norm of a value
<builtin>norm_2(y) 2-norm of a value
<builtin>norm_inf(y) ∞-norm of a value
<builtin>dot_product(a, b) Dot product (dynamic arrays)
<builtin>len(a) Array length (dynamic arrays)
<builtin>array(n) Constructor (dynamic arrays)
<builtin>matmul(a, b, a_cols, b_cols) Matrix-matrix multiplication
(dynamic arrays)
<builtin>transpose(a, a_cols) Transpose (dynamic arrays)
<builtin>linear_solve(a, b, a_cols, b_cols) Linear solve (dynamic arrays)
<builtin>svd(a, a_cols) SVD (dynamic arrays)
Functions Calls. Calls to externally or system-defined functions are supported, returning either a single
value or multiple values. (The right-hand sides of ODEs represent one main example of externally defined
functions.) Single-valued functions may be embedded within larger expressions. Multi-return value functions
may only be present as the outermost expression in statements supporting multiple assignments (see the next
section).
The built-in function are outlined in Table 7.4. The family of <builtin>norm functions may be used to
compute the norm of user state or a dynamic array. Linear algebra is supported on dynamic arrays,
including matrix multiplication, linear solves, and SVD. In addition, user-declared external functions may be
used as part of expressions. The latter form of functions are named with a <func> prefix.
7.2.4 Statements
The statements in Dagrt implement most of the features of an imperative programming language, with
the notable exception of loops. Statements fall into four different classes: assignment statements which
specify variable assignments (Table 7.1), control statements which affect the execution of a phase (Table 7.2),
and event statements which interact with the driving environment by notifying of events (Table 7.3). The
language also features a no-op statement (Nop) that does not fall into any of the prior categories.
Conditional execution is supported on a per-statement basis by an optional condition attribute, which is a
boolean-valued expression that is evaluated before the statement is executed, and whose result determines
whether the statement should be executed by the virtual machine. For purposes of dependency tracking, a
statement is considered executed even when the condition evaluates to false.
Assignments. The assignment statement classes describe assignments to variables and elements of
dynamic arrays. An assignment operation has ‘copy’ (i.e., ‘value’) semantics when assigning to variables,
regardless of variable type. Assignments can either be of values of explicitly specified expressions or explicit
calls to functions (Assign, AssignFunctionCall) or of values implicitly specified as the solution of a system
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of symbolic equations (AssignImplicit).
The AssignSolved statement is used in the description of implicit methods. Its main attribute is a system
of symbolic equations whose simultaneous root is the value to be assigned. Its other attributes include a
‘solver ID’, which is an identifier to distinguish between different systems of equations in the program, as well
as a guess, which may be used as an initial guess for an implementation that solves iteratively. For more
details on implicit methods, see Section 7.4.2.
Both AssignFunctionCall and AssignSolved may assign to multiple values simultaneously, to support
functions returning multiple values or more than one solution component to systems of equations. Assign
may normally only assign to a single value; however, to facilitate the assignment to entries of dynamic arrays,
the Assign statement allows SIMD/array style assignments to a dynamic range of indices. To accomplish
this, the Assign statement allows specifying one or more loops. A loop is a triple of the form
(identifier, start, stop), where identifier is a variable name and start and stop are symbolic expressions. The
assignment is carried out with the variable identifier ranging from values start to stop.
Control Statements. Control statements affect the flow of execution of a step. The FailStep restarts
the current step and reports an error condition. The SwitchPhase statement causes a new phase to be
immediately entered, overriding the phase transition function.
Event Statements. Event statements capture the allowed kinds of interactions with the driving code.
The permitted forms of interactions are reporting error conditions (Raise) or yielding ‘state’ to the user
(YieldState). The Raise statement reports an unrecoverable error and causes termination of execution.
The YieldState statement is the primary means by which the Dagrt program returns data. This
statement causes a ‘state component’ to be returned. A state component is an arbitrary value of importance
to the simulation. In addition to returning the state component, the YieldState statement also returns
metadata significant to the component. The currently defined metadata include the simulation time; a ‘time
id’ describing the simulation time; and the simulation component name.
Although the name (and semantics within the Python backend) are inspired by Python’s yield statement,
particular language backends are allowed to implement YieldState in whatever is the most natural
convention for the language for generating a sequence of data and returning it to the user. In particular, this
means that the order in which the user is notified of state updates does not strictly have to correspond to the
order in which statements are executed. For instance, in the Fortran language backend (see Section 7.4.1),
notification of state update is deferred until the end of the execution of the controlling phase.
7.3 LEAP AND DAGRT FROM THE SCHEME WRITER’S PERSPECTIVE: EXAMPLES OF TIME
INTEGRATION SCHEMES EXPRESSED IN DAGRT
To illustrate the capabilities of the Dagrt language, we present a few complete examples showing the
usage of Dagrt for the description of time integration schemes. This section is written from the perspective
of users seeking to design new time integration schemes in Dagrt. This section also introduces a software
code building utility that expedites the description of a time integration scheme in Python.
A growing number of time integration schemes can be obtained in Dagrt representation from Leap,
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Figure 7.3: Butcher tableau for the order 2/3
embedded RK method. See [180].
γ γ
1 1− γ γ
1− γ γ
Figure 7.4: Butcher tableau for the SDIRK2
method; γ = (2−
√
2)/2. See [181].
7.3.1 Building Program Graphs in Python
The language tools described in Section 7.1 are wrapped around an abstraction designed for scheme
writers called the code builder. The code builder accepts Python input and converts it into a DAG, keeping
track of data dependencies present in the code. Like Dagrt itself, it also makes heavy use of pymbolic for
mathematical expressivity.
The code builder has already been introduced in Figure 7.1. As shown in the figure, the code builder is an
object introduced using the Python statement with CodeBuilder(phase_name) as cb. The Python with
block delimits the start/end of the graph construction. Inside the with block, a graph is incrementally built
with calls to the cb object.
Calls to the code builder correspond with the classes of Dagrt statements introduced in Section 7.2. For
instance, a call to the code builder of the form cb.assign(a, b) assigns the symbolic expression b to the name
a. As shown in Figure 7.1, the arguments a or b may also be strings, which are parsed and interpreted as
symbolic expressions.
The code builder supports structured input of arbitrarily nested if/else-style conditional blocks of code.
This is done using with cb.if_(cond) and with cb.else_() to delimit the start of the conditional block.
The code builder outputs an ExecutionPhase object. After one or more invocations of the code builder,
the ExecutionPhase objects can be aggregated into a DAGCode object, producing a complete description of
the time integration scheme.
7.3.2 Example: Adaptive 2/3 Runge-Kutta Method
First, we present the description of adaptive method in Dagrt. The adaptive method ensures that each
time step maintains a local error below a specified tolerance δ > 0. We use an embedded Runge-Kutta method
to achieve this.
An embedded RK method consists of a pair of RK methods that use the same stage values. The result of
an embedded RK method is a pair of values yhi and ylo that are high order and low order estimates of the
next step. The difference between these values provides an estimate of the local low-order error term, which
can be used to control the step size so that the local error is within a certain tolerance. In particular, let
ǫ = |yhi − ylo| be the estimate of the local error. Then for a method of order p, a constant C > 0 exists such
that
ǫ = C(∆t)p+1 +O((∆t)p+2). (7.6)
For an absolute tolerance δ, we wish to use a the maximum allowable timestep ∆t∗ where to maintain a local
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Phase Primary(y, t, ∆t) is
// Calculate stage values and ylo, yhi
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// Update time step






// Accept or reject step
if ǫ ≤ δ then
y ← yhi





1 from dagrt.language import CodeBuilder
2 from pymbolic import var
3
4 # Declare variables
5 tol = 1e-5
6 k1, k2, k3, k4, t, dt, y, y_hi, y_lo, f, norm = (
7 var(name) for name in
8 "k1 k2 k3 k4 <t> <dt> <state>y"
9 "y_hi y_lo <func>f <builtin>norm".split())
10
11 with CodeBuilder("primary") as cb:
12 # Calculate stage values and y_hi, y_lo
13 cb.assign(k1, f(t, y))
14 cb.assign(k2,
15 f(t + 1/2 * dt, y + dt * (1/2 * k1)))
16 cb.assign(k3,
17 f(t + 3/4 * dt, y + dt * (3/4 * k2)))
18 cb.assign(k4,
19 f(t + dt,
20 y + dt * (2/9 * k1 + 1/3 * k2 + 4/9 * k3)))
21 cb.assign(y_lo, y + dt *
22 (7/24 * k1 + 1/4 * k2 + 1/3 * k3 + 1/8 * k4))
23 cb.assign(y_hi, y + dt *
24 (2/9 * k1 + 1/3 * k2 + 4/9 * k3))
25 # Update time step
26 err_est = norm(y_lo - y_hi)
27 order = 3
28 cb.assign(dt,
29 0.9 * dt * (tol / err_est) ** (1 / order))
30 # Accept or reject step
31 with cb.if_(err_est, "<=", tol):
32 cb.assign(y, y_hi)
33 cb.assign(t, t + dt)
34 cb.yield_state(expression=y,




39 from dagrt.language import DAGCode




Figure 7.5: Mathematical and Dagrt-encoded representation of an adaptive Runge-Kutta method based on
a pair of order 2 and order 3 methods. On the left is the pseudocode version of a single step in the adaptive
method. On the right is the body of the Python code that creates the adaptive method.









In practice the formula







is often used to correct the value of the timestep.
The method we implement uses a pair of RK methods of respective orders 2 and 3. Its Butcher tableau is
given in Figure 7.3. The main code is in Figure 7.5. Next to the main code is a corresponding pseudocode
version of the main stage of the algorithm. Note the use of conditional blocks for execution of code
supporting adaptivity.
A full, self-contained demonstration of this Dagrt-expressed solver may be found in
examples/adaptive-rk/adaptive-rk.py in Leap.
7.3.3 Example: Diagonally Implicit Runge-Kutta Method
Next, we demonstrate a diagonally-implicit Runge-Kutta method, in which the matrix A of the Butcher
tableau representation of the method is lower triangular (permitting nonzero values on the diagonals). This
means that, for an s-stage method, one solves s implicit systems in sequence to compute the stage values. An
example is the SDIRK2 method whose Butcher tableau is given Figure 7.4, and we present its
implementation in Figure 7.6.
A self-contained demonstration utilizing the code in this example is found in the file
examples/semi-implicit-rk/semi-implicit-rk.py in Leap.
The listing in Figure 7.6 features usage of implicit assignments. The method cb.assign_solved_1() is





k - f(t + dt, y + dt * ((1 - gamma) * k +
gamma * k)),
guess=k1)
An implicit assignment defines the value that is assigned as the root of one or more equations, as opposed to
an explicit expression. The call to the CodeBuilder which generates the implicit assignment takes four
parameters. The first is the variable assigned to, in this case the variable k2. The next parameter is the solve
component, or the value which should be solved for in the implicit equation, here given as k. The expression
parameter is a symbolic expression, representing the right-hand side of an equation with a zero left-hand side,
implicitly defining the value of the solve component k. The final parameter is an initial guess for k, which
may be useful when lowering this statement in code generation using a call to a root finder. The variable k2
is assigned the value of the solve component k. (The AssignImplicit statement in the Dagrt language also
supports specifying implicit assignments of systems of equations, where the value yielding a simultaneous
root of the equations is to be solved for. The cb.assign_solved_1() is a wrapper function for the
single-equation case.)
Although the code for the SDIRK2 method in Figure 7.6 builds a complete DAG for the method, as we
have seen, the implicit assignments are represented abstractly as the solutions to a system of symbolic
equations. Replacing this abstract representation of a solution with a concrete implementation of solver is
left to the user seeking to execute the program through interpretation or code generation. In the next
section, among other things, we detail the transformation process involved in realizing an time integration
algorithm with implicit solves.
138
Phase Primary(y, t, ∆t) is
// Calculate stage values
k1 ← k such that
k − f (t + γ∆t, y + γk∆t) = 0 (7.9)
near k = f(t, y)
k2 ← k such that
k − f (t + ∆t, y + ∆t ((1− γ)k1 + γk)) = 0
(7.10)
near k = k1
// Update y and t
y ← y + ∆t ((1− γ)k1 + γk2)
t← t + ∆t
end
1 from dagrt.language import CodeBuilder
2 from pymbolic import var
3
4 # Declare variables
5 k1, k2, t, dt, y, f = (
6 var(name) for name in
7 "k1 k2 <t> <dt> <state>y <func>f".split())
8
9 gamma = (2 - 2**0.5) / 2
10
11 with CodeBuilder("primary") as cb:





17 k - f(t + gamma * dt, y + dt * gamma * k),
18 guess=f(t, y))





24 k - f(t + dt, y + dt * ((1 - gamma) * k +
25 gamma * k)),
26 guess=k1)
27 cb(y, y + dt * ((1 - gamma) * k1 + gamma * k2))




32 from dagrt.language import DAGCode




Figure 7.6: Mathematical and Dagrt-encoded representation of an implicit second-order Runge-Kutta
method. On the left is the pseudocode version of a single step in the adaptive method. On the right is the
body of the Python code for the implicit method.
7.4 LEAP AND DAGRT FROM THE USER’S PERSPECTIVE: CODE GENERATION AND METHOD
LIBRARY
The process of obtaining high-performance code from a scheme description in Dagrt relies on its source
code generating capability. In this section we outline the procedure for source code generation within Dagrt.
We also describe in more detail the special case of generating code for implicit methods. Finally, in this
section we provide a description of Leap, a library of pre-written methods that works with Dagrt. We also
present in some detail Leap’s support for multirate methods.
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7.4.1 Interpretation and Code Generation
A time integration algorithm described in Dagrt may be realized as an executable scheme either through
direct interpretation or through generation of code.
Interpretation of Dagrt programs is supported using a NumPy-based implementation of the Dagrt
virtual machine in Python, which interprets the nodes of a graph sequentially in topological order. The role
of the interpreter is not to enable high-performance execution but rather to aid during scheme design or
development, enabling analysis of the time integration scheme through symbolic execution, or enabling
straightforward testing of a scheme.
Code generation is supported in Dagrt through an infrastructure for generating procedural code for
imperative languages, where one time step naturally corresponds to a single procedure. Fortran and Python
targets are currently supported.
To perform code generation, one instantiates a dagrt.codegen.CodeGenerator object for the target
language and calls the object with a DAGCode object as input. The code generator returns a string
representation of the program in the target language. This is demonstrated, using Python language target as
an example, in the following listing. The input named code is a DAGCode object holding the Dagrt program,
and the output named integrator_code is the generated string.
from dagrt.codegen import PythonCodeGenerator
generator = PythonCodeGenerator(class_name="PythonTimeIntegrator")
integrator_code = generator(code)
The returned string named integrator_code consists of the description of a class named
PythonTimeIntegrator implementing the time integration algorithm. In Python, the implemented
integrator uses NumPy arrays as its basic state type. The class has an interface for supplying algorithm
parameters, such as right-hand side functions and initial system state values. The class also contains a driver
method that, during execution, is a generator (in the Python sense) of a sequence of event objects that
return the computed state values.
The code generation infrastructure is designed to encourage customization and retargeting. Internally,
code generation proceeds in two steps: a target-independent step followed by a target-dependent step.
Separating the code generation into these steps allows for language backends to make use of the common
target-independent processing.
The target-independent step constructs a language-independent abstract syntax tree from a DAG. The
abstract syntax tree is language-agnostic, containing only a few control nodes common to structured
programming languages: namely, if-then style nodes and sequential blocks. It is generated as follows. First, a
topological ordering of the DAG is produced. Second, conditional within instructions are expanded into
conditional (if-then) nodes. Last, a sequence of tree rewriting rules are applied as simplifications.
In the target-dependent step, the abstract syntax tree is given to the language-specific backend for
processing and final code generation. In dynamically typed languages such as Python, a DAG can potentially
be directly converted into code without additional parameters. However, in general, additional information
needs to be passed to the code generator, and backends may require postprocessing of the DAG.
It may be necessary, for instance, to specify how to lower into code expressions which are right-hand side
function calls in the graph, but require more complicated evaluation strategies in the generated code. For
this particular issue, Dagrt includes a user-accessible function registry which can be passed to the code
generator which supports callback-driven of function call lowering.
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Furthermore, in statically typed languages such as Fortran, type information, in the form of types of
variables and types for external function calls, is necessary for code generation. In case that type information
is needed, the code generator can be informed of variable types through a user-supplied mapping. The
function registry also supports querying type information about the functions in the program.
Lastly, we briefly discuss the issue of memory management. Because the target languages vary in their
native memory management facilities, our design preferences so far has been to leave the memory
management policy to be guided by the needs of the implementation, under the assumption that the
ownership of the system state rests in the integrator. Thus, in Python, the memory is automatically
managed by the system garbage collector. In Fortran, memory is managed using a custom automatic
reference counting system of state variables.
7.4.2 Code Generation for Implicit Methods
Code generation for implicit time integration methods is complicated by the presence of AssignImplicit
statements. These statements are not directly executable and must be transformed into explicit assignments
before code generation takes place. The AssignImplicit statement contains symbolic expressions
representing the system of equations to be solved. Within Dagrt and Leap the conversion of these
statements into explicit assignment statements is done by way of callback-driven symbolic manipulation. To
aid in this process, Dagrt and Leap include built-in support for pattern matching, substitution, and
callback-driven rewriting of AssignImplicit statements into Assign statements. In this way, the user has
control over the form in which the implicit assignment is lowered.
To illustrate how this works in practice, we use the SDIRK2 example from Section 7.3.3. Suppose we are
generating Python code for the SDIRK2 method. For simplicity, assume our right-hand side f(t, y) is
f(t, y) = −10y. (7.11)
There are two equations found within the AssignImplicit statements in the Dagrt graph for the SDIRK2
method. These are
k − f (t+ γ∆t, y + γk∆t) = 0, (7.12)
k − f (t+ ∆t, y + ∆t ((1− γ)k1 + γk)) = 0. (7.13)
Both of these equations may be matched against a more general expression. The form of the more general
expression that serves as a target for matching is dependent on the time integration algorithm under
consideration, we so assume that the user discovers through documentation or other means what kinds of
expressions lead to a successful match. For the SDIRK2 method, the pattern we are matching against takes
the form
k − rhs(time, y + dt · (c0 + c1 · k)) = 0. (7.14)
Here, k is the unknown stage value. The remaining values rhs, time, y, dt, c0, and c1 are free variables to be
matched against the expressions (7.12) and (7.13). To transform the AssignImplicit statements into
explicit assignments, we write a callback function to perform pattern matching against the components of the
symbolic expression and to return a symbolic expression that solves the system. The callback is then
automatically called by a built-in transformation to transform the DAG into a form that can be passed to
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Table 7.5: Summary of the main methods implemented in Leap.








Low-Storage RK leap.rk LSRK4Method [182]
Embedded RK leap.rk ODE23Method [180]
ODE45Method [183]
Implicit-Explicit RK leap.rk.imex KennedyCarpenterIMEXARK4Method [184]
Multistep leap.multistep AdamsBashforthMethod
Multirate Multistep leap.multistep.multirate MultiRateMultiStepMethod (general-
izes [142])
code generation.
7.4.3 Leap: A Library of Time Integration Methods
Leap is a collection of time integration methods expressed in Dagrt, as well as useful tools for analyzing
and transforming these methods. Although designed as a broadly reusable library, much of the focus and
content of Leap has been informed by two important use cases which are both outline in more detail in the
next sections. The first use case is multirate multistep methods, which feature a large and still largely
unexplored design space and thus are a natural target for software automation and tools for analysis. A
recent application of this work is found in [147]. The second major influence on the design and focus of Leap
is grudge, a Discontinuous Galerkin solver for the GPU that makes use of time-explicit methods to solve
hyperbolic systems. Leap emerged as an abstraction of the time integration module in a prior version
grudge, and makes use of many of the methods originally present there.
Methods
Leap is primarily a collection generators realized as Python classes that are capable of creating a Dagrt
program for a customized time integration algorithm. The range of customizations supported includes a
variety of algorithm-specific parameters such as method order or adaptivity.
The time integration algorithms currently supported by Leap are summarized in Table 7.5. Broadly
speaking, Leap includes support for both multistage (Runge-Kutta) and multistep methods. Among the
Runge-Kutta methods supported are those that include support for automatic adaptivity based on embedded
methods of different order, as well as low-storage methods (which reduce the number of state vectors
required in memory at any given time) and implicit-explicit (IMEX) methods for integrating stiff systems.
Among multistep methods, arbitrary-order variants of Adams-Bashforth methods are supported, with
included support for variable timesteps.
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Automated Analysis and Transformations
The analyses supported in Leap are aids for determining the stability characteristics of a time integration
algorithm. The first analysis is the phase matrix finder. This is a tool that uses symbolic execution to
determine the phase matrix for linear right-hand sides. The phase matrix is the Jacobian of the
transformation zn+1 = F (zn) that summarizes the effect on the system state zn of the application of a single
time step that goes from yn to yn+1. This is useful because it allows, e.g., the spectrum of the matrix to be
examined. The second analysis is a tool for numerically determining stability regions.
Operator splitting is a technique for separating the right-hand side of an ODE into two or more parts,
separately solving the two systems, and combining the solutions at the end of the time step. Leap includes a
transformation for two arbitrary integrators expressed in Dagrt that implements Strang splitting, a form of
operator splitting for when the right-hand side splits additively into two parts.
7.4.4 Multirate Multistep Methods and Leap
So far, we have seen a number of simple time integration algorithms described in Dagrt, described the
basic code generation process, and we have reviewed some design aspects of Leap. To give an example of
how Dagrt may also express complex time integration algorithms, this section covers multirate
Adams-Bashforth methods, and their support within Leap, in some detail. The motivation for such methods
comes from numerical schemes based on explicit time integration, where the maximum stable timestep is
limited by the most rapidly evolving component of the simulation. In simulations involving state that evolves
at disparate time scales, the scheme loses efficiency when the entire right-hand side, combining the effects of
slower and faster evolving system state, must be re-evaluated at each time step. To overcome this inefficiency,
multirate methods evaluate components of the system at different rates, at the cost of considerable
implementation complexity.
This section is structured as follows. First, we review mathematical background and design considerations
concerning these methods. Second, we outline a description language for multirate schemes, demonstrating a
way to help maintain separation of concerns between scheme designers and implementers. Last, we discuss
some of the details for code generation support for multirate methods within Leap.
Background














gff (t, f) + gfs(t, s)
gsf (t, f) + gss(t, s)

 . (7.15)
The variables f and s, which may be vectors or scalars, are termed the solution components. The right-hand
side of this ODE splits additively into right-hand side terms given by evaluation of the functions gff , gfs, gsf
and gss.
We assume that, from prior knowledge of the physical behavior modeled by the equation, the component f
evolves more rapidly than the component s. When integrating this solution in time numerically, we fix a
‘macro’ time step ∆t and perform integrations for each component at a rate relative to the macro time step.
MRAB methods are based on the Adams-Bashforth methods. Recall that in the Adams-Bashforth
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methods, the value of the solution component at the next timestep is evaluated by forming a polynomial
interpolant pn of a history of evaluated right-hand side values y′n, y
′
n−1, . . ., y
′
n−s, and by integrating the
extrapolated value of the interpolant of the derivative to obtain yn+1: yn+1 = yn +
∫ tn+1
tn
pn(τ) dτ . To
simplify use of terminology, we refer to this procedure somewhat inexactly as extrapolation. (Similarly, we
will also make use of interpolation, which occurs when a history value from the ‘future’ is interpolated by pn,
a situation which occasionally arises in multirate methods.)
It is instructive to highlight a distinction between evaluation of solution components (via
interpolation/extrapolation) and evaluation of right-hand side terms. By linearity, an extrapolation of a
solution component amounts to evaluating a linear combination of history values. We assume that
extrapolations and interpolations are relatively cheap operations, when compared with evaluation of (at least
some) right-hand side terms. A practical implication of this is that in the MRAB methods we consider, each
right-hand side term (rather than solution component) has an associated history of values.
In the family of multirate methods under consideration a single macro timestep ∆t is divided into several
equal-length substeps. To advance the solution to the next macro-timestep, a method proceeds iterating over
each substep in sequence. At each substep, the method has the option of reevaluating one or more right-hand
side terms, updating the history values after each reevaluation. Each reevaluation may involve one or more
extrapolations/interpolations of solution components. Within this broad framework, the design space of
MRAB methods is quite large. A number of design decisions that have major impact on software
construction, accuracy, and efficiency include: the order of accuracy of the method, the evaluation rate of the
right-hand side terms, and the evaluation order of the right-hand side terms. See [145] for details concerning
these design decisions and others.
A Description Scheme
We turn now towards the software description of multirate Adams-Bashforth methods for ODEs such
as (7.15). To permit for design space exploration, for purposes such as exploring the stability and efficiency
of different scheme variants, we introduce a concise description scheme for multirate methods. The system we
describe in this section is a input language that can be given to Leap to produce automatically generated
Dagrt code. The scheme is high-level, extensible, and supports arbitrary multi-component ODEs with
arbitrary coupling terms. Additionally, it supports the handling of updates for non-component ‘dependent’
state, such as slowly-varying data derived from the current simulation.
The last design feature, the incorporation of non-ODE dependent state, may appear at first to be a task
that is outside the scope of the time integrator. However, as described in Section 7.1.5, making dependent
state and its extrapolation in time explicit in the mathematical description of the scheme provides a general,
configurable interface for the handling of data important to the simulation, while potentially improving
overall efficiency.
We now present an example of the description scheme. A multirate method for the example ODE in (7.15)




MultiRateHistory(interval=1, func_name="<func>g_ff", arguments=("f",), order=2),




















































Figure 7.7: Visualization of the structure of the dependency graph for the RK ‘bootstrap’ phase of a
first-order 2-component ‘fastest-first’ multirate Adams-Bashforth method, with nodes being statement
numbers. Purple nodes (13, 14) are control statements; orange nodes (25, 27, 44, 46) are event statements;
and blue nodes (other) are assignments.
("dt", "s",
"=",
MultiRateHistory(interval=2, func_name="<func>g_sf", arguments=("f",), order=2),
MultiRateHistory(interval=2, func_name="<func>g_ss", arguments=("s",), order=2)))
The model used by the description scheme is that the multirate method acts on a set of ‘components’, each
of which is a solution component or dependent state component. The description scheme is a Python tuple of
‘update equations,’ each of which are Python tuples describe the rules by which a component is to be
updated.
145
An update equation whose first entry is the string dt indicates that the component is solution component
to the ODE. (If the dt is omitted, then the component is dependent state which does not participate in time
integration.) The string that follows is the name of the component, followed by an equals sign. What follows
is a sequence of MultiRateHistory records, which are the terms that additively contribute to the right-hand
side of each component. The first entry of MultiRateHistory records the right-hand side’s integration
interval, which is the number of substeps per evaluation period of that particular right-hand side, i.e., the
larger the integration interval, the slower the component. (The total number of substeps in a macro step is
defined as the least common multiple of the integration intervals, so that an interval always divides the
number of substeps.) The second and third entries are the right-hand side function to call and the state the
function depends on. The last argument, in the above example, is the order, which determines the history
length.
A number of other attributes to MultiRateHistory are available. The most important among these (not
shown above) is the evaluation policy, which determines the evaluation order of the term and can be used to
implement fastest-first or slowest-first [142] type methods, or generalizations thereof. The default evaluation
policy, ‘late’, advances the term so that its last evaluation time across substeps is never more recent than the
time corresponding to the current substep number. An alternative policy, ‘early’, advances the term ‘forward’
in time, ensuring that its history stays ahead of the current substep number.
The meaning of dependent state (i.e., non-dt) components in the update equations is as follows. An
update equation for a dependent component states that at any moment, the component can be recomputed
exactly by calling a specified function. Secondly, it means that the evaluation of the function may be
expensive, so that as a trade-off between numerical accuracy and computational cost, extrapolations of the
function value may be used instead of repeated exact evaluations.
Code Generation for Multirate Methods
Table 7.6: Statements corresponding to the nodes in the graph in Figure 7.7.
Node Statement
0 substep0_start_f_rhs0 <- <func>g_ff(f=<state>f, t=<t>)
1 substep0_start_f_rhs1 <- <func>g_fs(s=<state>s, t=<t>)
2 substep0_start_s_rhs0 <- <func>g_sf(f=<state>f, t=<t>)
3 substep0_start_s_rhs1 <- <func>g_ss(s=<state>s, t=<t>)
4 <cond> <- <p>bootstrap_step == 0
5 <p>hist_f_rhs0_hist_0_ago <- substep0_start_f_rhs0 if <cond>
6 <cond>_0 <- <p>bootstrap_step == 0
7 <p>hist_f_rhs1_hist_0_ago <- substep0_start_f_rhs1 if <cond>_0
8 <cond>_1 <- <p>bootstrap_step == 0
9 <p>hist_s_rhs0_hist_0_ago <- substep0_start_s_rhs0 if <cond>_1
10 <cond>_2 <- <p>bootstrap_step == 0
11 <p>hist_s_rhs1_hist_0_ago <- substep0_start_s_rhs1 if <cond>_2
12 <cond>_3 <- <p>bootstrap_step == 0
13 Transition to primary if <cond>_3
14 Transition to bootstrap if <cond>_3
(continued on next page)
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Table 7.6: (continued)
15 substep0_rk_f_rhs0_stage0 <- substep0_start_f_rhs0
16 substep0_rk_f_rhs1_stage0 <- substep0_start_f_rhs1
17 substep0_rk_s_rhs0_stage0 <- substep0_start_s_rhs0
18 substep0_rk_s_rhs1_stage0 <- substep0_start_s_rhs1
19 state_contrib_f_rhs0 <- substep0_rk_f_rhs0_stage0
20 state_contrib_f_rhs1 <- substep0_rk_f_rhs1_stage0
21 state_f_final <- <state>f(<dt> / 2)*(state_contrib_f_rhs0
+ state_contrib_f_rhs1)
22 state_contrib_s_rhs0 <- substep0_rk_s_rhs0_stage0
23 state_contrib_s_rhs1 <- substep0_rk_s_rhs1_stage0
24 state_s_final <- <state>s + (<dt> / 2)*(state_contrib_s_rhs0
+ state_contrib_s_rhs1)
25 Ret state_f_final at bootstrap with t=<t> + <dt> / 2 as f
26 <state>f <- state_f_final
27 Ret state_s_final at bootstrap with t=<t> + <dt> / 2 as s
28 <state>s <- state_s_final
29 <t> <- <t> + <dt> / 2
30 substep1_start_f_rhs0 <- <func>g_ff(f=<state>f, t=<t>)
31 substep1_start_f_rhs1 <- <func>g_fs(s=<state>s, t=<t>)
32 substep1_start_s_rhs0 <- <func>g_sf(f=<state>f, t=<t>)
33 substep1_start_s_rhs1 <- <func>g_ss(s=<state>s, t=<t>)
34 substep1_rk_f_rhs0_stage0 <- substep1_start_f_rhs0
35 substep1_rk_f_rhs1_stage0 <- substep1_start_f_rhs1
36 substep1_rk_s_rhs0_stage0 <- substep1_start_s_rhs0
37 substep1_rk_s_rhs1_stage0 <- substep1_start_s_rhs1
38 state_contrib_f_rhs0_0 <- substep1_rk_f_rhs0_stage0
39 state_contrib_f_rhs1_0 <- substep1_rk_f_rhs1_stage0
40 state_f_final_0 <- <state>f + (<dt> / 2)*(state_contrib_f_rhs0_0
+ state_contrib_f_rhs1_0)
41 state_contrib_s_rhs0_0 <- substep1_rk_s_rhs0_stage0
42 state_contrib_s_rhs1_0 <- substep1_rk_s_rhs1_stage0
43 state_s_final_0 <- <state>s + (<dt> / 2)*(state_contrib_s_rhs0_0
+ state_contrib_s_rhs1_0)
44 Ret state_f_final_0 at bootstrap with t=<t> + <dt> / 2 as f
45 <state>f <- state_f_final_0
46 Ret state_s_final_0 at bootstrap with t=<t> + <dt> / 2 as s
47 <state>s <- state_s_final_0
48 <t> <- <t> + <dt> / 2
49 <p>bootstrap_step <- <p>bootstrap_step + 1
The scheme description is converted into a Dagrt graph by Leap having two phases, a bootstrap phase
and a an iterative phase. The bootstrap phase initializes the history values until sufficient history is available
for multirate evaluation, through the use of a single-rate RK method of an order of accuracy that matches
the multirate method. As an example, the dependency graph of the code for the bootstrap of the first-order
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Figure 7.8: Solution to the variable-coefficient 1D wave equation (7.18) on the interval (0, 1) with initial data
given by (7.20) and coefficients dividing the spatial domain into three components with speeds
4, 2, and 1 (7.21).
version of the above method is shown in Figure 7.7, with code presented in Table 7.6. This boostrap code
initializes the state for the multistep method using a first-order a Runge-Kutta method. The primary
iterative phase consists of Dagrt code for a macro-timestep. Leap emits this code as a sequence of
interpolation/extrapolation operations and right-hand side evaluations, obtained by emulating the sequence
of steps that the system description would take in a single substep loop. The graph that is generated permits
the size of the time step to vary under user control by dynamically recomputing extrapolation and
interpolation weights using Vandermonde matrices.
This concludes the description of Leap’s support for multirate methods. In the next section, among other
results, we apply this to an example problem involving the variable coefficient wave equation.
7.5 APPLICATIONS
In this section, we present a number of results demonstrating the application of Leap and Dagrt on
moderately complex examples. We focus specifically on applications for time-dependent PDE solvers using a
method of lines semi-discretization. The first example we consider in Section 7.5.1 demonstrates the
applicability of multirate methods to systems exhibiting behavior with varying time scales. In the second
example, we further elaborate on applying Leap’s multirate methods to the compressible Navier-Stokes
equations. Lastly, we demonstrate how Dagrt can be used to enable operator inter-kernel optimizations in
the context of a Discontinuous Galerkin solver for hyperbolic systems.
7.5.1 Synthesis of a Multirate Multistep Method for the Variable Coefficient Wave Equation
As an application of multirate Adams-Bashforth methods, in this section we consider the Dirichlet problem
for one-dimensional wave equation on a real interval
utt(x, t)− c(x)2uxx(x, t) = 0, (0 < x < L) (7.16)
u(x, 0) = f, ux(x, 0) = g, (7.17)
u(0, t) = u(L, t) = 0. (7.18)
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The wave speed, c(x), is a piecewise constant function with jumps at x1, x2, . . . , xN ∈ [0, L]. To avoid
discontinuous solutions, we also impose interface conditions, requiring u and c(x)2ux to be continuous at
x1, x2, . . . , xN at all times t [185]. Although relatively simple, this problem is typical of many kinds of
problems encountered in physical settings which feature the behavior of different spatial ‘components’, here
represented by the intervals in which c(x) is constant, evolving at differing time scales. We develop and
demonstrate a multirate multistep explicit time integration method using Leap.
Numerical Test Case
We consider the numerical solution of the problem with initial data
u(x, 0) = sin(12πx) (7.19)












4 (0 < x < 1/3)
2 (1/3 < x < 2/3)
1 (2/3 < x < 1)
. (7.21)













This system is discretized using 100 equispaced points in the spatial domain using a differential operator
based on second-order centered differences, with the interface conditions imposed using a second-order biased
stencil. The system is split into three spatial components on which c(x) is constant. We integrate the
solution using a third-order multirate multistep method with a ‘fastest-first’ evaluation scheme (see
Section 7.4.4). The solution is visualized in Figure 7.8.
The code for this experiment is found in the directory examples/variable-coeff-wave-equation in
Leap.
Accuracy
In our first experiment, we measure the accuracy of the method using different combinations of integration
intervals for the three components. (Recall that an integration interval is measured as a multiple of the
system’s substep. Thus, a right-hand side with an integration interval of 1 is moving the ‘fastest’.) To ensure
a fair comparison of the dependence of accuracy on the change in size of an integration interval of the
component, we group results based on to the substep duration, which we term ∆tfast. Table 7.7 summarizes
the accuracy data. We report on the infinity norm of the error in the solution evaluated from t = 0 to
t = 0.5, where the true value is estimated using self-convergence. The table shows that the overall accuracy
behavior of the scheme, including the order of convergence, is asymptotically the same for each of the
integration intervals.
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Table 7.7: Effect of integration interval choice on accuracy of the multirate method. ℓ∞ norm error in the
solution from t = 0 to t = 0.5. ‘Order’ refers to empirical order of convergence. The integration interval
refers to the periods with which the three components in (7.21) are integrated, as a multiple of to ∆tfast.
∆tfast
Integration Intervals
(1, 1, 1) (1, 2, 2) (1, 2, 4) (1, 2, 6)
4.88× 10−4 2.08× 10−3 3.17× 10−3 3.25× 10−3 3.14× 10−2
2.44× 10−4 3.89× 10−4 5.43× 10−4 5.55× 10−4 2.54× 10−2
1.22× 10−4 5.97× 10−5 7.49× 10−5 7.63× 10−5 5.06× 10−3
6.10× 10−5 7.55× 10−6 9.49× 10−6 9.65× 10−6 5.09× 10−3
3.05× 10−5 8.40× 10−7 1.06× 10−6 1.08× 10−6 2.48× 10−6
Order 2.82 2.89 2.90 2.96
Stability
In the second experiment, we measure the stability of the multirate method. The result in Table 7.8 is the
maximum stable value of ∆t for the given triplet of integration intervals. In this table, ∆t refers both to the
system timestep and the timestep for the ‘slowest’ component in the multirate method. To determine this
value, we used Leap to express a matrix representing a single step of the method symbolically in the form
yn+1 = A(∆t)yn. We found by bisection the largest value of ∆t for which the eigenvalue of A(∆t) of largest
magnitude does not exceed 1.
As the fastest component evolves 4× as quickly as the slowest component, it is plausible that, relative to
the single-rate case in which the components all advance with the same value of ∆t, we should be able to
‘slow down’ the slowest component up to 4× while maintaining stability. This is precisely what Table 7.8
shows in the last column, which reports the ratio of the system timestep relative to the single-rate case.
7.5.2 Multirate Integration for the Compressible Navier-Stokes Equations on Overset Meshes
We turn to an example of Leap-generated multirate integrators applied to a large-scale computational
problem. This section summarizes the work done in [147], a paper which describes to the application of
multirate time integration methods to solve the compressible Navier-Stokes equations. In the context of the
work of the referenced paper, the initial value problem arises from a discretization of the governing equations
using a summation-by-parts (SBP) finite difference scheme combined with a simultaneous approximation
terms (SAT) scheme for enforcement of boundary conditions, a technique called the SBP-SAT method. The
discretization used in the paper additionally features overset grids for the handling of complex geometry.
When using overset grids, each grid may be assigned an associated time scale. As an example, consider the
geometry in Figure 7.9, which is taken from Section 6.4 of [147]. This geometry is used in the simulation of
laser-induced breakdown (LIB) of an underexpanded jet. It is the union of four grids whose relative
simulation speeds are described qualitatively in Figure 7.10. The geometry has about 26 million simulation
points without about half the points belonging to the ‘fast’ grid.
The spatial partitioning of the geometry into ‘fast’ and ‘slow’ components arising from varying (spatial)
grid spacings makes this example a natural candidate for multirate methods described in the previous section.
Table 7.9, which is taken from [147], compares the efficiency of a third-order multirate Adams-Bashforth
integrator, with various speeds assigned to the fast component, against a baseline RK4 integrator which
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Table 7.8: Maximum stable timesteps for the multirate method.
Integration Intervals Stable ∆t ∆t/∆t(1,1,1)
(1, 1, 1) 8.96× 10−4 —
(1, 2, 2) 1.79× 10−3 2.0
(1, 2, 4) 3.59× 10−3 4.0
(1, 2, 6) 3.59× 10−3 4.0
Table 7.9: Performance of multirate integration on the example problem described in Section 7.5.2. ‘SRAB’
refers to single-rate AB, and ‘MRAB(SR = n)’ refers to a multirate AB scheme in which the fast component
is integrated n times faster than the slow components. ‘Speedup’ refers to the ratio of RK4 right-hand side
evaluations to right-hand side evaluations for a given scheme. Table taken from [147, Tab. 13].
Integrator Total RHS Evals % Red. from RK4 Speedup
RK4 105,609,188 0.00 1.00
SRAB 101,939,371 3.50 1.04
MRAB (SR = 2) 75,261,021 26.5 1.36
MRAB (SR = 3) 66,539,511 37.0 1.59
MRAB (SR = 4) 62,011,632 41.3 1.70
MRAB (SR = 5) 59,299,803 43.8 1.78
integrates all components at the same simulation speed. The table reports the number of right-hand side
evaluations. The multistep scheme used in the paper is an ‘extended history’ scheme which maintains an
extra state component in the history for improved stability, further reducing the number of right-hand side
evaluations. A considerable reduction in the number of right-hand side evaluations occurs compared to the
RK4 baseline when the fast component is integrated up to 5 times faster than the slow component.
The code for this example was generated using Leap and the Fortran backend of Dagrt, running on the
PlasComCM solver (https://bitbucket.org/xpacc/plascomcm). For further results, including results on
parallel performance, see [147].
7.5.3 Inter-Kernel Optimization for Discontinuous Galerkin Methods on the GPU
We conclude this section with a demonstration of how the Dagrt representation enables ‘global’
optimizations of the time integration program by virtue of being a transformable representation that exposes
the details of the computation. The context of this work is the implementation of explicit time integration
methods on GPU hardware. Computations associated with explicit time integration methods are often
memory bound. Making the best use of the capabilities of GPUs requires restructuring of these computations
in order to decrease the volume of data transferred to and from memory per floating point operation.
Perhaps the best way to achieve this is to produce ‘fused’ computations that apply multiple operations in
sequence on one piece of data, thus coalescing multiple round trips into memory into as few as possible. An
issue in the realization of fusion in time integration is that the presence of function calls into different
components of the computation makes fusion a non-local optimization problem, which is difficult unless one
has access to a whole-program code representation. Furthermore, in the context of GPUs, whenever separate
components of the computation are lowered into separate kernels, all but the most local optimizations must
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Figure 7.9: A large-scale geometry for the simulation of laser-induced breakdown in an underexpanded jet,
same as [147, Fig. 7].
Figure 7.10: The grids of Figure 7.9 and their relative simulation speeds, same as [147, Fig. 8].
necessarily cross kernel call boundaries. At present, few automated strategies can reason across kernel calls.
We focus on the Discontinuous Galerkin method and on grudge, a Discontinuous Galerkin solver for
GPUs. grudge is well suited to combination with Dagrt because, similar to Dagrt, its underlying
representation is based around a symbolic graph of the computation. Our demonstration concerns the
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application of Dagrt within grudge to inline the computation of right-hand sides into the time integration,
thus saving the memory transfer in the function calls. However, the principles in this section can be extended
to other solvers that follow this design and other categories of optimizations that make use of fusion.
Overview of Discontinuous Galerkin Methods
We review the basics of the Discontinuous Galerkin (DG) method [186]. This method, which combines
aspects of finite element and finite volume methods, can be applied to a hyperbolic system of conservation
laws
ut +∇ · F (u) = 0 (7.23)
on a domain Ω =
⋃K
k=1 Dk ⊆ Rn, the union of disjoint, face-conforming tetrahedra Dk, with appropriate
boundary conditions. After multiplying (7.23) by a smooth test function ϕ on each element Dk and




(utϕ+ [∇ · F (u)]ϕ) dx−
∫
Dk
[n̂ · F (u)− (n̂ · F (u))∗]ϕdS. (7.24)
where (n̂ · F )∗ is a suitably chosen numerical flux. After a suitable discretization and algebraic






Dk,ν [F (uk)] + Lk[n̂ · F (uk)− (n̂ · F (uk))∗], (7.25)
where uk is the vector of nodal values on the kth element, representing a polynomial with nk per-element
Lagrange basis functions {ℓi}nki=1; where A ranges over the faces of Dk; and the matrices Mk, Sk,∂ν , and



















and the matrices Dk,ν and Lk are defined as





The semi-discretized form of this equation (7.25) can be combined with an explicit time stepping method.
The broad structure of this computation is as follows. At each time step, one evaluates the right-hand
side (7.25), which involves application of the elementwise operators Dk,ν and Lk. The operator Dk,ν is
completely element-local and applied to the volume degrees of freedom. Applying Lk involves interpolation
of unknown values between the faces and the volume as well as communication with the neighboring
elements through the values of the unknowns at the faces.
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Grudge
grudge is a Python software package for solving Discontinuous Galerkin methods on the GPU, and a
successor to the DG software detailed in [145]. grudge provides a description language and execution
infrastructure for discretized Discontinuous Galerkin operators, aimed at the application of operators such
as (7.25) to vectors of data. In order to apply an operator to a discretization, one first specifies a symbolic
representation of the operator, then ‘binds’ the symbolic representation to a discretization, producing a
‘bound operator’, and finally executes the bound operator.
This process is perhaps best explained through example. In this section, we consider the numerical solution
of the n-dimensional wave equation, n ∈ {2, 3}, expressed as a hyperbolic conservation law with a source term
vt(x, t)− c∇ · w(x, t) = f(x, t), (7.31)
wt(x, t)− c∇v(x, t) = 0 (7.32)
where c is constant throughout the problem domain. (Here, v is scalar-valued and w is Rn-valued.) We use a
source term f of the form f(x, t)b = sin(ωt) exp(−|x− x0|2/w2), with x0 the center and w the ‘width’ of the
source. We impose first-order Engquist-Majda absorbing boundary conditions at the boundary of the
domain [187] domain and use an upwind numerical flux [186].
The first step to the solution of this PDE in grudge involves the construction of a symbolic operator
representing the application of the right-hand side of the semidiscrete form of the conservation form of the
wave equation (7.32). The listings in Figure 7.11 demonstrates this. In the second step, a discretization of
the domain is created using PyOpenCL and meshmode, a Python package for the construction of high-order
unstructured meshes. In the third step, the operator is ‘bound’ to the domain and executed. The binding
mechanism in grudge rewrites the symbolic operator, applying a sequence of optimizations to the code,
resulting in a DAG, whose nodes are statements and whose edges are execution dependencies, that represents
the final form of the operator before execution.
The symbolic language of grudge contains expression nodes corresponding to families of domain-specific
operations, in particular, the application of the matrices found in the semidiscrete form of the Discontinuous
Galerkin operator as well as auxiliary operations necessary for their realization, such as such as interpolation
of nodal values between element faces and element volumes, and communication of data between adjacent
element faces. Besides these domain-specific expressions, grudge also contains expression nodes supporting
assignment of mathematical expressions to vectors of degrees of freedom. Like Dagrt, the data model of
grudge is largely based around vectors of system state, and mathematical assignments are based on
operations using vector space arithmetic. Among the optimizations applied by grudge is kernel fusion,
which extracts sequences of assignments that can be executed as part of a single call to a GPU kernel, which
are rewritten into GPU kernels using loopy [188], a representation for transforming and generating code for
GPU execution.
Study of Inlining in Grudge
As described previously, grudge supplies operators for evaluating the right-hand side of the semidiscrete
scheme, but not the overall time integration procedure. To complete the implementation of a solver for the
wave equation, grudge’s operator evaluation must be combined with time integration.
The simplest option to implement time integration is to use a procedure that invokes the grudge operator
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import numpy as np
import grudge
from grudge import sym
dims = 2
# t and x symbolically represent
# evaluation time and node coordinates.
t = sym.ScalarVariable("t")
x = sym.nodes(ambient_dim=dims)




ctr = np.array([0., 0., 0.][:dims])




-np.dot(x - ctr, x - ctr)
/ source_width**2))
# w is a symbolic solution.
w = sym.make_sym_array("w", dims+1)
u = w[0]
v = w[1:]
# Describe the boundary conditions.
# cse() marks the expression as a common
# subexpression.
rad_normal = sym.normal(BTAG_ALL, dims)
rad_u = sym.cse(sym.interp("vol", BTAG_ALL)(u))
rad_v = sym.cse(sym.interp("vol", BTAG_ALL)(v))
rad_bc = sym.cse(sym.join_fields(
0.5*(
rad_u - sign*np.dot(rad_normal, rad_v)),
0.5*rad_normal*(
np.dot(rad_normal, rad_v) - sign*rad_u)
), "rad_bc")
# Build the symbolic operator (step 1).
# dg_flux() applies the numerical flux.
sym_operator = (
- sym.join_fields(









# cl_ctx and queue are the PyOpenCL
# context and queue, respectively.
# Construct the discretization and
# bind the operator to the discretization
# (step 2).
from meshmode.mesh.generation import \
generate_regular_rect_mesh
mesh = generate_regular_rect_mesh(
# a and b are opposite endpoints
# of the rectangle
a=(-0.5,)*dims,
b=(0.5,)*dims,




# Bind and execute the operator
# (step 3).
bound_op = bind(discr, sym_operator)
initial_conditions = np.array(
[discr.zeros(queue)
for _ in range(1 + dims)])
result = bound_op(queue, w=initial_conditions)
Figure 7.11: grudge example demonstrating (1) construction of the DG operator for the conservation form
of the wave equation, (2) creation and ‘binding’ of a discretization to a grudge operator, and (3) execution
of the operator.
for the right-hand side through a function call. This approach suffers from unnecessary memory traffic due to
the intermediate function calls it entails. Our goal in this section is to develop an alternative approach that
removes this overhead. Our solution to this is to inline the arithmetic of the Discontinuous Galerkin operator
inside a Runge-Kutta method.
To accomplish this, we construct a ‘fused’ procedure that combines time stepping and right-hand side
evaluation. Since the operators executed through the bind mechanism in Grudge are arbitrary symbolic
expressions, it is possible to accomplish this within grudge. Towards this goal, the first step is to create a
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Table 7.10: Number of nodes in the DAG of the
operator for the solution of the strong form of the
wave equation expressed in grudge.
Operator Grudge Node Count
Time integration: baseline 18
Right-hand side: baseline 48
Inlined operator 208
Table 7.11: Percentage of modeled memory









Table 7.12: Modeled memory operation statistics for scalar assignment instructions in the operator.
Operator Bytes Read Bytes Written Total % of Baseline
2D: Baseline 9,489,600 3,348,000 12,837,600 100
2D: Inlined 8,949,600 2,808,000 11,757,600 91.6
3D: Baseline 1,745,280,000 505,440,000 2,250,720,000 100
3D: Inlined 1,680,480,000 440,640,000 2,121,120,000 94.2
means to translate Dagrt expressions into grudge, permitting the expression of time integration as a
grudge operator. The translator we implemented traverses the instruction DAG produced by Dagrt,
simultaneously rewriting the Dagrt nodes into grudge nodes, and substituting right-hand side calls with
grudge expressions.
For evaluating the utility of inlining in reducing the memory footprint, we use our translator to build two
operators for time integration: an ‘inlined’ operator and another operator serving as a baseline for
comparison with the inlined operator. The non-inlined ‘baseline’ operator actually consists of two separate
grudge operators for time integration and right-hand side evaluation, with the time integration operator
invoking the right-hand side operator via a function call. The ‘inlined’ operator consists of a single operator
that inlines the evaluation of the grudge operator as part of the right-hand side. All of the operators are
processed using grudge’s standard optimization pipeline, which includes kernel fusion to combine
assignment expressions into GPU kernels.
In our experiments, we use an order 3 discretization for the mesh and the function space on the mesh. We
consider a two-dimensional problem with 450 elements and 10 degrees of freedom per element and a
three-dimensional problem with 20,250 elements and 20 degrees of freedom per element.
Table 7.10 displays the node (statement) counts for each operator tested. Since the inner operator is
executed four times, the number of nodes counts executed per step in the baseline operator is 4 · 48 + 18,
which nearly matches the number of nodes in the inlined operator, 208.
To evaluate the effect of this fusion on the total memory traffic, we model the number of bytes of memory
transferred per time integration step. Our model counts the number of bytes read and written by each
grudge statement that results in the execution of a GPU kernel. From the standpoint of the structure of
the computation (see Section above), there are two broad classes of statements: scalar assignments and
elementwise linear algebra operations. Scalar assignments are those statements which perform a sequence of
assignments using only addition and scalar multiplication. Elementwise linear algebra statements apply a
block diagonal matrix to a vector representing function values at degrees of freedom, where each block acts on
the degrees in a single discretization element (i.e. triangle/tetrahedron). In either case, we model the number
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of memory operations as the size of the vector inputs added to the size of the vector outputs. Since the
elementwise linear algebra operator applies the same linear transformation to each discretization element, the
size of the matrix is negligible at the order we are using compared with the size of the vector input/output.
Table 7.11 shows the percentage of memory operations (reads and writes measured in bytes) attributable
to scalar assignments alone. The remaining memory operations are due to elementwise linear algebra
operations. Scalar assignments, which include the computations associated with time integration operations,
account for approximately half of all memory operations. Table 7.12 counts the total number of modeled
bytes read and written per time step by the scalar assignment statements within the operator. A reduction
of about 8.6% is observed on the 2D problem and 6.8% on the 3D problem. These reductions represent an
upper bound on the total reduction in memory traffic due to inlining of the function call.
It should be emphasized that this study examines grudge in the context of other ongoing work to
improve the overall performance of the solver. We expect most of the approximate half of memory operations
due to elementwise linear algebra operations to be amenable to elimination. For instance, a large portion of
the elementwise operations amount to reordering of the degrees of freedom through indirect memory accesses,
which could be eliminated through additional inlining and fusion. Such work is outside the scope of this
study, but it suggests that the upper bound observed in Table 7.12 is achievable.
The code for this experiment may be found in the file examples/dagrt-fusion.py in grudge.
7.6 CONCLUSIONS
We have presented a system that aids in the implementation of advanced time integration methods while
maintaining several important separation-of-concerns properties. These properties include separation of
application logic from choice of time integrator, separation of time integration logic from the host language in
which the application and the time integrator are implemented, separation of the time integrator from the
state vector representation, and a number more, as detailed in Section 7.1.
The system has the technical potential to become an open marketplace where users of advanced time
integration and designers of time integration schemes can come together, without the need for considerable
reimplementation work on either end. We provide an open-source implementation of the concepts presented,
and we demonstrate the effectiveness of the software in a number of claimed roles. We look forward to
exploring potential future extensions of this technology, towards the automated computation of fully discrete
adjoints, in the context of advanced schemes for code generation involving operator fusion, and in more
complex model specification scenarios.
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CHAPTER 8: CONCLUSIONS
This thesis has investigated a number of topics. The first part of this thesis, which is the subject of
Chapters 3–5, concerns the numerical evaluation of layer potentials, with a focus on the development of an
algorithm for high-order, low complexity evaluation in two and three dimensions and subsequent error
analysis and cost optimization. The guiding objective of this part is unifying Quadrature by Expansion with
the Fast Multipole Method. Chapters 6 and 7 introduce further subjects.
8.1 SUMMARY OF CONTRIBUTIONS
Chapter 3. In Chapter 3, the chief contribution is the GIGAQBX algorithm, a fast algorithm that makes
QBX compatible with acceleration while retaining guaranteed high-order accuracy. The scheme extends to
Laplace and Helmholz kernels in two and three dimensions.
Multistage Geometry Processing Framework. This chapter presents a geometry processing
framework to prepare arbitrary smooth geometries for layer potential evaluation, by controlling for sources of
quadrature and truncation error. The main novelty of this contribution is that the GIGAQBX mesh
processing algorithm involves multiple versions of the surface discretization, connected via interpolation
operators. This not only separates concerns between different stages of geometry refinement, but avoids
unnecessary ‘chain reactions’ between them. Additionally, in addition to incorporating prior known methods
for controlling quadrature and truncation error, this contribution also introduces a new ‘scaled-curvature
criterion’ which appears to be an empirically effective heuristic for control of truncation error.
FMM for Evaluation of Local Expansions. This chapter also presents the GIGAQBX FMM, which
may be considered as an FMM for the guaranteed-accurate evaluation of local expansions. The key idea that
preserves accuracy is that an expansion behaves like a ‘target with extent’ with its own near-field. To handle
targets with extent, during tree construction the algorithm suspends the expansion ball at a level of the tree
that is commensurate with its size. The presentation of this chapter also includes detailed numerical evidence
supporting the accuracy and linear scaling of the algorithm. In particular, the GIGAQBX FMM is shown to
completely eliminate any need for artifically increasing the intermediate FMM order in order to match point
FMM error accuracy, saving the cost of increased order.
Detailed Complexity Analysis for ‘Targets with Extent.’ This chapter also presents a detailed
complexity analysis of the GIGAQBX FMM. While some aspects of the complexity analysis remain similar
to that of the ‘point’ FMM on which it is based, the handling of the extent-based targets requires
redevelopment of that portion of the analysis. Nevertheless, under mild assumptions on the geometry, the
algorithm is proven to scale nearly linearly in the number of degress of freedom.
Chapter 4. Chapter 4 presents a unified error analysis of the GIGAQBX FMM in two and three
dimensions, including a high-order global error estimate for Laplace potentials in two and three dimensions.
High-Order Error Estimate. The error estimates in the chapter confirm the observed accuracy
behavior of the algorithm, in that the for GIGAQBX FMM in two and three dimensions the error can bs
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bounded from above by O(cp+1) for a controllable convergence factor c. The key idea that maintains
simplicity and generality of these estimates is a unified treatment of expansions using Fourier-Laplace series.
Simple Error Interpretation. The estimates in this chapter suggest a simple interpretation of the
error. The error may be interpreted as behaving similarly to a ‘point’ FMM if the target-with-extent were a
set of point targets. Furthermore, it is rigorously shown that the the GIGAQBX FMM acceleration error is
no more than an order-dependent constant worse than the equivalent ‘point’ error.
Chapter 5. Chapter 5 introduces modifications to the GIGAQBX FMM to reduce the cost of the most
expensive interactions. In the process, a comprehensive cost model is developed to help quantify the effects
of the cost reduction and investigate rebalancing strategies.
Target-Specific Expansions. The main optimization considered in this chapter is the use of
target-specific expansions to mediate the QBX near-field rather than expansions using spherical harmonics.
This results in a reduction of the polynomial order of the cost of the most expensive stage of the algorithm,
without any loss of accuracy.
Cost Model. This chapter also presents a cost model for the GIGAQBX FMM, which can be used to
predict the total amount of process time for execution on a shared-memory system. Empirically, the cost
model achieves high accuracy with calibration. The cost model allows for a reproducible performance study
of the algorithm. Owing to the reduction in cost of the near-field interactions, it is shown using the cost
model that shifting more of the work onto the near field leads to further performance improvements.
Speedups of 1.7–3× are observed for evaluation on moderately large three-dimensional geometries.
Chapter 6. In Chapter 6, a new computational method for conformally mapping a domain onto the unit
disk is presented based on the Faber polynomials.
High-Order, Acceleration-Compatible Conformal Mapping. After establishing a connection
between the Faber polynomials and the boundary correspondence of the exterior Riemann map, and a
corresponding connection relating the boundary correspondence of the interior Riemann map to the
Faber-Laurent polynomials, this chapter presents an integral equation method for recovering the
exterior/interior Riemann map for a Jordan domain in C. The method is second-kind and amenable to
acceleration using readily available solvers, being based only on the double-layer kernel and the Cauchy
kernel. It also matches the high-order convergence behavior of prior integral equation methods.
Understanding QBX Truncation Error. The results in this chapter also sharpen the understanding
of the accuracy of QBX. By characterizing the densities that give rise to polynomials under the double-layer
operator in two dimensions, this chapter identifies a ‘QBX-exact’ basis of functions for the interior of a given
geometry.
Chapter 7. The subject of Chapter 7 is a domain-specific program representation and code generation
infrastructure for programs in the time integration domain.
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Separation of Concerns in Time Integration. The system described in this chapter, Dagrt,
achieves separation of concerns between description and implementation for programs in the time integration
domain. In doing so, it presents a new domain-specific language based approach for expressing time
integration algorithms, an area where general software abstractions have not seem much adoption. The
language offers a minimal ‘virtual machine’ which represents the mathematics of a time integration algorithm
while permitting for fully customized generation of high-performance code.
Library of Time Integration ‘Method Generators.’ The chapter also presents Leap, a pre-written
library of customizable ‘method generators.’ A notable component of this system is support for generation of
complex multirate Adams-Bashforth methods, which can lead to cost savings in physical simulations with
varying timescales. The usage of Leap is illustrated through a number of examples.
8.2 CONCLUDING REMARKS AND FUTURE WORK
Throughout this thesis, open questions and subjects for future work are presented at the conclusion of each
chapter. What follows is a highlight of a number of open questions that arise from work in this thesis
concerning the fast evaluation of layer potentials with GIGAQBX. These questions fall broadly across two
areas: performance and accuracy.
On the subject of performance, although the optimizations mentioned in this thesis improve the running
time of the GIGAQBX FMM in three dimensions noticeably, plenty of other directions for a faster algorithm
are open. Among these are taking advantage of better translation operators for the FMM, through an
optimized software implementation or and/or the synthesis of lower-complexity operators. Additionally, a
major source of overhead is quadrature oversampling, in which the quadrature order has to be increased
significantly to accurately integrate the kernel function. More efficient quadrature rules, perhaps used in the
manner of a near-field correction similar to local QBX, may help in reducing the number of quadrature
points needed. Finally, the parallel scalability of this algorithm and its efficient distributed implementation
has not been explored in this thesis, though it is an exciting and highly practical question.
The subject of the accuracy of the scheme also contains many interesting questions to be resolved. For
instance, positively resolving the question of collective compactness of the QBX scheme (for the
approximation of compact operators such as Sµ and Dµ) opens up the rigorous possibility of practical a
posteriori error estimates through Anselone’s theorem [2, Thm. 10.13]. Another open question in the
geometry processing of three-dimensional surfaces is the best way to handle corners, edges, and other kinds
of non-smoothness. Additionally, mesh elements with high aspect ratio will also require careful work to
handle efficiently and accurately. With regards to the accuracy of the acceleration itself, there are
opportunities for sharpening the FMM accuracy estimates, perhaps also leading to quantitative insights that
explain the accuracy of the original QBX FMM.
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APPENDIX A: TARGET-SPECIFIC EXPANSIONS
In this appendix, we describe how to obtain target-specific expansions, introduced in Chapter 5, for the
kernels of the single-layer potential Sµ, its normal derivative S ′µ, and the double-layer potential Dµ for a

















Consider a source s ∈ R3, center c ∈ R3, and target t ∈ R3 satisfying |t− c| ≤ |s− c|. Let γ be the angle
between s− c and t− c (Figure 5.1).




|x− y| , (A.4)
the p-th order target-specific expansion G(p) takes the form






|s− c|n+1Pn(cos γ). (A.5)
To obtain the target-specific expansion of the normal derivative of the single-layer kernel, we require the
gradient with respect to the target t. For the double-layer kernel, the gradient should be taken with respect













































In the Helmholtz case, the kernel is
Gk(t, s) =
eik|t−s|
4π|t− s| . (A.8)
For |x| < |s|, the Helmholtz kernel admits the following decomposition (see for
Portions of this chapter appear in the paper ‘Optimization of fast algorithms for Quadrature by Expansion using target-specific
expansions,’ accepted in JCP [59].
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(2n+ 1)jn(k|t|)hn(k|s|)Pn(cos γ), (A.9)
where the functions jn and hn are spherical Bessel and Hankel functions of the first kind
(see [66, eq. (10.47.3)] and [66, eq. (10.47.5)]). This implies that the p-th order target-specific expansion of
the Helmholtz kernel takes the form






(2n+ 1)jn(k|t− c|)hn(k|s− c|)Pn(cos γ). (A.10)
The gradients with respect to the target t and the source s are
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Recurrences are available for computing the functions Pn, jn, hn, and their derivatives
rapidly [66, Sec. 10.51, 14.10].
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APPENDIX B: SOFTWARE AND REPRODUCIBILITY
Many of the results in this thesis were obtained using Pytential [69], a Python package for the evaluation
of layer potentials in two and three dimensions and the solution of related integral equations.
All code for reproducing the numerical results in this thesis is available on request. In some cases, it is
already publicly available. A Docker image containing software for reproducing the results of Section 3.3.1 is
available at [189], with corresponding source code available at [190]. A Docker image containing software for
reproducing the results of Chapter 5 is available at [191], while the source code is available at [192].
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