Abstract
Introduction
Temporal logics of branching time originate in philosophy and computer science. In philosophy, they formalize reasoning about indeterminate future; see e.g., [23, 24, 6, 25] . In computer science, they are used to reason about state transition systems (computations of reactive systems, agents in an unpredictable environment, etc.); see e.g., [8, 10, 20] . In both disciplines, research has been focused on propositional languages; for first-order branching time logics, even basic technical questions have been left open. This is surprising, because in both application fields the limited expressiveness of propositional languages for various modelling tasks was observed a long time ago: see, e.g., [5, 27] for relevant work in philosophy and [28, 13, 22] for work in computer science. Moreover, even seemingly propositional branching-time logics-like various families of temporal epistemic logics [15] , temporal extensions of description logics [19] , and spatio-temporal logics [31] are as regards their algorithmic behaviour much closer to certain fragments of first-order branching time logics than to propositional branching time logics.
The main aim of this paper is to investigate the computational behavior-at least on the level of decidability-of first-order branching temporal logics (FOBTLs).
The starting point of our investigation lies in recent work [18] on first-order linear temporal logic (FOLTL). There, it was shown that very weak fragments (say, the monadic two-variable fragment) of standard FOLTLs can be highly undecidable. However, restricting applications of temporal operators to formulas with at most one free variable yields a fragment with much better computational behavior. This 'monodic' fragment can be axiomatized in a natural way [30] and becomes decidable if its 'purely first-order part' is restricted to a decidable fragment of first-order logic (say, the two-variable or the guarded fragment).
Turning now to FOBTLs, it is not surprising that they inherit the bad computational properties of FOLTLs.
For example, the guarded two-variable fragment of most FOBTLs is not even recursively enumerable: cf. [18] . Unfortunately-and to our surprise-it turned out that the situation is much worse. As will be shown in Section 4, the one-variable fragment of first-order ÌÄ £ is undecidable.
Even the one-variable fragment of the bundled FOBTL [6] with sole temporal operator 'now or at some future time' is not decidable.
To appreciate these 'negative' results, it may be worth considering the one-variable fragment of first-order ÌÄ £ as the two-dimensional Cartesian product of propositional ÌÄ £ with the propositional modal logic Ë . It is known that two-dimensional products of linear temporal logics (or even of propositional dynamic logic È Ä) with Ë are decidable (often EXPSPACE-complete); see e.g. [11] .
On the other hand, three-dimensional products of modal logics are usually undecidable [21, 17] .
ÌÄ £ ¢ Ë is '¾ ½ ¾ -dimensional', in that it sits between these two cases.
Although it allows a form of 'quantification' in three dimensions-over branches (histories), time, and the Ë domain at each time point-the interaction between the dimensions is considerably weaker than in genuine 3D products. Nonetheless, it turns out to be strong enough to result in undecidability.
A natural way to reduce the interaction between the three dimensions is to restrict applications of first-order quantifiers to state (i.e., path-independent) formulas, and applications of temporal operators and path quantifiers to formulas with at most one free variable. The resulting fragment contains full propositional ÌÄ £ and full first-order logic. In this paper, we show in a similar way to FOLTL that restricting its first-order part to a decidable first-order fragment yields a decidable monodic fragment of first-order ÌÄ £ .
A number of 'positive' results of this sort will be proved in Section 5.
These results are interesting per se, and also because they identify a limit beyond which monodic fragments of temporal logics are no longer decidable. More practically, the positive results serve as a unifying framework for devising expressive and effective time-dependent knowledge representation formalisms, such as temporal description or spatio-temporal logics. For details, see [19, 31] .
Syntax and semantics
There are a number of approaches to constructing temporal logics based on the branching time paradigm; see, e.g., [6, 9, 32, 12] . Many of the resulting languages are fragments of the language we call here ÉÈ Ì Ä £ , quantified ÌÄ £ with past operators. It is obtained in the standard way by extending the language ÉÄ of classical predicate logic (without equality or function symbols) with the binary temporal operators S (Since) and U (Until) and the path universal quantifier .
The intended models for ÉÈ Ì Ä £ are based on -trees.
Recall that a tree is a strict partial order Ï containing a unique -minimal point (the root of ) and such that for all Û ¾ Ï , the set Ú ¾ Ï Ú Û is linearly ordered by . A full branch of is a maximal linearly-ordered subset of Ï . An -tree is a tree whose full branches are all order-isomorphic to AE . 
ÉÈ Ì Ä £
Thus, ¿ can be read as 'some time in the future', ¾ · as 'from now on', as 'at the next moment' or 'tomorrow', and as 'there exists a history in À'.
We will also be considering the following sublanguages As examples, we give three formulas in the various fragments, trying to express that every ordered item is delivered in one day:
Satisfiability
For any of the languages Ä introduced above, denote by Ä (respectively, Ä) the set of all Ä-formulas that are true at all points in all histories under every assignment in every bundled (respectively, full) tree model. Such formulas are said to be valid, and a formula is satisfiable if its negation is not valid. Thus, ÉÈ ÌÄ £ is the set of ÉÈ Ì Ä £ -formulas valid in bundled tree models, while ÉÈ ÌÄ £ is the set of ÉÈ Ì Ä £ -formulas valid in all tree models. The logic ÉÈ ÌÄ £ is the first-order version of the bundled Ockhamist logic of historical necessity (cf., e.g., [12] ).
ÉÈ Ì Ä £ -satisfiability in bundled tree models can be reduced to satisfiability in full tree models. Indeed, given a ÉÈ Ì Ä £ -formula ³, we take a propositional variable Õ not occurring in ³ and denote by ³ the result of replacing each subformula of ³ of the form by ´¿ ¾ Õ µ.
Note that if ³ is in ÉÈ Ì Ä × then so is ³ (however, ³ ¾ É È Ì Ä ÉÈ Ì Ä £ differs from ÉÈ Ì Ä × in that there exist ÉÈ Ì Ä £ -formulas that are satisfiable only in uncountable full tree models. Consider, for instance, the conjunction ³ of the following É Ì Ä £ -sentences: ¾ for the set of finite sequences of 0s and 1s, and ( ) for the ordering of (proper) initial segment on sequences. Let be the tree ¾ . We identify full branches of with elements of the set ¾ of countably infinite sequences of 0s and 1s. Let ¾ ¾. Define an irreflexive 'left-right' linear order on in the standard way, by letting Ø Ù iff one of the following holds:
where Ø ¼ is the concatenation of Ø and´¼µ, etc. Now for each Ø ¾ ¾ let Å Ø be the structure with domain , with interpreted as above, and with Å Ø È´ µ iff Ø, for
Write for the root of . We check that´Å µ ³ for any . For sentence 1 above, let be any branch of . We requiré
We will take 'Ü' to be ¾ . Then for any ¾ with (1) and similarly on the other side with Ý Ø. So take to be any branch containing Ø ¼. By definition of ,
¾ · Ý´È´Ýµ Ý Øµ, and so we havé Å Ø µ ¿ · ¾ · Ý´È´Ýµ Ý Ø µ, which yields (1).
The second half of sentence 3 is handled similarly, using Ø ½. Sentence 4 is trivially true. Proof. Assume that for some -tree Ï , Å ´Å Û Û ¾ Ï µ is a full tree model of ³. We can assume that ³ is true at the root of . By sentence 2, for all Û ¾ Ï we may pick Û ¾ with Å Û È´ Û µ.
We define nodes Û Ø ¾ Ï (for Ø ¾ ¾) by induction on Ø . We let Û be the root of , where is the empty sequence in ¾. Let Ø ¾ ¾ and assume that Û Ø is defined. By sentence 3, there is a full branch of with Û Ø ¾ and On the other hand, if we restrict quantifiers to apply only to state formulas, we get a downward Löwenheim-SkolemTarski theorem: 
Undecidable fragments
The following theorems indicate some limits beyond which one cannot hope to find decidable fragments of firstorder temporal logics.
Given a first-order temporal language Ä and , we denote by Ä the -variable fragment of Ä (i.e., every formula in Ä contains at most distinct individual variables). And by Ä ÑÓ we denote the monadic fragment of Ä (i.e., the set of formulas which contain only unary predicates and propositional variables). Both the two-variable and the monadic fragments of classical (non-temporal) first-order logic are known to be decidable and have the finite model property; see [4] Proof. We only consider É ÌÄ £ ; the other case follows from Lemma 1. The proof involves a rather non-standard reduction of the following tiling problem. An instance is a finite set Ì of square tiles, the edges of each ¾ Ì being colored Ä Ø´ µ Ê Ø´ µ ÍÔ´ µ ÓÛÒ´ µ. . It is well known that this tiling problem is undecidable-see, e.g., [3] .
To code this problem into É ÌÄ £ , we go via a construction originating in algebraic logic, which has already been used to prove undecidability of 3-dimensional modal logics [17] . It was shown in [16] that there is no algorithm to decide whether a finite Tarskian relation algebra is representable. We do not wish to assume any knowledge of algebraic logic here, so we will state some consequences of this result without using terms from that field. Given a tiling instance Ì , we can effectively construct a certain finite signature Ä´Ì µ of binary relation symbols, and a set Ä´Ì µ ¿ satisfying´Ô Õ Öµ ¾ µ´Õ Ö Ô µ ¾ (and with further properties to be explained later). We call the set of consistent triples. Results in [16] imply that if Ì is a yes-instance then there exists a countable Ä´Ì µ-structure It remains to show that´ µ is a tiling of ¢ (with ¼¼ at the origin of course). Take ¾ ; we check that Ê Ǿ µ Ä Ø´ ·½ µ. We will use the points Ü Ü ·½ Ú Ý , and one more point Ø ¾ . Let Ñ be whichever of Ú Ý has greatest height in . Sincé Ü Ñ µ Ô ¼½ Ö for some Ô Ö, there must exist Ø Ñ
We We have shown that Ì is a yes-instance of the cited tiling problem iff ³ Ì has a bundled É Ì Ä £ -model. The undecidability of the tiling problem now yields undecidability of satisfiability of É ÌÄ £ -sentences. REMARK 9. A more general version of this result can be formulated in terms of products of propositional modal logics; see [11] and references therein. Namely, there is no decidable set Ä of formulas such that
The same holds for the propositional bundled case as well.
Decidable fragments
The 'negative' results of Section 4 can be 'explained' by the fact that all the undecidable fragments there are in a sense 'three-dimensional', which is often a cause of bad computational properties. The three-variable fragment of classical first-order logic is undecidable even without equality [21] , and products of three propositional modal logics are usually undecidable [17] . In Theorem 8 we also have quantification in three dimensions: temporal operators, path quantifiers and the domain quantification.
A natural way to reduce the interaction between the dimensions is to restrict first-order quantification to state formulas-that is to work with the language ÉÈ Ì Ä × -and to limit the scope of the path quantifiers (hence also of the temporal operators) to formulas with ½ free variable; cf. [18, 29] . that the monodic fragments of the logics under consideration are still undecidable. The main aim of this section is to prove a satisfiability criterion for the monodic formulas (Theorem 12) and then apply it in order to obtain various decidable fragments of FOBTLs. As in [18] , the idea is to encode models in structures called quasimodels and then express the statement 'there exists a quasimodel satisfying a given monodic sentence' as a monadic second-order sentence.
In what follows we assume that ³ ¾ É È Ì Ä ½ × . Denote by ×Ù Ò´³ µ the closure under negation of the set of state subformulas of formulas in ³ containing Ò free variables; ÓÒ´³µ is the set of constants in ³. ÓÒ ´ Ö Û µ: 
Denote by ¬´ Üµ a monadic second-order formula saying that is a full branch containing Ü. Let ¦ be the set of all realizable state candidates for ³ (¦ can be constructed effectively), and let È × (× ¾ ¦) be a unary predicate variable. It is not hard to check that ³ iff ³ is satisfied in a quasimodel over . It remains to recall that the monadic second-order theory of countably branchingtrees is decidable (this can easily be shown by reduction to the monadic second-order theory of two successor functions, which is decidable [26] ). And according to Theorem 5, any satisfiable ÉÈ Ì Ä ½ × -formula has a model based on a countably branching tree.
As a consequence we obtain A similar construction yields the following theorem answering a question that has puzzled many temporal logicians since [14] . A proof can be found in [2] . 
Conclusion
This paper may be regarded as a beginning of systematic research into the computational behavior of first-order branching time logics. We have obtained decidability results of two kinds. The most striking bad news is that the one-variable fragments of logics containing É ÌÄ £ and É ÌÄ £ are undecidable, which contrasts with the situation in many other modal and temporal first-order logics (cf. [18, 29] ). The good news is that there are still ways of obtaining decidable fragments with non-trivial interaction between first-order quantifiers, path quantifiers and temporal operators. In this paper, we considered the case when the first-order quantifiers are applied only to state formulas, while the path-quantifiers and temporal operators are applicable to formulas with ½ free variable.
Another way to obtain decidable fragments is to restrict further the formulas that can have free variables. For example, using quasimodels and a mosaic technique one can prove a result similar to Theorem 12 for bundled models and the fragment of É Ì Ä £ in which may be applied to formulas with at most one free variable, U, and are applicable only to sentences, and with no restrictions on firstorder quantification (for a precise formulation see [19] ).
Two other promising ways are to allow arbitrary firstorder quantification, but to restrict applications of path quantifiers to closed formulas and those of linear temporal operators to formulas with ½ free variable, and vice versa. However, they remain open for investigation.
