Abstract. The quality of Radial Basis Functions (RBF) and other nonlinear learning networks such as Multi Layer Perceptrons (MLP) depend significantly on issues in architecture, learning algorithms, initialisation heuristics and regularization techniques. Little attention has been given to the effect of mixture transfer functions in RBF networks on model quality and efficiency of parameter optimisation. We propose Universal Basis Functions (UBF) with flexible activation functions which are parameterised to change their shape smoothly from one functional form to another. This way they can cover bounded and unbounded subspaces depending on data distribution. We define UBF and apply them to a number of classification and function approximation tasks. We find that the UBF approach outperforms traditional RBF with the Hermite data set, a noisy Fourier series and a non φ-separable classification problem, however it does not improve statistically significant on the MackeyGlass chaotic time series. The paper concludes with comments and issues for future research.
Introduction and Objectives
The quality of Radial Basis Functions (RBF) and other nonlinear learning networks such as Multi Layer Perceptrons (MLP) depends significantly on architecture, learning algorithms, initialisation heuristics and regularization techniques. Little attention has been given to the effect of flexible transfer functions in RBF networks on model quality and efficiency of parameter optimisation. Even though Gaussian and sigmoidal transfer functions prevail in literature, there is little a priori reason why models solely based on these transfer function will provide optimal model quality. In this paper we investigate the effects of adaptive transfer functions, which replace the Gaussian transfer functions in RBF.
The rest of the paper is organized as follows: Before we describe the universal basis function (UBF) approach in more detail in chapter three we review previous attempts and the state of the art of universal transfer functions in chapter two. RBF have been described and reviewed extensively in literature [1] [6] [13] . We will not revisit this topic. We will briefly comment on the problem of parameter optimisation in chapter four. We will then investigate the effect of different types of transfer func-tions on selected problems such as the Hermite data set, the chaotic Mackey-Glass time series, a noisy Fourier series and a classification problem in chapter five. In chapter six we discuss our results and outlay future work.
Related Work
A straight forward integration of MLP and RBF was carried out in [3] . In [4] and [5] an extensive overview of transfer functions is given. Little practical expertise has been published. To the best of our knowledge a systematic comparison of transfer functions is yet missing.
Universal Basis Functions: RBF with Mixed Transfer Functions
We propose flexible kernels as in (2) to replace the standard Gaussian kernels (1) in RBF. We call this approach universal basis functions (UBF). These novel kernels can be parameterised to change their shape smoothly from one functional form to another. The Gaussian transfer function is a special case of UBF.
The kernels we propose consist of a mixture of two activation functions. To combine different types of activation functions in one kernel, additive and multiplicative mixtures have been proposed in [3] [5] . We propose a mixture of activation functions by smoothly morphing one activation function into the other as in (2) . We combine Gaussian (4), sigmoid (5) and multiquadratic (6) 
If we do have information about the data distribution we can incorporate this knowledge by giving a bias towards a specific activation function by initialising the slider value ω′ accordingly. However, as frequently is the case knowledge about the data distribution is either difficult to obtain or not available at all. In this case we start with an educated guess. If no further information is available to justify a bias towards a particular activation function we set ω′ = 0.5.
Parameter Optimisation
In UBF we have to optimise the joint set of parameters
with kernel positions t, kernel widths σ and the UBF slider value ω′ which controls the shape of the kernels. We employ a global stochastic optimisation procedure, the derandomised Evolution Strategy with full covariance matrix adaptation (CMA-ES). This procedure is a stochastic optimisation scheme which has been described in detail in [7] and [14] . Figure 1 depicts the mean square error of the classification problem as a function of the UBF slider value ω′ . For a Gaussian RBF kernel network we get a straight line because the kernel shape does not change with a varying ω′ . For a mixture UBF kernel approach we clearly get an optimal kernel shape minimizing the models classification error at 2 . 0 ≈ ′ ω implying a mildly Gaussian bias. 
Results

Discussion and Future Work
In this paper we have proposed Universal Basis Functions (UBF) as an extension to Radial Basis Functions (RBF). We investigated the models generalisation capabilities in terms of means square errors. We compared UBF and RBF. We find that classification of a non trivial dichotomy and function approximation of the Hermite data set and a noisy Fourier series the UBF approach significantly outperforms the RBF approach. We also find that for the Mackey-Glass data series the UBF approach does not significantly outperform the traditional RBF approach. UBF offer the possibility to adapt the transfer function locally to the search space. RBF are a special case of UBF. This is achieved by evolving a transfer function which is best suited for covering the local parameter space. The activation function Φ can thereby take on any form ranging smoothly from a 1
we get the traditional RBF network. If the data distribution is known the optimal activation function might be chosen based on analytical and theoretical consideration. However, in high dimensional space such knowledge about the data distribution might be difficult to obtain or not available at all. In these cases UBF might be a powerful extension of RBF. There are a number of open issues which we will address in future research. Further work is in progress to analyse the theoretical limits of UBF. Furthermore we will investigate how to reduce the complexity of the parameter space. Also currently we work with only one mixture value ω′ for all kernels and all dimensions. We expect a higher impact on model quality if we introduce a full ω′ -matrix allowing for adaptation of the activation function for each kernel.
