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An important feature of neural networks is the ability they have to learn from their environ-
ment, and, through learning to improve performance in some sense. In the following we re-
strict the development to the problem of feature extracting unsupervised neural networks de-
rived on the base of the biologically motivated Hebbian self-organizing principle which is 
conjectured to govern the natural neural assemblies and the classical principal component 
analysis (PCA) method used by statisticians for almost a century for multivariate data analy-
sis and feature extraction. The research work reported in the paper aims to propose a new 
image reconstruction method based on the features extracted from the noise given by the 
principal components of the noise covariance matrix.  The computation of the features of the 
noise  ~  is carried out by a PCA neural network trained by the GHA as well as al-
ternative approaches as for instance Generalized Recursive Least Square (GRLS) algorithm 
and APEX . The training process aims the learning of the p most significant eigen-vectors of 
, that is the eigenvectors corresponding to the largest p eigen-values of  .  
η ( Σ , N 0 )
Σ Σ
Keywords:  feature extraction, PCA, Generalized Hebbian Algorithm, image restoration, 
wavelet transform, multiresolution support set. 
 
General view on image restoration 
tasks 
The effectiveness of restoration techniques 
mainly depends on the accuracy of the image 
modeling. Many image-degradation models 
have been developed based on different as-
sumptions. One of the most popular degrada-
tion models is the linear continuous image-
degradation where it is assumed that the im-
age blur can be modeled as a superposition 
with an impulse response H that may be 
space variant and its output is subject to an 
additive noise. 
The restoration can be viewed as a process 
that attempts to reconstruct or recover an im-
age that has been degraded by using some a 
priori knowledge about the degradation phe-
nomenon. Thus restoration techniques are 
oriented toward modeling the degradation 
and applying the inverse process in order to 
recover the original image. This approach 
usually involves formulating a criterion of 
goodness that will yield some optimal esti-
mate of the desired result.   
The inverse-filter method works only for ex-
tremely high signal-to-noise-ratio images. 
The Wiener filter is usually implemented 
only after the WSS assumption has been 
made for images.  Furthermore, knowledge 
of the power spectrum or correlation matrix 
of the clean image is required. Usually, addi-
tional assumptions regarding boundary con-
ditions are made so that fast orthogonal trans-
forms can be used. Approaches based on 
noncausal models such as the noncausal 
autoregressive of Gaussian-Markov random-
field models (Chellappa and Kashyap, 1982, 
Jinchi and Chellappa, 1985) also make as-
sumptions such as WSS and periodic bound-
ary conditions. 
Generally speaking, the multiresolution algo-
rithms perform the restoration tasks by com-
bining, at each resolution level, according to 
a certain rule, the pixels of a binary support 
image. The values of the support image pix-
els are either 1 or 0 depending on their sig-
nificance degree. At each resolution level, 
the contiguous areas of the support image 
corresponding to 1-value pixels are taken as 
possible objects of the image. The mul-
tiresolution support set is a data structure 
suitable for developing noise removal al-
gorithms. The multiresolution algorithms 
perform the restoration tasks by combining, 
at each resolution level, according to a cer-
tain rule, the pixels of a binary support im-
age. The values of the support image pixels 
are either 1 or 0 depending on their signifi-
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cance degree. At each resolution level, the 
contiguous areas of the support image corre-
sponding to 1-value pixels are taken as pos-
sible objects of the image. The multiresolu-
tion support is the set of all support images. 
The multiresolution support can be com-
puted using the statistically significant 
wavelet coefficients.  
An important feature of neural networks is 
the ability they have to learn from their envi-
ronment, and, through learning to improve 
performance in some sense. In the following 
we restrict the development to the problem of 
feature extracting unsupervised neural net-
works derived on the base of the biologically 
motivated Hebbian self-organizing principle 
which is conjectured to govern the natural 
neural assemblies and the classical principal 
component analysis (PCA) method used by 
statisticians for almost a century for multi-
variate data analysis and feature extraction. 
The purpose of an algorithm for self-
organizing learning is to discover significant 
patterns or features in the input data without 
the help provided by an external teacher. The 
ability to adapt to the environment without 
the provision of an external teacher is en-
countered in nature in most intelligent organ-
isms. In this paradigm, the lack of teaching 
signals is compensated for by an inner pur-
pose, i.e., some built-in criterion or objective 
function that the system seeks to optimize. 
Typically, the purpose is twofold, the extrac-
tion of significant features of the input data, 
and to cluster data in neighborhoods based on 
a certain similarity criterion aiming the de-
velopment of an image restoration technique.  
In the following we restrict the development 
to the problem of feature extracting unsuper-
vised neural networks derived on the base of 
the biologically motivated Hebbian self-
organizing principle which is conjectured to 
govern the natural neural assemblies and the 
classical principal component analysis (PCA) 
method have been used for long in multivari-
ate data analysis and feature extraction.  
Both ends of the connection have appealing 
properties resulting from residing from the 
simplicity and locality of the Hebbian type 
learning and the optimality of the PCA 
method in dimensionality reduction. Classi-
cal PCA is based on the second-order statis-
tics of the data and, in particular, on the ei-
gen-structure of the data covariance matrix 
and accordingly, the PCA neural models in-
corporate only cells with linear activation 
functions. More recently, several generaliza-
tions of the classical PCA models to non-
Gaussian models, the Independent Compo-
nent Analysis (ICA) and the Blind Source 
Separation techniques (BSS) have become a 
very attractive and promising framework in 
developing more efficient image restoration 
algorithms. 
 
2. PCA algorithms based on the hebbian 
learning 
The input signal is modeled as a wide-sense- 
stationary  n-dimensional process   
of mean 
() () 0 ≥ t , t X
( ) ( ) 0 = t X E  and covariance matrix 
( ) ( ) ( ) S t X t X E
T = . Let  n ,...,Φ Φ1  be the eigen-
vectors of S taken according to the decreas-
ing order of their corresponding eigen-values 
n λ ≥ ≥ λ ≥ λ L 2 1 . The architecture of a PCA 
neural network consists of the n-neuron input 
layer and the m-neuron computation layer. A 
PCA algorithm assures that the most signifi-
cant features  m ,...,Φ Φ1  become asymptoti-
cally as the local memories corresponding as 
synaptic vectors   of the neurons in 
the computation layer. 
m W ,..., W1
Let us denote by  ( )( ) ( () t W ,..., t W t W m 1 ) =  the 
synaptic memory at the moment t, and let 
( ) ( ) ( ) ( )
T
m t Y ,..., t Y t Y 1 =  be the output of the com-
putation layer where 
( ) ( ) ( ) m j , t X t W t Y
T
j j ≤ ≤ = 1 .  
The Hebbian learning rule for learning the 
first principal component is,  
 
( ) ( ) ( ) ( ) ( ) k Y k X k k W k W 1 1 1 1 η + = +                   (2.1) 
where the sequence of learning rates  ( ) () k η  
are taken such that the conditions of the 
Kushner theorem hold (Kushner and Clark, 
1978).  
The Equation (2.1) is not interesting because 
the resulting algorithm is unstable that is 




1  but asymptotically   is di-
rected toward 
() k W1
( ) 1 Φ L  the linear subspace gen-Informatica Economică, nr. 1 (41)/2007 
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erated by  , hence the instability is the only 
obstacle inhibiting Equation (2.1) from being 
a real principal component analyzer.  
1 Φ
Oja and Karhunen (Karhunen and Oja, 1982, 
Oja, 1991 and Oja, 1992) proposed a first or-
der approximation of the Hebbian learning 
rule,  
() ( ) ( )( ) ( ) ( ) ( ) ( ) k W k Y k Y k X k k W k W 1
2
1 1 1 1 1 − η + = +  
(2.2) 
The Generalized Hebbian Algorithm (GHA) 
(Haykin 1999) is one of the first neural mod-
els for extracting multiple PCs. The idea of 
GHA is to use the Hotelling deflation tech-
nique and  the Oja’s algorithm for learning as 
many principal components as are required. 
The GHA learning scheme is given by,  
() ( ) ( )( ) ( ) ( ) ( ) ( ) k W k Y k Y k X k k W k W 1
2
1 1 1 1 1 − η + = +  
(2.3) 






k k W k W j j j j j j
2 1 − η + = + , 
(2.4) 
for  , where  m j ≤ ≤ 2 () () ( ), k X k W k Y
T
j j =  













i i k W k Y ,  () () () k X
~




j j = . 
The Adaptive Principal Component Extrac-
tion (APEX) rule was proposed by Kung and 
Diamantaras (Diamantaras and Kung, 1996 
and Kung and Diamantaras, 1991). The 
model allows the extraction of multiple PCs 
using lateral connections between the output 
neurons instead of using an explicit, off-line 
deflation transformation. 
The lateral connection from the pth neuron to 
the  jth neuron is weighted by  ( ) t apj , 
,  .  m j ≤ ≤ 2 1 1 − ≤ ≤ j p
The learning equations changes the lateral 
connection weights and the synaptic memo-
ries according to, 
() ( ) ( )( ) ( ) ( ) ( ) ( ) k W k Y k Y k X
~
k k W k W j j j j j j
2 1 − η + = +  
(2.5) 










j j k Y k a k X k W k Y  (2.6) 
Assuming that at the moment  ,  0 t ( ) i i t W Φ ≈ 0 , 
for all  , the ODE assigned to the 
APEX algorithm for encoding the jth eigen 
vector as the synaptic memory, according to 
Kushner theorem is, 
1 1 − ≤ ≤ j i
( )






lj l l j






m j ≤ ≤ 1  
( )
() () ( ) () () t a t t a t W
dt
t da
lj j lj i
T
j i
ij σ − − Φ λ = , (2.8) 
m j ≤ ≤ 2 ,  1 1 − ≤ ≤ j i , where 








l lj j j t a t W t q () () ( ) t Sq t q t j
T
j j = σ . 
 
3. The noisy features based PCA algorithm 
For image restoration purposes 
The research work reported in this paper 
aims to propose a new image reconstruction 
method based on the features extracted from 
the noise given by the principal components 
of the noise covariance matrix.  The compu-
tation of the features of the noise η~ ( ) Σ , N 0  
is carried out by a PCA neural network 
trained by the GHA as well as alternative ap-
proaches as for instance Generalized Recur-
sive Least Square (GRLS) algorithm and 
APEX (Haykin, 1999; Kung, Diamantaras, 
1990; Diamantaras, Kung, 1996). The train-
ing process aims the learning of the p most 
significant eigen-vectors of  , that is the ei-




We consider the additive normal distributed 
degradation model. Let 
0 I  be a RxC  matrix, 
where  representing the initial image of L 
gray levels and let I  be the distorted variant 
resulted from 
0 I  by additively superimpos-
ing random noise distributed  () Σ , N 0 . Both 
images are split into blocks of size n, where n 
is a natural number dividing C, C= . For  1 nC
R ,..., i 1 = ∀ ,  1 1 C ,..., j = , we denote by   
the sequence of n pixels of the i-th row start-
ing with the 
j , i I
( ) 1 − j n +1-th pixel and ending 
with the nj-th of the image I. Similarly, the 
block denoted by  is the sequence of n 
pixels of the i-th row from the 
0
j , i I
( 1) − j n +1-th 
pixel to the nj-th corresponding to the image 
0 I . Therefore, 
R ,..., i 1 = ∀ ,  1 1 C ,..., j = ,  ,   η + =
0
, , j i j i I I
where  η is a n-dimensional random vector 
distributed  ( ) Σ , N 0 . Informatica Economică, nr. 1 (41)/2007 
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The algorithm for removing the noise com-
ponent proceeds in two stages as depicted in 
Figure 1:  
•  in the first stage the noise features Φ are 
computed. The columns of   are the eigen 
vectors of Σ , taken according to the decreas-
ing order of their corresponding eigen- val-
ues; 
Φ
•  in the second stage, using Φ, we apply a 
noise removal method M for cleaning each 




T Φ  




( ) " I T I ~




The restoration process of the image I using 
the learned features is performed as follows: 
 Step 1. Compute the image I’ by decorrelat-
ing the noise component, 
R ,..., i 1 = ∀ ,  , 
,  where 
1 1 C ,..., j =




j , i η + Φ = Φ =
0
η Φ = η
T ' ~ ,  () ' , N Σ 0 Λ = ΣΦ Φ = Σ
T ' , 
.  {} n ,..., , diag λ λ λ = Λ 2 1
Step 2. The noise component   is removed 
for each pixel P of the image I’ using the 
multirezolution support of I’ by the labeling 
method of each wavelet coefficient of P, re-






j , i j , i I ' I MST " I Φ ≅ = ,   , 
, 
R ,..., i 1 = ∀
1 1 C ,..., j =
where  ( ) j , i ' I MST  is produced by applying 
the above mentioned method to   .         j , i ' I
Step 3. An approximation 
0 I I ~ ≅  of the ini-
tial image 
0 I  is produced by applying the in-
verse transform of   to I” ,  T T
Φ
0 0
j , i j , i
T
j , i j , i I I " I I ~ = ΦΦ ≅ Φ = ,   ,  R ,..., i 1 = ∀
1 1 C ,..., j =  
Note that the decorrelation of the noise com-
ponent is performed by the computation car-
ried out at Step 1 because the resulted image 
is   
( ) ( ) ( ) k ' k I k ' I j , i
T
j , i η + Φ =
0 ,
  ( ) nj ,..., j n k 1 − = ,  ,  1 1 C ,..., j =
where for each  ( ) nj ,..., j n k 1 − = ,  ,  1 1 C ,..., j =
( ) k ' η ~ ( ) k , k k , i k , i , , N λ = σ σ
2 2 0 . 
 
  The original “clean” image    A sample of noisy variant 
 The restored image  
Fig. 2. Informatica Economică, nr. 1 (41)/2007 
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4. Experimental results  
Our tests were performed on monochrome 
images distorted by   - distributed 
noise. The learning process encoded the prin-
cipal components in about 2000 steps, the 
quality of the restored image being “enough 
good” for the approximations resulted so far. 
In the sequel, we present some samples 
represented in figures 2 and 3, where  (
2 ,σ m N ) 50 = m  
and  .  100
2 = σ
 
  The original “clean” image    A sample of noisy variant 
The restored image   
Fig. 3. 
 
5. Conclusions and suggestions for further 
work 
The good results obtained in using the above 
presented algorithm encourage the research 
in improving it in several ways. On one hand, 
improvement is expected by including some 
sort of heuristic information about the class 
of processed images, when it is available and 
also by using higher order statistics on the 
wavelet coefficients. On the other hand, ex-
tensions of it in a ICA and BSS frameworks 
are expected to supply better results concern-
ing the quality of the restored images. 
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