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Résumé
Cette thèse étudie l’intérêt des architectures
SDR (Software-Deﬁned Radio) à échantillonnage direct pour
des récepteurs Galileo dans le contexte particulier de l’Aviation
Civile, caractérisé notamment par une exigence de robustesse à
des interférences bien spéciﬁées, principalement les interférences
causées par les signaux DME (Distance Measuring Equipment)
ou CW (Carrier Wave).
Le concept de Software Deﬁned Radio traduit la migration tou-
jours plus grande, au sein des récepteurs, des procédés de démodu-
lation d’une technologie analogique à du traitement numérique,
donc de façon logicielle. La quasi généralisation de ce choix de
conception dans les architectures nouvelles nous a conduit à le
considérer comme acquis dans notre travail.
La méthode d’échantillonnage direct, ou Direct Sampling, quant
à elle consiste à numériser les signaux le plus près possible de l’an-
tenne, typiquement derrière le LNA (Low-Noise Ampliﬁer) et les
ﬁltres RF (Radio Frequency) associés. Cette technique s’aﬀran-
chit donc de toute conversion en fréquence intermédiaire, utilisant
autant que possible le principe de l’échantillonnage passe-bande
aﬁn de minimiser la fréquence d’échantillonnage et en conséquence
les coûts calculatoires ultérieurs.
De plus cette thèse s’est proposée de pousser jusqu’au bout la
simpliﬁcation analogique en renonçant également à l’utilisation
de l’AGC (Automatic Gain Control) analogique qui équipe les ré-
cepteurs de conception traditionnelle. Seuls des ampliﬁcateurs à
gain ﬁxe précéderont l’ADC (Analog to Digital Converter).
Ce mémoire rend compte des travaux menés pour déterminer si ces
choix peuvent s’appliquer aux récepteurs Galileo multifréquences
(signaux E5a et E1) destinés à l’Aviation Civile. La structure du
document reﬂète la démarche qui a été la notre durant cette thèse
et qui a consisté à partir de l’antenne pour, d’étape en étape,
aboutir au signal numérique traité par la partie SDR.
Après une introduction détaillant le problème posé et le contexte
dans lequel il s’inscrit, le deuxième chapitre étudie les exigences de
robustesse aux interférences auquel doit se soumettre un récepteur
de navigation par satellites destiné à l’Aviation Civile. Il s’agit de
la base qui conditionne toute la démarche à suivre.
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Le troisième chapitre est consacré au calcul des fréquences
d’échantillonnage. Deux architectures d’échantillonnage sont pro-
posées. La première met en œuvre un échantillonnage cohérent
des deux bandes E5a et E1 tandis que la seconde implémente un
échantillonnage séparé. Dans les deux cas, la nécessité de ﬁltres
RF supplémentaires précédant l’échantillonnage est mise en évi-
dence. L’atténuation minimale que doivent apporter ces ﬁltres est
spéciﬁée.
Ces spéciﬁcations sont suﬃsamment dures pour qu’il ait été jugé
indispensable d’eﬀectuer une étude de faisabilité. C’est l’objet du
chapitre quatre où une approche expérimentale à base d’un com-
posant disponible sur étagère a été menée.
La problématique de la gigue de l’horloge d’échantillonnage, in-
contournable ici eu égard à la haute fréquence des signaux à numé-
riser, est étudiée dans le chapitre cinq. Des résultats de simulation
sont présentés et un dimensionnement de la qualité de l’horloge
d’échantillonnage est proposé.
Dans le chapitre six, la quantiﬁcation, second volet de la numéri-
sation, est détaillée. Il s’agit très précisément du calcul du nombre
minimum de bits de quantiﬁcation que doit exhiber l’ADC pour
représenter toute la dynamique, non seulement du signal utile
mais aussi des interférences potentielles.
Au vu des débits de données conséquents mis en évidence dans
les chapitres trois et six, le chapitre sept évalue la possibilité de
réduire la dynamique de codage du signal à l’aide de fonctions de
compression.
Le dernier chapitre est focalisé sur la séparation numérique des
bandes E5a et E1 dans l’architecture à échantillonnage cohérent
introduite au chapitre deux. Ici aussi l’atténuation minimale que
doivent apporter les ﬁltres requis est spéciﬁée.
Et ﬁnalement la conclusion synthétise les résultats obtenus et pro-
pose des idées de travaux complémentaires destinés à enrichir les
contributions de cette thèse.
vAbstract
This thesis studies the relevance of DS (Direct Sampling)
SDR (Software-Deﬁned Radio) architectures applied to Galileo
receivers in the speciﬁc context of Civil Aviation, char-
acterized in particular by strict requirements of robust-
ness to interference, in particular, interference caused by
DME (Distance Measuring Equipment) or CW (Carrier Wave)
signals.
The Software Deﬁned Radio concept renders the major tendency,
inside the receiver, to move the demodulation part from an ana-
log technology to digital signal processing, that is software. The
choice of this kind of design is nearly generalized in new receiver
architectures so it was considered the case in this work.
The Direct Sampling method consists in digitizing the
signal as close as possible to the antenna, typically af-
ter the LNA (Low-Noise Ampliﬁer) and the associated
RF (Radio Frequency) bandpass ﬁlter. So this technique
does not use any conversion to an intermediate frequency,
using as much as possible the bandpass sampling principle in
order to minimize the sampling frequency and consequently the
downstream computational costs.
What is more, this thesis aiming at the greatest simpliﬁcation of
the analog part of the receiver, the decision was made to sup-
press the analog AGC (Automatic Gain Control) which equips
the receivers of classical architecture. Only ﬁxed gained ampli-
ﬁers should precede the ADC (Analog to Digital Converter).
This document exposes the work done to determine if these
choices can apply to a multifrequency (E5a and E1 signals) Galileo
receiver intended for a Civil Aviation use. The structure of the
document reﬂects the approach used during this thesis. It pro-
gresses step by step from the antenna down to the digital signal,
to be processed then by the SDR part.
After an introduction detailing the problem to study and its con-
text, the second chapter investigates the Civil Aviation require-
ments of robustness to interference a satellite navigation receiver
must comply with. It is the basis which completely conditions the
design process.
vi ABSTRACT
The third chapter is devoted to the determination of the sampling
frequency. Two sampling architectures are proposed: the ﬁrst im-
plements coherent sampling of the two E5a and E1 bands while
the second uses separate sampling. In both cases the necessity to
use extra RF ﬁlters is shown. The minimum attenuation to be
provided by these ﬁlters is also speciﬁed.
These requirements are strong enough to justify a feasibility inves-
tigation. It is the subject of chapter four where an experimental
study, based on a SAW (Surface Acoustic Wave) ﬁlter chip avail-
able on the shelf, is related.
The issue of the sampling clock jitter, of concern with the Direct
Sampling technique because of the high frequency of the signal
to digitize, is investigated in chapter ﬁve. Some simulation results
are presented and a dimensioning of the quality of the sampling
clock is proposed.
In chapter six, quantization, a byproduct of digitization, is de-
tailed. Precisely it is the calculation of the number of bits the
ADC must have to digitally represent the whole dynamic of, not
only the useful signal, but also of the potential interference.
Considering the high binary throughput highlighted in chapters
three and six, chapter seven evaluates the possibility to reduce the
coding dynamic of the digital signal at the output of the ADC by
means of compression functions.
The last chapter is focused on the digital separation of the two
E5a and E1 bands in the coherent sampling architecture presented
in chapter two. Here also speciﬁcations of minimum attenuation
are given.
Lastly the conclusions synthesize the contributions of this thesis
and proposes ideas for future work to enrich them and more gen-
erally the subject of DS-SDR Galileo receivers for Civil Aviation.
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Introduction 1
1.1 Background & Motivation
1.1.1 The Software Deﬁned Radio Concept
Software is being increasingly used in new radio equipment designs,
and in GNSS (Global Navigation Satellite System) receiver in particular,
replacing the hardwired discrete components by programmable proces-
sors (FPGA (Field-Programmable Gate Array), DSP (Digital Signal Pro-
cessor) or even general purpose processors like Intel®Pentium®). These
chipsets perform all digital processing tasks such as correlation, acqui-
sition and tracking. This is the SDR (Software-Deﬁned Radio) concept
which “globally lead to migrate from the fully transistor to the fully soft-
ware” [1]. The current boundary between hardware and software in a
modern GNSS receiver is typically schematized in ﬁgure 1.1 for an archi-
tecture with IF (Intermediate Frequency) conversion and in ﬁgure 1.2 for
a typical architecture with DC (Direct frequency Conversion). An assess-
ment of the performance of the DC architecture for a L1 and E5 receiver
is done in [2], showing that it is a cost competitive alternative to the
architecture with IF conversion, if the oscillator phase noise is contained.
The advantages of software over hardware are numerous and have
been detailed in [3] and [4] for instance. Among all the advantages two
stand out: a SDR GNSS receiver is reprogrammable, that is reconﬁg-
urable, and it makes use of less discrete components. The ability to re-
program the ﬁrmware of the receiver can allow general purpose upgrades
such as safety corrections, but also opens the way to speciﬁc navigation
improvements such as the capacity to cope with evolutions in the re-
quirements, to take beneﬁt of the provision of new services or even to
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Figure 1.1: Boundary between hardware and software in a modern GNSS
IF receiver.
Figure 1.2: Boundary between hardware and software in a modern GNSS
DC receiver.
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take into account new navigation signals. A dual-frequency E1 and E5a
Galileo software receiver could for example achieve beneﬁt in the future
of global or regional supplementary navigation signals, as the ones pro-
vided by the United States GPS (Global Positioning System) of course,
but also the Russian GLONASS (Global Navigation Satellite System),
the Chinese BeiDou, the Japanese QZSS (Quasi-Zenith Satellite System)
or the Indian IRNSS (Indian Regional Navigational Satellite System).
The elimination of sometimes expensive and bulky discrete components
by a higher degree of digital integration is an advantage mainly for man-
ufacturers. It provides not only an individual competitive edge but also
oﬀers the opportunity of product lines based on the same hardware plat-
form, lowering the global development and production costs.
The ﬁrst extensive work on the application of the SDR concept to
GNSS receivers is [5]. This PhD thesis completely describes the imple-
mentation of a software GNSS receiver from the RF (Radio Frequency)
front-end to the computation of the position solution. Matlabr codes
corresponding to the diﬀerent signal processing steps can be found in [6]
or in [7]. In fact, the SDR concept has so spread through the GNSS
community that implementations of SDR GNSS receivers are now freely
available, as for example [8], a GNSS SDR Toolbox for Matlabr, or [9],
an open-source GNSS software receiver freely available to the research
community.
1.1.2 RF Direct Sampling
Each increase in computing capacity or advance in ADC (Analog to
Digital Converter) technology brings the ADC closer to the antenna.
Next to disappear should be IF or DC conversion stages as sampling
frequencies high enough to allow RF-DS (Direct Sampling) are already
available on the market. No more local oscillator nor mixer would be
necessary, the signal being sampled at its original spectrum location. A
schematic view of this evolution is proposed in ﬁgure 1.3.
A reference study on the main technique of this innovative design, RF-
DS, is [10]. It presents the more general principle of Bandpass Sampling
and details uniform sampling as well as quadrature sampling of a single
band. One interesting conclusion is that in the general case, when the
band to sample is not located at an integral number of bandwidths from
the origin, quadrature sampling should not be applied although it leads
to the optimum sampling frequency. The uniform bandpass sampling
technique has been applied in the context of GNSS receivers in [11]. It
presents a design study of a RF-DS GPS L1 receiver. The work has then
be extended to multi-frequency receivers, as in [12] which describes a
Introduction
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Figure 1.3: A SDR GNSS receiver architecture using Direct Sampling.
prototype processing the GPS L1 and GLONASS L1 bands, in [13], where
a RF-DS front-end dedicated to the GPS L1 and L3 bands is shown, or as
in [14], which presents the direct digitization of the GPS L1 and L2 bands.
More recently a real-time solution up to the output of the decimation
stage for a GPS L1 receiver is detailed in [15]. [16] supplements [12],
[13], [14] and [15] by an investigation of quadrature sampling applied to
single and multiple satellite navigation signals. It shows not only that
the minimum required global sampling frequency is less for quadrature
sampling than for uniform sampling, but also that the range of available
sampling frequencies is greater when using the quadrature technique. In
any case, the scientiﬁc publications on the subject of RF-DS receivers
clearly identify this topic of multi-frequency direct sampling as a major
research ﬁeld, with a focus on the minimization of the sampling frequency
as it directly conditions the downstream processing workload.
Coming along with the removal of any form of analog frequency down-
conversion, the min to max amplitude of the RF signal at the input of
the ADC is proportionally much higher than in the classical architecture.
The sampling jitter is then of concern in Direct Sampling receivers as a
literature survey has shown it. Among the works dealing with the eﬀect
of the sampling jitter on the navigation signals, [17] presents the eﬀect
of the jitter on the in-phase and quadrature accumulation of correlations
in L1 GPS receivers using either RF Direct Sampling or IF conversion.
[18] assesses jitter inﬂuence on BPSK (Binary Phase Shift Keying) nav-
igation signals in mutli-frequency receivers and establishes a basic jitter
budget. [19] expands [18] to QPSK (Quadrature Phase Shift Keying) and
BOC (Binary Oﬀset Carrier)(n,n) signals, showing that the noise due to
jitter is the same for QPSK as for BPSK. A last example is [20], which
provides jitter eﬀect measurements on the value of the correlation peak
1.1 Background & Motivation
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Figure 1.4: RF DS SDR GNSS receiver.
and on the C/N0 measurement and position accuracy in a RF-DS-SDR
real-time GPS L1 receiver. The modelisation of the sampling jitter, its
eﬀect on the sampled signals and more generally its impact on the navi-
gation function appear to be also an important research topic.
1.1.3 Removal of the Analog AGC
Finally the analog AGC (Automatic Gain Control) will give way to a
digital one i.e. a large multi-bit ADC in light of the upcoming availability
of a suﬃcient number of quantiﬁcation bits required to linearly quantize
the full range of input signal. The need of a variable gain ampliﬁer asso-
ciated to a control loop will be removed. The RF-DS-SDR GNSS receiver
seems to be in view: an antenna, an ADC and a processor, as represented
in ﬁgure 1.4.
1.1.4 Applicability to Civil Aviation Receivers
Little work has been done to determine if this RF-DS-SDR archi-
tecture could apply to GNSS receivers intended for Civil Aviation. In
principle the attractive advantages listed could beneﬁt to this kind of re-
ceivers application. However, in a ﬁeld where safety is a priority, prior to
use of this new concept, it must be shown that it is compatible with the
requirements found in Civil Aviation standardization documents such as,
for instance, the Galileo [21] and GPS [22], [23] or [24] MOPS (Minimum
Operational Performance Speciﬁcation) documents.
Independently of the navigation function, as its name suggests, a Soft-
ware Deﬁned Radio GNSS receiver makes extensive use of software pro-
cessing. It must then be certiﬁed according to the Software Considera-
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tions in Airborne Systems and Equipment Certiﬁcation document [25],
DO-178 for short. This requires much eﬀort from the manufacturer and
it is then an important task to consider in a more general approach of
the design of a SDR GNSS receiver for Civil Aviation. Nevertheless, this
certiﬁcation is out of the scope of this thesis and so it will not be consid-
ered anymore in this document from now on. However, this point should
not be forgotten in a larger context.
1.2 Objectives
It is the objective of this thesis to assess the feasibility of a DS-DF
(Dual-Frequency)-SDR Galileo receiver for Civil Aviation and, if possible,
to convert the requirements found in the dedicated standards such as [21]
into design guidelines.
The reason it was decided to focus on the Galileo constellation is
mainly due to the current lack of GPS L5 standard for Civil Aviation
receivers while there currently exists an interim version of a MOPS doc-
ument for a Galileo E1/E5 receiver [21]. It is however anticipated that the
analysis presented here will be applicable to future GPS/Galileo E1/L1
and E5a/L5 receivers due to the similarity of these constellations and
signals and the commonality of their interference environment.
The targeted context of this thesis being post-2020, where the
dual-frequency/multi-constellation GNSS SBAS (Satellite-Based Aug-
mentation System), the multi-frequency/multi-constellation GNSS
ARAIM (Advanced Receiver Autonomous Integrity Monitoring System)
and potentially the multi-frequency/multi-constellation GNSS GBAS
(Ground-Based Augmentation System) will be implemented, the receiver
architecture to be designed was naturally dual-frequency and possibly
multi-constellation.
To complete this objective, a RF design was conducted from the an-
tenna to the processor with the ideal schematic identiﬁed in ﬁgure 1.4
on one hand and with the requirements on the other. However, if a real
receiver must verify all requirements, this work only addresses the re-
quirements that could be aﬀected by the diﬀerences between classical
architectures and the RF-DS-DF-SDR design. Indeed, as classical ar-
chitectures ﬁnd the ways to be compliant with all requirements, a RF-
DS-DF-SDR receiver could use the same solutions, except where it is
speciﬁcally diﬀerent.
1.3 Thesis Contribution 7
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1.3 Thesis Contribution
The major contributions of this work relate to each major step of the
RF-DS-DF-SDR GNSS receiver design. They are summarized below but
will be developed all along this document:
• Proposition of two architectures, reﬁned from ﬁgure 1.4 to cope
with Civil Aviation requirements. The ﬁrst one allows coherent
sampling of both E1 and E5a bands. It requires extra RF ﬁlters
which are speciﬁed. The possible sampling frequencies are also cal-
culated, with a minimum of Fs = 88.08MS/s for extra RF ﬁlters
meeting their speciﬁcations. The second architecture provides Sep-
arate Sampling of the E1 and E5a bands. Extra RF ﬁlters are also
needed and they are speciﬁed. The possible sampling frequencies
are calculated again, with a minimum of Fs = 40.22MS/s for the
E5a band, and Fs = 40.14MS/s for the E1 band, for extra RF
ﬁlters meeting their speciﬁcations,
• Implementation and test of the E1 RF ﬁlter required by both archi-
tectures to meet the speciﬁcations about interference robustness. It
is shown that the required extra RF ﬁlter is feasible: the minimum
required attenuation could be veriﬁed nearly everywhere in fre-
quency, even if the behavior in temperature should receive special
attention. The group delay variations seem contained in acceptable
limits also,
• Analysis of the impact of the sampling jitter on the PLL (Phase-
Locked Loop). A model of the sampling clock jitter is built, as a
function of the constant c, the parameter which characterizes the
quality of the sampling clock. Using the model, simulations are
conducted. In light of the simulation results, a limit is set to the
value of c to maintain the eﬀect of the sampling clock jitter to an
acceptable level. This acceptable level is deﬁned to be 10 dB down
from the thermal noise power, for C/N0 ref = 43 dBHz. The limit
value of c is found equal to 10−20 s,
• Speciﬁcation of the quantization operation. It is shown that N , the
number of bits required to quantize the whole range of the signal
present at the input of the ADC(s), greatly depends on the per-
formance of the required extra RF ﬁlters, whether it be for the
Separate Sampling architecture or for the Coherent Sampling one.
Considering Separate Sampling, up to N = 20 bits could be re-
quired for the E5a band and up to N = 18 bits for the E1 band,
in the case of poor quality extra ﬁlters. For Coherent Sampling,
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the results are similar, up to N = 20 bits could be necessary if the
extra ﬁlters are far from meeting their speciﬁcations,
• Evaluation of methods to reduce the binary throughput immedi-
ately after the ADC, to lower the workload of signal processing
tasks, preserving the signal ﬁdelity for this civil application. In
particular, two non-linear functions are tested. The results demon-
strate they are not eﬃcient, showing that unless a function with
better performance is found, dynamic compression is not a decisive
technique to decrease the binary throughput after the ADC(s).
The publications made during this PhD and corresponding to some
of these contributions are the following:
• “Digitization Guidelines for a Direct Sampling Dual-Band GNSS
Receiver for Civil Aviation”, in the proceedings of the ENC (Euro-
pean Navigation Conference) 2011 [26].
• “Eﬀect of Sampling Jitter on Signal Tracking in a Direct Sampling
Dual Band GNSS Receiver for Civil Aviation”, in the proceedings
of the ENC 2012 [27].
• “Matched Quantization and Band Separation in a Direct Sampling
Dual Band GNSS Receiver for Civil Aviation”, in the proceedings
of the ION (Institute Of Navigation) conference GNSS+ 2013 [28].
1.4 Thesis Organization
The dissertation architecture is as follows.
Chapter 2 presents the design constraints speciﬁc to Civil Aviation
GNSS receivers, focusing on requirements regarding robustness against
interference. Interference masks at the antenna port speciﬁed in the in-
terim Galileo MOPS document are displayed. They deﬁne the maximal
power of the interfering signals below which all the minimum performance
requirements must be met.
In chapter 3, two Direct Sampling architectures are elaborated from
these masks, identifying the essential minimal RF hardware elements.
The minimum values of sampling frequencies are also calculated. The
two architectures use extra RF ﬁlters compared to the simpliﬁed design
of ﬁgure 1.4. They are mandatory to meet the interference threat speciﬁc
to the Civil Aviation environment.
Then chapter 4 investigates the feasibility of these supplementary ﬁl-
ters through prototyping on the E1 band. This work was needed because
1.5 References 9
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of the high performance required from this ﬁlters. The possible variation
of the transfer function across a range of temperature corresponding to
Civil Aviation speciﬁcations was tested.
The phenomenon of sampling jitter is presented in chapter 5. Indeed,
as the navigation signal carrier frequencies are high at the input of the
ADC due to the lack of IF or DC conversion stages, the inﬂuence of
sampling jitter on signal tracking can not be neglected as in classical
architecture so it is assessed in this chapter through simulations.
Then the calculation of the number of quantization bits required to
linearly quantize the input signal over the range deﬁned in chapter 2
is made in chapter 6, taking into account the dynamic of interference
signals.
In connection with the results produced in chapter 6, methods to
minimize the bit rate immediately after the ADC are then evaluated in
chapter 7. In particular the use of non-linear functions to compress the
dynamic at the output of the quantizer are investigated.
Chapter 8 is focused on the digital separation of the two useful bands,
E5a and E1, sampled at the same time in the Coherent Sampling archi-
tecture. Each band needs to be isolated by ﬁltering prior to independent
signal demodulation.
The conclusions summarize the two proposed architectures that could
be used to design a RF-DS-DF-SDR GNSS receiver for Civil Aviation
and recalls the main results to be kept in mind to reach the minimum
requirements imposed by safety authorities through MOPS documents.
Finally proposals for future complementary works are made.
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The Specific Design Constraints 2
This chapter investigates the requirements applicable in the design of
a DS-DF-SDR GNSS receiver for Civil Aviation in comparison to classical
architectures.
2.1 The Interim Galileo MOPS Document
To be used aboard a civil aircraft, a GNSS receiver must be certiﬁed,
so that at the minimum it must be compliant with the requirements and
test procedures found in the applicable standards [1], [2] or [3]. Similarly
the associated antenna must verify the minimum speciﬁcations described
in [4] and [5] can it be passive, or [6] can it be active.
However, these documents only deal with the GPS L1 frequency band
(at the exception of [4] which scope is extended to the GLONASS oper-
ating frequencies as an option).
Indeed a designer interested in developing a preliminary dual-
frequency E1/E5a receiver has no other choice for the moment than to
rely on the interim 1 Galileo MOPS [7] document edited by EUROCAE.
This is why [7] is our reference document from now on.
Of course [7] proposes speciﬁcations for a Galileo receiver only. How-
ever, as the E1/E5a and L1/L5 frequency bands are respectively equal
and as the overall navigation function is the same, it can be supposed that
the ﬁnal requirements for each kind of receiver will be similar enough so
1. Since the beginning of this thesis, other versions of this document were issued.
Nevertheless, it was decided to set [7] as the reference and not to follow the newer
versions as otherwise the base of this work would have change continuously. Future
work should recheck the results obtained during this thesis with the up-to-date version
of the MOPS document.
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Figure 2.1: Receiver ports deﬁnition [7].
that the results obtained during this PhD will be reasonably applicable
to a L1/L5 GPS receiver.
At this point it must be noted that the interim Galileo MOPS
document not only expresses requirements about the receiver itself
but also sets the minimum speciﬁcations of the active antenna to be
used with 2. Indeed the antenna/receiver conﬁguration considered in the
interim Galileo MOPS document is represented in ﬁgure 2.1, illustration
which also gives a graphical deﬁnition of the antenna port and of the
receiver input, two boundary points that will be referred to later in this
document.
Taking into account this conﬁguration with an active antenna, the
classical GNSS receiver architectures for Civil Aviation can then be re-
ﬁned from ﬁgures 1.1 and 1.2 into ﬁgures 2.2 and 2.3 3 respectively. In
2. The specifications of the active antenna are no more in the Galileo MOPS
document at the time of this writing. A specific MOPS document is now dedicated
to the active antenna.
3. In the architecture with DC, the leakage of the local oscillator through the
mixers induce a DC (Direct Current) offset in the baseband. In GNSS receivers, to be
able to correctly demodulate the navigation signals, this DC offset must be removed
by a notch filter as explained in [8]. This notch filter creates group delay variations
in the useful signal band. This is a problem for some Civil Aviation applications, for
example GPS/SBAS navigation. The receivers designed to provide this function must
meet the requirements found in the GPS MOPS document [3] which specifies less than
150 ns differential group delay variation in the pre-correlation filters. This is a value
which may be difficult to achieve with a notch filter in the signal path. It means that
no valid implementation of the architecture represented in figure 2.3 may be build for
this kind of Civil Aviation GNSS receiver.
2.2 Comparison with the Classical GNSS Receivers
2.2.1 Absence of Analog Frequency Down-Conversion
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Figure 2.2: Architecture of a Galileo receiver for Civil Aviation, with
Intermediate Frequency.
the same way ﬁgure 1.4 representing the RF-DS-DF-SDR Galileo receiver
architecture turn into the one represented in ﬁgure 2.4.
2.2 Comparison with the Classical GNSS Receivers
The standards are written “for equipment manufacturers to design
receivers compliant with safety performance requirements established by
the civil aviation community” [7]. They are also designed with the ex-
isting technical possibilities in mind: a standard setting a level of safety
unreachable with the current time or near future technology is useless.
That is why it is interesting to compare the classical GNSS receiver
architectures represented in ﬁgure 2.2 or in ﬁgure 2.3, on which the stan-
dard is based, to the Direct Sampling SDR architecture which is envis-
aged, illustrated in ﬁgure 2.4. In the diﬀerences lie the points which must
be focused on in applying the standard to a RF-DS-DF-SDR Galileo re-
ceiver. The common features can be skipped in this study of feasibility,
as explained in section 1.2 of the introduction 1.
2.2.1 Absence of Analog Frequency Down-Conversion
In a classical receiver the analog frequency down conversion stage(s)
is(are) performed to improve the selectivity, that is to reject the undesired
signals picked up by the antenna through selective ﬁltering. Indeed, it is
easier to implement bandpass ﬁlters with a set bandwidth at a lower IF
than directly around the carrier frequency, as the Q factor of the involved
C
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Figure 2.3: Architecture of a Direct Conversion Galileo receiver for Civil
Aviation.
Figure 2.4: RF-DS-DF-SDR Galileo receiver architecture for Civil Avia-
tion.
2.2 Comparison with the Classical GNSS Receivers
2.2.2 Absence of AGC
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components decreases with frequency. Consequently, due to predictable
diﬃculty to implement highly selective ﬁlters directly around the car-
rier frequencies, a DS receiver of the kind represented in ﬁgure 2.4 must
be supposed less robust than classical architectures to out-of-band inter-
ferences. So, a ﬁrst requirement which must be speciﬁcally addressed is
related to the Interference environment.
With RF-DS, the carrier frequency of the signal at the input of the
ADC is also much higher than in the classical frequency down-conversion
receiver. Thus, the sampling jitter eﬀects, which are usually neglected in
the classical architectures, must be characterized even if there is no direct
requirement about it in the standard. It should be checked, for example,
that the sampling jitter eﬀects do not produce excess pseudorange mea-
surement error in a RF-DS-DF-SDR Galileo receiver in comparison to the
5m (RMS) bound speciﬁed in [7]. “” A third requirement which could
be aﬀected is Demodulation of data and message decoding: as the use-
ful signal is distorted by the sampling jitter, the phase measurement, in
particular, is disturbed and then the demodulation of data is altered.
2.2.2 Absence of AGC
The AGC is used traditionally to adjust in real time the signal ampli-
tude at the input of the ADC to utilize the full quantization scale of the
ADC. In this way, the quantization noise is minimized for a set number
of quantization bits.
In a GNSS receiver the signal amplitude at the input of the AGC can
vary:
• dynamically due to variations in the receiving conditions (presence
of interference for example) or in the state of the equipment (mod-
iﬁcation of the operating temperature).
• statically because of the various installation parameters as the ef-
fective antenna gain and cable losses, which diﬀer from aircraft to
aircraft.
What is more, the AGC can be used to detect and mitigate some
kinds of interference (especially CW (Carrier Wave)). Detection can be
performed through monitoring of the loop control voltage variations as
explained in [9] or more recently in [10] for instance. Mitigation can take
several forms, like digital pulse blanking [9] or minimization of the THD
(Total Harmonic Distortion) of the digitized signal [10] (but at the cost
of supplementary signal post processing to remove the remaining CW).
In a receiver without AGC, the design of the ADC must then cope
with the full range of the input signal (in particular it has to handle
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interference power levels up to the maximum level, as will be further
elaborated on next). So it has to encompass not only the full interval of
the dynamic variations of the signal but also the full range of the antenna
gain and cable losses, in order to not require adjustments during installa-
tion. In short it must be aircraft installation independent. Obviously the
ﬁnal number of quantization bits in this case will be higher than with an
AGC.
Thus the requirements of concern here are Sensitivity and dynamic
range, Interference environment again and Active Antenna Requirements.
2.3 Interference Environment
Figure 2.5 is a graphical representation of both CW/NB (Narrow
Band) and Pulsed interference masks at the antenna port (see ﬁgure 2.1)
speciﬁed in [7]. These masks deﬁne the maximal power of the interfer-
ing signals below which all the minimum performance required for the
receiver shall be achieved. Figure 2.5 concerns the following types of in-
terference
• CW, that is a pure sine wave function,
• NBI (Narrow Band Interference), considered as a Gaussian noise
with a rectangular spectral shape with a double sided bandwidth
noted BW around a central frequency,
• DME (Distance Measuring Equipment) pulse emitted by the on-
board DME transponder and received by the on-board GNSS an-
tenna,
• pulsed interference in [1555.42, 1595.42]MHz, deﬁned by a rectan-
gular pulse width of 125µs, a bandwidth of 1MHz and a duty cycle
of 1%,
• pulsed interference in [1315, 1555.42]MHz and in [1595.42, 2000]MHz,
deﬁned by a pulse width of up to 1ms, a peak power of 20 dBm
and a duty cycle of 10%,
• composite ground DME signal, which is the aggregation of ground
DME signals received by the on-board GNSS antenna. The Euro-
pean hotspot is a place in the European sky where the received
power of this aggregation is maximum. At the hotspot, the maxi-
mum peak power of the received composite ground DME signal can
reach −60 dBm, a value calculated by simulation from the interim
Galileo MOPS document [7].
2.3 Interference Environment 19
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Figure 2.5: Interference masks at antenna port [7].
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The high dynamic range, from +30 dBm to −118 dBm, that the
receiver has to sustain can immediately be noted. It should also be
pointed out that the two bands [f5min, f5max] = [1166.45, 1186.45]MHz
and [f1min, f1max] = [1565.42, 1585.42]MHz are considered as the most
sensitive parts of the spectrum. As such it is proposed to set the useful
E5a and E1 bands to [1166.45, 1186.45]MHz and [1565.42, 1585.42]MHz
respectively, because they are not explicitly speciﬁed in [7]. The
useful (3 dB) bandwidths B5a = (f5max − f5min) = 20MHz and
B1 = (f1max − f1min) = 20MHz can also be deﬁned.
2.4 Sensitivity and Dynamic Range
2.4.1 Galileo Signal levels
The interim Galileo MOPS document [7] relates to the Galileo OS
(Open Service) SIS (Signal In Space) ICD (Interface Control Document)
[11] for the range of the E1/E5a signal levels the receiver shall acquire
and track:
• “The minimum received power on ground is measured at the output
of an ideally matched RHCP (Right Hand Circular Polarization)
0 dBi polarized user receiving antenna when the SV (Space Vehicle)
elevation angle is higher than 10 degrees” is −155 dBW for E5a and
−157 dBW for E1.
• “The (...) maximum received signal power level is, using the same
assumptions as for the minimum received power, not expected to
exceed 3 dB above the corresponding minimum received power”.
Concerning the maximum power level, the interim Galileo MOPS
document [7] explicitly takes a margin compared to the Galileo OS SIS
ICD: “the receiver shall assume that the maximum power will be 7 dB
or less above the corresponding minimum power”. This for E1 and E5a.
It is the value the designer must consider.
Last but not least regarding navigation signals, [7] also makes the
assumption in RNSS noise that the equivalent noise represented by other
GNSS signals is “low enough compared to other contributing noise and
interferences sources” so that it can be ignored 4 in both E1 and E5 bands
in the antenna – receiver link budget.
4. However, in [12] and in the latest versions of [7] RNSS (Radio Navigation Satel-
lite Service) noise is no more considered to be negligible and should be included in
the link budget.
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2.4.2 Noise Level
The interim Galileo MOPS document [7] makes some assumptions
about the thermal noise level in Appendix F GALILEO Signals suscepti-
bility to CW/NBI Radio Frequency Interference:
• the equivalent temperature of the noise at the antenna input is set
to 100K,
• T0 = 290K is the standard temperature,
• the actual cable temperature is set to T0.
Associated with the interference environment illustrated previously,
these OS Galileo signals and noise level speciﬁcations deﬁne the complete
dynamic range which should be taken into account at the antenna port
during normal operation.
2.5 Active Antenna
As pointed out previously in this chapter, [7] also speciﬁes the re-
quirements for the active antenna to be used on board.
In particular, ﬁgure 2.6 illustrates the minimum frequency selectivity
required in both E5 and E1 bands.
The preampliﬁer gain interval is also set to [26.5, 32.5] dB and its
maximum noise ﬁgure is speciﬁed to 4 dB.
At last, not really part of the active antenna but directly related and
then speciﬁed in the same appendix, the cable loss is supposed to range
from 3 to 12 dB maximum.
2.6 CW Interference Masks at Receiver Input
Applying the minimum preampliﬁer selectivity curve in ﬁgure 2.6 to
the mask shown in ﬁgure 2.5, it is possible to deduce the maximum
interference levels at the receiver input, if the input interference is at
the mask level, as drawn in ﬁgure 2.7. Only the CW masks and the
composite ground DME signal max peak power level at the European
hotspot remain.
NBI mask is not represented any more because:
• in the E5a band it is exceeded by the composite ground DME signal
max peak power at the European hotspot,
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Figure 2.6: Active antenna minimum selectivity [7].
• in the E1 band, when the −95 dBm maximum power (deﬁned for
an interference bandwidth equal to 20MHz) is spread over this
20MHz bandwidth, it goes down to −168 dBm/Hz, much less than
the CW mask. The calculation leading to this result is based on
the assumption made in [7], and recalled in section 2.3, that NBI
has a rectangular spectral shape with a double sided bandwidth
noted BW around a central frequency, so that the PSD (Power
Spectral Density) corresponding to a power of P dBm is equal to
P − 10log10 (BW) in dBm/Hz.
The on-board DME pulse mask is also not present for diﬀerent rea-
sons:
• in the [1025, 1235]MHz frequency interval, the mask is above the
1 dB compression point of the preampliﬁer speciﬁed in [7]. It means
that an interference at this level causes the saturation of the pream-
pliﬁer with unpredictable spectral eﬀects. This is true also for clas-
sical receiver architectures, where it gets no special processing. So
it is proposed to ignore this spectral content in the design of the
RF hardware front-end,
• in the [1235, 1258.49]MHz frequency interval, the mask is under
the 1 dB compression point of the preampliﬁer and above the CW
mask. However, knowing that the duty cycle of the DME pulse
2.7 Conclusion 23
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Figure 2.7: Interference mask at receiver input.
threat is less than 0.04% in this interval (a rate of 48 pulse pairs
per second for a pulse width of 3.5µs) and that the on-board DME
pulse mask is at most 8.25 dB above the CW mask, it was consid-
ered as a weaker issue than the CW mask in this interval. So it is
not depicted,
• in the [1258.49, 1400]MHz frequency interval, the on-board DME
pulse mask is under the CW mask so it is not drawn.
The pulsed interference mask in the [1315, 2000]MHz frequency inter-
val is not represented as it is also above the 1 dB compression point of the
preampliﬁer and for this reason leads to the same conclusion as for the
on-board DME pulse mask in the [1025, 1235]MHz frequency interval.
2.7 Conclusion
In this chapter the diﬀerences between classical architectures and a
DS-DF-SDR Galileo receiver were listed and their implications explained.
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It appeared in particular that the Direct Sampling receiver is a priori
less robust to interference than its competitors. As a consequence the
interference environment at the receiver input was identiﬁed as especially
important and so it was deduced from the requirements.
It is represented in ﬁgure 2.7. This is the maximum spectral content
to be considered at the input of the RF front end of the RF-DS-DF-SDR
Galileo receiver architecture represented in ﬁgure 2.4. As such it is the
starting point of our design process.
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Sampling 3
This chapter deals with the architectures to be implemented in order
to sample the Galileo GNSS E1 and E5a signals without degradation
of the performance of subsequent processing to retrieve the information
they carry. A special attention must be paid to the interference threat
presented in chapter 2 and summarized in ﬁgure 2.7. In fact, due to
its primary importance in Civil Aviation, it is the spectral basis which
conditions the sampling approach and leads the design in this chapter.
Once the architectures laid down, the sampling frequencies, which should
be the lowest possible in order to decrease to a minimum the workload
downstream, will be calculated.
3.1 Sampling Strategy
The challenge in sampling multiple bands is to sample the input
signals without worsening the interference threat over the E1 and E5a
bands, because of aliasing, compared to a traditional receiver. Indeed
there is no requirement for current Civil Aviation receivers to provide
measurements within speciﬁcations in the presence of interference levels
higher than the mask speciﬁed in-band, provided integrity is ensured.
That is to say that, unless demodulation techniques better than the ones
used in traditional receivers are found, no increase of the in-band inter-
ference levels due to sampling is allowed. As ideal sampling is equivalent
to periodic spectral aliasing, it means that no in-band folding of ﬁgure 2.7
can be tolerated.
At this point of the study, it can be concluded graphically that a
unique solution is to directly digitize the whole [1166.45, 1585.42]MHz
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passband as a unique block with no aliasing. This can be realized in two
ways:
• by sampling the [0, 1585.42]MHz baseband according to the original
Shannon theorem. This leads to a minimum sampling frequency
Fs = 2× 1585.42 = 3170.84MS/s,
• by bandpass sampling the [1166.45, 1585.42]MHz passband
as theorized in [1] 1. The principle of uniform bandpass sam-
pling can be found in appendix A. This gives a quite lower
Fs ∈ [1056.95, 1166.45]MS/s or [1585.42, 2332.90]MS/s.
It should be noted that, for the moment, without pre ﬁltering it is
not possible to use the concept of bandpass sampling the two bands,
based on their respective bandwidth, where both bands are aliased, such
that they do not overlap. This technique is presented for GNSS receivers
in [3] for a GPS L1 and GLONASS receiver, in [4] for a GPS L1 and L3
receiver, in [5] for a GPS L1 and L2 receiver or in [6] for a GPS L1 and L2
receiver for example. Without modiﬁcation this technique would cause
in-band injection of out-of-band interference levels higher than in-bands
ﬂoors. The interference threat must be ﬁrst ﬁltered, before sampling, as
it is detailed hereafter.
These values of Fs are of little interest compared to classical archi-
tectures at the present time or in the near future, due to the out of
reach induced processing workload downstream. Without modiﬁcation
the scheme 2.4 reaches a deadlock. Obviously, if a lower sampling fre-
quency is desired, some extra ﬁltering is needed in order to be able to
fold ﬁltered part of the spectrum over the E1 and E5a bands without
damage during bandpass sampling. This conclusion leads us to propose
two new architectures for our DS-DF-SDR Galileo Receiver for Civil Avi-
ation. In the ﬁrst one the E5a and E1 bands are sampled coherently (with
a single ADC) while this is done separately (with an ADC dedicated to
each band) in the second one. Both architectures are detailed in the fol-
lowing of this chapter.
1. Although it is established in [2] that the minimum required global sampling
frequency is less for quadrature bandpass sampling than for uniform bandpass sam-
pling, only uniform sampling will be considered in the rest of this thesis. This decision
was taken because quadrature sampling, in comparison to uniform sampling, requires
not only two ADCs for each signal to digitize but also two different sampling clocks
shifted by fc/4, where fc is the carrier frequency (fc = 1176.45MHz for the E5a
signals and fc = 1575.42MHz for the E1 signals). These two hardware supplementary
requirements make in contrast uniform sampling a wiser choice from the engineering
point of view.
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Figure 3.1: Coherent Direct Sampling.
3.2 Coherent Sampling
In this ﬁrst architecture, sketched in ﬁgure 3.1, both bands are dig-
itized at the same time because only one ADC is used. This provides a
perfect coherency between the two, as long as the diﬀerences in their dif-
ferent RF paths are known and compensated. In particular the sampling
jitter is the same on each band.
In this design, the signal received from the active GNSS antenna is
ﬁrst of all split into two paths by either a diplexer or a power splitter 2.
Then, in order to allow as much aliasing as possible to reduce the sam-
pling frequency, RF ﬁlters are inserted in each branch which will lower
out-of-band mask levels injected in-band below in-band mask levels. Fur-
thermore, out-of-band max levels should be reduced under the lowest in-
band mask level, that is −118 dBm as visible in ﬁgure 2.7, corresponding
to the E1 band max tolerable level. Immediately following the RF ﬁlters,
ﬁxed gain ampliﬁers are installed to adapt the level of the signals to the
input range of the ADC. Finally, just before digitization, the two separate
2. A diplexer should be used preferably because it provides filtering and adds low
loss in the signal path. However, if a cheaper solution is preferred, a power splitter
could also be used, at a cost of a loss of 3 dB in the signal path and no filtering
capabilities.
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signals are mixed back together using here again a diplexer preferably, a
power splitter being also possible.
The need to mitigate the interference threat is materialized in this
design by the insertion of a distinct ﬁlter in each branch. In practice, this
ﬁltering operation could be done elsewhere, for example in an improved
active GNSS antenna, before the input diplexer or even distributed be-
tween the two. Nevertheless, as the requirements on this ﬁltering oper-
ation will be clearly identiﬁed in the next section, it seems natural to
model this operation as a separate ﬁlter. What is more, the need for
these inserted RF ﬁlters is very speciﬁc to the Civil Aviation environ-
ment. Without the interference robustness requirements, they would be
useless. That is the reason why, from now on, they will be noted “extra”
RF ﬁlters, to emphasize the fact that they are added to satisfy some
supplementary requirements in comparison to general purpose GNSS re-
ceivers. However this does not imply a ﬁnal implementation as distinct
ﬁlters.
3.2.1 Requirements on the Extra RF Filters
The maximum magnitude of the frequency response of the extra RF
ﬁlters can be found in ﬁgure 3.3 3. The magnitude of the two transfer
functions is drawn in the same ﬁgure to ease comparison between them
but deﬁnitely refer to two distinct physical ﬁlters. The magnitude was
calculated in this way:
• in-band it is set to 0 dB so that the useful signals are unaltered,
• out-of-band it is equal to −(mask level in ﬁgure 2.7)− 118 dBm−
10 dBmargin. For instance, at 1100MHz the CWmask level reaches
−41 dBm, the required magnitude of the frequency response of the
ﬁlter must then be lower than −87 dB so that the resulting mask
level at the output of the ﬁlter is less than −118 dBm − 10 dB =
128 dBm.
The 10 dB margin calls for special explanation. Let Ir =
[900, 2000]MHz be the frequency interval on which the CW inter-
ference masks represented in ﬁgure 2.7 are deﬁned and Br = 1100MHz
its width. During sampling at Fs, due to periodic spectral aliasing, a
frequency point in Ir will be “covered” by at most n = ⌊Br/Fs⌋ copies of
other points in Ir. This mechanism is detailed in [1] in the special case
of thermal noise, but the principle is the same whatever the nature of
3. The displayed magnitude was calculated without a possible contribution of the
filtering capabilities of the diplexer(s), if used. Consequently it should be considered
as a lower bound.
3.2 Coherent Sampling
3.2.2 Minimum Sampling Frequency
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Figure 3.2: Superimposition of multiple spectral aliases at one frequency
point.
signal. Figure 3.2 proposes an illustration for n = 3. Out-of-band power
levels should not be attenuated to only −118 dBm then, but to at least
−118−10 log10(n) dBm. In this way the total contribution of out-of-band
threat reinjected in-band by spectral aliasing will remain under the
−118 dBm limit. An upper bound for n can be found by considering
that the total bandwidth of the useful signals is B5a + B1 = 40MHz,
which implies that Fs ≥ 80MS/s in accordance to the Shannon theorem.
It gives n ≤ 13 and 10 log10(n) ≤ 11.14 dB. The value of 10 dB has been
retained for sake of simplicity and considering that practical sampling
frequencies will always be greater than 80MS/s as it will be shown in
the following of this chapter.
3.2.2 Minimum Sampling Frequency
Applying the maximum magnitude of the frequency response of the
extra RF ﬁlters presented in ﬁgure 3.3 to the CW interference mask of
ﬁgure 2.7 at the receiver input gives the new maximum spectral content
to be considered at the input of the ADC. It is drawn in ﬁgure 3.4.
It is now possible to calculate the sampling frequencies which allow
the aliasing of the useful bands without overlapping for our Galileo re-
ceiver for Civil Aviation. The details are in appendix A. If the maximum
magnitude of the frequency response of the extra ﬁlters could not be
reached for some reason, the sampling frequencies were also calculated
assuming a supplementary transition bandwidth Bs around each side of
the useful bands, as represented in ﬁgure 3.5. Indeed, the calculations
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Figure 3.3: Maximum magnitude of the frequency response of the extra
RF ﬁlters needed before Coherent Sampling.
3.2 Coherent Sampling
3.2.2 Minimum Sampling Frequency
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Figure 3.4: Maximum spectral content at the input of the ADC with
Coherent Sampling.
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Figure 3.5: Supplementary transition bandwidth Bs around each side of
the useful bands.
were conducted using [f5min−Bs, f5max+Bs] and [f1min−Bs, f1max+Bs]
in the calculations instead of [f5min, f5max] and [f1min, f1max] strictly.
The results are presented in ﬁgure 3.6, in ﬁgure 3.7 and in ﬁgure 3.8.
Figure 3.6 shows, as a function of the transition bandwidth Bs along
the x axis, the intervals of possible sampling frequencies on the y axis.
Their number and their length decrease with Bs as the solutions be-
come more constrained with a larger spectral occupancy. More synthetic
is ﬁgure 3.8, which shows only the minimum permitted sampling fre-
quency as a function of Bs. Two bound values are of interest. The ﬁrst,
corresponding to Bs = 0MHz, is the minimum minimorum sampling
frequency, 88.08MS/s, which is approximately equal to twice the total
bandwidth of the useful signals. The second is the maximum supple-
mentary transition bandwidth, Bs = 28MHz, above which there is no
sampling frequency which allows to bandpass sample the signals. There
is clear evidence here that the narrower the extra RF ﬁlters, the lower the
minimum required sampling frequency and hence the processing power
required downstream. Thus there is an interest in designing ﬁlters with
the smallest possible transition bandwidth Bs. It could be a challenging
task as the quality factor of a ﬁlter with Bs = 0MHz already reaches
Q = 1176.45/20 ≥ 58 for the E5a band, the one with the lowest center
frequency. Chapter 4 is dedicated to the feasibility of these extra RF
ﬁlters and presents a larger view on the subject.
The ladder diagram 3.9, introduced in [3], provides a diﬀerent light
on the speciﬁc case where the sampling frequency is at its lowest value,
88.08MS/s, reached for Bs = 0MHz. The x-axis is for the sampling
frequency, while the y-axis displays the E1 and E5a bands aliased in
baseband. The red lines delimit a half period [0, Fs/2] of the spectrum of
the sampled signal, which is periodic in Fs. The ascending color strips are
3.2 Coherent Sampling
3.2.2 Minimum Sampling Frequency
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Figure 3.6: Coherent Sampling frequency intervals vs transition band-
width Bs.
C
hapter
3
36 CHAPTER 3. SAMPLING
Figure 3.7: Coherent Sampling frequency intervals vs transition band-
width Bs, close-up.
3.2 Coherent Sampling
3.2.2 Minimum Sampling Frequency
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Figure 3.8: Minimum Coherent Sampling frequency vs transition band-
width Bs.
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Figure 3.9: Ladder diagram for Coherent Sampling, transition bandwidth
Bs = 0MHz.
for the negative part of the spectrum of E1 (blue) and of E5a (green),
the descending strips being for the positive part. The intersections of
the ascending and descending strips, plotted in black, as well as the
intersections of the blue and green strips, indicate overlapping of bands,
that is forbidden values for the sampling frequency Fs. The interval of
permitted sampling frequencies is then the yellow rectangle, where no
bands superimpose.
The ratio between the minimum sampling frequencies calculated here
and in section 3.1 is greater than 10 which is a real improvement, at the
expense of a higher analog Front-End complexity though, but reduced
ADC complexity.
3.3 Separate Sampling
3.3.1 Requirements on the Extra RF Filters
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Figure 3.10: Separate Direct Sampling.
3.3 Separate Sampling
The second proposed architecture does not provide coherency, but
in return relaxes the need to perfectly compensate for the diﬀerent RF
paths. It is represented in ﬁgure 3.10. In this design, the signal received
from the active GNSS antenna is also ﬁrst split into two paths by either
a diplexer or a power splitter 4. Again some extra ﬁlters are then needed
for the same reason as presented with Coherent Sampling. However, the
required minimum selectivity is diﬀerent because, as each band is sampled
separately, it does not matter if during the sampling of the E5a band the
E1 band is aliased, and vice versa, because the other band is ﬁltered
by the passband ﬁlter. Immediately following the extra RF ﬁlters, ﬁxed
gain ampliﬁers are used to adjust separately the level of each signal to the
input range of its dedicated ADC. Finally, the two signals are digitized
individually.
4. A diplexer should be used preferably for the same reasons as in the Coherent
Sampling case, but a power splitter could also be used.
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3.3.1 Requirements on the Extra RF Filters
The maximum magnitude of the frequency response of the extra RF
ﬁlters can be found in ﬁgure 3.11 5. The magnitude of the two transfer
functions is drawn in the same ﬁgure to ease comparison between them
but deﬁnitely refer to two distinct physical ﬁlters. The magnitude was
calculated in this way:
• in-band it is set to 0 dB so that the useful signals are unaltered,
• out-of-band it is equal
– for the E5a branch ﬁlter to −(mask level in ﬁgure 2.7) −
103 dBm− 15 dB margin. The output of the ﬁlter correspond-
ing to an input at any mask level will then reach at most
−118 dBm, 15 dB under the mask level in the E5a band,
– for the E1 branch ﬁlter to −(mask level in ﬁgure 2.7) −
118 dBm− 15 dB margin. The output of the ﬁlter correspond-
ing to an input at any mask level will then reach at most
−133 dBm, 15 dB under the mask level in the E1 band.
The 15 dB margin is included for the same reason as for Coherent
Sampling, to take into account the aliasing of the residues of the ﬁltering
process. However, as only one band is sampled in each branch, this time
the total bandwidth of the useful signal is B5a = B1 = 20MHz, which
implies that Fs ≥ 40MS/s. It gives, using the calculation method detailed
in section 3.2.1, n ≤ 28 and 10 log10(n) ≤ 14.47 dB. The value of 15 dB
has been retained for sake of simplicity.
3.3.2 Minimum Sampling Frequency
Applying the maximum magnitude of the frequency response of the
extra RF ﬁlters presented in ﬁgure 3.11 to the CW interference mask of
ﬁgure 2.7 at the receiver input gives the new maximum spectral content
to be considered at the input of the ADCs. It is drawn in ﬁgure 3.12.
Again it is then possible to calculate the minimum sampling fre-
quency, but for each band separately here, which allows the aliasing of
the useful band without overlapping. If the ideal transfer functions of the
extra ﬁlters could not be reached for some reason, this minimum sam-
pling frequency was also calculated assuming a supplementary transition
bandwidth Bs around each side of the useful band.
5. The displayed magnitude was calculated, as for Coherent Sampling, without a
possible contribution of the filtering capabilities of the diplexer, if used. Consequently
it should be considered as a lower bound too.
3.3 Separate Sampling
3.3.2 Minimum Sampling Frequency
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Figure 3.11: Maximum magnitude of the frequency response of the extra
RF ﬁlters needed before Separate Sampling.
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Figure 3.12: Maximum spectral content at the input of the ADCs with
Separate Sampling.
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The intervals of possible sampling frequencies are presented in ﬁg-
ure 3.13 for the E5a band and in ﬁgure 3.14 for the E1 band. Each
time the top plot displays all the intervals while the bottom plot shows
a close-up for sampling frequencies lower than 400MS/s. Figure 3.15 is
a summary of ﬁgure 3.13 and 3.14 as only the minimum sampling fre-
quency is traced as a function of the transition bandwidth Bs. Only one
bound value is of interest in the Separate Sampling case in comparison
to the Coherent Sampling Case. It corresponds to Bs = 0MHz: the min-
imum minimorum sampling frequency, 40.22MS/s for the E5a band and
40.14MS/s for the E1 band, which is approximately equal in each case
to the double of the bandwidth of the useful signal. It is interesting to
sum the two sampling frequencies, which gives 80.36MS/s, nearly the
same value as in Coherent Sampling. Nevertheless, here the two bands
are digitally separated at source, as opposed to the Coherent Sampling
architecture where this separation is left to be done, as it is studied in
chapter 8.
Here also there is a real improvement in the minimum sampling fre-
quencies calculated in comparison to section 3.1, at the expense of the
extra ﬁlters as for Coherent Sampling.
3.4 Conclusion
Two Direct Sampling architectures suitable for Civil Aviation use were
proposed in this chapter. The ﬁrst architecture allows the Coherent Sam-
pling of the E5a and E1 bands. It requires extra RF ﬁlters which were
speciﬁed. The slope between the E5a passband upper limit (1186.45MHz)
and the next stopband lower limit (1197.45MHz) can reach −98 dB. The
possible sampling frequencies were also calculated, leading to a minimum
of Fs = 88.08MS/s for extra RF ﬁlters meeting their speciﬁcations. The
second architecture provides Separate Sampling of the E5a and E1 bands.
Extra RF ﬁlters are also needed and they were speciﬁed. The require-
ments are slightly less than for Coherent Sampling, but remain high.
The possible sampling frequencies were calculated again, with a mini-
mum of Fs = 40.22MS/s for the E5a band, and Fs = 40.14MS/s for the
E1 band, for extra RF ﬁlters meeting their speciﬁcations. It must now
be made sure that the extra RF ﬁlters are feasible, for each architecture.
This is the subject of the next chapter.
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Figure 3.13: Separate Sampling frequency intervals vs transition band-
width Bs, E5a band.
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Figure 3.14: Separate Sampling frequency intervals vs transition band-
width Bs, E1 band.
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Figure 3.15: Minimum Separate Sampling frequency vs transition band-
width Bs.
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Feasibility of the Extra RF
Filters 4
The extra ﬁlters needed by both coherent and separate sampling ar-
chitectures to satisfy the Civil Aviation robustness speciﬁcations against
interference show very high slopes between their bandpass and their stop-
band. Indeed they are so important that one can doubt the feasibility of
the ﬁlters. Furthermore if they can be realized, it is a risk that their
transfer function could not be stable enough vs temperature so that they
may not verify the minimum speciﬁcations under some various temper-
ature conditions. That is the reason why this chapter investigates the
feasibility of these supplementary RF ﬁlters through prototyping.
A brief state of the technology has shown at the frequencies of interest,
that is around 1176.45MHz for the E5a band and around 1575.42MHz
for the E1 band, the most adapted technique to design these high order
ﬁlters is to use SAW (Surface Acoustic Wave) or BAW (Bulk Acoustic
Wave) ﬁlter elements 1
Unfortunately most components of this kind are only available
through distributors in large quantity (e.g., several thousands), beyond
our reach, and we had to be satisﬁed with what was possible to buy. This
fact explains why the work presented here does not follow a top-down
approach, from the speciﬁcation to the realization, but uses a given
component that was available.
This component, the SF1186B-2 SAW Filter from RFMr, speciﬁ-
cally designed for the GPS L1 band is presented in the ﬁrst part of this
chapter. In the second part the test circuit which was built is presented,
with the transfer function which was measured. Then the sensitivity to
temperature of this ﬁlter is studied in the last part.
1. Other technologies give either too large (distributed element) or expensive (cav-
ity), or both, solutions.
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4.1 The SF1186B-2 SAW Filter from RFMr
Its datasheet [1], available in appendix C, gives us the main speci-
ﬁcations about this component. Among them, regarding our selectivity
objective, the most important are:
• center frequency: 1575.42MHz.
• 1 dB bandwidth: 15.3MHz typical. It means that a 3 dB bandwidth
around or greater than the targeted one, 20MHz, can be expected
(but needs to be veriﬁed).
• passband VSWR (Voltage Standing Wave Ratio): 2.0 maximum.
• insertion loss: 3.5 dB maximum.
• input/output impedance: 50Ω. As it will be explained later in this
chapter this is very helpful in practice because it much simpliﬁes
the impedance matching with the connectors.
• temperature coeﬃcient: −30 ppm/◦C. This will be discussed in the
last section about temperature sensitivity.
• 3.0 x 3.0 x 1.3 mm: a small size, desirable for an embedded system
as a Galileo receiver for Civil Aviation.
It is to be noticed that no group delays are speciﬁed, although phase
response linearity has a proven impact on the ﬁnal pseudorange measure-
ment error, and so on the ﬁnal navigation solution.
4.1.1 Performance of One SF1186B-2
4.1.2 S-Parameters
More interesting than the datasheet in our situation, RFMr provides
two Touchstoner [2] ﬁles [3] and [4] with measurements of the SF1186B-
2 S-parameters (Scattering parameters). It is recalled here, from [5], that
the S-parameters link the reﬂected (b) and incident (a) waves at each of
the two ports, (1) and (2), of the SF1186B-2 as deﬁned in ﬁgure 4.1 and
formalized by the matrix equation(
b1
b2
)
=
(
S11 S12
S21 S22
)(
a1
a2
)
(4.1)
As the SF1186B-2 ﬁlter is a two-port device, Touchstoner file will
be equivalently abbreviated as S2P 2 file in the rest of this chapter.
2. S1P is for a 1-port device, S3P for a 3-port one, etc.
4.1 The SF1186B-2 SAW Filter from RFMr
4.1.4 Wide Frequency Span
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Figure 4.1: Reﬂected and incident waves at the SF1186B-2 ports [5].
4.1.3 Use of the S-Parameters
The VSWR will be used in place of S11. It is deﬁned in [6] from the
reﬂection coeﬃcient Γ
VSWR =
1 + |Γ|
1− |Γ| , with Γ =
b1
a1
(4.2)
The S-parameters have been measured using loads matched to the
nominal impedance of the input/output ports of the ﬁlter (i.e., 50 Ω), as
clariﬁed in the header of the S2P ﬁle. In these circumstances, [6] estab-
lishes that
Γ|matched load =
b1
a1
∣∣∣∣∣
a2=0
= S11 (4.3)
The link between |S11| and VSWR is then here ﬁnally
VSWR =
1 + |S11|
1− |S11| (4.4)
Concerning |S21|, the modulus of the ﬁlter transfer function, from now
on it is normalized to 0 dB by the addition of the minimum value of the
insertion loss (that is in the passband), a quantity deﬁned also in [6] by
IL = −20 log10 |S21| (4.5)
Finally, instead of the phase of S21, the group delay [7] will be plotted
as it is more common in ﬁlter theory
τd(f) = − 12π
d arg (S21(f))
df
in s (4.6)
4.1.4 Wide Frequency Span
The ﬁrst S2P ﬁle [3] corresponds to a wide frequency span. Its content
is represented graphically in
• ﬁgure 4.2 for the VSWR,
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Figure 4.2: VSWR for the SF1186B-2, S2P ﬁle from the manufacturer [3].
• ﬁgure 4.3 for |S21|,
• ﬁgure 4.4 for the group delay,
• ﬁgure 4.5 for |S12|,
• ﬁgure 4.6 for |S22|.
At this point it is interesting to note that, although the SAW ﬁlter is
a passive device, that is a reciprocal network, |S21| and |S12| plotted in
ﬁgure 4.3 and in ﬁgure 4.5 respectively, are not exactly equal. This may
be due to diﬀerences between the internal input and output impedance
adaptation circuits which match the device internal input and output
impedances to the speciﬁed 50Ω external input/output value. The input
and output Smith charts presented in the datasheet [1] support this as-
sumption: they show deviation from 50Ω and slightly diﬀer one from the
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Figure 4.3: |S21| for the SF1186B-2, S2P ﬁle from the manufacturer [3].
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Figure 4.4: Group delay for the SF1186B-2, S2P ﬁle from the manufac-
turer [3].
4.1 The SF1186B-2 SAW Filter from RFMr
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Figure 4.5: |S12| for the SF1186B-2, S2P ﬁle from the manufacturer [3].
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Figure 4.6: |S22| for the SF1186B-2, S2P ﬁle from the manufacturer [3].
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other. The footnote “Either Port 1 or Port 2 may be used for either input
or output in the design. However, impedances and impedance matching
may vary between Port 1 and Port 2, so that the ﬁlter must always
be installed in one direction per the circuit design.” is also a consistent
element.
4.1.5 Narrow Frequency Span
The second S2P ﬁle [4], focused on a narrower bandwidth, allows a
more accurate view on the passband of this ﬁlter as it can be seen in
• ﬁgure 4.7 for the VSWR,
• ﬁgure 4.8 for |S21|,
• ﬁgure 4.9 for the group delay,
• ﬁgure 4.10 for |S12|,
• ﬁgure 4.11 for |S22|.
Figure 4.8 shows that the VSWR is within the speciﬁcations, recalled
at the beginning of this section. Figure 4.8 conﬁrms that the 3 dB band-
width is large enough to include the targeted 20MHz. Last but not least,
the group delay appears relatively ﬂat in the passband in ﬁgure 4.9, with
a range of variation around 20 ns.
In this section all the S-parameters were detailed but for the remain-
ing of this chapter only S21, the ﬁlter transfer function, will be focused
on as it is the most important characteristic regarding our problem.
4.1.6 Virtual Chain of Two SF1186B-2 in Cascade
Clearly one SF1186B-2 ﬁlter alone is not able to reach the minimum
required attenuation speciﬁed in ﬁgure 3.3 or in ﬁgure 3.11 3. However,
maybe it is possible with two in cascade as represented in ﬁgure 4.12.
To investigate this opportunity, two SF1186B-2 were put virtually in
cascade, by applying relations 4( 4.7) from [7] to the S-parameters given
in the two S2P ﬁles, one after the other, as illustrated in ﬁgure 4.12.(
S11 S12
S21 S22
)
=
(
S ′11 + κ.S
′
12.S
′
21.S
′′
11 κ.S
′
12.S
′′
12
κ.S ′21.S
′′
21 S
′′
22 + κ.S
′′
12.S
′′
21.S
′
22
)
(4.7)
3. For the E1 band the specifications are stronger for Separate Sampling than
for Coherent Sampling (due to the 15 dB margin instead of 10 dB), so the Separate
Sampling specifications were selected in this chapter in a conservative approach.
4. These relations are valid only if the impedance of the output port of the first
element is equal to the impedance of the input port of the second element, which is
the case in our situation.
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Figure 4.7: VSWR for the SF1186B-2, S2P ﬁle from the manufacturer,
close-up [4].
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Figure 4.8: |S21| for the SF1186B-2, S2P ﬁle from the manufacturer, close-
up [4].
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Figure 4.9: Group delay for the SF1186B-2, S2P ﬁle from the manufac-
turer, close-up [4].
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Figure 4.10: |S12| for the SF1186B-2, S2P ﬁle from the manufacturer,
close-up [4].
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Figure 4.11: |S22| for the SF1186B-2, S2P ﬁle from the manufacturer,
close-up [4].
4.2 PCB for Testing the SF1186B-2
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with
κ =
1
1− S ′22.S ′′11
(4.8)
Figure 4.13 show the resulting |S21| along with the minimum atten-
uation to be reached, extracted from previously presented ﬁgure 3.11.
Figure 4.14 is a close-up view on the passband. The results are clearly
encouraging as the provided attenuation approaches what is strictly
needed and the 3 dB bandwidth is nearly equal to 20MHz. Although
ﬁgure 4.13 also points out that the speciﬁcation is not completely met in
the near vicinity of the passband (in the ranges [≃ 1550, 1565.42]MHz
and [1585.42,≃ 1600]MHz the attenuation is not high enough), it was
decided at this stage to not cascade a third ﬁlter as it would decrease
too much the 3 dB bandwidth. This means that digital ﬁltering will be
needed after digitization to complete the speciﬁcation.
However, ﬁgure 4.13 is virtual performance. It needs to be conﬁrmed
by physical tests. In this purpose a careful method was adopted rather
than to directly proceed to measurements on two SF1186B-2 in cascade:
ﬁrst a PCB (Printed Circuit Board) with only one ﬁlter was designed,
then two copies were built and tested and ﬁnally the two boards were
linked in cascade.
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Figure 4.13: |S21| for the virtual chain of two SF1186B-2 in cascade, S2P
ﬁle from the manufacturer [3].
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Figure 4.14: |S21| for the virtual chain of two SF1186B-2 in cascade, S2P
ﬁle from the manufacturer, close-up [4].
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4.2 PCB for Testing the SF1186B-2
4.2.1 Design of the PCB
To obtain the best performance from the SF1186B-2 ﬁlter, the main
challenge is to design a board which matches as best as possible the ﬁlter
input and output impedance (50Ω) to the impedance of the SMA (Sub-
Miniature version A) connectors (50Ω also). To achieve this objective as
simply as possible, it was decided to take advantages of the fact that a
λ/2 line, whatever its width, provides the same impedance at its output
than at its input. This design is not compact, but the width of the line
can be set freely. Indeed as the impedance of the SMA connector is the
same as the nominal impedance of the input/output ports of the ﬁlter
(i.e., 50 Ω), the width of the lines can be set equal to the dimension of
the input/output pads of the ﬁlter, removing the need to taper the lines
to the pads. Concerning the type of the lines, the particular footprint of
the SF1186B-2 device [1] (each signal pad is framed symmetrically by two
ground pins) leaded naturally to use CPW (Coplanar Wave Line) lines.
For its robustness and because it was readily available in the Lab, single-
sided 1.562mm FR-4 epoxy board was selected to build the PCB. The
physical length of the line was calculated, by mean of the AppCAD soft-
ware from Agilent Technologiesr, to provide an electrical length of 180 ◦
at the E1 center frequency, that is 1575.42MHz. Figure 4.15 proposes a
screenshot of this software with the parameters used for this design and
the corresponding results. A point to note in this picture is the impedance
of the line, Z0 = 61.5Ω, which is not equal to the impedance of the in-
put/output ports of the ﬁlter nor to the impedance of the connector.
This has no eﬀect on the performance.
A printout in ﬁgure 4.16 and the two pictures shown in ﬁgures 4.17
and 4.18 demonstrate how this circuit is designed using λ/2 ≃ 5.82 cm
CPW transmission lines that link and match the SMA connectors to the
input and the output of the ﬁlter.
4.2.2 Performance of each PCB
The S-parameters of the two boards were measured using a E5071C
network analyzer from Agilent Technologiesr, pictured in ﬁgure 4.19.
Figure 4.20 and Figure 4.21 present |S21| for boards #1 and #2 respec-
tively. Both curves are homogeneous, but quite diﬀer in the stopband
from the one in ﬁgure 4.3 taken from the ﬁrst S2P ﬁle [3]. Figure 4.22
allows a comparison between |S21| measured for board #1 and the values
from the S2P ﬁle. It is believed that the diﬀerences come from our PCB
design which is diﬀerent from the RFMr design. The slight diﬀerences
4.2 PCB for Testing the SF1186B-2
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Figure 4.15: Screenshot of the AppCAD software from Agilent
Technologiesr.
between traces in ﬁgure 4.20 and ﬁgure 4.21, especially the higher inser-
tion loss of board #2, could be explained by the manufacturing tolerances
of the SF1186B-2 ﬁlter or by the diﬀerences during the manufacturing of
the two PCBs themselves.
4.2.3 Virtual Chain of the Two PCBs in Cascade
As shown previously in section 4.1.6, the two boards were virtually
linked in cascade using their S-parameters, already presented in sec-
tion 4.2.2. Figure 4.23 illustrates a very promising |S21|, which is un-
der the minimum required attenuation, as presented earlier in ﬁgure 3.3,
nearly everywhere.
This time again the result must be corroborated by a comprehensive
physical test.
4.2.4 Real Chain of the Two PCBs in Cascade
The picture in ﬁgure 4.24 shows the two boards linked in cascade
over a sheet of microwave absorbing foam. This installation was needed
to reach the best attenuation which is displayed in ﬁgure 4.25. This ﬁg-
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Figure 4.16: SF1186B-2 PCB printout.
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Figure 4.17: SF1186B-2 PCB #1.
Figure 4.18: SF1186B-2 PCB #2.
C
hapter
4
70 CHAPTER 4. FEASIBILITY OF THE EXTRA RF FILTERS
Figure 4.19: E5071C network analyzer from Agilent Technologiesr.
ure 4.25 is to be compared with ﬁgure 4.23 corresponding to the virtual
chain of the two PCBs in cascade: the match is excellent. It means that
the virtual chaining of the S-parameters is an eﬃcient method to model
the expected real performance. It will then be made use of it in the last
section of this chapter when it will not be possible to conduct measure-
ment in real condition. What is more ﬁgure 4.25 shows that except in the
transition bands immediately around the cutoﬀ frequencies, the minimum
required attenuation is exceeded. The group delay, plotted in ﬁgure 4.26,
is not completely ﬂat in the passband but its range of variation is limited
to around 25 ns. Although there is no direct requirement about the group
delay of the receiver in the Galileo MOPS document [8], this range can
be compared to the value speciﬁed for the active antenna: its diﬀerential
group delay shall not exceed 50 ns. A second point of comparison is the
requirement found in the GPS MOPS document [9] which speciﬁes less
than 150 ns diﬀerential group delay variation in the pre-correlation ﬁlters
for GPS/SBAS receivers. In the light of this elements, the group delay
displayed in ﬁgure 4.26 seems acceptable.
It must now be veriﬁed that the performance established at room
temperature is still valid for others.
4.3 Sensitivity to Temperature
Indeed, avionics equipment intended to be installed on board an air-
craft must maintain its operational speciﬁcations whatever its working
conditions, sometimes extreme. It is the purpose of the Environmental
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Figure 4.20: |S21| for the SF1186B-2 PCB #1.
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Figure 4.21: |S21| for the SF1186B-2 PCB #2.
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Figure 4.22: Comparison between |S21| measured for PCB #1 and the
values from the S2P ﬁle [3].
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Figure 4.23: |S21| for the virtual chain of PCB #1 + PCB #2 in cascade.
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Figure 4.24: Chain of PCB #1 + PCB #2 in cascade.
Conditions and Test Procedures for Airborne Equipment document [10],
DO-160 for short, to propose tests to verify this ability of the equipment
to ensure its functions under the complete environmental conditions the
equipment can encounter. Among all sections of this document, section 4
Temperature and Altitude is of concern here, because the characteristics
of the ﬁlters can change with temperature. Depending on the place (pres-
surized or not, controlled in temperature or not) in the aircraft where the
equipment will be located, the test conditions are more or less severe,
possibly reaching an interval of [−55,+85] ◦C. An important point to be
pointed out here: no forced cooling can be relied upon on board. The
designer can only rely on the natural ﬂow of the surrounding air through
holes in the equipment case to cool the equipment.
4.3.1 Performance of PCB #1 vs Temperature
Our Lab is not equipped with a temperature test chamber which
would be required to test our PCB over the temperature range
[−55,+85] ◦C. However, using the means at hand, the S-parameters of
the PCB #1 were measured at 5 diﬀerent temperatures. Our test bench
was made of the following:
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Figure 4.25: |S21| for the chain of PCB #1 + PCB #2 in cascade.
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Figure 4.26: Group delay for the chain of PCB #1 + PCB #2 in cascade.
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• for temperatures higher than room temperature: the PCB was
placed in the center of a cardboard box with two opposite holes. In
the upper one hot air was blown at a constant rate, while the size
of the lower hole, the output one, was being modulated to set the
temperature in the box,
• for temperature lower than in the room: the PCB was introduced in
an icebox full of deep-frozen water bottles. The cooling of the board
to the minimum temperature took several hours but in counterpart
the warming time was also very long, allowing for stable measure-
ments.
Although apparently very limited, these means should provide reliable
results as a very long stabilization time was used before each measure-
ment.
Figure 4.27 shows |S21| at the diﬀerent temperatures for the single
PCB n°1. A close-up of the passband is available in ﬁgure 4.28. There is
a clear shift of more than 5MHz of the passband. It must be said here that
this shift is not only due to the modiﬁcation of the characteristics of the
SF1186B-2 device with temperature, but also to the dilatation of the PCB
and the modiﬁcation of its electrical properties. Furthermore, it is not
possible to separate the contribution of the board from the contribution of
the ﬁlter in this shift. However, it is interesting to note that this observed
shift is coherent with the temperature coeﬃcient of −30 ppm/◦C given
in the datasheet [1]: for a temperature variation of 88 + 10.7 ≃ 100 ◦C
the theoretical shift equals −30 ∗ 100 ∗ 1575.42 = −4.7MHz. Thus it is
believed that the main contributor to this shift is the SF1186B-2 ﬁl-
ter. In any case, in an industrial process, an other material than FR-4
should be used to build the board. For example, RODGER Corporation
RO3000r laminate series could be used as it is much more stable me-
chanically and electrically in temperature. It also outperforms FR-4 at
frequencies of interest from the electrical point of view.
4.3.2 Virtual Chain of the Two PCB in Cascade
Due to our limited means (the icebox was too small), it was not
possible at this point to measure |S21| as a function of temperature of
the two PCBs in cascade as in section 4.2.4. Only a virtual transfer
function could be projected from the S-parameters stored during the
tests conducted in section 4.3.1. Figure 4.29 and its close-up 4.30 show
the same clear shift of more than 5MHz of the passband, that is a quarter
of the useful bandwidth. This is not acceptable.
To solve this drift in temperature, one solution would be to use
ﬁlters with a lower temperature coeﬃcient. The SAW (or BAW)
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Figure 4.27: |S21| for the SF1186B-2 PCB #1, temperature curves.
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Figure 4.28: |S21| for the SF1186B-2 PCB #1, temperature curves, close-
up.
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Figure 4.29: |S21| for the virtual chain of two PCBs #1 in cascade, tem-
perature curves.
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Figure 4.30: |S21| for the virtual chain of two PCBs #1 in cascade, tem-
perature curves, close-up.
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technology is limited to a ﬂoor of around −10 ppm/◦C at the time
of this writing, which would decrease the previous theoretical shift
to −10 ∗ 100 ∗ 1575.42 = −1.6MHz, a more acceptable value. Another
solution would be to use a custom-designed ﬁlter with a center frequency
equals to 1575.42MHz at the maximum operating temperature, +85 ◦C,
and to maintain the component at this temperature during operation,
heating it more or less as needed.
4.4 Conclusion
In this chapter, the feasibility of the extra RF ﬁlters, needed by both
coherent and separate sampling architectures proposed in chapter 3, has
been assessed. Concerning the E1 band, in the light of the presented
measurements, it can be considered that with carefully chosen SAW ﬁl-
ters, not imposed as here, the required extra RF ﬁlters are feasible: the
minimum required attenuation could be veriﬁed nearly everywhere in
frequency, even if the behavior in temperature should receive special at-
tention. Of course, a digital ﬁlter will be required after digitization where
the speciﬁed attenuation is not completely reached. This point is studied
in chapters 7 and 8. The group delay variations seem contained in ac-
ceptable limits also. What is more, there is no reason for this conclusion,
established for the E1 band, not to be valid for the E5a band. One can
anticipate although that, as the transition slopes are steeper as shown in
ﬁgure 3.3 and 3.11, the order of the needed digital ﬁlter will be higher.
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Sampling Jitter 5
This chapter studies the impact of the sampling clock jitter on the
signal phase measurement in the receiver. A model of this speciﬁc form
of jitter is established in the ﬁrst part of this chapter and simulation
results about the phase measurement error at the output of the PLL are
then presented in a second and last part. It was decided to focus on the
phase tracking function of the receiver as it is much more sensitive than
the DLL (Delay-Locked Loop).
5.1 Two Kinds of Jitter
In an ADC, the sampling operation is triggered by the crossing of a
threshold by the rising or falling edge of a clock signal, as represented
in ﬁgure 5.1 where the rising edge is assumed (as in the rest of this
chapter) without loss of generality. Ts denotes the sampling period and
{tn = nTs, n ∈ Z} the set of ideal sampling times. Due to noise, the
clock signal does not cross the threshold at exactly equally spaced {tn}
but at some {t˜n}, thus introducing a bias in the sampling operation: this
phenomenon is called sampling jitter. Sampling jitter must be taken into
account when designing a Direct Sampling Receiver because the sampled
frequencies are, by deﬁnition, much higher than in classical architectures
where digitization occurs at relatively low Intermediate Frequencies. It
means that, in Direct Sampling receivers, the slope of the input signal is
proportionally so high that a small deviation of the sampling time can
induce a large error in amplitude [1] as drawn in ﬁgure 5.2. Depending
on the type of noise, a distinction is made on the type of the resulting
jitter.
C
hapter
5
86 CHAPTER 5. SAMPLING JITTER
Figure 5.1: Triggering of sampling by threshold crossing of a noise-free
clock.
Figure 5.2: Illustration of timing jitter that produces sampled amplitude
error [2].
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Figure 5.3: Noise on the amplitude of the clock induces jitter in the
sampling time.
5.1.1 Aperture Jitter
This jitter is due to the noise which adds to the amplitude of the
clock, such as the thermal noise of the ADC. Figure 5.3 shows how this
amplitude noise contribution moves the sampling time away from its ideal
position, because of the slope of the clock. This type of jitter has been
extensively studied in general as in [3] or [4] for example, and in the
particular case of GNSS receivers in [5] which uses a simple sinusoidal
model for the GNSS signal, in [6] which modiﬁes the former model by
assuming a BPSK modulation, in [7] which extends the two previous
works to multiple band GNSS software receiver, in [8] where the new
QPSK and BOC(n,n) navigation signal types are dealt with and more
recently in [9] which provides aperture jitter eﬀect measurements in a RF-
DS-SDR real-time GPS L1 receiver. The main result of these later works
is that the aperture jitter can be modeled at the correlator output as an
additive white noise independent of the other sources of noise. Hence it
should be taken into account as a degradation of the link budget. The
acceptable limit of this degradation then sets the required performance
of the ADC as a consequence. This topic won’t be developed in this
thesis because it can be considered that the work has been done in the
herebefore cited references [5], [6], [7] and [8].
5.1.2 Clock Jitter
The clock, which periodically triggers the ADC, is built on an under-
lying oscillator which is also subject to electronic noise. Let xs(t) be the
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noiseless ideal periodic signal expected at the output of this oscillator.
For example a sinusoidal waveform with fundamental frequency Fs
xs(t) = sin (2πFst) . (5.1)
As xs(t) is periodic, its phase can be deﬁned
ψ(t) = 2πFst. (5.2)
However, instead of this ideal model, the output waveform of a real os-
cillator should be modeled, as proposed in [10], by
x (s(t)) = xs (s(t)) + y (s(t)) (5.3)
where
• y(.) represents the additive distortion in the amplitude domain,
• s(t) = t+ j(t) models the distortion in the time domain, with j(t)
deﬁned hereafter.
Both perturbations mainly ﬁnd their origin in the thermal noise which
is inherently present in any electronic device. From now on, this chapter
will focus on the time perturbation j(t), as y(.) can be taken into account
in the aperture jitter presented previously.
5.1.2.1 Clock Phase Jitter Model
As xs(t) is a periodic signal, the jitter term j(t) can be expressed in
a more expressive way as a phase deviation
j(t) =
Ts
2π
φ(t). (5.4)
This gives in our example
xs (s(t)) = sin (2πFst+ φ(t)) . (5.5)
Over the time interval [t1, t2], the phase deviation results from the mo-
tion of numerous i.i.d. (Independent and Identically Distributed) charge
carriers, such as the electrons, and thus can be modeled, according to
the Central Limit theorem, as a Gaussian random variable [11]. What is
more, ∀t1, t2, t3, t4 such that 0 ≤ t1 ≤ t2 ≤ t3 ≤ t4, the assumption can
be made that φ (t2) − φ (t1) and φ (t4) − φ (t3) are independent random
variables. Thus, by extension, the phase deviation φ (t) can then be mod-
eled as a Brownian motion or non-stationary Wiener process [12], and
described by the following integral [10]
φ (t) =
2π
Ts
√
c
∫ t
0
w(u)du (5.6)
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where w ∼ N (0, 1) and w(t) and w(t+ τ) are independent random vari-
ables ∀t 6= 0. It must be noted that by nature φ (t) is an unbounded
process. The constant c is the variance of j(t), in units of s. It is a
characteristic of the oscillator which can be measured from the oscilla-
tor phase spectrum as proposed in [13] or [14]. For modern integrated
oscillator 1 c is in [10−19, 10−21] s while TCXO (Temperature Controlled
Crystal Oscillator) and OCXO (Oven Controlled Crystal Oscillator) can
reach 10−25 s as written in [15].
5.1.2.2 Calculation of the Jittered Sampling Time
The objective of this chapter being to assess the eﬀect of the sampling
clock jitter on GNSS signal phase measurement, it is necessary to derive
a model of the jittered sampling time {t˜n} from the model of the jittered
clock, as proposed in [14]. If a noisy clock as described by equation (5.5)
is used to trigger the ADC by threshold crossing (zero for simplicity),
crossing #n will occur at time t˜n such that in equation (5.5):
2πFst˜n + φ
(
t˜n
)
= 2πn. (5.7)
The next crossing will occur at time t˜n+1 such that:
2πFst˜n+1 + φ
(
t˜n+1
)
= 2π(n+ 1). (5.8)
Subtracting the two equations (5.7) and (5.8) yields:
t˜n+1 = t˜n + Ts −
φ
(
t˜n+1
)
− φ
(
t˜n
)
2πFs
(5.9)
According to equation (5.6):
φ
(
t˜n+1
)
− φ
(
t˜n
)
2πFs
=
√
c
∫ t˜n+1
t˜n
w(u)du. (5.10)
If the time jitter is small in comparison to the period Ts, this integral
with ﬂuctuating limits can then be approximated by an integral with
constant limits
∫ t˜n+1
t˜n
w(u)du ∼
∫ Ts
0
w(u)du∀n ∼ N (0, Ts) ∀n (5.11)
1. If a synthesizer using a PLL is needed to reach the sampling frequency, from
the clock fundamental frequency, the frequency ratio of the PLL should be taken into
account to calculate the final c: it is increased by the frequency ratio.
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as φ(t) is a Wiener process, that is a process with stationary increments.
Thus the jittered sampling times can be generated by using the iterative
formula
t˜n+1 = t˜n + Ts −∆Ts, ∆Ts ∼ N (0, cTs) ∀n (5.12)
with t˜0 as the initial sample point, set to 0 without loss of generality.
The direct expression of t˜n+1 can be elaborated from equation (5.9),
taking into account that φ
(
t˜j+1
)
− φ
(
t˜j
)
and φ
(
t˜i+1
)
− φ
(
t˜i
)
are inde-
pendent random variables ∀i 6= j as noted in section 5.1.2.1:
t˜n+1 = (n+ 1)Ts −∆T (n)s , ∆T (n)s ∼ N (0, (n+ 1)cTs) . (5.13)
Equation (5.13) shows clearly that t˜n+1 is not a stationary process, its
variance increasing linearly with time. It is thus believed that it is not
possible to write an analytical model of a signal, sampled with this kind
of jitter, which could be used to assess the eﬀect of the sampling clock
jitter on the receiver performance. It was then decided to proceed by
simulation, using equation (5.12) to calculate the actual times at which
the signal has to be sampled.
For the sake of completeness, it should be noted, however, that for
timing services purposes, the GNSS receiver is able to use the estimated
GNSS navigation solution to reduce the drift of its local oscillator with
respect to GNSS system time. Then, the clock error, with respect to
GNSS time, does not accumulate using clock steering schemes. In that
case, the deviation with respect to system time can be modeled as a
zero mean gaussian. For PPS (Pulse Per Second) output production for
example, this is the error between the actual PPS edge and the absolute
correct PPS edge. In the rest of this thesis, only free running GNSS
receiver clock schemes will be considered.
5.2 Effect of Sampling Clock Jitter on Signal Phase
Measurement
To study the eﬀect of sampling clock jitter on GNSS signal phase
measurement, two software modules were developed during this PhD: a
L1 C/A signal generator and a software receiver, dedicated to L1 C/A
signal processing in a ﬁrst step. It is noteworthy that the two programs
are designed for the L1 C/A signal instead of the E1 signal as many
more results are available for the GPS signal, allowing a more reliable
validation of the code. Moreover, as the L1 C/A signal is known to be
less robust than the other GPS or Galileo civil signals, the results based
on it can then be considered as worst bounds.
5.2 Eﬀect of Sampling Clock Jitter on Signal Phase Mea-
surement
5.2.1 L1 C/A Signal Generator
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5.2.1 L1 C/A Signal Generator
This software module has been written, from scratch, in the C lan-
guage. It is able to generate, directly at the jittered sampling times, a
single L1 C/A signal disturbed in amplitude by white noise. The model
used for the L1 C/A signal is a derivation of the one found in [16], with
a simple Doppler eﬀect implementation
{
x(t˜n) =
√
2CDi
(
λ(t˜n)
)
XG i
(
λ(t˜n)
)
cos
(
ω1λ(t˜n)
)
+ n(t˜n)
λ(t) = (td − τd) + (t− td)(1 + fD/f1)
(5.14)
where
• x is the composite output signal,
• λ(t) is the time of emission (by the SV) of the signal received at
time t (by the receiver),
• t˜n is the jittered sampling time, modeled in section 5.1.2.2 and
characterized by the constant c,
• C is the power of the L1 C/A navigation signal,
• D is the navigation message. In the real L1 C/A signal it is or-
ganized in frames of 1500 bits each with a 50 bits/s rate. In this
implementation it is absent,
• i is the SV number,
• XG is a SV-unique periodic spreading code, a Gold sequence of
1023 bits for a 1ms period,
• ω1 = 2πf1 is the L1 carrier angular frequency, with f1 =
1575.42MHz,
• n is the receiver thermal noise signal, characterized by its single-
sided PSD level N0 ,
• τd is the propagation delay between the SV and the receiver at time
td,
• fD is the Doppler shift observed by the receiver at time td. It is
constant in time in this implementation,
• td is the time at which the signal begins. For the sake of simplicity,
it is set automatically to the multiple of 1ms immediately greater
than τd.
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The following parameters are conﬁgurable: C/N0 ratio, SV number,
Doppler shift, propagation delay and constant c. The length of the signal
can be set arbitrary. To be noted also, this software module uses the
GSL (GNU Scientiﬁc Library) to produce highly random numbers for
thermal noise and jitter generation.
5.2.2 L1 C/A Software Receiver
This second software module has also been written in the C language,
from a previous internal development by Christophe Macabiau and Dom-
nole Boulou. The initial code has been improved, notably through the use
of the GSL for accurate statistical computation, but more important it
has been fully instrumented so that all the main acquisition and tracking
observables and controls are logged to ﬁles. Knowing the SV number, the
propagation delay τ and the Doppler shift fD, this software receiver is
able to directly track 2 the signal produced by the L1 C/A signal gen-
erator described in section 5.2.1, without a full acquisition step. More
exactly, after a transition period where a FLL (Frequency Locked Loop)
is used for initial acquisition and then disconnected, tracking is done us-
ing a classical dual DLL-PLL architecture. The DLL and PLL models
used in this software module are drawn in ﬁgures 5.4 and 5.5 respec-
tively. The FLL model is not presented as it is less important, the FLL
not being used after the transition period.
The main observables and controls of each loop are systematically
plotted as a function of time from the log ﬁles, to verify the eﬀectiveness
of the tracking. Examples of such plots are presented in ﬁgure 5.6 for the
DLL and in ﬁgure 5.7 for the PLL. The names of the plotted variables are
self explanatory. Note that the I and Q channels represent the Integrate
and Dump process, this explains the sawtooth shape. Among all these
observables and controls, two are more focused on in the rest of this
chapter, as they are eﬃcient ﬁgures of merit to assess the inﬂuence of the
sampling clock jitter on signal tracking:
• the signal phase measurement error, as the phase is the most sensi-
tive parameter in signal tracking. The phase measurement error is
the diﬀerence between the phase of the PLL and the instantaneous
phase of the signal produced by the generator, which is known by
construction. An example of a plot of the phase measurement error
can be found in ﬁgure 5.8,
2. It is important to say that, as this software receiver is dedicated to the study of
the sampling jitter effect, no pre-correlation filter was implemented so as to directly
observe the sampling clock jitter effect.
5.2 Eﬀect of Sampling Clock Jitter on Signal Phase Mea-
surement
5.2.3 Simulation Conditions
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• the C/N0 ratio, as it is a global indicator of signal quality. Figure 5.8
also shows an example of a C/N0 ratio plot.
5.2.3 Simulation Conditions
It must be clariﬁed that each point of the curves shown in the rest
of this chapter is the average of at least 2000 measurements counted as
follows
1. each run of the signal generator – software receiver pair lasts for 5 s,
which corresponds to a minimum of 250 correlator outputs (when
the coherent integration time of the receiver Tp = 20ms). To let the
PLL enter its steady state, only the last 200 measurements were
used,
2. at least 10 independent runs were done with random SV number,
Doppler shift and propagation delay.
What is more, unless stated otherwise:
• the sampling frequency is set to Fs = 40.138MS/s,
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Figure 5.5: PLL model [17].
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Figure 5.6: DLL observables and controls.
5.2 Eﬀect of Sampling Clock Jitter on Signal Phase Mea-
surement
5.2.3 Simulation Conditions
95
C
ha
pt
er
5
-2
 0
 2
 4
 6
 8
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2
Phase of the PLL
-0.5
 0
 0.5
 1
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2
I and Q Channels
I
Q
-30
-20
-10
 0
 10
 20
 30
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2
PLL Discriminator
-12
-8
-4
 0
 4
 8
 12
 0  0.2  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2
PLL NCO Frequency
Figure 5.7: PLL observables and controls.
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• the coherent integration time of the receiver (PLL and DLL) is set
to Tp = 20ms,
• the noise equivalent bandwidth of the PLL is set to Bl = 10Hz.
5.2.4 Signal Generator – Software Receiver Validation
A dry-run was done without jitter to validate the two programs. The
phase measurement error standard deviation was measured at the output
of the PLL in the C/N0 range [24, 56] dBHz. As a reminder, if ∆φ[n]
denotes the phase measurement error of the receiver at the output of the
PLL at time t = nTs, its variance, that is the squared standard deviation
is
σ2∆ = E
[
(∆φ[n]− E [∆φ[n]])2
]
in (rad)2. (5.15)
This statistic is estimated in our software, using N samples ∆φ[n], by
σˆ2∆ =
1
N − 1
∑
∀i
(∆φ[i]− µˆ∆)2 (5.16)
where µˆ∆ is the estimator of the expected value E [∆φ[n]]
µˆ∆ =
1
N
∑
∀i
∆[i] (5.17)
The results are presented in ﬁgure 5.9 for three diﬀerent sampling
frequencies. The curves show good accordance to two theoretical bounds
found in the scientiﬁc literature
σ∆ =
√
Bl
C/N0
in rad [18] (5.18)
σ∆ =
√√√√ Bl
C/N0
(
1 +
1
2TpC/N0
)
in rad [19] (5.19)
However a discrepancy can be noted for decreasing sampling frequencies
and low C/N0 . The source(s) of the diﬀerence was not found. It could
possibly be proposed the hypothesis that, as the signal generator directly
calculate a digital signal without band limitation, this is due to aliasing.
In any event, as all three curves visibly match the bounds for high values
of C/N0 , it is satisfactory as most of our measurements to come that will
be done with no additive noise, that is C/N0 = 100 dBHz.
5.2 Eﬀect of Sampling Clock Jitter on Signal Phase Mea-
surement
5.2.5 Phase Measurement Error Statistical Characterization
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Figure 5.9: Phase measurement error standard deviation, without sam-
pling jitter, vs C/N0 .
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5.2.5 Phase Measurement Error Statistical
Characterization
5.2.5.1 Phase Measurement Error Standard Deviation
In section 5.1.2.2, it was established that the phase noise responsible
for the sampling clock jitter is a random process which is not stationary.
More exactly, it is characterized by a variance which increases linearly
as a function of time, see equation (5.13). Hence variance is not a good
statistic to deﬁne this phase noise or the corresponding sampling clock
jitter. In the same way this classical variance (or the standard deviation)
is not adapted to describe the phase measurement error at the output of
the PLL induced by the sampling clock jitter. Indeed the phase measure-
ment error should be characterized in the same manner as its origin, the
phase noise of the clock, by its dynamic.
5.2.5.2 Phase Measurement Error Jitter
A ﬁrst way to deﬁne the variation of the phase measurement error,
due to the sampling clock jitter, is through its variance between two
successive correlator outputs
σ2j = E
[
(∆φ[n+ 1]−∆φ[n])2
]
in (rad)2 (5.20)
This is an extension of the TIE (Time Interval Error), a common metrol-
ogy measurement [20]. Indeed it is the TIE applied to the phase measure-
ment error instead of the signal transition when dealing with a clock or
an oscillator. The objective is to measure the eﬀect of a perturbation, the
sampling clock jitter, deﬁned by i.i.d. increments of variance c by unit of
time. Hence, this variance σ2j is well adapted as it describes the variance
of ∆φ over a period of time equal to Tp, the fundamental period of the
tracking process.
The expected value in equation (5.20) is estimated in our software by
the generalization of equation (5.17)
Eˆ [· ] =
1
N
∑
∀i
(· ) (5.21)
Instead of the variance described in equation (5.20), its square root will
be shown, normalized in degree. This is a kind of phase measurement
error standard deviation, in time. Or in other words, a jitter.
To test the signal generator – software receiver pair with respect to
this statistic, a dry-run was done without jitter as in section 5.2.4. The
phase measurement error jitter between two successive correlator outputs
was measured in the C/N0 range [24, 56] dBHz. The results are plotted
5.2 Eﬀect of Sampling Clock Jitter on Signal Phase Mea-
surement
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Figure 5.10: Phase measurement error jitter between two successive cor-
relator outputs, without sampling jitter, vs C/N0 .
in ﬁgure 5.10. It can be noticed that the curve for σj in ﬁgure 5.10 is
slightly below the curve for σ∆ (for Fs = 40.138MS/s) in ﬁgure 5.9.
This means that the samples ∆φ[n] and ∆φ[n+1] are highly correlated,
due to the action of the PLL which is equivalent to a narrow lowpass
ﬁlter. In any event, as the curve visibly tends toward phase measurement
error jitter of 0 for high values of C/N0 , it is satisfactory as most of our
measurements to come will be done here (i.e., with no additive noise,
that is C/N0 = 100 dBHz).
5.2.5.3 Phase Measurement Error Drift
A second interesting statistic for the phase measurement error is its
Allan variance. It is well-ﬁtted to deﬁne the RMS (Root Mean Square)
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drift of this error. This Allan variation is deﬁned, in (rad/s)2, for a GNSS
PLL by [19]
σ2a =
1
2T 2p
E
[
((∆φ[n+ 1]−∆φ[n])− (∆φ[n]−∆φ[n− 1]))2
]
(5.22)
σ2a =
1
2T 2p
E
[
(∆φ[n+ 1]− 2∆φ[n] + ∆φ[n− 1])2
]
(5.23)
It is recalled that Tp is the coherent integration time of the receiver, that
is the period between two correlator outputs, and as a consequence the
operating period of the PLL also. In the remainder of this chapter, the
Allan deviation σa will preferably be used, normalized by π, which unit is
then Hz. A point to be noted, the Allan deviation is homogeneous to the
(RMS) ﬁrst derivative of the phase measurement error jitter developed
in section 5.2.5.2.
To test again the signal generator – software receiver pair, with re-
spect to the Allan deviation, a dry-run was done without jitter. The Allan
deviation of the phase measurement error at the output of the PLL was
measured in the C/N0 range [24, 56] dBHz. The results are plotted in ﬁg-
ure 5.11. The relatively small obtained values should be due to the action
of the PLL which shifts over time the NCO (Numerically Controlled Os-
cillator) phase to match the received signal phase. This phase shift over
time is equivalent to a frequency modiﬁcation, which is measured by the
Allan standard deviation. In any event, as the curve visibly tends toward
Allan deviation of 0 for high values of C/N0 , it is satisfactory as most of
our measurements to come will be done here (i.e., with no additive noise,
that is C/N0 = 100 dBHz).
5.2.6 Phase Measurement Error vs Fs
In the remainder of this chapter, constant c ∈ [10−23, 10−19] s and the
C/N0 ratio is set to 100 dBHz (except where noted), which is equivalent
to a situation free of thermal noise. The value of constant c was limited to
10−19 s because beyond this value the PLL regularly looses lock and the
calculated statistics are not reliable. This is normally not an issue as even
oscillators not controlled in temperature are characterized by a constant
c equal or lower than this value, as already written in section 5.1.2.
Figure 5.12 and ﬁgure 5.13 present the results for two sampling fre-
quencies. The lowest sampling frequency, 40.138MS/s, is the minimum
sampling frequency which allows the direct sampling of the E1 band in
the Separate Sampling architecture, as established in section 3.3 of chap-
ter 3. Figures 5.12 and 5.13 show clearly that the choice of the sampling
frequency does not modify the sampling clock jitter eﬀect on the phase
5.2 Eﬀect of Sampling Clock Jitter on Signal Phase Mea-
surement
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Figure 5.11: Allan deviation of the phase measurement error at the output
of the PLL, without sampling jitter, vs C/N0 .
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measurement error. This is due to the fact that during a set coherent
integration time Tp, the jitter has the same time to accumulate, what-
ever the sampling frequency, and then has the same statistics and so
produces the same eﬀect. This also means that the results established
here for the Separate Sampling architecture also stand for the Coherent
Sampling one.
The phase measurement error jitter, visible in ﬁgure 5.12, is below 9 ◦
for values of constant c ≤ 10−20 s. This value of 9 ◦ corresponds to the
value obtained without sampling clock jitter, with thermal noise only,
for C/N0 ≤ 26 dB, as it can be seen in ﬁgure 5.10. Regarding speciﬁcally
the phase measurement error drift, plotted in ﬁgure 5.13, its values are
negligible as they do not reach 2Hz, which is less than the maximum value
obtained without jitter, with thermal noise only, for C/N0 = 26 dB, as it
can be seen in ﬁgure 5.11. Hence, at this point, the value of c = 10−20 s
appears to be an upper limit not to be exceeded when choosing a sampling
clock.
5.2.7 Phase Measurement Error vs Tp
The eﬀect of the sampling clock jitter for two diﬀerent coherent in-
tegration times is visible in ﬁgure 5.14 and ﬁgure 5.15. It appears quite
clearly in ﬁgure 5.14 that when the coherent integration time is greater,
the eﬀect of the jitter is more important as this jitter has much time to
accumulate as explained previously. Nevertheless, this eﬀect seems not to
be linear: a division by two of the coherent integration time does not im-
ply a division by two of the phase measurement error jitter. Simulations
with values of the PLL coherent integration time Tp greater than 20ms
were not considered. The reason is that this is a value which enabled to
stand all performance tests in Civil Aviation, providing suﬃcient perfor-
mance. According to [21], the possible beneﬁts 3 in increasing Tp are not
worth the risk. However, in other application ﬁelds where the use of the
Galileo pilot signals are envisaged, with a long coherent integration time,
this work should be done.
The phase measurement error jitter, visible in ﬁgure 5.14, is upper-
bounded by the trace corresponding to Tp = 20ms, which was already
commented in section 5.2.6. The comment made at that time is then
valid for all values of Tp ≤ 20ms. That is, for c ≤ 10−20 s, the eﬀect
of the jitter is less than in the situation with thermal noise only, so
without sampling clock jitter, for C/N0 ≤ 26 dB, as it can be seen in
ﬁgure 5.10. Regarding ﬁgure 5.15, as a clear divergence between the two
traces appears around c = 5· 10−22 s, no interpretation seems possible.
3. Mainly a smaller phase standard deviation at the output of the PLL.
5.2 Eﬀect of Sampling Clock Jitter on Signal Phase Mea-
surement
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Figure 5.12: Phase measurement error jitter between two successive cor-
relator outputs vs sampling frequency Fs.
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Figure 5.13: Allan deviation of the phase measurement error at the output
of the PLL vs Sampling Frequency Fs.
5.2 Eﬀect of Sampling Clock Jitter on Signal Phase Mea-
surement
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Figure 5.14: Phase measurement error jitter between two successive cor-
relator outputs vs coherent integration time Tp.
In any case, as in section 5.2.6, the values of the phase measurement error
drift are negligible here also. Consequently, as in section 5.2.6, the value
of c = 10−20 s appears to be an upper limit not to be exceeded when
choosing a sampling clock.
5.2.8 Phase Measurement Error vs Bl
The eﬀect of the sampling clock jitter was also measured against the
noise equivalent bandwidth of the PLL parameter Bl. The results are
plotted in ﬁgure 5.16 and ﬁgure 5.17. Regarding the phase measurement
error jitter, represented in ﬁgure 5.16, as the two traces cross between
c = 6· 10−22 s and c = 10−21 s, no simple interpretation seems possible
as in section 5.2.7. The situation is worse for the Allan deviation plotted
in ﬁgure 5.17 as there are several crossings. Some more simulations might
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Figure 5.15: Allan deviation of the phase measurement error at the output
of the PLL vs coherent integration time Tp.
5.2 Eﬀect of Sampling Clock Jitter on Signal Phase Mea-
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Figure 5.16: Phase measurement error jitter between two successive cor-
relator outputs vs noise equivalent bandwidth of the PLL Bl.
decrease the variance of each plot and help to clarify the situation. In any
case, as in sections 5.2.6 and 5.2.7, the values of the phase measurement
error drift are negligible here for the integration times of 10ms and 20ms
simulated. Then, the same recommendation as in sections 5.2.6 and 5.2.7
can be made here, the value of c = 10−20 s appears to be an upper limit
not to be exceeded when choosing a sampling clock.
5.2.9 C/N0 Ratio Degradation vs Constant c
From the simulations, the C/N0 ratio at the correlator output, a clas-
sical measure of the quality of the signal, was also estimated. It is plot-
ted in ﬁgure 5.18, for the sampling frequencies Fs = 40.138MS/s and
Fs = 50.400MS/s, as a function of constant c. It is recalled that the
C/N0 ratio, which takes into account the thermal noise only, indepen-
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Figure 5.17: Allan deviation of the phase measurement error at the output
of the PLL vs noise equivalent bandwidth of the PLL Bl.
5.2 Eﬀect of Sampling Clock Jitter on Signal Phase Mea-
surement
5.2.10 Acceptable Sampling Clock Jitter
109
C
ha
pt
er
5
dently of the sampling clock jitter, is set at the generator to 100 dBHz by
default. It is noted the initial C/N0 . The diﬀerence between this initial
value of 100 dBHz and the C/N0 ratio observed at the correlator output
shows then the degradation brought by the sampling clock jitter, in terms
of an equivalent additive white noise.
Figure 5.18 illustrates that, as already seen in section 5.2.6, the eﬀect
of the sampling clock jitter is not a function of the sampling frequency.
What is more, the addition of noise (in dB) by the sampling clock jit-
ter seems to be completely linear with c. A model of the C/N0 ratio
degradation over the range c ∈ [10−23, 10−20] s can be written as:
∆(C/N0 )dB ≃ 17 + 2.9× 1021c (5.24)
However, this relation should be validated by much more simulations at
diﬀerent sampling frequencies, with diﬀerent coherent integration times
Tp and diﬀerent Bl, the noise equivalent bandwidth of the PLL.
Other simulations were conducted for various initial C/N0 ratios as
presented in ﬁgure 5.19. For initial C/N0 ratios below ∼ 44 dBHz, the
degradation due to the sampling clock jitter is overcome by the ther-
mal noise eﬀect, for any value of c < 10−19 s. It is also interesting to
remark that, for all values of c < 10−21 s (TCXO and OCXO) and for
initial C/N0 < 56 dBHz (an upper bound for the practical receiving con-
ditions), the eﬀect of the sampling clock jitter is nearly (−1 dB) no more
detectable.
5.2.10 Acceptable Sampling Clock Jitter
To set an acceptable limit to the sampling clock jitter eﬀect, it is
proposed to use a criteria consistent with the one described in [5]: the
sampling clock jitter noise power is restricted to be 10 dB down from the
thermal noise power. This supposes to set a reference C/N0 . It could
logically be set taking into account, for the L1 C/A signal,
• the minimum received power on Earth is C = −158.5 dBW mea-
sured at the output of a 3 dBi linearly polarized antenna (for a min-
imum satellite elevation angle of 5 ◦) as cited in [22],
• the equivalent system input thermal noise power density, N0 , (...)
N0 = −201.5 dBW/Hz as assessed in [23].
The result is C/N0 ref = 43 dBHz. So, the C/N0 ratio due to the sampling
clock jitter should not be lower than 53 dBHz. It can be read in ﬁgure 5.18
that it corresponds to a value of c slightly greater than 10−20 s. This
conﬁrms the results found in sections 5.2.6, 5.2.7 and 5.2.8. Clocks with
lower values than 10−20 s are easily available as explained in section 5.1.2:
TCXO and OCXO.
C
hapter
5
110 CHAPTER 5. SAMPLING JITTER
Figure 5.18: C/N0 degradation vs constant c and sampling frequency Fs.
5.2 Eﬀect of Sampling Clock Jitter on Signal Phase Mea-
surement
5.2.10 Acceptable Sampling Clock Jitter
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Figure 5.19: C/N0 degradation vs constant c and initial C/N0 .
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5.3 Conclusion
The eﬀect of the sampling clock jitter on signal tracking has been
studied in this chapter. In a ﬁrst step, a model of the sampling clock
jitter was built, showing that it is not a stationary process. It was not
possible then to establish a model of the induced phase measurement
error. Therefore, it was also not possible to clarify the quantitative con-
tribution of the sampling clock jitter in general. However, simulations
were conducted as a function of the constant c, the parameter which
characterizes the quality of the sampling clock. It has been shown that
the sampling frequency has no inﬂuence on the jitter eﬀect, contrary to
the coherent integration time which increases the jitter eﬀect as it is in-
creased itself. Regarding the noise equivalent bandwidth of the PLL, it
was not possible to clearly explain its impact. The C/N0 ratio degrada-
tion at the output of the correlator was also measured, showing that for
c < 10−21 s and C/N0 < 56 dBHz, the eﬀect of the sampling clock jitter
is less than −1 dB. In light of these simulation results, a limit was set to
the value of c to maintain the eﬀect of the sampling clock jitter to an
acceptable level. This acceptable level was deﬁned to be 10 dB down from
the thermal noise power, for C/N0 ref = 43 dBHz. The limit value of c
was found equal to 10−20 s. It was ﬁnally noted that there is no diﬃculty
to ﬁnd a clock verifying this limit value of c.
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Quantization 6
After sampling, quantization is the second operation to address in
order to completely characterize the digitization process which is carried
out in a DS-DF-SDR Galileo receiver. As quantization is dimensioned
after the amplitude of the signal present at the input of the ADC, and
scaled as a function of the maximum amplitude levels, it seems necessary
to recall the situation at the receiver input from this point of view. In
this purpose, and for easier future referencing, ﬁgure 2.7 is cloned here
in ﬁgure 6.1. The interference mask drawn in ﬁgure 6.1 is the maximum
spectral content to be considered at the input of the receiver, before any
of the extra RF ﬁlters speciﬁed in chapter 2. These ﬁlters are intended
to decrease as much as possible the out-of-band levels of the mask before
sampling. The level of the signal at the output of the ﬁlters, that is at
the input of the ADC(s), will of course depend of the real performance
of this extra RF ﬁlters, and more exactly of their eﬀective bandwidth.
This chapter investigates the dimensioning of the quantizer as a function
of the real performance of the extra RF ﬁlters.
6.1 Quantization Dimensioning
As most ADC chipsets available on the market at the time of writing
of this document provide a number of output bits which is an integer,
the assumption is made that the number of quantization levels is a power
of 2. That is to say that our design will use a mid-rise quantizer of the
kind represented in ﬁgure 6.2. Should an other type of uniform quantizer
be used, the formulas developed in this chapter must be revised and the
numerical calculations updated but the results should be very similar
to the ones presented hereafter, all the more so when the number of
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Figure 6.1: Interference mask at receiver input.
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Figure 6.2: Mid-rise uniform quantizer.
levels increases. N denotes the total output bits of the quantizer, that is
2L = 2N is the number of levels. To scale the quantization stage of the
ADC(s), two reference amplitude levels must be considered.
6.1.1 Low Reference Amplitude Level
This level sets the minimum number of bits k required to correctly
digitize the diﬀerent Galileo navigation signals in the nominal situation,
that is in an interference-free environment. However, interference-free
does not mean noise-free. The system noise must be considered at the
input of the ADC(s) as well as the useful signals.
6.1.1.1 System Noise Temperature at the Input of the ADC(s)
The calculation of the level of the noise at the input of the ADC(s)
requires the noise characteristics of the various elements which take place
between the antenna port and the input of the ADC(s). Concerning the
active part of the GNSS antenna, [1] speciﬁes
• its noise ﬁgure NF = 4dB 1,
1. Its linear value is the noise factor F defined by NF = 10 log
10
(F ).
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Figure 6.3: Noise model between the antenna port and the input of the
ADC(s).
• its LNA (Low-Noise Ampliﬁer) gain G ∈ [Gmin, Gmax] =
[26.5, 32.5] dB.
Regarding the cabling, [1] assesses
• the actual cable temperature to T = T0 = 290K,
• the cable loss L ∈ [Lmin, Lmax] = [3, 12] dB.
The noise performance of the elements forming the RF hardware front-
end (ﬁlters, ampliﬁers, diplexers and also the ADC(s)) can be globally
characterized by a noise factor FRF and a gain GRF without loss of gen-
erality. These diﬀerent parameters are represented in ﬁgure 6.3.
The eﬀective noise temperature of each part, as depicted in ﬁgure 6.4,
can then be deﬁned according to [2]
• Tact is the eﬀective noise temperature of the active part (dual-band
E1 and E5 RF ﬁlter and LNA) of the GNSS antenna
Tact = (F − 1)T0 (6.1)
• Tcab is the eﬀective noise temperature of the cable
Tcab = (L− 1)T = (L− 1)T0 (6.2)
• TRF is the eﬀective noise temperature of the RF hardware front-end
TRF = (FRF − 1)T0 (6.3)
6.1 Quantization Dimensioning
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Figure 6.4: Eﬀective noise temperatures between the antenna port and
the input of the ADC(s).
These temperatures combine into a system noise temperature at the
input of the ADC(s) according to [2] again, as represented in ﬁgure 6.5
Tsys = (((Tsky + Tact)G+ Tcab) /L+ TRF )×GRF (6.4)
6.1.1.2 Comparison Between the Diﬀerent Noise Contributions
The noise contribution of the sky and of the active GNSS antenna
can be compared to the contribution of the cabling through the ratio
(Tsky + Tact)G
Tcab
(6.5)
That is
(Tsky + (F − 1)T0 )G
(L− 1)T0 (6.6)
This ratio is minimum for the pair of values (Gmin, Lmax) and reaches
≃ 16.4 dB. It means that the noise contribution of the cable is always
negligible in comparison to the noise introduced upstream, whatever the
values of G and L in their respective range. The assumption holds then
that the extreme values of the noise at the output of the cable are given
simply by the extreme pair of values (Gmin, Lmax) and (Gmax, Lmin) 2.
2. Normally the noise contribution of the active GNSS antenna is maximum at
the output of the cable for (Gmax, Lmin) while the noise contribution of the cable is
maximum for Lmax
C
hapter
6
120 CHAPTER 6. QUANTIZATION
Figure 6.5: System noise temperature at the input of the ADC(s).
An other comparison can be made, between the noise contribution
of the RF hardware front-end and the contribution of the active GNSS
antenna and of the cabling, through the ratio
((Tsky + Tact)G+ Tcab) /L
TRF
(6.7)
That is the ratio
((Tsky + (F − 1)T0 )G+ (L− 1)T0 ) /L
(FRF − 1)T0 (6.8)
The noise contribution of the RF hardware front-end would reach one-
tenth of the other noises for a noise ﬁgure NFRF ≃ 8.0 dB for the min-
imum value of the numerator in (6.8), obtained for the minimum value
Gmin/Lmax = 14.5 dB. It is believed that this value of NFRF could be
diﬃcult to achieve, considering for example the insertion loss of the cas-
caded ﬁlter designed in section 4.2.4 of chapter 4 which reaches 8.15 dB
at room temperature (that is a noise ﬁgure around the same value). The
noise contribution of the RF hardware front-end can not be neglected in
comparison to the noise introduced by the upstream parts. However, as
FRF could not be assessed at the time of this writing, it was not possible
to take it into account. The system noise temperature at the input of the
ADC(s) considered from now on is then
Tsys = ((Tsky + (F − 1)T0 )G+ (L− 1)T0 ) /L×GRF (6.9)
The subsequent results depending on Tsys should then be taken as bounds
and updated as soon as more accurate data characterizing the noise per-
formance of the RF hardware front-end are available.
6.1 Quantization Dimensioning
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6.1.1.3 Power of the Noise at the Input of the ADC(s)
Making the assumption that the diﬀerent noises are white, the system
noise PSD level at the input of the ADC(s) is equal to
N2 = kBTsys
N2 = kB ((Tsky + (F − 1)T0 )G+ (L− 1)T0 ) /L×GRF (6.10)
with kB = 1.3806488× 10−23 J/K the Boltzmann constant.
It is interesting to remark that the left term in the outer product in
relation (6.10) corresponds to the PSD level of the noise at the receiver
input
N2 = N1 ×GRF (6.11)
N1 = kB ((Tsky + (F − 1)T0 )G+ (L− 1)T0 ) /L (6.12)
As the two Direct Sampling architectures proposed in this thesis not only
aim at being aircraft installation independent but also do not implement
any kind of AGC, they must cope with the full range of preampliﬁer gain
G and cable loss L. The corresponding range of N1 is then calculated
from (6.12) by replacing G and L by the extreme values (Gmin, Lmax) on
one hand and (Gmax, Lmin) on the other. The result is
N1 ∈ [N1min,N1max] = [−186.7,−171.8] dBW/Hz (6.13)
The power of the noise at the input of the ADC(s) is
• For the Coherent Sampling architecture, at the input of the single
ADC
P2 = N2 × (B1 +B5a) = N1 ×GRF × (B1 +B5a) (6.14)
with B1 and B5a the bandwidth of the useful E1 and E5a bands
deﬁned in section 2.3 of chapter 2.
• For the Separate Sampling architecture at the input of each ADC
P2 = N2 ×B1 = N2 ×B5a (6.15)
It is worth writing P2 as a function of P1 the power of the noise at
the receiver input, because this quantity is independent of the unknown
value GRF
P1 = N1 × (B1 +B5a) (6.16)
P1 ∈ [P1,min, P1,max] = [−110.7,−95.8] dBW (6.17)
It gives
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• For the Coherent Sampling architecture
P2 = P1 ×GRF (6.18)
• For the Separate Sampling architecture
P2 = P1 ×GRF/2 (6.19)
At this point the classical assumption is made that the diﬀerent noises
studied herebefore can be modeled as zero-mean Gaussian random pro-
cesses. This implies P1 = σ21 and P2 = σ
2
2 , σ denoting the standard devi-
ation of the process. The quantizer being dimensioned after amplitude,
σ will be used preferably to P in the rest of this chapter.
Aside the deﬁnition of P1 and P2, it is useful for later reference to
deﬁne the equivalent power of the noise at the antenna port P0 = σ20
• For the Coherent Sampling architecture
P0 = N0 × (B1 +B5a) (6.20)
• For the Separate Sampling architecture
P0 = N0 × B1 = N0 ×B5a (6.21)
with N0 ≃ kB (Tsky + Tact) = −201.3 dBW/Hz, neglecting the noise of
the cable and of the RF hardware front-end brought back to the antenna
port. This is reasonable considering the high gain of the preampliﬁer,
Gmin = 26.5 dB.
6.1.1.4 Galileo Navigation Signals
It is speciﬁed in [1] that the power to be considered at the antenna
port for the diﬀerent Galileo Open Service signals is
• PE5a = [−155.7,−148.7] dBW for the E5a signal,
• PE1 = [−157,−150] dBW for the E1 signal.
For an average number of 8 visible satellites, also clariﬁed in [1], this
gives a maximum total power of
• PE5a = −139.7 dBW for the E5a signals,
• PE1 = −141 dBW for the E1 signals.
6.1 Quantization Dimensioning
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The corresponding ranges at the input of the receiver are calculated by
multiplying these values by the extreme ratios Gmin/Lmax on one hand
and Gmax/Lmin on the other, as done for the noise in relation (6.13)
• PE5a ∈ [−125.2,−110.2] dBW for the E5a signals,
• PE1 ∈ [−126.5,−111.5] dBW for the E1 signals.
Comparing these numbers to the power of the noise at the receiver
input given in (6.17), it can be said that the useful navigation signals
are completely buried in the noise. As it is not possible to separate each
contribution at this point, from now on it must be considered that the
signal to quantize is the sum of the useful navigation signals and the noise.
Moreover, as the useful signal power is more than ten times weaker than
the noise power it is decided to consider that only the noise is to be taken
into account to dimension the quantizer.
6.1.1.5 k the Number of Bits in an Interference-Free Environment
The number of bits k required to correctly digitize the useful signal(s)
must be calculated to account for the lowest noise amplitude at the input
of the ADC(s). Writing ∆ the quantizer step size and considering that
the maximum lowest noise amplitude is n2,min in units of volts, then
2k ×∆ ≥ 2n2,min (6.22)
It is more relevant to replace n2,min by its expression as a function of
the standard deviation σ2,min through the crest factor c 3
c =
n2,min
σ2,min
(6.23)
It gives:
2k ×∆ ≥ 2c·σ2,min (6.24)
The calculation of the optimum c value, which produces the minimum
degradation of the useful signal power at the output of the correlator,
is proposed in [3], as a function of the number of quantization levels.
Table 6.1 summarizes the values of interest in our case. [4] indicates for
example that in aviation grade receivers k ∼ 2−4 bits. For the sake of
completeness and clarity, it is to note that in [3], n2,min is noted T, the
maximum input threshold, and the results are presented as a function of
the ratio of this maximum input threshold to the one-sigma noise level,
that is the crest factor c.
3. This crest factor c is not to be confused with the constant c (introduced in
section 5.1.2 of chapter 5) which characterizes the sampling clock jitter. The notation
is kept unchanged in both cases because it is generally used in the publications on
the related subjects.
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k Minimum Signal Loss (dB) Optimum crest factor
1 1.961 N/A
2 0.549 0.996
3 0.166 1.758
4 0.050 2.345
5 0.015 2.820
6 0.005 3.224
7 0.001 3.591
Table 6.1: Optimum crest factor c vs k [3].
6.1.2 High Reference Amplitude Level
This level sets the full scale of the ADC(s). It corresponds to the total
number of bits N of the ADC(s). This high level is obviously a function
of the interference mask at the input of the ADC(s), but also of the noise
maximum value as it is always present. Again, the proposed architectures
aim at being aircraft installation independent. It means that this time
the high reference level must be calculated with the maximum active
antenna gain Gmax = 32.5 dB and the minimum cable loss Lmin = 3dB
to cover the maximum maximorum level of the signal at the input of the
ADC(s).
6.1.2.1 Maximum Interference + Noise Level at the input of the
ADC(s)
At this point the assumption is made that the CW aggression is lim-
ited to one interference at a time per band, as the tests imposed in [1]
suggests. It means that, for Coherent Sampling the maximum interfer-
ence level AM to be considered is the sum of the maximum amplitudes
found in the mask for E5a on the one hand and for E1 on the other. For
Separate Sampling it is either the maximum amplitude AM5a found in
the mask for E5a for the corresponding ADC or the maximum amplitude
AM1 found in the mask for E1 for the other ADC.
The high reference level is then the maximum sum of the maximum
interference level AM , AM5a or AM1, multiplied by Gmax, divided by Lmin
and multiplied by GRF , and of the highest noise level, corresponding to
N2max. Writing Amax the generic value for AM , AM1 or AM5a and noting
the maximum highest noise amplitude n2,max, this high reference level
equals
√
Gmax/LminGRF ×Amax + n2,max in units of volts
6.1 Quantization Dimensioning
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This time again the use of the crest factor c is more relevant. It is
written here equivalently to equation (6.23) by the ratio of the highest
noise amplitude n2,max to the maximum noise standard deviation σ2,max
c =
n2,max
σ2,max
(6.25)
The ﬁnal expression of the high reference level is then
√
Gmax/LminGRF × Amax + c·σ2,max
6.1.2.2 N the Total Number of Bits of the Quantizer
A graphical representation of the dimensioning values k, the number
of bits required to correctly digitize the useful signal(s) in an interference-
free environment (i.e. minimum noise), and N , the total output bits of
the quantizer considering the maximum signals expected (i.e. maximum
noise plus interference), can be found in ﬁgure 6.6. The following relation
can then be established
2N ×∆ ≥ 2
√
Gmax/Lmin ×Amax + 2c·σ2,max (6.26)
A simple algebraic division between equations (6.26) and (6.24) gives
N − k ≥ log2


√
Gmax/LminGRF × Amax + c·σ2,max
c·σ2,min

 (6.27)
The replacement of σ2 by its expression as a function of σ1 given by
equation (6.18) 4 or equation (6.19) produces a ﬁnal result independent
of GRF and valid for the separate sampling architecture as well as for the
coherent sampling architecture
N − k ≥ log2


√
Gmax/Lmin ×Amax + c·σ1,max
c·σ1,min

 (6.28)
Thus, setting k and c, N can be calculated as a function of Amax
only. As it is detailed hereafter, this level Amax is quite dependent of
the real transfer functions of the extra ﬁlters required in both proposed
architectures. In fact, it depends on the eﬀective attenuation brought
to the interference mask by the extra ﬁlters. However, before studying
the inﬂuence of the real transfer functions of the extra ﬁlters on the
4. It is recalled that σ2
1
= P1 and σ22 = P2 as explained in section 6.1.1.3.
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Figure 6.6: Dimensioning values of the quantizer.
value of N , it is interesting to apply equation (6.28) in the case with no
interference (Amax = 0)
N − k ≥ log2
(
σ1,max
σ1,min
)
= log2
(
N1max
N1min
)
(6.29)
which gives, under the ﬁrst assumption made in section 6.1.1.2 that “the
extreme values of the noise at the output of the cable are given simply
by the extreme pair of values (Gmin, Lmax) and (Gmax, Lmin)”
N − k ≥ 1
2
log2
(
Gmax
Gmin
·
Lmax
Lmin
)
= 2.5 (6.30)
Thus the cost of our aircraft installation independent receiver: it needs 3
more bits than strictly necessary to quantize the full range of the pream-
pliﬁer gain and cable loss. Furthermore, it is also the cost of the removal
of the AGC. This mechanism would have otherwise automatically taken
into account the real values of G and L in a manner that is transparent
to the quantizer.
6.2 Quantization with ideal ﬁlters
6.2.2 Coherent Sampling
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k Optimum crest factor E5a: N − k ≥ E1: N − k ≥
1 N/A N/A N/A
2 0.996 8.9 2.7
3 1.758 8.1 2.6
4 2.345 7.6 2.6
5 2.820 7.4 2.6
6 3.224 7.2 2.5
7 3.591 7.1 2.5
Table 6.2: N − k for Separate Sampling with ideal ﬁlters.
6.2 Quantization with ideal filters
6.2.1 Separate Sampling
If the extra ﬁlters used before digitization meet the minimum selec-
tivity drawn in ﬁgure 3.11 then the interference mask to be considered at
the input of the ADCs is the one represented in ﬁgure 3.12. In fact there
is nearly no more interference threat, except in-band. It can be read in
ﬁgure 3.12 that AM5a corresponds to the composite ground DME signal
maximum peak power at the European hotspot, −60 dBm and that AM1
is equal to the ﬂoor of the interference mask for the E1 band, −118 dBm.
Amax set in turn to the value of AM5a and AM1 5 in equation (6.28),
along with the value of c given in table 6.1, it is possible to calculate
N−k, for each value of k. Table 6.2 lists the results for k from 1 to 7, for
each band. It is recalled that N − k is the diﬀerence between the total
output bits of the quantizer and the number of bits required to correctly
digitize the useful signal(s) in the nominal situation. For the E5a band
the DME threat rules the results, while for the E1 band it is only the
classical noise indeed. Up to a total of N = 15 bits can be required for
the E5a band and up to 10 bits for the E1 band, for a crest factor of
3.591.
6.2.2 Coherent Sampling
If the extra ﬁlters used before digitization meet the minimum selec-
tivity drawn in ﬁgure 3.3 then the interference mask to be considered at
the input of the ADC is the one represented in ﬁgure 3.4. Here also, as
the ﬁlters have perfectly met the targeted attenuation, there is nearly
no more interference threat, except in-band. It can be read in ﬁgure 3.4
5. AM5a = 10−60/20 as it is peak power while AM1 =
√
2· 10−118/20 because it is
average power.
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k Optimum crest factor N − k ≥
1 N/A N/A
2 0.996 8.4
3 1.758 7.6
4 2.345 7.2
5 2.820 6.9
6 3.224 6.7
7 3.591 6.6
Table 6.3: N − k for Coherent Sampling with ideal ﬁlters.
that for the E5a band the maximum threat is also the composite ground
DME signal maximum peak power at the European hotspot, −60 dBm,
and that it is the ﬂoor of its CW interference mask for the E1 band,
−118 dBm this time again. At the input of the single ADC the maxi-
mum level to be considered is then the coherent sum of both threats,
that is ≃ −63 dBm 6.
In the same way as for the Separate Sampling case, setting Amax to
−63 dBm in equation (6.28), along with the value of c given in table 6.1,
it is possible to calculate N − k, for each value of k. Table 6.3 lists
the results for k from 1 to 7. As shown previously for the E5a band in
Separate Sampling, the DME threat rules the results. A total of 14 bits
may be needed if the useful signal should be quantized with k = 7 bits.
This is nearly the same value as for the Separate Sampling of the E5a
band as the E5a threat completely overcomes the one on the E1 band.
6.3 Quantization after Sub-optimal Filters
If the extra ﬁlters are not as selective as required, that is their eﬀec-
tive bandwidth is larger than speciﬁed, the interference threat can pass
through them up to a very high level, which is a function of this actual
bandwidth.
6.3.1 Separate Sampling
This time the situation at the input of the ADCs can be as bad as
the one presented in ﬁgure 6.7, where the whole interference mask has
passed through the extra ﬁlters. It corresponds to the worst case of ﬁlters
with an actual bandwidth larger than 47.45MHz in the E5a band and
6. The DME peak power at the European hotspot has been converted into average
power, by subtracting 3 dB, to be consistent with the E1 CW mask in dBm. The peak
amplitude value corresponding to the coherent sum is then Amax =
√
2·10−63/20.
6.3 Quantization after Sub-optimal Filters
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Figure 6.7: CW interference mask at receiver input with sub-optimal
ﬁlters, Separate Sampling.
101.5MHz in the E1 band. Figure 6.7 is simply a copy of ﬁgure 6.1 which
represents the interference situation at the input of the receiver without
the extra ﬁlters. However, the assumption is made that the analog ﬁlters
will be selective enough so that it can be considered that the maximum
threat for the E1 band is a CW interference which can reach −40.5 dBm
at 1626.5MHz (it corresponds to a transition bandwidth 7 greater than
Bs = 40MHz). For the E5a band the maximum threat is a CW interfer-
ence which can reach −30 dBm at 1197.45MHz (a transition bandwidth
greater than Bs = 10MHz).
Figure 6.8 for the E5a band and ﬁgure 6.9 for the E1 band plot the
values of N − k against the interference mask. The curves were obtained
7. As defined in section 3.2.2 of chapter 3, the transition bandwidth Bs is the
bandwidth of the filter which is in excess on each side of the minimum specified
bandwidth. For example, a transition bandwidth of BsMHz on E5a means that the
passband of the filter is [f5min −Bs, f5max +Bs] and its bandwidth equals Bs+20+
Bs = 20 + 2BsMHz.
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Figure 6.8: N − k for Separate Sampling with sub-optimal ﬁlters, E5a
band.
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Figure 6.9: N − k for Separate Sampling with sub-optimal ﬁlters, E1
band.
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applying the following method for each band:
1. The interference mask is ﬁrst sampled in frequency with 100 points
per segment,
2. For each value of k (and the matching crest factor c) in table 6.1:
(a) For each frequency sample of the mask:
i. The corresponding amplitude Amax is calculated,
ii. N − k is determined using relation (6.28).
Figure 6.8 (and ﬁgure 6.9 respectively) reads then in this way: if the
bandwidth of the extra RF ﬁlter required in the E5a band is larger than
[f5min, f5max] = [1166.45, 1186.45]MHz, down to 1155MHz for example,
then the CW+DME interference level could reach ∼ −56 dBm at the
input of the ADC at this frequency (intersection between the vertical
grid line at f = 1155MHz and the blue trace). Thus the total number of
quantization bits would be
• N ∼ 12.2 for k = 2 as N − k ∼ 10.2 (intersection between the
vertical grid line at f = 1155MHz and the black trace),
• N ∼ 12.4 for k = 3 as N − k ∼ 9.4 (red trace),
• · · ·
• N ∼ 15.3 for k = 7 as N − k ∼ 8.3 (dash-dotted red trace).
For the worst ﬁlters, up to a total of 20 bits could be needed for the
E5a band (N − k ∼ 12.3 for k = 7 at 1197.45MHz) and up to 18 for the
E1 band (N − k ∼ 10.7 for k = 7 at 1525MHz).
6.3.2 Coherent Sampling
At the input of the ADC the situation can be as deteriorated for
coherent sampling as the one presented in ﬁgure 6.10. Figure 6.10 repre-
sents the interference threat at the input of the single ADC after ﬁltering
of the interference situation at the input of the receiver (ﬁgure 6.1) by
the worst extra ﬁlters, the ones with the widest transition bandwidth
Bs = 28MHz
8. At the input of the single ADC, the maximum level to
be considered is then the coherent sum of both masks as explained previ-
ously in section 6.1.2. This sum is represented in ﬁgure 6.11 along with the
individual masks for comparison. To establish this plot, each interference
8. It was shown in section 3.2.2 of chapter 3 that Coherent Sampling is no more
possible for a transition bandwidth Bs > 28MHz.
6.3 Quantization after Sub-optimal Filters
6.3.2 Coherent Sampling
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Figure 6.10: CW interference mask at receiver input with sub-optimal
ﬁlters, Coherent Sampling.
mask was shifted from its center frequency (f1 = 1575.42MHz for E1 and
f5 = 1176.45MHz for E5a) to 0. Thus, the x axis can represent directly
the bandwidth of the extra ﬁlters, which should ideally be ±10MHz, but
in reality could be enlarged by a non-zero transition bandwidth Bs at
each side. For example, with a transition bandwidth Bs = 15MHz, the
total bandwidth of the extra ﬁlters being then ±25MHz, the maximum
interference power to be considered is
• ∼ −84 dBm (CW) at the output of the extra ﬁlter for the E1 band
at +25MHz,
• ∼ −30 dBm (CW+DME) at the output of the extra ﬁlter for the
E5a band at +25MHz,
• ∼ −30 dBm (CW+DME) globally at the input of the single ADC
for the E1+E5a band at +25MHz.
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Figure 6.11: Coherent sum of the CW masks for Coherent Sampling with
sub-optimal ﬁlters.
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Figure 6.12: N − k for Coherent Sampling with sub-optimal ﬁlters,
E5a+E1 band.
Figure 6.12 plots the values of N − k against the interference mask.
This plot has been elaborated with the same method presented in sec-
tion 6.3.1 for the Separate Sampling case. Here also up to a total of 20
bits could be required in the worst case (N − k ∼ 12.1 for k = 7 at
38MHz, that is Bs = 28MHz).
6.4 CW Harmonic Distortion
As a quantizer is not a linear device, when a CW is applied at its
input, a number of harmonics appears at its output. Let A be the am-
plitude of a full scale sine wave at the input of a mid-rise quantizer with
2L levels as represented in ﬁgure 6.2. Then, as calculated in appendix B,
the amplitude of the (2ν + 1)th harmonic (even harmonics are null) at
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the output is
A2ν+1 =
2A
(2ν + 1)Lπ
(
1 + 2
L−1∑
k=1
cos
(
(2ν + 1) sin−1 (k/L)
))
(6.31)
The problem is that, even if one harmonic is very far in frequency
from the original CW interference, due to aliasing it is folded back in the
sampled band and possibly in the useful signal band. To be conservative
it is decided not to allow any harmonic to be more powerful than the
lowest value of the mask. That is, a minimum number of quantization
bits N = log2(L) + 1, for which P2ν+1 = (A2ν+1)
2 /2 (the power of the
(2ν + 1)th harmonic) is lower than the lowest value of the mask ∀ν, is to
be used.
6.4.1 Separate Sampling
Figure 6.14 plots the minimum number of quantization bits N re-
quired so that no harmonic is more powerful than the ﬂoor of the mask,
Pf5 = −103 dBm. Figure 6.15 presents the results of the same calcula-
tions for the E1 band, for which the ﬂoor is Pf1 = −118 dBm this time.
The method used to build plots 6.15 and 6.14 is as follows. First, the
interference masks were sampled in frequency with 100 points per seg-
ment. Then, for each sample one by one, an algorithm which implements
equation 6.31 was run.
This algorithm is represented in ﬂow chart 6.13. A is equal to the
amplitude of the sample and L is set to 2 as an initialization point,
because it corresponds to the minimum number of bits, N = log2(L) +
1 = 2, for a quantizer with a number of quantization levels which is a
power of 2. Depending on the band the algorithm is working on, Pf is set
accordingly to Pf5 or Pf1. Doing so, at the Stop point N = log2(L) + 1
is the minimum number of quantization bits for each frequency sample
of the mask.
Figure 6.14 (and ﬁgure 6.15 respectively) reads in this way: if the
bandwidth of the extra RF ﬁlter required in the E5a band is larger than
[f5min, f5max] = [1166.45, 1186.45]MHz, down to 1155MHz for example,
then the CW+DME interference level could reach ∼ −56 dBm at the
input of the ADC at this frequency (intersection between the vertical
grid line at f = 1155MHz and the blue trace). Thus, the total number
of quantization bits must not be less than N = 6 (intersection between
the vertical grid line at f = 1155MHz and the red trace).
For both bands the values calculated here are always less than the
ones calculated in section 6.3.1. In the Separate Sampling architecture,
the CW harmonic distortion by quantization is not a limit.
6.4 CW Harmonic Distortion
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Start
L← 2
Calculate (6.31)
P3 = (A3)
2/2
L← L+ 1
P3 < Pf ?
Stop
no
yes
Figure 6.13: Flow chart of the harmonic distortion evaluation process.
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Figure 6.14: Minimum N for Separate Sampling with sub-optimal ﬁlters,
E5a band.
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Figure 6.15: Minimum N for Separate Sampling with sub-optimal ﬁlters,
E1 band.
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Figure 6.16: Minimum N for Coherent Sampling with sub-optimal ﬁlters,
E5a+E1 band.
6.4.2 Coherent Sampling
Normally, as stated in section 6.1.2, the sum of two CWs at the input
of the single ADC in this case should be considered. Nevertheless, as it
can be observed in ﬁgure 6.11, the E1 mask is so low in comparison to
the E5a mask that the coherent sum of both masks is nearly equal to the
E5a mask. That is why the number N of quantization bits is calculated
on the basis of one CW only, which power is essentially equivalent to the
coherent sum of both masks.
The results are presented in ﬁgure 6.16. One can note that N is logi-
cally of the same order of magnitude as in the case of the Separate Sam-
pling of the E5a band, but higher as the ﬂoor of the mask is −118 dBm
in this case instead of −103 dBm.
Here also the calculated values are always lower than the ones cal-
culated in section 6.3.2. In the Coherent Sampling architecture the CW
harmonic distortion by quantization is not a limit either.
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It should be noted that after quantization the amplitude of a CW
which reaches the full scale of the quantizer is lower than before, so that
the diﬀerent interference masks could be slightly reduced according to
the attenuation plotted in ﬁgure B.2. However, as this attenuation is less
than 1 dB as soon as the total number of quantization bits is greater than
3, it is decided to ignore it.
6.5 Conclusion
The number of bits N required to quantize the whole range of the
signal present at the input of the ADC(s) was investigated in this chapter.
A ﬁrst result is that the removal of the AGC costs 3 more bits than
strictly necessary compared to a classical architecture. Furthermore, it
was shown that N greatly depends on the performance of the required
extra RF ﬁlters, whether it be for the Separate Sampling architecture or
for the Coherent Sampling one. Considering Separate Sampling, up to 20
bits could be required for the E5a band and up to 18 bits for the E1 band,
in the case of poor quality extra ﬁlters. For Coherent Sampling, it has
appeared that the interference situation at the input of the single ADC
is nearly the same as for the Separate Sampling of the E5a band, because
the interference threat in this band completely overcomes the one in the
E1 band. So the results are similar, up to 20 bits could be necessary
if the extra ﬁlters are far from meeting their speciﬁcations. It was also
calculated that even for the minimum value of N , that is for ideal extra
RF ﬁlters, quantization never introduces CW harmonics higher than the
interference mask.
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Signal Dynamic Range
Compression 7
After digitization, depending on the actual attenuation obtained by
the extra RF analog ﬁlters to the interference signal, it may be necessary
to digitally ﬁlter the signal in order to mitigate the remaining interference
threat.
If the performance of the extra analog ﬁlters are too weak, the order
of the digital ﬁlters could be proportionally high and then their compu-
tational cost could reach high values as it is shown in the ﬁrst part of
this chapter.
The question then arises on the possibility to decrease the binary
throughput immediately after the ADC(s), that is the way to discard as
many bits as possible, when feasible, as each bit reduced would decrease
not only the calculation burden of theses ﬁlters but also the processing
workload downstream in general. The second and last parts of this chap-
ter focuses on these aspects through the study of signal dynamic range
compression methods.
7.1 Calculation Workload Evaluation
7.1.1 FIR Filter Order Estimation
The hypothesis is made here that linear phase FIR (Finite Impulse
Response) ﬁlters are used to lower the interference level after sub-optimal
extra RF analog ﬁlters. This choice is interesting because the linear phase
property preserves the phase characteristic of the signal, which can not
be guaranteed with IIR (Inﬁnite Impulse Response) ﬁlters. The following
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formula, from [1], was then used to estimate the ﬁlter order
Mˆ =
D∞(δp, δs)− f(δp, δs)· (∆f)2
∆f
+ 1 (7.1)
with
D∞(δp, δs) =
(
0.005309(log10(δp))
2 + 0.07114 log10(δp)
−0.4761)× log10(δs)−
(
0.00266(log10(δp))
2
+0.5941 log10(δp) + 0.4278)
and
f(δp, δs)=11.012 + 0.51244 (log10(δp)− log10(δs))
The parameters are:
• fp the normalized 1 passband edge frequency,
• fs the normalized stopband edge frequency,
• ∆f = (fs − fp) the normalized transition bandwidth,
• δp the passband ripple 2,
• δs the stopband ripple.
It is noteworthy that, as relation (7.1) is deﬁned for a lowpass ﬁlter,
fp and fs are not the passband frequencies in our case, but their lowpass
equivalents. Thus, fp = 10MHz/Fs, that is half of the useful bandwidth
B1 or B5a. However, the order Mˆ is the same for the corresponding
bandpass ﬁlter as it is shown hereafter.
Let hlp ❞Hlp be the impulse response of the FIR lowpass ﬁlter and
Hlp its transfer function
hlp[k] = 0 ∀k /∈ [0, Mˆ − 1] (7.2)
The corresponding bandpass transfer function can be deﬁned as follows
Hbp(f) = Hlp(f − fc) +Hlp(−f − fc) (7.3)
where fc is the center of the passband. In this way the Hermitian sym-
metry property is set, so that the resulting impulse response of the ﬁlter
1. The normalized frequency is the frequency divided by the sampling frequency.
2. 10 log
10
(δp) = −10 dB in the rest of this thesis, to match the 10 dB attenuation
step on each side of the passband.
7.1 Calculation Workload Evaluation
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is real-valued. This impulse response is obtained by the inverse Fourier
transform
hbp[k] = hlp[k]e
j2πfckTs + hlp[k]e
−j2πfckTs ∀k (7.4)
with Ts the sampling period.
hbp[k] = 2ℜ
{
hlp[k]e
j2πfckTs
}
∀k (7.5)
In the case where hlp is also real-valued
hbp[k] = 2hlp[k] cos (2πfckTs) ∀k (7.6)
Using deﬁnition (7.2), it is possible to conclude that
hbp[k] = 0 ∀k /∈ [0, Mˆ − 1] (7.7)
Relation (7.7) shows that the length of the bandpass ﬁlter impulse re-
sponse hbp is equal to the length of the lowpass ﬁlter impulse response
hlp.
7.1.2 Requirements on Digital Filters
As examples of the digital ﬁltering operations to be performed, ﬁg-
ure 7.1 for the E5a 3 band and ﬁgure 7.2 for the E1 band represent the
minimum attenuation, versus frequency, which is needed to counterbal-
ance the less eﬃcient analog ﬁlters, in the Separate Sampling case. It
corresponds to the worst case of extra RF ﬁlters with an actual band-
width larger than 47.45MHz in the E5a band and 101.5MHz in the E1
band. The attenuation is calculated from ﬁgure 6.7 for each band respec-
tively, so that in-band aliasing of an out-of-band threat is attenuated
to the minimum in-band mask level, −103 dBm in the E5a band and
−118 dBm in the E1 band.
If FIR ﬁlters are to be used, ﬁgure 7.3 for the E5a band and ﬁgure 7.4
for the E1 band give an estimation of the minimum order of the ﬁlter vs
transition bandwidth Bs. Figure 7.5 for the E5a band and ﬁgure 7.6 for
the E1 band propose an estimation of the induced calculation workload,
versus transition bandwidth Bs.
3. The Fourier transform of a sampled signal, as well as the transfer function of a
digital filter, is periodic in Fs (the sampling frequency), as recalled in appendix A by
relation A.1. Therefore, it is equivalent to consider any period of the Fourier transform
of a sampled signal or of the transfer function of a digital filter. In the remaining of
this document, it was decided to work on the period around the original analog carrier
frequency (f1 = 1575.42MHz for E1 or f5 = 1176.45MHz for E5a), rather than any
other period, especially the periods lower in frequency. These periods closer to 0 are
sometimes noted resulting IF, in reference to the IF conversion process which occurs
in an analog receiver. It is believed that, keeping the spectral representation at its
original place helps to understand the digital operation which occurs.
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Figure 7.1: Minimum attenuation required at the output of the E5a band
ADC, Separate Sampling, when sub-optimal extra RF ﬁltering is used.
Figure 7.2: Minimum attenuation required at the output of the E1 band
ADC, Separate Sampling, when sub-optimal extra RF ﬁltering is used.
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on the E5a band, Separate Sampling.
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Figure 7.4: Minimum FIR ﬁlter order to reach the required attenuation
on the E1 band, Separate Sampling.
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Sampling.
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Figure 7.6: Estimated calculation workload on the E1 band, Separate
Sampling.
7.2 Signal Dynamic Range Compression
7.2.1 Adaptation to Aircraft Installation
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Figure 7.3 (and ﬁgure 7.4 respectively) reads in this way: if the band-
width of the extra RF ﬁlter required in the E5a band is larger than
[f5min, f5max] = [1166.45, 1186.45]MHz, down to 1155MHz for exam-
ple, then the minimum attenuation to be provided by digital ﬁltering
is ∼ 47 dB at this frequency (intersection between the vertical grid line
at f = 1155MHz and the blue trace). Thus the estimated minimum
FIR ﬁlter order is Mˆ = 21 (intersection between the vertical grid line
at f = 1155MHz and the red trace). The same principle stands for ﬁg-
ures 7.5 and 7.6, but applied to the estimated calculation workload.
The calculation workload is estimated here by the simple product
of the ﬁlter order Mˆ with the minimum sampling frequency, which is a
function of the transition bandwidth Bs as presented in chapter 3. So this
estimated workload does not take into account the various optimization
techniques which could be used in the actual implementation of these
FIR ﬁlters.
The workload can reach 2630MMAC/s for the E5a band and
4632MMAC/s for the E1 band. The MAC unit corresponds to the
computation of the product of two numbers and the addition of the
result to an accumulator. This unit is used to evaluate the performance
of signal processors as for example the Analog Devices TigerSHARC
ADSP-TS201S DSP [2], which can reach 4.8, 40-bits GMAC/s.
Compared to this last ﬁgure, 2630MMAC/s or even 4632MMAC/s
seem to be attainable. However, these ﬁltering operations are just the
beginning of a long series of signal processing tasks, including the corre-
lation step which is very resource consuming. The more computational
resources the ﬁltering consumes, the less remains for other tasks.
Therefore the question of decreasing the number of bits needed to
encode the signal before the ﬁltering operation, as it lowers the hardware
elementary arithmetic demand, becomes a topic of hight interest.
7.2 Signal Dynamic Range Compression
Three methods were investigated to reduce this number of bits after
the ADC for the DS-DF-SDR Galileo receiver. In the ﬁrst method the
receiver measures the real parameters of its installation on board, and
then adjusts the data to the minimum number of bits required to encode
the signal. The second method is the digital equivalent of the analog
AGC as it estimates the mean power of the digital signal, and discards
in function as many bits as possible, without degrading the ﬁdelity of the
signal. The last method tries to compress in amplitude the dynamic of
the signal, preserving as much as possible the useful signal.
C
hapter
7
152 CHAPTER 7. SIGNAL DYNAMIC RANGE COMPRESSION
7.2.1 Adaptation to Aircraft Installation
Once the receiver is installed in the aircraft, a measurement of the
actual antenna gain Ga and of the actual cable losses La could be made
by a technician 4 who would then be able to set these parameters in the
receiver. Knowing Ga and La, equation (6.28) is updated
Na − k ≥ log2


√
Ga/La × Amax + c·σa
c·σa

 (7.8)
with σa =
√
N1 × (B5a +B1), as detailed in section 6.1.1.3 of chapter 6,
and Amax is the maximum interference level, as deﬁned in section 6.1.2.1
of chapter 6 also. It is also recalled that c is the crest factor of the noise
and k is the number of quantization bits devoted to the useful signal in
a non-interference environment. Na is the total number of quantization
bits, knowing Ga and La.
Under the approximation made in section 6.1.1.2 of chapter 6 that
“the noise contribution of the cable is always negligible in comparison to
the noise introduced upstream”, equation (6.11) can be updated to:
N1 ≃ kB (Tsky + (F − 1)T0 )Ga/La (7.9)
which leads ﬁnally to
Na − k ≥ log2

Amax + c·
√
kB (Tsky + (F − 1)T0 )× (B5a +B1)
c·
√
kB (Tsky + (F − 1)T0 )× (B5a +B1)


(7.10)
For a set number of bit k, Na really needed could then be calculated
and compared to the value of N determined during the design phase,
as in sections 6.2 or 6.3 of chapter 6. The ADC(s) implemented in the
receiver has N quantization bits. The N − Na surplus bits can then be
thrown away systematically without risk. The bits to discard are the
MSBs (Most Signiﬁcant Bits), as they encode the highest dynamic of the
quantizer which corresponds to a signal amplitude higher than the mask.
It is remembered that for interference with power higher than the mask,
receiver proper operation is not guaranteed, only integrity requirements
are to be met.
Table 7.1 gives the bound values ofNa−k, that is in the best situation,
with ideal analog ﬁlters. Comparing table 7.1 with table 6.2, it can be
noted that for Separate Sampling 3 MSBs can be discarded systematically
4. Realistically, this would not be acceptable by manufacturers due to the cost of
such an operation. However, it seemed interesting to elaborate the reasoning to its
end.
7.2 Signal Dynamic Range Compression
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k
Optimum
crest factor
Coherent Sampling
E5a+E1: Na − k ≥
Separate Sampling
E5a: Na − k ≥
Separate Sampling
E1: Na − k ≥
1 N/A N/A N/A N/A
2 0.996 5.9 6.4 0.2
3 1.758 5.1 5.6 0.1
4 2.345 4.7 5.2 0.1
5 2.820 4.4 4.9 0.1
6 3.224 4.2 4.7 0.1
7 3.591 4.1 4.6 0.1
Table 7.1: Na − k with ideal analog ﬁlters.
on E5a and 2 on E1. In the same way, by comparison of table 7.1 with
table 6.3, it is deduced that for Coherent Sampling, up to 3 MSBs can
be deleted automatically.
As this method is not an aircraft installation independent solution
and because it appears to be costly for the manufacturers, due to the
human intervention, it was no more studied.
7.2.2 Digital AGC
This process is equivalent to an analog AGC, except that it is located
after the ADC(s). A simple implementation of a digital AGC can be found
in [3] for example. The digital AGC measures in real time the actual
mean power of the samples of the signal and consequently calculates the
number of bits needed to correctly represent it. The surplus MSBs can
then be discarded. The advantage of the digital AGC over the analog
one is that is does not require a VGA (Variable Gain Ampliﬁer) in the
analog RF front-end, but only simpler ﬁxed-gain ampliﬁers. However, as
N, the number of bits of the quantizer, is deﬁnitely set during the design
phase (according to the maximum interference threat at the input of the
ADC(s)), the signal is systematically quantized with N bits. This is sub-
optimal, because most of the times a lot of bits will be discarded after the
digital AGC. Indeed, the full dynamic of the quantizer is used only with
interference which power reaches or exceeds the mask, that is normally
relatively infrequently. Although the digital AGC seemed interesting to
study, it was decided not to consider it further in this thesis. An inspiring
work for the study of the operation of the digital AGC could be [4], which
describes how the (analog) AGC can be used to mitigate CW interference
in GNSS receivers.
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7.2.3 Dynamic Range Reduction using a Non-Linear
Function
This is the third signal dynamic range compression technique envi-
sioned and the subject of the rest of this chapter. The main idea is to
compress the amplitude dynamic of the input signal to the ADC (which is
supposed corrupted by at most one CW interference) as much as possible
so that a maximum number of the MSBs, useless after this operation, can
be discarded. Of course the useful signal must be preserved as much as
possible, especially when there is no interference. It means that linearity
must be preserved as much as possible over the full range of the useful
signal. When the interference is present, the compression of the dynamic
must not produce other interferences with a level higher than the mask.
It must be noted that, as our study is limited to one CW interference,
it only applies to the Separate Sampling architecture, because in the
Coherent Sampling case one CW interference should be considered per
band, that is a total of two, as the assumption is made in section 6.1.2.1
of chapter 6. Nevertheless, the conclusion will show it is not an issue.
7.3 Compression Functions
Two non-linear functions with low computational complexity were
considered. Their evaluation was conducted with a tradeoﬀ in mind: they
should provide the best compression ratio while not producing harmonics
with power higher than the mask.
7.3.1 The Linear-then-Log Function
7.3.1.1 Deﬁnition
This function Fll is represented in ﬁgure 7.7. Its main advantage is
that it is fully linear before the corner value X0 : if X0 is set greater than
c·σ2,max 5, the dynamic compression operation is completely transpar-
ent for the useful signal in the nominal situation, i.e. when there is no
interference.
5. σ2,max is defined in section 6.1.2.1 of chapter 6 as the maximum standard de-
viation of the noise at the input of the ADC. However, in practice the values at the
antenna port have been used in place of the values at the input of the ADC. This
choice was made for the reason detailed in section 6.1.1.2 of chapter 6: the noise factor
of the RF hardware front-end FRF could not be assessed at the time of this writing,
then it was not possible to take it into account. So, in the calculations σ2,max has
been replaced by σ0 and the interference masks are directly considered at the antenna
port.
7.3 Compression Functions
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Figure 7.7: The linear-then-log function.
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7.3.1.2 Response to a CW
The eﬀect of this function Fll on a CW parametrized by its mean
power P , its frequency f0 and its initial phase φ0 (set to 0 here with-
out loss of generality) was evaluated through the Fourier coeﬃcients of
the output signal. Indeed, as the input CW interfering signal x(t) =√
2P sin(2πf0t) is periodic, the output y(t) = Fll(x(t)) is also periodic
with the same period and can then be decomposed in a Fourier series as:
y(t) =
+∞∑
n=−∞
Cne
i2πnf0t (7.11)
where
Cn = f0
∫ 1
2f0
−
1
2f0
Fll(x(t))e
−i2πnf0tdt, n ∈ Z. (7.12)
The single sided power spectrum of y is made of lines located at
frequencies nf0 with power 2(Cn)2. It must be noted that even if a har-
monic is very far in frequency from the original CW interference, due to
aliasing it is folded back in the sampled band and possibly in the most
sensitive part of the spectrum, the bandpass of the useful signal. Like in
section 6.4 of chapter 6, to be conservative it is decided to not allow any
harmonic to be more powerful than the lowest value of the mask, that
is Pf5 = −103 dBm for the E5a band and Pf1 = −118 dBm for the E1
band.
7.3.1.3 Performance Evaluation
To measure the performance of this linear-then-log function, the CW
interference masks represented in ﬁgure 6.7 for the E5a and the E1 bands
were sampled in frequency with 100 points per segment. Then, for each
sample one by one, the algorithm represented in ﬂow chart 7.8 was run,
with Pmask set to the power of the sample. X0 is set to
√
2Pmask as
an initialization point, because this value is high enough so that the
algorithm will not miss the target value, which is less or equal to
√
Pmask
by deﬁnition. Depending on the band the algorithm is working on, Pf is
set accordingly to Pf5 or Pf1. Doing so, at the Stop point X0 is deﬁned as
low as possible (better dynamic compression) but without reinjecting in-
band secondary harmonics that are more powerful than the interference
mask.
In parallel to the calculation of X0 , the attenuation supplied by the
function Fll is calculated as the ratio between the power of the ﬁrst
harmonic at the output of the function and the power of the CW mask
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Start
X0 ←√2Pmask
Calculate Cn
n ∈ [0, 14]X0 ← X0 − 1 dB
Calculate Attll
∃n > 1 so that
2(Cn)
2 > Pf ?
Stop
no
yes
Figure 7.8: Flow chart of the performance evaluation process.
level, Pmask, at the input
Attll =
2(C1)
2
Pmask
(7.13)
At the end of the loop, the last calculated attenuation is the maximum
attenuation which can be provided by the function for power Pmask.
It must be said here for the sake of completeness that the calculations
above were done on a CW interference which is not quantized but with
a continuous amplitude. It means that the results may be optimistic, es-
pecially for small values of k, as it is known that quantization introduces
its own share of harmonics. As a consequence also, there was no opti-
mum value for the crest factor this time. c was set to 3.591, the value
corresponding to k = 7, as the assumption is made that the useful signal
will be quantized with an ever increasing number of bits in the future.
The results are presented in ﬁgures 7.9, 7.11 and 7.13 for the E5a
band and in ﬁgures 7.10, 7.12 and 7.14 for the E1 band, which will be
elaborated on in the next section.
C
hapter
7
158 CHAPTER 7. SIGNAL DYNAMIC RANGE COMPRESSION
Figure 7.9: Compression eﬀect of the linear-then-log function on the E5a
CW interference mask.
7.3.1.4 Full Eﬃciency Band
The ﬁrst set of ﬁgures 7.9 and 7.10, superimpose the CW interference
mask at the input of Fll and the corresponding power of the ﬁrst harmonic
2(C1)
2 at the output, for the E5a and E1 band, respectively.
The linear quantization limit is also plotted. It is the power Plin of a
CW which amplitude is equal to the maximum amplitude of the noise at
the input of the ADC
Plin =
(c·σ2,max)
2
2
(7.14)
Figure 7.9 (and ﬁgure 7.10 respectively) reads in this way: if the
bandwidth of the extra RF ﬁlter required in the E5a band is larger than
[f5min, f5max] = [1166.45, 1186.45]MHz, down to 1155MHz for example,
then the CW interference level could reach ∼ −86 dBW at the input of
the ADC at this frequency (intersection between the vertical grid line at
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f = 1155MHz and the blue trace). As the red trace and the blue one
are merged at this frequency (intersection between the vertical grid line
at f = 1155MHz and the red trace), it means that the power of the ﬁrst
harmonic at the output of the function is equal to the power of the CW
signal at its input. In fact compression is not possible at this frequency:
no X0 satisﬁes condition 2(Cn)2 > Pf in algorithm 7.8. However, if the
bandwidth of the extra RF ﬁlter spreads down to only 1165MHz for
example, the CW interference level could reach ∼ −127 dBW at the input
of the ADC at this frequency. This time, the power of the ﬁrst harmonic is
at the ﬂoor of the mask, −133 dBW: an attenuation of ∼ 6 dB is provided
by the function.
From these plots it can be deﬁned the full eﬃciency band of this
function, the band over which after the dynamic reduction there is no
more need of ﬁltering because the level of the ﬁrst harmonic lies under
the in-band mask. Graphically it corresponds to the frequency range over
which the power of the ﬁrst harmonic at the output of the function is
equal to the ﬂoor of the mask, −133 dBW for E5a and −148 dBW for
E1. The data from these plots show that the full eﬃciency band is equal
to [1162, 1190]MHz for E5a and to [1554, 1594]MHz for E1. This result
by itself is interesting.
The second set of ﬁgures 7.11 and 7.12, represent directly the attenu-
ation provided by the function, Attll as presented in equation (7.13). The
function Fll presented in ﬁgure 7.7 provides up to ∼ 21 dB of attenuation
in both E5a and E1 bands at the frequencies indicated in ﬁgure 7.11
and 7.12.
7.3.1.5 Quantization Bit Saving
The last set of ﬁgures 7.13 and 7.14 show the quantization bit saving
oﬀered by the dynamic compression function Fll.
The quantization bit saving can be determined using equation (6.28),
recalled here for the sake of simplicity
N − k ≥ log2
(√
GmaxLmin × Amax + c·σ2,max
c·σ2,min
)
((6.28))
N is the total number of bits of the quantizer, k the number of bits
needed in the nominal situation when no interference is present, Amax
the amplitude of the CW interference, Gmax the maximum gain of the
active antenna, Lmin the minimum cable losses and σ2,min and σ2,max are
the extreme values of the standard deviation of the noise at the input of
the ADC.
Let Pmask be the power (on the mask) of a CW interference at the
input of the function. It is recalled that 2(C1)2 is the power of the corre-
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Figure 7.11: Attenuation provided by the linear-then-log function on the
E5a CW interference mask.
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Figure 7.12: Attenuation provided by the linear-then-log function on the
E1 CW interference mask.
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Figure 7.13: Quantization bit saving oﬀered by the linear-then-log func-
tion on the E5a band.
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Figure 7.14: Quantization bit saving oﬀered by the linear-then-log func-
tion on the E1 band.
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sponding ﬁrst harmonic at the output. Then the quantization bit saving
is equal to the diﬀerence between the results of equation (6.28) calcu-
lated with Amax =
√
2Pmask and with Amax =
√
4(C1)2. This diﬀerence
is plotted in ﬁgures 7.13 and 7.14 for the E5a and E1 band, respectively.
Using the data from ﬁgures 7.13 and 7.14, and rounding down (ﬂoor),
it can be concluded that a quantization bit saving up to 1 bit is possible
on the E5a band and no saving can occur on the E1 band. These low
results are due to the fact that on the frequency bands where it is possible
to compress, the power of the CW is near the power of the noise, so the
number of bits is set by the noise almost exclusively. With or without
CW, this number changes little.
7.3.1.6 A Major Limitation
The ﬁrst set of ﬁgures 7.9 and 7.10 also show that, in the full eﬃ-
ciency band, the CW interference mask is around or under the linear
quantization limit which is set to c·σ2,max as stated before: the CW
level to compress is the same or smaller than the noise in which the
useful signal is buried. This function Fll is eﬃcient (it compresses the
interference threat without producing secondary harmonic waves higher
then the ﬂoor of the mask) where it can not be used (at mask levels
which correspond to the useful signal, which should not be compressed).
That is why a second function was considered.
7.3.2 The Pure Log Function
7.3.2.1 Deﬁnition
The mathematical expression of this function is
y (x) =
(
logq (1 + |x|· ln(q))
)
·sign(x) (7.15)
This function, noted Fpl, is represented in ﬁgure 7.15. It is fully loga-
rithmic, its slope at 0 is equal to 1 and it has a continuous second order
derivative, by opposition to Fll which has a discontinuous one at X0 .
This property should induce lower harmonics at the output. However,
this is at the expense of linearity: the useful signal, even in the nominal
situation, i.e. when there is no interference, will be compressed.
Figures 7.16 and 7.17 allow a graphical comparison between function
Fpl and function Fll. The better compression ratio of the linear-then-log
function appears (for values of x > 2.5 in this case where X0 = 1), as at
the same time the smoother variation of the pure log function is shown.
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Figure 7.15: The pure log function.
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Figure 7.16: Comparison of the two non-linear functions.
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Figure 7.17: Comparison of the two non-linear functions, close-up.
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7.3.2.2 Calculation of the Base of the Logarithm q
The corner value X0 has the same meaning for the pure log function
as for the linear-then-log function, as deﬁned in section 7.3.1.1. X0 is the
amplitude limit under which the signal is not be compressed. However,
the assumption is made that a tolerance margin of less than 1 dB is
acceptable in the case of the pure log function. Then, it is possible to
calculate the value of parameter q in equation 7.15, as a function of X0 ,
as follows.
The corner value X0 is deﬁned here as the 1 dB compression point
y (X0 ) = logq (1 + X0 · ln(q)) = X0 · 10
−1/20 (7.16)
The logarithm can be expanded in this relation
ln (1 + X0 · ln(q)) = (X0 · ln(q)) · 10−1/20 (7.17)
As 10−1/20 ≃ 0.89 ≃ 1 the following approximation stands
ln (1 + X0 · ln(q)) ≃ X0 · ln(q) (7.18)
This is the ﬁrst order Taylor expansion around 0 of ln(1 + x) ≃ x.
Extended to the second order it gives
ln (1 + X0 · ln(q)) ≃ X0 · ln(q)− 1
2
(X0 · ln(q))2 (7.19)
Replacing relation (7.19) in equation (7.16), it can be concluded that 6
ln(q) = 2/X0 ·
(
1− 10−1/20
)
(7.20)
So, setting X0 completely deﬁne equation 7.15, through ln(q).
7.3.2.3 Performance Evaluation
The eﬀect of Fpl on the CW interference masks was measured as pre-
viously for the Fll function. The results are presented in ﬁgures 7.18, 7.20
and 7.22 for the E5a band and in ﬁgures 7.19, 7.21 and 7.23 for the E1
band, which will be elaborated on in the next section.
7.3.2.4 Full Eﬃciency Band
From the ﬁrst set of ﬁgures 7.18 and 7.19 the full eﬃciency band of this
pure log function can also be deﬁned, which is equal to [1161, 1190]MHz
for E5a and to [1552, 1596]MHz for E1. As expected these are slightly
6. This value is systematically refined by the bisection method.
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Figure 7.18: Compression eﬀect of the pure log function on the E5a CW
interference mask.
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Figure 7.20: Attenuation provided by the pure log function on the E5a
CW interference mask.
larger than for the linear-then-log function. This is an improvement, be-
cause it means that after the compression of the interference threat by
the pure log function, the frequency band over which there is no more
need of ﬁltering (because the level of the ﬁrst harmonic lies under the
in-band mask) is larger.
The second set of ﬁgures 7.20 and 7.21 represent directly the atten-
uation provided by the function, Attpl. The function Fpl provides up to
∼ 25 dB of attenuation in both E5a and E1 bands. This is also slightly
higher than for the linear-then-log function. Thus, the pure log function
provides approximately 3 dB more attenuation than the linear-then-log
function. This is better, as after the compression of the interference threat
by this pure log function, the ﬁltering operation needed to mitigate the
remaining threat will require less selective ﬁlters.
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Figure 7.21: Attenuation provided by the pure log function on the E1
CW interference mask.
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Figure 7.22: Quantization bit saving oﬀered by the pure log function on
the E5a band.
7.3.2.5 Quantization Bit Saving
The last set of ﬁgures 7.22 and 7.23 show the quantization bit saving
oﬀered by the dynamic compression function Fpl.
As a direct consequence of the higher attenuation provided by this
pure log function, the quantization bit saving is also better than for the
function Fll, at least on the E5a band: a quantization bit saving up to 2
bits is possible on the E5a band and no saving can occur on the E1 band.
The explanation for these low results is the same as for the function Fll.
7.3.2.6 The Same Major Limitation
As in the case of the Fll function, in the full eﬃciency band the CW
interference mask is around or under the linear quantization limit: the
CW level to compress to is the same or smaller than the noise in which
7.3 Compression Functions
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Figure 7.23: Quantization bit saving oﬀered by the pure log function on
the E1 band.
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the useful signal is buried. The same conclusion reached in section 7.3.1.6
for the Fll function can be drawn: Fpl is eﬃcient where it can not be
used. Indeed, it compresses the interference threat without producing
secondary harmonic waves higher then the ﬂoor of the mask, but at
mask levels which correspond to the useful signal, which should not be
compressed.
7.4 Conclusion
The conclusion of this chapter is that, unless a function with bet-
ter performance, that is a larger eﬃciency band, is produced, dynamic
compression is not a decisive technique to decrease the binary through-
put after the ADC(s). This makes extra RF analog ﬁlters with required
performance all the more desirable. This fact was already established in
chapter 3 about sampling and in chapter 6 about quantization, it is a
conﬁrmation once more.
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Extraction of the Useful Bands
after Coherent Sampling 8
This last part of the thesis is dedicated to the digital separation of
the two bands, E5a and E1, which are sampled at the same time in the
Coherent Sampling architecture.
In fact, when a single ADC is used, the ﬂow of the samples at its
output must be digitally ﬁltered to isolate the spectrum of each signal,
so that they can be demodulated independently.
If necessary, depending on the selectivity of the extra RF analog ﬁlters
required in front of the ADC, this ﬁltering operation should also complete
the attenuation of the interference threat.
8.1 Situation at the Input of the Single ADC
The situation to consider at the input of the ADC in the structure
represented in ﬁgure 3.1 can be ideal as in ﬁgure 3.4 or as bad as the
one at the receiver input, represented in ﬁgure 6.10, depending on the
selectivity of the extra RF analog ﬁlters located in front of the ADC. It
is decided to study here the worst case to bound the complexity of the
ﬁlters needed to select on one hand the E5a band and on the other hand
the E1 band.
Taking the mask of ﬁgure 6.10 at the input of the receiver, and sam-
pling (in the worst case, with a sample frequency of 322.710MSamples/s
for maximum transition ﬁlter bandwidth of Bs = 28MHz), the CW mask
requirement at the output of the ADC is shown in ﬁgure 8.1. It is nec-
essary to recall here that, in the Coherent Sampling architecture, for
extra RF ﬁlters with a transition bandwidth larger than 28MHz, there
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Figure 8.1: Worst sampled CW interference mask at the output of the
ADC in Coherent Sampling.
is no sampling frequency which permits the sampling of both E5a and
E1 bands without aliasing of the interference threat in the useful bands.
Figure 8.1 presents one period of the spectrum of the sampled signal,
in black, along with one other period on each side, in gray. As explained
in section 7.1.2 of chapter 7, the Fourier transform of a sampled signal
being periodic in Fs (the sampling frequency), it is equivalent to consider
any period. That is why there is no absolute location in frequency in
ﬁgure 8.1, because it is believed it would have little meaning. ∆fa, ∆fb
and ∆fc are the values of the spacing between the diﬀerent aliases of
the E5a and E1 bands. They are required to calculate the slope of the
attenuation needed to separate each band from the other ones.
The useful band of E5a appears to be the most diﬃcult to extract,
from its immediate surrounding, due to the high slope of its interference
mask, especially at the right of the useful band: 73 dB over the range
[1186.45, 1197.45]MHz ≃ 10MHz, as shown in ﬁgure 6.10. This repre-
sents the worst case spectrum that will have to be digitally ﬁltered to
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Figure 8.2: Minimum attenuation to be provided at the output of the
ADC on E5a, Coherent Sampling.
separate the E5a and E1 signals 1.
8.2 Selectivity of the Digital Separation Filters
The minimum selectivity of the digital ﬁlters after the ADC men-
tioned in the previous section is drawn in black in ﬁgure 8.2 for the E5a
band and in ﬁgure 8.3 for the E1 band.
The design objective was to allow the greatest decimation 2 rate after
the ﬁltering operation, in order to decrease the sample rate at the input
of the demodulation process as much as possible. It means that, for each
band, after the ﬁlter it must be possible to alias the band to itself as
near as possible without suﬀering from an out-of-band threat reinjected
in-band. These digital ﬁlter transfer functions in ﬁgure 8.2 and 8.3 were
then calculated so that any out-of-band level is attenuated by at least
1. The order of the bands and the distance between them is a by-product of the
calculations conducted in appendix A.
2. Decimation, from the spectral point of view, is equivalent to bringing closer the
already periodized spectrum. If done without prior band limitation, this can lead to
spectral aliasing.
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Figure 8.3: Minimum attenuation to be provided at the output of the
ADC on E1, Coherent Sampling.
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10 dB compared to the minimum in-band mask (−103 dBm in the E5a
band and −118 dBm in the E1 band). The traces in gray represent the
minimum attenuation which would be required to lower the adjacent
bands (in ﬁgure 8.1) by at least 10 dB compared to the minimum in-
band mask. It appears clearly that this attenuation is always easier to
achieve than the one plotted in black, hence its gray color to show it is
not signiﬁcant.
8.3 Calculation Workload Evaluation
If FIR ﬁlters are to be used, their order can be estimated using the
following formula, from [1]
Mˆ =
−20 log10
(√
δpδs
)
− 13
14.6∆f
+ 1 (8.1)
The parameters are the same as in section 7.1 of chapter 7:
• fp the normalized passband edge frequency,
• fs the normalized stopband edge frequency,
• ∆f = (fs − fp) the normalized transition bandwidth,
• δp the passband ripple,
• δs the stopband ripple.
This relation, as equation (7.1) from [2], is deﬁned for a lowpass ﬁl-
ter. Thus, fp and fs are not the passband frequencies in our case, but
their lowpass equivalents. The order Mˆ is the same for the corresponding
bandpass ﬁlter as shown in section 7.1 of chapter 7. The previous equa-
tion (7.1) was not used here as it is not valid when the ratio δp/∆f is less
than 0.004 which is the case here. When applicable the formula from [2]
is more accurate but equation (8.1) gives results of the same order.
As presented in section 7.1 of chapter 7, fp = 10MHz/Fs, that is half
of the useful bandwidth B1 or B5a and 10 log10(δp) = −10 dB. Regarding
the values for fs and δs, they are from ﬁgure 8.2 for the E5a band
• fs = (1197.45× 106 − f5 −B5a/2) /Fs,
• δs = 83 dB,
and from ﬁgure 8.3 for the E1 band
• fs = (f1 −B1/2− 1537.42× 106) /Fs,
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• δs = 63.69 dB,
with Fs = 322.710MS/s.
For the E5a band equation (8.1) gives Mˆ = 1769, which is very large,
and Mˆ = 117 for the E1 band. The calculation workload can also be
estimated here by the simple product of the order Mˆ and of the sampling
frequency. It can reach 571GMAC/s for the E5a band.
8.4 Feasibility of the Filters and Conclusion
This calculated workload of 571GMAC/s should be compared to the
performance of the nowadays processors to assess the feasibility of the
Coherent Sampling solution with the less selective analog ﬁlters. For ex-
ample, at the time of this writing, the most powerful FPGA from Xilinx,
the Virtex-7 XC7V2000T [3], which can process up to 5335GMAC/s,
seems to oﬀer a suﬃcient processing power. However, as in section 7.1
of chapter 7, it should be pointed out that this ﬁltering process is only
the ﬁrst of a long series of signal processing and this power ratio of
5335/571 ≃ 10 may not be as large as it seems. Coherent Sampling
seems possible nevertheless from its beginning, the simultaneous sam-
pling of the E5a and E1 bands, to its end, the digital separation of the
two bands before their individual navigation processing.
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Conclusions and Future Work 9
In the light of the results presented all along this document, this
last chapter establishes some conclusions to the thesis and then proposes
complementary work to be conducted in order to complete or improve
the diﬀerent contributions.
9.1 Conclusions
The purpose of this thesis was to assess the feasibility of a DS-DF-
SDR Galileo receiver for Civil Aviation. From the ideal structure of a
RF-DS-SDR GNSS receiver, an active antenna, an ADC and a proces-
sor, a design was proposed from the antenna to the processor. The main
challenges were not only identiﬁed but also studied in depth, and solu-
tions or at least dimensioning bounds were proposed.
In this way two architectures have been considered in a ﬁrst step to
develop the structure of the receiver. In the Coherent Sampling architec-
ture both E5a and E1 bands are digitized simultaneously with a single
ADC, while in the Separate Sampling architecture each band is digitized
separately with a dedicated ADC. In both cases it was shown that sup-
plementary RF ﬁlters were needed before sampling to meet the Civil Avi-
ation requirements regarding robustness to interference. The attenuation
to be provided by these ﬁlters was produced for the two architectures.
Then, as a function of the possible diﬀerence between the deﬁned attenua-
tion and the performance of real ﬁlters, the minimum sampling frequency
Fs was calculated for each architecture. A minimum of Fs = 88.08MS/s
was found for the Coherent Sampling receiver, for extra RF ﬁlters meet-
ing their speciﬁcations. Regarding the Separate Sampling architecture,
it has been determined a minimum of Fs = 40.22MS/s for the E5a band
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and Fs = 40.14MS/s for the E1 band, for extra RF ﬁlters meeting their
speciﬁcations also.
As it appeared that the required extra RF ﬁlters could be hard to
synthesize, due to their sharp attenuation proﬁle, a feasibility test was
performed on the E1 band, based on a mock-up PCB built around a
SAW ﬁlter available oﬀ-the-shelf and available from the general public.
Encouraging results were obtained on the possibility to reach the tar-
geted attenuation and to contain the group delay variations in accept-
able limits, even if the stability in temperature was not yet completely
satisfactory.
Then the problem of the sampling clock jitter was addressed through
simulations, since the frequency of the signal to be sampled was so high
in comparison to classical architectures that it could not be neglected. To
this purpose, a model of the sampling clock jitter was built, as a function
of the constant c, the parameter which characterizes the quality of the
sampling clock. To implement the model and to assess the eﬀect of the
sampling clock jitter, two programs were also written, a L1 C/A signal
generator along with a companion receiver. Focusing on the analysis of
the impact of this sampling clock jitter on the phase measurement, a
bound value was set to the value of c to maintain the eﬀect of the sampling
clock jitter to an acceptable level. This acceptable level was deﬁned to
be 10 dB down from the thermal noise power, for C/N0 ref = 43 dBHz.
The limit value of c was found equal to 10−20 s, in the range of readily
existing clock chips available in the market.
The sizing of the quantization step was then studied and N , the mini-
mum number of bits the ADC should provide, was calculated considering
no AGC. This was done not only based on the useful signal, but also tak-
ing into account the level of the interference threat after the extra RF
ﬁlters. The required number of bits can reach high values that might not
be on the market for the moment (depending on the real performance of
the extra RF ﬁlters), putting emphasis on the critical role of the RF ﬁl-
ters in the overall receiver dimensioning. Considering Separate Sampling,
up to 20 bits could be required for the E5a band and up to 18 bits for
the E1 band, in the case of poor quality extra RF ﬁlters. For Coherent
Sampling, the results are similar, up to 20 bits could be necessary if the
extra RF ﬁlters are far from meeting their speciﬁcations.
In view of the high binary throughput at the output of the ADC, re-
vealed by the calculation of the minimum sampling frequencies together
with the calculation of the required number of quantization bits, it was
then investigated to compress the dynamic of the digital signal at the
output of the ADC by means of non-linear mapping functions. How-
ever, under the strict requirement to not worsen the in-band interference
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threat, no positive results were found.
The last task considered the separation of the E5a and E1 bands after
the ADC and speciﬁc to the Coherent Sampling architecture. The min-
imum attenuation to be provided by the digital ﬁlters, as a function of
the actual performance of the real RF ﬁlters, was established. An evalua-
tion of the computational cost of this ﬁltering process was done, reaching
571GMAC/s in the worst case. This result was compared to the perfor-
mance of a signal processor chip 1 available at the time of this writing,
5335GMAC/s. It was estimated that the available processing power ra-
tio, 5335/571 ≃ 10, was suﬃcient, but not necessarily comfortable when
taking into account the downstream processing tasks.
As a general technical conclusion to the results recalled herebefore
one by one, a DS-DF-SDR Galileo receiver, intended for Civil Aviation,
should be feasible. The greatest challenging point being the design and
implementation of the extra RF ﬁlters as they clearly condition the down-
stream signal processing complexity.
However, even if feasible, it may be questioned if this kind of re-
ceiver will be built in the near future. The well-established position of the
proven and secure classical architectures on this small market, in which
novelty must be demonstrated compliant, at great expense, to very strict
operational and safety requirements, suggests it is not going to happen
tomorrow.
When the time comes, it is to be hoped, nevertheless, that the work
done during this thesis will help not only the designer, but also the air-
worthiness authority who will have to certify this kind of equipment.
9.2 Future Work
This work did not aim at being exhaustive, only to open the way. Thus
some complementary work should be conducted to complete our knowl-
edge about the Direct Sampling technique applied to GNSS receiver.
A ﬁrst eﬀort would be to completely characterize the eﬀect of the
sampling clock jitter not only on the tracking performance, but also on
the general position and navigation solution. This would specify the grade
of the clock a receiver needs, greatly helping the designer in its choice.
Another point would be to conceive industrial grade extra RF ﬁlters
which meet, as much as possible, the speciﬁed attenuations, and which
hold them over the required temperature range. This done, the complex-
ity of the digital signal processing tasks would be much more deﬁned and
the selection of the corresponding processor made easier.
1. The Xilinx Virtex-7 XC7V2000T FPGA.
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As a completion result, a ﬁrst full prototype could then be realized,
with the demanding real-time implementation of the digital ﬁltering pro-
cess.
Appendices

Calculation of the Bandpass
Sampling Frequency Intervals A
This appendix details the methods used to establish the intervals of
bandpass sampling frequencies which permit the sampling of the E5a and
E1 bands, either coherently or separately. It is based on [1].
x(t) ❞X(f) denotes the time continuous signal to be sampled and
x[n], n ∈ Z its periodically sampled version, with Ts the sampling period
and Fs = 1/Ts the sampling frequency.
The expression of the spectrum Xs(f) ❞ ...
. x[n] is in [2]:
Xs(f) =
1
Ts
+∞∑
n=−∞
X(f − nTs) (A.1)
The spectrum of the sampled signal is made of periodic copies of the
spectrum of the continuous signal.
Claude E. Shannon has stated in [3], no information is lost during the
sampling operation if there is no overlapping between replicas of X(f).
This determines the choice of Fs.
A.1 Separate Sampling
The modulus of the spectrum |X(f)| of the E5a or E1 band is illus-
trated in ﬁgure A.1. Figure A.2 proposes an illustration of the conditions
under which the replication of the positive part |X+(f)| of |X(f)| does
not overlap the negative part |X−(f)|. These two conditions can be sum-
marized in:
2fmax
k + 1
≤ Fs ≤ 2fmin
k
, k ∈ N∗ (A.2)
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Figure A.1: Modulus of the E5a or E1 spectrum to be sampled.
This implies
2fmax
k + 1
≤ 2fmin
k
(A.3)
Then, ﬁnally
0 ≤ k ≤ fmin
B
withB = (fmax − fmin) (A.4)
As the ﬁnal spectrum is periodic, if the conditions expressed in A.2
are satisﬁed, indeed no replica of the |X+(f)| band overlaps any replica
of the |X−(f)| band. Thus, knowing the set of k which verify A.4 it
is possible to calculate all the intervals of valid sampling frequency Fs
from A.2.
A.2 Coherent Sampling
The modulus of the spectrum |X(f)| obtained by the association of
the E5a and E1 bands is illustrated in ﬁgure A.3. Figure A.4 proposes an
illustration of the conditions under which the replicas of the E1+ band
do not overlap the three other ones.
As the ﬁnal spectrum is periodic, if these conditions are satisﬁed,
they also imply that no replica of the E1+ band overlaps any replica
of the three other bands. In turn it is not necessary to verify that any
replica of the E5a+, E5a− or E1− bands do not overlap any replica of
the E1+ band. What is more, as x[n] ∈ R, |Xs(f)| is even so that it is
not necessary to verify that the replicas of the E1− band do not overlap
any E5a+ or E5a− band replica.
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Figure A.2: Replicas of the X+ band must not overlap the X− band.
Figure A.3: E5a and E1 bands to be coherently sampled.
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Figure A.4: Replicas of the E1+ band must not overlap other bands.
For the sake of completeness, it remains only to set the conditions
under which E5a+ replicas do not overlap E5a−. This situation is illus-
trated in ﬁgure A.5.
A.2.1 E1+ does not overlap E5a+
This happens if and only if
f1max − f5min
i+ 1
≤ Fs ≤ f1min − f5max
i
, i ∈ N (A.5)
Deﬁning B1 = (f1max − f1min) and B5 = (f5max − f5min), this implies
0 ≤ i ≤ f1min − f5max
B1 +B5
(A.6)
Knowing the set of i which verify A.6 it is possible to calculate a ﬁrst set
Si of intervals of sampling frequencies Fs from A.5.
1.2 Coherent Sampling
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Figure A.5: Replicas of the E5a+ band must not overlap the E5a− band.
A.2.2 E1+ does not overlap E5a−
This happens if and only if
f1max + f5max
j + 1
≤ Fs ≤ f1min + f5min
j
, j ∈ N (A.7)
As previously it implies
0 ≤ j ≤ f1min + f5min
B1 +B5
(A.8)
Again, knowing the set of j which verify A.8 it is possible to calculate a
second set Sj of intervals of sampling frequencies Fs from A.7.
A.2.3 E1+ does not overlap E1−
This happens if and only if
2f1max
k + 1
≤ Fs ≤ 2f1min
k
, k ∈ N (A.9)
It then implies
0 ≤ k ≤ f1min
B1
(A.10)
This time also, from the set of k which verify A.10 it is possible to
calculate a third set Sk of intervals of sampling frequencies Fs from A.9.
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A.2.4 E5a+ does not overlap E5a−
This happens if and only if
2f5max
m+ 1
≤ Fs ≤ 2f5min
m
,m ∈ N (A.11)
This induces
0 ≤ m ≤ f5min
B5
(A.12)
Like for the other cases, using the set of m which verify A.12 it is pos-
sible to calculate a fourth set Sm of intervals of sampling frequencies Fs
from A.12.
A.2.5 Solving for the sampling frequency intervals
The ﬁnal set Ss of intervals of valid sampling frequencies is simply
the intersection of all the sets of intervals:
Ss = Si ∩ Sj ∩ Sk ∩ Sm (A.13)
A small optimization in these calculations consists in considering that if
there is at least one replica of E1+ before each band E5a+, E5a− and
E1− , then necessarily
k > j > i (A.14)
It is a realistic assumption as the smallest sampling frequencies being the
most interesting ones, as they lower the processing workload downstream,
so are the highest values of i, j, k and m. Therefore it is advantageous
to calculate the set Ss in this way:
1. Initialize Ss = ∅
2. Determine the set of i from A.6 and the corresponding ﬁrst set Si
3. Determine the set of m from A.12 and the corresponding fourth set
Sm
4. For each i:
(a) Determine the set of j > i from A.8 and the corresponding
limited second set Sj>i
(b) For each j:
i. Keep the set of intervals Sj∩i = Si ∩ Sj>i
ii. Determine the set of k > j from A.10 and the correspond-
ing limited third set Sk>j>i
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iii. For each k:
A. Keep the set of intervals Sk∩j∩i = Sj∩i ∩ Sk>j>i
B. Build Ss = Ss ∪ (Sm ∩ Sk∩j∩i)
When all possibilities for i, j and k have been exhausted, Ss contains the
intervals of valid sampling frequencies.
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Fourier Series Expansion of a
Sine Wave Quantized by a
Mid-Rise Uniform Quantizer B
This appendix presents the calculation of the amplitude harmonics of
a sine wave at the output of a mid-rise quantizer. This is an extension of
the work done in [1].
Figure B.1 is a representation of one period T of a full scale sine
wave at the output of a transfer function of the kind of the one shown in
ﬁgure 6.2. The initial phase of this sine wave is set to 0 without loss of
generality as it appears clearly hereafter. Its angular frequency is noted
ω with then ωT = 2π.
The quantized sine wave xq(t) is made of the superposing of L periodic
rectangular pairs
xq(t) =
L−1∑
k=0
sk(t) (B.1)
The kth periodic rectangular pair can be written
sk(t) =
+∞∑
n=−∞
Lk·Πtk (t− T/4− nT )− Lk ·Πtk (t− 3T/4− nT )
(B.2)
Πδ(t) is the function
Πδ(t) =

1 if t ∈ [−δ/2, δ/2]0 elsewhere (B.3)
Lk is the amplitude of the two rectangles
Lk =

∆/2 if k = 0∆ if k > 0 (B.4)
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Figure B.1: One period of a sine wave quantized by a mid-rise quantizer.
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The width of one rectangle is
tk = T/2− 2∆tk (B.5)
∆tk, the ﬁrst crossing time of level k∆, is deﬁned by
A sin (ω∆tk) = k∆ (B.6)
That is to say
∆tk =
1
ω
sin−1 (k/L) (B.7)
Each periodic pair can be written as a Fourier series
sk(t) =
+∞∑
n=−∞
cn,ke
jnωt (B.8)
cn,k =
1
T
∫ T
0
(Lk ·Πtk (t− T/4)− Lk·Πtk (t− 3T/4)) e−jnωtdt (B.9)
cn,k =
Lk
T
∫ T/2−∆tk
∆tk
(
1− e−jnπ
)
e−jnωtdt
It is clear at this point that for n even
cn,k = c(2ν),k = 0 ∀k (B.10)
For n odd the integration gives
cn,k = c(2ν+1),k =
2Lk
−j (2ν + 1)ωT
[
e−j(2ν+1)ωt
]T/2−∆tk
∆tk
c(2ν+1),k =
Lk
−j (2ν + 1) πe
−j(2ν+1)ωT/4
(
e−j(2ν+1)ω(T/4−∆tk) − ej(2ν+1)ω(T/4−∆tk)
)
c(2ν+1),k =
2Lk
(2ν + 1)π
e−j(2ν+1)π/2 sin ((2ν + 1)ω (T/4−∆tk))
c(2ν+1),k =
2Lk
(2ν + 1)π
(−j)2ν+1 (−1)ν cos ((2ν + 1)ω∆tk)
Finally
c(2ν+1),k =
−2jLk
(2ν + 1) π
cos ((2ν + 1)ω∆tk) (B.11)
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It is to be noted that c(2ν+1),k is odd itself
c−(2ν+1),k = −c(2ν+1),k ∀ν, ∀k (B.12)
So
sk(t) =
+∞∑
ν=0
2jc(2ν+1),k sin ((2ν + 1)ωt)
sk(t) =
+∞∑
ν=0
4Lk
(2ν + 1)π
cos ((2ν + 1)ω∆tk) sin ((2ν + 1)ωt) (B.13)
The amplitude of the (2ν + 1)th harmonic of xq(t) is obtained by
substitution of (B.13) in (B.1)
A2ν+1 =
2A
(2ν + 1)Lπ
(
1 + 2
L−1∑
k=1
cos
(
(2ν + 1) sin−1 (k/L)
))
(B.14)
Figure B.2 is a plot of the attenuation of the fundamental frequency
at the output of the quantizer as a function of the number of quantization
bits N = log2(L) + 1.
The power ratios between the 3rd, 5th and 7th harmonics and the
fundamental frequency (at the input of the quantizer) are presented in
ﬁgure B.3, as a function of N also.
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Figure B.2: Attenuation of the fundamental frequency at the output of
the mid-rise quantizer vs N .
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Figure B.3: Power ratios between the ﬁrst harmonics and the fundamental
frequency vs N .
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