Abstract. The paper studies large sample asymptotic properties of the Maximum Likelihood Estimator (MLE) for the parameter of a continuous time Markov chain, observed in white noise. Using the method of weak convergence of likelihoods due to I.Ibragimov and R. Khasminskii [14], consistency, asymptotic normality and convergence of moments are established for MLE under certain strong ergodicity conditions on the chain.
1. Introduction 1.1. The setting and the main result. Consider a pair of continuous time random processes (S, X) = (S t , X t ) t≥0 , where S is a signal Markov chain with values in a finite real set S = {a 1 , ..., a d } and X is given by
with an S → R function h and a Brownian motion B, independent of S. Let Λ = (λ ij ), i, j ∈ {1, ..., d} and ν be the transition rates and the initial distribution of the chain respectively. Suppose the model, i.e. Λ and h, depend on a parameter θ ∈ Θ with Θ, being a bounded open subset of R n , which is to be estimated given the observed trajectory X T = {X s , 0 ≤ s ≤ T }.
In this paper we study the large sample asymptotic properties of the Maximum Likelihood Estimator (MLE)θ T of θ given X T . For a fixed value of the parameter, let P θ denote the probability measure, induced by (S, X) on the corresponding function space D [0,∞) × C [0,∞) , and let F X t be the natural filtration of X. Introduce the filtering process π θ = (π θ t ) t≥0 with values in the simplex of probability vectorsS d−1 = {x ∈ R d : x i ≥ 0, As is well known, the process
is the innovation Brownian motion with respect to F X t and by the Girsanov theorem the likelihood, i.e. the Radon-Nikodym derivative of P θ , restricted to F X T , with respect to the Wiener measure on C [0,T ] , is given by
where h is the vector with entries h i = h(a i ), i = 1, ..., d and h * denotes its transposed. We shall define the MLEθ T as a maximizer of the likelihood:
whereΘ stands for the closure of Θ. If Λ and h are continuous in θ, L T (θ; X T ) is a continuous function of θ onΘ with probability one and hence the maximum value is attained, perhaps at multiple values of θ, in which case any maximizer is chosen. In fact, for any θ, η ∈ Θ the restrictions of P θ and P η on F X T are equivalent (see e.g. [24] ) with the corresponding likelihood L T (θ, η; X T ) := dP θ dP η (X) The latter expression is more convenient for the analysis purposes and, in fact, we shall work with (1.2), fixing η := θ 0 , where θ 0 is the actual (unknown) value of the parameter. This choice is quite natural as we studyθ T under measure P θ 0 .
To simplify the presentation, we shall consider the case of scalar parameter, i.e. Θ ⊂ R, and, moreover, assume that h does not depend on θ (this issue is briefly addressed in Section 5). Our main result is the following theorem. for any compact K ⊂ Θ; (a-3) the Fisher information
is well defined (as the unique limit in P θ 0 -probability), is positive and, moreover,
Then the MLEθ T is uniformly consistent:
with a zero mean Gaussian random variable ξ, with variance 1/I(θ 0 ). Moreover, the moments converge:
Several remarks are in order Remark 1.2. The condition (a-1) implies that the chain S is ergodic, but it is an excessively strong requirement as far as just the ergodicity is concerned: in fact, S is ergodic if and only if all its states communicate (or equivalently the entries of the matrix exponent exp Λ are all positive). (a-1) plays a decisive role in the proof, as it implies appropriate ergodic properties of the filtering process π θ = (π θ t ) t≥0 . The assumptions (a-2) and (a-3) are of identifiability and regularity type and should be checked on the case-to-case basis. In Section 4 this is demonstrated with an example, where both are verified explicitly in terms of the model data. Remark 1.3. The calculation ofθ T can be quite an involved numerical optimization problem, which we do not discuss here. Let us just mention that an effective iterative EM procedure for finding a local extremum of L T (θ; X T ) was suggested in [6] , [31] (see also the monograph [9] for additional details). However, its convergence to the actual value ofθ T , i.e. to the global minimum, remains vague.
Continuous versus discrete time.
The interest in parameter estimation problems with partial observations can be traced back at least to the works of L.E.Baum and T.A.Petrie [1] , [27] , who verified consistency of MLE for discrete time models with both signal and observation processes taking finite number of values. The question is very natural in the context of many engineering problems (see e.g. [9] , [4] , [10] ). The next major advance has been made by B.Leroux in [22] , where the observation process with general state space was assumed and consistency of MLE was verified under quite general assumptions. A partial extension to the signals with general state spaces was recently reported in [12] . Spelled in our notations, the main idea is to consider the limit
where H(θ, θ 0 ) is the Kullback-Leibler relative entropy rate between the restrictions of P θ and P θ 0 on F X T . If the system is identifiable, H(θ, θ 0 ) attains its unique minimum at θ = θ 0 and consistency follows. It is the convergence in (1.5) and the verification of the identifiability conditions, which turn to be quite challenging matters.
The asymptotic normality was established in [3] and the extension to signals in general spaces followed in [15] . Roughly, the idea is to expand the likelihood function into powers of the estimation errorθ T − θ 0 , which vanishes as T → ∞ by consistency, and the proof then amounts to verifying the appropriate convergence of various residual terms. In continuous time the direct implementation of this procedure is quite nontrivial as it requires substitution of the anticipating random variableθ T into the first argument of L T (θ, θ 0 ; X T ), which involves the Itô integral. Though, in principle, such treatment is possible within the framework of Malliavin calculus, it would be, perhaps, excessively technical.
We shall prove Theorem 1.1 by realizing the program developed by I.Ibragimov and R.Khasminskii in early 70's [14] . The main idea of this approach is to deduce the asymptotic properties of MLE from the weak convergence of the appropriately scaled likelihoods, viewed as elements in a function space (more details are given for the reader's convenience in Section 2 below). When applied to the large sample asymptotic problems, this method typically requires good ergodic properties of the related processes (see e.g. the monograph [19] ) -in our case, the filtering process π θ = (π θ t ) t≥0 . While for the Kalman-Bucy linear Gaussian models, such ergodic properties are long known and are implied by stability of the associated Riccati equation, the nonlinear case has been studied only during the last decade (see e.g. an already not quite up to date list of references in [2] ). The role of the ergodic properties of the filtering process in MLE analysis context (in discrete time) has been first recognized in [20] (see also [21] ) and developed further in [7] , [8] (see also [26] for a different approach).
The inference of stochastic processes in continuous time is natural in e.g. mathematical Finance, where the asset prices are thought as positive diffusion processes, such as geometrical Brownian motion, etc. Though in practice the inference is made from observations, obtained by sampling the prices at discrete times, the analysis of estimates, based on the continuous time observations is of practical interest, as it may hint to the fundamental performance limitations of the model.
The large sample asymptotic properties of MLE for continuous time models with partial observations seem to have never been addressed, beyond the linear Gaussian Kalman-Bucy setting (see [18] or e.g. Section 3.1 [19] for prototypical examples and the references therein).
Besides of being conceptually appealing in its universality, the IbragimovKhasminskii approach allows to derive stronger properties of MLE, namely the convergence of moments. To the author's understanding, the latter was not yet addressed even for the discrete time HMMs.
As was mentioned before, the computational aspects of MLE have attracted more attention: e.g. the EM algorithm was implemented in [6, 31] and [9] for the setting, considered in the present paper. Some results on recursive parameter estimation for partially observed diffusions appeared in [23] and [11] .
Below, in Section 2, we proceed with a brief reminder of the IbragimovKhasminskii approach. Section 3 contains the proof of Theorem 1.1 and Section 4 presents an example for which the conditions of Theorem 1.1 are verified explicitly. Finally, a concise discussion of the results is given in Section 5.
Notations and conventions. Throughout C i or C i,j , i, j ∈ {1, 2, ...} denote generic constants, whose precise value is not important and, moreover, may be different depending on the context (e.g. in separate claims, proofs, etc.). We shall write {x} i for the i-th entry of the vector x. All the statements, involving random objects, are understood to hold in the P θ 0 -a.s. sense, if not mentioned otherwise.
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The Ibragimov-Khasminskii program
The main idea of I.Ibragimov and R.Khasminskii, [14] , is to consider the sequence of scaled likelihoods
where ϕ T is an appropriate scaling function (in our case ϕ T = 1/ √ T ), as elements from the space C 0 of continuous R → R functions, vanishing at ±∞, with the norm ψ = sup y∈R |ψ(y)|. As Z T (u) is defined only on U T , its definition is extended to R to make it an element of C 0 , in such a way so that its supremum remains unaltered.
For a measurable set A ∈ R
Suppose that the sequence of random processes u → Z T (u), T ≥ 0 converges weakly in the function space C 0 to a random process Z(u) and assume Z(u) attains its maximum at a unique pointû, which has a continuous distribution (e.g. Gaussian). Then, as supremum is a continuous functional on C 0 , we have
In other words, the asymptotic distribution of the scaled estimation error √ T (θ T − θ 0 ) converges to the law ofû as T → ∞. The following theorem gives the precise conditions required for realization of this idea: 
The limit functions Z(u) with probability 1 attain the maximum at the unique pointû Then uniformly in θ 0 ∈ K the distribution of random variables √ T (θ T − θ 0 ) converge to the distribution ofû and for any continuous loss function w with polynomial growth we have uniformly in θ 0 ∈ K Proposition 3.1 (Proposition 3.5 in [5] 
where 
where ϕ s,t (i, j, k) is a random process with the property
Finally we have the following formula,
Remark 3.5. The statements of all the three propositions remain valid if θ and θ 0 are interchanged. Let us also emphasize that anything stated P θ 0 -a.s., holds P θ -a.s. as well and vice versa.
First we justify the definition of g(θ 0 , θ) in (a-2) of Theorem 1.1:
is a Markov process under P θ 0 and it has a unique invariant measure M. For any Lipschitz f with f dM = 0
with a constant C and γ(·), defined in (3.4).
Proof. The filtering equation (3.1) has a unique strong solution, subject to π
If ν ′ coincides with ν, the actual distribution of S 0 , then the corresponding solution π θ 0 t is the conditional distribution of S t , given F X t and thus the innovation processB t = X t − t 0 h * π θ 0 s ds is 3 throughout · stands for the ℓ1 norm unless stated otherwise.
a Brownian motion with respect to F X t . Consequently, π θ 0 t is a Markov process and, since π θ t satisfies
the pair π θ 0 t , π θ t is Markov as well. Since both processes solve SDEs with Lipschitz coefficients, this pair is also a Feller process (see e.g. Theorem 3.2 in Ch. III [17] ), and since it evolves on a compact state space, at least one invariant measure exists (e.g. Theorem 2.1 Ch. III, [17] ).
We shall argue for the uniqueness, by showing that if two measuresM anď M are invariant, then φdM = φdM for any bounded and continuous φ and thusM andM coincide. For these purposes, we shall explicitly construct the corresponding stationary processes and flows. Let t ,π θ t ) be the solutions of (3.1) and (3.9), started fromp andq, respectively, where X t is replaced withX t . Thenπ t ,π θ t ) is a Markov process and it is stationary by construction.
The stationary process (π θ 0 t ,π θ t ), corresponding toM , is defined similarly, but using a Markov chainŠ, coupled withŜ. Namely, following e.g. [13] , one can construct a Markov chain (Š t ,Ŝ t ) on S × S, such that bothŠ t and S t are Markov chains on their own, with the transition rates matrix Λ(θ 0 ) and initial distributionsμ andμ respectively and, moreover,Š t ≡Ŝ t for any t ≥ τ , where τ = inf t :Š t =Ŝ t , is the coupling time, satisfying
The observation processX := t 0 h(Š r )dr + B t is defined, using the same (!) Brownian motion B, as in the definition ofX t . Finally (π θ 0 t ,π θ t ) denote the solutions (3.1) and (3.9), driven byX and started fromp andq, respectively.
The main point of this arrangement is that after the coupling time the increments of the observation processesX t andX t coincide and hence on the set {τ ≤ s}
with a constant C > 0.
The combination of the formulae (3.6) and (3.7), involves 1/π θ 0 s , which is P θ 0 -a.s. bounded on any finite interval (see Corollary 2.2 in [5] ). However, under assumption (1.3), π θ 0 s is repelled from the boundary of S d−1 strongly enough to guarantee the following uniform integrability:
uniformly over θ 0 ∈Θ.
Proof. The proof follows the arguments of Proposition 3.7 in [5] , which verifies (3.11) for m = 1. As the equation (3.1) is time homogeneous, no generality is lost if we assume s = 0 (and use the shorter notation π i t := π θ 0 0,t (µ) i ). By Lemma 3.6 [5] , for any m = 1, 2, ... and T > 0
(3.12) By the Itô formula
then by the Jensen inequality
By (3.12), the expectation of the stochastic integral vanishes and, since min j =i λ ji > 0 is assumed, we have
with constants K 1 > 0 and K 2 . For any fixed m, this differential inequality implies sup t≥0 M t < ∞, which is nothing but (3.11).
Remark 3.8. Clearly, the statement of the lemma remains valid for π θ , θ = θ 0 i.e. The following lemma is an extension (in the case of unperturbed h) of Theorem 1.1. from [5] : Lemma 3.9. Assume (1.3), then for any µ ∈ S d−1 and uniformly over θ 0 , θ ∈Θ,
with a constant C > 0, possibly dependent on m.
Proof. Using (3.6) and (3.7),
where † is the Jensen inequality and the last bound is valid as Λ(θ) is continuously differentiable onΘ.
Finally we shall need the following law of large numbers:
Lemma 3.10. Under the assumption (a-1),
with constants C 1 and C 2 , possibly dependent on k.
The second term in the right hand side of (3.15) contributes C 2 /T 2k in (3.14), since by (3.8), g t (θ 0 , θ) converges to g(θ 0 , θ) exponentially fast. The contribution of the first term in (3.15) is deduced from a version of Lemma 2.1 in [16] . In particular, this lemma implies that if a zero mean process Φ t , has a bounded moment of order 2k + δ for some δ > 0 and is a strong mixing with the coefficient α(τ ), decaying to zero sufficiently fast as τ → ∞, then
with a constant C > 0, depending on the moments of Φ t . This is precisely the type of estimate needed for (3.14), however, it is not clear whether (π θ 0 t , π θ t ) is a strong mixing. Note that (3.3) (with θ, replaced by θ 0 ) does not necessarily imply that π θ 0 t is a strong mixing, as it does not even guarantee that the distribution of π θ 0 t converges to the invariant measure in total variation norm (only weak convergence follows). Fortunately, the strong mixing property is not crucial for the claim of this lemma and it can be modified to suit our purposes. The exact formulation of an analogous statement, namely Lemma A.1, and its proof are given in Appendix A.
We aim to apply Lemma A.1 to the process Φ(t) :
. By the definition E θ 0 Φ(t) ≡ 0 and by Lemma 3.9, the condition (A.1) is satisfied with b := (θ 0 − θ) 2 . So to prove
we shall show that (A.2) holds, i.e. for any n ≥ 2
with exponential α(τ ). By the formula (3.7) (with θ and θ 0 interchanged), for s ≤ t
Recall that the pair (π θ 0 , π θ ) is a Markov process under P θ 0 and let F π t denote its natural filtration. Using (3.6) and (3.11), we get
where the latter inequality is deduced as in the proof of Lemma 3.9. Similarly we have
Further, for any
The bound (3.5) and the formula (3.6) yields for any m = 1, 2, ...
Using (3.6) (and utilizing its particular dependence on µ) and (3.5)
Hence, for any µ 1 , µ 2 ∈ S d−1
Below we shall use the fact, that if ξ 1 , ..., ξ m are random variables (depending on a parameter b > 0), such that E|ξ i | k 1/k ≤ C i,k b for any k ≥ 1, then by the Hölder inequality for integers k 1 , ..., k m
with a constant depending on k i 's and m. For any s ≤ t,
s ) The inequalities (3.20) and (3.17) imply
Further,
whereẼ θ 0 denotes expectation over an auxiliary probability space (Ω,F ,P), on whichπ θ is defined as a copy of π θ . Using the elementary summation formula
and the bounds (3.18), (3.19) and (3.20) , we conclude that the expression in (3.23) is bounded by a sum of terms of the form
and hence by
with some C > 0. This verifies the condition (A.2) of Lemma A.1, which yields (3.16) and in turn the required bound (3.14).
3.2. The proof of Theorem 1.1. The proof verifies the conditions of Theorem 2.1 and follows the lines of the proof of Theorem 2.8 in [19] with the adjustments, based on the properties, derived in the preceding section. 
Proof. For an integer
, then
where the notation θ T u 1 = θ 0 + u 1 / √ T is used for brevity. Recall that
where B = ( B t ) t≥0 is the innovation Brownian motion under P θ T u 1
. Let
t , then by the Itô formula
and hence
where the bound (3.13) has been used in the latter inequality. This implies
with a constant C 3 , depending only on the compact K and k, as required. Proof. Instead of (1b) we shall verify the sufficient condition
Indeed, by the Cauchy-Schwartz inequality
−m log |u| and since the latter is required to hold for any m ≥ 1, (1b) of Theorem 2.1 holds as well. The formula (3.7) (with θ and θ 0 swapped) implies
and as Λ(θ) has a continuous second derivative Λ ′′ (θ)
Due to the property (3.6), sup t≥0 E θ 0 α t (θ 0 , θ) 2 < ∞ and 25) where o(·) is uniform in t ≥ 0. Note that α t (θ 0 , θ 0 ) = h * πθ0 t and
Now using the formula (3.6) and the bound (3.13), we find that
This and (3.25) imply
and hence, by the assumption (a-3) and (3.8),
Thus for some small enough r > 0 26) uniformly over θ 0 ∈ K. Since q(r) := inf θ 0 ∈K inf |θ 0 −θ|≥r g(θ 0 , θ) is strictly positive by the assumption (a-2), we have
uniformly over θ 0 ∈ K, where |Θ| denotes the diameter of Θ. Hence, with κ := r ∧ q(r) > 0,
In particular, we have T g(θ 0 , θ T u ) ≥ κu 2 , whenever u belongs to a compact in U T . Further
Now by the Chebyshev inequality, (3.13) and using bounds for the moments of stochastic integral (see e.g. [24] )
Using the estimate (3.14),
where we used the fact |u/ √ T | ≤ |Θ| (the diameter of Θ). This verifies (3.24) and thus the statement of the lemma. Proof. Recall the definition of the process Z T (u)
Using (3.7), (3.6) and (3.11), similarly to the proof of (3.26), we have 
which is positive for any positive θ 0 . Hence inf θ 0 ∈Θ I(θ 0 ) > 0 as required in (a-3).
A discussion
The result stated in Theorem 1.1 is extendable to the vector parameter space Θ, since the key properties such as (3.3), (3.6) and (3.7) do not depend on the dimension of θ. On the other hand, the setting where h depends on the parameter, seems to be more delicate and would require additional effort, mainly because the formula analogous to (3.7) in this case is more intricate and involves Skorokhod anticipating integrals (see Proposition 4.1 in [5] ). As was mentioned before, the requirement (a-1) is essential and it is not obvious whether the claimed results hold under weaker form of ergodicity of the chain S (especially the convergence of moments). The requirements (a-2) and (a-3) seem to be quite natural, though it is not clear at what level of generality they can be verified in terms of the model data.
Appendix A. An LLN for processes with short correlation
The following is a version of Lemma 2.1 in [16] , adapted to our purposes. The proof mostly follows the lines of the original proof.
Lemma A. 
From (A.2) it follows that

