Osteoporosis, which is characterized by reduced bone mass and debilitating fractures, may reach epidemic proportions with the aging of the US population. The intensity of research in this field of study is reflected by the facts that The American Society of Bone and Mineral Research has a membership of nearly 4,000 physicians, clinical investigators, and basic research scientists from over fifty countries and that NIH is expected to spend over 200 million dollars on osteoporosis research alone in 2010. Bone biologists may be overwhelmed by the amount of literature constantly being generated, thus the identification and extraction of existing and novel relationships among biological entities or terms appearing in the biological literature is an ongoing problem. The problem has become more pressing with the development of large online publicly available databases of biological literature. Extraction and visualization of relationships between biological entities appearing in these databases offers the opportunity of keeping researchers up-to-date in their research domain. This may be achieved through helping them visualize possible biological pathways and by generating likely new hypotheses concerning novel interactions through methods such as transitive closure network flow. All generated predictions can be verified against already existing data, and possible new relationships can be verified against experiment. This paper presents a method for the extraction and visualization of potentially meaningful relationships.
INTRODUCTION
Bone diseases affect tens of millions of people and include bone cysts, osteoarthritis, fibrous dysplasia, and osteoperosis among others. With osteoperosis, the density of bone mineral is reduced, the proteins of the bone are altered, and the microarchitecture of the bone is disrupted. Bioinformatics, the application of information technology and computer science to the field of molecular biology, has seen a great amount of development since the term was first coined in 1979. (Hogeweg et al., 1979) The field is varied and includes databases, algorithms, computational and statistical techniques, and theory to solve formal and practical problems arising from the massive amounts of data. The field has been of particular interest for informaticists and biologists to develop automatic methods to extract embedded knowledge from literature data. This particular problem of relationship extraction has been studied by numerous researchers in the field. Natural language processing (NLP), which many times is used to translate information from computer databases into readable human language, also finds an application in converting samples of human language into more formal representations which many times include parse trees, first-order logic structures, or other data structures. Statistical natural-language processing uses stochastic, probabilistic and statistical methods to resolve difficulties. One such statistical method is Markov models, where it is assumed that there are purely random processes and that future states can be inferred from the current state. NLP has overlap with the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. computational linguistics, and is very closely related to the field of artificial intelligence within the subject of computer science.
Artificial intelligence, which was coined in the middle 1950's by John McCarthy, is typically defined as "the study and design of intelligent agents" where intelligent agents try to maximize their reward within a well defined environment. (Poole et al., 1998) Machine learning and unsupervised learning without class labels are very typical within many artificial intelligence research problems. Artificial intelligence has found broader user in the field of computer science in a wide variety of problems, including graph searching.
The biological literature is a huge and constantly increasing source of information which the biologist may consult for information about their field, but the vast amount of data can sometimes become overwhelming. It is thus important for science and new technologies to help discover new relationships and increase the efficiency of biological information workers. Medline, which makes a great amount of biological journal data available online, makes the development of automated text mining systems and hence "data-driven discovery" possible. A method known as text mining, which will draw on elements of natural language processing and artificial intelligence, allows for the extraction of knowledge contained in the literature, and holds promising developments.
BACKGROUND
The 2009 paper "Support tools for literature-based information access in molecular biology" by Fabio Rinaldi and Dietrich Rebholz-Schuhmann describes how the rapid growth of information in molecular biology, which is driven by high throughput experiments, creates a very high demand for the integration of the literature into the knowledge discovery channels of the biomedical research domain. The paper shows different tools developed by the authors to support professional biologists in accessing information which is already existing in publically available scientific literature. The paper compares the accuracy and performance of a variety of the tools against different proscribed "gold standards" and note that they are still finalizing some scores high performance on gold standard data does not necessarily translate into high performance for database annotation.
"Accomplishments and challenges in literature data mining for biology", a paper by Hirschman et al., reviewed recent results in literature data mining for biology through 2002. Hirschman et al. trace literature data mining from its recognition of protein interactions to its solutions to a range of problems such as improving homology search and identifying cellular location, and note that the field has progressed from simple term recognition to the actual extraction of much more complex interactions between degrees of entities. The paper examines successful work from the natural language processing perspective and notes that templates may now be used to increase sensitivity. The paper also examines progress in biomedical applications, specifically in organizing a challenge evaluation, the extraction of biological pathways, and automated database curation and ontology development. Park, Hyunchul Jang, and Sunhee Park discusses how information retrieval is to supporting biomedical researches but that it retrieves greatly varying literatures for the target relations. The authors also note that synonyms of the biomedical terms make the information retrieval task more difficult. The paper proposes a workbench composed of searching/collecting, literature mining, relation probing, and statistics analysis to help solve the problem. The presented method searches and collects literatures of Pubmed articles and USPTO patents and mines using text mining techniques such as named entity recognition, gene/protein name normalization, and relation extraction. The workbench also provides statistical information of literature meta data such as authors, organizations, publication years and so on. Some weaknesses of the method are that it does not support statistics for extracted biomedical substances and relations, and the relation types and frequencies are also not displayed.
In the 1999 paper "Automatic Term Identification and Classification in Biology Texts", Collier, Nobata, and Tsujii discuss the rapid growth of literature databases and the difficulty that they pose to academics wishing to efficiently access relevant data. Collier et al. examine information extraction methods for the identification and classification of terms which appear in biological abstracts from the online database MEDLINE. The paper makes use of a decision tree for classification and term candidate identification, and uses a variant of shallow parsing for identification. The paper conducted experiments against a corpus of 100 expert tagged abstracts. Collier et al. ' s results indicate that while identifying term boundaries is non-trivial, a high success rate can eventually be obtained in term classification.
The paper "Selecting an Ontology for Biomedical Text Mining", written by He Tan and Patrick Lambrix in 2009, writes that the developers of text mining applications specifically look for ontologies that can be integrated into their systems over developing new ontologies from scratch, but that there is often a lack of documentation of the qualities of the ontologies. The paper examines a number of methodologies for evaluating ontologies that have been developed, but the authors argue that these methods all make it hard for the developers to choose a proper ontology. The paper proposes a framework for selecting the most appropriate ontology based off of three components which consider different aspects of the requirements of text mining applications on ontologies. An experiment based on the framework choosing an ontology for a gene normalization system is also presented. The paper shows initially promising results, but there is no service to support ontology selection for biomedical text mining and it is only tested with limited applications and ontologies.
In the 2001 paper "Predicting Emerging Technologies with the Aid of Text-Based Data Mining: A Micro Approach", N. R. Smalheiser outlines how text mining can connect complementary pieces of information across domains of scientific literature. Smalheiser's paper again attempted to predict genetic engineering technologies that may impact on viral warfare in the future. The paper's analysis was carried out using a combination of conventional Medline searches. Smalheiser's findings strongly indicated genetic packaging technologies as plausible candidates for study that had not previously been examined. The method of the paper was to define two fields that are hypothesized to contain complementary information, to identify common factors that bridge the two disciplines, and to progressively shape the query once initial findings were obtained. Thus the process was somewhat manual and involved a great amount of feedback from domain experts.
"Literature mining in molecular biology", a 2002 paper by Bruijn and Martin, examines a variety of literature mining in Medline abstracts or full text articles. It divides the process in to text categorization, named entity tagging, fact extraction, and collection-wide analysis. Text categorization is defined to divide a collection of documents into disjoint subsets. The goal of the named entity tagging is to identify what entities or objects the article mentions. Fact extraction aims to grasp the interactions or relationships between those entities. Finally, collection wide analysis opens the door to knowledge discovery, where combined facts form the basis of a novel insight. The paper finds that the scalability of algorithms becomes a more urgent issue as the size of the data grows, but that literature mining systems will move closer towards the human reader.
The 2009 paper "TX Task: Automatic Detection of Focus Organisms in Biomedical Publications" by Thomas Kappeler, Kaarel Kaljurand, Fabio Rinaldi outlines how in biomedical information extraction the disambiguation of ambiguous names for domain specific entities is a central problem. The authors present an approach to the detection and disambiguation of the focus organisms., or the organisms that are the subject of research in the associated papers. The paper suggests that its method may be useful within a curation environment and may be a baseline for more complex approaches. One weakness of the method is that it presents only a semi-automatic method which can be used in a curation environment, and that a fully automated disambiguation process is not placed within immediate reach.
In the 2007 paper, "An application of bioinformatics and text mining to the discovery of novel genes related to bone biology", Gajendran, Lin, and Fyhrie report the results of text mining for a bone biology pathway including SMAD genes. They also proposed a ranking systems for the genes based on text mining. In contrast, the current paper focuses on the Nmp4 gene pathways in Bone biology which is the expertise of Dr. Bidwell, a co-author of the current paper.
Transminer is a system developed by Narayanasamy et 
The contributions of the current paper with respect to the state-ofthe-art in this field can be summarized as follows:
(i) In terms of the computational methodologies, for the first time, a maximal network flow based algorithm is presented to determine, in a theoretically sound manner, a confidence score for the derived transitive associations. (ii) In terms of the application domain, a specific pathway in bone biology consisting of a number of important proteins is subjected to the text mining approach. (iii) In terms of the experimental results, this paper reports for the first time (to the authors' knowledge) that a significant higher agreement with an expert's knowledge can be obtained with transitive mining than that with only direct associations. Further, both direct as well as the transitive associations were in much better agreement with the expert's knowledge than a random association matrix. These results demonstrate the usefulness of such text mining methodologies in general, and the transitive mining methods in particular.
METHODOLOGY

Document Representation
To extract entity relationships from the biological literature, this paper examines flat relationships, which simply state there exists a relationship between two biological entities. A Thesaurus-based text analysis approach is used to discover the existence of relationships. The approach relies on multiple Thesauri, representing domain knowledge which can be constructed using existing organizational sources. In this case, the information has been derived by consulting experts in the domain of interest, who are users of the system as well.
The document representation step next converts the downloaded text documents into data structures which are able to be processed without the loss of any meaningful information. The process uses a thesaurus, an array T of atomic tokens (or terms) identified by a unique numeric identifier. The thesaurus is useful for normalizing the terms versus the frequency of their occurrence and for replacing an uncontrolled vocabulary set with a controlled set. (Rothblatt et al., 1994) The tf.idf (the term frequency multiplied with inverse document frequency) algorithm (Rothblatt et al., 1994 ) is applied to achieve a refined discrimination at the term representation level. The inverse document frequency (idf) component acts as a weighting factor by taking into account interdocument term distribution, over the complete collection given by:
where Tik represents the number of occurrences of term Tk in document i, I k =log(N/n k ) provides the inverse document frequency of term T ik in the base of documents, N is the number of documents in the base of documents, and n k is the number of documents in the base that contains the given term T k . To deal with the fact that the number of documents in the stream may be too small for the idf component to be meaningful, a table is maintained containing total frequencies of all terms in the base as a whole. The purpose of this step is to represent each document as a weight vector whose elements give a proportional frequency of occurrence of each term within the given document.
Pair Relationships
The goal is to discover entity pairs from the collection of retrieved text documents such that the entities in each pair are related to each other somehow. While two entities being related to each other depends on a somewhat subjective notion of "being related", we have investigated entity-pair discovery from a collection of Medline abstracts using the Vector-Space tf*idf method and a thesaurus consisting of entity terms.
Each document di is converted to an M dimensional vector where W where W ik denotes the weights of the k th gene term in the document and M indicates the number of total terms in the thesaurus. W ik will increase with the term frequency (T ik ) and decrease with the total number of documents in the collection (n k ).
After the vector representations of all of the documents have been computed, the associations between entities k and l are computed using the following equation:
For any pair of entity terms co-occurring in even a single document, the association[k][l] will always be greater than zero.
The relative values of association [k] [l] will indicate the product of the importance of the k th and l th term in each document, summed over all documents. This computed association value is used as a measure of the degree of relationship between the k th and l th entity terms. A decision can be made about the existence of a strong relationship between entities using a user-defined threshold on the elements of the Association matrix.
Transitive Closure and Maximum Flow
The results obtained from Section B represent the direct associations mined from the PubMed abstracts. A very useful extrapolation of these results can be achieved through "transitive text mining".
The basic premise of transitive text mining is that if there are direct associations between objects A and B, as well as direct associations between objects B and C, then an association between A and C may be hypothesized even if the latter has not been explicitly seen in the literature. Such transitive associations may be efficiently determined by combing the transitive closure of the direct association matrix.
Further, to determine a confidence measure for such transitive (indirect/implicit) associations, we propose for the first time in this paper, the application of a well-known graph theoretic problem and algorithm, i.e. the maximal flow algorithm. In this, the direct association strengths are viewed as capacities of the corresponding edges, and the confidence measures of all pairs of transitive associations are computed as the maximal flow between the direct pairs. This is based on what we term the "separation of evidence principle", where evidence (i.e., a part of the capacities) once used along a transitive path may not be used again along another transitive path in defining the confidence measure of a transitive association. To our knowledge, this is the first application of the maximal flow algorithm in biomedical text mining.
The transitive closure of a binary relation R on a set X is the smallest transitive relation on X that contains R. A relation R on a set S is transitive if, for all x,y,z in S, whenever x R y and y R z then x R z. A relationship which is already transitive will have the same relationship as its transitive closure, while a relationship which is not transitive will have a different relationship as its transitive closure. The union of two transitive relations will not necessarily be transitive, so the transitive closure would have to be taken again to ensure transitivity. (Lidl and Pilz 1998:337) The Floyd-Warshall algorithm may be used to find the transitive closure:
1 procedure FloydWarshall () 2 for k := 1 to n 3 for i := 1 to n 4 for j := 1 to n
The algorithm is an example of dynamic programming, and was discovered by Robert Floyd in 1962 and by Bernard Roy in 1959 and again by Stephen Warshall in 1962. In Warshall's original formulation of the algorithm, the graph is unweighted and represented by a Boolean adjacency matrix. Floyd-Warshall assumes that there are no negative cycles. (Warshall 1962) The maximum flow problem, seen as a special case of the circulation problem, finds a maximum flow through a singlesource, single-sink flow network:
The problem is based on the premise that if every edge in a flow network has capacity, then there exists a maximal flow through the network. The problem may be solved using the Ford- 
RESULTS AND DISCUSSIONS
To test our search strategy we chose to explore potential novel relationships between NMP4/CIZ (nuclear matrix protein 4/cas interacting zinc finger protein; hereafter referred to as Nmp4 for clarity) and proteins that may interact with this signalling pathway. Briefly, Nmp4 is a nuclear matrix architectural transcription factor that represses genes that support the osteoblast phenotype (Childress et al., 2010). Clinically, Nmp4 has been linked to osteoporosis susceptibility (Jin et al., 2009; GarciaGiralt et al., 2005) , indicating that changes in the function of this gene have real consequences in the human population. We chose the following proteins or terms to probe the existence of unrecognized biological relationships with Nmp4: beta-catenin, zyxin, p130Cas, PTH (parathyroid hormone), PTHR1 (parathyroid hormone/parathyroid hormone-related peptide reactor 1), ECM (extracellular matrix), receptor for advanced glycation end products, HMGB1 (high mobility group box I protein), HMG-motif (high-mobility group-motif), architectural transcription factor, R-smad (receptor regulated Sma-and Madrelated protein), Smad4, CF (cystic fibrosis), actin, and alpha actinin. The rationale for these choices is explained elsewhere in detail (Childress et al., 2010).
A summary of the terms used is presented in the following legend: Using the terms given above and the document representation matrix laid out in the methodology section, the following direct association matrix was generated: Table 2 : Direct Association Matrix
The Floyd-Warshall algorithm was then run over the data to determine the transitive closure of the direct association matrix. After this step, the Ford-Fulkerson algorithm was run with the Edmonds-Karp algorithm to determine the maximum network flow over the data. This resulted in the matrix which is found below in Table 3 : Table 3 : Maximum Network Flow Matrix Table 2 shows the data which was obtained from the maximum network flow of the Direct Association matrix which was formally described in the Methodology section.
The Direct Association Matrix, seen in Table 2 , was normalized against the maximum score divided by 1000 to give scores ranging from 0 to 1000. A thresh holding value of 152.1 was then obtained and used for examining and analyzing the data.
The MNF matrix, seen in Table 3 , was normalized by dividing the maximum score by 1000 to give scores ranging from 0 to 1000. A thresh holding value of 7000.2 was obtained from inspection of the scores. The values were then threshholded as follows: The normalized predicted scores in Table 4 were then able to be compared with the expert provided rankings which are provided in Table 5 : The results from Table 3 were then compared against expert provided scores which are shown in Table 4 . The average error was then computed as follows:
where Expert(l,k) is the expert provided score of a relationship between entities l and k, Predicted(l,k) is the predicted score of a given relationship between entities l and k, l is one entity, k is another entity, and N r is the total number of relations. The resulting average error of the maximum network flow method was found to be 0.24, a significant improvement over the corresponding direct association error rate of 0.35 and a random average error rate of 0.58. It may be seen that the application of the maximum flow algorithm to this problem offers a significant improvement over direct associations or random rankings in matching the expert provided rankings.
CONCLUSIONS
Teriparatide is the only FDA-approved drug that replaces bone lost to osteoporosis. Helping bone biologists visualize possible biological pathways and generate likely new hypotheses concerning novel interactions through methods such as transitive closure and maximal network flow offer a new method to help find a cost-effective treatment to bone diseases such as osteoporosis.
Bioinformatics, the application of information technology and computer science to the field of molecular biology, has seen a vast development since 1979. Natural language processing (NLP), which many times is used to translate information from computer databases into readable human language, and artificial intelligence have both played an important role in the growth of the field. In particular, text mining allows for the extraction of knowledge contained in the literature and increased efficiency of biological information workers.
Of particular interest in our examination was the association pairs where the transitive testing results in Table 4 and the expert provided rankings in Table 5 disagree. If text mining results predict the existence of an association where the expert has not provided the prediction of an association, this could point to some novel transitive hypotheses for the expert to further study and verify against experiment. On the other hand, if text mining indicates that there is no association and the expert indicates that there is an association, it signifies that there is an association according to evidence given by the expert but that there is not an association according to the evidence given by the model of the literature.
The direct association matrix generated in our work suggests that there is a strong relationship in the literature between NMP4 and PTH, p130Cas, zyxin, actin, and beta-catenin in decreasing order. Our work with maximum network flow suggests that there may be a more buried and weak relationship between NMP4 and almost all of the terms.
The thesaurus based method presented in this paper obtains a significant improvement over random guessing. Future work on this problem would be very likely to include an extended set of vocabulary terms and extended work on the development of visualizations which are more meaningful to a bone biologist information expert. Work on extending the examination in to associations between multiple proteins or terms could also be conducted in an effort to further improve the accuracy and obtain more meaningful results.
A text mining system, such as the one described in this paper, has great relevance to biomedical researchers with diverse background and interest. The direct associations, although somewhat limited in its ability to reproduce an expert's knowledge of associations in a given domain, may still be very useful to a relatively inexperienced researcher, or someone changing their research project to a new one. Further, even for an expert, a system to automatically extract associations from literature may be useful in the presence of dynamic information sources, e.g., the PubMed. This is because the user in such a case will not have to spend time and effort in the manual survey of the literature periodically in order to keep up-to-date with the changing literature data. However, perhaps the greatest benefit for such a system will be its ability to predict novel association hypotheses through transitivity, which can be used as a biological discovery aid by biomedical researchers, both experts and novices. In the given domain of bone biology described in this paper, for example, relatively strong transitive associations were discovered between PTH and p130Cas (terms 4 and 3) and ECM and p130Cas (terms 6 and 3) through transitivity, even though both the direct association mining as well as the expert data failed to predict these two associations. It is now up to the biomedical experts to study the transitive paths involved in hypothesizing these novel associations to validate or negate these postulated associations. The results of these in-depth studies of specific transitive associations will be reported elsewhere.
