Grid computing offers many scientific and commercial benefits, but also many technical and organisational challenges. This has led to many research areas in traditional distributed systems directing their efforts on to grid systems. Amongst the challenges for grid computing is the need to provide reliable quality of service to end users. Grid computing promises much for high performance computing but can also suffer from overheads introduced by crossdomain connectivity and extensive middleware, as well as more familiar problems generally associated with distributed systems, such as communication latency and unreliable infrastructure.
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In this special issue the focus is on grid performability: that is, the joint consideration of performance and dependability. The term 'performability' was first introduced by John F. Meyer 25 years ago [1] and was initially focussed on the need for unified measures.
Since that time it has become apparent that by considering systems in this way we can achieve greater impact in terms of system effectiveness, efficiency, and adaptability. Research in performability is often carried out in both the performance and dependability fields without overt reference to the other.
However, as Tai et al. [2] write:
'If separate evaluations of performance and dependability are to suffice in determining the overall quality of the delivered service, one must place certain constraints on how properties affecting performance interact with those affecting dependability.'
It is clear that failure to meet demand functionally, for instance through a period of service unavailability, may have a profound effect on performance. In addition, the techniques used to provide dependable systems, such as fault tolerance, may themselves introduce additional overheads. Furthermore, many dependability impacts are themselves due to timing effects, for example the late delivery of an acknowledgement may cause a message to be resent or a transaction to fail. Thus it is necessary to consider both hard and soft failures; the first being mechanical (such as server outage) and the second being more algorithmic (such as the failure to meet deadlines). With hard failure the result is an impact on performance, with soft failure the performance is the activator, i.e. the event causing the failure. In essence we may not only suggest that performance and dependability cannot be truly separated, but also that performability is a holistic approach where we must also consider other system impacts such as security and business.
The papers in this volume cover a wide range of current activities in the area of grid performability. The first paper, by Aad van Moorsel, seeks to explore the opportunities for self management of quality of service in grid systems. He discusses technologies from HP which can be used for enterprise management in this context, namely WSMF, SmartFrog and QuarterMaster. He concludes that while the grid offers virtualisation and service orientation essential for enterprise management, much remains to be achieved in providing self-* mechanisms and protocols.
In their paper, Haji et al. describe their experiments with a resource reservation protocol. Resource reservation can be used in grid systems to improve performance by ensuring that all the necessary resources are available when required. This not only improves the response time for an application, but also means that resources are not left idle for long periods waiting for other resources to become available. Simulation experimentation shows a clear improvement when using the protocol and this success is further emphasised by a model.
McGough et al. describe a framework for capturing and utilising quality of service information from grid services. This approach is part of the very successful ICENI project based at Imperial College London. The framework allows for a wide range of performability data to be collected in a wide range of forms, from metrics to models. The approach is used in conjunction with a reservation service which is shown to achieve a more predictable level of performance in a wide range of conditions by both experimental and theoretical results.
Workflow management is a significant problem in efficient service provision within a computational grid. The paper by Spooner et al. addresses this problem by providing extensions to existing grid middleware to give better workflow prediction and scheduling capabilities. A performance prediction service is detailed which is based on the successful PACE performance prediction software. Performance models are used to guide the workflow management at a grid layer, as well as at a local scheduling level.
In the final paper, Benoit et al. combine two established techniques, skeletons and stochastic process algebra, to provide a framework for the performance modelling of grid-based applications. Skeletons are used to build outlines of performance models based on commonly observed application structures. The Network Weather Service is N. Thomas then used to populate the models with up-to-date parameters which allow a version of the PEPA Workbench process algebra tool to solve the model and give a prediction for the performance of the application should it be deployed at this time.
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