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Résumé : Cette thèse présente plusieurs méthodes de recalage pour les applications de réalité
augmentée (R.A.). Nous décrivons d'abord des expériences de R.A. utilisant des
recalages et suivis uniquement 2D. Nous nous intéressons ensuite au suivi visuel
d'un objet naturel dont on connaît un modèle 3D et dont l'image peut ainsi être
augmentée avec une cohérence spatiale et temporelle.
Dans une première partie, nous proposons d'abord d'utiliser un recalage homo-
graphique en temps-réel pour augmenter des séquences ﬁlmées par une caméra en
rotation autour de son centre optique. Dans une autre application, des transforma-
tions non rigides sont calculées hors ligne pour augmenter les images naturelles des
parois gravées d'une grotte préhistorique. Le recalage géométrique des interprétations
graphiques d'un préhistorien permet de créer un logiciel de découverte interactive des
parois.
Dans la seconde et majeure partie de ce travail, nous partons des méthodes de suivi
3D de l'état de l'art prises parmi les plus performantes. Ces méthodes consistent
à suivre un objet naturel connaissant sa représentation par un maillage 3D. Nous
proposons une approche de suivi visuel 3D utilisant quant à elle des modèles par
points de l'objet. Ce type de modèle, caractérisé par l'absence de topologie, est encore
peu utilisé en vision par ordinateur mais il présente une souplesse intéressante par
rapport aux modèles constitués de facettes.
La méthode de suivi que nous proposons consiste à interpréter des mises en correspon-
dances 2D entre points d'intérêt en termes de variations de positions 3D. Le processus
d'estimation sous-jacent utilise des champs de mouvements déduits des modèles 3D
par points et des reconstructions par Moving Least Squares et splatting. Ces
techniques développées par la communauté d'informatique graphique s'attachent à
reconstruire localement (explicitement ou implicitement) la surface de l'objet à suivre
et certains attributs déﬁnis de manière éparse sur le nuage de points. Nous les adap-
tons à l'interpolation des champs de mouvements. L'avantage de notre approche est
d'aboutir à un algorithme enchaînant quelques étapes d'estimation linéaires pour la
détermination du mouvement 3D inter-images. Notre technique de résolution est in-
tégrée à une adaptation originale d'un algorithme de suivi visuel de l'état de l'art qui
repose sur un suivi hybride, combinant les informations issues de l'image précédente
et celles apportées par des images clés acquises hors ligne. Une des particularités de
notre implantation vient aussi de l'exploitation des capacités des unités de calcul
graphiques (GPU) modernes pour les parties critiques de l'algorithme (extraction de
points d'intérêt, appariement et calcul de champs de mouvements).
4Title : Contributions to Augmented Reality applications.
Visual tracking and 2D registration.
3D object tracking using point-based models.
Abstract : This thesis presents several registration methods for augmented reality applications.
We ﬁrst present two applications which use 2D composition techniques (based on
homography estimation or non-rigid image transformation). We then propose a 3D
visual tracking approach that makes use of a point-based model of the object. The
idea is to explain the motion of feature points matched from frame to frame in terms
of the variation of the 3D pose parameters. For that we compute 2D motion ﬁelds
induced by elementary 3D motions. We adapt the splatting technique developed by
the computer graphics community to render the model and approximate the motion
ﬁelds anywhere on the surface. To avoid the drift of the estimation process, we use a
set of keyframes which poses are determined oine. Our implementation also exploits
the graphic processing units (GPU) for its most computationally intensive parts.
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Chapitre 1
Introduction
Une piste essentielle pour faciliter l'accès aux systèmes informatiques est de concevoir
des mécanismes interactifs plus élaborés et plus adaptés que les périphériques tradition-
nellement utilisés, clavier et souris en particulier. L'utilisation des modalités vocale, gestuelle
ou haptique ou une combinaison de plusieurs d'entre elles a été intensivement étudiée ces
dernières années par la communauté d'interaction homme-machine. La communication en-
tre l'utilisateur et la machine est alors inversée : la machine doit, de manière autonome,
acquérir des informations sur l'utilisateur ou son environnement pour le comprendre. La
Réalité Augmentée est l'un des mécanismes d'interaction qui permettent de mettre en place
cette communication, d'une part en précisant ce que compréhension de l'environnement
signiﬁe pour le système et d'autre part en proposant des mécanismes de présentation attes-
tant et exploitant cette compréhension, par l'ajout d'éléments de synthèse à la perception
de l'utilisateur.
Sans rentrer dans la présentation des concepts détaillés au chapitre 2, le problème clé de
la Réalité Augmentée est la compréhension de la structure géométrique (et éventuellement
photométrique) de l'environnement de l'utilisateur (la scène). On peut distinguer deux
grands types d'approches : d'une part les techniques par apprentissage, qui, sur la base
d'exemples, permettent de généraliser un certain savoir à la scène particulière observée ;
d'autre part les approches qui modélisent explicitement la scène ou ses objets d'intérêt aﬁn
de réaliser les tâches utiles : notamment détecter, reconnaître, suivre et enrichir ces objets.
La complexité et la variabilité des scènes à analyser rend la première démarche délicate. De
plus, un modèle est dans tous les cas nécessaire pendant la phase d'apprentissage. Notre
travail s'inscrit dans la deuxième démarche, c'est-à-dire que nous postulons la connaissance
d'un modèle a priori de la scène. La question de fond soulevée dans ce travail concerne la
nature du modèle utilisé en suivi visuel 3d pour la Réalité Augmentée.
Idées maitresses de nos travaux
Une application innovante des principes de Réalité Augmentée est un dispositif d'es-
sayage virtuel de lunettes, représenté à droite sur la ﬁgure 1.1. À gauche de cette ﬁgure
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Fig. 1.1  Suivi 3d du visage avec un maillage pour une application d'essayage de lunettes
virtuelles. Société FittingBox.
l'algorithme de suivi du visage employé est illustré : un maillage grossier est utilisé comme
connaissance a priori de la scène et des points d'intérêt sont détectés et suivis dans chaque
image de la vidéo. Pour relier leur mouvement à la transformation globale tridimension-
nelle du visage, il faut remonter à la facette 3d puis évaluer un modèle de mouvement
local des points image. Il faut enﬁn exprimer le mouvement global en fonction des mouve-
ments locaux mesurés. Ces niveaux d'indirection sont-ils nécessaires ? Nous montrons dans
ce travail que ce n'est pas le cas.
On peut ensuite se poser la question de la ﬁnesse optimale du modèle de l'objet à suivre.
En eﬀet, un maillage trop grossier est parfois insuﬃsant ; pour les maillages très ﬁns, la
nécessité de la topologie est discutable. À des ﬁns de suivi, l'échantillonnage du modèle n'a
pas besoin d'être plus ﬁn que la résolution de l'image. A l'instar des cartes de profondeur,
qui représentent en chaque point de l'image la distance à la caméra du point de la scène
correspondant, nous proposons dans nos travaux une représentation dense, à la résolution
des images, des mouvements 2d observés en chaque pixel.
Dans cette thèse, nous défendons l'idée que les modèles utilisés pour le suivi 3D
ne requièrent pas nécessairement d'informations topologiques comme celles ap-
portées par un maillage.
Les modèles par points que nous utilisons présentent par ailleurs plusieurs avantages :
 dans le contexte de la Réalité Augmentée on s'intéresse à des modèles représentatifs
des objets réels. Les dispositifs d'acquisition 3d tels que les scanners laser ou les
algorithmes de reconstruction à partir d'images fournissent en sortie un ensemble de
points. Ce dernier doit être maillé si les algorithmes utilisés par la suite s'appuient
sur des facettes. L'utilisation directe de modèles par points permet de s'aﬀranchir de
cette étape ;
 ils oﬀrent une représentation compacte et simple de la géométrie de l'objet à suivre,
qui n'est pas surchargée par une information topologique inutile ;
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 une représentation de surface par facettes et textures suppose un mouvement appar-
ent 2d qui est localement une transformation homographique. Une représentation
dense par points colorés, bien que plus coûteuse en mémoire oﬀre également une
modélisation plus ﬁne du mouvement dans les images.
Notons également que les méthodes utilisant le suivi par des arêtes échantillonnent
les contours en des points, ce qui suggère que l'information topologique n'est qu'une aide
algorithmique.
Les travaux sur le suivi visuel 3d présentés dans cette thèse montrent que l'on peut
utiliser un modèle par points à toutes les étapes d'un algorithme de suivi : pour la prédiction
en tout point du mouvement inter-image, pour la construction d'image clés à pose référencée
et pour la synthèse du modèle texturé.
Plan du document
Nous développerons ces idées selon le plan suivant, qui s'organise en trois grandes par-
ties. Les trois premiers chapitres forment un état de l'art couvrant la Réalité Augmentée, le
suivi visuel 3d et les représentations par points. Dans une deuxième partie nous décrivons
notre approche de suivi visuel utilisant un modèle par points. Enﬁn, dans une dernière par-
tie, nous présentons un travail de mise en ÷uvre des tâches bas niveau de notre l'algorithme
de suivi exploitant les GPU modernes.
Dans le premier chapitre, nous présentons la Réalité Augmentée et une revue des tech-
nologies développées et mises en ÷uvre ces dernières années dans ce domaine. Comme nous
le verrons, le concept de mélange d'objets virtuels et réels à des ﬁns d'interaction s'est con-
crétisé en une grande variété d'applications. Parallèlement au noyau dur de notre travail
qui concerne le suivi visuel 3d, nous avons réalisé deux applications de Réalité Augmentée
simples s'appuyant sur la composition d'objets réels ou virtuels bidimensionnels que nous
présentons dans ce chapitre. Le deuxième chapitre aborde la thématique centrale de ce
travail, le suivi visuel 3d temps réel. Il s'agit d'une instance particulière d'un problème
clé de vision par ordinateur qui consiste à déterminer la position et l'orientation d'une
caméra à partir des images ﬁlmées. Nous présentons le formalisme utilisé dans la suite
du document et étudions quelques unes des nombreuses approches proposées. Même si
des avancées signiﬁcatives ont été faites récemment, c'est un problème encore ouvert. Le
chapitre 3 termine cette première partie d'état de l'art par une présentation des géométries
par points introduites et développées par la communauté d'informatique graphique que
nous adapterons.
Dans une deuxième partie, nous présentons la contribution majeure de ce travail, en
détaillant d'une part les aspects théoriques et d'autre part les aspects pratiques de la
mise en ÷uvre d'un algorithme de suivi visuel utilisant les représentations par points. Le
chapitre 4 présente en détail notre approche de suivi utilisant des modèles par points.
Nous analysons un des meilleurs algorithmes de l'état de l'art utilisant un modèle par
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facettes et surmontons les diﬃcultés d'adaptation à un nuage de points. Nous présentons
une solution qui permet, grâce à une mise en ÷uvre eﬃcace sur GPU, de calculer des
champs de mouvement denses, conduisant à une résolution linéaire itérative du problème
de suivi de la pose. Pour compenser les eﬀets de dérive inhérents à ce type d'algorithme,
nous utilisons un ensemble d'image clés. Le modèle par points de l'objet est ici aussi utilisé
pour le référencement de points 3d et pour la synthèse de nouvelles vues. Le chapitre 5
présente les détails de mise en ÷uvre d'algorithmes de rendu par splatting. Nous détaillons
notre adaptation de cet algorithme pour l'approximation dense des champs de mouvement
2d. Nous montrons que cette mise en ÷uvre est compatible avec une exécution en temps
réel dans l'algorithme présenté au chapitre 4.
Le chapitre 6 constitue la dernière partie de ce manuscrit. Nous y décrivons plus en
détails les problématiques de mise en ÷uvre des méthodes d'extraction et d'appariement
de points d'intérêt. Il s'agit en particulier d'exploiter les capacités de calculs des CPU et
des GPU modernes. Nous montrons que les mises en ÷uvre sur GPU sont d'un ordre de
grandeur plus rapides que celles sur CPU.
En conclusion, nous dressons le bilan de ce travail et formulons quelques une des nom-
breuses perspectives possibles de ce travail.
Contributions
Ces travaux comportent trois principales contributions : la proposition de deux appli-
cations de Réalité Augmentée simples, le développement d'un algorithme de suivi 3d à
partir d'un modèle et une mise en ÷uvre temps-réel de cet algorithme exploitant le GPU.
Au tout début de ce travail doctoral, nous avons contribué à la réalisation d'une appli-
cation de suivi de fond, qui est au c÷ur de la thèse de Matthijs Douze [Dou04]. Nous avons
plus récemment réalisé un dispositif interactif assistant un utilisateur dans son interpréta-
tion de gravures préhistoriques. Ces contributions modestes mettent en lumière la diversité
des problématiques de Réalité Augmentée, au travers des questions de création des scènes
augmentées et d'interaction avec l'utilisateur.
Nous nous sommes placés dans le cadre général de l'application des modèles, des méth-
odes et des outils développés par la communauté de l'informatique graphique pour le traite-
ment des nuages de points. Notre contribution à la transposition de ces outils au domaine
de la vision par ordinateur repose sur trois points :
 le calcul de prédicteurs ponctuels de mouvement et la reconstruction dense dans
l'espace image d'un champs de mouvement apparent ;
 une formulation linéaire itérative de la solution du problème d'estimation de la pose
sur la base de ces prédicteurs ;
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 l'utilisation d'un algorithme de rendu texturé d'un modèle par points pour générer
de nouvelles vues à partir d'une image clé.
Nous contribuons enﬁn par la mise en ÷uvre en temps-réel de l'algorithme de suivi
proposé. Ceci est possible grâce à
 la mise en ÷uvre sur GPU de la détection et de la mise en correspondance de points
d'intérêt entre images consécutives et entre une image et une image clé ;
 la mise en ÷uvre sur GPU et l'évaluation des performances des algorithmes de splat-
ting.
20 CHAPITRE 1. INTRODUCTION
Chapitre 2
Concepts et applications de la Réalité
Augmentée
Ce chapitre présente dans une première partie (section 2.1) les concepts de la Réalité
Augmentée, qui est le cadre applicatif de nos travaux. Nous abordons les problématiques
théoriques et les diﬃcultés de mise en ÷uvre des systèmes utilisant la Réalité Augmentée.
Dans une seconde partie (section 2.2) nous présentons deux applications de Réalité Aug-
mentée que nous avons développées, utilisant des principes de composition 2d 1/2 ou 2d.
L'une fait appel à un algorithme de suivi de fond, l'autre utilise un dispositif intératif non
standard. Ces deux contributions font l'objet de deux publications [DDCM04, DCC07].
Nous discutons de leurs limitations et justiﬁons l'approche de suivi 3d que nous dévelop-
perons dans le reste du document.
2.1 Concepts et applications
Les systèmes de Réalité Augmentée ont pour but, dans un environnement réel, de com-
biner des objets réels et virtuels (c'est-à-dire générés par ordinateur) en une même scène.
Contrairement à la Réalité Virtuelle, où l'utilisateur est totalement immergé au sein d'un
monde virtuel, la Réalité Augmentée vise à intégrer, par superposition, les objets virtuels
dans l'environnement réel de l'utilisateur. Les objets de synthèse enrichissent la perception
que les utilisateurs ont de leur environnement en fournissant ou en facilitant l'accès à des
informations inaccessibles directement. Ils permettent par exemple de faire apparaître les
objets réels cachés, de présenter des annotations graphiques ou textuelles ou encore de
superposer des informations issues de capteurs (de température par exemple). On peut en
ce sens déﬁnir la ﬁnalité des applications de Réalité Augmentée comme l'accompagnement
de l'utilisateur dans une tâche réelle aﬁn de la rendre plus facile à exécuter.
Bien que les environnements réels et virtuels soient souvent considérés comme étant
déﬁnis en 3d et que la cohérence spatiale 3d soit recherchée, en général toute forme de
composition d'objets visuels réels et virtuels est considérée comme faisant partie du do-
maine de la Réalité Augmentée, du moment que les deux types d'objets paraissent coexister
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de manière cohérente au sein du même environnement. Les expérimentations présentées en
section 2.2 montrent des techniques de recalage et de composition 2d 1/2 et 2d. Cette
déﬁnition est celle formulée par Azuma [Azu97], qui déﬁnit la Réalité Augmentée comme
le domaine des applications qui :
 combinent le réel et le virtuel,
 fonctionnent en temps réel et
 donnent l'apparence que les objets virtuels et réels cohabitent dans le même monde
tridimensionnel.
Milgram [MK94] déﬁnit un continuum d'expériences de Réalité Mixte allant de l'en-
vironnement réel aux mondes virtuels. La Réalité Augmentée est un degré intermédiaire
de ce continuum, présentée sur la ﬁgure 2.1. On pourrait par exemple classer tout à gauche
les systèmes de vidéo-conférence et de visiophonie, tout à droite les dispositifs immersifs
tels que les casques de réalité virtuelle ou les systèmes CAVE (Cave Automatic Virtual
Environment) [CNSD93].
Fig. 2.1  Continuum réalité-virtualité de Milgram.
2.1.1 Domaines d'application de la Réalité Augmentée
Nous donnons ici un aperçu des domaines d'application des systèmes de Réalité Aug-
mentée. Les revues d'Azuma et al. [Azu97, ABB+01] comportent une riche bibliographie
des premiers travaux signiﬁcatifs réalisés ces dernières années.
Applications médicales Un des domaines les plus prometteurs est celui de l'assistance
au geste chirurgical. Les systèmes de Réalité Augmentée peuvent être utilisés lors des
opérations pour superposer des données médicales sur le corps du patient. Les données
superposées peuvent être directement issues de radiographies ou d'images IRM (on recale
alors le plan de coupe de ces prises de vue sur la vue du corps du patient) ou bien être
un modèle 3d reconstruit à partir d'une succession de scans (qu'il faut également recaler
correctement vis-à-vis de la vue). Le chirurgien possède alors une vision étendue des organes
sans avoir recours à des techniques plus intrusives. Sato et al. [SNT+98] proposent un
système permettant la superposition sur un ﬂux vidéo d'une tumeur cancéreuse dont un
modèle 3d est reconstruit à partir d'images ultrasons.
Une autre application est l'apprentissage et la validation de gestes médicaux, les dif-
férentes étapes d'une opération pouvant être superposées à la vue de l'apprenti, qui n'a
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plus à se détourner du patient pour consulter un manuel. Les objets virtuels peuvent égale-
ment servir à la localisation des organes. Sielhorst et al. présentent un simulateur pour
l'entraînement des praticiens à l'accouchement [SOB+04]. Dans ce système, un casque de
réalité virtuelle est utilisé pour augmenter la vue d'un mannequin avec les représentations
tridimensionnelles des os du bassin, du foetus et de forceps.
Maintenance et assemblage industriel En superposant les instructions de montage
ou de réparation, présentées par exemple sous forme de modèles 3d animés des pièces à
manipuler, il est possible de faciliter ces opérations. Les coûts, parfois importants, de main-
tenance (stockage et mise à jour) des manuels papiers sont également réduits. Plusieurs
évaluations ont par ailleurs montré l'apport des systèmes de Réalité Augmentée pour la
productivité dans les chaînes de montages [WOSL01] et pour la maintenance et la répara-
tion [PHMG06] dans les environnements industriels.
Divertissement ARQuake [TCD+00] est l'une des premières expérimentations d'un sys-
tème de Réalité Augmentée pour le jeu vidéo. Le jeu se déroule en extérieur et les élé-
ments virtuels sont intégrés dans l'environnement physique en combinant diﬀérents cap-
teurs (GPS, compas numérique et suivi visuel de marqueurs placés dans l'environnement).
La disponibilité de caméras bon marché (webcam) et la puissance de calcul grandissante des
consoles de jeux et des ordinateurs permettent l'essor de jeux utilisant l'interaction vidéo
et la superposition d'objets virtuels. Dans le jeu The Eye of Judgment [Inc07], le joueur
déplace sur un plateau des cartes localisées et suivies à l'aide d'une caméra. À l'écran (dont
deux captures sont montrées en ﬁgure 2.2) des créatures sont dessinées à l'emplacement de
chaque carte.
Fig. 2.2  Images issues du jeu Eye of Judgment. Tous droits réservés Sony Computer Enter-
tainment Inc.
Dans le domaine de la production audiovisuelle, les techniques de suivi de caméra
permettent d'étendre la technique classique du fond vert en réintégrant en temps réel un
acteur dans un environnement virtuel qui remplace le fond. Contrairement aux bulletins
météorologiques, le fond n'est pas statique et s'adapte à la position de la caméra. De
nombreux événements sportifs diﬀusent également des images augmentées, permettant par
exemple la visualisation des lignes de hors jeu, des distances à l'embut au football et au
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rugby ou de la marque du meilleur saut ou du meilleur lancer en athlétisme. Les panneaux
publicitaires peuvent également être modiﬁés virtuellement aﬁn de les adapter au pays de
diﬀusion.
Des expérimentations ont été menées pour aider la localisation des visiteurs dans un
musée et proposer des annotations contextuelles attachées aux ÷uvres présentées (voir par
exemple [WWWC04]).
2.1.2 Dispositifs matériels
Des dispositifs matériels spéciﬁques sont nécessaires à la mise en ÷uvre des systèmes
de Réalité Augmentée pour résoudre deux problématiques : la première est la présentation
de la composition ﬁnale des objets réels et virtuels ; la deuxième concerne la détermination
des informations géométriques sur la scène permettant un placement cohérent des objets
visuels dans la scène réelle (voir plus loin à propos des modes  de cohérence que l'on
peut déﬁnir).
Systèmes de visualisation La combinaison du réel et du virtuel peut être réalisée
par diﬀérents dispositifs, que l'on peut ranger en deux catégories. La première est celle
des dispositifs pour lesquels l'utilisateur ne voit le monde que par l'intermédiaire d'un
écran : c'est le cas en particulier des casques Video See-Through. Une caméra, généralement
montée sur le casque, ﬁlme la scène réelle et le résultat de la composition avec les objets
de synthèse est renvoyé sur l'écran. La deuxième catégorie regroupe les cas où les objets
de synthèse sont aﬃchés par superposition avec la vision naturelle. Les casques Optical
See-Through, équipés d'un écran translucide, mettent en ÷uvre ce principe.
Lee et al [LHSD05] proposent un dispositif d'aﬃchage original reposant sur un pro-
jecteur et une surface plane rectangulaire que l'utilisateur peut déplacer librement devant
le cône de projection. Des capteurs de luminosité placés aux quatre coins de la surface
permettent de déterminer sa position. L'image projetée est alors adaptée pour n'illuminer
que la surface de projection, simulant un dispositif d'aﬃchage portable. Il s'agit d'une
extension du principe des Magic Lenses [BSP+93].
Capteurs de position et de mouvement Pour assurer le positionnement précis des
objets de synthèse, un dispositif permettant de repérer les objets réels de la scène vis-à-vis
du point de vue augmenté doit être mis en place. Dans le cas où la vue de l'utilisateur passe
par l'intermédiaire d'une caméra et d'un écran, le repère de référence dans lequel il faut
déterminer les objets de la scène est celui de la caméra. Dans le cas des systèmes Video
See-Through, le repère de référence est celui de l'÷il de l'utilisateur. Les objets réels à
suivre dépendent de l'application. Pour les systèmes de guidage de personnes, il peut s'agir
de l'environnement global de l'utilisateur. Dans le cas de la maintenance, généralement
seule la position de l'objet à réparer (et éventuellement de ses diﬀérentes pièces mobiles)
est nécessaire. Pour l'aide aux opérations chirurgicales, une partie seulement du corps
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du patient est généralement repérée, ainsi que les instruments du praticien (endoscopes,
forceps, etc.).
Pour que la coexistence des objets de synthèse et des objets réels soit convaincante, le
système de suivi doit répondre à certaines contraintes. L'objectif est que le système facilite
et non perturbe la tâche à accomplir.
On peut distinguer les contraintes suivantes :
 Latence réduite. La latence est le temps qui sépare le déplacement d'un objet réel et
celui d'un objet de synthèse associé. À partir de quelques dizaines de millisecondes,
la latence introduit des décalages perceptibles entre les objets réels et virtuels.
 Fréquence de mise à jour. La position des objets virtuels doit être mise à jour suﬀ-
isamment souvent. Ceci est particulièrement important lorsqu'on utilise des lunettes
semi-transparentes puisque les changements dans la vue réelle sont perçus instanta-
nément. Dans le cas où la composition passe par un écran, le rafraîchissement de la
position est limité par celui de l'écran.
 Précision. La précision du recalage des objets virtuels est cruciale pour des raisons
de sécurité dans le cas des applications médicales. Le phénomène de capture visuelle
([Wel78]), c'est-à-dire la prépondérance du sens visuel sur les autres sens, rend toute
erreur de recalage perturbante pour eﬀectuer des mouvements précis. De nombreux
facteurs inﬂuent sur la précision ﬁnale du recalage, indépendamment des contraintes
dynamiques précédentes, notamment les jeux mécaniques, les distorsions optiques et
les erreurs propres au système de suivi.
 Volume de déplacement suﬃsant. Certaines applications, notamment en extérieur
requièrent la capacité de suivre des déplacements de grande amplitude.
Parmi les systèmes de suivi proposés dans la littérature, peu satisfont simultanément
les contraintes citées ci-dessus. En production audiovisuelle la technologie la plus courante
utilise des caméras montées sur des têtes et des chariots mécaniques qui rapportent la
position et l'orientation à la régie. La précision et la fréquence de mise à jour sont assez
bonnes, mais le volume de suivi est limité par les butées mécaniques. Les systèmes magné-
tiques sont sensibles à la présence de métaux dans l'environnement. Les systèmes utilisant
des ultrasons fournissent un résultat bruité et ne sont pas adaptés aux grands volumes
où les variations de température ambiante deviennent sensibles. Les capteurs inertiels ont
tendance à diverger au cours du temps, les erreurs de recalage sont alors de plus en plus
importantes si l'ont ne recalibre pas fréquemment le système.
Dans nos travaux, nous avons développé un système de suivi s'appuyant sur le traite-
ment du ﬂux vidéo produit par une caméra (voir chapitre 5). À partir des images numérisées,
on extrait des indices caractéristiques dans la scène qui sont utilisés pour le recalage.
Interface haptique Certains systèmes de Réalité Augmentée combinent les dispositifs
de suivi avec des interfaces à retour d'eﬀort, comme des gants haptiques. Les chercheurs
de l'ETH Zurich proposent par exemple une application de ping pong où la raquette est
associée à un bras à retour d'eﬀort pour simuler les impacts d'une balle virtuelle [BKSH06].
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2.1.3 Aspects logiciels
Les systèmes de Réalité Augmentée conduisent à des problématiques de conception
logicielle particulières. Le comportement de ces systèmes est principalement contrôlé par
les ﬂux continus de données issus des diﬀérents capteurs mis en ÷uvre. La quantité d'in-
formation à traiter est importante et un soin particulier doit être apporté à la réduction
des coûts de calcul, particulièrement en environnement mobile. En eﬀet, de l'eﬃcacité des
traitements mis en ÷uvre dépend la qualité de l'interaction. Lorsque le suivi s'appuie sur
l'analyse d'un ﬂux vidéo, comme c'est notre cas, une cadence d'images minimale doit être
maintenue, aﬁn que le retour visuel induit par une modiﬁcation du réel soit convaincant.
Il est également souhaitable de limiter le décalage temporel (aussi appelé latence) entre
l'instant de prise de vue et l'instant d'aﬃchage de la scène augmentée. Un retour d'in-
formation rapide et ﬂuide permet également d'accroître la sensation d'immersion lorsque
l'utilisateur interagit directement avec un élément réel. Lorsque les conditions pour une
interaction satisfaisante avec le système sont remplies, on parle de traitements en temps
interactif. Cela correspond à une cadence d'image de l'ordre de 10 images par seconde ou
plus et une latence inférieure à 100 millisecondes. Dans le chapitre 7, nous nous posons
la question de l'optimisation des traitements bas-niveau de notre algorithme (décrit au
chapitre 5) aﬁn de satisfaire le budget de temps imparti par image.
La complexité de conception des applications de Réalité Augmentée a amené certains
chercheurs à développer des méthodes de conceptions logicielles spéciﬁques comme la nota-
tion ASUR++ [DGN03]. Depuis quelques années le prototypage d'applications de Réalité
Augmentée utilisant une caméra pour le recalage a été simpliﬁé grâce à la disponibilité de
bibliothèques logicielles gratuites, comme ARToolkit [ART] ou OpenCV [Int08].
2.2 Compositions 2D d'objets visuels
Nous présentons ici deux contributions qui ont en commun de mettre en ÷uvre un
recalage bidimensionnel de diﬀérents objets visuels qui peuvent être des images, des vues
de synthèse statiques ou dynamiques d'une scène virtuelle, des annotations (graphiques ou
textes) ou encore des vidéos. Ces applications suivent le même principe que les approches
tridimensionnelles, en particulier on peut distinguer deux grandes étapes : la première con-
siste en le recalage des objets visuels aﬁn de garantir la cohérence de la scène ﬁnale. Cette
étape est la plus cruciale et implique de déformer tout ou partie des objets visuels utilisés.
La seconde consiste en la composition des objets recalés, qui correspond généralement à
un mélange pixel à pixel des diﬀérentes couches obtenues dans la première étape.
2.2.1 Réalité augmentée 2D par suivi d'arrière plan
Dans cette application qui est au c÷ur du doctorat de Matthijs Douze et pour laque-
lle nous avons contribué [DDCM04], nous supposons disposer d'une ou plusieurs vues
panoramiques d'une scène (partie gauche de la ﬁgure 2.3), ramenées à des projections
centrales planes de centres optiques communs. Ces vues panoramiques constituent une
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connaissance a priori du fond de la scène que nous supposons ﬁgé. L'éclairage est égale-
ment supposé constant. L'intérêt principal dans ce contexte est de faciliter la réalisation
de scènes augmentées géométriquement cohérentes, puisqu'une simple image panoramique
(ou éventuellement un rendu panoramique dynamique) est nécessaire.
Fig. 2.3  Mise en correspondance, basée sur une homographie, d'une image de la séquence
vidéo avec la vue panoramique de référence.
Des objets et/ou des personnages s'ajoutent alors à la scène et une caméra ﬁlme ce
qui se passe. La caméra dont le centre optique est invariant, peut changer de direction de
visée et de distance focale. Si la caméra est montée sur un pied, le nombre de degrés de
liberté peut être limité à 3 (deux angles de rotation inclinaison et azimut et un facteur
de zoom).
Un algorithme permet alors d'analyser le mouvement apparent du fond de la scène. Il
s'agit de mettre en correspondance les images de la séquence avec l'image panoramique de
référence. Cette tâche est un problème de suivi (deux images successives sont  proches )
à base d'images géométriquement liées par des homographies 2D. Cela est illustré par la
ﬁgure 2.3.
En considérant l'image panoramique en entier comme la cible 2D, nous retrou-
vons le contexte du suivi d'un motif plan en présence d'occultations. En conséquence nous
savons extraire l'objet visuel fond sur chaque image de la séquence d'entrée (ﬁgure
2.4).
Par un processus de soustraction, nous savons également détecter les intrus, c'est-à-
dire les objets visuels qui se rajoutent à la scène ﬁgée initiale. Cette soustraction nécessite
des procédés d'alignement et de correction photométrique que nous ne développons pas ici,
mais qui sont illustrés sur la ﬁgure 2.5.
Ces fonctionnalités possibles nous permettent également d'opérer des compositions
fond,forme nombreuses dont certaines se retrouvent chez d'autres auteurs [IAB+96,
DM96], ainsi que dans le contexte du codage MPEG-4 [PE02]. Nous décrivons ici deux
scénarios de réalité augmentée.
Ajout d'un objet de synthèse Il s'agit d'insérer un objet de synthèse dans la séquence
vidéo pour aboutir à une intégration cohérente spatiotemporellement avec le  décor 
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Fig. 2.4  Image de la séquence vidéo et portion de l'image panoramique de référence
après alignement géométrique.
Fig. 2.5  Masque d'occultation et premier plan extrait (les parties transparentes sont
représentées en échiquier gris et blanc).
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Fig. 2.6  Première ligne : Réalité Augmentée avec insertion d'un objet de synthèse
(bureau virtuel). Deuxième ligne : Réalité Augmentée avec extraction de l'objet occultant.
existant. Cet objet est en premier plan et ne subit aucune occultation en provenance des
composantes réelles.
Pour cela, il suﬃt de superposer les objets visuels suivants : l'image courante de la
séquence vidéo et un calque contenant l'image artiﬁcielle d'une augmentation. Ce peut
être un objet 3D virtuel dont l'image est calculée en temps réel ou une image panoramique
précalculée porteuse de l'augmentation.
La première ligne de la ﬁgure 2.6 illustre ce scénario. Le mouvement du bureau virtuel
est cohérent avec le reste de la scène : il reste ﬁxe par rapport au tableau.
Détection d'un objet occultant Il s'agit d'extraire de la scène les objets/personnages
occultants et les représenter au premier plan d'un décor virtuel.
Pour cela, il suﬃt de superposer les objets visuels suivants : une image panoramique
modiﬁée. Un dessinateur peut la préparer à partir de photographies ou d'éléments synthé-
tiques et le calque contenant l'objet occultant extrait de la séquence vidéo. La deuxième
ligne de la ﬁgure 2.6 illustre ce scénario. L'image panoramique modiﬁée est un mélange
artistique d'éléments synthétiques et de photographies. Ce faux fond a le même mouve-
ment apparent que la scène réelle. Le déplacement du personnage ne permet pas de déceler
le trucage !
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Fig. 2.7  Une paroi gravée. L'interprétation des formes visibles est diﬃcile sans l'aide
d'un expert.
2.2.2 Augmentation interactive de gravures préhistoriques
La contribution présentée ici se distingue de la précédente essentiellement sur deux
aspects : tout d'abord le recalage entre les diﬀérents objets visuels utilisés est eﬀectué hors
ligne et non en temps réel. Ensuite la caractéristique principale de cette application est sa
dimension interactive [DCC07].
Notre équipe travaille depuis un an avec les organisations et les collectivités territoriales
en charge de l'exploitation et de la mise en valeur de la grotte de Gargas située dans
les Hautes Pyrénées (voir le site internet de présentation des grottes de Gargas, http:
//grottesdegargas.free.fr/). Les grottes de Gargas sont surtout connues pour leurs
nombreuses  mains négatives  de l'époque Gravettienne (-27000 ans) mais elles possèdent
aussi de magniﬁques gravures. Nous avons conçu le prototype d'une application touristique
de découverte interactive de ces gravures.
Le dispositif réalisé [DCC07] consiste à aider l'utilisateur dans sa lecture ou son in-
terprétation des gravures. Le principe est d'augmenter des images naturelles des parois en
donnant au visiteur un moyen de découvrir interactivement les interprétations des gravures
émises par les préhistoriens. On part de photographies de parois gravées diﬃcilement in-
terprétables sans l'aide d'un expert, comme celle montrée en ﬁgure 2.7.
Pour aider cette lecture, le visiteur peut aussi observer dans l'entrée du site des relevés
précis et annotés par un préhistorien (Pr. C. Barrière) qui permettent diﬀérentes inter-
prétations du fouillis apparent formé par les incisions et les gravures observables sur les
parois. Les ﬁgures 2.8 (a) et (b) montrent un relevé (issu d'une publication de C. Barrière)
et une version annotée en couleur permettant d'interpréter l'ensemble de la paroi dîte de
la Conque.
Notre travail a d'abord consisté à recaler ces relevés sur des images naturelles de la
paroi comme le montre la ﬁgure 2.9. Les relevés graphiques ont pour cela été numérisés,
prétraités et segmentés avant le recalage de portions de relevés sur les images numériques
acquises par nos soins. Le recalage basé sur des amers manuels utilise un modèle non-rigide
dont on contrôle la complexité avec un processus de sélection de modèle [CB05].
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(a) (b)
Fig. 2.8  (a) Relevés et interprétation du préhistorien C. Barrière. (b) Relevés annotés
faisant apparaître diﬀérents animaux.
Fig. 2.9  Recalage non-rigide des relevés du préhistorien.
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Dispositif interactif et mise à disposition au public
Le système développé exploite un tableau magnétique qui rapporte à un ordinateur les
coordonnées d'un stylo en contact avec le tableau. La surface est également utilisée comme
écran sur lequel les images composées sont reprojetées. Le schéma de la ﬁgure 2.10 (a)
montre ce dispositif.
Un logiciel interactif permet à l'utilisateur de sélectionner la gravure particulière (c'est-
à-dire la combinaison d'une photo et d'une forme) qu'il souhaite explorer. La découverte
se fait en partant de la projection de la photographie seule, puis l'utilisateur se sert du
stylo pour désigner les zones de son choix. Les zones correspondant aux tracés recalés (et
seulement elles) sont ainsi révélées progressivement. Le principe de cette composition est
décrit en ﬁgure 2.11.
Un module permet également de corriger la déformation de l'image projetée due prin-
cipalement au non parallélisme du plan de projection et du plan du tableau. Cette dé-
formation, modélisée par une homographie est retrouvée par une procédure de calibrage
consistant à cliquer les quatre coins de l'image avec le stylo (voir ﬁgure 2.10 (b)). Ce
processus est réalisé une fois pour toutes au moment de l'installation.
Cette interaction très simple permet d'envisager plusieurs scénarios d'utilisation :
 le premier est un fonctionnement de type borne interactive, pour lequel un visiteur
peut explorer seul une base de données photographiques annotées et ainsi enrichir
et/ou préparer une visite avec un guide.
 dans le second, un guide utilise le dispositif comme support de ses commentaires. Ce
scénario est complémentaire de la visite réelle puisque qu'il permet de présenter des
gravures parfois inaccessibles au public pour des raisons de sécurité ou de conservation
de la paroi.
 on peut également imaginer des scénario multi-utilisateurs, par exemple impliquant
un enseignant et un élève. En eﬀet le dispositif reconnait l'utilisation de plusieurs
stylos et présente les annotations dans une couleur diﬀérente, comme on le voit sur
la photographie de gauche sur la ﬁgure 2.12.
Nous avons pu constater l'intérêt de chacun de ces scénarios lors de diﬀérentes mani-
festations et séances de démonstration publiques du dispositif : pour la fête du centenaire
des grottes et pour la fête de la science à Aventignan (65), pour des séances scolaires à la
maison du savoir de St Laurent de Neste (65), à la maison de Midi-Pyrénées (31) et lors
du salon ScientiLivre (Toulouse 2007). Les enfants sont parmi les utilisateurs les plus ent-
housiastes du dispositif (ﬁgure 2.12). Nous pensons que l'accès très intuitif et une grande
tolérance invitant les utilisateurs novices à apprendre par l'essai sont les forces de notre
système.
Des démarches sont en cours en vue d'une version  professionnalisée  de notre proto-
type de laboratoire dans le cadre du ﬁnancement d'un pôle d'excellence rural auquel nous
participons. Une des améliorations que nous envisageons est d'utiliser un système perme-
ttant une projection par l'arrière de l'écran, aﬁn d'éviter les ombres (actuellement nous
atténuons ce phénomène en désaxant fortement le projecteur et en utilisant d'une part une
correction optique et d'autre part la procédure de calibrage de la ﬁgure 2.10 (b)).
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Fig. 2.10  (a) Principe du dispositif : le tableau magnétique renvoie à un ordinateur
les coordonnées du stylet magnétique. (b) Correction des coordonnées rapportées par le
tableau pour les replacer dans les coordonnées de l'écran.
Cette application d'augmentation d'images naturelles est donc une démonstration promet-
teuse des possibilités oﬀertes par des mécanismes de composition simple pour la mise en
÷uvre pratique de systèmes interactifs ludiques et pédagogiques.
2.3 Réalité Augmentée 3D
Les deux applications présentées précédemment utilisent des principes de composition
2d par couches, pour lesquels la position des objets réels dans l'espace n'est pas nécessaire.
Ceci limite la généralisation de ces techniques à des mécanismes d'interaction relativement
simple. Nous présentons ici les principes de la Réalité Augmentée 3d, qui s'appuient sur le
recalage dans l'espace 3d des objets et la détermination des paramètres de la caméra. Le
principe de l'ajout d'objets de synthèse 3d repose sur la mise en coïncidence des caméras
réelle et virtuelle.
2.3.1 Cohérence géométrique
L'une des caractéristiques principales garantissant l'illusion que les objets de synthèse
cohabitent dans le même monde que les objets réels est la cohérence géométrique. Cela
revient à aligner les caméras virtuelle et réelle de sorte que les objets virtuels semblent avoir
été ﬁlmés avec la caméra réelle. Plusieurs techniques permettent de retrouver les paramètres
de la caméra, c'est-à-dire la déformation perspective d'une part et sa position dans la scène,
par rapport à un repère global (appelé aussi repère monde). Certaines s'appuyent sur le
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Fig. 2.11  Composition de l'image haute résolution de la paroi avec le tracé déformé
et segmenté du préhistorien. La zone composée est limitée aux régions sélectionnées par
l'utilisateur.
Fig. 2.12  Quelques photos prises lors de démonstrations en public du système.
2.4. CONCLUSION 35
placement de marqueurs dans la scène, d'autres sur la connaissance du modèle de certains
objets.
L'alignement cohérent des caméras permet de placer les objets au bon endroit dans
l'image ﬁnale. Cependant la cohérence géométrique peut être cassée si l'on ne considère
pas les occultations des objets réels par les objets virtuels. La solution consiste généralement
à modéliser les objets réels occultants et à les prendre en compte dans l'étape de gestion
de la visibilité du moteur de rendu.
2.3.2 Cohérence photométrique
Pour augmenter encore le réalisme de l'intégration des objets de synthèse, il faut consid-
érer la cohérence photométrique, c'est-à-dire simuler sur les objets de synthèse l'éclairage
de la scène réelle dans laquelle ils sont plongés. C'est un problème diﬃcile, car il nécessite
l'estimation de l'illuminance de la scène, dont la modélisation fait intervenir la position et
la nature des sources lumineuses et la réﬂectance des surfaces des objets. Pour traiter les
ombres portées des objets réels, il est nécessaire de les modéliser et éventuellement de les
suivre individuellement s'ils ne sont pas statiques. Debevec [Deb98] a initié les travaux au-
tour de l'estimation de l'illumination d'une scène réelle à partir de photographies de sphères
réﬂéchissantes (light probes). Boivin et Gagalowicz [BG01] proposent un programme per-
mettant l'estimation des réﬂectances des surfaces des objets réels d'une scène à partir de
plusieurs photographies. Les données acquises permettent un rendu de la scène augmen-
tée prenant en compte l'illumination globale. Loscos et al. [LDR00] proposent un outil
interactif permettant de changer les paramètres des lumières d'une scène photographiée,
en prenant en compte les ombres portées. Ces procédés restent très coûteux en calculs
et ne peuvent être envisagés pour des applications temps réel. Le niveau d'interaction
est cependant suﬃsant pour des applications d'aménagement intérieur et de prototypage
architectural.
2.3.3 Cohérence spatio-temporelle
La cohérence spatiotemporelle concerne les occultations entre les objets de synthèse et
les objets réels. Là encore un traitement correct implique généralement de modéliser et
de suivre les objets réels potentiellement occultants. C'est un problème diﬃcile, chaque
objet supplémentaire introduisant 6 paramètres à estimer. Les techniques les plus adaptées
actuellement permettent la localisation simultanée de plusieurs marqueurs plans, auxquels
les objets virtuels sont attachés. Notre système de suivi 3d (voir chapitre 5) suit la position
d'un seul objet (mais de forme quelconque).
2.4 Conclusion
Le domaine de la Réalité Augmentée touche de nombreuses problématiques matérielles
et logicielles. Aucune solution de suivi n'est actuellement satisfaisante dans tous les cas et
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peu de systèmes sont suﬃsamment robustes pour sortir de cadres applicatifs très spéciﬁques
où l'utilisateur est au préalable entraîné ou supervisé lors de la manipulation du système.
Nous pensons que les approches s'appuyant sur la vision par ordinateur oﬀrent la souplesse
nécessaire pour, à terme, permettre aux concepts de Réalité Augmentée d'atteindre le
grand public.
Les deux réalisations présentées, utilisant des approches de composition 2d, sont selon
nous des contributions intéressantes : la première, en se plaçant dans le cadre restreint
des scènes panoramiques, facilite grandement la création d'environnement augmentés ; la
seconde montre l'intérêt de mécanismes d'interaction originaux pour la découverte par le
grand public de sites protégés.
Pour des applications de Réalité Augmentée plus complexes et moins restreintes, les
mécanismes de composition en trois dimensions restent les plus prometteurs. L'algorithme
que nous avons développé s'appuie sur l'analyse en temps réel d'un ﬂux vidéo pour le
suivi de la pose d'un objet réel de forme quelconque, dont on connaît un modèle 3d. C'est
un problème de suivi visuel 3d, abondamment exploré ces dernières années. Le chapitre
suivant est une revue de la littérature sur ce sujet. Il nous permettra de positionner nos
contributions vis-à-vis de l'état de l'art.
Chapitre 3
État de l'art du suivi visuel 3D
Dans ce chapitre, nous présentons des méthodes permettant, à l'aide des images suc-
cessives produites par une seule caméra, de retrouver la position et l'orientation d'un objet
de la scène par rapport à la caméra. Nous nous intéressons en particulier aux méthodes
pouvant être mises en ÷uvre en temps réel ou interactif, c'est-à-dire exploitables pour
des applications de Réalité Augmentée. Souvent les méthodes de suivi temps réel sont des
extensions d'algorithmes étudiés initialement sans contrainte temporelle. L'étude de ces
algorithmes est donc également d'intérêt ici.
Le problème de l'estimation de la pose 3d d'un objet à partir d'un ﬂux d'images est un
problème diﬃcile, en particulier dans le cadre des applications interactives où la caméra
est manipulée par l'utilisateur (tenue à la main ou attachée à sa tête). Dans ces conditions
les objets de la scène subissent des mouvements quelconques, parfois très rapides et qu'il
est diﬃcile de prédire. Comme dans ce type de systèmes l'interaction repose par essence
sur la connaissance de la pose à chaque instant, le mécanisme d'estimation doit être le plus
ﬁable possible ou capable de détecter les échecs d'estimation pour se réinitialiser. À ces
diﬃcultés s'ajoutent des contraintes de temps d'exécution très fortes, en particulier lorsque
la plateforme cible est un système embarqué (par exemple un PDA). Ceci explique la rareté
des solutions commerciales de Réalité Augmentée s'appuyant sur la vision par ordinateur.
Le chapitre pose tout d'abord le formalisme mathématique de formation d'une image
par une caméra et formule le problème d'estimation de la pose (section 3.1). Dans une
deuxième partie (section 3.2), un panorama des solutions temps réel à ce problème est
dressé.
3.1 Formalisme mathématique
Nous rappelons ici le formalisme décrivant le processus de formation d'image par une
caméra. Les concepts et les outils de base sont issus de la géométrie projective [HZ03,
Fau93, FL01].
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Modèle de caméra Le modèle de caméra le plus couramment utilisé, car il s'applique à
la plupart des dispositifs d'acquisition vidéo1, est le modèle de caméra dit sténopé ou trou
d'épingle.
La formation de l'image dans un tel modèle est mathématiquement régie par la pro-
jection perspective d'un point 3d de l'espace sur le plan image, telle que présentée sur le
schéma de la ﬁgure 3.1.
Fig. 3.1  Projection perspective d'un point 3d p en un point 2d m dans le plan image.
Un point p = (x, y, z)> de l'espace 3d euclidien se projette en un point 2d m = (u, v)>
de l'image tel que
λm˜ = P p˜ (3.1)
où m˜ = (u, v, 1)> et p˜ = (x, y, z, 1)> sont les coordonnées des points m et p dans les
espaces projectifs P2 et P3. La matrice P est une matrice de projection 3×4 déﬁnie à
un facteur d'échelle λ près et dépend donc de 11 paramètres. Une telle matrice peut se
décomposer selon la forme
P = K[R|t] (3.2)
avec :
 K la matrice de calibrage, de taille 3×3 qui dépend des paramètres internes de la
caméra telle que la distance focale.
 R et t sont les composantes de rotation et de translation de la transformation eucli-
dienne permettant de passer du repère monde (de centre O) au repère caméra (de
centre le centre de projection C). La matrice R est une matrice de rotation 3×3
1hormis les optiques ﬁsh eyes et les caméras omnidirectionnelles utilisant par exemple des miroirs
paraboliques.
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(c'est-à-dire orthogonale et de déterminant 1). Le vecteur t est un vecteur de R3. Ces
deux entités peuvent être décrites par 6 paramètres (3 de rotation et 3 de translation),
rassemblés en vecteur β ∈ R6, qui forment la pose de la caméra.
Calibrage La matrice de calibrageK dépend de 5 paramètres (11−6), appelés paramètres
internes de la caméra. On peut écrire :
K =
αu s u00 αv v0
0 0 1
 (3.3)
où :
 αu et αv sont les facteurs d'échelle dans la direction u et v du repère image. Ces
facteurs sont proportionnels à la longueur focale f de la caméra : on a αu = kuf
et αv = kvf avec ku et kv les densités de pixels du capteur de la caméra dans les
directions u et v.
 (u0, v0)> = c est le point principal, déﬁni comme la projection du centre optique sur
le plan image (voir ﬁgure 3.1).
 s correspond à l'obliquité (ou coeﬃcient de cisaillement horizontal) des cellules du
capteur. On a s = 0 lorsque celles-ci sont carrées, ce qui est le cas de la majorité des
caméras modernes2.
Les hypothèses simpliﬁcatrices mais raisonnables que l'on peut formuler sont de prendre
c au centre du capteur et de considérer des pixels carrés, c'est-à-dire s = 0 et αu = αv.
Lorsque la matrice K est déterminée, on dit que la caméra est calibrée.
Distorsion radiale L'optique d'une caméra induit généralement des déformations que
le modèle sténopé présenté plus haut ne modélise pas. Ces déformations sont d'autant
moins négligeables que la caméra est bon marché et que sa focale est petite. On modélise
généralement ces phénomènes par une distorsion radiale, c'est-à-dire un déplacement des
points de l'image radialement autour du centre de l'image. Les points en coordonnées non
déformées (u′, v′)> sont obtenus à partir des points observés (u, v)> selon le modèle
u′ = u+ (u− u0)L(r)
v′ = v + (v − v0)L(r) (3.4)
avec L le polynôme
L(r) = k1r
2 + k2r
4 , r =
√
(u− u0)2 + (v − v0)2. (3.5)
Les facteurs k1 et k2 sont retrouvés par la procédure de calibrage (voir ci-après), ou par
une méthode distincte s'appuyant par exemple sur la mise en correspondance des lignes de
la scène.
2s peut être non nul dans le cas où l'on compose plusieurs systèmes d'acquisition, par exemple lorsqu'on
photographie une photographie.
40 CHAPITRE 3. ÉTAT DE L'ART DU SUIVI VISUEL 3D
Méthodes de calibrage pour l'estimation des paramètres internes La plupart
des méthodes d'estimation de pose en temps-réel supposent que les paramètres internes de
la caméra sont connus et constants. Ceci signiﬁe en particulier que la caméra ne zoome
pas ; un changement de distance focale est en eﬀet diﬃcile à distinguer d'une translation
le long de l'axe optique. Si les paramètres internes de la caméra ne sont pas connus, il est
nécessaire de les déterminer expérimentalement, hors ligne.
Ce problème a été largement abordé par les chercheurs en vision par ordinateur. Deux
types de solutions ont été proposées : les premières utilisent une ou plusieurs vues d'un
objet tridimensionnel appelé mire de calibrage, dont on connait précisément la structure.
Les images des points caractéristiques de la mire (dont la position 3d est connue) peuvent
être déterminées à la main ou automatiquement, ce qui fournit des correspondances 2d-3d
à partir desquelles la matrice P peut être estimée [LVD98]. On peut ensuite remonter à K
par exemple en calculant la décomposition QR de la sous-matrice 3×3 KR (voir équation
3.2). Parmi les méthodes entièrement automatiques, citons celle de Zhang [Zha00], qui
utilise une simple grille plane apparaissant dans plusieurs vues (au minimum deux).
Les secondes méthodes analysent une séquence d'images d'une scène statique générale
et déduisent les paramètres internes à partir de la mise en correspondance (éventuellement
automatique) d'indices visuels dans les images (points, ellipses, plans, etc.) [GS03]. Ces
dernières méthodes sont appelés méthodes d'autocalibrage.
Formulation du problème Nous formulons ici le problème d'estimation de la pose
auquel les méthodes présentées ci-après proposent une solution.
On suppose que les paramètres internes (K, k1, k2) de la caméra sont connus et ﬁxes, et
on souhaite déterminer la pose βt correspondant à l'image It acquise par la caméra à l'in-
stant t. L'historique des images précédentes {I0, . . . , It} est accessible, mais généralement
seules It−1 et It sont utilisées pour des raisons d'eﬃcacité.
3.1.1 Suivi de caméra sans modèle
Le suivi de caméra sans modèle a priori de la scène a toujours été un des problèmes
clé en vision par ordinateur. A partir des fondements mathématiques présentés plus haut
et ceux issus de la géométrie des images multiples, deux grands types d'approches ont
été développées : le SLaM (Simultaneous Localization and Mapping) et la SfM (Structure
from Motion). Dans les deux cas on cherche à retrouver d'une part les poses de la caméra
au cours d'une séquence d'images et d'autre part la structure 3d de la scène observée. La
plupart des travaux en SfM ne prennent pas en compte la contrainte de temps réel. À partir
d'une estimation initiale grossière utilisant peu de données (quelques vues, quelques amers),
la solution est raﬃnée lors d'une étape d'optimisation ﬁnale d'ajustement de faisceaux,
prenant en compte toutes les données à la fois. Les approches SLaM ont leurs origines
dans le domaine de la robotique mobile, elles intègrent donc certaines contraintes de temps
d'exécution et la notion de causalité : l'estimation est récursive et les incertitudes sont
propagées au fur et à mesure que les données sont acquises par le robot. Notons cependant
que lorsque la précision de la carte est nécessaire, les appproches SfM sont préférables.
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Royer et al. proposent ainsi un système de navigation par vision monoculaire dans lequel
une carte 3d de l'environnement est calculée hors ligne lors d'une phase d'apprentissage où
le robot est commandé manuellement [RLDL07]. Pendant la navigation, le robot se localise
en temps réel dans la carte.
Produit commerciaux De nombreux produits commerciaux ont été développés pour
résoudre le problème du suivi de caméra dans le cadre de la post-production audiovisuelle.
Ces solutions visent la qualité et la généralité du suivi et plutôt que le temps réel. Citons
les logiciels PFTrack de la société PixelFarm [Pix], RealViz Match Mover [Rea] et Boujou
[Bou]. Ces outils proposent des procédures fortement automatisées et aboutissent à des
résultats très précis.
3.2 Taxonomie des méthodes temps réel
L'estimation de la pose peut être décomposée en deux étapes :
 une étape de traitement d'images, visant à obtenir des mesures du mouvement de la
scène ou des indices de la position d'un objet ;
 une étape d'estimation proprement dite utilisant les mesures précédentes pour déter-
miner la pose.
Dans cette section, nous avons classé les diﬀérentes approches de la littérature en fonc-
tion du type d'indices visuels recherchés et appariés dans les images. Le choix de ces indices
est central lors de la conception d'un algorithme de suivi visuel car il a un impact important
sur ses conditions d'utilisation (en particulier le type d'objet auquel il sera adapté).
Les indices visuels utilisés peuvent être des marqueurs ajoutés à la scène, choisis pour
leur facilité de détection, d'identiﬁcation et de suivi ou bien des indices naturellement
présents dans les images, par exemple les contours des objets, les points d'intérêt ou les
régions texturées.
3.2.1 Méthodes utilisant des marqueurs
On peut distinguer des marqueurs de deux natures diﬀérentes : les marqueurs ponctuels,
qui fournissent une correspondance entre un point 3d de la scène et son image 2d et les
marqueurs planaires qui apportent une information plus riche, typiquement la transforma-
tion reliant le plan du marqueur à sa projection dans l'image. La position dans l'espace des
marqueurs est supposée connue avec précision ; elle peut être déterminée à la main, à l'aide
de télémètres laser ou encore par des algorithmes de reconstruction multivues. Chaque
correspondance fournit deux contraintes linéaires, il est donc en général possible d'estimer
la pose de la caméra à partir de la localisation de 6 marqueurs [HZ03, chapitre 7].
Les marqueurs ponctuels proposés utilisent le plus souvent des formes circulaires ou
elliptiques pour représenter le point 3d de l'espace correspondant à leur centre. Hoﬀ et al
utilisent par exemple des marqueurs formés de deux disques concentriques noir et blanc
[HLN96]. Les marqueurs sont localisés par seuillage de l'image et détection des régions
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noires et blanches : un marqueur est détecté lorsque le barycentre d'une région noire coïn-
cide avec celui d'une région blanche.
Les marqueurs planaires apportent à la fois plus d'information géométrique et perme-
ttent l'identiﬁcation des marqueurs. Dans le cas de la bibliothèque ARToolkit [ART], un
marqueur est formé d'une carte blanche sur laquelle un carré à bordure noire épaisse est
imprimé. La détection des quatre coins du carré suﬃt à retrouver la pose du marqueur
(lorsque la caméra est calibrée). On peut également calculer, grâce à ces mesures, la dé-
formation homographique du marqueur et rectiﬁer l'image d'une forme binaire dessinée à
l'intérieur du carré, aﬁn de la comparer à une base de donnée. Ainsi diﬀérentes annota-
tions peuvent être attachées et maintenues sur chaque marqueur. Fiala [Fia04] propose une
amélioration de ce principe avec des marqueurs spécialement conçus pour leur distinctivité,
chacun encodant 36 bits d'information.
Outre la nécessité d'instrumenter soigneusement l'environnement, l'inconvénient princi-
pal des méthodes s'appuyant sur des marqueurs est d'être restreint à leur zone de visibilité.
En eﬀet un marqueur peut devenir indétectable lorsque la caméra s'éloigne.
3.2.2 Méthodes utilisant les contours
Les contours sont sûrement les primitives qui ont reçu le plus d'attention, et ce dès les
premières approches de suivi sans marqueur. Si l'on exclut l'approche de Lowe [Low92],
qui utilise une détection de contour préalable sur une large portion de l'image, toutes
les méthodes mettent en ÷uvre une recherche locale des contours de l'image depuis des
points de contrôle répartis sur les contours d'un modèle 3d de l'objet projeté dans l'image.
Cette recherche est monodimensionnelle, le long d'une ligne orientée dans la direction de
la normale du contour projeté.
Dans la méthode RAPiD [Har92], un modèle CAO de l'objet est projeté dans une pose
prédite à l'aide d'un ﬁltre de Kalman puis les contours sont localisés par une recherche
linéaire locale à partir de points de contrôle échantillonnés sur les contours projetés. Les
contours visibles sont déterminés grâce à une structure de donnée précalculée, indexée
par la pose courante. La pose est ensuite mise à jour en minimisant la distance entre les
contours projetés (prédits) et les contours détectés.
De nombreuses variations ont été proposées autour de ce schéma initial notamment pour
améliorer la robustesse vis-à-vis des mesures erronnées : Armstrong et Zissermann [AZ95]
utilisent pour cela l'algorithme RANSAC, Drummond et Cippolla [DC99] formulent la
résolution avec un M-estimateur.
Comport et al. utilisent la mesure du déplacement de points échantillonnés sur des prim-
itives segment et cercle [CMPC06]. L'estimation de la pose est formulée comme un prob-
lème d'asservissement visuel virtuel et utilise un M-estimateur pour résister aux mesures
aberrantes.
La détection des points de contours le long de la ligne de recherche peut prendre en
compte les frontières de régions texturées au lieu de détecter les fortes valeurs de gradient,
comme le propose Shahrokni et al. [SDF05]. La probabilité de changement de texture est
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modélisée le long de la ligne de recherche par un modèle de Markov caché, mis à jour
pendant le suivi.
Récemment Klein et Murray ont proposé un suivi temps réel robuste à partir des
contours utilisant intensivement l'accélération matérielle des cartes graphiques modernes
[KM06]. Un ﬁltre à particules similaire à CONDENSATION [IB98] est utilisé. Chaque
particule représente une pose probable de l'objet. La vraisemblance d'une particule est
entièrement calculée sur la carte graphique, ce qui permet d'en utiliser plusieurs centaines.
Les arêtes non visibles sont éliminées grâce aux fonctions standards du matériel graphique
et la fonction de vraisemblance est calculée par un fragment shader3. Contrairement aux
approches précédentes, la totalité des pixels des contours visibles est utilisée.
3.2.3 Méthodes utilisant des points d'intérêt
Les méthodes précédentes sont bien adaptées aux objets comportant des arêtes sail-
lantes : maquettes, salles, pièces industrielles, etc. Pour les objets  naturels , trop peu
d'information de contour est généralement disponible ou les contours s'apparentent à du
fouilli. Il est alors nécessaire de prendre en compte la texture locale de l'objet, typiquement
échantillonnée en des points d'intérêt4.
Vacchetti et al. obtiennent des résultats très convaincants en utilisant un maillage sur-
facique de l'objet suivi et la mise en correspondance de points d'intérêt [VLF04a]. La pose
initiale est donnée, puis les points sont projetés sur le modèle. Il est alors possible de relier
le mouvement 2d des points dans l'image au changement de pose 3d. Les déplacements
mesurés, obtenus à partir des correspondants de points peuvent ainsi être comparés aux
déplacements prédits. Les poses courantes et précédentes sont conjointement estimées par
minimisation de la distance entre les positions mesurées et prédites des points d'intérêt.
Comme la mise à jour de la pose repose sur la projection des points selon la pose précédente,
le processus est en boucle ouverte et accumule les erreurs d'estimation. Pour contrecarrer
cet eﬀet, les auteurs utilisent un ensemble d'image clés. La pose d'une image clé est pré-
cisément déterminée hors ligne et le nuage 3d formé des points d'intérêt reprojetés sur
le modèle fournit une représentation statique de l'apparence de l'objet (sous la forme de
fenêtres autour des points). La déformation de l'apparence de l'image clé la plus proche
vers la pose courante estimée permet la mise en correspondance des points entre la vue
courante et l'image clé (potentiellement assez éloignée). Des correspondances 3d-2d sont
ainsi établies et viennent compléter le critère d'optimisation utilisant les correspondances
entre images successives. Le problème d'optimisation non linéaire obtenu est résolu avec
un M-estimateur aﬁn de minimiser l'impact des appariements erronés.
Rosten et Drummond [RD05] utilisent un détecteur de points très eﬃcace et présentent
une méthode d'estimation de la pose robuste à un nombre élevé d'appariements erronés,
3Un fragment shader est un petit programme exécuté sur la carte graphique permettant de manipuler
les pixels rendus par la carte graphique. Le chapitre 6 aborde plus en détails la programmation des cartes
graphiques modernes.
4Une description détaillée des méthodes d'extraction et d'appariemment des points d'intérêt est faite
au chapitre 7.
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une situation notamment observée lors des déplacements très rapides de la caméra. Cette
solution repose sur l'apprentissage au cours du suivi d'une fonction reliant la valeur du
critère d'appariement entre points (en l'occurrence SDC, voir chapitre 7) à la probabilité
que l'appariement soit correct. Les faux appariements sont rejetés sur la base de cette
distribution en utilisant l'algorithme Expectation Maximisation pour prendre en compte
sa forte multimodalité.
Les premières approches performantes de type SLaM monoculaire et temps réel ont
vu le jour il y a quelques années [NNB04, DRMS07]. Depuis, grâce à des puissances de
calcul croissantes et des algorithmes plus astucieux, il est devenu possible de rajouter des
fonctionnalités tout en gardant l'aspect temps réel. Ceci a notamment permis d'eﬀectuer,
en temps réel, des ajustement de faisceaux locaux sur un sous-ensemble de la séquence
vidéo, ce qui permet une propagation moins approximative des incertitudes que dans le
SLaM traditionnel et accroît de manière signiﬁcative la stabilité et la précision des résultats
[ESN06, MLD+07, KM07].
Notre approche s'appuye également sur la mise en correspondance de points d'intérêt,
entre images consécutives et avec une image clé. La particularité de notre mise en ÷uvre
est d'exploiter la carte graphique pour l'extraction et la mise en correspondance des points.
Notre algorithme de suivi visuel est présenté au chapitre 5 et les détails de mise en ÷uvre
concernant les points d'intérêt au chapitre 7.
3.2.4 Méthodes utilisant des motifs texturés
Pour extraire plus d'information sur l'apparence de l'objet, des indices s'appuyant sur
la texture globale ou locale de l'objet sont utilisés. La formulation la plus générale est celle
du suivi de motifs (ou template matching) qui utilise un ou plusieurs motifs de référence,
par exemple donnés sur la première image et cherche le déplacement successif de ces motifs
entre deux images consécutives.
L'algorithme de suivi de motifs de Lucas et Kanade [LK81, BM04] utilise des motifs
rectangulaires (patchs) et un modèle de déformation de ce motif (par exemple une trans-
formation aﬃne 2d). Les paramètres de déformation sont ajustés itérativement aﬁn de
minimiser l'erreur quadratique entre le motif déformé et l'image. Puisque la transforma-
tion est arbitraire cette méthode peut être utilisée pour suivre aussi bien des régions 2d
[HB98, BJ98] que la pose 3d [CSA00].
Ce principe général de suivi de motif est également utilisé dans les approches populaires
utilisant des modèles d'apparence comme les AAM (Active Appearance Model) [CET01].
Dans ces approches, l'objet est représenté par un maillage 2d texturé ; des modes de dé-
formation géométrique et d'apparence sont appris à partir de séquences d'apprentissage
par analyse en composantes principales. Ainsi l'espace des apparences de l'objet est décrit
de manière minimale par des combinaisons linéaires de vecteurs de forme (déformation du
maillage) et de vecteurs d'apparence (variation de la texture). Des techniques similaires
étendent ces approches à des modèles 3d [BV99].
Masson et al. utilisent un modèle constitué d'une multitude de patchs planaires dont
le déplacement inter-image est régi par des homographies [MDJ04]. L'information de tex-
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ture au sein des patchs est échantillonnée en des points d'intérêt. Les auteurs utilisent la
technique de suivi de motifs développée par Jurie et Dhome [JD02] puis combinent les
estimations individuelles en utilisant l'algorithme d'estimation de pose de Lowe [Low85].
Lepetit et Fua proposent l'utilisation de motifs distinctifs et formulent de manière
originale le problème de leur mise en correspondance comme un problème de classiﬁcation
[LF06]. Dans une phase d'apprentissage, les motifs centrés sur des points d'intérêt sont
reprojetés sur un modèle 3d de l'objet à suivre, et un grand nombre de vues de ces motifs
sont générées automatiquement. La dimensionnalité de l'espace des motifs est réduite par
analyse en composantes principales et les ensembles de vues sont groupés par la technique
k−means. La mise en correspondance des motifs extraits dans l'image courante avec ceux
construits pendant la phase d'apprentissage est eﬀectuée à l'aide d'un arbre de décision
aléatoire, ce qui aboutit à un algorithme rapide (en temps interactif) et robuste.
3.2.5 Méthodes de suivi hybrides
Chacune des approches présentées précedemment a des intérêts et des limites spéci-
ﬁques. Les approches s'appuyant sur les contours ne sont pas sensibles à l'accumulation
d'erreurs, mais peuvent être perturbées par les contours des autres objets de la scène. Les
méthodes utilisant des correspondances successives de points sont généralement plus ro-
bustes aux occultations partielles de l'objet, mais le processus d'estimation étant en boucle
ouverte (car les points ne sont que temporairement localisés sur le modèle), l'accumulation
d'erreurs et l'eﬀet de dérive sont inévitables. Les approches par détection (telle que celle
de Lepetit et Fua citée plus haut) sont encore un peu coûteuses et diﬃciles à généraliser
pour les environnements très vastes et changeants. Une démarche naturelle consiste alors
à développer des méthodes hybrides combinant plusieurs approches, typiquement en sta-
bilisant un suivi sensible à la dérive avec des mesures plus stables.
Certaines approches combinent le suivi visuel avec les mesures d'un ou plusieurs cap-
teurs. Par exemple, Klein et Drummond combinent un suivi de contours avec trois capteurs
inertiels (gyroscopes) mesurant la vitesse angulaire d'un casque de Réalité Virtuelle [KD03].
L'intégration temporelle des mesures des gyroscopes permet d'initialiser le suivi visuel près
de la pose réelle, même lors des mouvements rapides. Les mesures de vitesse fournissent
également une estimation du ﬂou de bougé, ce qui permet d'adapter les ﬁltres utilisés pour
le calcul du gradient de l'image. Pour une application de Réalité Augmentée embarquée,
les mêmes auteurs fusionnent les estimations issues d'un suivi visuel à partir des contours,
fonctionnant sur un tabletPC avec le suivi de marqueurs constitués de LEDs attachés à la
tablette [KD04]. La fusion des mesures utilise un ﬁltre de Kalman étendu.
Vacchetti et al. rajoutent des informations a priori sur la scène sous forme d'images clés.
Dans [VLF04b] ils combinent les mesures issues de contours et de points d'intérêt. Pres-
sigout et Marchand [PM06] utilisent le formalisme d'asservissement visuel virtuel présenté
plus haut et incorporent au suivi des arêtes d'un modèle CAO un critère portant sur la
texture des faces du modèle. À chaque face est associée une image de texture de référence et
le transfert des points d'intérêt situés à la surface du modèle est exprimé en fonction de la
pose cible. Le critère de texture repose sur la diﬀérence des niveaux de gris sur une fenêtre
46 CHAPITRE 3. ÉTAT DE L'ART DU SUIVI VISUEL 3D
autour des points d'intérêt dans l'image courante et des points transférés dans l'image de
texture.
3.3 Conclusion
De nombreuses avancées ont été réalisées ces dernières années dans le domaine du suivi
visuel 3d. Les premières approches temps réel et robustes ouvrent la voie à l'utilisation
de ces techniques dans le cadre de la Réalité Augmentée. Les méthodes les plus eﬃcaces
utilisent des informations a priori sur la scène ou l'objet suivi et requièrent par exemple
un modèle 3d. Peu de réﬂexions ont été menées sur la nature de ce modèle.
L'approche que nous développons au chapitre 5 a les caractéristiques suivantes :
 l'objet à suivre est modélisé par un nuage de points,
 elle s'appuye sur la mise en correspondance de points d'intérêt entre images succes-
sives pour la mise à jour de la pose,
 elle exploite des images clés pour éviter le phénomène de dérive.
 elle utilise les capacités des cartes graphiques modernes pour la manipulation du
modèle et pour l'extraction et la mise en correspondance des points d'intérêt.
Le chapitre suivant présente un état de l'art des représentations géométriques d'ob-
jets 3d par des nuages de points et des techniques de rendu et de manipulation de ces
représentations, qui nous seront utiles dans le cadre du suivi.
Chapitre 4
Représentations et traitements des
géométries à base de points
L'approche de suivi visuel 3d que nous présenterons au chapitre 5 a été développée
avec l'objectif d'utiliser, comme représentation 3d des objets suivis, des modèles à base
de points1. Nous avons en particulier identiﬁé le besoin de deux procédures couramment
utilisées dans les systèmes de rendu d'objets géométriques : la procédure de lancer de
rayon, c'est-à-dire la capacité d'intersecter la surface avec une demi-droite issue du centre
de la caméra et passant par un point image donné, et la procédure de projection de la
totalité de la surface sur le plan image. Cette projection s'accompagne généralement d'un
mécanisme d'interpolation des caractéristiques de la surface : la couleur, les normales ou
toute autre propriété géométrique (au chapitre 5 nous interpolerons des bases de vecteurs
de mouvement).
Ces deux processus permettent d'utiliser les représentations par points comme modèles
d'objets non déformables. Nous complétons cette présentation générale par les diﬀérentes
techniques permettant le traitement des représentations par points, de l'acquisition à l'édi-
tion. Si notre cadre de travail se limite aux objets rigides nous pensons que les nuages de
points sont une représentation intéressante pour la gestion des objets déformables. Ainsi, le
problème de l'acquisition ou de l'enrichissement du modèle au cours du suivi pourrait béné-
ﬁcier d'une représentation qui ne maintient pas explicitement d'information topologique
(on entend par là des relations de voisinages codés par un maillage d'arêtes ou de facettes).
Ces deux procédures, lancer de rayon et projection sont maintenant classiques lorsque
le modèle est un maillage de facettes triangulaires ou une surface déﬁnie de manière ana-
lytique (surface de Bézier, surface implicite, etc.), et peuvent être considérées comme des
techniques élémentaires. Ce n'est pas le cas lorsque le modèle est un nuage de points,
même si ces représentations sont depuis une dizaine d'années extensivement étudiées par
les communautés de modélisation géométrique et de synthèse d'images.
Ce chapitre est une présentation des géométries par points dans leur contexte original.
1Nous utiliserons dans ce document les termes génériques de géométries à base de points, de représen-
tations à base de points ou encore de nuages de points pour désigner les modèles constitués de points
déﬁnissant un objet 3d.
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L'accent est mis sur les outils et techniques que nous adapterons dans le cadre du suivi
visuel, qui impose des contraintes propres. Ainsi, si les nuages de points laissent envisager
la possibilité de manipuler des objets (géométriques) très complexes, nous les confrontons
à une réalité acquise par des caméras numériques standard, de résolution faible en com-
paraison du rendu haute qualité recherché pour la synthèse d'images. Les modèles que nous
considérerons auront donc une précision limitée, en deçà de ce que suggère l'état de l'art de
techniques d'acquisition (près d'un milliard de points) et du rendu (quelques dizaines de
millions de points par seconde). Par ailleurs, les manipulations interactives de l'objet sont
des problématiques annexes dans le cadre du suivi vidéo, où les déformations de l'objet
sont essentiellement contraintes par le ﬂux vidéo, et non par un opérateur.
Le chapitre s'articule comme suit : nous présentons d'abord les diﬀérentes représenta-
tions associées à la notion de nuage de points. Nous montrons comment ces représenta-
tions déﬁnissent la surface sous-jacente de l'objet (section 4.1). Ensuite nous détaillons les
diﬀérentes étapes d'une chaîne de traitement des géométries par points, de l'acquisition au
rendu (section 4.2). Le rendu se verra accorder un développement particulier (section 4.3)
car elle nous fournira la base des techniques utilisées au chapitre 5.
4.1 Les représentations à base de points
4.1.1 Historique et motivation
Systèmes de particules L'idée d'utiliser des points pour la représentation, manipula-
tion et le rendu des objets géométriques n'est pas récente. Les points ont été initialement
privilégiés pour les représentations volumiques de phénomènes naturels notamment (fumée,
feu, nuage, etc.). Les objets naturellement particulaires (les liquides, les ﬂuides, le sable,
etc.) se prêtent bien à des représentations ne décrivant pas explicitement l'information
topologique. Puisqu'il n'est pas nécessaire de maintenir cette information, il est en eﬀet
aisé de traiter les caractéristiques dynamiques de ces objets. Les systèmes de particules
introduits par Reeves [Ree83], sont un exemple classique de telles représentations. Une
topologie est alors calculée localement aﬁn de déﬁnir les interactions entre une particule et
ses voisines. Les représentations par points sont aussi utilisées conjointement à un maillage
dans les systèmes masses-ressorts, utilisés par exemple pour la modélisation et l'animation
des vêtements [RC02].
Représentation par maillage Historiquement les représentations continues ont été
privilégiées par rapport aux représentations à base de points pour la modélisation de la
surface des objets. Pour le rendu en particulier, les représentations à base de facettes sont
largement les plus utilisées. Projeter et discrétiser des triangles est relativement aisé et
eﬃcace grâce à l'existence d'algorithmes de type scanline. Par ailleurs, les bibliothèques et
interfaces de programmation standards comme OpenGL [Khr07a] proposent une chaîne de
rendu adaptée à ce type de modèles. La disponibilité grandissante de matériels implantant
cette chaine de rendu, poussée par les besoins de l'industrie du loisir audiovisuel (jeu vidéo,
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cinéma et télévision), a rendu les géométries à base de facettes incontournables dans ce do-
maine. Pour l'édition des objets de synthèse, d'autres types de surfaces ont été développés,
plus adaptés à la manipulation interactive, notamment d'objets lisses. Citons par exemple
les surfaces de Bézier (voir par exemple [Far02]), les surfaces splines [Far02] et les surfaces
implicites [BBB+97]. Pour chacune de ces représentations des algorithmes de facétisation
existent : méthodes d'échantillonnage pour les surfaces paramétriques et, par exemple, la
méthode des marching-cube [LC87] pour les surfaces implicites. Ces méthodes permettent
d'obtenir des maillages pour la phase de rendu.
Grâce aux processeurs graphiques modernes, il est désormais possible de visualiser en
temps réel des scènes de très grande complexité. Pour augmenter la richesse visuelle des
images sans augmenter la complexité géométrique des objets, on utilise la technique clas-
sique consistant à plaquer une texture sur le maillage. Les informations supplémentaires
ainsi apportées (sous la forme de couleurs ou de normales) permettent un rendu de grande
qualité même avec des modèles de faible complexité géométrique.
Cependant les modèles géométriques créés et manipulés sont de plus en plus complexes,
grâce au développement de procédés d'acquisition d'objets réels plus précis et à la capacité
mémoire croissante des stations de travail. Parallèlement, la taille des images générées n'a
pas augmenté en proportion similaire : un écran d'une résolution standard 1600×1200 aﬃche
moins de deux millions de pixels. Une carte graphique récente permet d'aﬃcher plusieurs
dizaines de millions de triangles par seconde. Il est alors envisageable de visualiser en
temps interactif des scènes d'une ﬁnesse telle que les triangles se projettent sur moins d'un
pixel, rendant l'assemblage et la discrétisation des triangles inutilement complexe. Dans
ce contexte, les textures sont fortement sous-échantillonnées ; pour éviter des artefacts, un
ﬁltrage coûteux doit leur être appliqué et la technique perd son intérêt initial (c'est-à-dire
ajouter eﬃcacement des détails à une géométrie simple).
Intérêt des représentations par points De ce constat, on peut tirer l'idée de rem-
placer les triangles par des primitives plus simples que sont les points. Levoy et Whitted
[LW85] ont les premiers proposé d'utiliser le point comme une primitive de rendu uni-
verselle : tout objet peut en eﬀet être représenté en échantillonnant de façon suﬃsamment
dense sa surface par des points. L'attrait des points est également important dans une
optique de manipulation des modèles. En eﬀet de nombreux algorithmes opérant sur les
maillages de triangles nécessitent de conserver la cohérence topologique à toutes les étapes,
ce qui les rend plus complexes et peut nécessiter des phases de nettoyage du maillage
[ABK98] ou des techniques de re-maillage, en particulier lorsque l'objet subit des déforma-
tions [BK04].
Depuis quelques années et notamment les travaux réalisés pour la visualisation des
données issues du Digital Michaelangelo Project [LPC+00], de nombreuses recherches ont
été eﬀectuées sur les géométries à base de points, à toutes les étapes de la chaine de
traitement : simpliﬁcation [PGK02], édition [ZPKG02], rendu [BHZK05, AKP+05] et ani-
mation [PKA+05]. Nous renvoyons à [KB04] pour un panorama détaillé de l'utilisation des
représentations par points dans le contexte de la synthèse d'images.
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4.1.2 Diﬀérentes primitives points
Nous présentons maintenant les diﬀérentes représentations possibles de la primitive
point dans un ordre de complexité croissante.
Fig. 4.1  Diﬀérentes représentations de la primitive points ; de gauche à droite : point
pur, point orienté, splat, splat non isotrope.
Un type de géométrie est désigné comme à base de points, lorsqu'il est constitué
d'un ensemble de points non organisés topologiquement, c'est-à-dire sans relation explicite
de voisinage. L'ensemble des points peut être organisé en mémoire selon une structure
de données particulière, de nature éventuellement géométrique, comme les octree, les par-
titions binaires (kd-tree) (voir par exemple [dBvKO00]) ou des structures hiérarchiques.
Les hiérarchies de sphères englobantes sont aussi fréquemment utilisés par exemple dans
[RL00] pour la gestion des niveaux de détails ou dans [AA03a] pour accélérer le lancer
de rayon. Indépendamment de la structure de données utilisée, des mécanismes d'opti-
misation, comme le stockage temporaire (cache) d'informations topologiques locales sont
fréquemment utilisées (par exemple des ensembles de points voisins).
Nous noterons de façon abstraite un modèle par points sous la forme de l'ensemble
P = {pi }i=[1,...,N ], avec pi un point 3d vu comme un échantillon de surface, contenant
au minimum une position et éventuellement accompagné d'autres informations (voir ﬁgure
4.1). Un nuage de points déﬁnit une surface sous-jacente notée S(P ).
Les points purs
Ici les points pi sont assimilés à leur position dans R3. C'est la représentation la plus
compacte possible. Elle correspond généralement aux données brutes générées par les ap-
pareils d'acquisition (scanners 3d) ou par les techniques de reconstruction 3d à partir
d'images. En pratique cette représentation est rapidement enrichie dès l'étape de recon-
struction vers une représentation associant au point au moins la normale à la surface
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sous-jacente S(P ). En eﬀet cette information est souvent requise, par exemple pour le cal-
cul de l'éclairage lors du rendu. Connaître les normales simpliﬁe également l'estimation de
la courbure locale de la surface, à partir de laquelle on peut déduire la densité de points
nécessaire à une reconstruction satisfaisante.
Les points orientés
Ici on oriente chaque point en fournissant une normale ni. On possède donc un échan-
tillonnage de la surface sous-jacente et de sa dérivée. La normale peut-être obtenue directe-
ment lorsque le modèle par points est le produit de la conversion d'un autre type de modèle
géométrique comme les surfaces implicites ou les surfaces de Bézier. En eﬀet en dehors des
éventuelles singularités on connaît dans ce cas la forme analytique de la normale en chaque
point de la surface.
Lorsque le modèle source est un nuage de points purs, il est possible d'estimer la
normale en un point à partir de son voisinage, comme nous le détaillons ici.
Dans le domaine discret, un voisinage de pi est un sous-ensemble Vi = {pi1 , . . . ,pik} de
P constitué des points satisfaisant un certain critère d'appartenance au voisinage, déﬁni par
des relations spatiales entre les points. Par exemple, l'ensemble des k-plus proches voisins
de pi s'appuie sur un réordonnancement des points de P déﬁni par une permutation Π de
σ(N) telle que
‖pΠ(1) − pi‖ 6 ‖pΠ(2) − pi‖ 6 . . . 6 ‖pΠ(N) − pi‖
On a alors
V k−ppi = {pΠ(1), . . . ,pΠ(k)}
D'autres relations de voisinage peuvent être déﬁnies, par exemple l'ensemble des points
appartenant à la boule B(pi, ε) pour une distance ε donnée. Des voisinages déﬁnis à l'aide de
structures géométriques (partitions binaires, diagrammes de Voronoï) [Pau03] permettent
d'obtenir un nombre réduit de voisins tout en conservant un échantillonnage isotrope du
morceau de surface autour de pi.
L'analyse en composantes principales de Vi permet de déterminer les propriétés locales
de la surface en pi. En eﬀet soit p le barycentre de Vi et soit C la matrice de variance-
covariance déﬁnie par :
C =
1
k
p
i1 − p
...
pik − p

T
.
p
i1 − p
...
pik − p

Alors le vecteur propre associé à la plus petite valeur propre C déﬁnit une approxi-
mation de la normale au point pi. La qualité de cette estimation dépend de la densité
d'échantillonnage du nuage vis à vis de la taille caractéristique des détails du modèle.
Cette taille peut se déﬁnir comme le rayon h de la plus grande sphère qui intersecte la
surface en une composante connexe au plus.
Les normales ainsi estimées sont déterminées au signe près et donc peuvent avoir des
orientations incohérentes et ne pas reﬂéter la continuité C1 de la surface S(P ). Hoppe
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[HDD+92] propose une procédure pour lever l'ambiguïté sur l'orientation de la surface. Elle
consiste à parcourir un graphe de couverture minimale du nuage, en orientant la normale
de chaque point de sorte que l'angle entre deux points adjacents soit inférieur à pi
2
. Le point
de départ peut être choisi comme le point ayant une coordonnée arbitraire maximale ; il est
alors orienté dans la direction opposée au barycentre du nuage P . Lorsque la surface est
orientable et lorsque l'échantillonnage est suﬃsamment dense, cette propagation conduit à
une orientation cohérente pour l'ensemble des normales du nuage.
Par ailleurs les deux autres valeurs propres de C déﬁnissent un espace orthogonal à
Vect(ni) dans R3 et ainsi permettent de déﬁnir un plan Ti localement tangent au nuage
(voir la ﬁgure 4.2).
Fig. 4.2  Analyse de la covariance du voisinage pour déterminer les propriétés diﬀéren-
tielles locales de la surface (normale et plan tangent).
La connaissance de la normale n'est pas toujours suﬃsante, notamment pour la visu-
alisation par projection des points sur le plan image. Pour garantir une image "sans trou"
quelle que soit la résolution et la densité du nuage, il est nécessaire de connaître la distance
d'un point à ses voisins. Cette distance peut-être déﬁnie globalement dans le cas où la
surface est échantillonnée de manière homogène. Cependant un échantillonnage homogène
est diﬃcile à conserver lors des traitements locaux du nuage. Il est de plus ineﬃcace : les
zones de faible courbure ont la même densité de points que les zones de forte courbure.
On peut améliorer le compromis entre le nombre de points et l'erreur d'approximation en
associant un rayon à chaque point. Ce type de structure, proposé initialement par Zwicker
[ZPvBG01] est appelé splat dans la littérature.
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Les splats
Un splat est un point orientés auquel est associé le rayon d'un disque localement tangent
à la surface (voir ﬁgure 4.1). Pour couvrir l'espace entre les points lors de la visualisation, le
rayon doit correspondre à la distance du point à ses voisins. Une détermination précise est
délicate, par exemple la présence d'un trou considéré comme une caractéristique de l'objet
à préserver ne doit pas inﬂuencer la taille des splats de son bord. À partir d'un maillage
une méthode possible consiste à déﬁnir le rayon d'un point comme la demi-longueur de la
plus grande arête reliée au point. La surface S(P ) est alors approximée par l'ensemble des
disques, ce qui donne une approximation linéaire par morceaux, tout comme un maillage
triangulaire.
Pour prendre en compte l'anisotropie locale de la courbure de la surface, des splats
elliptiques peuvent être déﬁni [BHZK05]. Le plan tangent Ti est paramétré par
Ti = {x ∈ R3,x = pi + xu.ui + xv.vi, (xu, yv) ∈ R2}
où ui et vi correspondent aux axes de courbure principaux de la surface.
On peut les approcher par une analyse statistique du nuage des normales d'un voisinage
du point pi, de manière similaire à la méthode présentée plus haut. Le splat est alors déﬁni
par l'ellipse d'axes ui et vi et de grand rayon (resp. petit rayon) inversement proportionnel
à la courbure minimale (resp. maximale) ([Gar99], p.69). Les vecteurs ui et vi déﬁnissent
également un plan T ′i qui approxime le plan tangent à la surface.
On peut représenter le splat par la donnée du triplet {pi,u′i,v′i} où u′i et v′i sont les
axes de l'ellipse mis à l'échelle en fonction du rayon de l'ellipse, de sorte qu'un point q
appartient au splat s'il satisfait :
(u′i
T
.(q− pi))2 + (v′iT .(q− pi))2 6 1
Les splats elliptiques fournissent la meilleure approximation linéaire locale à la surface,
en particulier ils ont un pouvoir d'approximation supérieur aux triangles. Un nuage de
splats elliptiques est cependant plus facile à manipuler qu'un maillage de triangle, puisqu'il
n'est pas nécessaire de conserver la continuité lors des traitements.
Il est possible de représenter les discontinuités comme les arêtes et les coins en utilisant
des splats découpés selon une ou deux droites déﬁnies dans le plan du splat [ZRB+04] (voir
ﬁgure 4.3).
4.1.3 Reconstruction d'une surface continue à partir d'un nuage
de points
Une question fondamentale liée à l'utilisation des modèles géométriques à base de points
est celle de la reconstruction d'une surface continue. Cette étape est nécesaire d'une part
pour l'édition du modèle (par exemple pour le raﬃnage par ajout de points) et d'autre
part pour obtenir un rendu sans trou. Une des approches possibles est de déﬁnir une
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Fig. 4.3  Rendu des discontinuités par découpe des splats. Les images de droites sont
issues de [ZRB+04]
surface implicite à partir du nuage de points : la surface S reconstruite est alors déﬁnie
comme l'image réciproque par une fonction globale de potentiel f d'une valeur donnée (0
par convention), c'est-à-dire S = {x ∈ R3, f(x) = 0}. Reuter et al. [RTSD03] proposent
une représentation s'appuyant sur les fonctions à base radiale de Wendland. Le degré
de continuité de la surface reconstruite dépend de la forme de la fonction choisie. Cette
surface permet ensuite de générer, en temps intéractif, de nouveaux points pour le rendu
et la manipulation de la surface.
Dans cette section, nous présentons un autre formalisme permettant de déﬁnir une sur-
face continue à partir d'un ensemble de points, s'appuyant sur la méthode d'approximation
fonctionnelle MLS. Cette méthode a été initialement proposée par Lancaster [LS81] dans le
contexte de l'approximation ou de l'interpolation de données fonctionnelles dans Rd. Tout
comme les méthodes utilisant des fonctions à base radiale, la déﬁnition de l'approximation
MLS s'appuie sur le voisinage local et ne nécessite pas de topologie explicite, ce qui la rend
intéressante pour les géométries à base de points.
Dans le contexte fonctionnel, l'approximation MLS f˜ d'une fonction f est déﬁnie comme
suit. Soit une fonction f : Rd 7→ Rn et soit un ensemble D = {(xi, fi), fi = f(xi)} de
points d'échantillonnage ; en chaque point xi de Rd est associée la valeur fi de la fonction
à reconstruire. L'approximation MLS de f(x) de degré m est donnée par la valeur p˜(x) du
polynôme p˜ de degré m déﬁni par :
p˜ = argmin
p∈Pm[Rd]
∑
i
(p(xi)− fi)2 Φ(xi,x). (4.1)
La fonction Φ est une fonction de pondération dépendant uniquement de la distance
euclidienne entre les points arguments, c'est-à-dire Φ(xi,x) = φ(‖xi−x‖), où φ : R+ 7→ R+
est une fonction de classe Ck, positive et monotone décroissante. La fonction f˜ est donc
déﬁnie par :
f˜ : x→ p˜(x) (4.2)
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Si de plus limx→0 φ(x) = ∞, alors la reconstruction f˜ MLS est interpolante, c'est-à-
dire ∀i, f˜(xi) = fi. L'approximation peut être rendue locale si φ décroît rapidement vers
0 lorsque x tend vers l'inﬁni, en particulier lorsque φ est à support compact. Le degré de
continuité de l'approximation ainsi obtenue dépend de la continuité de la fonction φ : si φ
est de classe Ck alors f˜ est aussi de classe Ck.
L'adaptation de cette technique à l'approximation de surfaces (plus précisément des
variétés de dimension 2) est problématique car il n'existe généralement pas de référentiel
global permettant de déﬁnir une paramétrisation fonctionnelle de la surface. Levin a pro-
posé un algorithme itératif permettant l'évaluation d'un opérateur de projection d'un point
sur la surface MLS [Lev03]. La surface est alors déﬁnie par l'ensemble des points ﬁxes de
l'opérateur ΨP , c'est-à-dire :
S(P ) = {x ∈ R3,ΨP (x) = x}. (4.3)
L'évaluation de l'opérateur de projection en un point x proche de la surface comporte
trois étapes : le calcul d'un repère local (1) dans lequel on estimera une approximation
polynômiale locale de la surface (2) ; enﬁn l'évaluation de la projection d'un point sur la
surface et de la normale en cette projection (3). Ces trois étapes sont détaillées ci-dessous.
Fig. 4.4  Détermination du plan de référence local.
(1) Calcul du repère local (voir ﬁgure 4.4). Un plan d'un repère de référence local
H est d'abord déterminé :
H = {y ∈ R3, yT .n− d = 0 }, n ∈ R3, ‖n‖ = 1, d ∈ R (4.4)
Pour cela on cherche n ∈ R3 et d ∈ R qui minimisent la somme de carrés pondérés :∑
i
(pi>.n− d)2.φ(‖pi − q‖) (4.5)
où q est le projeté de x sur H (voir ﬁgure 4.5). Le plan de référence déﬁnit un repère
local dans lequel un point pi du nuage P a pour coordonnées (ui, vi, fi). Le plan H peut
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être considéré comme l'espace des paramètres de la donnée fonctionnelle fi (hauteur du
point pi).
Il est important de noter que les poids sont calculés relativement à q et non à x. Cette
condition est cruciale pour que la procédure soit un opérateur de projection.
(2) Approximation locale par un polynôme. Une fois le plan de référence local
déterminé, le problème se formule comme le calcul de l'approximation MLS dans le cadre
fonctionnel. Il s'agit donc de calculer le polynôme p̂ qui minimise :
p̂ = argmin
p∈Pm[R2]
∑
i
(p(ui, vi)− fi)2 φ(‖pi − q‖). (4.6)
(3) Évaluation de la projection de x. La projection de x sur la surface est alors
déﬁnie par :
ΨP (x) = q+ p̂(0, 0).n. (4.7)
La normale à la surface MLS est alors déﬁnie grâce aux dérivées ∂bp
∂u
(0, 0) et ∂bp
∂v
(0, 0) du
polynôme p̂.
La déﬁnition MLS de la surface sous-jacente d'un nuage de points permet d'obtenir une
reconstruction aussi ﬁne que souhaitée, puisque chaque point de l'espace permet d'obtenir
un point sur la surface par projection. Le rendu par lancer de rayons présenté en section
4.3.1 proﬁte de cette propriété pour produire un résultat de grande qualité. Une fois la
représentation MLS connue, il est possible d'obtenir directement les propriétés locales de
la surface, comme la courbure ou le plan tangent, à partir du polynôme approximant p̂.
L'inconvénient principal des surfaces MLS est le coût de calcul, notamment du plan de
référence, qui limite l'utilisation de cette représentation dans les applications interactives
ou temps-réel. Dans notre algorithme de suivi, nous utilisons une procédure de lancer de
rayons pour les surfaces MLS, mais pour des calculs eﬀectués hors-ligne (voir le chapitre
5).
4.2 Manipulations des géométries à base de points
Une des motivations principales pour déﬁnir des manipulations sur les surfaces de points
est le développement récent de dispositifs d'acquisition de modèle produisant un nom-
bre d'échantillons de la surface très important [LPC+00]. Ces données sont évidemment
bruitées et peuvent comporter des trous. Déﬁnir un maillage à partir de tels ensembles
de points s'avère délicat car la topologie sous-jacente est ambiguë. Par ailleurs le temps
de calcul nécessaire à la génération du maillage et le stockage de la topologie deviennent
importants.
Il est alors intéressant de déﬁnir une chaîne de traitement qui ne nécessite aucune
triangulation, depuis la reconstruction de la surface, jusqu'au rendu, selon le schéma de la
ﬁgure 4.6.
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Fig. 4.5  Polynôme approximant localement le nuage de point
Fig. 4.6  Chaîne de traitement pour les géométries par points. Traduction d'un schéma
issu de [Pau03]
.
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4.3 Rendu des modèles à base de points
Toute la diﬃculté du rendu des géométries à base de points réside dans la production
d'une image continue, autrement dit sans trou, à partir d'une représentation discrète.
L'approche à ce jour la plus classique pour le rendu des objets échantillonnés par des
points (par exemple issus d'un dispositif d'acquisition) consiste à construire un maillage,
dans une étape préalable de triangulation, et à représenter ce maillage. La continuité étant
préservée par la projection, on obtient une image continue.
Lorsque le nuage de points est suﬃsamment dense au regard de la résolution de l'im-
age, une solution simple consiste à représenter chaque point par un pixel image. On peut
également dessiner les points comme des petits carrés ou des petites ellipses, et adapter la
taille de ces primitives de base dans l'espace image en fonction du niveau de zoom, aﬁn
d'obtenir une représentation continue. Ceci est relativement facile à mettre en oeuvre, et
peut suﬃre pour des applications de prévisualisation rapide, comme celles décrites dans
[LPC+00] et [RHHL02]. L'algorithme QSplat [RL00] décrit la sélection automatique d'un
niveau de détails adapté, en fonction du niveau de zoom courant. À partir d'un nuage
de splats (c'est-à-dire position, normale et rayon), on construit une hiérarchie de sphères
englobantes : les feuilles de l'arbre sont constitutées des sphères centrées en les points du
nuage et de rayon celui du splat. Chaque niveau est ensuite construit récursivement : on
partage le nuage en deux et on construit une sphère englobant les sphères englobantes con-
struites pour les deux sous-nuages. Chaque sphère conserve des informations interpolées
depuis ses sphères ﬁlles, comme la normale ou la couleur. La première ligne de la ﬁgure 4.7
montre plusieurs niveaux de détails. Un même niveau de qualité est obtenu en adaptant
le niveau de détails de sorte que chaque splat soit représentée par une primitive de taille
inférieure à une taille ﬁxée. Pour les applications de visualisation interactives, la sélection
du niveau de détails peut être intégrée à la boucle de rendu pour garantir par exemple un
rafraîchissement d'aﬃchage minimum désiré.
La qualité de ce type de rendu est cependant médiocre, puisque chaque élément de
surface est représenté de manière grossière. Le rendu de haute qualité des géométries par
points a été abordé selon deux approches : le lancer de rayons et la projection de noyaux
de reconstruction (en anglais, cette technique est appelée splatting).
Les techniques de lancer de rayons exploitent la possibilité de déﬁnir une surface sous-
jacente au nuage (Point-Set Surfaces, dont les surfaces MLS sont une instance). Cette
technique oﬀre la meilleure qualité d'image, et permet le rendu d'eﬀets optiques complexes
tels que réﬂexion et réfraction. Les techniques de lancer de rayons sont cependant très coû-
teuses : dans [AA03a], les auteurs évoquent "plusieurs heures" de calculs. Dans [AA03b], les
mêmes auteurs rapportent quelques dizaines de secondes pour de petites images (la même
approche est utilisée dans [AKP+05] pour le rendu de surface déformable). Les résultats
que nous obtenons avec notre mise en ÷uvre de ces méthodes sont de cet ordre de grandeur
(voir section 4.3.1). Quelques travaux proposent des techniques plus performantes. L'ap-
proche hautement optimisée proposée dans [WS05] permet un rendu interactif. Récemment,
Guennebaud et Gross [GG07] ont proposé un nouveau modèle de surface pour les nuages
de points, et ont développés une mise en ÷uvre de l'opérateur de projection sur le GPU. Ils
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(a) (b) (c)
(d) (e) (f)
Fig. 4.7  Gestion du niveau de détails grâce à une hiérarchie de sphères englobantes. La
première ligne montre un objet à diﬀérents niveaux de détails. Si la taille apparente d'une
sphère est inférieure à un seuil, elle est aﬃchée (par un disque parallèle au plan image),
sinon ses sphères ﬁlles sont considérées, récursivement. Le nombre de sphères dessinées est
241 604 (a), 26 301 (b) et 6 593 (c). La deuxième ligne montre les mêmes niveaux de détails,
mais à un niveau de zoom pour lequel la qualité du rendu est satisfaisante.
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annoncent 40 millions de projections par seconde. On peut ainsi envisager une adaptation
au lancer de rayons qui conduise à un rendu en temps interactif. Au delà de ces progrès,
notre contexte particulier nous autorise malgré tout à nous intéresser à cette technique.
En eﬀet notre objectif n'est pas le rendu de la totalité d'une image, mais le calcul des
antécédents 3d des points d'intérêt calculés dans les images. Ce nombre est relativement
petit : quelques centaines de points sur la surface doivent être déterminés, à mettre en re-
gard des quelques 300 000 pixels d'une image en 640×480. Par ailleurs, contrairement aux
algorithmes de rendu, nous n'avons pas besoin de la normale à la surface. De même, nous
ne calculons que les rayons primaires (ceux issus du centre de projection), puisque nous ne
cherchons pas le rendu des eﬀets optiques (réﬂexion, réfraction, ombres dures, etc.).
4.3.1 Approche par lancer de rayons
Nous présentons ici une méthode de rendu d'un nuage de points s'appuyant sur les
surfaces MLS présentées précédemment et une procédure de lancer de rayons introduite
par Adamson et Alexa [AA03a].
Intersection d'un rayon et d'une surface MLS
L'idée est d'exploiter l'opérateur de projection ΨP déﬁnissant la surface MLS SP (voir
équation 4.7 en section 4.1.3). En eﬀet le calcul de cet opérateur implique la détermination
d'un polynôme approximant localement la surface. Les intersections successives du rayon
avec ces polynômes permettent d'avancer le long du rayon jusqu'à l'intersection avec SP .
La ﬁgure 4.8 montre deux itérations de la procédure, à partir d'un point initial r0 sur le
rayon à intersecter.
Fig. 4.8  Convergence vers la surface MLS par intersections successives avec les approxi-
mations polynomiales locales.
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A l'étape i, le point ri est projeté sur la surface en r′i = ΨP (ri), ce qui fournit également
une approximation polynômiale de la surface (représentée en pointillé sur la ﬁgure) valide
dans le voisinage de r′i. Le point ri+1 est alors obtenu par intersection du rayon avec ce
polynôme. On répète la procédure jusqu'à ce qu'une des conditions suivantes soit satisfaite :
 le rayon n'a pas d'intersection avec le polynôme courant, ou bien cette intersection
n'est pas dans le voisinage de r′i. Dans ce cas le rayon n'intersecte pas la surface.
 ri est suﬃsamment proche de sa projection r′i, c'est-à-dire d(ri) = ||r′i − ri|| < ε.
L'intersection du rayon avec la surface est donnée par le point r′i
L'opérateur de projection ΨP ne projette sur la surface SP que les points proches, par
conséquent la procédure itérative décrite précedemment doit partir d'un point r0 proche
de la surface. Pour obtenir un tel point, on construit un ensemble de sphères {B1, . . . ,Bn}
centrées en les points du nuage et de taille suﬃsante pour garantir l'absence de trous,
c'est-à-dire SP ⊆
⋃n
k=0 Bk. Le point r0 peut-être alors être choisi comme l'intersection du
rayon avec une sphère Bk.
Cependant, comme le montre la ﬁgure 4.9, un rayon intersecte généralement plusieurs
sphères, conduisant à plusieurs points initiaux ; la plupart ne permettent pas à la procédure
interactive décrite plus haut de converger vers un point de la surface. Pour chaque rayon
lancé, on établit donc la liste des sphères touchées par le rayon. En partant de la sphère
la plus proche du point de vue, on recherche l'éventuelle intersection rayon-surface avec
comme point initial l'intersection du rayon avec cette sphère. En cas d'échec, on relance la
recherche avec la sphère suivante dans la liste.
Fig. 4.9  Intersections d'un rayon avec l'ensemble des sphères. Les chiﬀres représentent
l'ordre de parcours des sphères.
Quelques détails de mise en ÷uvre permettent de rendre la procédure plus rapide. Tout
62 CHAPITRE 4. GÉOMÉTRIES À BASE DE POINTS
d'abord, pour minimiser le nombre d'intersections rayon-sphère, on utilise une hiérarchie
de sphères englobantes similaire à celle décrite en introduction de cette section. Les sphères
Bk constituent les feuilles de la hiérarchie.
Ensuite, la partie la plus coûteuse de l'algorithme est le calcul des projections MLS ΨP (ri)
et des approximations polynomiales locales. Pour minimiser le nombre de projection à
eﬀectuer le point r0 peut être remplacé par le centre de la sphère Bk courante. Il est alors
possible de sauvegarder les coeﬃcients de l'approximation polynômiale dans les données
associées à la sphère et ainsi d'éviter le calcul de la première projection pour les rayons
voisins (plus précisément ceux qui intersectent la même sphère Bk).
Enﬁn, les approximations locales sont des polynômes de degré 2, ce qui simpliﬁe le calcul
des intersections avec le rayon (qui correspond à la recherche des racines d'un polynôme).
Images obtenues
Nous avons implanté la méthode décrite précédemment et l'avons intégrée dans une
application permettant le rendu d'un objet déﬁni par un nuage de points 3d. Le système
construit les structures de données accélératrices présentées plus haut et eﬀectue un rendu
par lancer de rayons. La fonction de pondération φ utilisée pour calculer les repères de
référence locaux (voir l'équation 4.5) est la gaussienne
φ(x) = e−
x2
h2 , (4.8)
dont le paramètre h détermine le degré de lissage de la reconstruction MLS. Le support
de φ est tronqué aux valeurs signiﬁcatives, de sorte que les sommes 4.5 et 4.6 sont ﬁnies.
Puisque la technique permet d'intersecter un rayon quelconque avec le modèle, il est
possible d'obtenir des rendus très réalistes, incorporant par exemple des ombres portées.
Les zones d'ombre sont déterminées en lançant un rayon secondaire depuis l'intersection du
rayon primaire avec l'objet vers la source lumineuse. La ﬁgure 4.10 montre deux exemples
de rendus haute qualité. Plusieurs heures de calculs sont nécessaires pour générer ces images
(la taille originale est 1024×768 pixels, nous les avons découpées pour les besoins de la
mise en page).
Utilisation dans le cadre du suivi
Les temps de calcul de l'approche par lancer de rayons limitent son utilisation dans le
cadre du rendu temps-réel. En eﬀet, reprojeter ne serait-ce que quelques centaines de points
nécessite plusieurs secondes. Cependant notre algorithme de suivi (présenté au chapitre 5)
utilise également des informations acquises hors ligne sous la forme d'images clés dans
lesquelles le modèle est référencé et des points d'intérêt sont reprojetés sur le modèle. Pour
cette reprojection nous utilisons l'algorithme de lancer de rayons décrit précédemment,
car il fournit une reconstruction précise et non dépendante du point de vue. Les détails
concernant l'utilisation du lancer de rayons dans notre système de suivi sont présentés au
chapitre 5.
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Fig. 4.10  Deux autres rendu de surface MLS par lancer de rayons, utilisant un mod-
èle d'éclairage plus complexe (prise en compte des spécularités et simulation des ombres
portées).
4.3.2 Reconstruction par projection
Une autre approche pour reconstruire une surface continue à partir d'un nuage de
points consiste à associer à chaque point une primitive plus large comme une sphère,
une ellipse ou un disque aﬁn de remplir les trous lors de la projection de ces primitives.
Nous présentons ici l'approche que nous avons suivi, à partir de la représentation par splats
circulaires déﬁnie en section 4.1.2. La technique de reconstruction de surfaces déﬁnies par
splats qui fait référence à ce jour a été introduite et développée par Zwicker [ZPBG02,
ZRB+04]. L'idée est d'associer à chaque splat un noyau de reconstruction local déﬁni dans
le plan du splat, qui coïncide avec le plan localement tangent à la surface. Ces noyaux
servent ensuite à reconstruire les attributs de la surface (position, normale, couleur, etc.)
à partir de leurs valeurs en chaque point. Les attributs d'un splat sont approchés par
des fonctions déﬁnies dans un repère attaché au splat. La reconstruction de la surface
nécessite une paramétrisation globale du nuage de points dans laquelle exprimer le mélange
des noyaux de reconstruction locaux. Dans le cadre du rendu, cette paramétrisation est
naturellement déﬁnie par l'espace 2d de l'image calculée. Les noyaux de reconstruction
locaux sont ainsi projetés dans l'image, d'où l'appelation de rendu par splatting (c'est-à-
dire par écrasement).
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Fig. 4.11  Espace de paramétrisation local autour d'un splat pi et projection dans le plan
image.
Expression de la surface reconstruite
La surface S (inconnue) est déﬁnie en un splat pi par un ensemble d'attributs {Ai1, Ai2, . . .}.
La paramétrisation locale du plan du splat est donnée par deux vecteurs (ui,vi), comme
illustrée par la ﬁgure 4.11. Un attribut A est approché en un point de coordonnées locales
yi = (yi,u, yi,v) par une fonction approximante PAi : R2 → RnA déﬁnie dans le plan du
splat (nA est la dimension de l'espace de déﬁnition de l'attribut, nA = 1 pour un attribut
scalaire). Cette fonction peut être par exemple un polynome obtenu par ajustement des
valeurs Aj de l'attribut en les splats du voisinage de pi.
On déﬁnit ensuite les noyaux de reconstruction ri, qui dépendent uniquement de la
densité locale d'échantillonnage en pi. La valeur ri(yi) peut être interprétée comme le
degré de conﬁance associé à l'approximation PAi (yi). Un choix classique est d'utiliser un
noyau gaussien dont la variance est adaptée à la distance des voisins de pi.
On déﬁnit la transformation permettant de passer de l'espace 2d local à la paramétrisa-
tion globale par un morphisme inversibleMi : yi → x. On peut alors exprimer les versions
transformées r′i et P ′Ai des noyaux de reconstruction et des fonctions approximantes :
r′i(x) = ri(M−1i (x)) et P ′Ai (x) = PAi (M−1i (x)). (4.9)
Avec ces notations la reconstruction de l'attribut A dans la paramétrisation globale est
déﬁnie comme la moyenne pondérée
SA(x) =
∑
i r
′
i(x)P ′Ai (x)∑
i r
′
i(x)
. (4.10)
Notons que cette reconstruction n'est pas nécessairement interpolante, c'est-à-dire
SA(Mi(0, 0)) 6= Ai. En pratique les supports des noyaux sont généralement tels que les
centres des splats ne sont recouverts que par le noyau déﬁni pour le splat. Lorsque ce n'est
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pas le cas, les contributions des noyaux voisins sont très faibles par rapport à celle du noyau
déﬁni pour le splat. On peut ainsi considérer la reconstruction comme quasi-interpolante,
et, par la suite, nous abuserons du verbe interpoler pour désigner l'action de cette recon-
struction (en particulier pour le calcul des champs de mouvement denses (chapitres 5 et
6)).
On peut voir le problème de la reconstruction comme un problème de rééchantillonnage.
Les splats déﬁnissent un échantillonnage (non régulier) de la surface. Dans le cas du rendu,
la surface continue est rééchantillonnée selon la grille régulière des pixels de l'image (qui
constitue l'espace de paramétrisation globale). Lorsque la grille de pixel n'est pas assez
dense, ce rééchantillonnage ne permet pas une reconstruction exacte, ce qui se traduit par
des eﬀets d'aliassage (motifs moirés, arêtes en escalier ou bruit dans le cas de scènes
animées). En eﬀet, considèrant la surface S comme un signal continu, la théorie du signal
indique que la fréquence d'échantillonnage doit être supérieure à la plus haute fréquente
présente dans le signal d'origine. En pratique, pour des raisons de place mémoire et de
coût de calcul, il n'est pas raisonnable d'augmenter indéﬁniment la résolution de l'image
calculée. L'approche théorique valide consiste à ﬁltrer le signal original aﬁn de supprimer les
fréquences supérieures à la fréquence d'échantillonnage. Pour cela on calcule la convolution
de la reconstruction SA(x) avec un ﬁltre passe-bas h(x). Zwicker propose d'approximer ce
ﬁltrage en n'appliquant la convolution qu'aux noyaux de reconstruction, c'est-à-dire en
écrivant :
S˜A(x) = (SA ⊗ h)(x) ≈
∑
i(r
′
i ⊗ h)(x)P ′Ai (x)∑
i(r
′
i ⊗ h)(x)
=
∑
i ρi(x)P ′Ai (x)∑
i ρi(x)
. (4.11)
Le terme ρi(x) = (r′i ⊗ h)(x) correspond à un ﬁltre de rééchantillonnage dans l'espace
image, qui peut être exprimé assez simplement dans les conditions que nous détaillons
ci-après.
Expression des ﬁltres de rééchantillonnage dans l'espace image
Pour simpliﬁer les calculs, l'attribut de position est approximé par un polynôme de
degré 1 (c'est-à-dire la surface est localement approximée par le plan du splat) et les autres
attributs (comme la couleur par exemple) sont approchés par des constantes, autrement
dit ∀yi PAi (yi) = Ai. Les noyaux de reconstruction ri et le ﬁltre passe-bas h sont déﬁnis
comme des fonctions gaussiennes, car alors le ﬁltre de rééchantillonnage dans l'espace
image ρi(x) peut également s'exprimer comme une gaussienne lorsque les morphismes
Mi sont aﬃnes. Les Mi doivent incorporer toutes les transformations nécessaires à la
projection d'un point déﬁni dans l'espace objet en un pixel de l'image : transformation
vers les coordonnées caméra, projection dans l'espace image puis transformation vers les
coordonnées pixeliques. Cette chaine de transformation n'est généralement pas linéaire (à
cause de la projection perspective). On utilise donc l'approximation aﬃne locale
Mi(yi) = xi + Jiyi (4.12)
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deMi, où xi est la projection de pi dans l'image et
Ji =
∂Mi
∂yi
(0, 0) (4.13)
est le jacobien deMi calculé au point (0, 0). En pratique Ji est calculé en transformant les
vecteurs de base ui et vi dans l'espace image (voir [ZPvBG01] pour les détails).
En notant gV (x) la gaussienne 2d de matrice de covariance V ∈ R2×2, déﬁnie par
gV (x) =
1
2pi|V | 12 e
− 1
2
xTV −1x, (4.14)
on utilise ri(yi) = gRi(yi) et h(x) = gH(x) pour respectivement le noyau de reconstruction
dans l'espace source (objet) et le ﬁltre passe-bas.
Le ﬁltre passe-bas h a généralement une variance unitaire (c'est-à-dire H = I), pour
s'adapter à l'échantillonnage pixelique de l'image. La variance des noyaux de reconstruction
dépend quant à elle de la densité locale au niveau du splat considéré, puisque l'échantil-
lonnage en 3d n'est pas uniforme. Si on note di l'espacement moyen entre le splat pi et ses
k plus proches voisins, on peut déﬁnir :
Ri =
[
d2i 0
0 d2i
]
. (4.15)
Dans ces conditions, la projection du noyau de reconstruction dans l'espace image est
également une gaussienne :
r′i(x) = ri(J
−1
i (x)− xi) =
1
|J−1i |
gJiRiJTi (x− xi) = |Ji| gJiRiJTi (x− xi). (4.16)
Enﬁn, le ﬁltre de rééchantillonnage, obtenu par convolution avec h est lui encore une
gaussienne :
ρi(x) = (r
′
i ⊗ h)(x) = |Ji| gJiRiJTi +H(x− xi) = |Ji| gVρi (x− xi), (4.17)
avec
Vρi = JiRiJ
T
i +H. (4.18)
Rendu
Le rendu consiste, pour chaque splat pi, à calculer la variance Vρi du ﬁltre de rééchan-
tillonnage ρi. Aﬁn de limiter le recouvrement des splats, le ﬁltre est tronqué à un support
compact, c'est-à-dire à l'ellipse E = {x, ρi(x) > s}, où s est une valeur seuil petite. Pour
chaque attribut A reconstruit (autre que la position A = p), un tampon est utilisé pour les
contributions ρi(x)P ′Ai . Les poids ρi(x) sont également accumulés dans un tampon séparé.
Naturellement, seuls les pixels des splats correspondant à une même portion de sur-
face doivent contribuer à l'équation 4.11. Pour déterminer si un pixel donné contribue au
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mélange ﬁnal, on utilise un algorithme s'appuyant sur un tampon de profondeur ﬂou :
pour chaque pixel xk de l'ellipse, la profondeur zi,k = P ′pi (xk) du point reconstruit est
comparée à ε près à la valeur z(xk) actuellement dans le tampon de profondeur. Trois cas
se présentent :
 si |zi,k − z(xk)| < ε, le pixel est considéré comme appartenant à la même portion de
surface que le pixel courant. La contribution est accumulée.
 si zi,k − z(xk) > ε, le pixel est caché par la contribution courante, il n'est pas pris en
compte.
 si zi,k−z(xk) < −ε, le pixel est visible mais ne fait pas partie de la portion de surface
déjà projetée. La contribution du pixel remplace toutes les valeurs courantes dans les
tampons d'attribut.
Une fois tous les splats projetés, l'équation 4.11 est évaluée en divisant chaque tampon
d'attributs par le tampon accumulant la somme des poids en chaque pixel. L'image ﬁnale
est obtenue en combinant les diﬀérents attributs reconstruits en chaque pixel. Par exemple,
si la couleur et la normale ont été reconstruite, on peut calculer un modèle d'éclairage de
Phong en chaque pixel.
Le rendu par splatting est une méthode intermédiaire entre les approches de reconstruc-
tion entièrement dans l'espace objet (comme les surfaces MLS présentées en section 4.1.3)
et les approches entièrement dans l'espace image comme QSplat. Elle a pour inconvénient
de produire une reconstruction dépendante du point de vue et d'être plus sensible à la den-
sité d'échantillonnage de la surface que les approches par lancer de rayons. En eﬀet lorsque
la densité est très faible les splats deviennent très gros, ce qui entraine des artefacts au
niveau de la silouhette des objets. Cette méthode est cependant celle oﬀrant le meilleur
compromis entre qualité et rapidité. La reconstruction est lisse et le ﬁltrage anistrope élim-
ine les eﬀets d'alliasage. Le fait de reconstruire les attributs de surface séparément autorise
le calcul eﬃcace de modèles d'éclairage complexes puisque celui n'est évalué qu'en les pix-
els visibles (ce principe de rendu est appelé deferred shading [GBP04]). La ﬁgure 4.12
présente deux images obtenues par rendu de modèles déﬁnis par splats.
Utilisation dans le cadre du suivi
Sur la base des travaux de Guennebaud [Gue05] et de Botsch et al. [BHZK05] no-
tamment, nous avons mis en ÷uvre un algorithme de rendu par splatting fonctionnant
sur les processeurs graphiques modernes. Cette mise en ÷uvre, détaillée au chapitre 6 est
très rapide. Nous utilisons cette technique dans deux étapes de notre algorithme de suivi
présenté au chapitre suivant :
 tout d'abord pour le calcul de bases de vecteurs de mouvements en tout point de
l'image. Les vecteurs de base sont calculés en chaque point du nuage puis interpolés
en chaque pixel par la technique de splatting,
 ensuite pour la déformation d'une image clé, utilisée pour faciliter l'appariement
d'amers. La déformation correspond à un rendu dans une pose cible donnée.
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(a) (b)
Fig. 4.12  Exemples de rendu par splats. Dans (a) La couleur de chaque splat est déter-
minée par un modèle d'éclairage de Phong (à partir d'un matériau de couleur uniforme).
Dans (b) la couleur est prédéterminée à partir d'une texture.
4.4 Conclusion
Une grande variété d'outils sont désormais disponibles pour le traitement des objets
dont le modèle initial est un nuage de points. Même si la plupart des techniques présentées
dans ce chapitre ont pour applications le rendu et l'édition de ce type de modèles, elles
s'avèrent suﬃsamment générales pour être utilisées dans le cadre de la vision par ordinateur
et en particulier pour le suivi visuel. Le chapitre suivant présente l'algorithme que nous
avons développé pour suivre en temps réel un objet dont un modèle par points est donné.
Chapitre 5
Un cadre pour le suivi visuel 3d
utilisant un nuage de points
Fig. 5.1  Inférer le mouvement 2d à partir du mouvement 3d de l'objet : à gauche, cas
d'un maillage ; à droite, cas d'un nuage de points. Le modèle est représenté en gris, le point
suivi dans l'image en rouge et son antécédent 3d en bleu.
Ce chapitre présente la méthode de suivi visuel 3d exploitant les nuages de points que
nous avons développée. Nous avons transposé et adapté aux nuages de points l'approche
utilisant un ensemble de facettes proposée par Vacchetti et al. dans [VLF04a]. Cet algo-
rithme est reconnu comme l'un des plus eﬃcaces de l'état de l'art. Comme nous l'avons
vu au chapitre 3, il s'agit d'un suivi itératif intégrant des connaissances acquises hors ligne
sous la forme d'images clés. Les mesures eﬀectuées dans les images de la séquence vidéo
sont les déplacements 2d de points d'intérêt, déduits d'appariements formés grâce à un
critère de corrélation locale. Ces points permettent un échantillonnage des images bien
adapté à la détection du mouvement apparent.
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La connaissance du modèle permet d'inférer le mouvement 3d de l'objet par rapport
à la caméra. L'expression du mouvement apparent d'un point de l'image en fonction du
mouvement 3d de l'objet peut être obtenue par deux approches : la première consiste à
considérer l'antécédent 3d, par une opération de projection arrière. La seconde consiste au
contraire à projeter le mouvement 3d dans les images. Ce dernier paradigme est illustré
par la ﬁgure 5.1.
Après avoir précisé nos notations, nous présenterons comment, grâce à la notion de
fonction de transfert, la connaissance du modèle 3d permet de s'aﬀranchir de la triangu-
lation de points 3d, réduisant ainsi considérablement le nombre d'inconnues du problème.
Lorsque le modèle est un maillage, deux bonnes propriétés sont exploitables : tout d'abord
il est facile, à partir d'un point de l'image, de déterminer la facette sur laquelle se trouve son
antécédent 3d. Ensuite la connaissance de cette facette permet d'exprimer le déplacement
de ce point en fonction d'un mouvement 3d hypothétique. Ces deux propriétés n'existent
pas dans le cas d'un nuage de points. Comme nous l'avons annoncé en introduction de
ce document, nous défendons l'idée que les modèles utilisés pour le suivi 3d ne requièrent
pas nécessairement d'informations topologiques comme celles apportées par un maillage.
Nous proposons une adaptation de la technique de suivi de [VLF04a] qui conduit à un
problème d'optimisation linéaire grâce à l'utilisation de l'algèbre de Lie, comme proposé
dans [DC02].
Le chapitre s'organise ainsi : la section 5.1 décrit brièvement le problème du suivi déjà
présenté au chapitre 3. Dans la section 5.2 nous présentons une analyse du suivi itératif
utilisant un modèle de l'objet. Nous introduisons la notion importante de fonction de
transfert qui nous permet, en section 5.3, de proposer une formulation du problème du
suivi adaptée aux modèles par points. Ceci est en particulier possible grâce à l'utilisation
d'un algorithme d'interpolation de champs de mouvement 2d par splatting, mis en ÷uvre
sur le GPU. L'approche itérative (c'est-à-dire s'appuyant sur le calcul d'une mise à jour de la
pose précédente pour obtenir la pose courante) est sujète au problème de dérive. En section
5.4 nous proposons une solution permettant d'éliminer ce problème, grâce à l'utilisation,
conjointement au suivi itératif, d'un suivi à partir d'images clés. Nous présentons en section
5.5 les bonnes performances de cette approche hybride, en termes de précision du suivi et
de rapidité d'exécution. Nous montrons enﬁn quelques captures issues du logiciel mettant
en ÷uvre notre approche.
5.1 Modélisation du problème
5.1.1 Notations
Séquence d'images et poses On note la séquence d'image St = {I0, ..., It−1, It}, It
étant l'image courante ou image à l'instant t et It−1 l'image précédente.
On cherche à déterminer à chaque instant t, la pose d'un objet rigide visible au moins
partiellement dans l'image courante. Suivant les notations du chapitre 3, la pose est car-
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actérisée par une matrice de projection 3 × 4 Pt = Kt[Rt|tt] , avec Kt la matrice des
paramètres intrinsèques et [Rt|tt] = Et la transformation euclidienne exprimant le passage
d'un repère lié à l'objet au repère de la caméra. Par la suite on considère que les paramètres
intrinsèques sont constants (ce qui exclu notamment les variations de la focale au cours
de la séquence), c'est-à-dire Pt = K[Rt|tt]. La pose est alors déﬁnie par 3 paramètres de
rotation et 3 paramètres de translation, que l'on regroupe dans un vecteur de paramètres
βt
1. Il existe une fonction h telle que Pt = h(βt), de sorte que retrouver la pose de l'ob-
jet à l'instant t signiﬁe estimer le vecteur βt. Dans un soucis de concision, on fera l'abus
d'assimiler la pose de l'objet à l'instant t indistinctement à βt ou à Pt.
Par ailleurs on suppose β0 connu.
Mesures dans les images Dans chaque image nous extrayons un ensemble de points
d'intérêt, qui sont ensuite appariés avec les points extraits de l'image précédente. La mise
en ÷uvre concrète de ces procédures, qui repose sur le GPU, sera développée en détails au
chapitre 7.
Parmi les points appariés de l'image It−1, on a :
 des points qui sont l'image d'un point de la surface de l'objet suivi,
 des points du fond.
On note Ft−1 = {m1t−1, . . . ,mkt−1} l'ensemble des points extraits et appariés de l'image
It−1 qui sont du premier type. De même on note Ft = {m1t , . . . ,mkt } l'ensemble des points
extraits et appariés de l'image It. On suppose que ces ensembles sont ordonnés de sorte
que mit−1 est apparié à m
i
t.
Le nombre k de ces appariements est généralement beaucoup plus petit que le nombre
de points eﬀectivement extraits et des appariements erronés subsistent.
5.2 Suivi 3D itératif à partir d'un modèle
L'approche que nous présentons ici est une approche classique de suivi itératif, pour
laquelle l'estimation P̂t−1 = h(β̂t−1) de la pose précédente sert de point de départ à l'es-
timation de la pose courante P̂t. L'idée consiste à établir des correspondances 2d/3d, en
maintenant des correspondances 2d/2d entre les points d'intérêt extraits des images.
Dans les sections suivantes (5.2.1 et 5.2.2) nous étudions le cas général, indépendam-
ment de la nature du modèle, qui conduit à un problème d'optimisation non-linéaire. En
section 5.2.3 nous détaillons comment s'exprime le problème dans le cas particulier d'une
représentation par un maillage. Enﬁn l'étude de la résolution du problème d'optimisation
en section 5.2.4 nous fournira des pistes pour une adaptation de la méthode aux nuages de
points. Cette adaptation sera détaillée en section 5.3.
1Notons que cette paramétrisation n'est ni unique, ni anodine. Il peut être préférable d'utiliser une
paramétrisation qui ne soit pas minimale (par exemple en utilisant les quaternions) et qui ne présente pas
de singularité (comme en ont par exemple les angles d'Euler).
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5.2.1 Fonction de transfert
Fig. 5.2  Fonction de transfert d'un point vers une autre vue.
La connaissance du modèle 3d est exploitée de la manière suivante : si le point mit−1 de
l'image It−1 est sur l'image de l'objet, alors il est l'image d'un point mi situé à sa surface2.
La projection selon une pose P du point mi donne un déplacement pour mit−1.
Si mit−1 et m
i
t sont correctement appariés, alors ils sont les projections selon les poses
exactes Pt−1 et Pt du point physique mi, autrement dit mit−1 = Φ(βt−1,m
i) et mit =
Φ(βt,m
i) où Φ(β, ·) est l'opérateur de projection perspective selon la pose β.
Faute de connaître la valeur de βt−1, on utilise son estimation β̂t−1. On n'aura donc
également qu'une estimation pour le point mi (et cette notation désigne cette approxima-
tion dans la suite). Pour résumer on a donc mit−1 = Φ(β̂t−1,m
i) et mit = Φ(β̂t,m
i) (voir la
ﬁgure 5.2).
On en déduit l'estimateur de la pose à l'instant t suivant :
β̂t = argmin
β
k∑
i=1
‖Φ(β,mi)−mti‖2 (5.1)
Le point mi est déterminé de manière non ambiguë uniquement grâce à l'estimation
de la pose précédente et au modèle. Cette projection arrière consiste dans sa forme la plus
générale à intersecter le rayon issu du centre de la caméra dans la pose β̂t−1 avec le modèle.
2Plus précisément mit−1 est la mesure erronée d'un point (m
i
t−1)
? image d'un point (mi)? a priori
inaccessible.
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On peut modéliser ce processus (projection arrière puis projection) par une fonction Ψ
appelée fonction de transfert qui déplace un point mit−1 de l'image It−1 vers l'image It. On
a naturellement :
Ψ(β̂t−1, β,mit−1) = Φ(β,m
i)
Ainsi l'équation 5.1 devient :
β̂t = argmin
β
k∑
i=1
‖Ψ(β̂t−1, β,mit−1)−mit‖2 (5.2)
On obtient une formulation aux moindres carrés ordinaires classique, avec un modèle
non linéaire en les inconnues β.
Cette formulation simple est cependant problématique puisqu'elle correspond à un mod-
èle d'erreur portant uniquement sur la localisation des points mit. En eﬀet les points m
i
t−1
sont des constantes du système ici. Or des erreurs apparaissent bien évidemment également
sur les points mit−1, et nous allons montrer comment en tenir compte.
5.2.2 Formulation symétrique
La première approche pour considérer également les erreurs sur les points de l'image
It−1 est d'utiliser la régression en distance orthogonale (Orthogonal Distance Regression,
ODR ou moindres carrés orthogonaux).
La formulation ODR est :
min
β ∈ R6,
δi ∈ R2, i ∈ [[1, k]]
k∑
i=1
‖W (Ψ(β̂t−1, β,mit−1 + δi)−mit)‖2 + ‖Ωδi‖2 (5.3)
où W ∈M2(R) et Ω ∈M2(R) sont des matrices de pondération. Le problème de cette
formulation, toujours non linéaire, est qu'elle possède maintenant 2k + 6 paramètres. k
étant de l'ordre de quelques centaines, ceci rend cette approche diﬃcilement exploitable
pour des applications temps-réels.
Une autre possibilité consiste à considérer le problème d'ajustements de faisceaux
[TMHF00] restreints aux images It−1 et It, qui consiste à minimiser les distances géométriques
entre la projection des points 3d triangulés et les points d'intérêt détectés :
min
βt−1, βt,
mi, i ∈ [[1, k]]
k∑
i=1
‖Φ(βt,mi)−mit‖2 + ‖Φ(βt−1,mi)−mit−1‖2
C'est un problème d'optimisation non-linéaire à 2 × 6 + 3k paramètres, que l'on peut
également réduire aux 12 paramètres de pose à l'aide de la fonction de transfert Ψ. On
symétrise ainsi le critère en introduisant le transfert des points de l'image It vers l'image
It−1. On obtient le critère suivant :
74 CHAPITRE 5. SUIVI VISUEL 3D AVEC UN NUAGE DE POINTS
min
βt−1,βt
k∑
i=1
‖Ψ(βt−1, βt,mit−1)−mit‖2 + ‖Ψ(βt, βt−1,mit)−mit−1‖2 (5.4)
C'est la formulation obtenue par Vacchetti et al. ([VLF04a], équation (4)), adaptée de
celle proposée dans [SLZ01].
La résolution de ce problème non-linéaire ne peut être eﬃcace que si :
1. On connaît une forme analytique pour la fonction Ψ et pour son jacobien. Dans le
cas contraire le jacobien peut-être approché par diﬀérences ﬁnies, ce qui est toujours
dommageable à la rapidité de la convergence et à la précision obtenue sur l'optimum.
2. Cette forme analytique a une validité locale suﬃsante. Plus précisément, la forme
analytique de Ψ doit être la même dans un voisinage comprenant l'estimation initiale
et la solution. En eﬀet la forme analytique de la fonction Ψ dépend des valeurs parti-
culières des poses βt−1 et βt et sa détermination peut impliquer un calcul procédural
(cf. section suivante), éventuellement coûteux. Limiter le nombre d'évaluation de ce
calcul est crucial pour la rapidité du suivi.
5.2.3 Cas où l'objet est représenté par un maillage
Dans le cas d'un modèle déﬁni par un maillage, mi appartient à une facette du modèle,
que l'on identiﬁe au plan pi = {x ∈ R3/x>.n+ d = 0, n ∈ R3, d ∈ R} (n est la normale de
la facette). Or les projections dans deux vues d'un point appartenant à un plan sont liées
par une relation homographique [HZ03].
Si mit = (x, y)
> et mit−1 = (x
′, y′)> :xy
1
 ∼ HPt−1,Pt,pi
x′y′
1

où ∼ est la relation d'équivalence des points dans l'espace projectif P2.
HPt−1,Pt,pi est-elle que :
HPt−1,Pt,pi = Kt−1(δR−
δt.n′>
d′
)K−1t
avec
δR = RtR
>
t−1, δt = −RtR>t−1tt−1 + tt, n′ = Rt−1n, d′ = d− t>t−1(Rt−1n)
Nous sommes donc dans un cadre qui satisfait les conditions énoncées plus haut (5.2.2) :
la forme analytique de la fonction Ψ est disponible, ainsi que celle de son jacobien. De
plus HPt−1,Pt,pi ne dépend que de la facette pi, et par conséquent la fonction de transfert
Ψ(βt−1, βt, ·) a la même forme analytique pour tout point m appartenant à l'image d'une
facette pi. La ﬁgure 5.3 illustre par un codage couleur des facettes d'un modèle de visage
les domaines de validité locale des formes analytiques de Ψ.
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Fig. 5.3  Domaines de validité des formes analytiques de Ψ
On peut donc, à chaque nouvelle image, après la mise en correspondance, associer à
chaque couple de points appariés (mit−1,m
i
t) la forme analytique de Ψ correspondante,
que l'on supposera valide dans l'espace exploré par l'algorithme de résolution (cf. section
suivante 5.2.4).
5.2.4 Résolution
L'introduction d'une fonction de transfert n'a d'intérêt que si elle dispense de la déter-
mination du point 3dmi. En eﬀet, calculer l'antécédent 3d est une opération trop coûteuse
pour être répétée à chaque évaluation de Ψ (c'est-à-dire quelques centaines de fois par point
et pour quelques centaines de points par image). Par exemple, dans le cas d'un maillage,
comme nous l'avons vu précédemment (section 5.2.3), la détermination de Ψ nécessite
seulement la connaissance de pi et donc seulement la détermination de la facette à laquelle
appartient mi.
Mais revenons à la distance géométrique ‖Ψ(β̂t−1, β,m) −m′‖2 issue de l'équation 5.1
(nous raisonnons pour des raisons de clarté sur la formulation non symétrique). Ici β̂t−1
est connue et nous notons pour simpliﬁer m le point de l'image précédente et m′ son
correspondant dans l'image courante.
Dans une approche de résolution itérative du problème d'optimisation 5.2, si β(k)t est
l'estimation courante de la pose βt, on recherchera β
(k+1)
t = β
(k)
t + ∆β
(k) grâce l'approx-
imation au premier ordre du développement de Taylor de la fonction Ψ (par rapport au
2ie`me paramètre) autour de β(k)t :
‖Ψ(β̂t−1, β(k+1)t ,m)−m′‖2 ≈ ‖Ψ(β̂t−1, β(k)t ,m) +
∂Ψ
∂β2
(β̂t−1, β
(k)
t ,m)∆β
(k) −m′‖2 (5.5)
où l'on note ∂Ψ
∂β2
la dérivation par rapport au deuxième paramètre de Ψ.
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Puisque β(0)t = β̂t−1, on a en particulier :
‖Ψ(β̂t−1, β(1)t ,m)−m′‖2 ≈ ‖Ψ(β̂t−1, β̂t−1,m) +
∂Ψ
∂β2
(β̂t−1, β̂t−1,m)∆β(1) −m′‖2(5.6)
= ‖m+ ∂Ψ
∂β2
(β̂t−1, β̂t−1,m)∆β(1) −m′‖2 (5.7)
= ‖ ∂Ψ
∂β2
(β̂t−1, β̂t−1,m)∆β(1) + (m−m′)‖2 (5.8)
On peut interpréter les colonnes de la matrice jacobienne ∂Ψ
∂β2
(β̂t−1, β̂t−1,m) ∈M2×6(R)
comme les directions des projections dans l'image des déplacements élémentaires 3d. Le
vecteur ∆β(1) contient alors les amplitudes correspondantes à chacun de ces déplacements.
Ou encore, on peut dire que le vecteur ∂Ψ
∂β2
(β̂t−1, β̂t−1,m)∆β(1) explique le petit déplace-
ment apparent d = m−m′ du point m.
A chaque pas, il est nécessaire de réévaluer la matrice Ψ(β̂t−1, β
(k)
t ,m). Dans le cas des
maillages, comme nous l'avons montré en section 5.2.3, une fois la facette pi déterminée,
le calcul de Ψ(β̂t−1, β, ·), c'est-à-dire de Hdβt−1,βt,pi ne nécessite plus de calcul géométrique,
puisque le premier argument de Ψ est ﬁxé. Dans la formulation symétrique (équation 5.4),
ceci n'est plus valide car l'évolution du premier paramètre peut conduire à un changement
de facette. Vachetti et al. supposent cependant que les erreurs commises en ﬁxant la facette
en début d'optimisation sont prises en charge par leur formulation robuste du problème
d'optimisation (cet aspect est détaillé dans la section 5.3.5).
Dans le cas où l'on ne possède qu'un nuage de points, la triangulation directe n'est
évidemment pas possible. Pour obtenir une expression analytique de la fonction de trans-
fert, nous proposons de linéariser le problème plus tôt, grâce au cadre théorique de l'algèbre
de Lie. Ainsi nous obtenons un problème d'optimisation linéaire et ne recourons plus à un
algorithme de type Gauss-Newton. Nous détaillons cette approche dans la section suivante.
5.3 Adaptation aux nuages de points
En l'absence de facettes, la transformation d'un point d'une vue à un autre n'a pas la
forme compacte précédente. Il reste la possibilité de calculer le point 3d intersection de la
surface et du rayon issu d'un point dans une des vues, puis de reprojeter cet antécédent
dans la seconde vue. Cette approche est très coûteuse. Une autre idée consiste à constater
que les positions des points du modèle lui-même sont connues et que par conséquent la
projection d'un mouvement 3d de ces points par rapport à la caméra permet d'évaluer de
manière éparse un champ de mouvement dans l'image. Lorsque le nuage est suﬃsamment
dense, on peut interpoler cet échantillonnage en les points d'intérêt extraits et obtenir
une approximation du champ en ces points. La mise en regard de cette hypothèse de
mouvement avec les mesures de déplacements des points d'interêt d'une image à l'autre
permet de retrouver le mouvement 3d inter-image.
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Nous montrons d'abord que, lorsque le mouvement de l'objet entre deux images est
petit, on peut établir une relation linéaire entre le mouvement 3d d'un point de l'objet et
le mouvement 2d de son image.
Ensuite nous détaillons les diﬀérentes techniques utilisables pour densiﬁer le champ
de mouvement évalué de manière éparse en les points du modèle.
5.3.1 Approximation linéaire du mouvement rigide
Le mouvement rigide entre les deux images successives It−1 et It est décrit par une
transformation euclidienne dont la matrice 4× 4 s'écrit :
δE =
[
δR δt
0 1
]
avec δR et δt la rotation et la translation subies par l'objet entre les poses Pt−1 et Pt.
On a donc :
Pt = Pt−1δE
Pour obtenir un modèle de mouvement 2d adapté à l'utilisation d'un nuage de points
sans topologie, nous suivons la méthode proposée par Drummond [DC02]. L'idée est d'-
exprimer la projection dans le plan image des mouvements élémentaires 3d. L'approche
s'appuie sur l'algèbre de Lie [Var74, Tom97] et sur l'expression sous forme exponentielle
de la matrice δE :
δE = exp(
6∑
j=1
αjGj)
Les matrices Gj sont les matrices génératrices des mouvements élémentaires 3d. Elles
correspondent aux translations dans la direction des axes du repère objet :
G1 =

0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
G2 =

0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
G3 =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0

et aux rotations autour de ces axes :
G4 =

0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0
G5 =

0 0 1 0
0 0 0 0
−1 0 0 0
0 0 0 0
G6 =

0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

(on reconnait les approximations à l'ordre 1 autour de 0 des matrices de rotations clas-
siques).
On regroupe dans le vecteur α = (α1, · · · , α6)> les paramètres de translations et de
rotations correspondants.
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Sous l'hypothèse de petits mouvements inter-image, nous pouvons remplacer δE par
l'approximation suivante :
δE ≈ I +
6∑
j=1
αjGj (5.9)
Comment relier un petit mouvement, d'amplitude αj, selon la transformation élémen-
taire Gj, d'un point 3d m et le mouvement induit de son projeté m = ϕ(Pm) dans
l'image ?
Soit ϕ la fonction de division perspective :
ϕ : P2 7−→ R2uv
w
 −→ [u/w
v/w
]
On note Pm = (u, v, w)> et PGjm = (u′j, vj,
′w′j)
>.
La fonction f : P3 7→ R2 de projection d'un point sur le plan image s'écrit :
f : P3 7−→ R2
X −→ m = ϕ(Pm)
On a l'approximation à l'ordre 1 suivante :
f(m+ αiGim) ≈ f(m) +
6∑
j=1
αjf
′(m)Gjm (5.10)
où f ′(m) ∈ L(P3,R2) est la dérivée de f au point m. De plus :
f ′(m) ≡ ϕ′(P (m)).P
et
ϕ′((u, v, w)>) =
[
1/w 0 −u/w2
0 1/w −v/w2
]
L'equation 5.10 s'écrit alors :
m′ = m+
6∑
j=1
αjlj
avec
lj =
[
u′jw−uw′j
w2
v′jw−vw′j
w2
]
, j ∈ [1, 6]. (5.11)
Le vecteur lj s'interprète comme l'approximation à l'ordre 1 du mouvement subi par le
point m projeté de m lorsque m subit une transformation 3d élémentaire d'amplitude αj
(petite) selon une translation (j ∈ {1, 2, 3}) ou une rotation (j ∈ {4, 5, 6}) élémentaire.
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5.3.2 Fonction de transfert
Il découle de ce qui précède une autre formulation pour la fonction de transfert Ψ faisant
intervenir la base des lj :
Ψ(βt−1, βt,m) = m+
6∑
j=1
αjlj. (5.12)
Remarquons qu'en notant l = (l1, · · · , l6)>, on retrouve une relation similaire au cas
non linéaire (equation 5.8) :
‖Ψ(βt−1, βt,m)−m′‖2 = ‖l>α + (m−m′)‖2. (5.13)
Notant ensuite {lij = (uij, vij)>}j∈[[1,6]] la base des vecteurs de mouvements élémentaires
calculée au point mit−1, le problème de la détermination de la pose s'écrit dans ce contexte : min
∑k
i=1 ‖
∑6
j=1 αjl
i
j + d
i‖2
(α1, . . . , α6)
>
di = mit−1 −mit = (dix, diy)>
C'est un problème linéaire en les inconnues αj. On peut l'écrire sous la forme matricielle
suivante, en introduisant le vecteur de paramètre αt = (α1, . . . , α6)> :
min
αt=(α1,...,α6)>
‖Lαt + d‖2 (5.14)
avec
L =

u11 · · · u16
v11 · · · v16
...
...
uk1 · · · uk6
vk1 · · · vk6
 ∈M2k×6(R) et d =

d1x
d1y
...
dkx
dky
 ∈ R2k
Nous insistons sur le fait que nous ne résolvons pas le problème sous la même forme
que 5.2 : nous recherchons la modiﬁcation incrémentale αt que doit subir la pose βt−1.
On suppose qu'un opérateur ◦ permet d'écrire : β̂t = β̂t−1 ◦ αt. Par ailleurs les entrées du
problème sont également diﬀérentes : ce sont non plus les points de l'image précédente,
mais les valeurs des vecteurs de mouvement {lij}j∈[[1,6]] en ces points. De même les sorties
sont à présent les distances di induites par le mouvement αt.
5.3.3 Symétrisation
Le modèle d'erreur postulé par l'équation 5.14 porte sur le vecteur d qui contient les
distances entre points appariés. Les erreurs de localisation sur les points des deux ensembles
Ft−1 et Ft sont donc prises en compte. Cependant la matrice L est formée avec les vecteurs
des bases de mouvement calculées en les points de Ft−1. Une incertitude sur la position de
ces points entraîne nécessairement une incertitude sur la matrice L. Pour prendre celle-ci
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en compte, on peut introduire un correctif ∆L ce qui revient à formuler le problème en
distance orthogonale, tout comme en section 5.2.2. On obtient le problème de moindres
carrés totaux suivant : 
min ‖[ω∆L | w∆d]‖2
(L+ ∆L)αt = d+ ∆d
∆L ∈M2k×6(R),∆d ∈ R2k
(5.15)
où w et ω sont deux facteurs de pondération.
Golub et Van Loan ont résolu ce problème ([GL91] théorème 12.3.1). La solution utilise
la décomposition SVD de :
C = [ωL | wd] = UΣV >
avec
Σ = diag(σ1, ..., σp+1) et V =
[
V11 v12 p
p
v>21
1
v22 1
]
, p = 2k.
La solution TLS est :
α̂t = −ω
w
v12
v22
.
Elle est unique quand les valeurs singulières σp et σp+1 sont distinctes.
5.3.4 Évaluation des vecteurs de mouvements
Nous présentons et comparons à présent plusieurs méthodes d'évaluation des vecteurs
lij en les points d'intérêt m
i
t−1. Nous proposons d'abord une méthode qui eﬀectue une
projection arrière explicite sur une surface déﬁnie par le nuage de points. C'est la plus
précise et la plus coûteuse. Nous proposons ensuite une méthode d'interpolation du champ
2d évalué en les points du modèle uniquement. Enﬁn nous avons implanté une méthode
qui étend les techniques de splatting présentées au chapitre 4. Elle génère directement une
carte dense contenant les six champs de mouvements élémentaires.
Méthode par projection arrière sur le modèle 3D
La première approche que nous avons développée consiste à rechercher l'antécédent 3d
à la surface du modèle d'un point d'intérêt mt−1i . Pour cela nous intersectons les rayons
issus des points mt−1i avec la surface MLS déﬁnie par le nuage de points, comme détaillé
au chapitre 4. On obtient un point mi. Le calcul de la base {lij}j∈[[1,6]] est alors immédiat,
il suﬃt d'appliquer les relations 5.11.
Le coût de cette approche (plusieurs secondes pour la projection de quelques centaines
de points) empêche son utilisation pour le suivi temps réel. En revanche, nous pourrons
utiliser cette technique pour référencer sur le modèle les points d'intérêt détectés dans les
images clés (puisque cette étape est faite hors ligne). La construction des images clés est
présentée en section 5.4.
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Méthode par splatting
Ici nous adaptons la méthode de rendu par splats présentée au chapitre 4. L'objec-
tif ici n'est pas d'obtenir une image de synthèse de la surface déﬁnie par l'ensemble des
splats, mais une carte où chaque pixel contient les douze composantes correspondants aux
six vecteurs de la base. Il suﬃt ensuite de lire cette carte en les points mit−1. Cette ap-
proche est évidemment très coûteuse et eﬀectue plus de calculs que nécessaire. Cependant,
de nombreuses mises en ÷uvre de cette technique sur les GPU récents ont été proposées
et proﬁtent eﬃcacement de la puissance de ces processeurs graphiques. Nous avons donc
adapté l'algorithme décrit dans [Gue05] à l'interpolation des vecteurs lj. Les performances
sont compatibles avec une exécution en temps réel, et l'utilisation du GPU permet égale-
ment de libérer le CPU qui peut travailler sur d'autres tâches, comme le calcul de la pose.
Les détails de mise en ÷uvre de cet algorithme et l'évaluation de ses performances sont
présentés au chapitre 6.
La ﬁgure 5.4 montre une représentation des champs de mouvements, calculés sur toute
l'image par le GPU. Pour des raisons de clarté, les vecteurs de déplacements ne sont
représentés qu'en les points d'une grille régulière 30×30.
5.3.5 Robustesse aux mesures aberrantes
Les mesures di = mit−1−mit sont issues de la mise en correspondance de points d'intérêt
détectés dans les images. Ces mesures sont entachées d'erreurs :
 liées à la présence de bruit dans les images, qui rend la localisation des points d'intérêt
imprécise. Ces erreurs sont d'amplitude faible (de l'ordre du pixel), elles se modélisent
par une erreur numérique additive aléatoire, de loi normale sur les entrées et les sorties
du modèle.
 liées à l'échec du prétraitement discret de mise en correspondance. Un point d'intérêt
détecté dans une image peut ne pas être redétecté dans l'image suivante et apparié
à un point localisé à l'emplacement d'un motif similaire.
Les mesures du premier type sont prises en compte par les critères aux moindres carrés
que nous avons présentés jusqu'ici. En eﬀet les estimateurs ODR des équations 5.3 et 5.15
atteignent le maximum de vraisemblance lorsque les erreurs sur les entrées et les sorties
sont additives et gaussiennes.
Les échecs du dernier type introduisent des mesures dénuées de tout sens vis à vis du
modèle de mouvement postulé. Les erreurs sur ces mesures sont d'amplitude arbitrairement
grande (plus précisément uniquement limitée par l'algorithme de mise en correspondance
lui-même), et peuvent arbitrairement modiﬁer le vecteur de paramètre résultant. Il s'agit
donc de détecter les mesures contaminées pour ne pas en tenir compte. Les critères aux
moindres carrés ne sont pas robustes à ce type d'erreur. Plusieurs techniques permettent
d'adapter ces critères pour les rendre robustes à taux de contamination des données satis-
faisant.
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Translations élémentaires Rotations élémentaires
Fig. 5.4  Champs de mouvements 2d. De haut en bas, par rapport l'axe des x, des y et
des z.
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Critères sélectifs Les critères sélectifs cherchent à ignorer explicitement les mesures
aberrantes. Dans le cas des Moindres Carrés Tronqués, il s'agit d'appliquer le critère non
robuste à un sous-ensemble de h expériences. Ces critères sont robustes si, pour un taux 
de mesures aberrantes, on prend h < (1− )n.
Le critère des Moindres Carrés Médians minimise le maximum des résidus sur un en-
semble de taille h = bn/2c. Cela revient à minimiser la médiane de la norme de tous les
résidus.
Critères modérateurs (M-estimateurs) Il s'agit d'une généralisation du critère OLS :
β̂ME = argmin
β
∑
i
ρ(‖y˜i − f(β, x˜i)‖)
où f est le modèle paramétré par β, {x˜i}i sont les entrées inexactes du problème et {y˜i}i
les sorties inexactes.
La fonction ρ : R+ −→ R+ est une fonction de modération dérivable, croissante telle
que ρ(0) = 0. On retrouve la formulation OLS lorsque ρ(x) = x2. Si ρ est bornée, alors
l'inﬂuence d'une mesure donnée sur le critère est limitée par cette borne et le critère est
alors robuste.
Un exemple de fonction de modération est la fonction de Tukey [RL87] :
ρ(x) =
{
x2
2
− x4
2σ2
+ x
6
6σ4
si x < σ
σ2
6
sinon
(5.16)
σ où est un facteur d'échelle. Cette fonction est tracée en regard de x→ x2 dans la ﬁgure
5.5.
0 0.5 1 1.5
0
0.05
0.1
0.15
Fig. 5.5  La fonction ρ de Tukey (σ = 1, en bleu) et la fonction carré (en rouge).
Vacchetti et al. utilisent ce type d'approche pour déﬁnir le critère robuste suivant :
k∑
i=1
ρ(‖Ψ(βt−1, βt,mit−1)−mit‖2 + ‖Ψ(βt, βt−1,mit)−mit−1‖2)
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Dans notre cas, avec le critère non symétrique 5.14, l'algorithme itératif des moindres
carrés pondérés itérés permet de faire la M-estimation.
5.3.6 Bilan
Nous avons présenté un algorithme itératif utilisant un modèle par points de l'objet à
suivre. La suite des opérations de cet algorithme est résumée sur le schéma de la ﬁgure 5.6.
Fig. 5.6  Schéma de principe du suivi itératif.
De part sa nature même, cet algorithme accumule les erreurs d'estimation : les points
d'intérêt suivis n'étant pas ﬁxes par rapport au modèle, le processus est en boucle ouverte
5.4. INTÉGRATION DE CONNAISSANCES A PRIORI 85
et la mesure du mouvement apparent est de moins en moins reliée au mouvement 3d au
fur et à mesure que la pose estimée dérive par rapport à sa valeur exacte.
5.4 Intégration de connaissances a priori
Pour compenser les eﬀets de dérive de l'algorithme précédent nous utilisons un jeu
d'images clés, acquises et référencées hors-ligne. Le jeu d'images clés balaye idéalement les
points de vue qui seront atteints approximativement au cours du suivi.
5.4.1 Images clés
Une image clé est composée d'une vue de l'objet dont la pose est référencée précisément
hors ligne. Cette pose peut être déterminée à la main ou par toute autre méthode. Aﬁn
d'établir des correspondances 2d-3d, des points d'intérêt sont détectés dans l'image clé et
reprojetés sur le modèle. Pour cette reprojection, nous considérons la surface MLS déﬁnie
par le nuage de points et nous utilisons une technique de lancer de rayons décrite au
chapitre 4. Cette méthode est lente mais fournit un résultat très précis. Enﬁn on assigne
une couleur aux points visibles du modèle aﬁn d'obtenir une texture partielle.
La ﬁgure 5.7 montre un jeu d'images clés typiques représentées dans le repère de l'objet.
Fig. 5.7  Un jeu d'images clés
À chaque image de la séquence, une image clé proche doit être choisie. Nous utilisons
une distance de Mahalanobis favorisant les composantes de rotations entre les vecteurs de
pose βt et βcle´ et utilisons l'image clé associée à la plus petite distance parmi toutes celles
de l'ensemble. La mise en correspondance de points d'intérêt entre l'image courante et
86 CHAPITRE 5. SUIVI VISUEL 3D AVEC UN NUAGE DE POINTS
l'image clé sélectionnée fournit des correspondances 2d-3d, puisque les points de l'image
clé sont également référencés en 3d sur le modèle. La ﬁgure 5.8 illustre ce principe.
Fig. 5.8  Obtention de correspondances 3d-2d par appariement de points dans l'image
clé.
5.4.2 Appariements dans des images issues de points de vue dis-
tants
La mise en correspondance de points d'intérêt entre l'image clé et l'image courante est
diﬃcile car les deux peuvent être assez distantes. De nombreuses techniques existent pour
déﬁnir des détecteurs de points et des descripteurs locaux invariants aux changements de
points de vue importants. Le chapitre 7, consacré aux points d'intérêt, présente quelques
unes de ces techniques. Aﬃrmons d'ores et déjà qu'aucune n'est encore suﬃsamment rapide
pour être utilisée en temps réel. Par conséquent nous abordons le problème diﬀéremment
en synthétisant une vue intermédiaire rapprochée à partir de l'image clé. Ceci est fait de
manière assez élégante en utilisant le même algorithme de splatting que pour le rendu
des champs de mouvement. La ﬁgure 5.9 illustre comment le rendu d'une image clé per-
met d'obtenir une nouvelle vue. On peut ainsi, grâce à ces vues de synthèse, utiliser la
même procédure d'appariement de points que dans le cas de deux images successives de la
séquence.
5.4.3 Intégration à l'algorithme itératif et résultats
À partir des correspondances 2d-3d, la pose de l'image It est déterminée en optimisant
le problème
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(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 5.9  Rendu par splatting pour la génération de nouvelles vues à partir d'une image
clé. Une image clé (a), dans laquelle le modèle de l'objet est référencé (b), permet le rendu
dans des poses voisines (c) et (d). Pour les poses trop éloignées comme en (e), une autre
image clé (f et g), plus proche de la vue demandée, permet d'obtenir un rendu adapté.
β̂t = argmin
β
∑
j
‖Φ(β,mjcle´)−mjt‖2. (5.17)
Ce problème est résolu en quelques itérations par l'algorithme de Levenberg-Marquardt.
La pose initiale est choisie comme étant la pose β̂1t obtenue à l'issue du suivi itératif.
Une autre approche consiste à reconstruire les prédicteurs de mouvement pour la pose
β̂1t . Grâce aux correspondances 2d-2d calculées entre It et la vue de synthèse obtenue pour
la pose β̂1t à partir de l'image clé, nous avons les informations nécessaires pour formuler
un problème similaire à celui du cas itératif. Ceci permet de raﬃner la pose β̂1t à partir
des informations fournies par l'image clé. Cette étape peut éventuellement être itérée, mais
généralement un seul pas suﬃt pour obtenir une précision correcte.
Évaluation quantitative Il est intéressant d'évaluer l'apport d'une approche hybride
par rapport à un suivi uniquement itératif ou à un suivi s'appuyant uniquement sur les
images clés. Nous avons mené une telle évaluation sur plusieurs séquences de synthèse, pour
lesquelles la vérité terrain est connue. La ﬁgure 5.10 montre les résultats pour l'une d'entres
elles. Dans cette séquence de 100 images tous les paramètres (translation et rotation)
évoluent. Les courbes en trait plein correspondent à la vérité terrain. Les croix désignent
le suivi utilisant uniquement les images clés, les cercles le suivi uniquement itératif. Les
courbes en pointillés correspondent au suivi hybride.
Ces résultats illustrent bien les deux comportements distincts du suivi itératif seul et
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du suivi à partir des images clés seul : le premier accumule des erreurs, la pose à la ﬁn de la
séquence étant relativement éloignée de la pose exacte. Le deuxième fournit des résultats
peu précis, ce qui se traduit visuellement par un tremblement du suivi. Notre approche n'est
pas aﬀectée par le problème d'accumulation des erreurs et le tremblement est grandement
réduit.
5.5 Performances et démonstration de quelques expéri-
ences de Réalité Augmentée
5.5.1 Mesures des performances
À chaque nouvelle image l'algorithme doit eﬀectuer les tâches suivantes :
1. extraire les points d'intérêt dans l'image courante ;
2. apparier les points extraits avec ceux de l'image précédente ;
3. calculer les bases de prédicteurs de mouvements, selon la pose β̂t−1 ;
4. résoudre le problème 5.14 pour obtenir une estimation β̂1t de la pose courante ;
5. Transformer l'image clé la plus proche pour la rapprocher de la vue courante, c'est-
à-dire :
 calculer le rendu du modèle texturé de l'objet selon la pose β̂1t ;
 projeter les points 3d associés à l'image clé selon la pose β̂1t ;
6. apparier les points de l'image courante et les points de l'image clé projetés selon β̂1t ; ;
7. estimer à l'aide des correspondances 2d-3d obtenues ;
Le tableau et le graphe de la ﬁgure 5.11 résument les temps de calcul nécessaires pour
chacune de ces opérations. Les opérations eﬀectuées sur le CPU sont décalées et en teintes
vertes sur le camembert. La machine de test est composée d'un Core2 Duo à 2.6 GHz et
d'une carte graphique équipée d'une puce Nvidia G80. Le modèle de léopard utilisé contient
approximativement 360 000 points.
Ce graphique montre une des particularités de notre algorithme : la plupart de ses
opérations, en particulier les plus coûteuses sont eﬀectuées par la carte graphique.
5.5.2 Démonstrations
Nous illustrons le fonctionnement de l'algorithme par quelques images issues d'une
application mettant en ÷uvre l'algorithme proposé. Le ﬂux vidéo provient d'une caméra
IEEE1394 connectée à la machine de test mentionnée plus haut.
La ﬁgure 5.12 montre des captures de sessions de suivi d'une boite de thé et d'un visage.
La ﬁgure 5.13 montre une démonstration simple de Réalité Augmentée. Des objets
de synthèse sont superposés en temps-réel relativement au léopard. Les occultations du
léopard sur les objets de synthèse sont prises en compte en désactivant les écritures dans le
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(a)
(b)
(c)
(d)
(e)
Fig. 5.10  Estimation des paramètres de pose pour la séquence de synthèse (a). Graphe
d'évolution des paramètres de translation (b). Graphes d'évolution des paramètres de ro-
tation Rx (c), Ry (d) et Rz (e).
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Opérations temps (ms)
Rendu texturé (GPU) 2
Reconstruction des
champs de mouvements (GPU) 17 ×2
Extraction des points (GPU) 1.5
Mise en correspondance des points
(It−1 et It et entre It et Icle´) 15 ×2
Estimation itérative de la pose 7 ×2
Estimation de la pose avec l'image clé 7
total 81.5 (12 ips)
Fig. 5.11  Temps de calculs des diﬀérentes partie de notre algorithme de suivi.
Fig. 5.12  Captures d'écran du suivi d'une boite de thé et d'un visage. Dans le premier
cas le modèle est construit de manière procédurale en échantillonnant un parallélépipède.
Dans le second cas, le modèle du visage a été obtenu à l'aide d'un scanner laser.
tampon image lors du rendu du modèle du léopard. Ainsi seul le tampon de profondeur est
modiﬁé (il contient les valeurs de pronfondeur correspondant à l'objet réel) et les autres
objets (rendus dans un deuxième temps) apparaissent correctement occultés.
5.6 Conclusion
Dans ce chapitre nous avons présenté une analyse détaillée du problème de suivi 3d à
l'aide d'un modèle et à partir du suivi de points d'intérêt. Cette analyse nous a permis
d'établir la principale contribution de notre travail, c'est-à-dire la proposition d'un algo-
rithme de suivi visuel 3d temps réel utilisant un modèle par points. Nous présentons une
solution qui permet, grâce à une mise en ÷uvre eﬃcace sur GPU, détaillée dans le chapitre
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Fig. 5.13  Une démonstration simple de Réalité Augmentée, avec prise en compte des
occultations des objets virtuels par l'objet réel. Le modèle de la ﬁgurine de léopard a été
obtenu à l'aide d'un scanner laser.
suivant, de calculer des champs de mouvement denses, conduisant à une résolution linéaire
itérative du problème de suivi de la pose. Pour compenser les eﬀets de dérive inhérents à ce
type d'algorithme, nous utilisons un ensemble d'image clés. Le modèle par points de l'objet
est ici aussi utilisé pour le référencement de points 3d et pour la synthèse de nouvelles vues.
92 CHAPITRE 5. SUIVI VISUEL 3D AVEC UN NUAGE DE POINTS
Chapitre 6
Algorithmes de splatting sur GPU pour
le rendu et l'interpolation de champs de
mouvements
Un des intérêts de notre approche de suivi dans l'optique d'une exécution temps-réel
est l'exploitation de l'accélération matérielle par la carte graphique pour les étapes les plus
coûteuses. En particulier, les diﬀérents traitements réalisés sur le modèle 3d sont eﬀectués
par le processeur graphique. Cela présente deux avantages : d'une part les architectures
graphiques sont adaptées à ce type de traitements géométriques et d'autre part il est
possible de libérer le processeur central pour d'autres tâches.
Comme nous l'avons vu au chapitre 4, les techniques de reconstruction dense de modèle
par points oﬀrant actuellement le meilleur compromis entre précision et performances sont
les approches par splatting. Un autre attrait de ces techniques est leur généralité : en eﬀet,
la reconstruction par splattting oﬀre un cadre général pour l'interpolation dense d'attributs
de la surface déﬁnie par le nuage de points, et c'est dans ce cadre que nous pouvons les
utiliser pour la vision par ordinateur. Ce chapitre détaille notre mise en ÷uvre sur les
processeurs graphiques récents des algorithmes de splatting nécessaires à l'algorithme de
suivi présenté au chapitre 5. Pour rappel cet algorithme introduit deux besoins :
1. la capacité de déformer des images clés vers une vue proche de la vue en cours ; ceci
est réalisé par un rendu texturé du nuage de points dans la pose cible (voir section
6.2) ;
2. la capacité d'interpoler un champ dense de vecteurs de mouvement calculés seulement
sur un ensemble discret de points 3d ; nous utilisons pour cela un algorithme de
splatting généralisé (voir section 6.3).
Les algorithmes présentés ici sont inspirés des techniques développées par Guennebaud
[Gue05] et Botsch et al. [BHZK05]. Notre contribution repose sur leur utilisation originale
en vision par ordinateur. Notons que Klein et Murray ont également proposé d'utiliser l'ac-
célération matérielle de rendus 3d dans le cadre du suivi, avec une approche très diﬀérente
de la notre s'appuyant sur un ﬁltre à particules [KM06].
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La suite du chapitre est organisée ainsi : la section 6.1 présente l'architecture des cartes
graphiques modernes, dont la modularité permet la mise en ÷uvre des algorithmes de
splatting présentés en sections 6.2 et 6.3. La section 6.4 évalue les performances de ces
deux algorithmes et valide leur utilisation pour le suivi temps-réel.
6.1 Pipeline graphique GPU
Les cartes graphiques et les outils logiciels les exploitants pour la synthèse d'image
suivent l'abstraction du pipeline graphique illustrée par la ﬁgure 6.1. Ce formalisme est bien
adapté aux approches de synthèse d'images par projection et discrétisation de primitives
3d (par opposition aux approches par lancer de rayon, non adaptées au rendu temps réel).
L'application fournit les paramètres (lumières, matrice des transformations géométriques,
etc.) aux diﬀérents blocs fonctionnels (en bleu sur la ﬁgure) puis envoie dans le pipeline les
données géométriques (sommets, normales, couleurs) qui sont successivement transformées
pour ﬁnalement générer des pixels (appelés dans ce contexte fragments) dans les tampons
images de sortie.
Fig. 6.1  Le pipeline ﬁxe de l'API OpenGL.
Les cartes graphiques modernes ont gagné des possibilités de programmation autorisant
beaucoup plus de souplesse que le simple paramètrage de chaque étage du pipeline. Ainsi
certaines des fonctionnalités ﬁxes de la ﬁgure sont remplacées par des unités génériques pro-
grammables, indiquées en rouge sur la ﬁgure 6.2. Trois blocs sont actuellement entièrement
programmables :
1. les processeurs de sommets remplacent les fonctionnalités ﬁxes de transformations
des sommets et de calcul de l'éclairage,
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2. les processeurs de géométrie remplacent l'assemblage des sommets en primitives élé-
mentaires (points, triangles et polygones),
3. les processeurs de fragments remplacent l'application de textures aux fragments
générés par la discrétisation des primitives.
La programmation de chaque bloc correspond à l'écriture de petits programmes ap-
pelés shaders et exécutés par les processeurs de sommets, de géométrie ou de fragments.
Bien entendu il est tout à fait possible de simuler tout ou partie des fonctionnalités ﬁxes
précédentes par l'intermédiaire des processeurs programmables.
Fig. 6.2  Le pipeline de l'API OpenGL actuelle. Les parties programmables sont représen-
tées en rouge.
Une des particularités de cette architecture est que les données traversant les unités
de traitements (sommets, géométrie, fragments) peuvent être vues comme des ﬂux dont
les données élémentaires (c'est-à-dire les sommets, les primitives ou les fragments) sont
indépendantes les unes des autres. Il est ainsi possible d'exécuter parallèlement plusieurs
instances d'un même shader (une par processeur de sommets/géométrie/fragments fourni
par le matériel). C'est eﬀectivement ce que font les GPU modernes, et c'est qui leur confère
une puissance de calcul importante1.
Dans ce chapitre, nous utilisons uniquement les unités de traitements des sommets et des
fragments, par le biais de vertex shaders et de fragment shaders. Un vertex shader traite
un seul sommet et a accès aux attributs associés (normales, couleurs, etc.). En sortie il
doit fournir la position du sommet transformé. Un fragment shader traite un seul fragment
à la fois ; il reçoit en entrée les diﬀérents attributs du fragment (position, profondeur,
1Le chapitre suivant propose une analyse plus poussée de ces architectures.
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couleur, etc.) et doit fournir en sortie au moins la couleur du fragment transformé. La
communication entre le vertex shader et le fragment shader se fait au moyen des attributs
que le vertex shader associe au sommet transformé et qui sont automatiquement interpolés
par l'étage de discrétisation. Par exemple si le vertex shader déﬁnit la couleur des sommets
d'un triangle, les fragments générés pour ce triangle reçoivent une couleur interpolée en
fonction des couleurs aux sommets.
Les shaders peuvent être écrits dans un langage d'assemblage spéciﬁque ou dans des
langages de haut niveau (Cg [nVi07b], GLSL (OpenGL Shading Language) [Khr07b]) qui
facilitent l'interopérabilité et la maintenance du code. Pour notre part nous utilisons le
langage GLSL, qui fait partie du standard OpenGL 2.0 [Khr07a].
6.2 Algorithmes de splatting sur le GPU
L'algorithme de splatting que nous utilisons est une mise en ÷uvre sur GPU de la
technique développé par Zwicker et al. [ZPvBG01]. Nous avons présenté les fondements
théoriques de cette technique au chapitre 4 (section 4.3.2). Rappelons qu'il s'agit d'inter-
poler diﬀérents attributs de la surface déﬁnie par le nuage de points (plus précisément de
splats) par projection dans l'image de noyaux de reconstruction gaussiens déﬁnis locale-
ment en chaque splat. Un ﬁltrage passe-bas est ensuite appliqué pour réduire les artefacts
liés au rééchantillonnage de la surface.
Projeter les splats revient à calculer leur empreinte dans l'image, dont le contour est
déﬁni comme une iso-valeur des noyaux de rééchantillonnage ρi de l'équation 4.17 (page
66) , que nous rappelons ici :
ρi(x) = |Ji| gVρi (x− xi).
Nous avons vu que lorsque les noyaux de reconstuction et le ﬁltre passe-bas sont
gaussiens et que la projection perspective est approximée localement par une transfor-
mation aﬃne, les ρi sont également gaussiens et donc les iso-valeurs de ρi sont des ellipses.
En plus des diﬀérents attributs à interpoler (qui dépendent de l'application), les infor-
mations nécessaires en chaque point sont une normale et un rayon permettant de déﬁnir
le splat.
6.2.1 Discrétisation des empreintes elliptiques
Nous détaillons ici les diﬀérentes étapes permettant d'implanter le rendu par splatting
EWA sur les architectures de GPU actuelles.
Étape 1 La première étape consiste à déterminer les paramètres de l'empreinte elliptique
d'un splat. Cette étape est donc réalisée en chaque point du modèle par un vertex shader.
On considère d'abord la matrice de variance Vρi du noyau de reconstruction ρi pour le splat
pi considéré (voir l'équation 4.18, page 66) :
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Vρi = JiRiJ
>
i +H = R
′
i +H. (6.1)
Nous suivons la méthode proposée par [Gue05] consistant à considérer la décomposition
en valeurs propres et vecteurs propres de la matrice R′i (c'est-à-dire la matrice de variance
du noyau de reconstruction exprimé dans le repère du splat). On note
R′i = V ΛV
−1, (6.2)
où V est la matrice orthogonale des vecteurs propres et Λ = diag(λ0, λ1) est la matrice
diagonale des valeurs propres. Par ailleurs nous avons vu au chapitre 4 que le ﬁltre passe-bas
peut être déﬁni par H = I, ce qui permet d'écrire :
Vρi = R
′
i + I (6.3)
= V ΛV −1 + V V −1 (6.4)
= V (Λ + I)V −1. (6.5)
En développant l'equation 4.17, on obtient l'expression suivante pour le ﬁltre de rééchan-
tillonnage :
ρi(x) =
|Ji|
2pi
√|Vρi|e− 12 (x−xi)>V −1ρi (x−xi) (6.6)
= ∆ie
− 1
2
dVρi
(x−xi). (6.7)
Le ﬁltre de rééchantillonnage s'exprime donc à l'aide d'un facteur de normalisation
∆i =
1
2pi
|Ji||Vρi|−
1
2 et de la distance de Mahalanobis dVρi (x) = x
>V −1ρi x associée à la matrice
de variance Vρi . Seule l'inverse de la matrice Vρi est nécessaire dans ces deux termes et, en
poursuivant 6.5, on a :
V −1ρi = V (Λ + I)
−1V > (6.8)
= V
[ 1
λ0+1
0
0 1
λ1+1
]
V > (6.9)
Déterminer la matrice V équivaut à déterminer les axes de l'ellipse du splat, que l'on
peut obtenir par le raisonnement géométrique suivant. Le petit axe est a1 (associé à la plus
petite valeur propre) est colinéaire à la projection de la normale dans l'image. Ainsi si on
note ni la normale exprimée dans le repère de la caméra, on a (voir ﬁgure 6.3) :
a1 = − (ni,x,ni,y)
>
‖(ni,x,ni,y)>‖ . (6.10)
Le grand axe est simplement déduit par rotation de −pi
2
:
a0 = (a1i,y,−a1,x)>. (6.11)
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Le schéma de gauche de la ﬁgure 6.3 illustre le calcul de ces vecteurs.
La plus grande valeur propre λ0 est reliée au rayon ri du splat : on choisit arbitrairement
λ0 comme étant le carré du rayon de la projection dans l'image de la sphère englobant le
splat. La projection perspective eﬀectue une mise à l'échelle de la forme ηi =
η
pi,z
où η est
une constante dépendant de la taille en pixels de l'image et de l'angle d'ouverture de la
caméra et pi,z est la profondeur du splat. Dans ces conditions on a :
λ0 = (ηiri)
2. (6.12)
Comme les splats sont des disques, le rapport des rayons de l'ellipse est donné par le
cosinus de l'angle α formé par la normale du splat et la direction de visée, on a donc :
λ1
λ0
= cos(α)2 = (−v>i ni)2. (6.13)
Ceci est illustré sur le schéma de droite de la ﬁgure 6.3.
Fig. 6.3  Calcul des paramètres de l'empreinte elliptique d'un splat : à gauche sont
représentés les grand axe et petit axe de l'ellipse, à droite la valeur propre λ0 obtenue par
projection de la sphère englobante de rayon ri. L'angle α permet de déduire la plus petite
valeur propre λ1.
Le facteur de normalisation ∆i de l'équation 6.7 nécessite le calcul du déterminant de
la matrice jacobienne Ji de la projection Mi, que l'on obtient en considérant la mise à
l'échelle des axes du repère lié au splat. On obtient :
|Ji| = |
[√
λ0/ri 0
0
√
λ1/ri
]
|
=
1
r2i
√
λ0λ1. (6.14)
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Puis
∆i =
1
2pi
|Ji|
∣∣∣∣[ 1λ0+1 00 1
λ1+1
]∣∣∣∣
1
2
=
1
2pi r2i
√
λ0λ1
(λ0 + 1)(λ1 + 1)
. (6.15)
La fonction t → 1
2pi
e−
1
2
t peut être tabulée par l'intermédiaire d'une texture 1d, con-
duisant à une mise en ÷uvre très eﬃcace. Pour résumer le vertex shader calcule les données
suivantes :
pointsize = 2
√
λ0 + 1 (6.16)
∆′i =
1
r2i
√
λ0
λ0 + 1
λ1
λ1 + 1
(6.17)
Q = 4V >
[
1 0
0 λ0+1
λ1+1
]
V. (6.18)
Étape 2 La deuxième étape consiste en la discrétisation dans l'espace image (ou rasteri-
zation) de l'ellipse de matrice de variance Vρi . Cette étape est réalisée par une combinaison
des fonctionnalités ﬁxes du pipeline graphique et un shader. La primitive ellipse est en eﬀet
simulée grâce à une primitive graphique particulière appelée point sprite : il s'agit simple-
ment d'un carré aligné sur les axes de l'image et dont le côté est spéciﬁé en pixels par la
variable spéciale pointsize positionnée par le vertex shader. Ceci nous permet d'adapter
la taille du point sprite à la taille calculé du splat dans l'image. L'ensemble des fragments
couvrant le carré sont générés et envoyés au fragment shader. Ce dernier sélectionne ensuite
les fragments situés à l'intérieur de l'ellipse par comparaison de ρi(x) à un seuil s pour un
chaque fragment x.
Le carré couvert par le point sprite est paramétré par les coordonnées de texture y =
(s, t) ; on a (s, t) = (0, 0) dans le coin inférieur gauche du carré et (s, t) = (1, 1) dans le
coin supérieur droit (voir la ﬁgure 6.4). Pour le fragment de coordonnées image x, on a
x = xi + pointsize× (y − (1
2
,
1
2
)>)
= xi + pointsize× y′.
Comme illustré sur la ﬁgure on choisit pointsize = 2
√
λ0 + 1, ce qui conduit à générer
légèrement plus de fragment que nécessaire, mais qui est plus simple que calcul la taille
exacte du carré englobant le splat.
A l'aide de la matrice V −1ρi et du facteur de normalisation ∆i calculé par le vertex
shader, le fragment shader évalue le poids ρi(x) du fragment x. En notant
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Fig. 6.4  Rendu de l'empreinte elliptique d'un splat à l'aide de la primitive point sprite. Le
schéma de gauche montre la primitive point sprite (carré en trait pointillé) et sa paramétri-
sation par les coordonnées de texture (notée entre crochets). Le schéma de droite montre
la paramétrisation en y′ déduite des coordonnées de texture y du fragment x.
∆′i =
1
2pi
∆i (6.19)
Q = pointsize2 V −1ρi
= 4(λ0 + 1)V
>
[ 1
λ0+1
0
0 1
λ1+1
]
V (6.20)
on obtient, dans la paramétrisation en y′ :
ρi(x) = ∆ie
− 1
2
(x−xi)>V −1ρi (x−xi)
= ∆ie
− pointsize2
2
(y′>V −1ρi y
′)
= ∆′i
1
2pi
e−
1
2
(y′>Qy′). (6.21)
Le fragment shader calcule la paramétrisation en y′ du fragment x, calcule la distance
y′>Qy′ qui est utilisée pour accéder à la texture stockant les valeurs de l'exponentielle.
Le poids du fragment est obtenu en multipliant la valeur de l'exponentielle par ∆′i. Le
fragment de sortie RVBA renvoyé est de la forme (Ai1, A
i
2, A
i
3, ρi(x)), où A
i
j désigne un des
attributs que l'on souhaite interpoler.
Étape 3 Cette étape décrit la façon d'accumuler les diﬀérentes contributions des splats.
Nous avons vu au chapitre 4 que les fragments contribuant à la reconstruction en un pixel
donné sont sélectionnés par un algorithme de tampon de profondeur ﬂou, permettant
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de mélanger les splats sur une petite épaisseur de surface. Malheureusement, il n'est pas
possible de programmer le test de z-buﬀer des cartes graphiques actuelles (ce test est une
des opérations du bloc appelé opérations sur les fragments dans la ﬁgure 6.2). Nous
simulons donc ce test ﬂou par un rendu en deux passes :
1. une passe de visibilité eﬀectue un rendu simpliﬁé consistant à n'écrire que dans le
tampon de profondeur. Les fragments générés sont décalés de ε au loin dans la di-
rection de visée. Les poids des attributs ne sont pas calculés et aucune valeur n'est
accumulée ;
2. une passe de reconstruction. Cette passe utilise sans le modiﬁer le tampon de pro-
fondeur calculé précédemment.
L'accumulation des attributs est réalisée en activant les unités de mélange de la carte
graphique (opération de blending) et en spéciﬁant les équations de mélange suivantes
(destination désigne le contenu courant du tampon image et fragment correspond à la
valeur calculée par le fragment shader) :
RGBdestination ←− RGBdestination +RGBfragment × Afragment
Adestination ←− Adestination + Afragment
Lorsque tous les splats ont été projetés, les canaux R, V et B contiennent chacun la
somme pondérée de leur attribut respectif (c'est-à-dire le numérateur de l'équation 4.17)
et le canal A contient la somme des poids (c'est-à-dire le dénominateur de l'équation
4.17). Une dernière passe de normalisation, consistant simplement à diviser chaque canal
d'attribut par le canal A termine le rendu. Cette passe est réalisée par un fragment shader.
6.2.2 Résultats
Nous avons mis en oeuvre deux modes de rendu : un rendu texturé où la couleur en
chaque splat est fournie avec le nuage de points et un rendu avec un matériau de couleur
uniforme mais avec un modèle d'éclairage calculé en chaque splat par le vertex shader. Les
ﬁgures 6.5 montrent deux images illustrant ces deux types de rendu.
Le rendu obtenu est de bonne qualité. Dans notre algorithme de suivi, nous utilisons le
rendu texturé, qui permet de déformer la texture des images clés de manière très précise
et permet une recherche ﬁable de points homologues dans la vue déformée.
Botsch et al. [BHZK05] proposent d'interpoler la couleur et la normale de la surface
et de calculer l'équation d'éclairage par pixel, pour un rendu de meilleure qualité encore
et plutôt eﬃcace, puisque l'équation d'éclairage n'est calculée qu'en les points visibles
(principe de deferred shading).
6.3 Interpolation dense de champs de mouvement
Dans cette section, nous adaptons l'algorithme de rendu par splatting avec ﬁltrage EWA
précédent pour interpoler non plus la couleur, mais des vecteurs de mouvements déﬁnis en
chaque splat.
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Fig. 6.5  Deux exemples de rendu par splatting : à gauche, rendu texturé et éclairage
uniforme ; à droite, matériau uniforme et modèle d'éclairage par splat.
6.3.1 Principe
A partir des paramètres de la caméra, il est possible de déﬁnir en chaque point du
modèle une base {li, i = 1, . . . , 6} de vecteurs de mouvements 2d décrivant le déplacement
de l'image du point dans la direction des transformations élémentaires 3d (rotations et
translations). Voir le chapitre 5 pour plus de détails.
En chaque splat les 6 vecteurs de mouvement sont calculés par le vertex shader en
plus des autres données nécessaires à la discrétisation de l'ellipse. Il y a donc 12 attributs
envoyés au fragment shader pour interpolation. Puisqu'une composante supplémentaire
est nécessaire pour stocker la somme des poids, b(12 + 1)/4c = 4 tampons de sorties sont
nécessaires. La somme des poids n'est cependant pas utile après la passe de normalisation,
nous proﬁtons donc de cette passe pour réorganiser les 12 attributs en seulement 3 (b12/4c)
tampons de sortie. Ceci est important car le nombre de tampons est directement lié à la
bande passante nécessaire pour transférer les données ﬁnales vers la mémoire centrale et
donc au temps de transfert.
La ﬁgure 6.6 montre l'organisation des trois tampons de sortie ﬁnaux et une visualisation
possible des vecteurs de mouvements interpolés. La lecture des composantes adéquates dans
les tampons permet de représenter les valeurs d'un des six champs de mouvement en des
points échantillonnés dans l'image de manière arbitraire (ici, sur une grille régulière). Dans
la procédure de suivi itératif décrite au chapitre 5, les tampons sont lus aux positions
correspondant aux points d'intérêt extraits dans l'image précédente.
6.4 Performances et conclusion
Dans cette section nous présentons les performances des deux algorithmes présentés
précédemment. Nous les avons mesurées sur deux GPU de la marque Nvidia, le G71 et le
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Fig. 6.6  Visualisation des vecteurs de mouvements interpolés, à partir des trois tampons
de sortie de l'algorithme sur une grille régulière 30×30.
G80.
6.4.1 Temps de rendu pour l'interpolation de la couleur
Les expériences menées portent sur trois modèles de complexité croissante et rendu
autour de trois vues diﬀérentes : éloignée (1), intermédiaire (2) et proche (1). La ﬁgure 6.7
résume les résultats en terme de temps de rendu moyen par image. Nous avons détaillé les
temps correspondants à chaque partie de l'algorithme : la passe remplissant le tampon de
profondeur, la passe réalisant le rendu EWA et la passe de normalisation. Dans le cas où
seule la couleur est interpolée, les deux premières passes ont une complexité comparable.
La passe de normalisation a un coût négligeable ici.
Les vues proches requièrent le rendu de primitives plus larges, et donc le calcul de
plus de fragments. D'une manière générale les performances chutent lorsque la vue est
plus proche, sauf sur l'architecture G80 et pour le modèle plus complexe. Nous n'avons
pas d'explication déﬁnitive pour ce phénomène, mais il est possible que la capacité de ce
GPU à arrêter le rendu des fragments hors du cône de vision au plus tôt (sans exécuter le
fragment shader notamment) soit à son origine.
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6.4.2 Temps de reconstruction dense des vecteurs de mouvements
Nous avons mené la même évaluation pour l'algorithme d'interpolation dense des vecteurs
de mouvements. Les résultats sont rassemblés dans la ﬁgure 6.8. Les temps de calculs ne
concernent pas la phase de visualisation des vecteurs (même si les images représentent le
résultat de cette visualisation) mais, contrairement à la section précédente, nous mesurons
le temps de téléchargement en mémoire centrale des tampons contenant les valeurs des
vecteurs de mouvements. Ce temps est comptabilisé conjointement à la normalisation des
12 composantes interpolées. Les mêmes conclusions que précédemment peuvent être tirées.
Notons que le temps de téléchargement n'est pas négligeable et est même prépondérant
dans le temps total pour le modèle de plus faible complexité.
6.4.3 Adaptation au suivi temps réel
Les mesures de performances montrent donc que les deux algorithmes présentés dans
ce chapitre peuvent être utilisés dans le cadre du suivi temps réel. Nous avons encadré en
trait gras les conditions typiques rencontrées dans le cadre du suivi, c'est-à-dire des objets
moyennement complexes et ﬁlmés en vue intermédiaire. Sur l'architecture G80 les temps de
calculs sont de 6.5ms et 24.5ms par image, soit 31ms pour les deux algorithmes combinés.
Ceci autorise une marge suﬃsante pour les autres parties de l'algorithme (suivi des points
d'intérêt et mise à jour de la pose).
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Fig. 6.7  Temps de rendu pour l'interpolation de la couleur.
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Fig. 6.8  Temps de reconstruction dense des vecteurs de mouvements.
Chapitre 7
Extraction et appariement de points
d'intérêt : étude de diﬀérentes mises en
÷uvre
Contexte
Au cours de la mise en ÷uvre de l'algorithme de suivi présenté au chapitre 5, nous avons
constaté que les opérations bas niveau, liées au traitement des images de la vidéo, étaient
parmi les plus coûteuses. Nous nous ﬁxons dans ce chapitre pour objectif de mettre en
÷uvre ces tâches de la manière la plus eﬃcace possible, en tirant partie des caractéristiques
des CPU et des GPU modernes.
Schématiquement, on peut distinguer trois tâches dans notre application de suivi, ef-
fectuées pour chaque nouvelle image de la séquence :
1. l'extraction des points d'intérêt dans la séquence d'image et leur mise en correspon-
dance avec les points précédemment extraits ;
2. les diﬀérents rendus du modèle c'est-à-dire d'une part le rendu texturé permettant
d'obtenir une image clé déformée et d'autre part le calcul par splatting des vecteurs
de mouvements élémentaires ;
3. l'estimation de la transformation 3d inter-image, puis la mise à jour et le raﬃnage
de la pose courante. Ceci correspond aux procédures de suivi itératif et de suivi à
partir d'une image clé décrites au chapitre 5.
Notre approche exploite la carte graphique pour eﬀectuer les tâches de rendu par splat-
ting (voir chapitre 6). Les calculs relatifs à l'estimation des paramètres de pose de l'objet
utilisent les routines d'algèbre linéaire et d'optimisation aux moindres carrés fournies par
la bibliothèque GSL [Fre08]. Les calculs sont donc eﬀectués par le processeur central et
nous n'avons pas exploré les possibilités d'optimisations plus loin qu'une utilisation vigi-
lante des procédures adaptées à nos besoins. Dans ce chapitre nous nous intéressons à la
mise en oeuvre de l'extraction de points d'intérêt et de la recherche des points homologues
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entre deux images1. Nous proposons une revue rapide des techniques de la littérature et
nous verrons que, s'il s'agit de techniques aujourd'hui bien maîtrisées de traitement d'im-
ages, leur coût calculatoire reste néanmoins important. A titre indicatif, Vacchetti et al.
rapportent des temps correspondant à 58% du temps de calcul total de leur application
de suivi [VLF04a]. Ce chapitre est une étude des mises en ÷uvre sur CPU et sur GPU des
algorithmes utilisés pour ces tâches.
D'une manière générale, les données vidéo ont pour caractéristiques :
 d'être de grande taille : un ﬂux vidéo non compressé de taille 640×480 à 25 images
par secondes représente près de 22 Mo par seconde ;
 d'être composées de blocs de données pouvant être traités indépendemment : c'est le
cas des images individuelles au sein d'une vidéo, mais aussi celui des pixels au sein
d'une même image.
Ces caractéristiques permettent soit de scinder les traitements en plusieurs parties exé-
cutées en parallèle soit d'exécuter parallèlement plusieurs instances d'un même traitement,
chacune agissant sur une portion diﬀérente des données (par exemple une image).
La suite du chapitre est organisée comme suit : la première section (7.1) est une revue
des techniques proposées pour accélérer les traitements vidéos, en exploitant diﬀérents
types de matériels. Les sections suivantes décrivent, après un rapide état de l'art, les mises
en ÷uvre des algorithmes d'extraction de points (section 7.2) et de recherche des points
homologues (section 7.3) que nous proposons. Nous présentons les résultats des expériences
menées pour les évaluer et les comparer. Nous verrons qu'il est très intéressant sur les
processeurs centraux modernes d'exploiter plusieurs c÷urs. Avec un programme adapté,
les performances dans le cas d'un processeur à deux c÷urs sur l'algorithme d'extraction
sont presque doublées (voir section 7.2.2). Les processeurs des cartes graphiques modernes
(GPU) peuvent oﬀrir des performances encore meilleures, tout en déchargeant le processeur
central pour d'autres tâches. Sur le même algorithme les performances sont multipliées par
trois par rapport à la version CPU à 2 coeurs (voir section 7.2.4).
7.1 Accélération matérielle des algorithmes de vision
par ordinateur
La littérature propose de nombreuses approches pour accélérer les algorithmes de traite-
ment d'images et de vision par ordinateurs à l'aide du matériel. Ces approches consistent
soit à développer des unités de traitements dédiées, soit à exploiter l'architecture des com-
posants présents dans les calculateurs généraux mais non nécessairement conçus pour ces
tâches.
1plus précisément entre images consécutives ou entre une image de la séquence et une image clé.
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7.1.1 Architectures dédiées et architectures reconﬁgurables
De nombreux travaux portent sur le développement d'architectures dédiées (processeurs
de signal numérique, DSP) ou reconﬁgurables (circuit logique programmable, FPGA), dont
l'architecture est bien adaptée aux traitements parallèles de grande quantité de données.
Citons par exemple des circuits FPGA utilisés pour le calcul d'une carte de disparité stéréo
dense [JZLA04], pour la compression vidéo [LMLN01] ou encore pour la conversion entre
espaces de couleurs [BA04]. La spécialisation et la faible consommation de ces architectures
les rend par ailleurs très attrayantes pour les applications embarquées (par exemple dans
le domaine de l'automobile ou de la robotique).
7.1.2 Évolution des processeurs généralistes
Bien qu'extrêmement ﬂexibles les processeurs centraux oﬀrent des performances mé-
diocres en comparaison des architectures dédiées pour les algorithmes utilisés en traitement
d'images, qui sont souvent hautement parallélisables. Un certain degré de parallélisme peut
être obtenu en utilisant les jeux d'instructions vectorielles comme MMX et SSE sur l'archi-
tecture x86. Ces instructions de type SIMD (Single Instruction Multiple Data) permettent
de traiter jusqu'à 4 données scalaires simultanément. L'inconvénient majeur de ces ap-
proches est un temps de développement plus long et une maintenance des programmes plus
diﬃcile. Il est parfois nécessaire de réorganiser les données et de spécialiser les algorithmes
pour tirer parti au mieux de ces instructions. Certains compilateurs permettent de générer
directement du code exploitant ces jeux d'instructions, mais les gains de performances ne
sont alors pas optimaux.
L'exploitation eﬃcace des processeurs centraux réside donc dans l'écriture de logiciels
optimisés. De nombreuses bibliothèques de fonctions existent à cette ﬁn, citons par exemple
[Int08], dont les fonctions exploitent les instructions vectorielles des processeurs x86.
Depuis quelques années un autre type de parallélisme a été introduit dans les processeurs
généralistes grâce à l'utilisation de plusieurs c÷urs d'exécution par processeur. On peut
exploiter ces unités supplémentaires de la même manière que sur un système à plusieurs
processeurs, c'est-à-dire en organisant les programmes en plusieurs processus ou processus
légers (threads). Une partie de la gestion du parallélisme est alors déchargée au système
d'exploitation. Une analyse d'une telle approche et des résultats d'expérimentations pour
l'algorithme d'extraction des points d'intérêt sont présentés en section 7.2.2.
7.1.3 Utilisation des cartes graphiques
Les processeurs graphiques équipent de plus en plus de systèmes et couvrent pratique-
ment tout le spectre des plateformes cibles des applications de Réalité Augmentée (PDA,
ordinateurs personnels et stations de travail). Ils sont donc de ce point de vue plus intéres-
sants que les architectures dédiées, et peuvent être la base d'une plateforme générique pour
la vision par ordinateur.
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Architecture des processeurs graphiques
L'architecture des GPU actuels est conçue pour le traitement parallèle de blocs de don-
nées indépendantes, via un ensemble d'unités de calcul dédiées. Classiquement ces données
sont des tableaux de sommets (un point en coordonnées homogènes (x, y, z, t)>) ou des
tampons de pixels (déﬁnis par 4 composantes RVBA). A titre indicatif, le G71 de Nvidia
dispose de 8 unités pour le traitement des sommets et de 24 unités pour le traitement des
pixels. Le GPU G80 en comporte 128, utilisables aussi bien pour les sommets que pour
les pixels, mais opérant sur des données scalaires (au lieu de vecteurs de taille 4). Cette
architecture peut-être vue de manière abstraite comme celle d'un processeur parallèle agis-
sant sur un ﬂux de vecteurs (stream processor). Par le biais de cette abstraction, on peut
exprimer des calculs généraux, c'est-à-dire sans sémantique graphique, technique con-
nue sous la dénomination GPGPU General Purpose computations on GPU. Ce domaine
d'application visant à développer des techniques spéciﬁques pour la programmation sur
GPU et à exploiter les capacités de calculs de ces coprocesseurs a produit ces dernières
années de nombreuses applications démontrant l'intérêt de l'approche. Citons par exemple
des utilisations en simulation en mécanique moléculaire [SPF+07] ou en algèbre linéaire
pour la résolution de systèmes [GGHM05].
Programmation
Dans le modèle de programmation GPGPU, les données sont organisées en ﬂux (streams)
et les traitements sont déﬁnis par des noyaux (kernels). Les ﬂux sont représentés par les
tampons images, les textures et les tableaux de sommets ; les noyaux sont des petits pro-
grammes exécutés par les processeurs de sommets, de géométrie ou de fragments (blocs
rouges sur la ﬁgure 6.2, chapitre précédent). Puisque plusieurs instances d'un même noyaux
peuvent être exécutées en parallèle, le modèle d'accès mémoire impose certaines contraintes
interdisant les accès concurrents à une même adresse. Ainsi un noyau de calcul peut lire
aléatoirement dans les tampons d'entrée mais ne peut écrire qu'un seul sommet ou pixel.
Cela implique en particulier que les tampons de sortie doivent être diﬀérents des tampons
d'entrée, ce qui conduit à concevoir certains calculs comme une suite d'exécution de noyaux,
entre lesquelles les tampons d'entrée et de sortie sont échangés (technique de ping-pong).
La technique de programmation de noyau la plus classique consiste à écrire des shaders
que l'on compile et installe dans le pipeline de la ﬁgure 6.2. Ceci a pour eﬀet de remplacer les
fonctionnalités ﬁxes (calcul des transformations, de l'éclairage, etc.) des APIs graphiques
standards par des calculs quelconques. Cette nécessité de détourner un environnement de
développement initialement conçu pour les applications graphiques, notamment du point
des interfaces de programmation comme OpenGL, est un inconvénient indéniable de la pro-
grammation des GPU. Pour pallier à ce problème la ﬁrme NVidia développe la technologie
CUDA [nVi07a], une extension du langage C dédié à la programmation générique du GPU.
La marque ATI propose aussi une solution logicielle (CTM [AMD07]). Des cartes équipées
de GPU mais dépourvues de sortie vidéo sont commercialisées par ces deux fabricants. Ces
dernières technologies (aussi bien au niveau matériel que logiciel) sont encore très récentes,
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nous n'avons pas eu l'opportunité de les évaluer. Nos mises en ÷uvre sur GPU présentées
dans ce chapitre (sections 7.2.4 et 7.3.2) utilisent le langage GLSL dont la spéciﬁcation fait
partie de l'API OpenGL 2.0.
Performance
Les performances brutes des processeurs graphiques modernes sont d'un ordre de grandeur
supérieures à celles des processeurs centraux (le G80 a des performances en pointe de 346
GFlops, contre 19 GFlops pour un Core2 Duo 2). Ces chiﬀres n'ont qu'une portée pratique
limitée, mais ils donnent une idée des capacités relatives de chaque matériel. D'autres
aspects interviennent dans les performances d'une mise en ÷uvre particulière, telles que
les bandes passantes des mémoires utilisées (mémoire centrale, mémoire embarquée sur la
carte graphique) et les temps de transferts de données sur les bus de données connectant
CPU et GPU.
7.1.4 Solutions implantées
L'utilisation (et encore moins le développement) d'un processeur dédié est hors du cadre
de notre travail. Nous voulions conserver un certain degré de généralité pour l'approche de
suivi proposée, ce qui nous incite plutôt à étudier les possibilités d'optimisations sur les
CPUs et les GPU modernes dont la disponibilité et la diﬀusion est largement supérieure
aux FPGA. Par aileurs les progrès réalisés ces derniers années par les fabricants de carte
graphique sont tels que les architectures dédiées perdent de leur intérêt (du moins pour ce
qui est des performances, d'autres avantages comme l'encombrement et la consommation
énergétique pouvant être encore en leur faveur). Dans [CCLW05], Cope compare les per-
formances de FPGA et de GPU pour des algorithmes de conversion colorimétrique et de
convolution et montre que les GPU sont plus performants dans le premier cas, alors que
les FPGA sont meilleurs dans le second. L'auteur incrimine la lenteur des accès mémoire
aléatoires, et nos propres expériences (voir section 7.3.2) tendent à conﬁrmer ce constat.
Nous verrons qu'il est important d'organiser les données de manière adéquate pour limiter
ce type d'accès. En particulier, les travaux de Fialka [FC06] montrent que les algorithmes
de convolution peuvent être implantés sur les GPU de manière très eﬃcace, y compris
pour des ﬁltres de grande taille, en utilisant la transformée de Fourier de l'image puis en
formulant les ﬁltres dans le domaine fréquentiel.
Sur les systèmes ne disposant pas de GPU ou lorsque les algorithmes ne sont pas adap-
tés à l'architecture spéciﬁque de ce matériel, une mise en ÷uvre sur processeur central est
nécessaire. Pour tirer partie des architectures à plusieurs c÷urs qui semblent se généraliser
chez tous les constructeurs, il est nécessaire de paralléliser les codes de calculs, en décom-
posant le code en plusieurs threads. Nous avons aussi analysé et évalué cette approche (voir
2Calcul : le G80 comporte 128 unités de calcul en virgule ﬂottante simple précision et capables de traiter
2 instructions simultanément (MULT et ADD). Sa fréquence de référence est de 1.35GHz, ce qui donne
128 ∗ 2 ∗ 1.35 = 345.6 GFlops. Le Core2 à 2.4GHz est capable de calculer 2 instructions SSE 128 bits par
cycle, soit 8 instructions ﬂottantes double précision ce qui donne 8 ∗ 2.4 = 19.2.
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section 7.2.2).
7.2 Extraction de points d'intérêt
Les performances des algorithmes de suivi haut-niveau tel que celui que avons détaillé
dans les chapitres précédents sont sensiblement liées aux performances des opérations bas-
niveau (c'est-à-dire opérant directement sur les images) qui produisent les entrées de ces
algorithmes. Dans notre cas le suivi des points d'intérêt fournit un échantillonnage du
champ de mouvement 2d entre deux images, qui est la donnée d'entrée de l'estimation du
mouvement inter-image.
Si la rapidité d'exécution est importante pour les applications de suivi temps-réel, la
qualité du détecteur ne doit pas être négligée ; en eﬀet les étapes suivantes seront d'autant
plus complexes (et coûteuses) que les données en entrée sont imprécises et entachées d'er-
reurs. Il existe plusieurs critères qualitatifs permettant d'évaluer un certain détecteur de
points d'intérêt. Schmid [SMB00] a proposé les critères de distinctivité et de répétabilité.
La distinctivité d'un certain descripteur local mesure la quantité d'information véhiculée
par l'ensemble des points détectés. Un détecteur produit des points distinctifs si les valeurs
prises par le descripteur local sur l'ensemble des points sont éparpillées. La distinctivité
peut être déﬁnie comme l'entropie de l'ensemble des valeurs du descripteur.
La répétabilité caractérise la stabilité du détecteur vis à vis des transformations que
peut subir une image. Ces transformations peuvent être de nature géométrique (changement
d'échelle, rotation, transformation aﬃne ou perspective) ou photométrique (variation de
l'intensité lumineuse). Si on note H la transformation géométrique subie par une image
I (et produisant I ′), un point d'intérêt p1 détecté sur I est répété s'il existe un point
p′1 détecté sur I
′ tel que distance(p′1, H(p1)) < ε (ε est un seuil de détection prenant en
compte les erreurs de localisation). On caractérise la répétabilité comme la proportion de
points répétés parmi tous les points détectés.
De nombreuses méthodes ont été proposées pour extraire des points d'intérêt dans
une image. Toutes suivent le principe général suivant : on déﬁnit une mesure de saillance
s'appuyant sur les intensités des pixels de l'image et on retient les points présentant les
valeurs localement maximales de cette mesure. Le terme saillance vient de l'intuition que
les points géométriquement intéressants sont ceux situés sur des coins de l'image (par
exemple à l'intersection de deux contours), mais d'une manière générale les points extraits
sont ceux pour lesquels la variation locale d'intensité lumineuse est grande.
L'opérateur déﬁni par Moravec [Mor80] calcule la variation d'intensité (au sens de la
somme des diﬀérences au carré, SDC) entre une fenêtre centrée sur le pixel candidat et des
fenêtres légèrement décalées dans diﬀérentes directions. La mesure de saillance est déﬁnie
comme la variation minimum mesurée parmi tous ces décalages ; ainsi les points d'intérêt
sont localisés aux endroits de fort changement d'intensité.
Harris [HS88] étend cette idée en utilisant une approximation de la dérivée seconde de
la mesure SDC par rapport au décalage de la fenêtre. Cette approximation peut s'écrire
sous la forme d'une matriceM , appelée matrice d'auto-covariance ou matrice des moments
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d'ordre 2, qui décrit la distribution du gradient de l'image dans le voisinage local du point
x = (x, y)> :
M =
[
I2x(x) IxIy(x)
IxIy(x) I2y (x)
]
.
où Ix et Iy sont les dérivées de l'image et · dénote un lissage local améliorant la stabilité
(généralement réalisé par un ﬁltre gaussien). Les points d'intérêt sont ceux en lesquels la
variation du signal image est forte dans deux directions orthogonales, ce qui est caractérisé
par deux valeurs propres grandes pourM . Plusieurs caractérisations de cette propriété ont
été proposées [HS88, ST94].
Les développements récents dans le domaine de la détection d'objets ont contribué
à l'apparition de détecteurs robustes aux déformations géométriques de grandes ampli-
tudes, notamment les changements d'échelles. Le plus connu est le détecteur utilisé pour
l'opérateur SIFT [Low04], qui s'appuie sur l'espace d'échelles obtenus par convolutions et
rééchantillonnages successifs de l'image avec un ﬁltre de diﬀérence de gaussiennes (DoG).
Les extrema dans cet espace d'échelles sont retenus comme coins. Mikolajczyk et al. ont
également proposés diﬀérentes adaptations du détecteur de Harris pour le rendre invariant
aux changements d'échelles [MS01] et aux transformations aﬃnes [MS02]. Ces approches
oﬀrent des résultats très intéressants et sont bien adaptées entre autres aux applications
de reconnaissance d'images ou de construction de panorama à partir d'images. Cependant
leur coût est encore trop important pour les appliquer au suivi temps réel, surtout dans le
cas d'une approche itérative pour lesquelles l'amplitude des transformations est limitée.
Une autre catégorie de méthodes consistent à analyser explicitement le voisinage d'un
candidat pour voir s'il ressemble à un coin. Le détecteur SUSAN (Smallest Univalue
Segment Assimilating Nucleus, [SB97]) analyse les niveaux de gris des pixels contenus
dans un motif circulaire de taille ﬁxe centré autour du point candidat. L'aire couverte par
les pixels dont l'intensité lumineuse est proche de celle du centre (cette surface est appelée
USAN) est calculée et les points d'intérêt sont déﬁnis comme ceux correspondant aux aires
les plus petites. Ce détecteur est caractérisé par une bonne résistance au bruit (il ne fait
pas appel aux dérivées des images) et une bonne rapidité.
Le détecteur FAST (Features from Accelerated Segment Test, [RD06]) analyse un cercle
de 16 pixels autour du point candidat. S'il existe sur ce cercle un arc de n pixels plus clairs
ou plus sombres que le pixel central, alors celui-ci est classé comme coin. Les auteurs
proposent une mise en ÷uvre extrêmement eﬃcace s'appuyant sur un test de rejet rapide
ne considérant que 4 pixels lorsque n = 12. Pour d'autres valeurs de n, un classiﬁeur
entraîné sur une série d'images remplace ce test. Bien qu'essentiellement conçu pour être
rapide, les tests montrent que ce détecteur oﬀre une répétabilité supérieure aux détecteurs
SUSAN, Harris et DoG. Cependant, le critère se montre très sensible au bruit.
Notons enﬁn que Trujillo et al. ont également proposé une approche par apprentissage
utilisant la programmation génétique pour faire émerger un opérateur optimal au sens d'un
certain critère (incluant la répétabilité) [TO06].
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Nous avons choisi d'implanter le détecteur de Harris qui est encore à ce jour un des
meilleurs compromis entre rapidité et répétabilité. Son algorithme conduit à des mises en
÷uvre simples, y compris sur GPU, contrairement aux approches reposant sur un classiﬁeur
(FAST) ou nécessitant des algorithmes itératifs (Harris aﬃne). En eﬀet dans ces approches,
le code comporte de nombreux branchements et boucles qui empêchent d'exploiter de
manière optimale l'architecture des GPU.
Les sections suivantes présentent l'algorithme d'extraction de points en détail et discu-
tent de sa mise en ÷uvre sur CPU et sur GPU. Dans le cas du traitement de séquences
vidéos, les images successives sont indépendantes, on peut donc en traiter plusieurs par-
allèlement. Cependant l'algorithme lui-même se décompose en plusieurs sous-tâches dont
certaines ont pour entrée un même tampon intermédiaire, ce qui permet de les exécuter
indépendamment.
7.2.1 Détails de l'algorithme
Nous travaillons sur des images en niveaux de gris. Une étape préalable convertit l'image
couleur vers un espace d'intensité lumineuse.
Comme nous l'avons vu plus haut, la détection des points d'intérêt s'appuie sur l'analyse
de la matrice d'auto-covariance. Nous utilisons la formulation généralisée de [MS02] :
M = µ(x, σI , σD) = g(σI) ∗
[
I2x(x, σD) IxIy(x, σD)
IxIy(x, σD) I
2
y (x, σD)
]
.
Les valeurs des dérivées de l'image I sont lissées par convolution avec un ﬁltre gaussien
de variance σD (échelle de dérivation). En pratique, on exploite la commutativité des
opérateurs de dérivation et de convolution, pour écrire :
Ix(x, σD) = g(x, σ) ∗ ∂I
∂x
(x)
=
∂g
∂x
(x, σ) ∗ I(x)
=
not.
gx(x, σ) ∗ I(x).
Ainsi la dérivation se réduit à une unique opération de convolution avec le ﬁltre gx(x, σ)
(dont les valeurs sont pré-calculées).
Les coeﬃcients de M sont ensuite obtenus à partir des coeﬃcients de corrélation par
lissage avec un ﬁltre gaussien de variance σI (échelle d'intégration). Il s'agit également
d'une opération de convolution.
Les points d'intérêt sont ceux en lesquels la variation du signal image est forte dans
deux directions orthogonales, ce qui est caractérisé par deux valeurs propres grandes pour
M . Au lieu de calculer explicitement les valeurs propres de M , nous utilisons le critère
proposé par Harris et al. [HS88] :
S(x) = det(M)− α trace(M)2, ou` α = 0.06. (7.1)
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Les points d'intérêt sont ceux pour lequel S(x) est grand. La carte de saillance S ainsi
obtenue est ensuite ﬁltrée pour éliminer les points qui ne sont pas des maxima locaux sur
un voisinage 3×3.
Enﬁn on génère la liste des points d'intérêt soit par seuillage de S avec un seuil , soit
en ne retenant que les k plus grandes valeurs. Dans le premier cas, on ne contrôle pas le
nombre de points obtenus, dans l'autre on assure qu'un nombre constant de points sont
extraits de l'image. L'avantage de cette dernière méthode est qu'elle ne nécessite pas de
déterminer le seuil , qui dépend de l'image considérée.
La ﬁgure 7.1 résume les diﬀérentes étapes du traitement.
7.2.2 Mise en oeuvre sur le CPU
Nous avons d'abord implanté de manière classique l'algorithme décrit précédemment à
des ﬁns de référence. Les processeurs utilisés sont un Pentium4 cadencé à 2.6GHz et un
Core2 Duo à 2.4GHz. Ce dernier possède 2 coeurs d'exécution.
L'image initiale est constituée d'un tableau d'octets codant le niveau de gris du pixel.
Pour les opérations de convolutions (dérivation et lissage), on exploite la séparabilité des
ﬁltres gaussiens. La taille des supports est de 5×5 dans les deux cas. Nous utilisons des
ﬂottants simple précision pour tous les tampons d'images intermédiaires3. Les temps rap-
portés ne concernent que le calcul de la carte C (en particulier ils excluent la construction
de la liste de points).
Pour comprendre les gains que peuvent apporter les architectures multi-c÷urs, nous
proposons une analyse très simple du parallélisme de l'algorithme.
La ﬁgure 7.2 montre une représentation chronologique des étapes de l'algorithme, où
les relations de causalité entre les diﬀérentes étapes de la ﬁgure 7.1 sont signalées par des
traits épais gris. L'algorithme est ainsi compartimenté en traitements similaires :
1. Calcul des dérivées de l'image (convolution avec les ﬁltres gx et gy). Chaque convo-
lution nécessite un temps T0.
2. Calcul des carrés des dérivées. Il s'agit de trois multiplications termes à termes d'im-
ages. Chaque produit nécessite un temps T1.
3. Lissage des termes précédents. Il s'agit d'une convolution avec le ﬁltre g, qui nécessite
un temps T2.
4. Calcul de la carte S, c'est-à-dire évaluation du critère de Harris (équation 7.1) et
ﬁltrage des non-maxima. Cette étape prend un temps T3.
On fait les hypothèses réalistes suivantes : T1 < T0 , T1 < T2 et T3 < T0.
Dans le cas d'un traitement séquentiel des opérations par une seule unité d'exécution, le
temps total pour traiter une image est Tref = 2T0 +3T1 +3T2 +T3. Lorsque plusieurs unités
3Il est possible en mettant les ﬁltres à l'échelle de réaliser tous les calculs en nombre entiers. Nous
avons expérimenté une telle solution, mais elle ne conduit pas à des gains signiﬁcatifs sur les plateformes
utilisées. Par ailleurs, travailler avec les nombres entiers introduits les problèmes classiques d'aliasage et
de pertes de précision.
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Fig. 7.1  Schéma de principe des traitements successifs pour l'extraction de points d'in-
térêt.
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Fig. 7.2  Représentation temporelle des tâches de la ﬁgure 7.1. Les traits gris épais
correspondent aux relations de causalité entre tâches.
d'exécution sont disponibles, les traitements au sein d'un même compartiment peuvent être
réalisés en parallèle. La ﬁgure 7.3 détaille le cas de deux processeurs. La deuxième unité
d'exécution permet de masquer totalement une des convolutions de la première étape.
L'ordonnancement des étapes suivantes est plus délicat et on abouti à un temps total de
traitement de T0 + T1 + 2T2 + T3, avec un reliquat de temps équivalent à T2 + T3 − T1.
Comme signalé en pointillé sur la ﬁgure, ce reliquat peut servir à masquer une partie du
calcul d'une convolution de l 'étape 1 pour l'image suivante. Avec deux unités de calculs le
temps moyen optimal (en régime permanent) vaut 1
2
Tref = T0 +
3
2
T1 +
3
2
T2 +
1
2
T3. Pour
l'atteindre, il faut prendre en comptes les contraintes de causalité, aﬁn d'éviter la famine
de l'un des processeurs. Ainsi, on donnera toujours la priorité aux calculs des dérivées Ix
et Iy sur d'autres tâches pouvant être eﬀectuées. En eﬀet le calcul du produit IxIy dépend
de ces deux résultats. De même le calcul de I2x, I
2
y et IxIy doit être privilégié par rapport
aux calcul des moyennes pondérées.
La ﬁgure 7.4 présente une analyse similaire avec trois CPU. On a également un reliquat,
de longueur T3 pour deux unités de calculs qui peuvent être utilisées pour démarrer les
calculs indépendants Ix et Iy pour l'image suivante. On masque ainsi le temps T3 pour
obtenir, sans contrainte particulière d'ordonnancement, un temps total équivalent à T1 +
T2 + T0. Le temps optimal vaut ici 13Tref =
2
3
T0 + T1 + T2 +
1
3
T3, et il diﬃcile d'établir les
règles d'ordonnancement permettant d'atteindre ce temps d'exécution.
Cette analyse montre qu'il est possible de proﬁter du parallélisme intrinsèque de l'algo-
rithme d'extraction de points d'intérêt. Une mise en ÷uvre simple consiste à utiliser une
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ﬁle d'attente par compartiment et un ensemble de threads. Un thread exécute la boucle
consistant à sélectionner un traitement dans l'une des ﬁles, en appliquant les règles de
priorité, à dépiler la donnée correspondante, à la traiter et à placer le résultat dans la ﬁle
du traitement suivant. L'objectif est d'éviter que toutes les ﬁles soient vides pendant une
période donnée, car alors un thread est en attente.
Il faut enﬁn noter qu'en pratique, d'autres aspects sont à prendre en compte, comme
la cohérence des caches de données, les latences d'entrées/sorties (acquisition depuis une
caméra, communication avec le système d'aﬃchage) et le sur-coût induit par l'ordonnance-
ment des tâches sur les CPU par le système.
Fig. 7.3  Parallélisation des traitements avec 2 unités d'exécution. Les traits gris épais
correspondent aux instants de début au plus tôt d'une tâche donnée, contraints par les
relations de causalité.
7.2.3 Mesure des performances
Pour évaluer les gains possibles en utilisant plusieurs threads, nous avons implanté un
mécanisme plus simple consistant à assigner à chaque thread une image de la séquence,
prise en séquence dans une ﬁle d'entrée. Notons qu'il est nécessaire, pour les traitements
suivant l'extraction, de mettre en place un système de ré-ordonnancement, par exemple en
utilisant une ﬁle de sortie maintenue en permanence classée par numéro d'ordre des images.
Cette approche est plus simple à mettre en oeuvre et se met a priori bien à l'échelle lorsque
le nombre d'unités de calcul augmente (il suﬃt d'augmenter le nombre de threads).
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Fig. 7.4  Parallélisation des traitements avec 3 unités d'exécution.
Les séquences de test
Pour comparer les performances des diﬀérentes mises en ÷uvre, nous utilisons tout au
long de ce chapitre trois séquences vidéos de taille diﬀérentes, illustrées sur la ﬁgure 7.5.
La première a une résolution de type visio-conférence (320×240), la seconde est de qualité
similaire au DVD (640×480) et la dernière est une séquence haute déﬁnition (1280×720).
Les trois séquences comportent chacune 500 images. Nous avons mesuré le temps néces-
saire à l'extraction des points d'intérêt sur la totalité de la séquence et nous déduisons le
temps moyen par image. Les séquences sont lues depuis le disque dur et se présentent sous
la forme de ﬁchiers image non compressés.
Gains apportés par la version multi-threads
Le graphe de la ﬁgure 7.6 montre les temps de calcul sur nos deux machines de test
des versions mono et multi threads de l'algorithme d'extraction des points d'intérêt. La
version multi-threads utilise 2 threads : en eﬀet, sur les deux machines, nous avons constaté
qu'utiliser 3 threads n'apportait aucun gain de performances et qu'à partir de 4 threads,
les performances se dégradent, à cause du surcoût système lié à la gestion des threads.
On constate que même sur le Pentium 4 qui ne possède qu'une unité de calcul, l'u-
tilisation de plusieurs threads apporte des gains notables, (jusqu'à 1, 34 fois plus rapide),
ceci étant vraisemblablement dû au masquage des temps d'accès mémoire. Sur le Core 2
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Fig. 7.5  Les trois séquences de tests utilisées.
7.2. EXTRACTION DE POINTS D'INTÉRÊT 121
qui possède deux unités d'exécutions, les gains sont sans surprise encore supérieurs (en
moyenne 1, 8 fois plus rapide).
Fig. 7.6  Performances des versions mono et multi threads de l'algorithme d'extraction
des points d'intérêt. La machine équipée d'un processeur Pentium 4 à 2.6Ghz est notée P4,
celle équipée d'un processeur Core 2 Duo à 2.6Ghz est notée C2.
7.2.4 Implantation sur GPU
La mise en ÷uvre sur GPU de l'algorithme présenté en section 7.2.1 repose sur un
certain nombre de noyaux de calcul que nous détaillons ici. En pratique ceux-ci sont écrits
avec le langage GLSL, et les diﬀérents tampons image intermédiaires sont représentés
par des textures. Notons que du fait de l'architecture particulière des GPU, il n'y a pas de
correspondance un pour un entre les étapes de la ﬁgure 7.1 et ces noyaux. Nous détaillons la
conversion de l'image en niveaux de gris, qui ne fait pas explicitement partie de l'algorithme,
mais qui est aussi eﬀectuée par le GPU et nous permet d'introduire le format de texture
compact utilisé dans la suite.
Conversion d'une image en couleurs (espace RVB) vers une image en niveaux
de gris La luminance L d'un pixel est calculé par la combinaison linéaire L = 0.2125R+
0.7154V + 0.0721B qui correspond à un produit scalaire. La texture en sortie est une
texture RVBA dans laquelle chaque pixel stocke 4 valeurs de luminance. La texture des
niveaux de gris est donc quatre fois moins large que l'image d'origine, comme illustrée sur
la ﬁgure 7.7.
Calcul des dérivées de l'image Il s'agit de réaliser 2 convolutions par les ﬁltres dérivés
gx(·, σD) et gy(·, σD). Ces ﬁltres sont séparables, une convolution est donc réalisée en deux
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Fig. 7.7  Conversion d'une image en couleurs (espace RVB) vers une image en niveaux
de gris
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passes avec des noyaux linéaires Nx et Ny, tronqués au delà de leur dernière valeur signi-
ﬁcative :
En x : I ′(x, y) =
∑
i∈[[−k;k]]
Ientre´e(x+ i, y)Nx(k + i)
En y : Isortie(x, y) =
∑
i∈[[−k;k]]
I ′(x, y + i)Ny(k + i)
La passe en x exploite le format compact de l'image de luminance. Par exemple pour
σD = 0.7, gx est tronqué à un support de taille 5, ce qui permet de calculer quatre pixels
avec seulement 3 accès à la texture source, 4×3 produits scalaires et 1 somme vectorielle.
La ﬁgure 7.8 résume ce schéma.
Fig. 7.8  Convolution rapide avec un noyau linéaire horizontal de taille 5.
La passe en y eﬀectue 2k+ 1 accès à la texture source autour du pixel destination. Les
traitements vectoriels du GPU et l'organisation compacte de la texture source, permettent
de calculer 4 pixels en parallèle, comme illustré sur la ﬁgure 7.9.
Calcul des éléments de la matrice d'auto-corrélation Ce calcul comporte deux
étapes :
1. Calcul des produits. Le shader correspondant à cette passe utilise en entrée les deux
textures contenant les dérivées Ix et Iy de l'image en niveau de gris et calcule en
sortie les produits pixels à pixels I2x, I
2
y et IxIy, chacun étant dirigé vers une texture
diﬀérente. Ici encore la nature compacte des textures permet de calculer 4 pixels en
une opération.
2. Lissage. Les 3 textures précédemment calculées sont lissées par le ﬁltre g(·, σI), en
exploitant les mêmes optimisations que celles présentées plus haut pour le calcul des
images dérivées.
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Fig. 7.9  Convolution rapide avec un noyau linéaire vertical de taille 5.
Calcul de la carte de saillance Le critère de Harris est calculé selon la formule 7.1. Au
total 4 multiplications et 3 additions sont nécessaires pour calculer 4 valeurs du critère (4
pixels consécutifs verticalement). On applique enﬁn une passe de suppression des points qui
ne sont pas des maxima locaux, aﬁn d'éviter les amas de points lors de l'extraction. Nous
prenons comme voisinage local les 8 pixels autour du point courant, cette passe nécessite
donc au total 9 accès à la texture en entrée.
Extraction des points Cette étape est eﬀectuée sur le CPU. Les deux stratégies présen-
tées en section 7.2.1 sont possibles, c'est-à-dire soit un seuillage soit un tri partiel de la
carte de saillance. Récemment, Ziegler et al. ont proposé un algorithme de génération de
liste de points sur le GPU [ZTTS06] et Wu a adapté son algorithme GPUSIFT [SFPG06]
pour utiliser cet algorithme [Wu06]. L'avantage principal de cette approche est de réduire
la taille des données à télécharger depuis la carte graphique, puisque la liste des points est
beaucoup plus légère que la carte de saillance.
7.2.5 Résultats
Dans cette section nous présentons les temps de calculs mesurés sur trois cartes graphiques
équipées de processeurs diﬀérents (du plus ancien au plus récent, et du moins puissant au
plus puissant) : un NV40 sur bus AGP , un G71 et un G80 sur bus PCI-X. La ﬁgure 7.10
montre que les gains sont très signiﬁcatifs grâce aux dernières générations de processeurs
graphiques par rapport à la génération actuelle de processeurs généralistes. Les temps sur
le G80 correspondent à des cadences d'image de respectivement 53, 173 et 674 images par
seconde.
Le graphique de la ﬁgure 7.11 détaille le temps passé à télécharger la carte de saillance
calculé sur le GPU vers le CPU, mesuré sur le G80. On constate que cette opération peut
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Fig. 7.10  Temps de calcul de la carte de saillance sur les diﬀérents GPU, comparés à la
valeur de référence sur CPU.
consommer une partie non négligeable du temps total, notamment lorsque la taille des
images devient importante : pour la séquence Elephant Dream le temps de télécharge-
ment représente 42% du temps de calcul total. Ceci montre tout l'intérêt de la technique
de génération des points sur le GPU évoquée plus haut. En eﬀet cette liste est de taille
beaucoup plus petite que la carte de saillance, le temps de transfert gagné compense alors
le coût supplémentaire lié à la création de la liste (par ailleurs déchargée du CPU).
Fig. 7.11  Détail de la part du temps de téléchargement dans le calcul total de la carte
de saillance (exécution sur le G80).
On peut limiter l'impact de ce temps de téléchargement grâce à l'utilisation d'un mé-
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canisme de transfert asynchrone, c'est-à-dire n'impliquant pas le CPU4. Dans ce mécanisme
appelé DMA (Direct Memory Access), un contrôleur externe (ici la carte graphique) prend
en charge l'écriture des données en mémoire centrale.
La ﬁgure 7.12 illustre la mise en ÷uvre de ce principe, qui repose sur la décomposition
du transfert en deux commandes : l'une, non-bloquante, qui initie le téléchargement (direc-
tive OpenGL glReadPixels(), l'autre, bloquante, qui synchronise le tampon en mémoire
centrale avec sa version en mémoire de la carte graphique, autrement dit qui attend que le
transfert soit terminé (directive OpenGL glMapBuffer()). Entre ces deux instructions, le
CPU est libéré pour d'autres tâches ; on masque ainsi le temps de téléchargement par du
calcul. Un inconvénient de cette synchronisation explicite est la diﬃculté de déterminer le
nombre de tâches à placer entre ces deux appels. Les applications multi-threads oﬀre une
solution naturelle, puisqu'alors l'appel bloquant glMapBuffer() passe le thread appelant
en arrière plan et un autre thread acquiert les ressources du CPU.
Un mécanisme similaire est théoriquement possible pour le chargement des textures
vers le GPU. Cependant, dans notre cas une conversion de données est nécessaire (RVG
vers RVBA) et cette conversion est nécessairement faite par le CPU.
Bilan Au vu des résultats présentés ci-dessus, on constate que le détecteur de Harris est
extrêmement rapide sur le GPU. Même pour des séquences haute déﬁnition, le coût de
calcul représente moins de 50% du temps disponible par image (sur une base de 25 images
par seconde). Nous avons donc retenu cette mise en ÷uvre pour notre algorithme de suivi,
ce qui permet par ailleurs de décharger le CPU pour les calculs nécessaires à l'estimation
de la pose de l'objet.
7.3 Appariement des points extraits dans deux images
L'algorithme de suivi présenté au chapitre 5 utilise abondamment l'estimation des dé-
placements inter-images : dans sa phase itérative, les déplacements mesurés sont com-
parés aux déplacements théoriques interpolés grâce au modèle de l'objet ; dans sa phase
utilisant une image clé, les déplacements fournissent les correspondances 2d-3d permet-
tant l'estimation de la pose de l'objet. Ces mesures sont obtenues en recherchant les points
homologues entre deux images successives ou entre une image et une image clé.
Le principe général pour établir des appariements est de déﬁnir un descripteur local du
signal image dans une petite région autour d'un point. Un critère de similarité C permet
ensuite de mesurer la ressemblance de deux points donnés. Les points homologues corre-
spondent idéalement aux images d'un même point 3d de l'objet observé. La transformation
géométrique subit par la scène entre les deux vues induit une déformation locale des voisi-
nages des points. Un bon descripteur doit par conséquent être le plus stable possible vis à
vis de ces déformations, autrement dit il doit fournir une réponse similaire pour les deux
4Pour cela il faut que le format des données (type et organisation) sur le CPU et sur le GPU soit le
même, pour que le CPU n'ait pas a eﬀectuer de conversion.
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Fig. 7.12  Transferts mémoire entre le CPU et le GPU. Lorsque le mode DMA est sup-
porté, les transferts n'impliquent pas le CPU qui peut réaliser d'autres tâches.
128 CHAPITRE 7. EXTRACTION ET APPARIEMENT DE POINTS D'INTÉRÊT
points images. Il est également souhaitable que la réponse soit la plus indépendante pos-
sible des variations d'illumination, ce qu'on obtient généralement en normalisant le signal
image autour des points considérés.
Pour un point 3d situé sur une surface localement plane et vue par une caméra or-
thographique, la déformation géométrique locale dans l'image (entre les voisinages de 2
points images) est une transformation aﬃne [HZ03, chapitre 13]. Cette situation idéale
est une bonne approximation pour de nombreux cas réels, ce qui motive la recherche de
descripteurs invariants à ce type de déformations. Dans l'article déjà cité [MS01], Miko-
lajczyk et Schmid utilisent les dérivées jusqu'à l'ordre 4 du signal image, calculées avec
un ﬁltre gaussien adaptés à l'échelle estimée du point d'intérêt. L'invariance à la rotation
est obtenue en pivotant le repère local aﬁn de l'aligner avec la direction du gradient.
L'invariance aux transformations aﬃnes est obtenue en divisant les valeurs des dérivées
par celle de la dérivée première. Chaque point est ainsi décrit par un vecteur de dimension
12 et une distance de Mahalanobis est utilisée pour les comparer.
Pour la méthode SIFT, Lowe [Low04] propose de découper une petite fenêtre autour
du point en sous-blocs. Les histogrammes des directions du gradient de l'image calculés
sur chacun de ces blocs sont utilisés pour déﬁnir le descripteur.
Citons enﬁn l'approche par apprentissage proposée par Lepetit [LLF05], qui considère la
recherche des points homologues comme un problème de classiﬁcation. Une classe, associée
à un point d'intérêt particulier, correspond aux vues possibles de petites fenêtres autour
d'un point. La phase d'apprentissage collecte un grand nombre de ces vues en générant,
à partir d'une ou plusieurs images réelles d'un objet, un ensemble d'images synthétiques
(créées à l'aide d'un modèle texturé lorsque celui-ci est disponible ou en déformant de
manière aﬃne les fenêtres autour des points). Le nombre de paramètres décrivant chaque
classe est ensuite réduit par une Analyse en Composantes Principales de l'ensemble des
fenêtres de chaque classe. Pour trouver l'homologue d'un point donné dans une nouvelle
vue de l'objet, un classiﬁeur eﬀectue une recherche du plus proche voisin dans l'ensemble
des classes. La mise en ÷uvre proposée par les auteurs est suﬃsamment rapide pour être
utilisée par exemple comme procédure de récupération dans les cas de divergence d'un
algorithme de suivi.
Si l'invariance aux transformations aﬃnes, éventuellement de grande amplitude, est
particulièrement intéressante pour les applications telles que la détection d'objets ou la
modélisation 3d à partir d'images, leur intérêt est moins évident dans le cas du suivi
itératif, où les images successives ne présente que de petites déformations. Par ailleurs
aucune des méthodes présentées plus haut n'est encore suﬃsamment rapide pour le suivi
temps réel. Nous avons donc choisi d'utiliser une approche plus simple, utilisant une mesure
de corrélation des voisinages des points. La section suivante en détaille le principe.
7.3.1 Principe
Nous appelons image gauche (Ig) et image droite (Id) les deux images en niveaux de gris
dans lesquelles nous recherchons des points homologues. Un ensemble de points d'intérêt
est extrait de chaque image avec le détecteur présenté en section 7.2.
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Une mesure de similarité possible est la somme des diﬀérences au carré (SDC) des pixels
d'une fenêtre carrée de largeur w = 2m+ 1. Soit f id ∈ Rn2 le vecteur contenant les valeurs
de niveaux de gris de l'image Id dans la fenêtre autour d'un point pi. On déﬁnit de même
f jg autour du point pj dans Ig. Le critère SDC s'écrit alors :
CSDC(pi,pj) = f
i
d − f jg>f id − f jg
Ou, de manière détaillée :
CSDC(pi,pj) =
∑
(k,l)∈[[−m,m]]2
(Id(pi + (k, l)
>)− Ig(pj + (k, l)>))2
Cette mesure est très eﬃcace mais elle est sensible aux changements d'intensité (biais
ou gain). Une autre mesure, appelée corrélation croisée centrée et normalisée (CCCN) pallie
à ces défauts, en opérant un centrage et une normalisation locale du signal image contenu
dans f jg et f
i
d. Le critère CCCN s'écrit :
CCCCN(pi,pj) =
(f id − f id)>(f jg − f jg )
‖f id − f id‖‖f jg − f jg‖
Ou encore :
CCCCN(pi,pj) =
∑
(k,l)∈[[−m,m]]2
(Id(pi + (k, l)
>)− Id)(Ig(pj + (k, l)>)− Ig)
m4 σ2d σ
2
g
où Ig et σ2g (resp. Id et σ
2
d) sont la moyenne et l'écart-type des niveaux de gris de la
fenêtre gauche (resp. droite).
Le critère CCCN a des valeurs entre 0 et 1. Un point est d'autant plus similaire à un
autre que le critère SDC est petit ou que le critère CCCN est grand.
Pour chaque point d'intérêt de l'image gauche, on recherche l'homologue parmi tous les
points de l'image droite. Si le score de similarité du meilleur point est supérieur à un seuil,
alors les deux points sont considérés comme homologues.
Nous utilisons deux améliorations classiques de ce schéma :
1. en faisant l'hypothèse que le mouvement entre les images est petit, on peut limiter
l'ensemble des candidats testés à une zone de recherche, par exemple à ceux contenus
dans un disque autour du point à apparier. On réduit ainsi considérablement le
nombre d'évaluations du critère de similarité ;
2. on peut également inverser le rôle des images gauche et droite, répéter la procédure
de recherche des points homologues et ne conserver que les appariements cohérents,
c'est-à-dire ceux pour lequel l'homologue d'un point p a pour homologue p lui-même.
Cette étape est appelée validation croisée.
Ces deux améliorations permettent de réduire le nombre d'appariements erronés, notam-
ment ceux dû à la présence de motifs similaires dans l'image. Il faut cependant noter
que limiter la zone de recherche signiﬁe également renoncer à détecter des déplacements
d'amplitude supérieure au rayon de cette zone. Nous verrons que sur le GPU (voir section
suivante) cette restriction n'est pas nécessaire pour améliorer les performances.
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7.3.2 Implantation sur le GPU
Pour présenter les adaptations de l'algorithme d'appariement nécessaires à sa mise en
÷uvre sur le GPU, nous distinguons deux grandes étapes : la première, illustrée par la
ﬁgure 7.13 consiste à charger les points d'intérêt obtenus en section 7.2.4. La deuxième
étape consiste à calculer une carte de similarité, à partir de laquelle les appariements de
l'image gauche vers l'image droite (et inversement) sont obtenus. Cette étape, illustrée en
ﬁgure 7.15, est terminée par la procédure de validation croisée.
Chargement des points d'intérêt
Fig. 7.13  Transferts des points d'intérêt vers le GPU : construction d'une texture des
voisinages "aplatis" en ligne (1) et calculs des moments d'ordre 1 et 2 (2).
Dans une approche que nous appelons naïve, seul le tableau contenant les points
d'intérêt et les moments d'ordre 1 et 2 (moyenne et écart-type) des voisinages est calculé,
sous la forme d'une texture ligne (indiquée par (2) sur la ﬁgure 7.13). Ceci n'est nécessaire
que dans le cas où le critère de similarité est CCCN.
Dans une approche optimisée, une texture intermédiaire, que nous appelons texture
des voisinages aplatis (indiquée par (1) sur la ﬁgure 7.13) est également générée. Cette
texture est construite à partir de l'image en niveaux de gris et d'une texture contenant
les positions des points d'intérêt. Autour de chaque point, une fenêtre de taille w2 est
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réorganisée en une ligne de w2 pixels5.
L'étape de calcul des critères de similarité (voir plus loin) n'est formellement pas dépen-
dante de l'organisation des fenêtres de voisinages, seule l'accès doit est adapté. Nous avons
comparé la procédure d'appariement dans sa version naïve, où les valeurs des voisinages
sont lues directement dans l'image en niveau de gris et la version optimisée où ces valeurs
sont lues en ligne dans la texture des voisinages aplatis. Les performances de chacune sont
reportées sur la ﬁgure 7.14. Comme le montre le graphique les gains apportés par la version
optimisée par rapport à la version naïve vont de 50 à 70 %.
Fig. 7.14  Comparaison des performances des approches naïve (N) et optimisée (O) de
l'algorithme de mise en correspondance de 500 points d'intérêt.
Nous pensons que les mauvaises performances de la version naïve sont liées à un schéma
d'accès à la mémoire sous-optimal, puisque les voisinages sont éparpillés dans les images.
Au contraire, utiliser une représentation compacte des voisinages permet des accès plus
locaux et donc mieux adaptés aux optimisations de l'architecture des GPU.
Calcul de la carte de similarité et validation croisée
La deuxième étape évalue, à partir des textures calculées précédemment pour deux
images gauche et droite, une carte de similarité encodant la similarité entre chaque paire
de points d'intérêt (voi la ﬁgure 7.15). Les optimums sur chaque ligne et chaque colonne
permettent d'obtenir les points homologues.
Un premier noyau de calcul évalue le critère de similarité pour tous les couples de points.
Contrairement à la version CPU, nos tests ont montré que le temps de calculs ne dépend
5En pratique la texture obtenue a une forme compacte telle que celle de l'image en niveaux de gris
construite en section 7.2.4. Sa largeur est donc un multiple de 4. Par ailleurs w est impair : w = 2p + 1,
donc w2 = 4k+1 = 4(k+1)− 3 ; les 3 pixels inutilisés sont représentés par la bordure noire à droite dans
la ﬁgure 7.13.
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Fig. 7.15  Calcul de la carte de similarité (1), calcul des meilleurs appariements de l'im-
age précédente (resp. suivante) vers l'image précédente (resp .suivante) (2a) (resp. 2b),
validation croisée (3).
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pas du rayon de la zone de recherche. Par conséquent nous supprimons complètement
cette étape pour éviter un branchement conditionnel sans intérêt. La texture de la carte
de corrélation est compacte : chaque pixel stocke quatre évaluations du critère. Ainsi le
traitement du fragment de coordonnées de textures (i, j) évalue les critères de corrélations
C(pi,p4j), C(pi,p4j+1), C(pi,p4j+2) et C(pi,p4j+3).
Une fois la carte de similarité calculée, il faut déterminer les homologues et faire la
validation croisée. Calculer le meilleur candidat dans l'image gauche d'un point pi de
l'image droite correspond à calculer l'optimum du critère le long de la ligne numéro i de
la carte de similarité. De même, calculer le meilleur candidat d'un point pj de l'image
droite correspond à calculer l'optimum du critère le long de la colonne numéro j. Ces
opérations, notées (2a) et (2b) sur la ﬁgure 7.15) mettent en oeuvre une opération classique
en programmation GPGPU, appelée réduction et illustrée en détail sur la ﬁgure 7.16 pour le
cas de la réduction verticale. Une opération de réduction est une opération pour laquelle la
taille du tampon de sortie est successivement réduite d'un facteur ﬁxe par rapport à celle du
tampon d'entrée. Elle permet d'implanter des boucles de grandes tailles eﬃcacement. Un
exemple classique est la création des diﬀérentes échelles de textures utilisant la technique
de mipmapping. Le noyau de calcul d'une telle opération rassemble plusieurs valeurs en
entrée pour produire une valeur en sortie. On répète l'opération en échangeant les tampons
d'entrée et de sortie et en réduisant d'un facteur la taille de la zone écrite, jusqu'à obtenir
un tampon de sortie de taille 1 pixel dans une ou dans toutes ses dimensions.
La texture de la carte de similarité est réduite verticalement par quatre à chaque étape,
jusqu'à n'obtenir qu'une seule colonne de 4 valeurs de similarité (une par composante
RVBA). La plus grande valeur (ou la plus petite selon le critère) des quatre valeurs sur
la ligne i correspond au meilleur candidat pour le point pi6. Dans le cas ou le critère est
CCCN, l'optimum correspond au maximum du critère, on réalise ainsi le calcul suivant
pour chaque ligne :
C?CCCN(pi) = max
j=1, ..., nt−1
CCCCN(pi,pj)
L'opération (2b) est similaire, il s'agit d'une réduction horizontale permettant de cal-
culer, pour chaque colonne j :
C?CCCN(pj) = max
i=1, ..., nt
CCCCN(pi,pj)
Plus que la valeur du critère de similarité du meilleur correspondant, c'est son indice
dans la liste des points qui est nécessaire. Parmi les solutions possibles, on pourrait déﬁnir
un autre arrangement des composantes des pixels de la carte de similarité (par exemple in-
tercaler valeur du critère et indice dans un fragment RVBA selon le schéma (C1, i1, C2, i2))
ou encore utiliser un second tampon de sortie. Ces solutions ont comme inconvénient de
nécessiter plus de place mémoire et d'interdire l'utilisation directe de l'instruction max et
min des GPU. En particulier elles nécessitent de coûteux branchements conditionnels. Nous
6Pour des raisons pratiques, le calcul de l'optimum des 4 composantes est incorporé dans l'étape de
validation croisée.
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Fig. 7.16  Réduction verticale de la carte de similarité pour obtenir le critère maximum
par ligne (cas du critère CCCN).
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proposons donc d'encoder l'indice dans la valeur du critère aﬁn de le transporter naturelle-
ment tout au long des calculs, sans rien modiﬁer à ce qui a été présenté précédemment.
Pour permettre l'utilisation de l'instruction max, l'indice est encodé dans la partie après la
virgule du nombre ﬂottant représentant le critère. Pour encoder un indice couvrant l'in-
tervalle [0, 2k], il faut k bits. Les nombres réels sur les GPU actuels sont codés selon le
standard IEEE574, c'est-à-dire utilisent 23 bits pour la mantisse, 8 bits pour l'exposant et
1 bit pour le signe. Comme le codage doit conserver l'ordonnancement, nous ne pouvons
pas utiliser le bit de signe. Par ailleurs pour garder un encodage peu coûteux à calculer,
nous n'utilisons pas l'exposant (le nombre ainsi codé est donc à virgule ﬁxe). Nous avons
donc au total 23 bits à notre disposition dont 23− k sont disponibles pour le codage de la
valeur du critère de similarité. Ainsi k déﬁnit le nombre maximum de points appariables.
Voici en pseudo code les opérations d'encodage d'un indice i dans la valeur c du critère
CCCN (pour lequel c ∈ [0, 1]) :
scale_down = 1.0 / pow (2, k);
scale_up = pow (2, 23-k);
ci_encode = floor (c * scale_up) + i * scale_down;
Le terme floor (c * scale_up) correspond à la partie avant la virgule du résultat et
le terme i * scale_down correspond à la partie après la virgule.
Le décodage est également très simple :
scale_up = pow (2, 23-k);
i_decode = floor (fract (ci_encode) * scale_up);
c_decode = floor (ci_encode) / scale_up;
Le choix de ne pas utiliser les bits de l'exposant permet d'écrire le codage et le décodage
très simplement avec les opérations natives floor (x) (partie entière de x) et fract (x)
(partie fractionnaire de x), au prix d'une perte de 8 bits de précision. Nous utilisons k = 11,
ce qui permet d'apparier des listes d'au plus 2048 points (ce qui ne pose pas de problème
dans notre contexte). La précision restante de 12 bits pour la valeur du critère lui-même
oﬀre une capacité de séparation suﬃsante en pratique.
Grâce au codage précédent, la dernière étape de validation croisée est très simple : le
noyau de calcul s'applique à la texture ligne (2b)7 et produit en sortie un tampon de même
taille. L'indice i? du meilleur candidat est extrait de la valeur c?j en colonne j. Le fragment
optimal de la ligne i? de la texture (2b) est alors décodé et donne un meilleur candidat
d'indice j?. L'appariement est validé lorsque j? = j (voir la ﬁgure 7.17).
7Ce choix (au dépend du parcours de la texture colonne (2a)) est arbitraire.
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Fig. 7.17  Détails de l'étape de validation croisée.
7.3.3 Résultats
La ﬁgure 7.18 compare les temps de calcul moyens par image des mises en ÷uvre sur
CPU et sur GPU de l'algorithme de mise en correspondance des points. Le nombre de
points est ﬁxé à 900 pour toutes les images, aﬁn d'avoir une complexité pour la recherche
des appariements constante tout au long de la séquence. Le rayon de la zone de recherche
est de 30 pixels pour l'exécution sur le CPU. La mise en ÷uvre sur le GPU présente
la caractéristique intéressante de ne pas dépendre de la taille de la zone de recherche.
Par conséquent nous avons complètement supprimé le test de proximité, ce qui revient à
considérer tous les points comme candidats potentiels. Ceci est un avantage incontestable
lorsque le déplacement inter-image peut être arbitrairement grand. Dans le cas de notre
algorithme de suivi, cela peut arriver en particulier lors de l'appariement avec une image clé.
On peut ainsi fournir une initialisation moins précise et récupérer une pose plus facilement
lorsque le suivi itératif échoue.
Les gains de la mise en ÷uvre sur le GPU par rapport à celle sur CPU sont globalement
moins importants que pour l'algorithme de détection. Le GPU est même moins bon qe
le CPU pour la séquence en haute déﬁnition. Le caractère intrinsèquement itératif de
l'algorithme et les accès mémoires non séquentiels (bien que réduits dans notre version
optimisée) sont à l'origine de ces résultats.
Nous utilisons la mise en ÷uvre sur GPU dans notre algorithme de suivi.
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Fig. 7.18  Performances comparées des mises en ÷uvre CPU et GPU de l'algorithme de
mise en correspondance.
7.4 Bilan et contribution
Ce chapitre avait pour but d'étudier les gains de performances apportés par deux ap-
proches utilisables sur les calculateurs modernes : d'une part l'utilisation parallèle des
multiples unités de calculs des processeurs centraux et d'autre part l'exploitation de l'im-
portante puissante de calculs oﬀerte par les processeurs graphiques.
Nous avons montré que des gains conséquents peuvent être obtenus dans les deux
approches, avec cependant un ordre de grandeur supérieur lorsque le GPU est bien exploité.
La ﬁgure 7.19 présente les temps par image pour les deux algorithmes cumulés (détection et
appariement), dans leur mise en ÷uvre sur CPU et sur GPU. Les lignes rouges symbolisent
le temps disponible par image pour des objectifs de suivi en temps interactif et en temps
réel. La mise en ÷uvre sur GPU permet approximativement de doubler les performances.
Dans le cas de la séquence Léopard et sur CPU, la totalité du temps imparti par image
pour une cadence de 25 images par seconde est consommée par la détection et l'appariement
des points. Sur GPU, seulement 45% du temps est nécessaire.
Il convient pour exploiter la puissance combinée des processeurs centraux et des pro-
cesseurs graphiques de répartir les tâches de sorte que les deux types d'unités travaillent
en parallèle. Ceci complique beaucoup la conception des programmes, et nous pensons que
seule l'arrivée de nouvelles bibliothèques voire de nouveaux paradigmes de programmation
permettra l'exploitation systématique de toute la puissance de calcul disponible sur les
calculateurs actuels et à venir.
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Fig. 7.19  Performances de la procédure globale d'extraction et de mise en correspondance
des points d'intérêt. Les deux lignes rouges indiquent les temps correspondants à l'objectif
de temps interactif et à une cadence de 25 images par seconde.
Chapitre 8
Conclusion
Dans cette thèse, nous avons abordé quelques unes des problématiques de vision par
ordinateur soulevées par les applications de Réalité Augmentée.
Les contributions que nous relevons de nos travaux sont :
 la proposition de deux applications de Réalité Augmentée simples,
 le développement d'un algorithme de suivi visuel 3d à partir d'un modèle à base de
points,
 une mise en ÷uvre temps-réel de cet algorithme exploitant le GPU.
Applications de Réalité Augmentée 2D Les deux applications présentées au chapitre
2 mettent en lumière la diversité des problématiques de Réalité Augmentée. Celle (à laquelle
nous avons contribué) mettant en ÷uvre une technique de suivi de fond dans le cadre
restreint d'une caméra à centre optique ﬁxe propose une solution intéressante à la question
de la création des scènes augmentées, grâce à une représentation uniﬁée du décor de la scène
et des plans de composition. Pour la seconde (que nous avons entièrement développée), nous
nous sommes concentrés sur le recalage de données de natures diﬀérentes (photographies
et relevés à main levée) et sur le mécanisme d'interaction avec l'utilisateur.
Algorithme de suivi 3D utilisant un nuage de points La contribution majeure de
ce travail est le développement d'un algorithme de suivi visuel 3d utilisant comme modèle
de l'objet à suivre un nuage de points. Au chapitre 5 nous avons présenté les diﬃcultés
théoriques liées à l'utilisation d'un tel modèle et nous proposons une solution permettant
un suivi hybride robuste, précis et non aﬀecté par le phénomène de dérive.
Nous nous sommes placés dans le cadre général de l'application des modèles, des méth-
odes et des outils développés par la communauté de l'informatique graphique pour le traite-
ment des nuages de points. Notre contribution à la transposition de ces outils au domaine
de la vision par ordinateur repose sur trois points :
 le calcul de prédicteurs ponctuels de mouvement et la reconstruction dense dans
l'espace image d'un champs de mouvement apparent ;
 une formulation linéaire itérative de la solution du problème d'estimation de la pose
sur la base de ces prédicteurs ;
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 l'utilisation d'un algorithme de rendu texturé d'un modèle par points pour générer
de nouvelles vues à partir d'une image clé.
En introduction, nous avons aﬃrmer que cette thèse défendrait le fait que les mod-
èles utilisés pour le suivi 3d ne requièrent pas nécessairement d'informations topologiques
comme celles apportées par un maillage. Nous pensons avoir apporté, au ﬁl de ce manuscrit,
des arguments théoriques, pratiques et expérimentaux appuyant cette thèse !
Mise en ÷uvre pour le temps réel L'intérêt majeur de nos travaux en suivi visuel 3d
concerne la mise en ÷uvre eﬃcace des algorithmes proposés pour satisfaire la contrainte
du temps réel. Grâce à la mise en ÷uvre sur le GPU, il est possible d'obtenir des infor-
mations sur le mouvement 2d dense, à la résolution des images, en quelques dizaines de
millisecondes.
Publications Les travaux présentés dans ce manuscrit sont l'objet de trois publications
dans des conférences internationales. L'application exploitant le suivi de fond a été présen-
tée à ICPR'04 [DDCM04]. Le dispositif intéractif utilisant un tableau magnétique a fait
l'objet de la publication [DCC07] à EUROMEDIA'07. Enﬁn nos travaux sur le suivi visuel
3d temps réel utilisant les modèles par points ont été publiés en 2006 à VMV'06 [DCM06].
Par ailleurs nos dernières avancées dans ce domaine font l'objet d'une communication pro-
posée à la conférence ECCV'08 et actuellement en cours de revue.
Parallèlement à mes travaux, la vie du laboratoire m'a également conduit à contribuer
aux recherches entreprises par Bertrand Vandeportaele [VDCM06].
Perspectives de nos travaux en suivi visuel 3D
Ayant validé l'utilisation des modèles par points à toutes les étapes d'un algorithme de
suivi visuel, plusieurs perspectives sont envisageables :
Suivi d'objets déformables L'une des diﬃcultés que rencontrent les approches de suivi
d'objets déformables par maillage est la gestion de la topologie et de sa cohérence, no-
tamment lors des auto-occultations. Dans ce contexte les nuages de points peuvent être
bénéﬁques pour la conception d'algorithmes plus simples et plus ﬂexibles.
Par ailleurs nous pensons que la formulation linéaire que nous proposons pour le suivi
rigide peut s'étendre au suivi déformable de manière assez naturelle si les déformations sont
exprimées comme une combinaison linéaire de modes de déformations. En eﬀet, à chaque
mode correspond alors un champ de mouvement 2d expliquant les mesures de déplacements
observées dans les images.
Intégration d'un suivi de contours Pour les objets faiblement texturés, il faut s'ap-
puyer sur les indices visuels oﬀerts par exemple par les contours et la silouhette. Il serait
intéressant d'étudier comment extraire d'un modèle par points une représentation continue
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ou un échantillonnage du contour, par exemple en labélisant les points du nuage formant
un contour selon la vue courante.
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