Neural Network quantization, which aims to reduce bitlengths of the network weights and activations, is one of the key ingredients to reduce the size of neural networks for their deployments to resource-limited devices. However, compressing to low bit-lengths may incur large loss of information and preserving the performance of the full-precision networks under these settings is extremely challenging even with the state-of-the-art quantization approaches. To tackle this problem of low-bit quantization, we propose a novel Semi-Relaxed Quantization (SRQ) that can effectively reduce the quantization error, along with a new regularization technique, DropBits which replaces dropout regularization to randomly drop the bits instead of neurons to minimize information loss while improving generalization on low-bit networks. Moreover, we show the possibility of learning heterogeneous quantization levels, that finds proper bit-lengths for each layer using DropBits. We experimentally validate our method on various benchmark datasets and network architectures, whose results show that our method largely outperforms recent quantization approaches. To the best of our knowledge, we are the first in obtaining competitive performance on 3-bit quantization of ResNet-18 on ImageNet dataset with both weights and activations quantized, across all layers. Last but not the least, we show promising results on heterogeneous quantization, which we believe will open the door to new research directions in neural network quantization.
Introduction
Deep Neural networks have achieved tremendous success in various computer vision applications, including image * Equal Contribution classification, object detection/segmentation, pose estimation, action recognition, and on many other tasks. However, state-of-the-art deep learning architectures, such as ResNet [1] generally require the excessive amount of computations and memory to deploy to resource-limited devices such as mobile phones and embedded systems. Therefore, researchers are exploring various approaches to compress deep neural networks to reduce their memory and computation requirements, by either designing more efficient network architectures (MobileNet [2] , ShuffleNet [3] ), by pruning neurons/filters or sparsifying network weights [4, 5, 6] , or quantizing network weights and activations [7, 8, 9, 10, 11, 12, 13, 14, 15] .
In this paper, we focus on network quantization where the goal is to reduce the bit-width of network while maintaining the competitive performance compared with the fullprecision network. One of the simplest method to achieve this goal is to simply round the full precision weight and activations to the nearest grid points: x = α x α + 1 2 where α controls the grid interval size. However, this naïve approach incurs large information loss and irreversible, in order to achieve comparable performance to the full-precision networks. Therefore, we need sophisticated algorithms to reduce the bit-lengths of the full-precision network without its performance degraded. Recent network quantization methods tackle this problem in different aspects; Variational Network Quantization [12] and Relaxed Quantization [14] enforce the network weights to have high density near the quantization interval, and Quantization Interval Learning (QIL) [15] learns quantization intervals that minimize loss on the quantized networks, and thus are able to maximally preserve the accuracy of the full-precision networks.
However, most quantization methods do not effectively tackle low-bit cases. Since for those cases the neural network use very small number of discrete values, an increase in quantization error is inevitable which leads to performance degradation. In order to preserve the performance while exploiting lower bit-width, it is extremely important to reduce the quantization error. One important factor that affects the quantization error is how well the weights and activations are clustered around discrete values, to minimize the loss of information from quantization.
To resolve this issue, we propose Semi-Relaxed Quantization (SRQ) framework that enables efficient gradientbased optimization while exploiting the discrete nature of network quantization problem, that effectively cluster the weights and activations to quantization target values. Moreover, we propose a quantization-specific regularization, referred to as DropBits, which replaces the Dropout regularization and drops the bits rather than neurons/filters for training low bit neural networks under our SRQ framework.
In addition to reducing the quantization error, a main limitation of most existing quantization approaches is that they mostly aim to quantize the deep network with fixed bit-width precision across all weight parameters and activations. However recent studies [16, 17, 18] employ layer-wise different bit-width quantization. With DropBits, we make it possible to learn such heterogeneity, showing the potential to further reduce the bit-widths of relatively less important layers.
We experimentally validate our method on several benchmark datasets with different architectures, on which our method significantly outperforms the baseline network quantization approaches, with minimal accuracy loss over the full-precision network.
In summary, our contribution is as follows:
• We propose a novel quantization method, SemiRelaxed Quantization (SRQ), which enables efficient gradient-based optimization while exploiting the discrete nature of quantization. In parallel with SRQ, we present a quantization-specific regularization, DropBits, which replaces Dropout regularization for training lowbit networks under SRQ framework.
• We perform extensive experimental evaluation of our method on several benchmark datasets, to demonstrate the superiority of our method over existing quantization approaches. For quantization of ResNet-18 on ImageNet dataset, we achieve the state-of-the-art performance at 4-bit, and obtain competitive performance to that of full-precision network at 3-bit for the first time.
• Extending DropBits regularization, we propose a method to learn quantization levels that are possibly heterogeneous across groups of weights and activations (e.g. across layers), with which we achieve promising results.
Method
In this section, we provide our quantization method that improves upon a recently proposed differentiable quantization framework [14] and propose a simple yet effective regularization technique for our framework.
Preliminary
First, we briefly review a fully differentiable quantization framework (Relaxed Quantization, RQ), which is recently proposed in [14] . RQ overcomes the discrete nature of the quantization problem with continuous relaxation using probabilistic approaches. Specifically, the authors first consider the following quantization grid for the weights:
where b is the size of bit-width and learnable parameter α > 0 controls a grid interval and each layer has its own parameter α. When quantizing activations, the grid points in (1) begin from zero since the outputs of ReLU activations are always non-negative. Then, the input signal (weights or activations) x is assumed to be perturbed by noise as x = x + , which enables gradient-based optimization for non-differentiable rounding functions. The noise has a distribution p( ) ∼ Logistic(0, σ) so that p( x) is governed by the distribution Logistic(x, σ) where σ represents the standard deviation of logistic distribution. Under this distribution p( x), we can easily compute the probability of x being quantized to each grid point g i in a closed form as:
Note here that the cumulative density function (CDF) of Logistic distribution is simply a sigmoid function. Finally, given categorical probabilities for each grid point, RQ continuously relax this distribution via concrete distribution. The algorithm of RQ is described in the appendix due to the space constraint.
Semi-Relaxed Quantization (SRQ) -Fixing Pitfalls of RQ
Although RQ achieves the state-of-the-art performances on various benchmark datasets for quantizing both weights Figure 2 : The x-axis represents weight value, denotes the original value α/2, and y-axis indicates the probability of being quantized to each grid point by RQ 2-bit. Here, the temperature τ for RQ is set to its default value, 1.0.
and activations of neural networks, the quantization probability modeling of RQ can still cause large quantization loss and hence yield suboptimal performance. Specifically, in the RQ framework, the authors recommend high temperature parameters for the concrete distribution (e.g. τ = 1.0 or 2.0) since having a low temperature prevents the networks from convergence due to high variance of the gradient estimators. However, it turns out that the concrete distributions with such high temperatures are in fact almost the same as a uniform distribution.
As a concrete example, we consider 2-bit quantization with G = α[−2, −1, 0, 1] for a fixed scale parameter α > 0, σ = α/3, and τ = 1.0 as suggested in [14] . Suppose that the original (or before quantizing) weight or activation value is α 2 . Then, the probability of α 2 being quantized to each grid point by RQ is counter-intuitive as shown in Figure 2 (a).
Not only that, sampling from a concrete distribution requires prohibitive computational cost and memory as the bit-width increases. Owing to this fact, [14] proposes a local grid to quantize weights or activations by solely taking into account grid points near the original value, which is unfortunately not the most parsimonious solution.
To bridge these gaps, we propose a variant of RQ, SemiRelaxed Quantization (SRQ), exploiting more discrete nature of quantization probability. Toward this, we revisit the following property of concrete distribution:
Inspired by Proposition 1, we take a limit of the temperature τ to zero in a concrete distribution. As a result, we enforce the variable r has an exactly discrete distribution as
with the bit-width b. Although we make use of an exactly discrete distribution with zero temperature, the variable r is still differentiable with respect to all learnable parameters; therefore, we can optimize each parameter through gradient-based methods using standard backpropagation. Moreover, this enables us to eliminate excessive stochasticity in Gumbel sampling causing inappropriate quantization. The last essential ingredient for Semi-Relaxed Quantization, which is the cost of using zero temperature, is the argmax operator. As the temperature τ approaches zero, sampling a grid point for some input x can be viewed as a realization of a categorical variable, whose categories consist of {g 0 , · · · , g 2 b −1 } with the corresponding probabilities {r 0 , · · · , r 2 b −1 }. In this case, the grid point g k with k = argmax k r k would be the most reasonable speculation. Even if discrete values are sampled, the straight-through (ST) estimator proposed in [7, 20] allows us to use backpropagation for ∂L ∂y via its proxy ∂L ∂r on the loss function L. (2) and (3) summarize our forward and backward pass in SRQ training.
Backward:
Algorithm 1 Semi-Relaxed Quantization (SRQ) + DropBits 1: Input: Training data 2: Initialize: Bit-width b, and network parameters
layer-wise grid interval parameter and standard deviations for
. Initialize layer-wise grid
x ← Each entry of W l or b l 6:
if DropBits then 10:
Sample masks Z from (4) and π = π Z 11: Figure 3 12:
end if 15 : Activation can be quantized in the same way. 
28:
end for 30: end procedure Finally, Algorithm 1 and Figure 1 illustrate the overall procedure of our quantization algorithm. SRQ is fully differentiable but more exploits the discrete feature of quantization distribution, thereby reducing the quantization loss.
DropBits Regularization
In parallel with developing our SRQ framework, we introduce a novel regularization technique specific to quantization task. It is well-known that the noise plays a critical role in training neural networks [21, 22] and [23] also showed that how the noise helps train neural networks in theoretical aspect. For this reason, motivated by a popular regularization technique Dropout [24] , we propose a quantization-specific regularization, called DropBits.
Dropout is a simple but effective regularization for neural networks, but in a low bit-width quantized model, it could make training networks much more challenging or even not converging. Hence, instead of dropping neurons, we more safely drop an arbitrary number of grid points at random every iteration, where in effect the probability of being quantized to removed grid points becomes zero. However, the design policy in which each grid point has its own binary mask makes the number of masks increase exponentially as the bit-width increases. Considering appropriate noise level with a less aggressive design, we consider a sharing mask for grid-point groups: (i) endpoints in the grid share the same binary mask, (ii) the grid points at the same bit level share the same binary mask (as described in Figure 3 ). Now, we introduce how to formulate binary masks. Unlike practical Dropout implementation through dividing activations by 1−p (here, p is a dropout probability), we employ a explicit binary mask Z whose probability Π can be also optimized jointly with model parameters. The Bernoulli random variable being non-differentiable, we relax a binary mask via hard concrete [25] distribution. While the binary concrete distribution [19] has its support (0, 1), the hard concrete distribution stretches it slightly at both ends, thereby concentrating more mass on exact 0 and 1. Explicitly, we describe the construction of a binary mask using hard concrete distribution as
where τ is a temperature parameter for concrete distributions with γ < 0 and ζ > 0 reflecting stretching level. For k = 2 b−1 − 1, 2 b−1 and 2 b−1 + 1, we do not sample from the above procedure but fix Z k = 1 so as to prevent all the binary masks from becoming zero.
With the mask vector generated from the above procedure, the probability quantized to any grid point is re-calculated by multiplying π k 's with their corresponding binary masks (that is, π = Z π) and then normalizing them (to sum to 1). Note that DropBits is only applied in the training phase not to make any burden in inference time. The overall procedure is described in Algorithm 1 assuming the drop mask vector is shared by all weights in a single layer. In Section 5, we empirically show why bit-wise sharing masks is chosen. We therefore consider only bit-wise sharing masks in our main experiments in Section 4.
Last but not least, such a design manner reflecting actual bit-level has an additional advantage in that we can learn proper levels of quantization, which might be heterogeneous across different groups of weights (or activations), via sharing a single mask vector within a group and reducing the probability of having ones at higher bit-levels as we introduce in the next section.
Opening a Door to Learning Bit-width
Towards more resource-efficient quantization, we introduce an additional regularization on DropBits. In DropBits, each probability of binary masks is also learnable; therefore, we can naturally penalize the case where we use higher bitlevels via sparsity encouraging regularizers such as 1 [26] . As [25] proposes a relaxed 0 regularization using the hard concrete binary mask, we adopt this continuous version of 0 as a sparsity inducing regularizer. Constructing binary masks as in (4), the smoothed 0 -norm is defined to be
One caveat here is that we do not have to force the probabilities of low bit-width binary masks to go zero if the higher bit-width is still alive (in this case such high bit-width is still needed for that weight, regardless of values of low bit-width masks). For such a reason, we design a regularization in a very specific way as only encouraging the probability of a binary mask at the current highest bit-width to approach zero. Specifically, we let {Z k } b−1 k=1 as in Figure 3 -(b) for each bitlevel and Π := {Π k } b−1 k=1 be the corresponding probabilities associated with a binary mask vector at each group. Then, the regularization term for reducing the probability of the current highest bit-width can be formalized as
Note here that Π is assigned to each group (e.g. all weights or activations in a single layer or channel for instance). Hence, every weight in a group shares the sparsity pattern (and bit-width as a result), and learned bit-widths across groups are allowed to be heterogeneous. Assuming each layer shares the mask generating probability Π, our final objective function for L-layer deep neural networks
denotes the layer-wise grid interval parameters, standard deviations for Logistic distributions respectively and λ is a regularization parameter. In inference phase, we just drop unnecessary bits based on values of Π.
Related Work
In this work, we aim to obtain extremely low-precision networks with weight and activation quantization, in order to reduce the number of operations as well as memory cost. The previous studies [9, 10, 12, 13] quantize the weights in neural networks via straight-through gradient estimator proposed in [7] . Along with this line of work, [8] binarize the weights to {−1, 1} by employing deterministic or stochastic operation. Another work on binary networks, Binary-WeightNetworks [9] , also binarize the weights by minimizing the distance from weights to scaled binary matrix. In other words, they minimize the W − αB 2 where α ∈ R ++ gives more flexibility and can be computed in a closed form. Enhancing expressiveness of models while keeping low bitwidth precision, [10] ternarize weights with {−1, 0, 1} and update a scaling factor α controlling grid size during training. Also, [12] ternarize weights by introducing a specific multimodal quantizing prior in a variational framework. Another work [13] proposes a discrete version of reparameterization trick [27] for learning discrete-weight networks. Although all the aforementioned works effectively decrease the model size, they are limited in terms of reducing memory cost and execution time because they only quantize network weights. To obtain maximal effect of quantization at run-time, it is necessary to quantize activations as well.
Therefore, recent algorithms concentrate on the quantization of both weights and activations. The main example in this line of work is XNOR-Net [9] which exploits the efficiency of XNOR and bit-counting operations. Also, [15] quantize weights and activations by introducing parametrized learnable quantizers that can be trained jointly with weight parameters. Towards more efficient training, [11] quantize gradients as well as activations to cut down time spent in the backpropagation. On the other hand, these methods do not quantize the first or the last layer, which leaves a room to improve power-efficiency. For ease of deployment in the real world, it is inevitable to quantize weights and activations of all layers. Quantizing both weights and activations at every layer is the most challenging problem. [28] is one example quantizing all layers via extending the same technique in binary-weight network [8] to activations. They propose two binarization schemes: deterministic sign function binarization and stochastic binarization with input-dependent probability. Although stochastic binarization seems advantageous in terms of performance as stochastic rounding [29] , they employ the deterministic binarization due to the hardware issue. In contrast, [14] propose a stochastic approach to allow for gradient-based optimization, but it shows disadvantages as suggested in Section 2.2.
Note that all the aforementioned quantization algorithms concern fixed bit-width precision. As an another line of work, [30] propose a heterogeneous binarization by introducing bit-distribution concept. However, their approach does not show good performance unless the first and last layer full-precision. For a different approach, [18] exploits a differentiable neural architecture search for finding heterogeneous bit-width network showing good performance. While showing competitive results, it also does not quantize the first and last layers, and neural architecture search generally requires prohibitive computational cost. To overcome this limitation, we proposed a simple yet practical algorithm for heterogeneous quantization.
Experiments
Since popular deep learning libraries such as TensorFlow [31] and PyTorch v1.3 [32] already provide their own 8-bit quantization functionality, we focus on extremely low bitbiwidth, i.e. 2 ∼ 4-bit, quantization. In contrast to some recent quantization literature, the weights and activations of all the layers are quantized, including both the first and the last layers. We conduct three sets of experiments. The first shows the effectiveness of our method on relatively small-size network and medium-size network with benchmark dataset. The second evaluates our method on very large-scale dataset with deeper network. The last illustrates the preliminary and promising results for layer-wise heterogeneous quantization.
LeNet-5 on MNIST and VGG-7 on CIFAR-10
For MNIST experiments, we use LeNet-5 with 32C5 -MP2 -64C5 -MP2 -512FC -Softmax architecture. The learning rate is set to 5e-4 regardless of the bit-width and exponentially decayed with decay factor 0.8 for the last 50 epochs. The input is normalized into [−1, 1] range without data augmentation.
According to the convention in quantization communities, we adopt VGG-7 as a medium-size network with 2x(128C3) -MP2 -2x(256C3) -MP2 -2x(512C3) -MP2 -1024FC -Softmax architecture for CIFAR-10 experiments. The initial learning rate is set to 1e-4 irrespective of the bit-width. We reduce the learning rate by 0.1 at 50% of the total epochs and decay exponentially with the decay factor 0.9 during the last 50 epochs. The batch normalization layers are put after every convolutional layer in VGG-7, but not in LeNet-5. Table 1 illustrates our results. For MNIST experiments, our method SRQ + DropBits consistently achieves similar or superior performance compared to RQ as well as the full-precision model. Note that we can achieve the higher performance than RQ 4/4 quantization with only using 3-bit for both weights and activations. This is due to the fact that SRQ + DropBits clusters weights in the second and third layers much more cohesively than RQ as seen in Figure 4 (only the two most prominent layers are shown and the rest are deferred to the appendix). In addition to a tiny neural network, more striking point is that SRQ + DropBits achieves great improvement in performance with a medium-size neural network VGG-7 for any bit-width. Especially, we can obtain the 3-bit quantized network with just a very little performance drop compared to full precision network and the 4-bit quantized model outperforming the full-precision model as seen in Table 1 . Furthermore, SRQ + DropBits with 2-bit quantization significantly outperform RQ baselines about 1.5% in terms of test error. The results on low bit-width quantization corroborates our observations that large temperature in RQ hinders the quantization procedure.
ResNet-18 on ImageNet
In order to verify the effectiveness of our algorithm on large-scale datasets, we use a ResNet-18 model on ImageNet, which is widely used in the existing quantization literature. Similarly to [14] , the weight parameters are initialized with the pre-trained full precision model available from the official PyTorch repository 1 . The model is quantized through the fine-tuning process for 10 epochs, except the biases as suggested in [34] . In Table 2 , our SRQ + DropBits is com-1 https://download.pytorch.org/models/ resnet18-5c106cde.pth pared to the previous works, which quantize weights and activations of all layers, including the first and last layers; therefore, the results of some existing methods such as [15] and [11] are not contained in Table 2 because these methods still utilize much more bits incurred from the full-precision first or last layer. Table 2 demonstrates how much our model outperforms compared to the previous state-of-the-art quantizers. To the best of our knowledge, we first present the 3-bit quantization in the ImageNet classification task with both the weights and activations of all layers quantized. Our SRQ + DropBits 3-bit model achieves the competitive performance with 4-bit RQ baselines. Moreover, the most important thing is that the SRQ + DropBits with 4-bit quantization considerably exceeds 4-bit RQ baselines even with greatly surpassing the results of 5-bit RQ baselines. It can be seen that SRQ + DropBits could obtain promising or higher accuracy using lower bit-width, which is a totally essential point in quantization methods. Last but not least, 4-bit SRQ + DropBits also outperforms GQ-Net, which is a very recent work.
Results on Heterogeneous Quantization
In this experiment, we train and quantize neural networks, jointly reducing seemingly redundant bit-width in layers by applying 0 regularization on the binary masks Z in DropBits regularization. For simplicity, only weights are heterogeneously quantized, and the bit-width for activations is fixed for both training and evaluation. We do not implement heterogeneous quantization on ImageNet dataset because it is too harsh to reduce bit-width for only 10 epochs. The results of SRQ + DropBits are compared with RQ ST since it also employs the argmax operator and the straight-through estimator [7, 20] . Table 3 shows that the results in heterogeneous quantization outperform RQ ST baselines on both MNIST and CIFAR-10, even employing much less bits. In particular, we can decrease no less than 1-bit on average for the MNIST experiment with very slightly accuracy drop compared to SRQ + DropBits. While reducing a small amount of bits in 2-bit on CIFAR-10, it is possible to curtail more than 1-bit on average in 3-bit with acceptable accuracy degeneration in comparison with SRQ + DropBits. Likewise, we could reduce a substantial amount of bits in 4-bit on CIFAR-10.
Ablation Studies
In this section, we empirically figure out which DropBits is preferable to the other as mentioned in 2.3 and demonstrate that SRQ and bit-wise sharing DropBits have its own contribution, none of which are negligible.
To select either bit-wise sharing DropBits or endpointssharing DropBits, we briefly perform experiments based on MNIST and CIFAR-10 datasets. Since it is the same in the 2-bit case whichever DropBits to employ, it is sufficient to examine 3-bit and 4-bit cases. Comparing the sixth column with the seventh column in Table 4 , it can be easily identified that bit-wise sharing DropBits is comparable or superior to endpoints-sharing DropBits, which leads us to exploit bit-wise sharing DropBits in Section 2.3 and Section 4.
Comparing the third, fifth, and last columns in Table 4 , we validate the effectiveness of our method DropBits regularization by gradually adding each piece to RQ quantization protocol in series. Although SRQ underperforms RQ on MNIST, SRQ + DropBits performs much better than RQ by introducing quantization noise, which has a regularization effect. Furthermore, DropBits regularization is still well activated to improve generalization even in the case where SRQ much outperforms RQ on CIFAR-10. By the observation that SRQ surpasses RQ on CIFAR-10 but not on MNIST, SRQ appears more suitable for classification tasks on largescale datasets than RQ, which is an important and powerful feature in a timely manner because recent datasets for deep learning become larger and larger these days. As a result, DropBits regularization works well with SRQ.
To verify a regularizaing effect of DropBits on other quantization methods further, we extend DropBits to RQ. Unfortunately, it is not able to reproduce the results of RQ in 2-bit, which makes us apply DropBits to only 3-bit and 4-bit RQ models. Comparing the third and fourth columns in Table  4 , DropBits enhances the performance of all RQ models, even including the 4-bit RQ model on MNIST which already surpasses the accuracy of the full-precision model. It can be also concluded that DropBits operates well with any quantizers as a regularizer.
Conclusion
We proposed a novel network quantization method, SemiRelaxed Quantization (SRQ), which trains extremely lowbit-width deep neural networks along with DropBits regularization that effectively regularizes the quantization process. By extensive experiments on several image classification benchmark datasets, we showed that SRQ + DropBits regularization consistently outperforms previous baselines and achieves the state-of-the-art performance. Furthermore, we took one step forward to consider heterogeneous weight quantization by simply penalizing binary masks in DropBits regularization, which yielded promising results. As future work, we plan to extend our heterogeneous quantization method to activations and validate through extensive experiments. Also, we plan to extend our SRQ framework and DropBits regularization to a broader family of probabilistic quantization approaches.
Supplementary Materials

A. Weight Distributions for Quantized Networks
As noted in Section 4.1, we provide weight distributions over all layers of 3-bit quantized LeNet-5 and VGG-7 using SRQ + DropBits. Since the weights in the first and the last layer have relatively smaller size than others, it is much more crucial to cluster weights at middle layers (Concretely, the weight parameter at the second layer is 64 times larger than that of the first layer). As shown in Figure 5 , SRQ + DropBits reveals more cohesive clustering than RQ baselines. 
B. Implementation Details
Basically, we follow the same experimental settings as introduced in [14] (Appendix A) for fair comparison. First, the weights/activations (we denote them as W or A) is assumed to be perturbed as W = W + under ∼ L(0, σ) as we note in Section 2. In case of VGG-7 network, following the convention that the location of max-pooling layer is changed in binary models, which originates from [9] , a max-pooling layer is located after a convolutional layer, but before a batch normalization and an activation function. Regarding DropBits regularization in 2.3, we initialize the probability of each binary mask with Π ∼ N (0.9, 0.01
2 ) (i.e. corresponding to low dropout probability) since the high dropout rate would make training networks really unstable. The concrete distribution of a binary mask is stretched to ζ = 1.1 and γ = −0.1 as recommended in [25] , and τ is initialized to 0.2 to make a binary mask more discretized. In Section 2.4, we consider the regularization parameter λ ∈ [10 −3 , 10 −1 ] for encouraging layer-wise heterogeneity.
C. RQ baseline Algorithm
We provide the details of RQ basline algorithms as follows.
