Abstruct-We consider the problem of power controlled minimum frame length scheduling for TbMA wireless networks, Given a set of one-hop transmission requests, our objective is to schedule them in a minimum number of time slots, so that each slot schedule is free of' self-interferences and meets desired SINR constraints. Additionally, the transmit power vector corresponding to each slot schedule should be minimal. We consider two different versions of the problem, a per-slot version and a per-frame version, and develop mixed integer linear programming models which can be used for solving the problems optimally. In addition, vie propose a heuristic algorithm for the per-slot version.
I. INTRODUCTlON
In this paper, we consider the problem of power controlled adaptive frame length scheduling in TDMA wireless networks. To the best of our knowledge, the issue of joint scheduling and power control was first addressed by Tamer and Ephremides in 11, 21 . Given a set of one-hop transmission requests constituting a request list, they suggest a two-phase algorithm which essentially decouples the scheduling and power control objectives. The scheduling objective, which is used to remove "selfinterferences" from the request list, is achieved by executing a centralized algorithm at the scheduler. After successful execution of this phase, the authors show that the power control problem in TDMA or hybrid TDMMCDMA ad hoc networks is similar to the power control problem in cellular systems. Consequently. algorithms developed for the latter can be used for ad hoc networks.
In [ l , 21, the authors assume that the frame length comprises a fixed number of time slots, which is determined heuristically. Our work! on the other hand, focusses on the adaptive frame length case wherein, given a request list, the objective is to schedule them in a minimum number of time slots, so that each slot schedule is free of self-interferences and meets desired SINR constraints. Additionally, the transmit power vector corresponding to each slot schedule should be minimal, Ideally. the optimization should be carried out on a per-frame basis. However, this approach requires an excessive number of variables prohibiting optimal offline analysis even for moderately sized request lists. Consequently, for the most part, we Payman Arabshahi, Andrew Gray focus on a (suboptimal) per-slot optimization approach which is much more lractable than a per-frame approach. Another aspect of our work. which differs from [ 1-21, is our consideration of sectored anlennas as opposed to omnidirectional antennas.
The minimum frame length scheduling objective in our work has also been researched in the context of link scheduling in spatial-TDMA (STDMA) networks 13. 43. The work in 131 provides a comparison of graph-based versus SINR based link scheduling policies while [41 proposes optimal link and node scheduling algorithms using mixed integer linear programming (MILP) techniques. However, transmitter power is assumed to be fixed in these papers. Our work can therefore he seen as an extension of the link scheduling problem with variable transmitter powers. A closely reJated work is [5] which discusses a heuristic algorithm based on graph coloring. The aspect of power control, on the other hand, has been researched extensively in the context of channelized and CDMA based cellular systems [6-171. Several centralized as well as distributed algorithms have been suggested for the power control problem. While initial research focussed on linear firstorder methods [7-10.121 . faster second order linear methods [13] as well as nonlinear methods [14] have recently been suggested in the literature. Experimental results in 1141 show that their nonlinear algorithm converges faster than the first order linear methods discussed in ilO,l2] . Besides the issue of algorithm design for fast distributed power control, there is a considerable body of research on convergence properties of distributed algorithms, of particular significance being the work by Huang and Yates [ 
161.
The rest of this paper is organized as follows. In Section II, we outline our network model and assumptions. In Section 111, we discuss MILP models for optimal solution of the perframe and per-slot versions of the power controlled minimum frame length scheduling problem. We also include a numerical example which illustrates that a per-slot approach is not guaranteed to use a minimum number of time slots, as a per-frame approach would, A heuristic algorithm for the per-slot version is explained in Section TV. Finally, Section V summarizes our conclusions.
NETWORK MODEL, ASSUMPTIONS AND DEFINITIONS
In this section, we outline our network model and assumptions. Some of these assumptions are similar to those made in U, 21. dimensional plane. The nodes could be organized as a Rat architecture or as a hierarchy of clusters. In either case, we assume the presence of a scheduler which is responsible for scheduling a set of transmission requests from different nodes. Nodes which wish to transmit in a particular frame send their requests to the scheduler which attempts to accommodate the requests using as few time slots as possible, meeting certain scheduling and signal-to-inte~erence-noise-ratio (SINR) constraints. We will refer to the set of requests to be accommodated during 1 particular frame as the request lis!. denoted by 7Z = { m -+ n } , where n?. is the transmitting node and 71. is the receiving node.
The element Ri refers to the ith transmission request in R.
Also. the notations 72:" and are used to refer to the transmitter and the receiver corresponding to the ith. request. The minimum number of time slots required to accommodate all transmission requests in R, subject to certain constraints discussed subsequently, constitutes aframe.
2.
We assume that all transmission requests in the request list are of equal priority. 3. The dala rate for all slots is fixed,
4.
We assume that the data packets generated by the nodes are of identical length. Time is divided into equal sized slots. with each slot duration being equal to the packet transmission time plus an adequate "guard band". 5. We assume that the request list comprises of one-hop transmission requests only. Extending this work to the case where the request list may comprise of multi-hop transmission requests is a subject of future research. 6 . We assume that each node is aware of the location of its neighbors by means of locationdiscovery schemes. This information is required for the receivers to feed back the SaVR measurements to their transmitters. Additionally, we assume the existence of a separate confention-fr-ee control channel which the receivers use to feed back their SINR measurements. 7 . Each node has the following scheduling constraints: n It cannot transmit and receive in the same time slot. For example. the requests i + j and j + k cannot be scheduled in the same time slot.
It cannot receive from more than one transmitter in the same time slot. For example, the requests 2' i j and k i j cannot be scheduled in the same time slot.
It cannot transmit to more than one receiver in the same lime slot. For example, the requests i + j and i + k cannot be scheduled in the same time slot. Collectively, we refer to the above constraints as primay constsainrs. Any slot schedule which satisfies these constraints is referred to as a prirnmy feasible schedde or a conjict free schedule. In graph theoretic terms, primary feasible schedules constitute matchings on a directed graph representation of the request list. 8. All nodes are assumed to have identical S-sector antennas. The number of sectors, S. is related to the beamwidth, 0 (in degrees), as follows:
Each sector is assumed to span the angular region [(s -1)360/8, (s)360/8] in the 2-1) plane, where 1 5 s 6 5' is the sector number. Note that B = 360 (+ S = 1) corresponds to an omnidirectional antenna. 9. The efficiency of the antennas is assumed to be 100%: i.e., all the input power is assumed to be converted to radiated power. With this assumption, the signal power at the intended receiver j , due to a transmission from node i at a power level of Pt Watts, is given by:
where Kt and IC, are the gains of the uansmit and receive antennas and G'ij is the Iink pain from node i to node j . Strictly speaking, the received power is proportional to the quantity on the right hand side of (2) I21J. In the context of this paper, however, we assume w.1.0.g that the proportionality constant is equal to I and therefore (2) Consider the various transmission scenarios in Figure 1 . Assume that the F/B ratio of all nodes is 20dB. In Figure 1 (a), nodes i and k are located in the same sector with respect to node 1. Also, nodes j and 1 are located in the same sector with respect to node i. Consequently, the mainlobe of I is directed towards k and i, and the mainlobe of i is directed towards j and 1. The interference power at node 1 is therefore equal to: P,jPCil where Gil is the link gain from node i to node 1. 
(-)Gila
In all three scenarios. the signal power at node 1 due to the transmission k -+ 1 is equal to Pk1S2Gkl.
In general, given a transmission pair i -j and k -1, the interference power at node 1 is equal to PtjS2&1Gil, where 6il is the sectoring gainfixfur at node 1. Let Om, denote the sector location ( 
where F/B is the front-to-back ratio in dB. It should be noted that we have adopted a double subscript notation for 6 %~ for simplicity. Each S parameter is dependent on a pair of transmissions and therefore St, should be interpreted as 6 ( # , j ) ( k ,~) .
13. Following our above discussion, given a transmission pair i 4 j and k -I, the STNR at node I, Yk[, can be written as:
S2
where q k l (> 0) is the thermal noise at receiver 1. A doublesubscript notation is used for y and 71 to ensure a direct comespondence with the set of transmission requests in R.
Dividing the numerator and the denominator of the righthand-side of (7) by S2, we obtain:
14. Corresponding to every transmission request i -j in R, we assume that there is a target SINR, denoted by k j . which must be met at receiver j . (9) We will refer to these constraints as the s e c o n d q corzswainrs. 15. All nodes areequipped with limited capacity batteries. Furthermore, we assume that there is a constraint on the maximum power level (denoted by Pnrazc) which a node can use for transmission and that this parameter is identical for all nodes. This maximum power level is adequate to meet SINR constraints for all transmission requests in the absence of any interference. 16 . Any slot schedule which meets the primary and secondary constraints, and for which there exists a transmit power vector which is strictly positive and upper bounded by Pmox (i.e~, all elements of the transmit power vector are less than or equal to Pmar), is referred to as afeasibEe schedde. A feasible slot schedule which accommodates the maximum number of transmission requests is known as the maximal feasible schediile. 17. We mentioned in item I above that the responsibility of the scheduler is to accommodate the transmission requests using as few time slots as possible. meeting the primary and secondary constraints. Ideally, this optimization should be carried out on a per-frame basis. An alternative to the per-frame optimization approach is to adopt a sequential slot-by-slat optimization approach which ensures that each successive slot is maximally packed. Even for offline analysis, a sequential approach is eminently more solvable than a per-frame approach, as shown in the next section. We should emphasize, however, that a sequential approach is not guaranteed to use the minimum number of slots as a per-frame approach would. Furthermore, the transmit power vectors corresponding to a per-frame optimization model and a sequential per-slot optimization model need not be identical.
The (sub-optimal) heuristic algorithm we discuss in this paper is based on sequential slot-by-slot decision making.
Broadly speaking, this involves (a) identifying the maximal feasible schedule and (b) computing the transmit power vector corresponding to the maximal feasible schedule. While both these functions can be executed in a centralized manner at the scheduler, we concentrate on the case where only identification bf the maximal schedule is done at the scheduler but the corresponding power vector computation is executed in a distributed fashion by the transmitters. We assume that the scheduler has knowledge of the link gain factors (3), the sectoring gain factors' (6), the noise vector (qij's), the target SINR's (+ij's), the number of sectors ( S ) and the maximum power level Pmoz.
2Since dij is dependent on the relative angular locations of the transmitters and t h e receivers, we do not envision our approach to be feasible in a mobile network. 
MATHEMATICAL MODEL
In this section. we develop mixed integer linear programming (MILP) models for solving the power controlled minimum frame length scheduling problem. The optimization approaches we discuss in this section assume perfect knowledge of the link gain and sectoring pain parameters and is therefore intended to be used for offline studies to benchmark the performance of practical, heuristic algorithms.
The first model we propose is for per-slot optimization which is solved iteratively until all transmission requests have been allocated ono time slot. This model is subsequently extended for the per-frame case. We conclude this section with a numerical example which shows that slot optimization, as opposed to frame-optimization. may not be optimal in terms of the number of time slots used.
A. Per-slut optimizarion model
We first introduce the notation R ( s ) denoting the request list at the start of iteration s. We also define a set of nonnegative continuous power variables 
The objective function for slot s is:
maximize: 1) A node cannot receive from more than one transmitter in the same time slot. In graph theoretic terms, this is equivalent to the statement "the indegtee3 of any node in the slot schedule must be less than or equal to 1". which is modeIIed as:
k 2) A node cannot transmit to more than one receiver in the same time slot. In graph theoretic terms, this is equivalent to the statement "the outdegree' of any node in the slot schedule must be less than or equal to l", which is modelled as: Coupled with the previous two constraints, this condition is equivalent to the statement "the degree5 of any node in the slot schedule must be less than or equal to I". This is modelled as:
Although constraints (14) and [ 16) are subsumed by the aggregated constraint (17) , experimental results suggest that using all three sets of constraints (or either (15) or (16) We now turn our attention to the SINR constrainrs or the secondary constraints (item (I2), Section II. By a straightforward extension of (7), the SINR constraint corresponding to the transmission request i + j can be written as:
37he indegree of a node IS defined as the number of links incident to the node.
4The outdegree of a node is defined as the number of links directed away 5111e degree of a node is defined as the sum of its indegree and outdegree. 6This phenomenon is certainly not atypical in integer programs.
from the node.
where (1 9) is given by:
Note that all the parameters involved in (20) are assumed to be known and therefore (20) can be solved explicitly.
Next, we define a set of constants It is clear from the nature of the iterative algorithm that the initial slots would be more heavily packed than the latter slots.
Later, in Section IV, we concretize the notion of "heavy packing" in terms of the spectral radius of a coefficient matrix. For now, it suffices to say that heavily packed slots may exhibit extreme sensitivity to even minor perturbations of the coefficient matrix, which is to be expected in view of the dependence of link gain factors on a random fading component. In fact, the optimization problem with a slightly perturbed coefficient matrix may not even remain feasible, particularly with respect to the limiting constraints on Pij variables (12). In that event, even if a slot is optimally packed, it might be prudent to remove a transmission which exhibits the greatest sensitivity to perturbations and reschedule it for a latter slot. Before concluding this section, we note that the objective in (14) is a function of the scheduling variables {Sij} only, the power variables appearing as constraint satisfying auxiliary variables within the MLtP model. It might so happen that there is more than one schedule which allocates the same number of requests (though not identicaI) to the current slot but With different power vectors. For example, suppose that one could choose between two schedules SI and 5'2. where IS1 I = I& 1. Let the power vectors corresponding to these schedules be SI) and fj(S,), such that xiES, E ( & ) < ciEs, Pi(S2) . In this caset an objective function involving only the scheduling variabies will have no incentive in choosing the most power efficient schedule which is SI.
Even if an unique optimal schedule exisis. in the absence of any power cost in the objective function, the integer program may not return the optimum power vector; i.e., the power values may not satisfy equations (IS) to strict equality. Worse still, requests which have not been allocated may have a positive power cost since it does not affect the value of the objective function. In offline analysis. these issues may not be as critical as the one explained in the previous paragraph since one can always solve the linear system of equations (18) to equality to obtain the optimum power vector corresponding to the slot schedule.
To force the optimization model to choose thc maiimally packed schedule with minirncnn power CUSI, we can use the following modified objective function which is a convex combination of the scheduling variables and the power variables: As with all weighted objectives, care must be taken in choosing a proper value of p which result in the desired solution.
Viewing the first term in (24) as a reward and the second term as a penalty, it is easy to see that a transmission request will be allocated to the current slot only if the associated reward, 1 -p, is greater than the maximum possibIe penalty, which is equal to pPm"" since PrJ 5 Pmax,V(i 4 j ) . A proper choice of p should therefore satisfy:
B. Discrete power levels
In practice, transmitters usually do not have continuous power control but instead have to choose from a discrete set of power levels. The MILP model we discussed above can be easily modified to handle the discrete power case. 
C. PerTfrurne optimization irtodel
The per slot optimization model we discussed in Section LII-A can be extended straightforwardly to the per-frame case. Let {Et : 1 5 t 5 Tma5} be a set of binary variables such that Bt = 1 if slot i; is occupied and 0 otherwise. The maximum number of allowable slots is denoted by 7' """ which is usually obtained heuristically*. In the absence of any known upper bound on the number of slots, one can set T""" equa1 to the number of requests in the request list, i.e., 2'""" = In(. The objective function in the per-frame model is a convex combination of the total number of slots used and the sum of the transmit powers, which should be jointly minimized as shown in (29). As in (24), the parameter p should be chosen carefully so that the "maximal packing" objective (the first term in (29)) takes precedence over the "power minimization" objective which is the second term in (29). Note that these two objectives are contradictory; a frame schedule which packs all transmission requests in one slot will have a much higher power cost than a schedule which allocates one request per slot. In the latter case, all slots are interference-free and the transmit power cost is determined essentially by the link gain factor and receiver thermal noise. A proper choice of p is obtained by considering the extreme case when all requests can be packed in one slot. In order to dissuade the optimization algorithm from using any additional slot, it should be ensured that the cost of using even one additional slot, 1 -p , i s greater than the maximum possible savings in power cost. The folIowing inequality can be used for a conservative estimate of the parameter p: The rest of the model is shown in Figure 3 . 
D. Mtmerical Esairrple: Per-franne 11s. Per-slot
In this section, we illustrate with an example the difference between a per-frame optimization approach versus a per-slot optimization approach. Consider the simple 9-node network in Figure 4 , the directed lines representing the transmission requests. The nodes are located in a S0m x 50m grid. We assume the following parameter choices for all requests: fij = 1, rtij = 0.001 and ? i j = 2. Also, let a = ' 3, Pmaz = 10 and s= 1. Figures 4(a) and 4(b) show the optimal slot schedules obtained using the per-frame and per-slot optimization models. for p = 0.001. The models were solved using the commercially available MILP solver LINDO [221. The numbers above the directed edges represent the slots to which the requests have been assigned. While the per-frame model uses 3 slots to accommodate all requests. the per-slot model uses 4 slots, A comparison of the slot schedules reveals that an additional slot is needed by the per-slot model because of its selection of requests for the first time slot. Specifically, while the per-frame version allocates 3 -5 and 9 -1 to the same slott the per-slot version allocates 3 ---i 5 and 7 -4 to slot 1 since 7 + 4 requires a smaller transmit power support than 9 From the aspect of transmit power cost, however, the total power cost for the per-slot model (6.675 units) is much smaller than the total transmit power cost of the per-frame model (1 1.915 units). This is expected since lightly packed slots will, in general, incur smaller transmit power costs than slots which are more heavily packed.
1.

IV. HEURISTIC APPROACH
In this section, we explain a sub-optimal heuristic method for obtaining a maximal feasible slot schedule. The method utilizes some properties of non-negative and M(inkowski) matrices. which we briefly review below. After a maximal feasible slot schedule has been identified, the corresponding transmit power vector can be computed in a distributed fashion. As mentioned in Section I, this problem has been researched extensively in the context of ceIlular power control and we exclude it from the scope of this section. We would like to refer the reader to the bibliography at the end of this paper. in particular [13] and 1141, which deal with disuibuted second order power control methods with very fast convergence properties.
First, we establish some notations. R n x n set of all n x n real matrices. If s = p ( B ) , the matrix A is singuhr.
A. Notation
We now provide a compilation of several theorems pertaining mostly to positive and non-negative matrices. These theorems and, in most cases, their proofs can be found in the references cited. Moreover, the inequalities in (43) and (44) are strict unless the upper and lower bounds are q u a l . We will refer to these bounds as the Frobenius bounds. Note that the upper bounds in (43) and (see Section 2.4, pp. 140 of [18] for a proof)
C. The algoritArn
The material in this section essentially answers the question "Given a conflicr-free request list, what is the maximum number of requests that can be accommodated in the current slot. such that all SINR constraints (18) are satisfied and a feasible transmit power vector exists"? A power vector is considered feasible if all elements of the vector are positive and upper bounded by . Towards h a t end, we propose a couple of conditions which are sufficient to guarantee that a feasible power vector exists. We emphasize that the algorithm we discuss cannot handle the primary constraints (see item 6 . Section 11) and therefore p m a x these should first be removed by executing a maximum matching algorithm on the request list R9. Let 
The minimum power solution of (54) it might therefore be prudent to remove one1* or more transmissions from heavily packed slots so that the resultant slot schedule remains feasible in the event of expected perturbations.
The preceding paragraph also indicates the need for a fast iterative algorithm which could be run at the scheduler for quick and accurate determination of the spectral radius of E. Such an algorithm was proposed by Hall and Porsching [20] for positive matrices, Their algorithm is computationally cheaper than the traditional power method and converges much faster. Moreover, the authors claim that the rate of convergence of their algorithm does not seem to depend on the dominance ratio of the matrix.
Next, we look at the sufficient condition for ensuring that P o p t I : P''laZ. For this condition to be satisfied, we must have: the highest order primipal srdmatrix of B (and correspondingly that of A) which satisfies the conditions of Lemmas 1 and 2. This is done sequentially as shown in Figure 5 . The first while loop in Figure 5 ensures that Lemma 1 is satisfied and the second while loop ensures that Lemma 2 is satisfied. If IMR(s)l = 1 at any stage during the loops, we proceed directly to step 3. Following Theorem 5. the inverse-posiiivity of A. which is assured by the first loop, is preserved during execution of the second loop. Within a loop, the row which most violates the lemma condition is deleted during each iteration. Note that deleting the kth row in B (or A) corresponds to deleting the ktk transmission from its corresponding request list. This deletion policy is intuitively very simple and parallels the weakest receiver removal policy suggested for distributed cellular power control I1 51. We are currently evaluating other schemes, e.g., strongest interferer removal as opposed to weakest receiver removal, to determne the best approEimation to the optimal highest order principal sub-matrices of B and A which satisfy Lemmas 1 and 2. 
V. COKCLUSION
In this paper, we considered the problem of power controlled minimum frame length scheduling for TDMA wireless nerworks. Two different versions of the problem were studied. a per-slot version and a per-frame version. We developed mixed integer linear programming models for both versions which can be used for solving the problems optimally. In addition, we proposed a heuristic algorithm for the per-slot version, We are currently studying the convergence rates for iterative power vector solution methods when slots are heavily packed. This issue. along with detailed simulation results, will be addressed in a subsequent paper.
