Abstract. Iterative eigenvalue solvers for large, sparse matrices may miss some of the required eigenvalues that are of high algebraic multiplicity or tightly clustered. Block methods, locking, a-posteriori validation, or simply increasing the required accuracy are often used to avoid missing or to detect a missed eigenvalue, but each has its own shortcomings in robustness or performance. To resolve these shortcomings, we have developed a postprocessing algorithm, iterative validation of eigensolvers (IVE), that combines the advantages of each technique. IVE detects numerically multiple eigenvalues among the approximate eigenvalues returned by a given solver, adjusts the block size accordingly, then calls the given solver using locking to compute a new approximation in the subspace orthogonal to the current approximate eigenvectors. This process is repeated until no additional missed eigenvalues can be identified. IVE is general and can be applied as a wrapper to any Rayleigh-Ritz-based, hermitian eigensolver. Our experiments show that IVE is very effective in computing missed eigenvalues even with eigensolvers that lack locking or block capabilities, although such capabilities may further enhance robustness. By focusing on robustness in a post-processing stage, IVE allows the user to decouple the notion of robustness from that of performance when choosing the block size or the convergence tolerance.
1. Introduction. Sparse, iterative eigenvalue solvers are effective at computing the extremal eigenvalues of large, hermitian matrices or matrices represented as functions [17, 7, 28, 27] . However, iterative methods may miss some of the desired eigenvalues if these are of high algebraic multiplicity or are tightly clustered. Moreover, certain initial guesses, eigenvalue distributions, and preconditioning can cause eigenvalues to converge out of the expected order, and thus to be missed. Some techniques have been developed to detect missed eigenvalues or attempt to avoid missing them all together, but a robust and automated process that combines the advantages of each technique has yet to be investigated.
A few a-posteriori techniques have been used to deal with missed eigenpairs. Sylvester's matrix inertia [11] is one technique that can be used to determine how many eigenvalues of a Hermitian matrix exist within a particular interval. Although this technique has enabled the development of robust eigenvalue software [13] , it requires the LDL T factorization of the matrix, which can be prohibitively expensive for large, sparse matrices, or even impossible if the matrix is represented as a function. In such cases, practitioners may call the solver again with a random initial guess to obtain an additional eigenvector in the orthogonal complement of the current set of converged approximations. Assuming the smallest eigenvalues are sought, the new approximate eigenvalue converges towards a missed eigenvalue if it is smaller than the largest previously obtained eigenvalue.
Locking and block iterations are two techniques that attempt to reduce the number of eigenvalues missed during the iterative process. Locking [4, 31, 18] is performed by freezing converged eigenvector approximations (locked vectors), and keeping current and future vectors in the search space orthogonal to them. Because locked vectors do not participate in the Rayleigh-Ritz minimization they remain unchanged, and the search space can approximate other eigenpairs without duplicating the locked ones. Alternatively, solvers may be implemented in a non-locking way, [19, 33] , where converged eigenvectors keep participating in the search space, thereby improving their accuracy. Regardless of implementation, locking a set of a-priori known eigenvectors, X, can be performed outside a solver by providing the matrix (I − XX T )A(I − XX T ).
Locking can be effective in obtaining more than one eigenvector belonging to a multiple eigenvalue, especially with Krylov methods which otherwise can obtain only one such eigenvector in exact arithmetic. It is also used with many preconditioned or non-Krylov solvers [4, 29] , as it allows for a smaller active search space which reduces Rayleigh Ritz and restarting costs. Whether locking delivers the purported robustness depends significantly on the implementation details, and typically the most robust implementation may not be the most efficient.
Block iterative methods [27, 3, 26, 37, 25, 36, 13] that extend the subspace by k vectors per iteration, where k is the block size, are a more robust alternative to locking. Assume the single-vector Lanczos process converges to an eigenvalue with algebraic multiplicity k. Then, with appropriate initial guesses, the block Lanczos method with block size k will find all k eigenvectors of that eigenvalue [24] . Although not guaranteed in general, this property is observed in other methods as well. Block methods can also result in better cache utilization and improved performance if a fine-tuned implementation is available. However, block methods are not without drawbacks. Excessively large block sizes can increase the number of matrixvector multiplications and result in more frequent restarts, thereby slowing convergence.
Locking and blocking can be combined to improve the robustness of iterative eigensolvers [5, 10, 2, 20] . Still, the resulting robustness depends on the problem solved and the parameters chosen by the user. What makes this choice difficult is the conflicting requirements between robustness and performance. A lower than required convergence threshold is less likely to miss eigenvalues but it takes more time. Moreover, the choice of a block size that optimizes simultaneously cache performance, convergence, and robustness is not possible to know a-priori. Our approach in this paper is to let the user choose the most efficient parameters as default, and to provide a post-processing technique that corrects any robustness shortcomings, and only when these are needed. This way, we decouple the issue of robustness from that of performance (cache or convergence).
Our goal is not to provide another hermitian eigensolver, but to develop a robust detection algorithm that uses any given solver in a methodical way to identify whether the requirements posed by the user have been met by the solver. Borrowing a term from Software Engineering, we call our algorithm iterative validation of eigensolvers (IVE), as it does not verify whether the approximations are correct, but rather adjusts the solver to find the correct approximations. IVE works in conjunction with any Rayleigh-Ritz-based hermitian eigenvalue solver. The IVE algorithm accepts as input and locks the converged eigenvector approximations. Locking can be performed implicitly in IVE, if not provided by the solver. If a block solver is available, IVE adjusts the block size based on the largest numerical multiplicity found, and calls the solver again so that any missed eigenvalues in the orthogonal complement of the locked vectors can be computed. Any missed eigenvalues detected by IVE are locked out and the process is repeated until no additional missed eigenvalues are computed. Although the structure of the IVE algorithm is general, we only apply it to hermitian eigenproblems where the monotonic convergence of eigenvalues facilitates a robust detection of missed eigenvalues.
We have used our IVE to wrap several well known eigensolvers. The solvers may differ substantially in their ability to use locking or blocking efficiently and robustly, but they invariably miss eigenvalues. Our results show that IVE restores robustness in several pathologically hard cases. Moreover, running the solver through default parameters followed by a certain IVE configuration improves performance, thus demonstrating the desired decoupling of performance and robustness.
In Section 2, we discuss why eigensolvers miss eigenvalues, and the available techniques for increasing robustness. In Section 3, we describe in detail the IVE algorithm. In Section 4, we present results using IVE on a variety of solvers. Throughout the paper we assume that we seek the lowest nev eigenvaluesλ i and eigenvectorsx i , i = 1, . . . , nev of a sparse, hermitian matrix A.
Reasons behind missing eigenvalues and current approaches.
A large arsenal of sparse hermitian eigenvalue solvers is available, some based on Krylov methods, others on nonlinear optimization, preconditioning, and a host of other underlying principles [32] . Most of these methods employ the Rayleigh-Ritz (RR) minimization to extract their approximations from a search space. The eigenvalue and eigenvector approximations are called Ritz values and Ritz vectors, respectively. For hermitian eigenproblems, the Ritz values minimize the Rayleigh-quotient over the search space, thus leading to a monotonic convergence toward the required eigenvalues.
Despite their individual strengths, solvers can miss some of the required extreme eigenvalues. The reasons, which are often interrelated, are: (a) the presence of multiple or highly clustered eigenvalues, (b) the out-of-order convergence of some eigenvalues, (c) a starting vector that is deficient in certain required eigenvector components.
It is well known that in exact arithmetic Krylov methods cannot compute more than one eigenvector belonging to a multiple eigenvalue. Krylov methods produce the next vector in the search space as r = p(A)v 0 , where v 0 is the starting vector and p(A) is the characteristic polynomial of the Lanczos tridiagonal matrix [27] . If a multiple eigenvalue λ i and one of its corresponding eigenvectors have already been found, then p(λ i ) = 0 and r contains no components in the kernel: Null(A − λ i I). In practice, floating-point arithmetic introduces noise toward these directions allowing their eventual computation. To allow the solver enough time to amplify the missing eigencomponents, a low convergence tolerance must be required. Otherwise, a more interior eigenpair may converge first as one of the nev smallest ones. Interestingly, non-Krylov methods often encounter similar problems with multiple eigenvalues.
Clustered eigenvalues present similar difficulties as multiple ones. This is not surprising because, until the solver has resolved an eigenvalue to an error that is smaller than its distance from a nearby eigenvalue, it views both eigenvalues as multiple and could miss one if larger tolerances are specified. The slow convergence of solvers toward clustered eigenvalues exacerbates the problem.
More generally, eigenvalues are missed when an interior eigenvalue converges before the solver has identified the existence of an outer one. In Krylov methods this is not the expected order of convergence, causing robustness problems to solvers that are based on the assumption that the nev smallest eigenvalues will be found first. The assumption, although usually true, does not hold in general. As shown recently [16] , eigenvalue distributions exist for which Krylov methods converge to the eigenvalues in the middle of the spectrum first, and to the extreme ones last. In practice, smaller order reversals may be observed, which can cause eigenvalues to be missed.
The out of order convergence is more frequently observed with non-Krylov methods that use preconditioning or solve approximately a correction equation to speed up convergence [7, 29, 23] . For example, consider a matrix A, whose absolute smallest eigenvalues are required, and the Generalized Davidson method using a preconditioner M ≈ A −1 . Because M and A do not share the same eigenvectors, the convergence benefits from M are not necessarily greater for eigenvalues closest to zero, thus yielding an arbitrary convergence order. Davidson-type methods also use various targeting schemes [33] , i.e., which Ritz vector is improved at every step, directly affecting the order in which eigenvalues converge. In floating point arithmetic, targeting effects are observed even without preconditioning [22, 35] . Finally, whether the implementation of the solver or the eigenvalue distribution of the matrix could lead to misconvergence depends also on the initial guess.
Current approaches.
To increase confidence in the computed eigenpairs, practitioners typically ask for more accuracy than needed. Although beneficial in many cases, in general we may not know the accuracy that is sufficient for resolving multiple eigenvalues or avoiding out of order convergence. Also, this approach may be unnecessarily expensive, especially when a very low tolerance is used to find a large number of eigenvalues of which only a few would have been missed with a larger tolerance. Finally, the problem with higher multiplicities in Krylov methods persists.
Another common strategy is to compute more eigenpairs than required. This works if the reversals in the order of convergence are localized, e.g., the tenth smallest eigenvalue converges before the ninth, but not before the second. In general, we do not know how many more eigenpairs to compute, so the strategy can be unnecessarily expensive. Most importantly, it still may not find multiple or clustered eigenpairs.
Deflation of converged eigenpairs is commonly used in many eigensolvers so that more eigenpairs can be obtained without repeating the already computed ones. Locking is the preferred form of deflation because of its numerical stability [27, 4] . When an eigenvector converges, it is extracted from the search space and all current and future vectors of the search space are kept orthogonal to that (locked) vector. Locked vectors are inactive otherwise, they do not participate in the RR (as future Ritz vectors should not have any components in them), and therefore they are not modified further. Computationally, the smaller active search space reduces the costs of the RR and restarting phases of eigensolvers; more so when a large number of eigenpairs are sought. This is one of the reasons that locking is preferred to nonlocking implementations for subspace iteration and Jacobi-Davidson type methods [5, 29] .
Locking provides also a more reliable means of computing the invariant spaces of multiple eigenvalues, especially with Krylov methods. Assume that a subset X of the invariant subspace associated with λ has been computed and locked. This is equivalent to calling the solver with the deflated operator (I − XX T )A(I − XX T ), which has all the eigenvalues associated with X equal to zero. Unlike the polynomial deflation p(A)v 0 in Krylov methods which removes all the invariant subspace of λ from the vector iterates, locking removes only the computed part of Null(A − λI). More eigenvectors of λ can then be obtained. This deflation behavior is not restricted only to Krylov methods. Finally, locking also speeds up the convergence to any missed, single eigenvalues which are amidst other converged ones. In the deflated operator such eigenvalues are better isolated and therefore are easier to find. However, even with locking, misconvergence can still occur if some tightly clustered or multiple eigenpairs converge out of order. Moreover, not all solvers implement locking, and when they do, their implementation details and thus robustness may vary. For example, locking can be implemented transparently to the solver if we use the deflated operator in the matrix-vector multiplication, but the solver must return the converged eigenpairs before they are locked. Alternatively, some solvers implement locking as part of the orthogonalization phase. We discuss these issues further in the next section.
Block methods are usually more effective in computing multiple eigenvalues. As long as the k initial guesses in the block contain sufficient components in the direction of the eigenvectors associated with the multiple eigenvalue, then block Krylov methods are guaranteed to find at least k of the multiple values [24] . Moreover, more uniform convergence of the block vectors is observed, reducing the likelihood of out-of-order misconvergence. Blocking is known to improve robustness in all iterative methods, but the effects are more emphasized in Krylov methods [12] . Block methods also improve cache performance with larger k [8] , seemingly offering a panacea to all problems.
Despite the better cache utilization, robustness comes at a cost in execution time. Although the number of iterations decreases, the overall number of matrix-vector operations (and thus flops) performed is usually higher than their single-vector counterparts [14] . Especially with spectra that are easily computed, block methods tend to require close to k times more matrix-vector operations than single-vector methods, completely canceling any caching benefits. Additionally, the number of iterations may also increase if k is too large relative to the maximum basis size. This would cause very frequent restarts impairing the convergence of most methods; this is apparent in some experiments later in this paper. When k equals the maximum basis size, the solver reverts to subspace iteration, losing the subspace acceleration [32] . In general, an optimal choice for k must ensure appropriate cache utilization, robustness, and the smallest possible increase in flops. Except for caching which depends on the architecture, none of the other variables are known ahead of time. In particular, the k needed to detect all the required eigenvectors is not known, and even if it were, it could conflict with the optimal choice for cache performance and convergence. Finally, unlike locking, blocking can be used only if implemented by the available solver.
We conclude our discussion, with the importance of the initial guess. In all the aforementioned techniques, a critical assumption is that the initial vector has sufficient components in the desired directions. In lack of better information, a random vector is typically the best initial guess. Yet, as the iterative process progresses, certain required directions may be diminished or removed as in the case of Krylov methods and multiple eigenvalues. A possibility is to insert a random vector in the search space or in the block, replacing an eigenpair that converges. This can be performed trivially in (Jacobi)-Davidson or subspace iteration methods, but techniques have also been proposed for the implicitly restarted Lanczos method [31, 30] . Still, the newly introduced directions may not be amplified fast enough to prevent out of order convergence of an interior eigenpair which was almost converged before the insertion of the random vector. A drastic solution would be to dispense with the whole search space after an eigenpair converges and restart the solver anew with a random guess. A related approach that does not completely rid of the search space is suggested in a yet unpublished report [21] . Based on our discussion on locking, a newly rebuilt search space would offer the best possible robustness. However, it would also be very slow, especially if no eigenvalues were going to be missed.
A recurring theme is the dichotomy between robustness and performance. To achieve robustness, solvers would have to make extreme choices on parameters such as block size and tolerance that would impair performance. In the following section we present our postprocessing approach to validating the parameters of a given solver that are required to achieve robustness.
Iterative validation of eigensolvers.
We propose a new algorithm which we call iterative validation of eigensolvers (IVE). IVE is implemented as a wrapper around any existing sparse, iterative, hermitian eigensolver that utilizes the Rayleigh-Ritz (RR) minimization procedure. IVE automates the process of computing eigenvalues missed by the solver, by combining as many of the techniques mentioned in Section 2.1 as the solver implements. In other words, IVE is not a solver, nor does it compute eigenvalues. IVE merely identifies difficulties in the computed spectrum, and sets locked vectors, initial guesses, and block size appropriately so that the chosen eigensolver may compute any missed eigenvalues on its own. In this sense, it is similar to the validation process of a software engineering cycle, where a software is modified appropriately (different solver parameters) to meet the customer requirements (which eigenpairs to find), rather than verifying whether the software meets the specifications (produces converged eigenpairs). Therefore, the measures of performance and robustness achieved by IVE can only be in reference to the underlying solver. Also, by being a post-processing algorithm, IVE may be switched off if no validation is needed.
The enabling property for IVE is that the Ritz values of RR-based hermitian eigensolvers converge monotonically, if their Ritz vectors are retained in the search space during restarts or truncations. Once a Ritz value becomes smaller than a converged eigenvalue, we are sure that a previously undetected eigenvalue exists. Although Newton eigensolver schemes can be derived without RR, most current algorithms and software incorporate it, so our assumption is not restrictive in practice. Assume the solver has returned an initial set of nev converged Ritz pairs (λ i , x i ), where
The IVE algorithm analyzes the converged λ i and the norms of their residuals, r i = Ax i − λ i x i , to determine an appropriate block size. IVE then calls the solver with new initial guesses, using the converged X = {x i } as locked vectors, in an attempt to find any missed eigenvalues. An eigenvalue is a missed eigenvalue if it is smaller than the largest locked eigenvalue λ nev . If it is, then its eigenvector replaces the locked eigenvector x nev in the set of locked vectors. The IVE algorithm then repeats an analysis of the block size and proceeds as before. IVE works also with solvers that do not provide locking or blocking. First, we discuss some issues on locking and how to choose a block size. Then we present the IVE algorithm, describing how it chooses initial guesses and how many additional eigenpairs it finds.
Locking variants.
One way to compute eigenvectors orthogonal to the set X is for the solver to provide a mechanism to lock (orthogonalize against) a set of externally provided vectors [20, 1] . This feature is a relatively simple extension to the orthogonalization procedure that most solvers employ. It is also numerically stable because the orthogonalization procedure should guarantee that no components of X appear in the search space. In this case, IVE simply passes X to the solver. Note that a solver that locks against an externally provided X, does not have to implement locking internally for the eigenpairs it computes.
When a solver does not provide the above external locking feature, an alternative is to provide all the converged X together with a random vector as initial guesses to the solver and ask for a few more eigenpairs. This works with many solvers such as (Jacobi-)Davidson, subspace iteration, or methods where X can be provided as part of the initial block, but it does not work with Lanczos algorithms. In addition, the solver must accommodate a large enough search space, and all X eigenvectors have to be re-checked and possibly modified.
A third alternative is to use explicit deflation, by calling the solver not with the matrix A, but with a function that implements the action of the operator:
The preconditioner may be deflated in a similar way as shown in [28] . The shift σ plays an important role. If σ = 0 and the smallest eigenvalues of A are positive, the eigenvalues of (3.1) associated with X are zero and thus they are still the smallest. In exact arithmetic this is equivalent to the external locking above, and no X components should appear in the search space. In floating point, however, when new vectors are orthogonalized against the search space inside any solver, they may lose their orthogonality against X. As X is not available within the solver, orthogonality cannot be recovered through reorthogonalization. Thus, components of X will start to emerge in the RR, and their "zero" eigenvalues will be re-computed.
The role of σ is to shift the spectrum so that zero is far from the smallest eigenvalues; ideally in the middle or at the other end of the spectrum. Then, the X components that emerge in the search space will be in the unwanted part of the spectrum and they will not be chosen by RR (purged internally [18] ). When explicit locking is necessary, we have used σ = A F / √ n as a lower bound to the largest eigenvalue of positive spectra, where A F is the Frobenious norm and n the dimension of A. Other shifts can also be used, if estimates of 
λ n are known [27] . This technique yields significant autonomy to IVE, not depending on the locking features of the solver.
Determining block sizes.
Assume that a block eigensolver is available. Our theoretical premise is that a block size equal to the largest multiplicity should be sufficient to resolve any problems. The IVE algorithm selects such a block size based on the largest "numerical multiplicity" observed in the converged Ritz pairs. Let δ i be an error bound and 
Sharp bounds on the δ i are well-known, when the approximations are computed through the RR procedure [24] . Letλ be the single eigenvalue closest to a Ritz value λ, and let r be the residual corresponding to λ. The following inequality holds:
Near convergence (which is the case in IVE), the upper bound δ in (3.2) can be accurately estimated by substituting the Ritz value closest to λ forλ i .
Let the algebraic numerical multiplicity, m i , of a Ritz value λ i be defined as the size of the largest set of Ritz values that include λ i and are numerically multiple. A robust choice for block size can be the maximum m i taken over all Ritz values. The rationale is that other required eigenvalues may have been missed that have the same multiplicity. Although this works well for small m i , for large m i it is highly uncommon that the eigenvalue with the maximum m i is still missing half of its actual multiplicity, making this a pessimistic choice. In addition, the block size should not become too large relative to the maximum size of the search space, depending on the solver. For example, for LOBPCG [15] the block size must be a third of the basis size; Lanczos and Davidson solvers work better when the block size is much smaller than the basis size. Because of these external to IVE factors, or because some information about the problem may be known (multiplicity or cluster size), the user may put
Let p i be the number of overlapping intervals at endpoint a maximum cap on the block size. We emphasize that a cap based on the underlying solver and its maximum basis size does not reduce robustness, because for larger block sizes that solver's own robustness and convergence would deteriorate. Also, blocking is just one of the robustness techniques that IVE employs.
Computing the maximum algebraic numerical multiplicity is equivalent to finding a "point of maximum overlap", i.e., a point that has the largest number of error intervals overlapping it. It can be shown that there will always be a point of maximum overlap at one of the endpoints of the intervals [6] . 2 ). Interestingly, the p i in the algorithm do not correspond to the m i for all i, yet the maximum m i is computed correctly. A more efficient, O(nev log 2 nev) time algorithm exists, but its implementation is involved. Moreover, as nev is usually O(1000) n, the execution time of our algorithm is negligible even compared to a matrix-vector product, obviating the use of the lower complexity algorithm. To our knowledge, this is the first algorithm to find the maximum multiplicity in a set of approximate eigenpairs.
The IVE algorithm.
The IVE algorithm given in Figure 3 .3 first computes the residual norms of the converged Ritz vectors (step 4). This step is not required if the eigensolver returns this information. Then, IVE determines the maximum algebraic numerical multiplicity using MaxAlgNumMult (step 5). In step 6, if the solver implements a block method, the block size is chosen so that it does not increase beyond the maximum value maxBlockSize. Below that value, it is set at the maximum of the current maximum m i , the block size chosen by the user to compute the initial set of converged Ritz values, and two. A block size of at least two is used to force a block method when no numerically multiple eigenvalues have been detected. If the initial run of the solver used a block size of k, there is no incentive to use anything else for validation. Still, the user can overwrite it by passing initialBlockSize = 1. In step 7, the initial guesses, X 0 , are chosen. In the first IVE iteration, X 0 is a set of all random initial guesses. In subsequent IVE iterations, X 0 includes also any unconverged Ritz vectors that are known to be missed during the previous IVE iteration (see below). As we discussed in Section 2.1 it is always important to include some random guesses.
In step 8, the eigensolver is called with the initial guesses X 0 and locked vectors X to find numNew more eigenpairs. Depending on the solver, external or explicit locking can be performed. Note that the IVE algorithm assumes that the chosen solver returns not only the numNew converged Ritz values in λ new , but also the remaining blockSize−numNew unconverged Ritz values in λ unconverged . Solvers that do not return the unconverged Ritz pairs by default can be easily modified to do so. Otherwise, we can set numMissedUnconv = 0.
In step 9, an insertion sort (see Figure 3 .4 for details) is called to insert any converged, missed eigenpairs in λ new and X new into λ and X, respectively. For every missed Ritz value inserted into the λ array, the largest λ nev in the array and the corresponding vector in X are removed. If enough storage is available, those removed converged eigenvectors can still remain in the locked array to avoid possible recomputation. We choose not to take advantage of this feature in our experiments. If none of the recently converged Ritz values were missed, then the IVE algorithm will terminate at step 13.
Step 10 calls the algorithm NumMissedValues in Figure 3 .5 to determine how many of the unconverged Ritz values in λ unconverged are missed values. A Ritz value in λ unconverged is considered missed if it is smaller than λ nev . Because of monotonic convergence, these Ritz values will only continue to decrease and approach missed eigenvalues. Therefore, it is wise to use the corresponding unconverged Ritz vectors in X unconverged as initial guesses (step 11). These can significantly reduce validation time when many eigenvalues are missed, because they enable the solver to avoid repeating convergence through random guesses.
Finally, step 12 sets the new number of Ritz values the solver must compute. Clearly, we should continue and find the numMissedUnconv missed ones that step 10 may have identified. 
7. NumMissedValues = NumMissedValues + 1 8. end
FIG. 3.5. Algorithm for computing the number of unconverged Ritz values that have been skipped. The corresponding Ritz vectors will be used as initial guesses at the next IVE iteration.
If numMissedUnconv = 0, we have no indication that more eigenvalues may be missing, so it would be wasteful to find more than one additional eigenvalue. The IVE algorithm terminates in step 13 if no missed eigenvalues (converged or unconverged) were discovered, or continues with the next IVE iteration.
We present an example in Figure 3 .6 to illustrate the steps taken by the iterative validation algorithm. Suppose we seek the nev = 8 smallest eigenvalues of a symmetric matrix. In steps 4-6 the residual norms are computed and the maximum algebraic numerical multiplicity is determined to be 3. All random initial guesses are selected in step 7 because it is still the first iteration. In step 8 the solver is called and returns numNew = 1 converged Ritz value in λ new , and two other Ritz values in λ unconverged , because the block size is three. Next, InsertionSort is called in step 9 to determine if λ new is a missed eigenvalue. It is, so it is inserted into its proper position and the largest element in λ is discarded. In steps 10-12, NumMissedValues determines that one of the λ unconverged was converging towards a missed eigenvalue. The corresponding missed vector is placed in X missed to be used as an initial guess in the next IVE iteration, and numNew is set to 1 to indicate that an additional eigenvalue has been skipped. At the next IVE iteration, steps 4-7 determine the algebraic numerical multiplicity to be 4, set the block size accordingly, and assign X missed and three random vectors as initial guesses. The IVE iterations continue until no more missed eigenvalues are detected.
Experimental evaluation.
Our primary goal is to show that IVE restores robustness in any hermitian eigensolver, even for pathological cases with large multiplicities, or tightly clustered eigenvalues. The importance of increased confidence in the computed results, sometimes at any cost, cannot be overstated. Of particular interest are cases of eigensolvers that fail to find all the required eigenvalues, regardless of the initial choice of parameters, yet guided by IVE, they succeed. A secondary goal is to demonstrate how IVE can decouple robustness from performance, so that solvers are run with default settings for best performance and any missed eigenpairs are obtained later in a shorter IVE cycle.
Eigensolvers used in the evaluation.
We have used five different eigensolvers from three eigensolver packages. The first is IRBL, the Implicitly Restarted Block Lanczos method [2, 1], which uses implicit restarting combined with Leja shifts to improve convergence of the standard Lanczos method. IRBL is a block method and implements both external and internal locking. For our tests, we have added three lines of code in IRBL to allow it to return all Ritz pairs in the block, not only the converged ones. IRBL is implemented in MATLAB, and therefore it is used mainly to demonstrate the IVE benefits on robustness and convergence; not on timings.
The second symmetric solver is the function dsaupd from the popular software package ARPACK [19] . Henceforth, we will refer to the particular eigensolver as ARPACK. ARPACK is based also on implicit restarting, but unlike IRBL, it uses the Ritz values as the restarting shifts. ARPACK is a single vector method and does not implement external or internal locking. Thus, in a sense, it represents a worst case scenario, as IVE cannot employ all of its techniques. In particular, IVE is restricted to using blockSize = 1, numMissedUnconv = 0, and thus numNew = 1, and locking must be implemented explicitly in IVE. No modifications were made to the ARPACK code which is implemented in Fortran 77.
The remaining three solvers come from PRIMME, a software package that we have developed in C, and which is freely available [20] . PRIMME, or PReconditioned Iterative Mul-N = 30000; clusters = 30; multiplicity = 8; DeltaCluster = 1e-8; D = zeros (N,1) ; Ones = ones(multiplicity,1); D(1:multiplicity) = eps*Ones; value = 1.e-6; for i = 1:clusters-1 D(i*multiplicity+1:(i+1)*multiplicity) = value*Ones; value = value+DeltaCluster; end % The rest well separated and equidistant row = clusters*multiplicity+1; separation = (1-1e-3 tiMethod Eigensolver, is based on a Davidson-type main iteration, but it implements various techniques such as blocking, external and internal locking, CG-type restarting, and adaptive inner-outer iterations, that allow it to transform to any current eigenvalue method. We choose three methods for their popularity and efficiency.
The first is the Generalized Davidson method with CG-restarting, or GD+k [34] . We use it with block and locking enabled. Its main characteristic is the near optimal convergence in terms of matrix-vector products for small nev. But this also means that there is little room for convergence improvement through larger block sizes.
The second method is the JDQMR variant of the Jacobi-Davidson method [32, 29] . It is used with block and locking options enabled, although the correction equation corresponding to each block vector is solved independently. JDQMR adaptively stops the inner iteration for each correction equation, yielding convergence near that of GD+k, but the per-iteration cost of JDQMR is much less expensive.
The third method is LOBPCG-W, which is a variant of the increasingly popular LOBPCG method [15] , and it differs from it in the following two ways: First, LOBPCG-W maintains an orthogonal search space to guarantee numerical stability of the process. Second, LOBPCG-W uses a window approach, i.e., the blockSize is allowed to be smaller than nev, and as eigenvalues are found in the block they are locked out, and the window progresses until all nev pairs have been found.
Experimental setup and environment.
We perform experiments on three matrices, each highlighting a different aspect of the IVE capabilities. The first matrix, BCSSTK16 from the Harwel-Boeing collection [9] , has an eigenvalue with unusually high multiplicity. The second matrix, DIAG, is diagonal and is constructed as shown in Figure 4 .1 to have a large number of clusters of multiple eigenvalues. The third matrix, LAPLACE, comes from the usual 7-point discretization of the 3-D Laplacian operator on the uniform grid 30×30×30 with Dirichlet boundary conditions, and it has several eigenvalues with small multiplicity.
Although, we make an effort to use similar parameters for all methods (tolerance, basis and block sizes, etc.), the reader should not focus on comparisons across methods. Different implementations make such comparison difficult, but most importantly, IVE improvements can only be understood in reference to the same method.
We perform experiments with two or three different tolerances, which is the only variable from Section 2.1 that IVE does not vary. For IRBL, we request that the 2-norm of the residual is less than τλ max . For ARPACK, we provide the tolerance τ to the method. For all PRIMME solvers we request that the 2-norm of the residual is less than τ A F . If ε = 2.2204 −16 is the machine precision, we consider three cases; τ = ε, τ = √ ε, and a large τ that is just small enough to differentiate between wanted and unwanted eigenvalues. For these tolerances and for a variety of block sizes, we first perform an initial run of a solver, and record the number of desired eigenvalues it was able to find and its performance. Then, using the approximations produced by a certain initial run, we let IVE guide the solver under various values for maxBlockSize, and record the total number of desired eigenvalues found and the corresponding performance. For each method and matrix, results appear in one table. IRBL experiments are run under MATLAB 6 on a Sun Microsystems Ultra 60 workstation. All other experiments are run on a PowerMac G5, with 1 GB of memory, 512 KB of L2 cache, 1 GHz memory bus, and two 2 GHz PowerPC processors, of which only one is used. ARPACK is compiled with g77 and -O optimization, while PRIMME solvers are compiled with gcc version 4.0.0, and -O optimization. All codes are linked with the Mac optimized VecLib library that includes LAPACK and BLAS.
Results with matrix BCSSTK16.
The dimension of the matrix is 4884, and we seek the 74 smallest eigenvalues which are all 1.0. The next largest eigenvalue is O(1e6), and the largest one is 4.5e-9. This matrix is useful for showing the behavior of solvers and IVE in the presence of an exact, high multiplicity.
First, we test IRBL in Table 4 .1. In Table 4 .1A we perform several initial runs with block sizes k, each using a maximum basis size of m = k 100/k , a maximum degree of the dampening polynomial equal to the dimension of the matrix, and a size of the dampening interval of m/2. For the smallest tolerance, IRBL finds all needed eigenvalues with k > 4. The best performance is with k = 74, but we assume we do not know the multiplicity a priori. For the larger tolerances, IRBL cannot produce the invariant space of the multiple eigenvalue without k = 74. Table 4 .1B shows the performance of various IVE runs, each for a different maximum block size (mxk) and starting after the underlined initial run in Table 4 .1A was performed. IVE helps IRBL find all 74 required eigenvalues for all tolerances τ and mxk. Because, IRBL is a method that benefits in general from larger block sizes, it is advisable to allow larger values of mxk. Indeed, the number of matrix-vector operations taken by the initial run followed by the IVE(mxk = 10) is comparable to or significantly smaller than the most robust initial run for τ = ε, τ =2e-5. For certain moderate values of mxk, performance of IRBL-IVE improves further. Therefore, users are free to tune their code for performance without worrying about its robustness. Table 4 .2 shows similar results for the GD+k method. The maximum basis size used for both initial and IVE runs was 30 for k < 10 and 6k for k ≥ 10. The GD+k method requires a larger block size to find the desired invariant space, however, at a great cost in performance. It is thus more effective to select a block size for its caching performance in the initial run (e.g., k = 3 in τ = ε case), and then let IVE resolve the multiplicity with a similar block size. For the τ = ε case, this strategy improves performance often by a factor of two or three over just using GD+k with a sufficiently large block. For the larger tolerance cases, IVE is the only way to compute the required eigenvalues. Table 4 .3 shows the results with the JDQMR method. The maximum basis sizes used were as in the GD+k method. Despite its efficiency, JDQMR has trouble identifying high multiplicities even with large block sizes. For inner-outer methods, such as JDQMR, this is not surprising as they focus mostly on improving particular eigenvectors, and thus are prone to misconvergence. Also, large block sizes are usually not beneficial. For all three tolerances, IVE restores robustness to JDQMR, and for a relatively low cost. Note, the best times observed would not increase substantially if a larger mxk were used. Table 4 .4 shows results with LOBPCG-W. This method requires that the maximum basis size is 3k. LOBPCG is inherently a block method that should benefit from larger k. Although, the initial run of the method finds more required eigenvalues with small k than other methods do, a few ones are always missed, even with k = 74. A surprising exception is the k = 1 in the τ = ε case, which finds all of them, but such behavior is not expected in general. IVE guided LOBPCG-W finds all eigenvalues, and at very competitive times. Table 4 .5 shows results with ARPACK, for three different tolerances. ARPACK, as classical Krylov method without locking, can only identify a few of the eigenvectors in the multiplicity. As with the experiments in LOBPCG-W and JDQMR, decreasing the convergence tolerance does not solve the problem. Yet, with the guidance of the simplified IVE, ARPACK can solve the problem with no difficulties.
For BCSSTK16 and for all methods tested, a maximum block size (mxk) of one was sufficient for robustness in IVE, showing the synergetic effects of the rest of its features such as locking, computing more eigenpairs, and systematically introducing random guesses. As we show next, larger mxk may be needed in other cases.
Results with matrix DIAG.
We seek the lowest eight 8 eigenvalues which are equal to machine precision. Despite the lower multiplicity, most eigensolvers misconverge to some of the eigenvalues in the second nearby cluster.
Results from GD+k tests appear in Table 4 .6. For τ = ε, the method misses a few eigenvalues if the block size is less than three, which is a typical block size for GD+k. With the larger τ, GD+k finds a dimension of the required invariant subspace equal to the block size. This is a typical case, where the block size must be increased for robustness in a code whose performance deteriorates with larger block sizes. IVE avoids this trade-off, thus decoupling performance and robustness. By choosing an mxk such as 2 or 3, which is reasonable for low tolerances in GD+k (and not depending on the particular problem), IVE helps GD+k find all required eigenvalues and much faster than any initial run by GD+k. As expected, a slightly larger block may be needed for larger tolerances, but its exact value does not significantly affect performance. Note that for τ = 5ε 1/2 , IVE must be allowed to set a block size larger than one to recover robustness. In Table 4 .7 we show results from JDQMR on the DIAG matrix. As with GD+k, IVE can recover robustness for JDQMR if it is allowed to use a larger block size. Moreover, mxk does not have to match the multiplicity sought (as is necessary in the initial runs), because the synergy of the many IVE features compensates for smaller block sizes. For this solver, IVE execution times are relatively insensitive to mxk, matching the best performance of the initial runs and with the added robustness.
In Table 4 .8, LOBPCG-W finds all the required eigenvalues for τ = ε and for all k, except for k = 2 for which IVE recovers the missing eigenvalue for a relatively small additional cost. Surprisingly, for τ = 5ε 1/2 LOBPCG-W cannot identify the full invariant subspace in the initial run, regardless of block size. When IVE is allowed to increase the block size above three, all eigenvalues are found.
Finally, in Table 4 .9, we show the results from ARPACK on the DIAG matrix and for three different tolerances. Through a combination of locking, restarting and finding more eigenvalues IVE is able to recover all needed eigenvalues, except when τ = 1e − 7 which is close to the first intercluster gap. As with the rest of the methods, a slightly larger block size would have resolved the problems.
Up to now, we have seen test cases where keeping mxk = 1 achieved both the required robustness and the minimum time; cases where a larger mxk was required for performance; and cases where a larger mxk was required for robustness. But the optimum choice of mxk does not depend on the problem but mainly on the solver and the accuracy needed. For example, given a Krylov solver with basis size m, it makes no sense in terms of convergence to set mxk > m/3, with values less than m/5 being more reasonable. In the above IVE tests and for all solvers, the maximum multiplicity was larger than m/5, hence the observed decrease in performance with larger mxk. Other solvers with larger basis sizes could behave differently. Nevertheless, IVE restores robustness even with very modest block sizes, and therefore users can decouple the choices of parameters that are needed for convergence and cache performance from the parameters needed for robustness on a particular problem.
Results with a Laplacian matrix.
The LAPLACE matrix is closer to a real world problem. We seek the 19 algebraically smallest eigenvalues, many of which come in multiple pairs. In particular the 18th and 19th eigenvalues are a multiple pair. We give results only for τ =1e-9, and for mxk = 1, 2 as IVE will not go beyond the maximum observed multiplicity. Table 4 .10 shows the results of the GD method, which is identical to GD+k but without the CG-type restarting. An initial block size of 1 misses one eigenvalue, which is easily restored by IVE and in shorter time than to run an initial block size of 2. Table 4 .11 for GD+k shows that even when the method does not miss an eigenvalue, the validation step is not expensive relatively. Table 4 .12 shows similar results with JDQMR, where IVE restores robustness in better or similar time as the most robust initial run. Finally Table 4 .13 demonstrates the robustness of IVE with ARPACK, even with only a few IVE features enabled.
Conclusions.
Hermitian, iterative eigenvalue solvers cannot guarantee, without factorizing the matrix, that the eigenvalues they compute are the required ones. Eigenvalues that are tightly clustered or of high algebraic multiplicity can be missed by any type of eigensolver. There are many techniques to alleviate this: ask for more than the required eigenpairs, and to better than sufficient accuracy, or use a block size larger than the maximum multiplicity sought. Choosing these parameters, however, requires a-priori knowledge about the problem, and increasing them beyond a certain value slows convergence and reduces cache performance. Alternatively, locking converged eigenvectors, and restarting the solver with new random vectors improves robustness, also at the cost of convergence. Typically, robust choices lead to unnecessarily slow codes especially for the easier parts of the required spectrum.
Our a posteriori Iterative Validation of Eigensolvers is essentially a wrapper around any given eigensolver that automates all the above choices of techniques, except for accuracy, to provide robustness when this is needed. Relying on the synergy of these techniques, IVE keeps calling the solver to find additional eigenpairs, until no missed eigenvalues can be identified. IVE works both with single-vector and block solvers, requiring no changes to the solver.
There are two key ideas in IVE. The first is the repeated Rayleigh Ritz minimization in the space orthogonal to all converged eigenvectors, each time starting with at least one random initial guess. The second is an automatic way to increase the block size based on the largest multiplicity computed thus far, hence increasing the chances of finding missed eigenvalues of similar multiplicity.
Both key ideas can be very expensive during the initial run of any eigensolver, but as an a posteriori technique they focus only on the problematic part of the spectrum, and only if needed. Moreover, the ability to resolve multiple or clustered eigenvalues during a post processing phase, frees the user to employ in the solver the block size that gives the best cache performance, and the tolerance required by the problem. Even when the block size is limited to modest values in IVE, the synergetic effects of the rest of the techniques can deliver the desired robustness. Our experiments support both the robustness of IVE on some very hard problems, and its ability to decouple robustness from performance choices.
As future work, we plan to investigate the applicability and effectiveness of IVE for interior eigenvalues, and for non-hermitian eigenproblems. The major obstacle is that the Rayleigh-Ritz procedure does not provide monotonic convergence toward interior eigenvalues. Thus, the existence of a Ritz value that is closer to a value σ than any previously computed eigenvalue is does not imply that an eigenvalue was missed. A harmonic-Ritz procedure, which may provide a solution to this problem, unfortunately does not extend to non-hermitian problems. 
