Categories of Weight Modules for Unrolled Restricted Quantum Groups at
  Roots of Unity by Rupert, Matthew
ar
X
iv
:1
91
0.
05
92
2v
2 
 [m
ath
.R
T]
  2
5 M
ay
 20
20
Categories of Weight Modules for Unrolled Restricted
Quantum Groups at Roots of Unity
Matthew Rupert
Abstract
Motivated by connections to the singlet vertex operator algebra in the g = sl2 case,
we study the unrolled restricted quantum group U
H
q (g) at arbitrary roots of unity with
a focus on its category of weight modules. We show that the braid group action on
the Drinfeld-Jimbo algebra Uq(g) naturally extends to the unrolled quantum groups
and that the category of weight modules is a generically semi-simple ribbon category
(previously known only for odd roots) with trivial Mu¨ger center and self-dual projective
modules.
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1 Introduction
The unrolled quantum group UHq (sl2) was introduced in [GPT1, Subsection 6.3] and studied
as an example for producing link invariants (see also [GPT2]). In higher rank, the quantum
groups UHq (g) associated to a simple finite dimensional complex Lie algebra g have been
studied at odd roots of unity, also mostly out of interest for their topological applications.
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It was shown in [GP1, GP2] that the category C (see Definition 4.1) of weight modules for
UHq (g) at odd roots is ribbon and generically semi-simple (see Definition 2.1) and connec-
tions between the unrolled quantum groups, knot invariants, and topological quantum field
theories have been explored in [BCGP, D, DGP]. Our primary motivation, however, is the
expected connections between the unrolled restricted quantum group U
H
q (g) at even roots
of unity and a family of vertex operator algebras (VOAs) known as the higher rank singlet
algebras.
The (rank one) singlet vertex operator algebrasM(p) are a very prominent family of VOAs
studied by many authors [A, AM1, AM2, AM3, CM2, CMW]. The fusion rules for simple
M(p) modules are known for p = 2, and there is a conjecture for p > 2 [CM1]. It was shown in
[CMR] that if the fusion rules for simpleM(p)-modules are as conjectured, then there exists
an identification of simple U
H
q (sl2) and M(p) modules which induces a ring isomorphism
of the associated Grothendieck rings. Further, modified traces of the open Hopf links for
U
H
q (sl2) coincide exactly with the regularized asymptotic dimensions of characters for the
singlet (see [CMR, Theorem 1]). There are a number of vertex operator algebras which
can be constructed from the singlet, among them are the triplet W(p) and Bp VOAs. It
is possible to use the correspondence from [CMR] between M(p) and U
H
q (sl2) modules to
construct new braided tensor categories which compare nicely to the module categories of
the triplet and Bp algebras [CGR, ACKR]. The singlet, triplet, and Bp algebras all have
higher rank analogues denotedW0(p)Q,W(p)Q, and B(p)Q respectively (see [BM, Mi, CM2]
forW0(p)Q andW(p)Q, and [C] for B(p)Q), where p ≥ 2 and Q is the root lattice of a simple
finite dimensional complex Lie algebra g of ADE type. As in the sl2-case, their representation
categories are expected to coincide with categories constructed from the category of weight
modules of the corresponding unrolled restricted quantum group U
H
q (g) at 2p-th root of
unity. Understanding this category is therefore prerequisite to many interesting problems
relating to the W0(p)Q, W(p)Q, and B(p)Q vertex algebras. The focus of this article is to
study the category of weight modules C over U
H
q (g) at arbitrary roots of unity, and extend
results known for U
H
q (sl2) at even roots and U
H
q (g) at odd roots to this setting.
1.1 Results
Let g be a finite dimensional complex simple Lie algebra. Let q be a primitive ℓ-th root of
unity, r = 3+(−1)
ℓ
4
ℓ and C the category of finite dimensional weight modules for the unrolled
restricted quantum group U
H
q (g) (see Definition 3.5 and the opening comments of Section
4). We describe in Section 3 how to construct the unrolled quantum groups as a semi-
direct product UHq (g) := Uq(g)⋊U(h) of the Drinfeld-Jimbo algebra Uq(g) and the universal
enveloping algebra of the Cartan subalgebra of g. We also show that the action of the braid
group Bg (see Definition 3.3) extends naturally from Uq(g) to U
H
q (g) (Proposition 3.2):
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Proposition 1.1. The action of the braid group Bg on Uq(g) can be extended naturally to
the unrolled quantum group UHq (g).
This statement is known to some, but hasn’t appeared in the literature to the author’s
knowledge. It has been shown previously (see [CGP2]) that there is a generically semi-
simple structure (see Definition 2.1) on the category of weight modules over the restricted
unrolled quantum group at odd roots of unity where ℓ 6∈ 3Z if g = G2. The purpose of this
restriction on the G2 case is to guarantee that gcd(di, r) = 1 where the di =
1
2
〈αi, αi〉 are
the integers symmetrizing the Cartan matrix. This condition fails at odd roots only for G2,
but for even roots all non ADE-type Lie algebras fail this condition for some choice of ℓ. We
show that when gcd(di, r) 6= 1, generic semi-simplicity can be retained if one quotients by
a larger Hopf ideal (see Definition 3.5). In Subsection 4.1, we observe that C being ribbon
follows easily from the techniques developed in [GP2] as in the case for odd roots, and we
show that C has trivial Mu¨ger center (see Definition 2.2). We therefore have the following
(Propositions 4.8, 4.10, and Corollary 4.9):
Theorem 1.2. C is a generically semi-simple ribbon category with trivial Mu¨ger center.
U
H
q (sl2) was studied at even roots of unity in [CGP]. Stated therein ([CGP, Proposition 6.1])
is a generator and relations description of the projective covers of irreducible modules. One
apparent property of these projective covers is that their top and socle coincide. Showing
that this is a general feature of projective covers in C is the topic of Subsection 4.2. Let
P λ denote the projective cover of the irreducible module Lλ ∈ C. We introduce a character
preserving contravariant functor M 7→ Mˇ , analogous to the duality functor for Lie algebras
([Hu, Subsection 3.2]). We are then able to prove the following theorem:
Theorem 1.3. The projective covers P λ are self-dual under the duality functor. That is,
Pˇ λ ∼= P λ.
This theorem has the following corollaries (Corollary 4.15 and 4.16):
Corollary 1.4. • Socle(P λ) = Lλ.
• P λ is the injective Hull of Lλ.
• C is unimodular.
• C admits a unique (up to scalar) two-sided trace on its ideal of projective modules.
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2 Preliminaries
Let k be a field. A k-category is a category C such that its Hom-sets are left k-modules, and
morphism composition is k-bilinear. A pivotal k-linear category C is said to be G-graded for
some group G if for each g ∈ G we have a non-empty full subcategory Cg stable under retract
such that such that
• C =
⊕
g∈G
Cg,
• V ∈ Cg =⇒ V
∗ ∈ Cg−1 ,
• V ∈ Cg and W ∈ Cg′ =⇒ V ⊗W ∈ Cgg′ ,
• V ∈ Cg,W ∈ Cg′ and Hom(V,W ) 6= 0 =⇒ g = g
′.
A subset X ⊂ G is called symmetric if X−1 = X and small if it cannot cover G by finite
translations, i.e. for any n ∈ N and ∀g1, ..., gn ∈ G,
n⋃
i=1
giX 6= G.
Definition 2.1. A G-graded category C is called generically G-semisimple if there exists a
small symmetric subset X ⊂ G such that for all g ∈ G \ X , Cg is semisimple. X is referred
to as the singular locus of C and simple objects in Cg with g ∈ G \ X are called generic.
Generically semisimple categories appeared in [GP1, CGP] and were used in [GP2] to prove
that representation categories of unrolled quantum groups at odd roots of unity are ribbon.
If C has braiding c−,−, then an object Y ∈ C is said to be transparent if cY,X ◦ cX,Y = IdX⊗Y
for all X ∈ C.
Definition 2.2. The Mu¨ger center of C is the full subcategory of C consisting of all trans-
parent objects.
Triviality of the Mu¨ger center should be viewed as a non-degeneracy condition. Indeed,
for finite braided tensor categories triviality of the Mu¨ger center is equivalent to the usual
notions of non-degeneracy (see [S, Theorem 1.1]).
3 The Unrolled Restricted Quantum Group U
H
q (g)
We first fix our notations. Let g be a simple finite dimensional complex Lie algebra of rank
n and dimension n+2N with Cartan martix A = (aij)1≤i,j≤n and Cartan subalgebra h. Let
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∆ := {α1, ..., αn} ⊂ h
∗ be the set of simple roots of g, ∆+ (∆−) the set of positive (negative)
roots, and LR :=
n⊕
i=1
Zαi the integer root lattice. Let {H1, ..., Hn} be the basis of h such that
αj(Hi) = aij and 〈, 〉 the form defined by 〈αi, αj〉 = diaij where di = 〈αi, αi〉/2 and normalized
such that short roots have length 2. Let LW :=
n⊕
i=1
Zωi be the weight lattice generated by
the dual basis {ω1, ..., ωn} ⊂ h
∗ of {d1H1, ..., dnHn} ⊂ h, and ρ :=
1
2
∑
α∈∆+
α ∈ LW the Weyl
vector.
Now, let ℓ ≥ 3 and r = ℓ when ℓ is odd, r = 1
2
ℓ when ℓ is even (i.e. set r = 2ℓ/(3 + (−1)ℓ)).
Let q ∈ C be an primitive ℓ-th root of unity, qi = q
di, and fix the notation
{x} = qx − q−x, [x] =
qx − q−x
q − q−1
, [n]! = [n][n− 1]...[1],
(
n
m
)
=
{n}!
{m}!{n−m}!
, (3.1)
[j; q] =
1− qj
1− q
, [j; q]! = [j; q][j − 1; q] · · · [1; q]. (3.2)
We will often use a subscript i, e.g. [x]i, to denote the substitution q 7→ qi in the above
formulas.
Definition 3.1. Let L be a lattice such that LR ⊂ L ⊂ LW . The unrolled quantum group
UHq (g) associated to L is the C-algebra with generators Kγ, Xi, X−i, Hi, (we will often let
Kαi := Ki) with i = 1, ..., n, γ ∈ L, and relations
K0 = 1, Kγ1Kγ2 = Kγ1+γ2 , KγX±jK−γ = q
±〈γ,αj〉Xσj , (3.3)
[Hi, Hj] = 0, [Hi, Kγ] = 0, [Hi, X±j] = ±aijX±j , (3.4)
[Xi, X−j] = δi,j
Kαj −K
−1
αj
qj − q
−1
j
, (3.5)
1−aij∑
k=0
(−1)k
(
1− aij
k
)
qi
Xk±iX±jX
1−aij−k
±i = 0 if i 6= j, (3.6)
There is a Hopf-algebra structure on UHq (g) with coproduct ∆, counit ǫ, and antipode S
defined by
∆(Kγ) = Kγ ⊗Kγ , ǫ(Kγ) = 1, S(Kγ) = K−γ (3.7)
∆(Xi) = 1⊗Xi +Xi ⊗Kαi ǫ(Xi) = 0, S(Xi) = −XiK−αi , (3.8)
∆(X−i) = K−αi ⊗X−i +X−i ⊗ 1, ǫ(X−i) = 0, S(X−i) = −KαiX−i., (3.9)
∆(Hi) = 1⊗Hi +Hi ⊗ 1, ǫ(Hi) = 0, S(Hi) = −Hi. (3.10)
It is easy to see that the subalgebra generated by Kγ and X±i is the usual Drinfeld-Jimbo
algebra Uq(g). The unrolled quantum group is actually a smash product of the Drinfeld-
Jimbo algebra with the universal enveloping algebra of h, which we will briefly recall. Let
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the generators H1, ..., Hn ∈ h act on Uq(g) by the derivation ∂Hi : Uq(g)→ Uq(g) defined by
∂HiX±j = ±aijX±j, ∂HiKγ = 0. (3.11)
It is easy to see that these operators commute, so they do indeed define an action of h on
Uq(g). It is easy to check the relations
(∆ ◦ ∂Hi)(Xj) = (Id⊗ ∂Hi + ∂Hi ⊗ Id) ◦∆(Xj)
(∆ ◦ ∂Hi)(X−j) = (Id⊗ ∂Hi + ∂Hi ⊗ Id) ◦∆(X−j)
and ∆ ◦ ∂Hi(Kγ) = 0 = (∂Hi ⊗ 1 + 1⊗ ∂Hi) ◦∆(Kγ), so h acts on Uq(g) by C-biderivations.
It follows from [AS, Lemma 2.6] that Uq(g) ⋊ U(h) := Uq(g)⊗ U(h) is a Hopf algebra with
algebra structure coming from the smash product (the unit here is 1 ⊗ 1) and coalgebra
structure coming from the tensor product:
(X ⊗H) · (Y ⊗H ′) = X(∂H(1)Y )⊗H(2)H
′
∆(X ⊗H) = (Id⊗ τ ⊗ Id) ◦ (∆Uq(g) ⊗∆U(h))(X ⊗H)
ǫ = ǫUq(g) ⊗ ǫU(h)
where τ : Uq(g)⊗ U(h)→ U(h)⊗ Uq(g) is the usual flip map and ∆(H) =
∑
(H)
H(1) ⊗H(2) is
the Sweedler notation for the coproduct. We then see that for any X ∈ Uq(g) and Hi ∈ U(h),
we have
(X ⊗ 1) · (1⊗Hi) = X ⊗Hi (X ⊗ 1) · (Y ⊗ 1) = XY ⊗ 1
(1⊗Hi) · (X ⊗ 1) = ∂Hi(X)⊗Hi (1⊗Hi) · (1⊗Hj) = 1⊗HiHj,
so Uq(g)⋊U(h) is generated by the elements {X±i⊗1, Kγ⊗1, 1⊗Hi | i = 1, ..., n, γ ∈ L}. By
abuse of notation, we set X±i := (X±i ⊗ 1), Kγ := (Kγ ⊗ 1), and Hi := (1⊗Hi), and we see
that Uq(g)⋊U(h) is generated by X±i, Kγ (γ ∈ L), and Hi, i = 1, ..., n with defining relations
(3.3)-(3.6) and Hopf algebra structure given by equations (3.7)-(3.10). This is precisely the
unrolled quantum group of Definition 3.1.
There exists an automorphism of Uq(g) which swaps Xi with X−i and inverts Ki (see [J,
Lemma 4.6]). It is easily checked that this automorphism can be extended to UHq (g) by
defining ω(Hi) = −Hi, so there exists an automorphism ω : U
H
q (g)→ U
H
q (g) defined by
ω(X±i) = X∓i, ω(Kγ) = K−γ, ω(Hi) = −Hi. (3.12)
This automorphism will appear in Section 4 in the definition of a Hermitian form on Verma
modules introduced in [DCK], and the definition of a contravariant functor analogous to the
duality functor for Lie algebras.
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3.1 Braid Group Action on UHq (g)
Recall that for a finite dimensional Lie algebra the scalars aijaji are equal to 0, 1, 2, or 3 for
i 6= j and for each case let mij be 2, 3, 4, 6 respectively. Then,
Definition 3.2. The braid group Bg associated to g has generators Ti with 1 ≤ i ≤ n and
defining relations
TiTjTi · · · = TjTiTj · · ·
for i 6= j where each side of the equation is a product of mij generators.
It is well known (see [KlS, CP]) that the braid group of g acts on the quantum group Uq(g)
by algebra automorphisms defined as follows:
Ti(Kj) = KjK
−aij
i , Ti(Xi) = −X−iKi, Ti(X−i) = −K
−1
i Xi (3.13)
Ti(Xj) =
−aij∑
t=0
(−1)t−aijq−ti X
(−aij−t)
i XjX
(t)
i i 6= j, (3.14)
Ti(X−j) =
−aij∑
t=0
(−1)t−aijqtiX
(t)
−iX−jX
(−aij−t)
i , i 6= j, (3.15)
where X
(n)
±i = X
n
±i/[n]qi!. Therefore, if we extend the action of Bg to U
H
q (g) by
Ti(Hj) = Hj − ajiHi,
it is enough to check that the automorphisms Ti, i = 1, ..., n respect equations (3.4) and the
braid group relations when acting on the Hi. We first note that the relations
[Tk(Hi), Tk(Hj)] = [Tk(Hi), Tk(Kγ)] = 0
follow trivially from [Hi, Hj] = [Hi, Kγ] = 0. We must therefore show that
[Tk(Hi), Tk(X±j)] = ±aijTk(X±j).
We will prove the statement for positive index, as the negative index case is identical. Sup-
pose k = j, then Tj(Xj) = −X−jKj and we have
Hn(−X−jKj) = −(X−jHn − anjX−j)Kj = −X−jKjHn + anjX−jKj ,
so we see that [Hn,−X−jKj] = anjX−jKj. Hence,
[Tj(Hi), Tj(Xj)] = [Hi − aijHj,−X−jKj ]
= [Hi,−X−jKj]− aij [Hj, X−jKj ]
= aijX−jKj − 2aijX−jKj
= −aijX−jKj = aijTj(Xj).
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Suppose now that k 6= j. We then see that we must show
−akj∑
t=0
(−1)t−akjq−tk [Tk(Hi), X
(−akj−t)
k XjX
(t)
k ] =
−akj∑
t=0
(−1)t−akjq−tk aijX
(−akj−t)
k XjX
(t)
k .
Clearly then, it is enough to show that
[Tk(Hi), X
(−akj−t)
k XjX
(t)
k ] = aijX
(−akj−t)
k XjX
(t)
k
for each t = 0, ...,−akj. It follows easily from equation (3.4) that
[Hn, X
(−akj−t)
k XjX
(t)
k ] = (−akjank + anj)X
(−akj−t)
k XjX
(t)
k .
Therefore,
[Tk(Hi), X
(−akj−t)
k XjX
(t)
k ] = [Hi, X
(−akj−t)
k XjX
(t)
k ]− aik[Hk, X
(−akj−t)
k XjX
(t)
k ]
= (−akjaik + aij − aik(−2akj + akj))X
(−akj−t)
k XjX
(t)
k
= aijX
(−akj−t)
k XjX
(t)
k .
We see then that equations (3.13)-(3.16) define an automorphism of UHq (g). To show that
these automorphisms give an action of the braid group, we need only show that they satisfy
the braid relations as operators on UHq (g). We know these relations are satisfied for the
elements of Uq(g), so we need only check the Hi. This amounts to showing that
TiTj · · · (Hk) = TjTi · · · (Hk).
One therefore computes TiTj · · · (Hk) and checks that the result is symmetric in i and j,
giving the following proposition:
Proposition 3.3. The elements Ti of the braid group Bg act on U
H
q (g) by automorphisms
given by relations (3.13)-(3.15) and
Ti(Hj) = Hj − ajiHi. (3.16)
Let W denote the Weyl group of g and {si|i = 1, ..., n} the simple reflections generating
W . Let si1 · · · siN be a reduced decomposition of the longest element ω0 of W . Then,
βk := si1si2 · · · sik−1αik , k = 1, ..., N gives a total ordering on the set of positive roots ∆
+ of
g and for each βi, i = 1, ..., N , we can associate the root vectors X±βi ∈ Uq(g) as seen in
[CP, Subsections 8.1 and 9.1]. We have the following PBW theorem [CP]:
Theorem 3.4. The multiplication operation in Uq(g) defines a vector space isomorphism
Uq(η
−)⊗ Uq(h)⊗ Uq(η
−) ∼= Uq(g)
where Uq(η
±) is the subalgebra generated by the X±αi and Uq(h) the subalgebra generated
by the Kγ . The set {X
k1
±β1
Xk2±β2 · · ·X
kN
±βN
|ki ∈ Z≥0} is a basis of Uq(η
±).
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It can be shown by induction on s [J] that
[Xi, X
s
−i] = [s]iX
s−1
−i [Ki; di(1− s)], (3.17)
where [Ki;n] = (Kiq
n −K−1i q
−n)/(qi − q
−1
i ). Let dα =
1
2
〈α, α〉, and define
rα := r/gcd(dα, r). (3.18)
Then [rαi ]i = [r] = 0, so it follows from equations (3.5) and (3.17) that [Xj, X
rαi
−i ] = 0 for all
i, j. Applying the braid group action then gives [Xβ, X
rα
−α] = 0 for all α, β ∈ ∆
+, where we
have used the fact that dα = di when α lies in the Weyl orbit of αi. It follows that given any
maximal vector v (i.e. Xiv = 0 for all i) in some U
H
q (g)-module V , X
rα
−αv is also maximal.
In particular, all Verma modules of U
H
q (g) will be reducible and therefore there will be no
projective irreducible modules (as all irreducibles are quotients of Vermas). Obtaining a
category of representations which is generically semisimple is the motivation for our choice
of definition of the unrolled restricted quantum group at arbitrary roots and to do this, we
quotient out {Xrα±α}α∈∆+ . It follows from equation (3.3) that Xi⊗KiXi = q
2diXi⊗XiKi, so
equation (3.8) and the q-binomial formula tell us that
∆(X
rαi
i ) =
rαi∑
k=0
(
rαi
k
)
q2di
Xni ⊗K
n
i X
rαi−n
i = 1⊗X
rαi
i +X
rαi
i ⊗K
rαi
i
since
(
rαi
k
)
= 1 if k = 0, rαi and zero otherwise. We can perform the same computation for
X
rαi
−i , so we see that the two-sided ideal generated by {X
rαi
±αi}αi∈∆ is a Hopf ideal (it follows
immediately from equations (3.3) and (3.8) that this ideal is invariant under the antipode
S).
Definition 3.5. The unrolled restricted quantum group of g, U
H
q (g), is defined to be the
unrolled quantum group UHq (g) of Definition 3.1 quotiented by the Hopf ideal generated by
{X
rαi
±αi}αi∈∆.
This definition is very closely related to that of the small quantum group in [L]. It follows
trivially from the braid relations that Xrα±α = 0 in U
H
q (g) for every root vector α ∈ ∆
+, and
it follows from the PBW theorem that {Xk1±β1X
k2
±β2
· · ·XkN±βN | 0 ≤ ki < rβi} is a basis of
U
H
q (η
±).
4 Representation Theory of U
H
q (g)
For each module V of U
H
q (g) and λ ∈ h
∗, define the set V (λ) := {v ∈ V | Hiv = λ(Hi)v}. If
V (λ) 6= 0, then we call λ a weight of V , V (λ) its weight space, and any v ∈ V (λ) a weight
vector of weight λ.
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Definition 4.1. A U
H
q (g)-module V is called a weight module if V splits as a direct sum of
weight spaces and for each γ =
n∑
i=1
kiαi ∈ L, Kγ =
n∏
i=1
qkiHii as operators on V . We define C
to be the category of finite dimensional weight modules for U
H
q (g).
Given any V ∈ C, we denote by Γ(V ) the set of weights of V . That is,
Γ(V ) = {λ ∈ h∗ | V (λ) 6= 0}. (4.1)
We define the character of a module V ∈ C using the dimensions of the H-eigenspaces as
ch[V ] =
∑
λ∈h∗
dimV (λ)zλ. (4.2)
It is easy to show that for any module V and λ ∈ h∗,
X±jV (λ) ⊂ V (λ± αj). (4.3)
We define the usual partial order “≥” on h∗ by λ1 ≥ λ2 iff λ1 = λ2 +
n∑
i=1
kiαi for some
ki ∈ Z≥0. A weight λ of V is said to be highest weight if it is maximal with respect to the
partial order among the weights of M . A vector v ∈ V is called maximal if Xiv = 0 for each
i, and a module generated by a maximal vector will be called highest weight.
Given a weight λ ∈ h∗, denote by Iλ the ideal of U
H
q (g) generated by the relations Hi · 1 =
λ(Hi), Kγ · 1 =
n∏
i=1
q
kiλ(Hi)
i for γ =
n∑
i=1
kiαi ∈ L and Xi · 1 = 0 for each i.
Definition 4.2. Define Mλ := U
H
q (g)/I
λ. Mλ is generated as a module by the coset vλ :=
1 + Iλ with relations
Xivλ = 0, Hivλ = λ(Hi)vλ, Kγvλ =
n∏
i=1
q
kiλ(Hi)
i vλ,
where γ =
∑
kiαi ∈ L. It follows from Theorem 3.4 thatM
λ has basis {Xk1β1X
k2
β2
· · ·XkNβN vλ | 0 ≤
ki < rβi}.
Clearly, Mλ ∈ C and is universal with respect to highest weight modules in C, that is, for any
module M ∈ C generated by a highest weight vector of weight λ, there exists a surjection
Mλ ։ M . Each proper submodule S of Mλ is a direct sum of its weight spaces and has
S(λ) = ∅, so the union of all proper submodules is a maximal proper submodule. Hence, each
reducible Mλ has a unique maximal proper submodule Sλ and unique irreducible quotient
Lλ of highest weight λ. We therefore refer to Mλ as the Verma (or universal highest weight)
module of highest weight λ and we have the following proposition by standard arguments:
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Proposition 4.3. V ∈ C is irreducible iff V ∼= Lλ for some λ ∈ h∗.
It is clear that every module in C is a module over Uq(g) and since the Hi act semi-simply, M
λ
is irreducible iff it is irreducible as a Uq(g)-module. Kac and De Concini defined a Hermitian
form H on Mλ [DCK, Equation 1.9.2] by
H(vλ, vλ) = 1 and H(Xu, v) = H(u, ω(X)v)
for all X ∈ U
H
q (g) and u, v ∈ M
λ where ω is the automorphism defined in equation (3.12).
Let η ∈ ∆+ and denote by detη(λ) the determinant of the Gram matrix of H restricted to
Mλ(λ−η) in the basis consisting of elements F k1β1 · · ·F
kN
βN
vλ with ~k = (k1, ..., kN) ∈ Par(η) :=
{~k ∈ ZN |
∑
kiβi = η, 0 ≤ ki < rβi}. The determinant of H vanishes precisely on the
maximal submodule of Mλ and is given on Mλ(λ− η) by [DCK, Equation 1.9.3]
detη(λ) =
∏
α∈∆+
rα−1∏
m=0
(
{mdα}
{dα}2
)|Par(η−mα)|
(λ(Kα)q
〈ρ,α〉−m
2
〈α,α〉 − λ(K−1α )q
−〈ρ,α〉+m
2
〈α,α〉)|Par(η−mα)|
where ρ is the Weyl vector. It then follows as in [DCK, Theorem 3.2] that we have the
following:
Proposition 4.4. Mλ is irreducible iff q2〈λ+ρ,α〉−k〈α,α〉 6= 1 for all α ∈ ∆+ and k = 1, ..., rα−1.
For each α ∈ ∆+ we associate to λ the scalars λα ∈ C defined by
λα := 〈λ+ ρ, α〉.
Notice that Mλ is reducible iff for some α ∈ ∆+ we have
2(λα − k
λ
αdα) = n
λ
αℓ (4.4)
for some kλα ∈ {1, ..., rα − 1}, n
λ
α ∈ Z, where dα :=
1
2
〈α, α〉. This motivates the following
definition:
Definition 4.5. We call the scalar λα typical if 2(λα−kdα) 6= 0 mod ℓ for all k = 1, ..., rα−1
and atypical otherwise. We call λ ∈ h∗ typical if λα is typical for all α ∈ ∆
+ and atypical
otherwise.
Clearly, Mλ is irreducible iff λ is typical. We can rewrite the atypicality condition into a
more convenient form, which will be useful in the next subsection:
Proposition 4.6. λα is typical iff λα ∈ C¨α where
C¨α :=
{
(C \ gαZ) ∪ rZ if ℓ is even
(C \ gα
2
Z) ∪ r
2
Z if ℓ is odd
where gα = gcd(dα, r).
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Proof. By Proposition 4.4 and the following comments, λα is atypical iff 2(λα − kdα) =
0 mod ℓ for some k = 1, ..., rα − 1. That is, iff
λα ∈
⋃
n∈Z
rα−1⋃
k=1
nℓ+ 2kdα
2
Assume now that gcd(di, r) = 1 for all i. Note that each non-simple root α lies in the
Weyl orbit of some simple root αi and that dα = dαi, so gcd(dα, r) = 1 for all α ∈ ∆
+ (so
rα = r for all α). Let r = ℓ be odd, then we have λα ∈
⋃
n∈Z
r−1⋃
k=1
nr+2kdα
2
which is clearly
a subset of 1
2
Z. Suppose nr + 2kdα = rm for some m ∈ Z. Then r(m − n) = 2kdα and
we have gcd(r, 2dα) = 1 so we must have 2dα|m − n. However, we have k ∈ {1, ..., r − 1}
so |r(m − n)| > |2kdα|, a contradiction. Hence, λα ∈
1
2
Z \ r
2
Z. Let x ∈ Z \ rZ. Since
gcd(r, 2dα) = 1, there exist a, b ∈ Z such that 2dαa+ br = 1. Since x 6∈ rZ, we have ax 6∈ rZ,
otherwise x = 2dαax + brx ∈ rZ. Therefore, there exist m, k ∈ Z with k = 1, ..., r − 1 such
that ax = mr+ k. Then, 2dαax = 2dαmr+2dαk, so x = 2dαk mod r (since 2dαa = 1 mod r)
and so x ∈
⋃
n∈Z
r−1⋃
k=1
rn+ 2dαk. Hence, we have shown
⋃
n∈Z
r−1⋃
k=1
nr + 2dαk
2
=
1
2
Z \
r
2
Z
A similar argument shows that
⋃
n∈Z
r−1⋃
k=1
nℓ+2kdα
2
= Z \ rZ when ℓ is even. Suppose now that
gcd(dα, r) 6= 0. Then we have
⋃
n∈Z
rα−1⋃
k=1
(nrα + 2k)dα
2
=
{
dαZ \ rZ ℓ even
dα
2
Z \ r
2
Z ℓ odd
Remark 4.7. The invertible objects in C are clearly the 1-dimensional Lλ. Note that we
have
XjX−ivλ = δi,j[λ(Hi)]ivλ
so Lλ is 1-dimensional iff 2λ(Hi)di = 0 mod ℓ i.e. λ(Hi) ∈
ℓ
2di
Z for all i. These objects
played a crucial role in [CGR] for the construction of certain quasi-Hopf algebras U
Φ
q (sl2)
whose representation theory related to the triplet VOA. We expect this to remain true in
the higher rank case, and will be investigated in future work. We also expect the higher
rank analogues of U
Φ
q (sl2) to be closely related to those quantum groups which appear in
[N, GLO].
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4.1 Categorical Structure
We first remark that it is easily seen (as in [GP1, Subsection 5.6]), that the square of the
antipode acts as conjugation by K1−r2ρ , i.e.
S2(x) = K1−r2ρ xK
r−1
2ρ
for x ∈ U
H
q (g) where ρ :=
1
2
∑
α∈∆+
α is the Weyl vector. A Hopf algebra in which the square
of the antipode acts as conjugation by a group-like element is pivotal (see [B, Proposition
2.9]), so C is pivotal. It is clear from equation (4.3) that given any v ∈ V (λ), every weight
for the submodule 〈v〉 ⊂ V generated by v has the form λ +
n∑
i=1
kiαi for some ki ∈ Z. That
is, every weight vector in 〈v〉 has weight differing from λ by an element of the root lattice
LR of g. We can quotient h
∗ by LR to obtain the group t := h
∗/LR. We then define Cλ for
λ ∈ t to be the full subcategory of C consisting of modules whose weights differ from λ by
an element of LR. Clearly,
C =
⊕
λ∈t
Cλ (4.5)
and it is easy to see that this gives C a t-grading as in Section 2. In fact, we have the
following:
Proposition 4.8. C is generically t-semisimple.
Proof. Let X be the subset of t consisting of equivalence classes λ corresponding to weights λ
such that λα ∈
(3+(−1)ℓ)gα
4
Z for some α ∈ ∆+. Notice that this implies that µα ∈
(3+(−1)ℓ)gα
4
Z
for all µ ∈ λ since µ being comparable to λ implies that
µα = λα mod dαZ. (4.6)
Equation (4.6) is easy to see for simple roots and for non-simple roots, one uses invariance
of 〈−,−〉 under the action of the Weyl group. X is clearly symmetric. To see χ is small,
consider the subset
A := {µa ∈ t | (µa)α = ai for some a 6= 0 ∈ R and all α ∈ ∆
+} ⊂ t.
Each µa is distinct since the corresponding weights do not differ by elements of the root
lattice. Suppose that µa + X = µb + X for some a 6= b, both non-zero. Then µa − µb ∈ X ,
a contradiction since any element µ ∈ µa − µb will have purely imaginary µα for each α, so
µ cannot belong to X . Therefore, A cannot be covered by finitely many translations of X
and X is small. Notice that by construction, t\X consists of equivalence classes λ such that
every weight of every module V ∈ Cλ is typical.
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The argument in [CGP2, Lemma 7.1] can be applied to our setting to show that the irre-
ducibles of typical weight are projective. Recall that {Xk1±β1X
k2
±β2
· · ·XkN±βN | 0 ≤ ki < rβi} is a
basis of U
H
q (η
±). Let X+ :=
N∏
k=1
X
rβk−1
βk
and X− :=
N∏
k=1
X
rβk−1
βk
denote the highest and lowest
weight vectors of U
H
q (g). Suppose λ ∈ h
∗ is of typical weight and that there is a surjection
f : M → Mλ for some M ∈ C. Since λ is typical, Mλ is irreducible so X+X− acts on the
generator vλ of M
λ by a scalar, which we denote ν. Then there is a vector w ∈ f−1( 1
ν
vλ).
The vector w′ := X+X−w is maximal since X+ is maximal in U
H
q (η
+) (i.e. XX+ = 0 for
all X ∈ U
H
q (η
+)) and non-zero since f(w′) = vλ. Therefore, by the universal property of
Verma modules there is a map g : Mλ → M such that g(vλ) = w
′ and f : M → Mλ splits.
Hence, every Cλ with λ ∈ t \ X contains only projective irreducible modules and is therefore
semisimple.
It is well known (see [GP1, Section 5.6], for example) that the duality morphisms are given
by
−−→coevV : 1→ V ⊗ V
∗, 1 7→
∑
i∈I
vi ⊗ v
∗
i ,
−→evV : V
∗ ⊗ V → 1, f ⊗ v 7→ f(v),
←−−coevV : 1→ V
∗ ⊗ V, 1 7→
∑
i∈I
v∗i ⊗K
r−1
2ρ vi,
←−evV : V ⊗ V
∗ → 1, v ⊗ f 7→ f(K1−r2ρ v),
where 1 is the 1-dimensional module of weight zero and {vi}i∈I , {v
∗
i }i∈I are dual bases of V
and V ∗. The pivotal structure on C is the monoidal natural transformation δ : IdC → (−)
∗∗
defined by components
δV = ψV ◦ ℓK1−r2ρ : V → V
∗∗
where ψV : V → V
∗∗ is the canonical embedding ψV (v)(f) = f(v) and ℓx(v) = xv denotes
left multiplication. It was shown in [GP1, Subsection 5.8] (see also [GP2, Subsection 4.2])
that the unrolled quantum group UHq (g) is braided. The proof of this statement is given for
odd roots, but holds for even roots as well with very minor adjustments. The proof uses a
projection map p : Uh(g)→ U
< from the h-adic quantum group Uh(g) to the C[[h]]-module
generated by the monomials
n∏
i=1
Hmii
n∏
j1=1
X
kj1
βj1
n∏
j2=1
X
kj2
−βj2
(4.7)
with mi ∈ Z≥0, 0 ≤ kj1, kj2 < r. If we generalize this by defining U
< to be the C[[h]]-module
generated by the monomials in equation (4.7) with mi ∈ Z≥0 and 0 ≤ kjs < rβjs , then the
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proof follows verbatim as in [GP1, Subsection 5.8]. This yields an R-matrix R := HR˜ where
H := q
∑
i,j
di(A−1)ijHi⊗Hj
, (4.8)
R˜ :=
N∏
i=1

rβi−1∑
j=0
(
(qβi − q
−1
βi
)Xβi ⊗X−βi
)j
[j; q−2βi ]!

 , (4.9)
where {βi}
N
i=1 is the ordered bases for ∆
+ as described in Subsection 3.1, [j; q]! is defined in
equation (3.2), and qβ = q
〈β,β〉/2. Recall that U
H
q (g) is the quotient of U
H
q (g) by the Hopf
ideal I generated by the set {X
rαi
±i } so the braided structure on U
H
q (g) induces a braided
structure on the quotient U
H
q (g). We then obtain a braiding on C given by c = τ ◦R where
τ : V ⊗W →W ⊗ V for any V,W ∈ C is the usual flip map.
Let M ∈ C be simple with maximal vector m ∈ M(λ), and define the family of morphisms
θV : V → V by
θV := (IdV ⊗
←−evV ) ◦ (cV,V ⊗ IdV ∗) ◦ (IdV ⊗
−−→coevV )
where cV,V is the braiding. An easy computation shows that
θM(m) = q
〈λ,λ+2(1−r)ρ〉m.
Hence, on any simple module M ∈ C with maximal vector m ∈ M(λ),
θM = q
〈λ,λ+2(1−r)ρ〉IdM (4.10)
We then observe, as in [GP2][Subsection 4.4], that θ(Lλ)∗ = (θLλ)
∗ for all generic simple
modules (Lλ such that λ ∈ t \ χ), where f ∗ denotes the right dual. So, by [GP2, Theorem
9], C is ribbon.
Corollary 4.9. C is a ribbon category.
We also observe here that C has trivial Mu¨ger center (recall Definition 2.2):
Proposition 4.10. C has no non-trivial transparent objects (i.e. C has trivial Mu¨ger center).
Proof. Given a pair of irreducible modules Lλ, Lµ ∈ C, it is easy to see that the braiding
c = τ ◦HR˜ acts as τ ◦H on the product of highest weights vλ⊗ vµ ∈ L
λ⊗Lµ. We therefore
see that
cLµ,Lλ ◦ cLλ,Lµ(vλ ⊗ vµ) = q
2〈λ,µ〉Id.
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Hence, there is no irreducible object transparent to all other irreducible objects since there is
no weight λ ∈ h∗ such that 〈λ, µ〉 ∈ ℓ
2
Z for all µ ∈ h∗. In particular, there are no non-trivial
irreducible transparent objects. If someM ∈ C were transparent, then all of its subquotients
and, in particular, the factors appearing in its composition series must also be transparent,
so any transparent object has composition factors isomorphic to 1. Any such module has
character ch[M ] = 0 (recall Equation (4.2)), but any module in C with vanishing character
is a direct sum of dim(M) copies of 1. Indeed, the elements H1, ..., Hn act semisimply on M
(as they do on all modules in C) so they must act by zero since ch[M ] = 0, and it follows
from Equation (4.3) that X±im ∈M(±αi) = ∅, so X±im = 0 for all m ∈M . Recalling that
Kγ =
n∏
i=1
qkiHii as operators on C, we see that
X±im = Him = 0 and Kγm = 1
for all m ∈ M . Hence, M a direct sum of dim(M) copies of 1, and C has trivial Mu¨ger
center.
4.2 Duality
Given any M ∈ C, the antipode S : U
H
q (g)→ U
H
q (g) defines a module structure on the dual
M∗ = HomC(M,C) by
(x · f)(m) = f(S(x)m)
for each f ∈ M∗, m ∈ M , and x ∈ U
H
q (g). Let M
∗
ω be the module obtained by twisting M
∗
by the automorphism ω defined in equation (3.12), allowing x ∈ U
H
q (g) to act on M
∗ as ω(x)
and for convenience set Mˇ := M∗ω, which is easily seen to lie in C. Note that Mˇ is therefore
the dual defined with respect to the anti-homomorphism S ◦ ω : U
H
q (g)→ U
H
q (g). It is easy
to check that this map is an involution, i.e. S ◦ ω ◦ S ◦ ω = Id. We therefore have that the
canonical map φ : M → ˇˇM is an isomorphism, since
X · φ(v)(f) = φ(v)(S(w(X)) · f) = φ(v)(f ◦ Π(X)) = f(X · v) = φ(X · v)(f),
where Π : U
H
q (g)→ End(M) is the representation defining the action onM . Hence,
ˇˇM ∼= M .
The (contravariant) functor M 7→ Mˇ is exact as the composition of exact functors (taking
duals in a tensor category and twisting by automorphisms), and one sees immediately (since
S(Hi) = −Hi) that dimMˇ(λ) = dimM(λ), so ch[Mˇ ] = ch[M ]. Exactness implies that M is
simple iff Mˇ is, and then ch[Lˇλ] = ch[Lλ] implies Lˇλ ∼= Lλ. We therefore obtain the following
proposition:
Proposition 4.11.
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• The contravariant functor M 7→ Mˇ is exact and ˇˇM ∼= M .
• ch[Mˇ ] = ch[M ] for all M ∈ C.
• Mˇ is simple iff M is simple.
• Lˇλ ∼= Lλ for all λ ∈ h∗.
Recall that a filtration, or series, for a module M is a family of proper submodules ordered
by inclusion
0 =M0 ⊂M1 ⊂ · · · ⊂Mn−1 ⊂Mn =M.
A series for a module M is called a composition series if successive quotients are irreducible
modules: Mk/Mk−1 ∼= L
λk for some λk ∈ h
∗. Similarly, a series is called a Verma (or
standard) series if successive quotients are Verma modules: Mk/Mk−1 ∼= M
λk for some
λk ∈ h
∗.
We have already observed in Proposition 4.8 that irreducible modules of typical weight are
projective. Given any V ∈ C and λ ∈ h∗ typical, we have a surjection
←−evLλ ⊗ IdV : L
λ ⊗ (Lλ)∗ ⊗ V → 1⊗ V ∼= V (4.11)
where Lλ⊗(Lλ)∗⊗V is projective since projective modules form an ideal in pivotal categories
(see [GPV, Lemma 17]), so C has enough projectives and since every module in C is finite,
every module in C has a projective cover. We denote by P λ the projective cover of Lλ,
and it follows easily from the defining property of projective modules that P λ is also the
projective cover of Mλ. Replacing V in Equation (4.11) by an arbitrary Verma module Mµ
and noting Mλ ∼= Lλ for typical λ (recall Proposition 4.4 and 4.6), we obtain a surjection
from the projective module Mλ ⊗ (Mλ)∗ ⊗Mµ onto Mµ. It then follows that P µ appears
in the decomposition of Mλ ⊗ (Mλ)∗ ⊗Mµ into a direct sum of projective covers. It can be
shown that Mλ ⊗ (Mλ)∗ ⊗Mµ has a standard filtration by the argument in [Hu, Theorem
3.6], and P µ then has a standard filtration by the argument in [Hu, Proposition 3.7 (b)] since
it is a summand of a module admitting a standard filtration. We denote by (P λ : Mµ) the
multiplicity of Mµ in the standard filtration of P λ, and [Mµ : Lλ] the multiplicity of Lλ in
the composition series of Mµ. With the existence of the duality functor M → Mˇ satisfying
the properties in Proposition 4.11, BGG reciprocity follows as in [Hu]:
Proposition 4.12. BGG reciprocity holds in C. That is, we have (P λ : Mµ) = [Mµ : Lλ].
Let P ∈ C be projective, then P is isomorphic to a direct sum of projective covers of
irreducible modules: P ∼=
⊕
λk∈h∗
cλkP
λk for some cλk ∈ Z+. Since unrolling the quantum
group gives us additive weights, rather than multiplicative weights, the argument of [Hu,
Corollary 3.10] can be used to show that projectives in C are determined up to isomorphism
by their characters, which we include here for convenience. It is clearly enough to show
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that the characters determine the coefficients cλk of P , since then two projective modules
with coinciding characters will both be isomorphic to the same sum of projective covers.
We proceed by induction on length of standard filtrations. If P has length 1, it is a Verma
module and the statement is trivial. If P has length > 1, let
0 ⊂M1 ⊂ · · · ⊂Mn = P
with Mk/Mk−1 ∼= M
µk denote a standard filtration of P , so ch[P ] =
∑n
i=1 dµich[M
µi ]. Let
λ be minimal s.t. dλ 6= 0. By BGG reciprocity, (P
µ : Mλ) 6= 0 iff [Mλ : Lµ] 6= 0, so µ ≤ λ
and therefore by minimality of λ, P λ appears in the decomposition of P with multiplicity
dλ, that is, P = dλP
λ⊕ P˜ for some projective module P˜ . By the induction assumption, the
coefficients of P˜ are determined by its character, so P is determined by up to isomorphism
by its character.
Proposition 4.13. Projective modules in C are isomorphic if their characters coincide.
It is apparent from the construction of projective covers in [CGP] for U
H
q (sl2) that the socle
and top of projective covers coincide. This is actually a general feature of C for any U
H
q (g)
and is a consquence of the following theorem:
Theorem 4.14. P λ is self-dual (Pˇ λ ∼= P λ).
Proof. We first recall that any indecomposable module is a quotient of a direct sum of
projective covers. Indeed, any cyclic indecomposable module M has a unique maximal
submodule and irreducible quotient Lλ. This gives a surjection φ :M ։ Lλ and projectivity
of P λ guarantees the existence of a map ϕ : P λ →M such that φ◦ϕ = qλ where qλ : P λ → Lλ
is the essential surjection. It follows that there exists a v ∈ P λ such that φ ◦ϕ(v) = vλ ∈ L
λ
and since φ : M ։ Lλ is the quotient map (by the maximal ideal of M), we see that ϕ(v)
lies in the top ofM and therefore generatesM (otherwise it lies in the maximal submodule).
Hence, ϕ : P λ →M is surjective. Any indecomposable M ∈ C is finitely generated by some
{v1, ..., vn}, so there exists a canonical surjection Φ :
n⊕
k=1
P λk → M given by mapping each
P λk onto the cyclic submodules 〈vk〉 of M . We therefore have for each Pˇ
λ a short exact
sequence
0→ Nλ →
m⊕
k=1
P λk → Pˇ λ → 0
for some λ1, ..., λm ∈ h
∗ and some submodule Nλ of
m⊕
k=1
P λk . Applying the duality functor,
we obtain an exact sequence
0→ P λ →
m⊕
k=1
Pˇ λk → Nˇλ → 0.
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C is pivotal so by [GPV, Lemma 17], projective and injective objects coincide in C. Therefore,
the sequence splits and P λ is a summand of
m⊕
k=1
Pˇ λk . Further, it is easy to see that the
functor X → Xˇ preserves indecomposability since taking duals and twisting by ω preserve
indecomposability in C. Since the Pˇ λk are indecomposable, we have P λ ∼= Pˇ λk for some
λk ∈ h
∗ and ch[Pˇ λ] = ch[P λ], so we must have λk = λ. That is, Pˇ
λ ∼= P λ.
Theorem 4.14 has the following immediate corollary
Corollary 4.15. • Socle(P λ) = Lλ.
• P λ is the injective hull of Lλ.
• C is Unimodular.
Unimodularity follows from P 0 being the injective hull of 1 (see [ENO, EGNO]), so by [GKP,
Corollary 3.2.1], we see that there exists a right trace on the ideal of projective modules in
C (for details on categorical traces see [GP2, Subsection 1.3].). It then follows exactly as in
[GP2, Theorem 22] that this right trace is in fact a two-sided trace:
Corollary 4.16. C admits a unique non-zero two-sided trace on the ideal Proj of projective
modules.
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