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Abstract
In a typical video conferencing setup, it is hard to main-
tain eye contact during a call since it requires looking into
the camera rather than the display. We propose an eye con-
tact correction model that restores the eye contact regard-
less of the relative position of the camera and display. Un-
like previous solutions, our model redirects the gaze from
an arbitrary direction to the center without requiring a
redirection angle or camera/display/user geometry as in-
puts. We use a deep convolutional neural network that in-
puts a monocular image and produces a vector field and a
brightness map to correct the gaze. We train this model in
a bi-directional way on a large set of synthetically gener-
ated photorealistic images with perfect labels. The learned
model is a robust eye contact corrector which also predicts
the input gaze implicitly at no additional cost.
Our system is primarily designed to improve the quality
of video conferencing experience. Therefore, we use a set
of control mechanisms to prevent creepy results and to en-
sure a smooth and natural video conferencing experience.
The entire eye contact correction system runs end-to-end in
real-time on a commodity CPU and does not require any
dedicated hardware, making our solution feasible for a va-
riety of devices.
1. Introduction
Eye contact can have a strong impact on the quality and
effectiveness of interpersonal communication. Previous ev-
idence suggested that an increase in the amount of eye con-
tact made by a speaker can significantly increase their per-
ceived credibility [1]. However, a typical video conferenc-
ing setup creates a gaze disparity that breaks the eye contact,
resulting in unnatural interactions. This problem is caused
by having a display and camera that are not aligned with
each other. During video conferences, users tend to look at
the other person on the display or even a preview of them-
selves rather than looking into the camera.
Earlier solutions required specific hardware such as
a pair of cameras that help synthesize gaze-corrected
Figure 1. Eye contact correction: the user is looking at the screen
in the input frame (left). The gaze is corrected to look into the
camera in the output frame (right).
images [2, 22] or reflective screens similar to that of
teleprompters. A more recent solution [8] used a single
camera to correct the gaze by 10-15 degrees upwards, as-
suming that a typical placement for a camera would be at
the top-center of the device, just above the screen. How-
ever, many new portable devices have their cameras located
at the top-left and top-right corners of the displays. Such de-
vices would require horizontal gaze correction as well as the
upwards correction. Furthermore, many tablets and smart-
phones can be rotated and used in any orientation. Differ-
ent users may use their devices at different orientations and
view the display from different distances. This effectively
changes the relative position of the camera with respect to
the user and the center of the display. Therefore, a uni-
versal eye contact corrector should support redirecting the
gaze from an arbitrary direction to the center regardless of
the relative camera and display positions.
A deep learning based approach [3] showed that it is pos-
sible to redirect gaze towards an arbitrary direction, given a
redirection angle. In a typical use case of eye contact cor-
rection, however, neither a redirection angle nor the input
gaze direction is available. It is indeed possible to replace
eyes with rendered 3D models of eyes to simulate an ar-
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bitrary gaze [21, 15] without having a redirection angle.
However, using such a model for gaze correction in video-
conferencing would be challenging since it is hard to render
details such as eyelashes and glasses in real-time while re-
maining faithful to the original input.
We propose an eye contact correction system that is de-
signed primarily to improve video conferencing experience.
Our system first uses a facial landmark detector to locate
and crop the eyes, and then feeds them into a deep neural
network. Our proposed model architecture learns to redi-
rect an arbitrary gaze to the center without requiring a redi-
rection angle. We show that when a redirection angle is not
given, the model learns to infer the input gaze implicitly. As
a side product, our model predicts the input gaze direction
and magnitude at no additional cost. Finally, our eye con-
tact corrector outputs frames having smooth and naturally
corrected gaze using a set of control mechanisms. Those
mechanisms control the strength of the correction, prevent
‘creepiness’ from overly corrected eye contact, and ensure
temporal consistency in live applications. Our live applica-
tion (Figure 1) runs in real-time on CPU, making our eye
contact corrector a feasible solution for a wide range of de-
vices.
2. Related Work
Eye contact correction can be considered a specific case
of gaze manipulation where the gaze is redirected to the
center in a video conferencing setup. Numerous solutions
that specifically addressed the video conferencing gaze cor-
rection problem required additional hardware such as stereo
cameras [2, 22] or depth sensors [10, 23]. Kononenko et
al. [8] proposed monocular solution that solely relied on
images captured by a web camera. Their solution used en-
sembles of decision trees to produce flow fields, which are
later used to warp the input images to redirect gaze upwards
10 to 15 degrees. As discussed earlier, this type of vertical
correction works well only when the camera is located at
the top center of the screen, with a predefined distance from
the user. However, many hand-held devices can be used in
both landscape and vertical orientations and at an arbitrary
viewing distance.
A more flexible approach, named DeepWarp [3], used a
deep neural network to redirect the gaze towards an arbi-
trary direction. DeepWarp can manipulate the gaze towards
any direction, thus can be used for gaze correction in video
conferencing regardless of device orientation and user dis-
tance, given a redirection angle as input. However, such a
redirection angle is usually hard to obtain in real life sce-
narios. For example, even when the device type, orienta-
tion, and user distance is known, a fixed redirection angle
would assume that all users look at the same point on the
display to properly correct the gaze. In practice, windows
that show the participants in a video call can be shown at
different parts of the display. Furthermore, users may even
prefer to look at the preview of themselves rather than the
other person.
Wood et al. [21] proposed an approach that can redirect
the gaze to any given direction without inputting a redirec-
tion angle. Their method created a 3D model of the eye
region, recovering the shape and appearance of the eyes.
Then, it redirected the gaze by warping the eyelids and ren-
dering the eyeballs having a redirected gaze. However, the
model fitting step in their algorithm limited the real-time
capability of their approach.
Although some of the earlier work employed tempo-
ral smoothing techniques [10], earlier gaze correction and
redirection solutions overall tried to correct the gaze con-
stantly, without a control mechanism. Therefore, the use
of a general-purpose gaze redirector for video conferencing
would lead to unnatural results particularly when the user is
not engaged or moves away from a typical use case.
3. Data Preparation
To train and validate our system, we prepared two dif-
ferent datasets: one natural and one synthetic. The natu-
ral dataset (Figure 2) consists of image pairs where a sub-
ject looks into the camera and at a random point on dis-
play. Similarly, the synthetic dataset (Figure 3) consists of
image sets within which all factors of variation except for
gaze stays constant. We used the natural dataset primarily
to validate our model and to refine the samples in the syn-
thetic dataset to look virtually indistinguishable from the
natural ones. Being able to generate a photorealistic syn-
thetic dataset allowed for generating an immense amount of
perfectly-labeled data at a minimal cost.
3.1. Natural Dataset
We created a dataset that consists of image pairs where
the participants saccaded between the camera and random
points on display. The gaze of the participants was guided
by displaying dots on the screen. The subjects participated
in our data collection at their convenience without being in-
vited into a controlled environment, using a laptop or tablet
as the data collection device. Therefore, the collected data
is representative of the typical use cases of the proposed ap-
plication.
Unlike the gaze datasets that are collected in a controlled
environment [16], we did not use any apparatus to stabi-
lize the participans’ face and eyes or to prevent them from
moving between frames. To locate the eyes in the captured
frames, we used a proprietary facial landmark detector de-
veloped internally at Intel. The facial landmark detector
provided a set of facial landmarks which we utilized to align
and crop the eyes in the captured frames.
Figure 2. Sample pairs from the natural dataset: the first image
in every pair looks at a random point on the display whereas the
second one looks into the camera.
To improve the data quality, we created a routine that
automatically deleted the frames that were likely to be erro-
neous. First, the cleaning routine removed the first frames in
each sequence to compensate for any lagged response from
the subjects. Second, it removed the frames where no faces
were detected. Finally, it removed the frames where the
subject was blinking, where the blinks were inferred from
the distances between eye landmarks. We removed any in-
complete pairs where either the input or ground truth im-
ages were missing to make sure all pairs in the dataset are
complete. The clean dataset consisted of 3125 gaze pair
sequences collected from over 200 participants.
3.2. Synthetic Dataset
Our synthetic data generator used the UnityEyes plat-
form [20] to render and rasterize images of eyes, which are
later refined by a generative adversarial network. UnityEyes
provides a user interface where the gaze can be moved by
moving the cursor. We created sets of eye images by pro-
grammatically moving the cursor to move the gaze towards
random directions. We modeled the cursor movements as a
zero mean Gaussian random variable, where zero means a
centered gaze, looking right into the camera.
To increase the diversity of samples in the dataset, we
randomized subject traits, lighting, and head pose between
different sets of images. We sampled 40 different gazes
per set, where all images within a set had the same random
configuration. Randomizing the subject traits changed the
color, shape, and texture of the face, skin, and eyes. Using
this process, we generated 3200 sets of artificial subjects
with random traits, resulting in 128,000 images and nearly
2.5 million image pairs.
We limited the range of movement in the head pose ran-
domization since we would not enable eye contact correc-
tion if the user is clearly looking at somewhere other than
the camera and display. Therefore, we made sure that the
head pose was within the limits of a typical use case where
the eye contact correction would be practical to use. To fur-
Figure 3. Samples pairs from the synthetic dataset: each image
pair belongs to a distinct randomized subject. The image pairs are
aligned fixing everything except the gaze.
ther increase randomness, we also randomized the render
quality of the synthesized images. Indeed, the use of highest
possible render quality can be ideal for many applications.
However, the amount of detail in those images, such as the
reflection of the outside world on the surface of the eyes,
can be unrealistic in some cases depending on the imaging
conditions. After we captured raster images from the Uni-
tyEyes platform, we superimposed glasses of different sizes
and shapes on some of the image sets. The glasses used 25
different designs as templates, where their size, color, and
relative position were randomized within a visually realistic
range.
UnityEyes provides facial landmarks for the eyes, which
are comparable to the ones we used for the natural dataset.
Once the glasses are superimposed, we used those facial
landmarks to align and crop the eyes. Since the images are
generated synthetically, they can be perfectly aligned be-
fore the eyes are cropped. However, merely using a bound-
ing box that encloses the eye landmarks leads to misaligned
pairs. Cropping each image separately leads to small off-
sets between the images in the same set due to landmarks
shifted by the gaze. Thus, we created a bounding box that
fit all images in a given set and used a single bounding box
per set. The bounding boxes had a fixed aspect ratio of 2:1
and are padded to have twice as much width as the average
width in a given set.
To enhance photorealism, we used a generative adversar-
ial network that learned a mapping between synthetic and
real samples and brought the distribution of the synthetic
data closer to real ones. Using the trained generator, we
refined all images in the synthetic dataset to create a large
dataset that consists of photorealistic images having virtu-
ally perfect labels. This process is detailed in Section 8.
All of the steps mentioned above are done only once as
a pre-processing step. The pre-processed image pairs are
also distorted on the fly during training with additive noise,
brightness and contrast shift, and Gaussian blur, in random
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Figure 4. The architecture of the eye contact correction model: ECC-Net inputs a patch that contains a single eye, warps the input to
redirect gaze, and adjusts the local brightness to enhance eye clarity. Blocks with trainable parameters are shown in blue.
order and magnitude. These distortions not only emulate
imperfect imaging conditions but also further augment the
diversity of the samples in the dataset.
4. The ECC-Net Model
Our eye contact correction model, named ECC-Net, in-
puts an image patch that contains a single eye and a target
gaze vector. The image patches are resized to 64 × 32 be-
fore they are fed into the model. The target gaze vector is
represented in the Cartesian domain with its horizontal and
vertical components and is tiled to have the same spatial di-
mensions as the input image. Once the training is complete,
the target angle is set to zeros to redirect the gaze to center.
The core of ECC-Net is a fully-convolutional encoder-
decoder network which uses U-Net style skip connections
and channel-wise concatenations [13] to recover details
lost at the pooling layers. The model does the bulk of
processing in low resolution both to reduce the compu-
tational cost and to improve spatial coherence of the re-
sults. The convolutional blocks in the model consist of
three depthwise-separable convolutional layers with a resid-
ual connection [5] that skips over the middle layer. The
convolutional layers use batch normalization [6] and ReLU
activations.
The model produces a flow field and a brightness map
similar to the methods presented in [8] and [3]. The output
layer consists of two up-convolution layers (2× 2 convolu-
tion with a stride of 1/2) followed by a convolutional layer
having a 3-channel output. Two of these channels are used
directly to predict the horizontal and vertical components of
a vector field that is used to warp the input image. The third
channel is passed through a sigmoid function and used as a
map to adjust local brightness. Using such a mask is shown
to be effective in improving the appearance of eye whites
after gaze warping [3]. The brightness mask enhances eye
clarity and corrects the artifacts that result from horizon-
tal warping when there are not enough white pixels to re-
cover the eye white. The overall architecture of the model
is shown in Figure 4.
For eye contact correction, training a model to output a
vector field has several advantages over training a generic
encoder-decoder model that produces pixel-wise dense pre-
dictions. First, the vector fields produced by the model
can be easily modified in a meaningful way using external
signals. For example, their magnitude can be scaled be-
fore warping to control the correction strength. Those vec-
tors can also be averaged over time for temporal smoothing
without producing blurry results (Section 7). Second, pre-
dicting a motion vector imposes the prior that pixels should
move rather than changing in an unconstrained way when
the gaze changes. Finally, training a model to output the
pixel values directly can lead to a bias towards the mean
image in the training set [3], resulting in loss of detail.
Indeed, images can be generated with a high level of de-
tail using an adversarial loss [11] instead of a mean squared
error loss. A generative adversarial network (GAN) can
learn what is important to produce in the output [4]. How-
ever, although generative adversarial networks are better at
reconstructing details, the details they produce might origi-
nate neither in the input nor the ground truth. A model that
is trained with an adversarial loss can hallucinate details
when the output is comprised of unrestricted pixels. This
behavior might be acceptable or even preferred for many
applications. However, we would not want this type of flex-
ibility to redirect gaze in a video conferencing setup. For
example, adding eyelashes or any other traits that are hallu-
cinated might lead to unnatural results. Therefore, we built
a model that manipulates the location and brightness of ex-
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Figure 5. Bi-directional training: the model optimizes the correc-
tion and reconstruction losses concurrently to enforce mapping re-
versibility.
isting pixels. This approach ensures that any detail that is in
the output originates in the input.
5. Bi-directional Training
We trained ECC-Net in a bi-directional fashion to en-
force mapping reversibility. The model is first given an in-
put image and a target angle to redirect the gaze. In the first
direction, the model is expected to minimize a correction
loss Lc, which is defined as the mean squared error between
the gaze-corrected and ground truth images. In the other di-
rection, the model is given the gaze-corrected output image
and the input angle to redirect the gaze back to its original
state. Although this should be the expected behavior of a
gaze redirection model, we found that some warping arti-
facts in the output make it difficult to recover the original
image. To address this problem, we defined a reconstruc-
tion loss Lr between the reconstructed image and the orig-
inal image and optimize it concurrently with the correction
loss (Figure 5).
Training the model in a bi-directional way reduced the
artifacts and resulted in more natural gaze redirection re-
sults. However, assigning the correction and reconstruc-
tion losses the same weight during training led to a mode
collapse where the model quickly converged to an identity
transform to minimize the reconstruction loss. Readjust-
ing the weights of the losses in the total loss function as
Ltotal = 0.8Lc + 0.2Lr helped the optimizer keep a good
balance between the loss functions in both directions.
The target angles are used only during training and set
to (0, 0) during inference since the goal of the model is to
move the gaze to the center. Using target angles other than
zero during training improved the robustness of the model
and allowed for post-training calibration. For example, if
the gaze is still off after correction on a particular device
then the target angle can be tuned to compensate for the
offset, although this should not be necessary in a typical
Figure 6. Gaze prediction: ECC-Net predicts the input gaze as a
byproduct of eye contact correction. The white circle in the figure
shows the predicted gaze.
case. Using pairs of images having arbitrary gazes also in-
creased the number of possible image pairs in the training
data. For example, using a set of 40 images for a given sub-
ject,
(
40
2
)
= 780 unique pairs can be generated as compared
to 39 pairs using a single target. This effectively augmented
the data and reduced the risk of overfitting.
6. Gaze Prediction
An intriguing phenomenon we observed is that the model
learned to predict the input gaze implicitly. We found that
computing the mean motion vector, negating its direction,
and scaling its magnitude to fit the screen gives an estimate
of the input gaze (Figure 6). Unlike a typical multi-task
learning setup where a model is trained to perform multiple
tasks simultaneously, our model learns to perform two tasks
while being trained to perform only one of them. Therefore,
we can arguably consider the eye contact correction prob-
lem as a partial super-set of gaze prediction.
We should note that our model is not a fully-blown gaze
predictor, but rather is an eye contact corrector that learns
the input gaze to function better. This behavior is likely
a byproduct of training the model to redirect gaze without
providing a redirection angle, which requires the input gaze
angle to be inferred. The inferred gaze does not incorporate
head pose or distance from the screen and relies only on
the information extracted from eyes in isolation. Therefore,
it should not be expected to be as accurate as systems that
use dedicated sensors or models [9, 18] that are designed
specifically for gaze prediction.
The predicted gaze can still be practical to use in a va-
riety of use cases where the computational cost is a con-
cern, since the additional cost, i.e., mean computation and
negation, is negligible. For example, a video conferenc-
ing application that uses eye contact correction would be
able to compute gaze statistics with minimal overhead. The
real-time gaze information would also enable hands-free in-
teractions, such as dimming the backlight when the user is
not engaged. Thus, the gaze prediction property of our eye
contact corrector has the potential to decrease battery con-
sumption while providing additional functionality.
7. Control Mechanism
We provide a set of mechanisms that control the correc-
tion strength smoothly to ensure a natural video conferenc-
ing experience. The control mechanisms we use can be
grouped into two blocks: a control block that reduces the
correction strength by scaling the ECC-Net output when
needed, and a temporal stability block that temporally fil-
ters the outputs.
Eye contact correction is disabled smoothly when the
user is too far from the center, too far away from the screen,
too close to the screen, or blinking. The correction is also
disabled when the user looks somewhere other than the
camera and display (Figure 7). The control block moni-
tors the face size, distance from the center, head pose (i.e.,
pitch, roll, yaw), and eye opening ratio, which are inferred
from the output of the same facial landmark detector that
we use to align and crop the eyes. In addition to the fa-
cial landmarks, the control block also factors in mean and
maximum motion vector magnitudes to limit correction for
extreme gazes. Both landmark and motion vector based sig-
nals produce a scaling factor between 0 and 1. The overall
correction strength is calculated by multiplying those scal-
ing factors calculated for each triggering signal.
The stability block filters the motion vectors tempo-
rally using an alpha-beta filter, which is a derivative of the
Kalman filter [12]. The filtering is done on the vector field
before warping input images rather than pixel values after
warping. This process eliminates flicker and outlier motion
vectors in an input video stream without blurring out the
output images. When used together with the control block,
the temporal stability block ensures the eye contact correc-
tion operates smoothly in a video conferencing setting.
Overall, the control mechanisms prevent abrupt changes
and ensure that the eye contact corrector avoids doing any
correction when the user diverts away from a typical video
conferencing use case. Consequently, the eye contact cor-
rector operates smoothly and prevents ‘creepy’ or unneeded
corrections.
8. Experiments
In our experiments, we trained ECC-Net using only the
synthetic dataset and used the natural dataset as a valida-
tion set to pick the best performing model configuration.
Once the training is complete, we tested the frozen model on
the Columbia Gaze Dataset [16], which is a public bench-
Figure 7. Control mechanism: ECC is enabled for typical use cases
(top) and disabled when the user diverts away from the primary use
case (bottom).
mark dataset that was originally used for eye contact detec-
tion [16]. We reorganized the Columbia Gaze Dataset to
have gaze pairs similar to our natural dataset. Using data
from entirely different sources for training, validation, and
test sets minimized the risk of overfitting, including its im-
plicit forms such as information leakage from the valida-
tion set due to excessive hyperparameter tuning or dataset
bias [19]. We disabled the control mechanisms in all experi-
ments. However, in the validation and test sets, we excluded
the images where the control block would disable ECC-Net
entirely.
Initially, we trained the model on both left and right eyes,
where left eyes on the synthetic dataset were generated by
flipping right eyes. This resulted in a poor horizontal cor-
rection since the model needed to put considerable effort to
decide whether the input is a left or right eye to be able to
correct the gaze horizontally in the right amount. To bet-
ter utilize the model capacity for correction, we trained the
model on right eyes only and flipped left eyes during infer-
ence. Consequently, the model learned to correct the gaze
better both horizontally and vertically.
We used the relative reduction in mean squared error
as the performance metric and modified it to be more ro-
bust against minor misalignments. This misalignment-
tolerant error used the minimum of errors between image
pairs shifted within a slack of 3x3 pixels. We found the
misalignment-tolerant error more consistent with the visual
quality of the results as compared to a rigid pixel-to-pixel
squared error.
We trained our model for about 3 million iterations, us-
ing an Adam [7] solver with β1 = 0.9 β2 = 0.999,  = 0.1,
and a cyclic learning rate [17] between 0.002 and 0.01. Us-
ing a relatively large  helped stabilize training. The error
reached its minimum value at around 2 million iterations.
The model at this iteration reduced the error by 62% com-
Figure 8. Samples from the synthetic dataset before (left) and after
(right) they are refined using a generator network. The refined im-
ages reveal some details about the distribution of data in the natural
dataset, such as reflections in the eyes and glare on glasses. The
generator brings the distribution of the synthetic data closer to real
data and makes eyes and their surroundings more photorealistic by
adding those details among many others.
pared to identity transform (Table 1). The model also pro-
duced visually good looking results. We were able to further
decrease the overall error by using a portion of the natural
dataset for fine-tuning and the rest for validation. It is a
common practice in deep learning applications to freeze the
first layers and fine tune the last ones to prevent overfitting.
This is because the models transfer weights from other mod-
els that used similar data to accomplish different tasks. In
our case, however, the task is the same for both the natural
and synthetic dataset while the input data distribution might
differ. Therefore, we tuned only the first layers (layers be-
fore the first skip connection) while the rest of the network
stayed frozen. Using a portion of the natural data for fine
tuning decreased the error marginally.
Although fine tuning on natural data helped reduce the
error, it also noticeably decreased the correction strength
and worsened the qualitative results (Figure 9). Despite the
misalignment-tolerant error metric, some of the remaining
error on the natural dataset was still due to the differences
other than the gaze, such as shadows and reflections. We
observed that a substantial decrease in the error was a result
of better gaze correction whereas smaller ‘improvements’
were a result of closer-to-average results that smoothed out
other factors of variation. Therefore, we used the natural
dataset as a development set and calculated the error as a
sanity check rather than as a benchmark, while continu-
ously monitoring the results qualitatively. Overall, training
the model solely on synthetic data resulted in visually bet-
ter results. This is likely a result of the impact of perfect
labels in the synthetic set outweighing the impact of a data
distribution closer to the real use case in the natural set.
To bring the distribution of the synthetic data closer to
(a) (b) (c) (d) (e)
Figure 9. Results on samples from the validation set: (a) input,
(b) model fine-tuned on natural data, (c) model trained on unre-
fined synthetic data only, (d) model trained on refined synthetic
data, (e) ground truth.
Training Data Validation Error Test Error
Unrefined Synthetic 0.386 0.431
Natural + Synthetic 0.372 0.465
Refined Synthetic 0.375 0.414
Table 1. The relative mean squared error on the validation (natural
dataset) and test (Columbia Gaze) sets when the model is trained
on synthetic data before and after refinement. Training a model on
refined synthetic images achieved a similar error as training it on
unrefined images followed by fine tuning on a disjoint portion of
the natural dataset. However, the models that used synthetic data
achieved a low error via better gaze correction whereas the model
that is fined tuned on the natural data produced closer to average
results.
real data without sacrificing the label quality, we built a
generative adversarial network based on CycleGAN [24].
CycleGAN uses a cycle-consistent training setup to learn
a mapping between two image sets without having a one-
to-one correspondence. We modified and trained Cycle-
GAN to learn a mapping between our synthetic and natural
datasets, generating a photorealistic eye image given a syn-
thetic sample. In our training setup, we used two additional
mean absolute error (L1) losses defined between the inputs
and outputs of the generators to further encourage input-
output similarity. This type of ‘self-regularization’ loss has
been previously shown to be effective for training GANs to
refine synthetic images [14]. We defined the additional loss
functions only on the luminance channel to give the model
more flexibility to modify color while preserving the gaze
direction and the overall structure of the input. We used the
default hyperparameters for CycleGAN for training, treat-
ing the additional L1 losses the same as the reconstruction
losses. The trained generator produced photorealistic im-
Figure 10. Results on a random subset of the Columbia Gaze Dataset. The model is trained using only synthetic samples which were
refined using the natural images in our dataset. The leftmost image in each group shows the input, the middle image shows the ECC-Net
result, and the rightmost image shows the ground truth which was used to compute the test set error.
ages without changing the gaze in the input (Figure 8).
Training the model on the GAN-refined synthetic images
achieved a similar error as the fine tuned model without de-
grading the visual quality of the outputs. The results had al-
most no artifacts for the typical use cases. The artifacts were
minimal even for the challenging cases such as where there
is glare, glass frames are too close to the eye, or the scene
is too dark or blurry. Qualitative results on a random sub-
set of the Columbia Gaze Dataset are shown in Figure 10.
The visual examples show that some of the error between
the gaze-corrected and ground truth images is explained by
factors other than the gaze, such as moved glass frames and
hair occlusions. The results look plausible even when they
are not very similar to the ground truth images.
9. Conclusion
We presented an eye contact correction system that redi-
rects gaze from an arbitrary angle to the center. Our eye
contact corrector consists of a deep convolutional neural
network, which we call ECC-Net, followed by a set of con-
trol mechanisms. Unlike previous work, ECC-Net does not
require a redirection angle as input, while inferring the in-
put gaze as a byproduct. It supports a variety of video con-
ferencing capable devices without making an assumption
about the display size, user distance, and camera location.
ECC-net preserves details, such as glasses and eyelashes,
without hallucinating details that do not exist in the input.
Our training setup prevents destructive artifacts by enforc-
ing mapping reversibility. The trained model employs con-
trol mechanisms that actively control the gaze correction
during inference to ensure a natural video conferencing ex-
perience. Our system improves the quality of video con-
ferencing experience while opening up new possibilities for
a variety of other applications. Those applications may in-
clude software teleprompters and personal broadcasting ap-
plications that provide cues on display while maintaining
eye contact with the viewers.
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