Abstract: Two principal methods are commonly employed for the estimation of developmental instability at the population level. Some studies use variances of morphological traits (σ 2 p), while others use fluctuating asymmetry (FA). In both cases, differences in the degree of developmental instability can be tested with an F-test, which is the most common way to compare variances. However, the variance is expected to scale proportionally to the square of the mean as there is a tendency in biological data for σ 2 p to scale proportionally to the square of the mean ( μ ): σ 2 p = Zμ ξ , where ξ is the scaling exponent, which is expected to be two for pure statistical reasons, μ is the mean of the trait and Z is a measure of individual-level variability. Because of this scaling effect, the fluctuating asymmetry will be affected, FA is estimated as the variance between the right and the left sides of a trait (σ 2 r − l = σ 2 r + σ 2 l − 2rσrσl), where σ 2 r and σ 2 l are the variances of the right and the left trait values, respectively. In this paper, we propose a novel method that allows an exact correction of the scaling effect, which will enable a proper comparison of the degree of fluctuating asymmetry for a trait. The problem of the scaling of the FA with the trait size is quite crucial if FA is to be considered an indicator of fitness or an indicator of environmental or genetic stress, as different stresses or fitness levels are typically accompanied by a change of the traits' μ .
Introduction

Developmental Instability
The development of a trait in a given environment is disturbed by random processes that cause it to deviate from its expected phenotype. It is believed that an individual's ability to buffer its development against these random perturbations is influenced by genotype, environment and/or genotype-environment interactions [1] [2] [3] [4] . Developmental instability (DI) results when stress affects the buffering capacity of the processes that provide stability to an organism's development [5] . The theoretical argument that stressed individuals have greater DI is supported by some research showing a positive relationship between DI and the intensity of stress [4, [6] [7] [8] [9] [10] [11] [12] . However, empirical studies supporting its general adequacy for monitoring species or populations are generally lacking or contradictory [4, [13] [14] [15] [16] .
Two principal methods are commonly employed for the estimation of DI at the population level. Some studies use variances of morphological characters or phenotypic variance (σ 2 p) [12, [16] [17] [18] , where the estimate may be blurred by genetic variation (σ 2 g), while other studies use fluctuating asymmetry (FA) [1, 4, 7] .
Phenotypic variance can be considered as an estimator of DI when variation caused by environmental variability (σ 2 e) and σ 2 g is negligible [19] . Several studies have revealed that the σ 2 p of quantitative traits increases in populations experiencing environmental stress [12, 16, 20] . The problem with estimating σ 2 p even in a monoclonal strain (σ 2 g = 0) is that the estimate in general will be strongly affected by σ 2 e [17, 19, 21, 22 ].
Phenotypic Variance
In biological data there is a tendency for σ 2 p to scale proportionally to the square of the mean ( μ ) [23] :
where ξ is the scaling exponent, which is expected to be two for pure statistical reasons (see [23] for derivation). Z is a measure of individual-level variability [23] . The regression of log σ 2 (dependent) on log μ (independent) gives a line with a slope of two, called Taylor's power law [24, 25] . However, ξ has been found to be considerably smaller than two for many morphological traits (ξ < 2) [26] .
Fluctuating Asymmetry
Whereas it is generally accepted that σ 2 p is influenced by σ 2 g and σ 2 e [27] , FA at the individual level has the advantage that dissimilarity in the expression of a given character on the left and right sides of an organism cannot be explained by either differences in genotype or environment [1, 7] .
Following Palmer and Strobeck [1] , FA can be estimated as FA = σ 2 r − l, where r and l are, respectively, the trait values on the right and left side. A scaled FA index can be utilized by dividing FA with the mean of the traits: (σ 2 r − l)/(0.5r + 0.5l) (FA7 index; [1] ). Reference [1] suggested also the index FA3 = μ Ιr − lΙ/(0.5r + 0.5l), which is equivalent to the mean of the absolute value of the difference between the left and right side divided by the population trait size; however, the unsigned difference between the r and the l side is not normally distributed, and therefore, other statistical problems are introduced by using this index, which require testing with non-parametric techniques [1] . The division by the mean trait size can correct for scale differences. This is a necessary operation when the (σ 2 r − l) is positively correlated with the mean of the trait. Other indices (FA9 and FA9a; [1] ) that are equivalent to one minus the square of the correlation coefficient between the right and left sides (1 − r 2 r,l) (FA9; [1] ) or one minus the correlation coefficient between the right and left (1 − rr,l) (FA9a; [1] ) have also been proposed [1, 28] . The performance of the different indices' depends on whether the FA of a trait is more correlated to its μ or its σ 2 p [28] . Windig and Nylin [28] have shown that FA measured as (σ 2 r − l) on 36 traits in the Speckled Wood Butterfly (Pararge aegeria) were highly correlated both with the mean (r = 0.94) and the variance (r = 0.96). As a consequence of this strong correlation between (σ 2 r − l) with the σ 2 p and μ of the trait, the same problems mentioned above for the standardization of the variance with the mean will exist for the standardization of the (σ 2 r − l) with the mean. In order to get an accurate estimate of the level of FA for a given trait new as the different indices suggested by [1, 28] and have to be considered as different options for correcting the scaling effect are needed. This will allow a comparison of the level of FA estimated for traits with different means or for the same trait, but with a different means in different samples. Correcting for scale effects can however, increase the possibility of committing errors of Type 1 and Type 2. Considering the fact that often, the differences of the FA levels are subtle, makes the need for a methodology that can correct for the scaling effect in a precise way that do need effect the likelihood to make Type 1 and Type 2 errors quite urgent. The aim of this paper is therefore to propose a new methodology that will allow an exact correction for the scaling effect.
Methods and Results
In this paper, we suggest the following method: A. We assume two sample sizes: ( 1 μ , (σ 2 r − l)1 and 2 μ , (σ 2 r − l)2) in which the μ and the (σ 2 r − l) will be log-transformed. For both samples, also the correlation between the right and the left values will be estimated, and we will therefore have two correlations: r1 and r2. B. The (σ 2 r − l) is equivalent to:
We substitute (from Equation (1)):
Rearranging:
C. Following a log-transformation, Equation (3) becomes:
Consequently, the regression of log(σ 2 r − l) (dependent) on log μ (independent) gives a line with an intercept equal to: (log2 + logZ + log(1 − r)) and a slope of ξ = 2 for pure statistical reasons. In this equation, it is assumed that r1 = r2, which means that there is no difference in the degree of correlation between the right and the left values measured in the two samples with two means: 1 μ and 2 μ ; however (σ 2 r − l)1 ≠ (σ 2 r − l)2, because, despite the fact that r1 = r2, the log (σ 2 r − l) is increasing with a slope of two (ξ = 2). This ξ is therefore a hypothetical slope, which will only coincide with the observed slope if r1 = r2, and we will therefore call it ξ (ξi) = 2.
D. Estimation of the slope of the line using the observed values of: log 1 μ , log(σ 2 r − l)1 and log 2 μ , log(σ 2 r − l)2; therefore, we will obtain an observed ξ (ξo), which will be equivalent to:
E. Subtraction of the observed slope (ξo) from the hypothetical slope (ξi) = 2; therefore Equation (4) becomes: log (σ 2 r − l) = log2 + logZ + log(1 − r) + (ξo − ξi) log μ which allows an estimation of the corrected values of the log-variance log (σ 2 r − l)c as:
Resolving:
F. Estimation of the anti-log value of log(σ 2 r − l)c.
G. F-test for testing differences between (σ 2 r − l)c and (σ 2 r − l)1.
Therefore, the correction can be easily applied in the form of an FA index, which we will call for commodity the "FA corrected for scaling index (FAcs)", where FAcs = log(σ (log 2 μ − log 1 μ ), we obtain:
in the equation above, there are only four terms: log(σ 2 r − l)2, log(σ 2 r − l)1, log 2 μ and log 1 μ , which are all known and that can easily be estimated in order to obtain the FAcs index, which, after an antilog transformation, will be compared to (σ 2 r − l)1, with an F-test.
Discussion
Scaling Problems of Fluctuating Asymmetry
Despite the fact that the finding of an exact way to correct FA for scaling could give an impression of a rather technical discussion, the problem of the scaling of the FA with the trait size is crucial if FA has to be considered an indicator of fitness, as often, variation of fitness among individuals is accompanied by a variation of the μ of the traits [7, 29, 30] . For FA to be considered an indicator of environmental or genetic stress, the problem of scaling is also present as a higher stress level is typically accompanied by a reduction of the traits' μ [3, 16] .
Transformations
The log-transformation of the variance [31] , the Box-Cox power transformation [32] , or the coefficient of variation (CV) [33] are commonly used to make σ 2 independent of μ [34] . The transformed data can be compared with the log-log-test [31] , the naive test [34] , the likelihood ratio test, Bennett's test, the score test, Miller's test, Doornbos and Dijkstra's test or the Wald test.
All of these tests are used for taking into account eventual violations of the assumptions required by the F-test (like for example a small sample size or non-normally distributed data) [23] .
Correction for the Scaling Effect
Pertoldi et al. [23] proposed an exact methodology that can correct for the scaling effect of the σ 2 p with the μ without the need for transformations, which will give an approximate estimate of the true σ It should also be noted that in Equation (5), ξo > ξi, the slope of the corrected line (ξo − ξi) continues to remain positive (slope > 0), even if the slope is reduced, which means that log(
which implies that the uncorrected F-test is more prone to an error of Type 1 (incorrect rejection of the H0 hypothesis) compared to the F-test, which is performed on the corrected variances. If, in Equation (5), ξo < ξi, the slope of the corrected line will have a negative slope (slope < 0). A negative slope implies that (σ 2 r − l)c < (σ 2 r − l)1, which is in contradiction to the one-tailed HA hypothesis of the F-test in which σ 
How Can the Scaling Effect Have Afflicted Investigations?
The possible scenarios listed above are underlying potential problems, which could have afflicted several investigations in many scientific disciplines that have formulated hypotheses based on the F-distribution. The bigger the difference between the two means ( 1 μ and 2 μ ) of the distributions compared in the F-test, the higher is the probability that the above-mentioned errors could have led to wrong conclusions. The transformations and approximations listed in this paper can in some way reduce the probability that these errors occur, but at the same time, they can also introduce a further bias and complexity due to the interactions between the scaling effect and the effects on the data transformations.
Conclusions
The method proposed in this paper can be utilized to make an exact correction for differences in means between samples that are compared. This can be utilized in future investigations dealing with developmental instability.
However even with this correction we should be aware of confounding factors, such as the standard error of the variance and the presence of mixtures due to environmental variability, which can produce platykurtic or leptokurtic distributions of the (r − l) values [35] [36] [37] [38] [39] [40] . Mixtures due to genetic substructuring can also produce the same effects that environmental variability can have on the distribution of (r − l) values [41] . The measurement error should be minimal compared to the level of variation of the (r − l) values [1, 42] and there should not be antisymmetry and/or directional asymmetry, which will make the correction proposed in this paper inapplicable [43, 44] . Potentially, there is a very promising application of fluctuating asymmetry as an indicator of environmental stress if we choose to apply the exact correction proposed in this paper on clonal organisms where no genetic substructure is present [45] [46] [47] [48] [49] [50] [51] . The absence of genetic substructure is allowing us to exclude one of the potential biases which is afflicting the fluctuating asymmetry indexes. In addition, following the methodology proposed in [21, 37, 40] , it will be possible to exclude samples in an investigation where the presence of environmental variability and/or antisymmetry/directional asymmetry have been detected. Once all these checks have been performed on the samples which are being compared for differences in the degree of fluctuating asymmetry, we believe that fluctuating asymmetry remains a powerful tool for comparing the level of developmental instability of samples. The methodology proposed in [37, 40] can clearly also be utilized for the detection of the presence of genetic substructuring and in this case fluctuating asymmetry can be utilized for the detection of genetic and environmental stress in sexually reproducing populations which expands its application in the field of conservation biology in wild populations.
