A significantly faster algorithm is presented for the original kNN mode seeking procedure. It has the advantages over the well-known mean shift algorithm that it is feasible in high-dimensional vector spaces and results in uniquely, well defined modes. Moreover, without any additional computational effort it may yield a multi-scale hierarchy of clusterings. The time complexity is just O(n √ n). Resulting computing times range from seconds for 10 4 objects to minutes for 10 5 objects and to less than an hour for 10 6 objects. The space complexity is just O(n). The procedure is well suited for finding large sets of small clusters and is thereby a candidate to analyze thousands of clusters in millions of objects.
Introduction
Mode seeking clustering is based on finding the modes of the estimated probability density function of a given set of objects. For every mode a cluster is defined consisting of all objects for which the density gradient followed from that object arrives at the particular mode. The basic idea can be traced back to two papers by Fukunaga et al. [5] , [9] in the seventies. In order to be able to handle arbitrarily shaped clusters non-parametric density estimates are needed. Fukunaga et al. considered the two well known ways: Parzen kernel densities as well as estimates based on the k-Nearest Neighbors (kNN).
The kernel density estimate has been studied extensively for mode seeking clustering. It has been made most popular by the mean shift algorithm [1] . This is based on gradient estimates computed from the derivative of the kernel function. For higher dimensionalities iteratively computing and following the gradient is a computationally intensive procedure. Moreover, the number of restarts that is needed is a multiple of the number of modes. A randomly selected subset of objects is used for starting the gradient searches.
The mean shift procedure is particulary useful for low dimensional datasets with a small or moderate number of clusters. An additional problem to be solved is the selection of the kernel. A small one will result in many clusters, a large one will combine them and may yield a too smooth result. In practise this may be solved by running the entire procedure for a set of kernels.
The kNN mode seeking clustering as described in [3] is simpler, faster, but less accurate than the original proposal by Koontz and Fukunaga [9] . Densities are not exactly computed, but are just related to the distance to the k-th nearest neighbor. The smaller k, the higher the clustering resolution and the more modes are found. Gradient steps are defined by setting and following pointers from every object to the one with the highest density in its neighborhood, which we will call the modal object 1 . Consequently, after computing all n × n distances between the n objects in a dataset all modes can be found by following the pointers from all objects. The computational effort is negligible compared to the distance computations of the previous step. In [3] it is discussed how to avoid the storage of all distances.
A big advantage of the proposal is that different clustering resolutions related to a set of neighborhood sizes k can be simultaneously computed without the need of any recomputation. This can be achieved by just the cost of storing multiple pointers, which is feasible as the full distance matrix is not stored. The total space complexity is O(nd + nm) in which d is the number of features and m is the number of neighborhood sizes.
From the application point of view, kNN mode seeking has the advantage over the mean shift algorithm that an automatic scaling is included in a k-nearest neighbor approach. Objects in less dense areas will be related to more distant objects than in high density regions. In the mean shift algorithm kernels have the same shape over the entire vector space. In this paper a fast procedure for kNN mode seeking is presented, evaluated and applied to the labeling of large datasets. In Section 2 the fast algorithm is discussed and it is shown that it approximates the same clustering by computing just n × √ n instead of all n × n distances. This is achieved by constructing a set of overlapping cells by which for every object the number of candidates that might belong to the k nearest neighbors is significantly reduced. Whether this approximation is appropriate depends on the structure of the data and the type of clusters to be searched and thereby on the application.
In Section 3 various possibilities of the labeling of a large dataset are considered based on mode seeking clustering. By using the labels of just the modal objects the clustering can be used for labeling all other objects, resulting in an active labeling procedure. This classification scheme can be improved by using the multi-level clustering property of the kNN mode seeking procedure that is obtained by almost no additional computational effort. The same structure can be used for including a reject option.
The proposed procedures are illustrated and evaluated is Section 4 by some of large datasets of handwritten characters ranging from 70000 objects to almost 1,5 million objects. Computing times, cluster qualities (compared to true labels) and classification performances as a function of the number of labeled objects (learning curves) are measured and graphically shown. Conclusions are summarized in the final Section 5. The software and some dataset used in this paper are publicly available [4] .
2 Fast kNN mode seeking algorithm
The original kNN mode seeking algorithm
In the version of kNN mode seeking, as described in [3] , object densities are defined as the reverse of the distance to the k-th nearest neighbor. The below algorithm is used. It is good for very large datasets with n > 10 5 objects. All pairwise distances are needed two times. As n 2 = 10 10 distances cannot be stored, they are computed twice. This is done for a set of m neighborhood sizes k (e.g. m = 25) in parallel, by which nm densities and nm pointers have to be stored. These are used to compute nm cluster indices for m different clustering resolutions of the n objects.
3. Repeat for all n objects x i in S (i = 1, 2, . . . , n): 4. Compute its distances d ij to all other objects x j in S. 5. Sort them:
Repeat for all n objects x i in S (i = 1, 2, . . . , n): 9. Compute its distances d ij to all other objects x j in S. 10. Rank them:
12. Next i 13. Repeat for all neighborhood sizes k ∈ K 14. Repeat until no change ∀i :
In the steps 2-7, the densities are computed for a set of resolutions defined by K, and stored for all objects. The neighborhoods themselves are not stored in this algorithm. They are recomputed in the next loop 8-12 in order to find, for every neighborhood size K, the objects with the highest densities. The pointers to objects with higher densities are, for all resolutions, followed in the iteration loop 13-16. This final loop takes almost no time in comparison with the two other ones. In case the studied neighborhood sizes are small, e.g. up to 100, the indices of the neighborhood objects can be stored in the first loop. For that case, the computing time of the second loop becomes negligible too. As we are interested in larger neighborhood sizes this does not hold for the experiments described in Section 4.
The time complexity of this algorithm is at least O(n 2 ) as in the first loop the distances of all objects to all other ones have to be computed. As they are not stored no use of symmetry can be made. Various proposals have been made to speed up the computation of the nearest neighbors, e.g. by the use of k-d trees. They are especially effective in low-dimensional spaces and for an (approximative) determination of the first nearest neighbor. They do not offer a solution for finding the neighbors in a large neighborhood, which is needed to find larger clusters.
In the remainder of this paper we will refer to this original kNN Mode Seeking algorithm by MS.
The proposed fast kNN mode seeking algorithm
The original algorithm presented in Section 2.1 is slow for very large datasets due to its time complexity. Every object is compared with every other object. For measuring densities, however, it is sufficient to relate objects just with their neighboring ones. If candidate neighborhood objects could be selected without inspecting them all, a speedup would be realized. In [2] a procedure is presented which experimentally appeared to have a time complexity of O(n 1.14 ). This procedure, however, is based on a fixed neighborhood size, while the advantage of our procedure is that it can handle simultaneously a set of neighborhood sizes. Inspired by the result of [2] we developed the following procedure.
First a small set P of m << n objects is selected, e.g. at random. It is not essential that P is a subset of the given dataset S, but its feature representation should be in the same domain as S. Next the 1-nearest neighbor graph is computed in which every object in S points to its nearest neighbor in P. In this way S is split into m subsets and the space is split into m cells. For this operation nm distance computations are needed. Cells contain on the average n/m objects but may have different sizes. We name this set of non-overlapping cells the P-cells.
For sufficiently small values of k (k << n/m) it is expected that the k-nearest neighbors of an object are in the same cell. Consequently just n(n/m) instead of n 2 distances need to be computed in addition to find for every object in S its k nearest neighbors. In total this demands thereby at least nm + n(n/m) distance computations (somewhat more if some cells contain more objects than the average, which is to be expected). This is minimum if m = √ n is chosen. The total number of distances that has to be computed is thereby at least 2n √ n. In every P-cell some objects may be close to the cell border and it might thereby happen that some of their k nearest neighbors in the total dataset S are in a neighboring cell and are thereby not considered. In order to reduce the probability that this happens we enlarged the set of candidates defined by all objects that share the same object in P as their 1-nearest neighbor in P and change it to all objects that share the same object in P as belonging to their set of c-nearest neighbors. This results in a set of overlapping cells, to be called Q-cells, that contain in the order of cn/m objects. For every P-cell there is a larger Q-cell that entirely contains the P-cell.
The neighborhood search in the fast mode seeking procedure will, for every object, be restricted to the objects in the Q-cell defined by the Pcell to which the object belongs. If all Q-cells would contain exactly this number of objects the number of distance computations is now minimum for m = √ cn, resulting in at least 2n √ cn distance computations. So the time complexity of the fast algorithm is O(n √ n). The speed-up of the fast algorithm is thereby in the order of n/c.
A formal description of the algorithm is given below. It follows the same three loops as the algorithm in Section 2.1. The first two loops, however, are now restricted to the objects in the Q-cells instead of all objects. The P set is chosen at random from the available dataset S.
1. S is the user supplied set of objects with size n. 2. c is the user defined complexity parameter. 3. K is a user defined set of target neighborhood sizes K = {k 1 , k 2 , ...k m }. 4. Select at random a subset P of m = √ cn objects out of S. 5. Determine for every object in S its c nearest neighbors in P. 6. Construct a set of m P-cells of objects in S that have the same object in P as their nearest neighbor in P. 7. Construct a set of m Q-cells of objects in S that share the same object in P in their c nearest neighbors in P. 8. Repeat for all n objects x i in S (i = 1, 2, . . . , n): 9. Determine the P-cell p i to which x i belongs. 10. Determine the Q-cell q i to which p i belongs. 11. Compute all distances d ij of x i to all objects x j in q i . 12. Sort them:
14. Next i 15. Repeat for all n objects x i in S (i = 1, 2, . . . , n): 16. Determine the P-cell p i to which x i belongs. 17. Determine the Q-cell q i to which p i belongs. 18. Compute all distances d ij of x i to all objects x j in q i . 19. Rank them:
Our implementation is for the selection of the subset P slightly more complicated. A fully random choice may result is some very small P-cells. This may result in a bad quality of the kNN search. For that reason we remove the few P-cells that contain less than n/(3m) objects. In Section 4 some real world examples are given comparing the fast algorithm with the original one.
In the remainder of this paper we will refer to the fast kNN Mode Seeking by FMS or FMS-c, in which c is the value of the complexity parameter. By default c = 6.
Classifying objects based on kNN mode seeking clustering
In this section some ways are described to use kNN mode seeking clustering for the classification of a large set of unlabeled objects using a small set of labeled ones. The clustering procedure is applied to the entire dataset. In case the objects to be labeled are determined by the clustering this results in active learning.
kNN mode seeking applied to active learning
An important application of kNN mode seeking is based on the property that clusters are represented by a single object, the modal object. This is the object with the highest estimated density in the corresponding cluster. All other objects in the cluster have a pointer to this one. Consequently a fast way of labeling the entire dataset is achieved by labeling the modal objects by a human expert, followed by assigning all objects to the class of the modal object of their cluster. This may reduce the cost of labeling considerably. Moreover, it is expected that the modal objects represent the dataset well. Thereby the obtained classification may be more accurate than a classifier trained by a randomly selected training set of the same size. The following procedure is used:
1. Perform MS or FMS clustering on the entire dataset using a set of values for k, e.g. k = 2, 3, 5, 7, 10, 14, 20, 30, 50, 70, resulting in 10 different clusterings C i , i = 1, 2, . . . , 10. 2. Determine the number of clusters N i for every clustering C i . 3. Select an appropriate clustering C i * w.r.t. the permissable cost of labeling the N i modal objects found for clustering C i , i = 1, 2, . . . , 10. 4. Label the N i * modal objects of clustering C i * . 5. Assign for every cluster in clustering C i * all objects to the class of their modal object.
This can be considered as a way of active learning. Therefore we name the procedure MS-AL or FMS-AL. There are, however, some differences with the traditional active learning procedures as the above algorithm is a onestep procedure. There is no intermediate or final classifier computed that is used to select additional objects to be labeled. It seems thereby to be most appropriate for labeling a given dataset as all objects to be labeled are used for estimating the density of these objects. There is no prediction of densities of future, not yet seen objects.
In the above algorithm several clusterings are found, but just a single one is used: the one with an appropriate number of clusters. One may wonder whether the other available clusterings cannot be used for improving the classification. In the next subsections some possibilities are discussed.
kNN mode seeking combined with multi-level confidence based classification
In the active learning classification procedure as defined above, all objects within a cluster receive the same class assignments. The rationale behind it is that a cluster is expected to contain similar objects. In case more objects in a cluster have known (or estimated) labels or class confidences q(x t ), assigning a cluster average of class confidences to all objects in the cluster follows the same idea:
Here q ij (x t ) is an estimated row vector of class confidences based on cluster C ij , being cluster j of clustering i. Let Q i = [q i1 ; . . . ; q ir ] be the n × r matrix of the class confidences for the r classes of all n objects and let A i be an n × n matrix with
We ranked the clusterings from low resolution to high resolution clusterings. The confidences Q i+1 are estimated from the confidences Q i of clustering level i with less clusters by averaging the confidences of level i according to the clustering of level i + 1:
By iterating over all clustering levels confidence estimates can be obtained for all of them from an initial estimate. This can be obtained from the first level Q 1 by active learning. On this level for every cluster the modal object is selected and labeled. All objects in a cluster are given the same confidence: one for the class of the label and zero for all other classes.
The described procedure of propagating and averaging confidences is consistent with the active learning procedure in which all objects receive the same class as the modal object. As on higher clustering levels some clusters may contain objects of different lower resolution clusters the object confidences may receive contributions of various classes.
Several alternative updating schemes may be possible for a given a set of clusterings. In playing around with one of the datasets discussed in Section 4 (the Block Letter dataset) the above procedure has been chosen for combining multi-level clusterings based on FMS or MS for active learning. We name it FMS-ALC, or MS-ALC if based on the MS clustering. The matrix A is large but sparse. In our implementation computations are made cluster by cluster avoiding the need to store A.
Reject curves for kNN mode seeking classification
As the active learning classifiers MS-ALC and FMS-ALC output confidences, they may be used for rejecting objects with a low confidence of the selected class (i.e. the class for which the corresponding element of q(x) is maximum). In Section 4 some examples will be shown. In a sequential active learning scheme objects with a low classification confidence might be good candidates for additional labeling.
Use of kMeans as a baseline procedure
A good candidate for a comparative study of the properties of the proposed FMS is the classical kMeans procedure [6] . It iteratively finds a preset number of clusters, k, by updating cluster means. In order to obtain modal objects, to label the clusters, the cluster procedure should be extended, e.g. by the computation of cluster medoid: objects in the clusters that are most close to the cluster means, see [7] . In our implementation medoid objects are just used for labeling, the clustering is not changed. The total number of distance computations is (ηk + 1)n if the algorithm runs for η iterations. For large datasets, η can be large before stability is reached. In practice the algorithm can be stopped prematurely obtaining an approximate clustering.
Note that the parameter k has a different meaning in the two algorithms, kMeans and kNN mode seeking. In mode seeking k determines the size of the neighborhood used for setting pointers to objects with a higher density. By following the pointers the total number of modes (clusters, objects to be labeled) in the entire dataset may be considerably smaller than n/k. The kMeans algorithm on the other hand will result in k clusters (in some implementations, not in ours, a few clusters might be lost).
Like MS or FMS, kMeans can be used for active labeling. Instead of the modes the medoids are used. If the procedure is run for a number of times using different values of k, a similar multi-level clustering is found as by MS. Thereby two different classification procedures are obtained, kMeans-AL for active learning based on the medoids of a single clustering and kMeans-ALC if the set of clustering levels is combined.
Clusters found by the kMeans algorithm have a spherical shape. Moreover, all spheres have the same size. Consequently, the cluster medoids are, with some noise, uniformly distributed over the domain of the dataset. The MS procedure, on the other hand, finds clusters for which the shapes follow the shape of the density function around the density modes. In low density areas the clusters are thereby wide, in high density areas they are narrow.
A significant difference between the two approaches is the computational effort needed for finding a series of clusterings with different numbers of clusters. In MS this is performed in a single run, while kMeans needs for every cluster size a new call. Moreover, the time needed for such a call is proportional with k, the desired number of clusters. This implies that kMeans is bad for large numbers of clusters and good for small numbers. By comparing the numbers of distance computations needed for the two procedures, 2n √ cn for FMS (see Section 2.2) and (ηk + 1)n for kMeans, see above, it shows that for k > √ n kMeans has a larger computational complexity in case a single clustering with k clusters has to be performed. In this reasoning we neglected the influence of the complexity parameter c of FMS and the number of iterations η used in of kMeans.
In case classification confidences are to be found, multiple clustering are needed, some with a high number of clusters. For such applications the time complexity of the kMeans procedure will be soon much larger than of FMS.
Creating a nested set of multi-level clusterings
For an arbitrary multi-level set of clusterings C with N i clusters of clustering C i it is not guaranteed that the levels are nested. They are nested if all objects in a high-resolution cluster C hj belong to the same low-resolution cluster C k with N h > N . Nested clusterings can be better interpreted. E.g. agglomerative clusterings are automatically nested and can be inspected by a dendrogram.
There is an easy top-down procedure to make a given multi-level clustering nested if the clusters are represented by prototypes, like the modal objects in this paper. The following steps are used to change a given lowresolution clustering C into a modified clustering C which is consistent with a high-resolution clustering C h .
1. All objects of all clusters in C h for which the cluster prototypes belong to the same cluster C j are assigned to the same cluster in C j . 2. If the prototype of C j is a member of C j it becomes the prototype of C j as well. 3. If the prototype of C j is not a member of C j the prototype of the largest constituting cluster in C h becomes the prototype of C j .
In our active learning experiments we extended kNN mode seeking and kMeans with nesting. The resulting procedures are called MS-ALN, FMS-ALN and kMeans-ALN.
Application to hand-written characters
In this section experiments will be presented with three related large datasets. They serve as an illustration of the possibilities of kNN mode seeking as well as an evaluation of its performance for clustering and active learning. They are selected on the basis of their size (70 000 -1.5 million objects) in order to show the speed of the algorithms for larger datasets.
The datasets
We selected three large, real world character based datasets and represented them in the same way by their pixels, using the same classes. Additionally we combined the sets and enlarged the resulting set by including rotated copies of the characters. The tree basic sets are:
• MNIST. This is the well-known public domain dataset of 70000 handwritten digits in 10 about equally sized classes. Originally they have the same size of 28 × 28 pixels. We normalized them all to 8 × 8 pixels using bilinear interpolation by which they can be represented in a 64-dimensional feature space. Feature vectors are normalized such that their elements sum to one. See Fig. 1 for an arbitrary subset, showing the originals as well as the normalized ones. For the purpose of this figure only, all sizes and maximum intensities are made equal. In a leave-one-out 1NN experiment a classification error of 0.025 was found for the original dataset and 0.020 for the normalized one.
• Block Letters. These are 82 541 handwritten characters, labeled in 43 classes: letters, digits and some special symbols. The largest class contains 6 109 characters, the smallest one has just 21 characters. The bounding boxes around the characters have different sizes, ranging from 3 × 3 to 65 × 70 pixels. We normalized this dataset in the same way as the MNIST digits, see Fig. 2 for examples. In a leave-one-out 1NN experiment a classification error of 0.099 was found.
• Cursive Letters. These are 213 623 handwritten characters, labeled in 42 classes, letters, digits and some special symbols. The largest class contains 21 432 characters, the smallest one has 34 characters. The bounding boxes around the characters have different sizes, ranging from 2 × 2 to 375 × 318 pixels. We normalized this dataset in the same way as the MNIST digits, see Fig. 3 for examples. In a leave-one-out 1NN experiment a classification error of 0.260 was found. We also combined the three datasets into a single one, called ALL, with 366 164 objects, having the same 43 classes as the Block Letters. In order to challenge the possibilities of the procedure even further this set is enlarged by a factor 4 by adding rotated versions of all characters over π/2, π and 3π/2 radials. This dataset, named ALLR, has 1 464 656 objects, still with Table 1 .
Clustering
The following procedures, extensively discussed in the sections 2 and 3 are used in the experiments:
• kMeans The kMeans algorithm as described in 3.4
• MS The original kNN mode seeking algorithm as described in 2.1
• FMS The fast kNN mode seeking algorithm as described in 2.2. FMS-2, FMS-4 and FMS-6 stand for the variants with complexity parameters 2, 4 and 6.
In the experiments with the MS procedures the set of neighborhood sizes (K) was chosen such that K(i) = 1.21 × K(i − 1) with K(1) = 2 and K(i) < n/10, ∀i. n is the number of objects in the dataset. Values in K were rounded to integer. For n = 100 000 the size of K is 43, and for n = 1.5 million (the size of ALLR) it is 57. First we used the largest dataset, ALLR, to verify the speedup that was expected for the FMS procedure. A complexity of c = 6 was used in the construction of the Q-cells, see Section 2.2. Computing times for various subsets of the ALLR dataset are shown in Figure 4 . Surprisingly it shows that the computing time is O(n 1.4 ) while it was argued in Section 2.2 that the minimum would be O(n 1.5 ). Our explanation is that smaller datasets have smaller P-cells and Q-cells, resulting in smaller matrices used in the distance computation. In our Matlab implementation this is less efficient. The clustering of larger datasets can thereby be computed more efficiently.
In order to study the influence of the complexity parameter of the FMS algorithm (see Section 2.2) it was run on the three smaller datasets, MNIST, Block and Cursive for c = 2, 4 and 6. Results are compared with MS and kMeans. The latter was run for all numbers of clusters that were found by MS. To save computing time of kMeans, at the cost of accuracy, optimization Table 2 : Computing times in seconds for a set of multi-level clusterings, see also Figure 7 .
In Figure 5 the numbers of clusters found by MS and FMS are shown as a function of the neighborhood parameter k for the three smaller datasets. Two observations may be of interest. First, the figures show that the fast procedures FMS-2, FMS-4 and FMS-6 find for small neighborhood sizes about the same numbers of clusters as found by the slow original procedure MS. For k ≈ 20 the numbers slowly deviate: more clusters are found than by MS most likely due to the limited cell sizes by which some clusters cannot be merged. It can be clearly observed that the higher the complexity parameter c the better the FMS-c curves approximate the MS ones. For k ≈ 70 clustering by FMS stops as this is about the size of the smallest cells. A second observation is that the average cluster sizes of the three datasets seem to be different. In a combined graph based on the MS curves, Figure 6 , this can be observed better. The Block Letter dataset has smaller clusters than the Cursive Letters as it has considerably less objects and is thereby less dense. The even smaller MNIST Digits dataset has, however, for k < 200 about the same cluster sizes as Cursive Letters. This might be explained by the lower variability of MNIST (just ten well defined classes), see Figure 1 .
Cluster evaluation by the mutual information with true labels
The purpose of clustering is to find meaningful subsets in the data. Whether clusters are meaningful is application dependent, but very often it implies that they should make sense for human judgement. In this paper we are thereby using labeled datasets and verify to what extend the obtained clusters correspond with the human class labeling. The measure we use is the below defined Normalized Mutual Information (NMI) between the cluster labels η i and the class labels λ j (note that the number of classes is usually different from the number of clusters)
which is the mutual information. It is normalized to obtain values between 0 and 1:
in which H(x) = − ∀x {p(x) log p(x)} is the entropy of a discrete random variable x. The values of NMI (6) between the true class labels and the MS and FMS clusterings of three datasets is shown in Figure 7 . For large numbers of clusters the value of NMI approximates one as small clusters tend to have objects of a single class. kMeans performs similar and often In Figure 8 the evaluation curves of the five datasets are shown together. They all grow asymptotically to NMI = 1, which is obviously the case if the number of clusters equals the size of the dataset. If every object is in a separate cluster the mutual information between the object labels and the clustering is one. The MNIST results are better as there are just 10 instead of 43 classes and because these classes are better separable. Moreover, in general holds that the larger the dataset the lower the curves. See Table 1 for dataset sizes.
Cluster evaluation by active learning
An important application of clustering of large datasets is active learning: representative objects to be labeled are found by the structure in the data. In the next step these objects may be used for training a classifier. Alternatively the clusters can be used to label the unlabeled objects by the labeled objects in the same cluster. In our experiments the modal objects obtained by MS or FMS or the medoid objects determined in the kMeans clusters are used for labeling the other objects in the same cluster.
In Figure 9 learning curves are presented for the three clustering procedures, kMeans, MS and FMS-6. They are compared with two LDA classifiers and the 1NN rule:
• MS-LDA, using the modal objects of the clusters, after retrieving their labels, for training.
• Random-LDA, using a randomly generated training set, repeated 10 times and averaged.
• Random-1NN, using a randomly generated training set, repeated 10 times and averaged. These curves are based on single experiments and look noisy. A number of them, those based on MS, are deterministic as they are not dependent on a randomly selected subset of objects. So repeating and averaging will not help. Nevertheless, it is clear that the clustering based classifications are significantly better than those obtained by the LDA and 1NN. This can be expected as these classifiers depend on the selected objects only, while the clustering based classifications use the entire data structure. An advantage of training a classifier, however, is that it can be used for future objects while the clustering based classification is only applicable to the objects that participated in the clustering.
There is a distinction between the two LDA classifiers, suggesting that using a clustering scheme for selecting a training set for a classifier is better than using a randomly selected training set. As was observed for the mutual information in Section 4.3, it appears that also for active learning the fast algorithm FMS-c approximates the performance of the original procedure MS for larger complexities, see Figure 9 . The results of the maximum complexity c = 6 studied here are close to the results of MS, but their computation is some orders of magnitude faster, see Section 4.2 and Table 2 . In Figure 10 the learning curves of FMS-6 based on the classification error are summarized for all datasets. The relative behavior is similar to the mutual information curves in Figure 8 . The kMeans procedure is sometimes better, sometimes worse than the MS based procedures. However, the computation of learning curves, as presented here, is highly computational intensive for kMeans, as it has to be repeated for all values of k. The mode seeking clustering MS needs just a single run and can be well approximated by the fast FMS algorithm, see Table 2 . Recall that the number of distance computations needed for FMS is O(n (n)), while it is for kMeans O(nkη) with η the number of iterations used per update. As we have bounded the computing time per iteration to 10s it appeared that for small values of nk hundreds of iterations could be used, while for large values (for our data about nk > 2 × 10 8 ) just one update could be possible. This may have deteriorated the results of kMeans.
Next we studied the active learning classification results of combining all clustering levels as proposed in Section 3.2. In Figure 11 the original learning curves of MS-AL are compared with the combined classifiers, FMS-ALC, and and with nesting, FMS-ALN. It shows that significant improvements could be reached. The FMS-ALC procedure, however, is slow as for all objects the confidences have to be propagated and averaged over the clustering levels. Nesting is fast as it is based on changing cluster indices only. 
Reject curves
The FMS-ALC and kMeans-ALC classifiers yield confidences that may be used for studying reject curves. As an example we considered cases of about 1000 clusters found by FMS, thereby generating training sets of bout 1000 objects. All other objects were classified and results with confidences lower than some threshold were rejected. The classification performances of the remaining objects (with high classification confidences) as a function of the rejects rate are shown in Figure 12 .
The kMeans-ALC classifier shows better results. Its reject curve for the MNIST dataset is really good. It starts with rejecting just erroneously classified objects as for low rejects rates the error curve drops as fast as the reject rate goes up. 
Conclusions
The main results of our study are:
• We found a feasible way to find density information of datasets of millions of objects in high-dimensional spaces. This information is expressed in modal objects and pointers to them for every object in the dataset.
• The obtained density information is multi-scale as it is based on several neighborhood sizes simultaneously.
• The modal objects can be used to obtain a multi-level clustering, possible thousands of clusters in millions of objects.
• By labeling the modal objects a good active learning classifier is constructed that is better than classifiers trained by randomly selected subsets of the dataset.
• By combining the classification results of various clustering levels, classification confidences resulting in better classifiers are obtained.
• The time-complexity of the procedure is O(n √ n) resulting in seconds for 10 4 objects to less than an hour for 10 6 objects.
