Estimating expected polynomials of density functions from samples is a basic problem with numerous applications in statistics and information theory. Although kernel density estimators are widely used in practice for such functional estimation problems, practitioners are left on their own to choose an appropriate bandwidth for each application in hand. Further, kernel density estimators suffer from boundary biases, which are prevalent in real world data with lower dimensional structures. We propose using the fixed-k nearest neighbor distances for the bandwidth, which adaptively adjusts to local geometry. Further, we propose a novel estimator based on local likelihood density estimators, that mitigates the boundary biases. Although such a choice of fixed-k nearest neighbor distances to bandwidths results in inconsistent estimators, we provide a simple debiasing scheme that precomputes the asymptotic bias and divides off this term. With this novel correction, we show consistency of this debiased estimator. We provide numerical experiments suggesting that it improves upon competing state-of-the-art methods.
I. INTRODUCTION
Estimating unknown distributions (probability mass functions (pmf) for discrete alphabets or probability density functions (pdf) for continuous alphabets) based on observed samples is one of the most important problem in statistics. In this paper, we address the problem of estimating expectations of functionals of the density from samples. For discrete random variables, recent work of [10] , [28] , [4] use polynomial approximations of the functionals to trade-off the bias and variance and achieve the minimax optimal rate for the problem of estimating entropic quantities, such as the Shannon entropy, the mutual information and the Kullback-Leibler divergence.
Motivated by recent advances in the discrete case, in this paper, we investigate the continuous setting, focusing on the problem of estimating the integral of a polynomial functional of density function. We are particularly interested in the high-dimensional settings, where the problem is both of practical interest as well as technically challenging. Polynomial functionals are linear combinations of monomial functionals, and it suffices to study the estimation of integral of monomial functionals of density, i.e.
for α = 1 (which simply integrates to 1). Note that such an estimator immediately provides an estimate of the Rényi entropy [23] defined as H α (X) ≡ log R d f α (x)dx/(1 − α) = log J α (X)/(1 − α). The Rényi entropy can be estimated as H α (X) = log J α (X)/(1 − α), which has immediate applications in several problems such as fractal random walks [1] , image registration and indexing, texture classification and image matching [12] , [11] , [21] , and parameter estimation in semiparametric models [27] . The most widely used estimators of J α (X) are the so called resubstitution estimators. These estimators are based on the fact that J α (X) = E f α−1 (X) . Given any density estimator f , one can substitute the integration with a sample mean and use J (n)
While any density estimator can be used to develop a resubstitution estimator, the state-of-the-art estimators [14] , [16] , [22] use either kernel density estimators (KDE) or k-nearest-neighbor (k-NN) methods. According to [14] , the KDE based estimator achieves the minimax optimal convergence rate given in [3] for d ≤ 6. The k-NN based estimator achieves the minimax rate for d ≤ 2 according to [8] .
Despite the theoretical guarantee of the aforementioned estimators, they still suffer in practical applications, especially when the dimension might be large. In modern applications of interest, samples typically lie near a smaller dimensional manifold although the original space might be high-dimensional. The lower dimensional structures create boundaries, violating the assumptions of existing theoretical analyses where boundary biases might prevail.
Several recent works [5] , [6] , [7] try to resolve the boundary biases for estimating Shannon entropy. In [5] , a local SVD was used to enhance the accuracy of the density estimate at sample points. In [6] , a local Gaussian density with empirical parameters was used to estimate density at sample points. In [7] , a local likelihood density estimator (LLDE) was used as the density estimator. Local likelihood density estimator, introduced by [18] , [13] , is a systematic approach to resolve the boundary biased of density estimates with mathematically guarantee. Theoretically, the Shannon entropy estimators based on LLDE are known to be consistent, and empirically they outperform competing estimators under distributions where boundary biases are dominant.
In this paper, we propose to use the local likelihood density estimator as a subroutine and propose an estimator of the integral J α (X) and the Rényi entropy, based on resubstitution estimators. The rest of the paper is organized as follows.
• In Section II, we briefly review the kernel density estimator (KDE). We show that KDE with fixed bandwidth suffers from multi-scale data and propose a sample dependent bandwidth which adapts to multi-scale data. We substitute the KDE with sample dependent bandwidth choice in the resubstitution estimator of J α (X), as well as the Rényi entropy. We prove that with the correction of the multiplicative bias, the estimator is L 2 consistent. • Even with the local and adaptive choice of the bandwidth, KDE still suffers from boundary biases. In Section III, we introduce the local likelihood density estimator which can reduce boundary biases, compared to KDE. Again, we establish the k-local nearest neighbor estimator of J α (X) based on LLDE and prove its L 2 consistency. • In Section IV, we run several synthetic simulation and compare the proposed k-LNN estimator, against KDE based estimators and k-NN based estimators [16] .
is defined for a bandwidth h ∈ R and a kernel function K :
Typical choices of K include Gaussian kernel K(u)
The consistency of KDE is known for global choices of h (that does not change for different points x) if h → 0 and nh d → ∞ as the number of samples n goes to infinity [26] . Although typical analyses of KDE assume a fixed global bandwidth, in practice there is significant gain in local and variable choice of band widths. For example, consider a case of a mixture of two Gaussian distributions (see Figure 1 ). A fixed bandwidth choice can be either too large in the low variance regime of x (labeled by 'o') or too small for large variance regime of x (labeled by 'x'). In real applications in high dimensions, such heterogeneity is prevalent.
Previous work in [24] , [25] suggest using a locally adaptive bandwidth h(x) which varies with x. One previously suggested choice of h(x) is the distance between x and its k-th nearest neighbor among {X 1 , X 2 , . . . , X n }. This choice is referred to as the k-NN bandwidth. Just as the value of a fixed bandwidth h trades off bias and variance, now the value of an integer k also trades off between bias and variance. We note here that if the uniform kernel K(u) ∝ I{ u ≤ 1} combined with k-NN bandwidth are used, then KDE reduce to k-NN density estimator. In [25] , it was shown that if k is a function of n such that k(n) → ∞ and k(n)/n → 0 as n goes to infinity, then the KDE with k-NN bandwidth is consistent. In the example density X Fig above, the k-NN bandwidth adapts to the local geometry of the samples and suffers less from heterogeneity of data compared to a fixed bandwidth.
In this paper, we propose the k-NN bandwidth, but with a fixed and small k in the range of 4 ∼ 8. Such a choice, violating k → ∞, results in an inconsistent density estimator. However, we propose pre-computing this asymptotic bias and de-biasing the resulting estimator. Precisely, we prove that if we plug the KDE with k-NN bandwidth into the resubstitution estimator of J α (X), there will be a multiplicative bias which is independent of the underlying distribution, and hence can be precomputed and divided off from our estimate.
where ρ k,i is the distance to the k-th nearest neighbor from sample X i . Notice the extra multiplicative factor of 1/B k,d,α,K . This is the de-biasing term that cancels the multiplicative asymptotic bias that is present in simple resubstitution estimate that directly substitute (2) . We show in the following theorem that the multiplicative bias B k,d,α,K only depends on k, d, α and the choice of kernel K, and not on the underlying distribution f X (x). Hence, it can be pre-computed and divided off as explicitly written in (3).
In the summation in (3), we only use the subset of m = log n nearest samples defined as T i,m = {j ∈ [n] : j = i and X i − X j ≤ ρ log n ,i }. Such a truncation makes the estimator computationally efficient, as well as allows us to provide a sharp analysis on the asymptotic bias. If we want to include more samples in the computation, our analysis technique can immediately be generalized as long as m = O(n 1/(2d)−ε ) for an any ε > 0. However, for a larger choice of m such as m = Ω(n), those sample points that are further away have statistical properties that are significantly different from those that are closer, which requires new analysis techniques. The following shows that the asymptotic multiplicative bias B k,d,α,K does not depend on the underlying f X (x), and hence can be computed beforehand and removed.
Further, if E |f (X)| 2α−2 < +∞, then the variance of the proposed estimator is bounded by
This theorem shows the L 1 and L 2 consistency of the KDE based estimator of J α (X). Conditional on X i = x, the estimator is a function of the nearest neighbor statistics
The key technical step of the proof is to make a connection between this nearest neighbor statistics and uniform order statistics, shown in Lemma II.1. It is shown that the distances ρ ,1 = Z ,1 's jointly converge to the standardized uniform order statistics, and the directions (X j − X i )/ X j − X i 's converge to i.i.d. random variables drawn uniformly over the unit sphere in R d (which is called the Haar random variable), jointly with the distances as well. Then for any m = O(log n), we have the following convergence conditioned on X i = x:
where d TV (·, ·) is the total variation and c d is the volume of unit Euclidean ball in R d .
Given Lemma II.1, we show that the quantity S = j∈Ti,m K ( (X j − X i )/ρ k,i ) used in the estimate (3) converges in distribution, and we can characterize the asymptotic distribution exactly using uniform order statistics. For i.i.d. standard exponential random variables E 1 , E 2 , . . . , E m and i.i.d. Haar random variables ξ 1 , ξ 2 , . . . , ξ m in R d , we define,
and letS = lim m→∞S (m) . We can show that if the kernel satisfies K(u) ≤ C u −2d (which is fulfilled by all kernels with bounded support or exponential decaying tails), the limit ofS exists and are related to the multiplicative bias term B k,d,α,K in the resubstitution estimator of J α (X) in (3):
where c d is the volume of the unit ball in R d . We provide a proof in the journal version [9] . We also provide a table of B k,d,α,K computed via numerical simulations, for Gaussian kernel and some typical k, d and α in the journal version.
B. KDE based Rényi entropy estimator
Given the KDE based estimator for J α (X), we propose the following estimator for the Rényi entropy,
Following by the L 2 consistency of J (KDE) α (X) and the fact that log(·) is continuous on R + , we obtain the following corollary showing convergence property of H 
III. LOCAL LIKELIHOOD DENSITY ESTIMATOR
In this section, we propose the local likelihood density estimator (LLDE), introduced in [18] , [13] , as a generalization of KDE. In practice, the choice of a bandwidth is mostly left to the practitioner with little guidance. We propose using with k-NN bandwidth for LLDE. Given a point x and i.i.d. samples {X 1 , X 2 , . . . , X n }, the LLDE is given by [17] , [7] :
where the quantities S 0 , S 1 , S 2 and μ, Σ are defined as follows,
For the bandwidth we propose using the k-NN distance: h = ρ k,i . LLDE can be viewed as a weighted local Gaussian density, where the Gaussian kernel K((X j − x)/h) ∝ exp{− X j − x /(2h 2 )} is used to compute the weight for samples. Locally, in the neighborhood of a sample point X i , μ = S 1 /S 0 is the weighted sample mean and Σ = S 2 /S 0 − S 1 S T 1 /S 2 0 is the weighted sample variance. Notice that the KDE estimator with k-NN bandwidth at point x can be written as f
Compare with LLDE, KDE can be viewed as a weighted local Gaussian density where the mean is restricted to be x and the variance is restricted to be identity. Therefore, LLDE is able to capture the local structure automatically, hence can reduce the boundary bias if x is near the boundary of the density. In Figure 2 , the data are drawn from highly correlated joint Gaussian distribution, where we want to estimate the density of the blue point x near boundary. On the left, the red contours shows that KDE is a Gaussian density with mean x and unit variance, while on the right the green contours corresponds to a Gaussian density with weighted sample mean and variance given by LLDE. We can see that LLDE fits the local structure better than KDE, capturing the fact that x is at the boundary of the underlying density.
A. LLDE based Estimator of J α (X)
We substitute LLDE in the resubstitution estimator J α (X) = (1/n) n i=1 ( f α (X i )) α−1 to obtain the following k-Local Nearest Neighbor (k-LNN) estimator of the integral J α (X),
here B k,d,α is again the multiplicative bias that depends on k, d and α, but not the underlying distribution. Recall that ρ k,i is the distance between X i and its k-th nearest neighbor. The quantities S 0,i , S 1,i , S 2,i and μ i , Σ i are defined from (10)- (12) in the neighborhood of a sample point x = X i , and with a choice of the bandwidth h = ρ k,i . Similar to the KDE based estimator (3), only the subset of m = log n nearest samples T i,m are used for computing the quantities for the same reason. The following theorem shows the L 1 and L 2 consistency of the k-LNN estimator of J α (X) for twice continuously differentiable density f (x).
If E |f (X)| 2α−2 < +∞, then the variance of the proposed estimator is bounded by
The idea of the proof is quite similar to that of Theorem 1. For i.i.d. standard exponential random variables E 1 , E 2 , . . . , E m and i.i.d. Haar random variables ξ 1 , . . . , ξ m , we define for γ ∈ {0, 1, 2}, (15) where ξ
We show that the quantities {S 0,i , S 1,i , S 2,i , μ i , Σ i } jointly converge to {S 0 ,S 1 ,S 2 ,μ,Σ} using Lemma II.1. The multiplicative bias B k,d,α is given by,
We relegate the proof in the journal version [9] . We provide the approximate value of B k,d,α for some typical k, d and α in the journal version as well.
B. k-LNN Rényi entropy estimator
Given the k-LNN estimator for J (k−LNN) α (X), we propose the following estimator for the Rényi entropy,
Similar to Corollary II.2, by the L 2 consistency of J (k−LNN) α (X) and the fact that log(·) is continuous on R + , the k-LNN estimator H (k−LNN) α (X) converges to H α (X) in probability, as n → ∞.
IV. SIMULATIONS
In this section, we show the advantage of the k-LNN estimators by several synthetic experiments, compared to KDE based estimator and k-NN based estimator [16] .
In the left panels in figures 3-4, we experiment on distributions that have very sharp boundaries (r is close to 1). Using n = 100 i.i.d. samples, both KDE and k-NN based estimator fail to estimate J α (X) accurately, whereas k-LNN estimator is able to reduce the boundary bias and give a better estimate (here we choose k = 5). This advantage holds for different α, for both low-dimensional and high-dimensional cases and for both Gaussian and non-Gaussian distributions, hence it is universal.
The right panels in figures 3-4 shows that for fixed distribution (r = 0.99999), both KDE and k-NN based estimators will asymptotically converge to the ground truth. But the convergence rate is much slower than k-LNN estimator which can provide reasonably good estimate from small dataset. Also the advantage in convergence rate holds for different α, dimension and underlying distribution. All results are averaged over 100 independent trails. Experiment I: Highly Correlated Joint Gaussian. Let X ∼ N (0, 0), 1 r r 1 , where the correlation r is closed to 1.
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We estimate J 2 (X) = f 2 (x)dx, where the ground truth is 1/(4π √ 1 − r 2 ). The results is shown in Figure 3 . Experiment II: Cubic Function. Consider estimation of the integral of cubic function of density J 3 (X) = f 3 (x)dx, where the underlying distribution is the same as in experiment I. The ground truth is J 3 (X) = 1/(12π 2 (1 − r 2 )). The result is shown in Figure 4 .
More simulations about high-dimensional case and non-Gaussian distributions can be found in the journal version [9] .
E[ J2(X)]
(1 − r) where r is correlation number of samples n Fig. 3 . Proposed estimator outperform other estimators for J 2 (X) for highly correlated Gaussian.
E[ J3(X)]
(1 − r) where r is correlation number of samples n Fig. 4 . Proposed estimator outperform other estimators for J 3 (X) for highly correlated Gaussian.
V. DISCUSSIONS
The problem of estimating integral functional of densities has been studied for decades. The minimax lower bound for the convergence rate has been established in [3] , and several approaches have been proposed to achieve the minimax optimal rate, including Haar wavelet method [15] , Lepski's method [20] and ensemble methods [19] , [2] . Given its superior performance in the finite sample regime, especially for densities with sharp boundaries, understanding the convergence rate for the proposed k-NN bandwidth estimators is an interesting open problem.
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