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Abstract—In this paper we focus on the parameter estimation
of dynamic load models with stochastic terms—in particular,
load models where protection settings are uncertain, such as in
aggregated air conditioning units. We show how the uncertainty
in the aggregated protection characteristics can be formulated
as a stochastic differential equation with process noise. We cast
the parameter inversion within a Bayesian parameter estimation
framework, and we present methods to include process noise.
We demonstrate the benefits of considering stochasticity in the
parameter estimation and the risks of ignoring it.
Index Terms—Power System Identification, Power System
Dynamics, Load Modeling, Bayesian Statistics
I. INTRODUCTION
Inquiries into fault-induced delayed voltage recovery
(FIDVR) events caused by air conditioning units and the
impact that a large penetration of user-sized distributed energy
resources will have on the dynamic performance of the power
grid have prompted much research into developing new load
models that can accurately represent the behavior of these
devices on the transmission grid. In the United States, these
efforts have resulted in the composite load model [1] and the
DER A model [2].
While these models represent a significant leap in granular-
ity from the previous models used in dynamic stability studies,
development is ongoing. In particular, in order to address
the sensitivity issues with block tripping schemes, recent
efforts have sought to represent the tripping characteristic of
aggregated resources [3], [4], [5]. New approaches to modeling
the tripping characteristics, which often use linear functions of
the terminal voltage, pose the question of how to estimate the
parameters that define these functions.
Parameter estimation of dynamic load models is still an
open question; and since validation remains challenging,
disparate approaches coexist. On the one hand, the North
American Electric Reliability Corporation (NERC) is actively
working on extrapolating data characterized by regions and
climate zones to populate the composite load model [6]. On
the other hand, the research impetus in machine learning and
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deep learning techniques has permeated into the field of power
systems, promising to extract insights from the increasing
amount of data [7]. Moreover, the increase in computational
power has opened the posibility of elaborating dynamic load
models via co-simulation [8]. These approaches offer valuable
contributions and indicate that revisiting the foundations of the
load modeling practice is a worthwhile endeavor.
In this paper we revisit the topic of dynamic load param-
eter estimation with the additional complexity of progressive
tripping. Inspired by recent results that use stochastic models
to represent short-term load behavior [9], [10], we propose
a model that includes uncertainty in the tripping process,
resulting in a stochastic dynamic load model. Then, building
on previous work [11], we introduce techniques to perform
Bayesian parameter estimation in stochastic models. In Section
II we introduce the use of process noise to reflect the uncer-
tainty of the aggregated tripping mechanism. In Section III we
pose the mathematical formulation of the parameter estimation
problem with system uncertainty or process noise. In Section
IV we introduce the Bayesian estimation methodology for load
models with system uncertainty. In Section V we present a
case study of the model in both deterministic and stochastic
form. In Section VI we summarize our conclusions.
II. LOAD PROGRESSIVE TRIPPING MODELS AND
STOCHASTIC TRIPPING CHARACTERISTICS
Recent research has pointed out the importance of correct
modeling of the protection settings in load models to better
understand their impact in stability simulations. Two salient
cases are the study of the protection settings in behind-
the-meter photovoltaic (PV) panels and in induction motors
to understand fault-induced delayed voltage recovery events.
Protection action has been traditionally modeled as “block trip-
ping,” and it can be represented with the following equations:
Lfrac =

1 if V ≥ V1off,
0 if V ≤ V2off,
Bfrac if V ∈ (V1off, V2off),
(1)
where a fixed percentage Bfrac of the load is tripped when
the terminal voltage drops below a certain threshold. Some
researchers have argued, however, that this model does not
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represent the true behavior. Whereas a voltage drop to V1off
would result in no load loss, a voltage drop to V1off−  would
result in a significant tripped fraction. Since the dynamic
load models represent the aggregated action of many devices,
subjected to different terminal voltages, that might not trip at
the same time, this model has been deemed unrealistic.
To overcome the sensitivity problem, researchers have pro-
posed a series of progressive tripping models to make the
tripping fraction of the load a smoother function of the voltage.
In its simplest form, a linear characteristic that emanates from
the feeder topology is used to compute a tripped load fraction
that then is passed through a lag block.
dinput =

1 if V ≥ V1off,
0 if V ≤ V2off,
V−V2off
V1off−V2off if V ∈ (V1off, V2off),
(2)
frk+1 = frk +
h
Td
(−frk + dinput) (3)
Unfortunately, although approximating the progressive trip-
ping characteristic with a linear function produces qualitatively
reasonable results, it fails to represent the true tripping charac-
teristic [12]. One could introduce more complex characteristics
such as higher order polynomials, but to obtain parameters
for such equations would be difficult. Since the distribution
network is a complex system and the disconnected fraction
is a parameter that evolves conditioned to many parameters
that vary over time, another approach is to consider part of
the disconnection behavior as uncertain and represent it with
a stochastic process.
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Fig. 1. Stochastic tripping.
For V ∈ (V1off, V2off) we can write Equation (3) with a
stochastic Wiener process.
frk+1 = frk +
h
Td
(−frk + dinput) + ∆W , (4)
where ∆W = Wk+1−Wk isN (0,∆) increment of the Wiener
process W .
The effects can be seen in Figure 1. The stochastic process
essentially represents the part of the model behavior that we
cannot explain. This term is common in most filtering and
estimation literature and is often referred to as model error or
system noise.
III. PARAMETER ESTIMATION
The nonlinear stochastic model can be expressed within the
standard Bayesian dynamical model framework:
xk = f(xk−1, θ, vk) , (5)
yk = g(xk, θ, wk) , (6)
with unknown fixed parameters θ. In this model, xk ∈ Rn
is the hidden state of the system at time k, yk ∈ Rm the
measurement, vk the process noise, and wk the measurement
noise. This model can be also interpreted from a probabilistic
perspective [13], where (5) can be written as the transition
density, p(xk|xk−1; θ) and (6) as the observation density,
p(yk|xk; θ). These equations implicitly carry the Markovian
assumption.
The parameter that satisfies the set of state and measurement
equations (5) and (6) can be obtained by multiple methods.
One can use a variational approach problem within an opti-
mization framework and obtain the parameter θ that best fits
the observations while satisfying the dynamics. This solution
is also referred to as maximum a posteriori (MAP) estimation.
Since both the observations and the process is noisy, a single
value of θ is insufficient to match different realizations of
the observations. Instead, one looks for a distribution, referred
to as posterior distribution, that can suitably explain multiple
realizations of the noise. For special problems, one can also
obtain the associated uncertainty in the MAP estimate in the
variational approach. For example, when f and g are linear,
the observation noise is Gaussian, and there is no process
noise, then the inverse of the Hessian at the MAP point
is also the covariance of the associated MAP. However, f
and g are rarely linear, and process noise is common in
most scenarios. To address this shortcoming of the variational
approach, we use a fully Bayesian approach to mitigate the
effects of nonlinearity and the presence of process noise.
The Bayesian approach in general attempts to describe the
posterior distribution. Typically, unnormalized density of the
posterior distribution can be evaluated, and in such scenarios
the standard approach is to draw samples from the posterior
distribution by using a Markov chain Monte Carlo method
(MCMC). These samples help us characterize the posterior
distribution or the uncertainty associated with parameter esti-
mates.
IV. BAYESIAN PARAMETER ESTIMATION
Bayesian estimation combines the predictions from an ana-
lytic model of the system with measurement data, with the goal
of estimating a model parameter θ. The core of the Bayesian
framework is that it presupposes some prior knowledge about
the parameter θ, which we call prior distribution p(θ), and
combines it with data y1:N to obtain a posteriori knowledge or
posterior distribution p(θ | y1:N ). Furthermore, the inference
process includes a “best” estimate of the parameter along
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with associated uncertainties. Equations ((5)) and ((6)) can
be written as transition densities:
xN | xN−1 ∼ fθ(xN | xN−1) , (7)
yN | xN ∼ gθ(yN | xN ) , (8)
where fθ and gθ denote the transition densities for the state
and observations respectively, for a static parameter θ. The
initial distribution of the process is characterized by x0 ∼
µθ(·). A fully Bayesian paradigm requires specification of the
likelihood p(y1:N | θ) and a prior p(θ). The unnormalized
posterior density is given by the product of the likelihood and
prior distributions:
p(θ | y1:N ) ∝ p(y1:N | θ)× p(θ) . (9)
Thus, by characterizing the posterior distribution p(θ | y1:N )
we can perform statistical analyses (mean, variance, etc.) that
provide information about our certainty of the parameter θ.
In many cases such as ours, the posterior p(θ | y1:N ) does
not have a closed-form expression, and we have to resort to
sampling methods such as MCMC.
A. Markov Chain Monte Carlo Approach
MCMC belongs to a class of methods where a Markov chain
is built in such a way that the equilibrium distribution of the
Markov chain is the same as the desired posterior distribution.
Once the posterior distribution is obtained, various integrals
associated with the posterior distribution (such as expectations
and covariance) can be computed by using the Monte Carlo
integration technique. A Markov chain is a sequence of
random variables X1, X2, · · · , Xn such that the conditional
distribution of Xn+1 depends only on Xn, which can be
written mathematically as
Prob(Xn+1 = ξ | Xn = ξn, Xn−1 = ξn−1, · · · , X1 = ξ1) =
Prob(Xn+1 = ξ | Xn = ξn) . (10)
Metropolis-Hastings (MH) is the most popular MCMC algo-
rithm [14], [15]. To sample from a distribution ϕ(ξ), the MH
algorithm constructs a transition kernel to go from state ξi to
ξj by a two-step process: (i) specify a proposal distribution
q(ξj | ξi) and (ii) accept draws from q(ξj | ξi) with an
acceptance ratio α(ξi, ξj) = min
[
1,
ϕ(ξj)q(ξi|ξj)
ϕ(ξi)q(ξj |ξi)
]
.
For our specific problem, we need to sample from p(θ |
y1:N ). To do so requires that we evaluate pθ(y1:N ) for a pro-
posed θ; and based on MH acceptance criterion, the proposed
θ is accepted or rejected. This process has to be repeated for
multiple values of θ in order to generate a Markov chain. Thus,
the likelihood can be rewritten as
p(y1:N |θ) = pθ(y1:N | x1:N )× pθ(x1:N ) . (11)
The terms pθ(x1:N ) and pθ(y1:N | x1:N ) can be evaluated
by using (7) and (8), respectively. However, we have process
noise, as described in [16], and therefore need to integrate over
all possible trajectories:
p(y1:N |θ) =
∫
XT+1
pθ(y1:N | x1:N )pθ(x1:N )dx0:T . (12)
To evaluate this integral, we need to sample the process
dynamics. In other words, we need to simulate trajectories
of the model and evaluate the likelihood until the integral
converges. The convergence can be slow, especially as the
time horizon increases. Therefore, several strategies have been
developed to make the process computationally effective.
1) Monte Carlo evaluation: A simple approach for approx-
imating pθ(y1:N ) is to use a Monte Carlo approximation by
averaging over different trajectories of x. In practice, this
involves generating l trajectory samples by integrating the
model equations L times (each one will be distinct because of
the process noise) and evaluating
pθ(y1:N ) ≈ 1
L
L∑
i=1
pθ(x
i
1:N )× pθ(y1:N | xi1:N ) . (13)
This method deteriorates as the time horizon increases as
it becomes harder to explore the proposal distribution. To
overcome this drawback, researchers have proposed [17], [16]
the use of sequential Monte Carlo (particle filter) to sample
more efficiently from the proposal distribution.
2) Particle Filter evaluation: Sequential Monte Carlo, or
particle filter, exploits the temporal structure of the probability
distribution. In this approach one generates samples {xik}`i=1
for k = 1, · · · , N such that the samples with index k are
approximately distributed according to pθ(xk | y1:k−1). We
note that in the previously described Monte Carlo approach,
xi1:N is drawn independent of the measurements y. In the
particle filter approach, however, the samples interact between
time steps. The empirical distribution with ` samples {xik}`i=1
that approximates pθ(xk | y1:k−1) can be written as
pPFθ (xk | y1:k−1) =
1
N
∑`
i=1
δxik(xk) , (14)
where δxik(xk) is a point-mass distribution at x
i
k. The samples
at time step k = 0 are obtained from the prior, and the samples
from pθ(xk+1 | y1:k) are obtained by propagating the existing
samples from pθ(xk | y1:k−1) using the dynamics (Equation
(5)). Extensive details about the particle filter approach can be
found in [16], [17].
V. CASE STUDY
For simplicity in both implementation and exposition, we
use the model described in [18] consisting of a ZIP model
together with a third-order induction motor, which can be con-
sidered a subset of the WECC load model. Our modification
to the equation is that the current injection of the motor is
multiplied by the fraction of load computed by the progressive
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tripping scheme. The load voltage is subjected to a transient
following the voltage test function described in [2]:
V (t) =

a if 1 ≤ t < (1 + b60 ),
−(1−d)
b
60−c
(t− (1 + c)) + 1 if (1 + b60 ) ≤ t < 1 + c,
1 otherwise
(15)
In this case study we are concerned with estimating the voltage
thresholds of the progressive tripping schemes, together with
the inertia of the motor load. We first tackle the case in
which the underlying model is deterministic; that is, we
assume the model that we have is a perfect representation
of the underlying system except for our ignorance about the
parameters. We perform the Bayesian parameter estimation
with MCMC, and we test the results under different voltage
depressions. Then, we move to the stochastic case, in which
we assume we cannot explain part of the behavior of the
model, in this case the tripping mechanism. We compare what
effect the uncertainty of the load model has on the parameter
estimation results. We show the capability of the particle filter
MCMC to compute the results efficiently. For the MCMC
sampling we use the open source library emcee [19]. We
implement the likelihood computation via MC and stochastic
MC with our own code, where the equations in the Appendix
A are integrated with a forward Euler scheme. We note that
in the MCMC framework we work with the logarithm of the
likelihood, or log-likelihood.
A. Deterministic Model
For the first experiment we consider the underlying system
to be deterministic. Here, we consider as unknowns the
parameters V1off, V2off, and H . We use (15) to generate a
voltage drop to 0.6 pu. by setting the parameter a to this
value. The measurement data is generated by applying this
voltage to the load model described in Appendix A and adding
Gaussian noise of variance 0.01 to the active and reactive
power measurements. Before running the MCMC sampling,
we visualize the shape of the log-likelihood functions as we
vary individual parameters. In Figures 2 and 3 we plot the
value of the log-likelihood for different values of V1off and
V2off, keeping the rest of the parameters to the true value.
We can see that as the voltage minimum decreases, the
log-likelihood values around the true value decrease, making
them less likely and pointing to the true value. This situation
is to be expected: more acute voltage drops will result in
richer data that allow us to determine the slope of the tripping
characteristic. We also note the presence of various local
minima in l(y1:t | V1off) and its strong non-linearity. We
perform the MCMC sampling by initializing the chain around
biased values. We choose flat priors for V1off, V2off, and H
that range from 0.5 to 0.9, from 0.1 to 0.3, and from 0.7
to 1.1, respectively. The chain consists of 400 walkers and
1, 000 steps. Figure 4 shows representations of the posterior
distribution by plotting histograms of the MCMC chains. We
can see that whereas the posterior distribution of the motor
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Fig. 2. Log-likelihood l(y1:t | V1off) of the deterministic system for different
voltage drops. Red represents the true value.
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Fig. 3. Log-likelihood l(y1:t | V2off) of the deterministic system for different
voltage drops. Red represents the true value.
inertia H seems Gaussian-like, the posterior distributions for
the tripping characteristic parameters present distributions that
would be difficult to represent parametrically. Regardless, the
posterior distributions obtained with MCMC seem to represent
the true values satisfactorily.
B. Stochastic Model
For the stochastic model we perform the same experiment
as before but now the load model is integrated with the
addition of process noise. The process noise is Gaussian
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Fig. 4. Posterior distributions for the deterministic case. The red vertical line
represents the true value. The black vertical line represents the mean of the
posterior. Blue vertical lines represent one standard deviation of the posterior.
(white) with variance 0.01. In Figure 5, as in the preceding
subsection, we show a plot of the log-likelihood, but this
time we plot the log-likelihood computed without system
noise (11) and integrating over the system noise (12) for the
parameter v1off. We call these deterministic log-likelihood and
stochastic log-likelihood, respectively. Note that the maximum
of the deterministic log-likelihood no longer coincides with
the true value because the process noise introduces bias. The
maximum of the stochastic likelihood still seems to match the
true value. However, we can see that the area around the true
value seems to be flatter compared with the deterministic case,
implying that they are as likely as the true value. Intuitively,
we might say that when we average over the process noise,
small deviations around the tripping parameters do not matter
that much.
In Fig. 6 we show again the results of MCMC sampling.
This time we draw samples from both the deterministic
posterior (neglecting process error) and the stochastic posterior
(integrating over all trajectories). The mean of the posterior
that has been sampled by using a deterministic likelihood
presents an important bias with respect to the true value. The
mean of the posterior that has been sampled by integrating
the process noise, however, has a mean value closer to the
true value, but the posterior distribution presents much higher
variance. Hence, we can say that introducing process noise
increases the variance of our estimates. Finaly, in Fig. 7 we
show the different convergence rates of the log-likelihood
computed with Monte Carlo (Section IV-A1) and Particle
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Fig. 5. Log-likelihood p(y1:t) considering deterministic system and stochastic
system. Because of the system error, there is a bias in the deterministic
prediction.
Filtering (Section IV-A2) by plotting the variance of the log-
likelihood function over a range of values as we increase the
number of samples (particles). Whereas the case that we are
tackling is relatively simple and low-dimensional (we only
consider three parameters, v1off, v2off and H), as we increase
the number of parameters, the computations become much
more onerous and it is necessary to resort to methods such
as particle filtering.
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Fig. 6. Deterministic posterior distribution (discontinuous histogram) with
mean (discontinuous black vertical line), Stochastic posterior distribution (con-
tinuous histogram) with mean (continuous black vertical line) and standard
deviation (blue vertical lines). Red represents the true value.
21st Power Systems Computation Conference
PSCC 2020
Porto, Portugal — June 29 – July 3, 2020
1000 1250 1500 1750 2000 2250 2500 2750 3000
Number of samples
1
2
3
4
Va
ria
nc
e
1e7
MC
PF
Fig. 7. In this plot, the faster convergence of the particle filter is shown. We
plot the variance of the log-likelihood function over a range of values, as we
increase the number of samples. We can see how the variance of the Monte
Carlo approach decreases more slowly.
VI. CONCLUSIONS
In this work we have discussed recent developments in
aggregated dynamic load modeling, and we have proposed
including a stochastic term in the tripping characteristic.
Whereas many distinct models produce satisfactory results
with regard to reproducing events, we believe that the main
utility of our model is its power to explore what part of the
system response can be explained by the model. Being able to
model the uncertainty and include this in the estimation pro-
cess is paramount to obtaining more robust and generalizable
estimates.
Previously, when we estimate a number of parameters, we
have assumed that the rest of the parameters are known. This
assumption, although not realistic, was done for simplification,
but it merits a short discussion. Estimating the parameters of
the complex load model can be abstracted as follows: Given a
function from a high-dimensional space to a low-dimensional
space:
x = f(θ1, θ2, . . . , θn) , (16)
where x is a scalar, obtain θi, given evaluation points xj . In
general, many distinct combinations of θi might minimize this
functional relationship, which means that the problem can be
considered as being ill-posed. Furthermore, if the points xi
are confined to a region, the θi’s that minimize this might not
be the same as the ones that minimize the observations over
a larger region. This issue, overfitting, is a common problem
with high-dimensional models. As we increase the complexity
of models with the aim of better capturing the underlying
physics of the load, we must also consider what the added
complexity will entail for parameter estimation.
Complex load models are a step forward because they at-
tempt to develop the behavior of the load from first principles.
One cannot, however, invert their parameters simply from
measurements. The initiative by NERC on extrapolating pa-
rameters by regions is a necessary step to populate this models.
However, we must not reject the wealth of measurements that
diverse, high-fidelity sources such as PMUs give us. Bayesian
statistics can provide a scientifically robust framework where
extrapolated parameters can be set as prior distributions and
be combined with high-frequency measurements of events.
APPENDIX A
LOAD MODEL
For load representation it is standard to use the ZIP load
model:
Pzip(V ) = Pp + Pi
(
V
V0
)
+ Pz
(
V
V0
)2
, (17)
Qzip(V ) = Qp +Qi
(
V
V0
)
+Qz
(
V
V0
)2
, (18)
where PZIP and QZIP are the total ZIP demand. The motor
equations are
e˙′d =
−1
Tp
(e′d + (x0 − x′)iq) + sωse′q , (19a)
e˙′q =
−1
Tp
(e′q − (x0 − x′)id)− sωse′d , (19b)
s˙ =
1
2H
(τm − e′did − e′qiq) , (19c)
0 = raid − x′iq + e′d + V sin(θ) , (19d)
0 = raiq − x′id + e′q − V cos(θ) . (19e)
The active power and reactive power consumed by the motor
are written respectively as
Pmot = −V sin(θ)id + V cos(θ)iq , (20a)
Qmot = V cos(θ)id + V sin(θ)iq . (20b)
The measurements are the result of the ZIP load and the
power consumed by the motor, adjusted by the active fraction
from the tripping characteristic of Equation (3):
Pinj(V, t) = frPmot(V, t) + Pzip(V ) , (21)
Qinj(V, t) = frQmot(V, t) +Qzip(V ) . (22)
Figures 8 and 9 show the voltage signal and the resulting
evolution of the states of the load and measurements.
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Fig. 8. Voltage magnitude disturbance at load terminal.
APPENDIX B
PARAMETERS
Induction motor parameters: ra = 0.0138 p.u, xa = 0.083
p.u, xm = 3.0 p.u, r1 = 0.055 p.u, x1 = 0.053 p.u, H = 0.8
sec., and initial value for initialization P 0mot = 0.8 p.u.
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Fig. 9. States of the load when subjected to terminal voltage plotted in Fig. 8.
We measure active and reactive power at the terminals, where the noisy signal
is plotted in discontinuous orange.
ZIP load parameters (in p.u.): Pz = 0.6, Pi = 0.2, Pp =
0.1, Qz = 0.2, Qi = 0.05, Qp = 0.05.
Progressive tripping parameters: v1off = 0.8 p.u, v2off = 0.2
p.u, Tr = 0.1 s.
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