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(enthalpy and hence) dissociation with facility stagnation 
pressure, it was not possible to obtain catalytic recombina-
tion coefficients from the measurements at high experimen-
tal stagnation pressures. Therefore, the CFD model calibra-
tion has been improved by this activity based on the low 
pressure results. The results of the model calibration were 
applied to the existing EXPERT mission profile to examine 
the impact of the experimentally calibrated model at flight 
relevant conditions. The heat flux overshoot at the CVD-
SiC/PM1000 junction on EXPERT is confirmed to produce 
radiative equilibrium temperatures in close proximity to the 
PM1000 melt temperature.This was anticipated within the 
margins of the vehicle design; however, due to the meas-
urements made here for the first time at relevant tempera-
tures for the junction, an increased confidence in this find-
ing is placed on the computations.
Keywords Aerothermodynamics · Catalytic 
recombination · CFD · High-enthalpy facilities
1 Introduction
During hypersonic entry into the Earth’s atmosphere, the 
high temperatures developed behind the resulting bow shock 
are able to dissociate a large fraction of the molecular nitro-
gen and oxygen in the air. The energy required to break the 
chemical bonds results in a cooling effect in the shock layer. 
When the hot shock gases reach the relatively cool surface 
of a re-entry vehicle, the drop in temperature causes some of 
the atoms to recombine releasing energy into the boundary 
layer. Additional heating may also occur due to gas–surface 
chemical reactions; oxidation, for example, is almost exclu-
sively exothermic. This effect may be exacerbated by cata-
lytic behaviour of the surface material or the by-products of 
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gas–surface reactions. The difference in heat loads on the 
vehicle surface, between non-catalytic recombination and 
the scenario of complete recombination, is large and, there-
fore, understanding the extent of the catalytic effect is very 
important for the design and evaluation of a thermal protec-
tion system (TPS) and ultimately mission success.
The catalycity of a surface is measured by the ‘recombi-
nation coefficient’ or ‘catalytic efficiency’ γ, defined as the 
ratio of the number of atoms recombining to the number of 
atoms reaching the surface. The recombination coefficient 
ranges between 0 (non-catalytic) and 1 (fully catalytic). A 
number of physical considerations can impact the effec-
tive recombination coefficient, including diffusion, surface 
roughness, and surface state.
The recombination coefficient of materials can be 
determined via a number of different methods and experi-
mental facilities [8]. Plasma wind tunnels are one of the 
few facilities that can provide a wide range of pressure 
and material surface temperatures relevant to re-entry 
conditions simultaneously. Further, they can provide a 
reasonable steady-state flow, which can be tested with 
the same CFD codes that are employed in space vehicle 
design. Experimental campaigns to measure catalysis 
essentially measure the effective recombination coeffi-
cient, and typically fall into two types: those that measure 
concentrations of species and those that use energy bal-
ances to infer catalysis. The experiments performed under 
the current work obtain recombination coefficients using 
the latter method.
The content of this paper is arranged as follows: The 
methodology is described in the next chapter. This will 
introduce the catalytic CFD model employed in the study 
and the validation strategy as a whole. An overview of the 
direct method for extracting recombination coefficients 
from experimental data used in this work along with the 
synthesis from the PWK3 inductive facility and L2K arc-
heated facility will then be provided, followed by a chap-
ter presenting the consolidated outputs from CFD studies 
with the codes TAU and TINA. Finally, conclusions will be 
drawn, the main results, lessons learnt and difficulties will 
be summarised, and recommendations for future work and 
improvements to the method made.
2  Validation methodology
The aim of this activity was to measure the catalytic recom-
bination coefficients of nitrogen and oxygen on materials 
relevant to LEO re-entry vehicles (with an emphasis on the 
EXPERT vehicle) at flight relevant temperatures and pres-
sures. Then, use the data to calibrate and validate a cataly-
sis model in the CFD codes TINA (FGE) and TAU (DLR). 
The priorities of this work are as follows:
–– Perform tests at a wide range of pressures on flight 
materials
–– Generate validation data for recombination coefficient 
models
–– Validate the implemented CFD models against test data
–– Determine the dominant catalytic mechanism for LEO 
applications
–– Rebuild available EXPERT flight data or investigate the 
impact of the study on flight predictions
To achieve these goals, an emphasis is placed on the pres-
sure dependency of the catalytic efficiency. Historically, 
this has often been overlooked in catalysis studies, and 
was identified in the work of Fertig et al. [5] as an impor-
tant consideration for CFD model validation. Experiments 
performed by Kolesnikov et al. [11] at EXPERT relevant 
temperature and pressure conditions (170 and 540 hPa with 
surface temperatures in the range 1620–2030 K) on a SiC 
surface indicate that a pressure dependency of catalytic 
recombination efficiency can be observed. In these tests, 
there was only one common surface temperature (1620 K) 
tested between the two pressure conditions and it was 
found that there was no appreciable catalytic recombina-
tion for this temperature at 540hPa. The catalytic recombi-
nation rate is much more sensitive to temperature than pres-
sure, and the pressure dependency (and dominant catalytic 
mechanism) may vary with temperature. It is, therefore, 
necessary to perform experimental tests at fixed surface 
temperature and vary the pressure, to identify the dominant 
catalytic mechanism from the test data. This is the underly-
ing hypothesis of the validation campaign strategy.
2.1  Catalytic recombination model
As the CFD model has been detailed elsewhere [5], only 
a brief review of the main formulae is given here, in order 
to introduce the parameters used for model calibration in 
Sect. 4.1. Since the number of active sites where atoms 
can be bound to the surface for some time is assumed 
to be constant, it is convenient to introduce the surface 
coverage
which is the relation of the surface number density of 
adsorbed particles of species i to the total number density 
of active sites. The adsorption rate is given by
where πσ 2Ad,i is the reactive cross section for adsorption and 
N
(−)
n,i  is the molar particle flux to the surface due to diffu-
sion and collisional impact,
(1)i =
n˜i
n˜0
,
(2)ω˜ Ad,i = n˜0πσ
2
Ad,i�zN
(−)
n,i
(
e−
AAd,i
RT − e−
AAd,i,max
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)
,
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denotes the number of free active sites, and AAd,i, AAd,i,max 
are the minimum and maximum energies for an adsorbing 
particle. The desorption rate is given by
where
is the so-called sticking coefficient, NA is the Avogadro 
constant, and Zi and ZAd,i are the partition functions for free 
and adsorbed particles of species i. At least, one transla-
tional degree of freedom with the one-dimensional partition 
function
where h is the Plancks constant, is transferred into a vibra-
tional one due to adsorption. Employing a truncated har-
monic oscillator model, the vibrational partition function 
can be expressed by
where v,i is the characteristic vibrational temperature. 
Under the assumption that the adsorbed atoms can move 
along the surface, one derives
for the desorption rate.
The recombination rate for non-adsorbed gas atoms with 
an adsorbed particle (Eley–Rideal mechanism [1]) is given 
by
where πσ 2ER,ij and AER,ij are the reactive cross section and 
the activation energy for the Eley–Rideal (ER) recombina-
tion of impinging particle i with adsorbed particle j.
The Langmuir–Hinshelwood (LH) mechanism [9, 
12], which describes the recombination of two adsorbed 
atoms, is considered a high temperature mechanism, since 
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activation energy is typically higher than that of the Eley–
Rideal (ER) mechanism. The reaction rate is given by
where the effective activation energy of the reaction is the 
sum of the diffusion energy and the activation energy for 
Eley–Rideal recombination.
Concurrent adsorption of different species at the same 
active sites requires the numerical solution of a coupled 
set of balance equations for the determination of the sur-
face coverage. The recombination of a single type of atom 
allows for an analytic determination of the surface cover-
age, which is used within the model calibration procedure. 
Under steady-state conditions, the balance equation
holds. This equation raises a simple quadratic equation for 
the determination of i. Hence, i can be determined via
with
The recombination coefficient for the recombination of a 
single species i is determined by
The pressure dependency in all the above equations enters 
through the surface particle flux N (−)n,i , which is directly 
proportional to the pressure, and the surface coverage. 
The surface coverage dependency in steady state is readily 
inferred from Eqs. 2 and 4. It is found that at low tempera-
tures, the surface coverage is constant with pressure, and 
tends towards a linear dependence on pressure at high tem-
perature. Considering then the resulting pressure depend-
ency of the recombination coefficient due to the ER and LH 
mechanisms, it is apparent (from the recombination rate 
Eqs. 9 and 10, and the definition of the recombination coef-
ficient) that at low temperature the ER recombination coef-
ficient has no pressure dependency, while the LH recom-
bination coefficient is inversely proportional to pressure. 
At sufficiently high temperatures, both mechanisms have 
recombination coefficients that increase monotonically 
with pressure. The different character of the recombination 
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coefficients at low temperature, therefore, allows the 
dominant mechanism to be distinguishable from pressure-
dependent experimental catalytic data.
2.2  Experimental method
The choice of experimental facilities is primarily based on 
the requirement that flight relevant plasma conditions for 
LEO were obtained. The emphasis of the project was on 
the EXPERT mission. Surface temperatures of interest fall 
into the range of 1000 to 2000K, while relevant stagnation 
pressures are 1000 to 50,000 Pa. Experiments were con-
ducted at the PWK3 inductive wind tunnel at IRS Stuttgart 
and L2K arc-heated wind tunnel at DLR Cologne. Material 
surface temperatures relevant to flight are easily obtained, 
and the lower part of the flight pressure range can be repro-
duced. PWK3 is used to provide model calibration data. 
L2K is able to produce temperatures and pressures rep-
resentative of flight conditions, and has a history of accu-
rate CFD reproduction of the plasma conditions in previ-
ous campaigns. L2K is, therefore, ideal to complement the 
CFD model calibration data from PWK3 and provide fur-
ther data to be used exclusively for CFD model validation 
at higher pressures. The operating ranges of temperature 
and pressure in the facilities chosen for this study are given 
in Table 1.
The relevant materials for LEO return TPS application 
are Ultra High Temperature Ceramics (UHTCs) and metal-
lics. Since EXPERT was scheduled to fly within the time-
frame of the TRP, it was a likely candidate for flight data 
rebuilding. It was, therefore, an advantage to use the same 
materials as used on EXPERT in this campaign, thereby 
eliminating uncertainties in the material. The UHTC used 
on EXPERT is a C/C-SiC with a Chemical Vapour Depos-
ited (CVD)-SiC coating. The material is produced by DLR 
in Stuttgart and was used in this study. A Nickel–Chro-
mium super alloy called PM1000 is used on EXPERT; 
while this material is no longer manufactured, a quantity 
suitable for this campaign was procured.
The chosen conditions for the PWK3 inductive facility 
tests on CVD-SiC and PM1000 are given in Table 2. Each 
of the PWK3 test conditions was performed in both oxygen 
and nitrogen plasmas. The chosen conditions for the L2K 
arc-heater tests are given in Table 3. Each of the L2K test 
conditions was performed in both nitrogen and air plasmas. 
The 1400 K wall temperature was chosen as a temperature 
expected at the junction between C/C-SiC and PM1000 
under peak heating conditions. Moreover, measurements 
of Stewart [20] showed a maximum in recombination prob-
ability on SiC at around this temperature. The 1500 K 
temperature provides measurements of the catalytic effi-
ciency closer to the melting point of PM1000 than meas-
ured before. The facility calibration strategy was to match 
the nominal surface temperatures as closely as possible, to 
allow for the determination of the dominant recombination 
mechanism, as catalytic recombination mechanisms are 
characterised by different pressure dependencies.
2.3  CFD validation methodology
The intended model verification and validation are achieved 
with direct comparisons of the catalytic recombination coef-
ficient, and stagnation point values of temperature and pres-
sure obtained in the L2K experiments. Experimental rebuilds 
occurred for the conditions given in Table 4 for both air and 
nitrogen plasmas. The underlying principle of the CFD vali-
dation methodology is as follows: the model is calibrated 
with the low pressure data and verified at a stagnation pres-
sure of 2000 Pa (relevant to the EXPERT material junction); 
then applied to the high pressure (15,000 Pa) cases (relevant 
to the EXPERT stagnation region) to validate the correct 
extrapolation of the calibrated model to high pressure.
The 15,000 Pa L2K conditions were intended for valida-
tion only. It will be discussed in subsequent sections how 
the recombination coefficients of the 15,000 Pa stagnation 
pressure cases could not be obtained due to extremely low 
dissociation levels in the arc-heated facility (an implica-
tion, and anticipated risk, of the enthalpy required to obtain 
the material surface temperatures of interest). All other 
test points were intended for CFD model calibration, with 
the 2000 Pa L2K cases being rebuilt for verification pur-
poses. If recombination coefficients at 15,000 Pa had been 
obtained, the validation could, in principle, show that the 
Table 1  Temperature (T), stagnation pressure (Pstag) and heatflux (q˙) 
ranges addressed at experimental facilities
Facility T Range (K) Pstag Range (Pa) q˙ Range (kW/m2)
PWK3 1200–2000 100–4000 ∼100–5000
L2K 1200–1600 2000–20000 ∼100–500
Table 2  PWK3 inductive facility test matrix
Nominal test conditions performed in both nitrogen and oxygen plas-
mas, for the purpose of CFD model calibration
Sample Surface temperature (K) Stagnation 
pressure (Pa)
CVD-SiC 1400 100
CVD-SiC 1400 500
CVD-SiC 1400 2000
PM1000 1500 100
PM1000 1500 500
PM1000 1500 2000
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model extrapolates to the higher pressure conditions cor-
rectly without incorporation of the 15,000 Pa conditions in 
the model calibration. This behaviour is anticipated due to 
the physical basis of the model formulation. It is physical 
model parameters (which might also be directly determi-
nable from other types of experiment or detailed physics 
simulations) that are being calibrated in the present case, 
rather than the coefficients (of a polynomial for example) 
used in a purely correlated approach, which are not strictly 
valid outside the functional parametric fitting range.
It was expected that EXPERT would fly during the 
course of this study, in which case the flight data would 
have been rebuilt to provide a final validation of the model. 
Flight data were not available; therefore, heat fluxes were 
calculated in a predictive capacity for comparison at such 
time the data are available. One point on the trajectory will 
be rebuilt close to peak catalycity. An important catalysis 
experiment on EXPERT is to measure the heat flux over-
shoot at the C/C-SiC/PM1000 junction; attention will 
be paid to this in the CFD computation. This region was 
identified as an important area for future investigation from 
early on in the EXPERT mission design.
3  Experimental campaign
The wide pressure range addressed within the experimental 
campaign has the drawback that the atomic species partial 
pressure is low for most of the experimental conditions. 
Therefore, the heat flux due to catalytic recombination is 
low in comparison with Fourier heating. In these cases, 
the signal to noise ratio was poor. Hence, recombination 
coefficients could not be determined for all experimental 
conditions.
3.1  PWK3 synthesis
From the initial facility calibration phase, it was determined 
that all twelve conditions are reproducible in PWK3, and 
that the flow characterisation could be accomplished, by 
assessing axial and radial profiles of the key plasma param-
eters. An enthalpy probe [13] (which employs calorimetric 
dependency of variable cold gas injection) and Pitot probe 
were used to characterise plasma freestream parameters. 
Flow velocity, concentration of atomic species, and tem-
perature are derived from these diagnostics using thermal 
equilibrium assumptions. Characteristic plasma freestream 
conditions determined for each test condition are given in 
Table 5. Reconstruction of the PWK3 conditions with the 
URANUS CFD code is required for determination of the 
recombination coefficients.For both 100 and 500 Pa condi-
tions in oxygen and nitrogen, the flow discharges are super-
sonic. For 2000 Pa conditions, the plasma discharge is sub-
sonic. For nitrogen tests, a convergent conical nozzle has 
been used for a proper ignition of the plasma and for better 
plume stabilisation. The convergent nozzle throat diameter 
is 50 mm with a convergence angle of 30◦. In all other tests, 
the plasma exits into the test chamber from the induction 
chamber which has a diameter of 83 mm.
From the main test campaign, it can be concluded that 
the PM1000 temperature records during the facility cali-
bration phase and the main tests are similar to each other 
and within the measurement uncertainties, the main test 
campaign is a verification of the experimental calibration 
tests. On the other hand, for CVD-C/C-SiC, as the mate-
rial was not available during the facility calibration phase, 
SiC material was used instead. The temperature records 
can, therefore, only be compared with the SiC records. The 
result of this comparison is that in all conditions except for 
the N2 2000 Pa condition, the 1400 K for CVD-C/C-SiC 
Table 3  L2K arc-heater test matrix
Nominal test conditions performed in both nitrogen and air plasmas. 
Tests at 2000 and 5000 Pa are intended for CFD model calibration, 
while those at 15,000 Pa were identified for CFD validation purposes
Sample Surface temperature (K) Stagnation pressure (Pa)
CVD-SiC 1400 2000
CVD-SiC 1400 5000
CVD-SiC 1400 15,000
PM1000 1400 2000
PM1000 1400 5000
PM1000 1400 15,000
CVD-SiC 1600 2000
CVD-SiC 1600 5000
CVD-SiC 1600 15,000
PM1000 1500 2000
PM1000 1500 5000
PM1000 1500 15,000
Table 4  CFD model verification/validation matrix
Both nitrogen and air plasmas are rebuilt for each case. Cases with 
stagnation pressures of 2000 Pa are used to verify the CFD model, 
while cases at 15,000 Pa provide validation via model extrapolation
Sample Surface T (K) Stagnation pressure (Pa)
CVD-SiC 1400 2000
CVD-SiC 1400 15,000
PM1000 1400 2000
PM1000 1400 15,000
CVD-SiC 1600 2000
CVD-SiC 1600 15,000
PM1000 1500 2000
PM1000 1500 15,000
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is obtained at shorter distances from the generator exit 
than the 1400 K for SiC. The high catalytic behaviour 
of PM1000 is in all conditions an issue. For most of the 
PWK3 operational configurations, a reduced electric power 
or a higher gas flow rate was required to minimise the 
enthalpy of the flow.
Surface analyses, such as material emissivity, are 
assessed in parallel with the emissivity measurement 
facility (EMF). Raw sample emissivity is used for set-
ting pyrometers and thermocamera and has a certain con-
trollability of the surface temperature during the test, 
while post-test emissivities are done to finally correct the 
obtained temperatures and to determine the radiative heat 
flux needed for the recombination coefficient determination 
methodology.
Existing methodologies to experimentally determine the 
recombination coefficients γi are based on heat flux meas-
urements on material samples exposed to a dissociated 
flow. The reference method presented by Scott [19], and 
direct method from Pidan  [18] and Massuti-Ballester [14], 
apply analytical solutions for the boundary layer problem 
following Goulards theory [7], to isolate from the total heat 
flux the part corresponding to the recombination of species 
at the surface. Strong assumptions in these methods, such 
as a frozen boundary layer, forced the introduction of more 
accurate non-equilibrium reconstructions of the boundary 
layer into the current methodology.
The improved methodology is based on an iterative 
approach where the flow reconstruction is corrected as the 
boundary layer accommodates to the final material cataly-
sis. To assess this, the recombination coefficient obtained 
is implemented as a new gas–surface chemical model in 
URANUS and the flow reconstruction process is started 
again. In Fig. 1, a logic scheme of the methodology is 
presented.
The old [18] and the new [14] methods use the same 
basic concept: separation of the total measured heat flux 
into two parts, one of which is used to infer the catalytic 
recombination coefficient of the material (the recombina-
tive/diffusive heat flux), and another which has an indirect 
dependence on catalysis (the conductive/convective heat 
flux) is computed from the given conditions. Experimen-
tal techniques using this principle are designated as heat 
Table 5  Characteristic 
plasma freestream parameters 
determined for the PWK3 test 
conditions
Distance from the nozzle exit x, freestream (inputs to recombination coefficient determination) velocity u∞, 
temperature T∞, and atomic mass fraction c∞, measured stagnation pressure Pstag and total enthalpy h0 are 
given
Test condition Test gas x  (mm) Pstag (Pa) u∞ (m/s) h0 (MJ/kg) T∞
(K)
c∞
CVD-SiC 100 Pa O2 228 166 2660 23.31 3310 0.996
PM1000 100 Pa O2 620 120 1790 15.55 2700 0.802
CVD-SiC 500 Pa O2 355 535 1880 14.39 2810 0.757
PM1000 500 Pa O2 535 480 1567 10.14 2650 0.509
CVD-SiC 2000 Pa O2 235 2110 374 9.63 2980 0.520
PM1000 2000 Pa O2 300 2070 230 5.35 2640 0.178
CVD-SiC 100 Pa N2 226 130 2526 27.84 4850 0.666
PM1000 100 Pa N2 364 85 1648 17.61 4570 0.419
CVD-SiC 500 Pa N2 430 550 2014 15.28 4680 0.287
PM1000 500 Pa N2 510 515 1706 10.44 4330 0.114
CVD-SiC 2000 Pa N2 370 2000 1080 11.74 4850 0.177
PM1000 2000 Pa N2 415 1995 736 7.03 4020 0.015
Fig. 1  Scheme of the new methodology for determination of recom-
bination coefficients in PWK3
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flux balance driven techniques. Significant variations in 
the determined recombination coefficients can occur from 
uncertainties in experimental enthalpy determination.
The Goulard theory applied in the old method assumes 
that the boundary layer is frozen and that the ’upstream 
conditions’ (the flow between the bow shock and the 
boundary layer) are in thermal equilibrium. The new meth-
odology lifts these restrictions, allowing a non-equilibrium 
flow reconstruction with the URANUS code. The equi-
librium assumption for the upstream conditions has a sig-
nificant effect to the results. However, the frozen boundary 
layer assumption has a higher impact. In a frozen boundary 
layer, the material catalycity has no influence on the bound-
ary layer composition. Thus, the boundary layer has no 
concentration gradients, which cannot be the case because 
at the surface there are molecules continuously form-
ing. Introduction of any non-equilibrium in the generated 
plasma flow from the nozzle can also be included in the 
improved methodology. This was not the case for the cur-
rent work as further characterisation of the flow is required 
to establish the degree of non-equilibrium.
An iterative process is required because the catalycity 
of the material is coupled to the species concentration gra-
dients through diffusive processes in the boundary layer. 
The conductive part of the heat flux is also dependent on 
the catalysis to some extent, due to variations in species 
stoichiometry at the surface. The flow reconstruction with 
URANUS is first performed with a random catalycity. Once 
the first iteration is fulfilled, the obtained recombination 
coefficient is then used for the next iteration of the bound-
ary-layer flow reconstruction with URANUS. Repetition 
of this procedure adapts the boundary layer concentration 
gradients until convergence is obtained, i.e. the variation 
of recombination coefficients obtained between two itera-
tions is small (<0.1 %). The recalculation process of the 
flow field is repeated several times until a converged value 
of the recombination coefficient is achieved. This conver-
gence is shown for all conditions in Fig. 2. It was not pos-
sible to derive recombination coefficients on CVD-C/SiC 
in nitrogen flows for the 500 and 2000Pa conditions due to 
low degrees of molecular dissociation and the expected low 
catalytic efficiency.
A sensitivity analysis has been assessed by altering the 
mass specific enthalpy of the characterised flow ±20 %. 
The error bars shown in Fig. 3 represent the error propaga-
tion on the obtained recombination coefficients from an ini-
tial uncertainty of the aforementioned measurement tech-
nique of about ±20 %. The resulting γi are plotted in Fig. 3 
over the partial pressure at the surface. Due to the differ-
ent dissociation degrees on each condition and the material 
Fig. 2  Convergence of γi by rebuilding iterative times the boundary layer under new material catalycity
N. Joiner et al.
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catalycity influence on the final concentrations at the wall, 
the partial pressures obtained should not be mixed with the 
three target stagnation pressure of 100, 500 and 2000 Pa.
The results demonstrate a relationship between the ln(γi) 
and ln(Pi) for both materials and gases at least at respective 
temperature regimes. The methodology presented here has 
been contrasted with the reference method and the direct 
method by applying all three methods to the twelve experi-
mental datasets.
Limited characterisation of the flow during the experi-
mental campaign forced the use of equilibrium models for 
the estimation of the free flow composition and tempera-
tures. Extended facility calibration and diagnostics should 
be fulfilled in future to improve the results and show the 
non-equilibrium behaviour of the plasma jet.
From the discussion on pressure dependencies of cata-
lytic mechanisms in Sect. 2.1, it can be seen in Fig. 3 and 
Table 6 that only the LH mechanism is able to explain the 
observed trends in pressure. The nitrogen recombination 
coefficients on PM1000 (and more marginally the oxygen 
values on CVD-SiC) have sufficiently large uncertainties 
to infer a constant or increasing catalytic efficiency that 
might be explained by the ER mechanism. However, the 
data points of oxygen recombination on both PM1000 and 
CVD-SiC show the trend expected from low temperature 
behaviour of the LH mechanism. We are, therefore, led to 
conclude from the PWK3 synthesis that the dominant cata-
lytic mechanism is Langmuir–Hinshelwood recombination 
in this regime. This does not exclude a relevant contribu-
tion from Eley–Rideal recombination to the total catalytic 
efficiency.
3.2  L2K synthesis
For L2K, three different pressure levels had been defined, 
i.e. 20, 50 and 200 hPa. The highest pressure level had to 
be reduced to 150 hPa to maintain a good optical view to 
the samples front surface which is required for reliable sur-
face temperature measurements. The samples had a disk-
like geometry, and were installed on the front surface of 
a cylindrical test assembly (see Fig. 4), in a geometrically 
identical fashion to the PWK3 test setup. For the facility 
calibration test campaign, the PM1000 samples were avail-
able, while the CVD-SiC samples had to be substituted by 
sintered SiC samples.
All facility calibration tests on the SiC samples could 
be completed in air as well as in nitrogen. For the tests at 
pressure levels of 20 and 50 hPa, a conical nozzle with an 
exit diameter of 100 mm was used. For a pressure level of 
150 hPa, a shorter nozzle with an exit diameter of 50 mm 
had to be used. When performing the final validation tests 
on CVD-SiC samples, slight modifications to the identi-
fied operating conditions were necessary. With the PM1000 
samples, the facility calibration tests could not be run as 
intended. During several tests, the ceramic SiC shell, which 
is needed for sample fixation, broke several times during 
testing, most probably due to differences in thermal expan-
sion. Although a procedure was found to run selected 
tests, it was not possible to perform all calibration tests 
on PM1000 samples. From the tests that could be carried 
out, it was confirmed that the facility calibration was very 
close to the results obtained for SiC samples. Therefore, 
the remaining set of experimental calibration tests was run 
with SiC samples. Again, minor modifications to the identi-
fied operating conditions were necessary when running the 
final validation tests on PM1000 samples.
The validation test campaign was carried out with 
twelve samples of each material, i.e. CVD coated SiC and 
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Fig. 3  γi over pi for CVD-C/C-SiC and PM1000 for partially dissoci-
ated oxygen and nitrogen flows
Table 6  PWK3-derived recombination coefficients and atomic spe-
cies partial pressures at stagnation for test conditions in oxygen and 
nitrogen plasmas
Test condition Test gas Recombination 
coefficient γ
Atomic partial 
pressure  
at the wall (Pa)
CVD-SiC 100Pa O2 0.069 160
CVD-SiC 500Pa O2 0.032 377
CVD-SiC 2000Pa O2 0.014 1083
PM1000 100Pa O2 0.337 66
PM1000 500Pa O2 0.144 148
PM1000 2000Pa O2 0.203 96
CVD-SiC 100Pa N2 0.050 104
PM1000 100Pa N2 0.353 31
PM1000 500Pa N2 0.312 17
PM1000 2000Pa N2 0.751 2.1
Development of an innovative validation strategy of gas–surface...
1 3
PM1000. Due to the reason mentioned above, the operat-
ing conditions identified during facility calibration were not 
applied identically in the validation tests, but served as a 
good starting point for reaching the required test conditions. 
After thermal ageing of the SiC shell, the operational com-
plications with the PM1000 samples did not reappear during 
the validation tests, and all tests were carried out nominally.
All specified tests conditions could be reached. During 
the tests, the sample’s surface temperature was monitored 
with a pyrometer. Test conditions were adjusted until the 
specified surface temperatures, which had been appointed 
most important for numerical rebuilding and validation, 
were achieved with a deviation below ±10 K. Compliance 
to the pressure specification was considered more relaxed. 
Nevertheless, the pressure specifications of 20, 50, and 
150 hPa were met within ±5 hPa. For pressure measure-
ments, the sample was replaced by a standard Pitot probe.
For the L2K conditions, recombination coefficients were 
evaluated following Pidan’s  [18] extension to Goulard’s 
method. An iterative procedure was applied with the meth-
odology described in Fig. 1. Reconstruction steps were car-
ried out with the TAU code. From the operational data, the 
facility’s reservoir conditions were evaluated for all test 
conditions. It turned out that appreciable dissociation lev-
els were achieved in the reservoir for air operation only, 
and in this case only for the lowest pressure level of 20 hPa 
and the highest temperatures levels, i.e. 1600 K on SiC 
and 1500 K on PM1000. For almost all other conditions, 
dissociation in the reservoir was found very low, in some 
cases negligible. For these conditions, the evaluation of 
recombination coefficients was found impossible for these 
test conditions, since the contribution of recombination to 
the surface heat flux was very small and the measured data 
could not be fit into the small span between the fully cata-
lytic and non-catalytic cases.
Recombination coefficients could mainly be evaluated 
for the lowest stagnation pressure level of 20 hPa. In nitro-
gen flow, results were obtained for the high temperature cases 
only. For both materials, CVD-SiC and PM1000, a recombi-
nation of 0.02 was determined at 1600 and 1500 K, respec-
tively. In air, results were obtained for both temperature lev-
els. The recombination coefficients for oxygen and nitrogen 
are inseparable; an effective air recombination coefficient is, 
therefore, computed. However, at the gas temperatures found 
in the tests, it is not expected that there is a significant amount 
of dissociated nitrogen and the air recombination coefficients 
are assumed to be representative of oxygen. For both materi-
als, the recombination coefficient decreases with increasing 
temperature at a pressure of 20 hPa. At 1400 K, the values 
are similar for both materials, 0.19 for CVD-SiC and 0.12 for 
PM1000. At the higher temperature condition, the recombina-
tion coefficient decreases by more than an order of magnitude 
for CVD-SiC, while the decrease is moderate for PM1000. At 
a pressure level of 50 hPa, only one recombination coefficient 
could be computed. For CVD-SiC at 1600 K, the value of γ 
is in the order of magnitude as found at 1400 K. Recombi-
nation coefficients that could be acquired from the L2K test 
campaign are summarised in Table 7. Characteristic plasma 
freestream conditions determined for each corresponding test 
condition are given in Table 8.
It is acknowledged that the recombination coefficients 
obtained in L2K differ significantly from those obtained 
Fig. 4  Schematic of L2K test assembly and sample geometry 
(dimensions in mm)
Table 7  L2K-derived recombination coefficients and atomic species 
partial pressures at stagnation for test conditions in air and nitrogen 
plasmas
Air recombination coefficients are computed as a ’total-effective’ 
value; however, due to very low nitrogen dissociation, they may be 
considered as primarily oxygen recombination coefficients. Test 
material identification is abbreviated to P and S for PM1000 and 
CVD-SiC, respectively
Test Condition Test Gas Recombination 
coefficient γ
Atomic partial pressure 
at the wall (Pa)
S 1600K 20hPa Air 0.0049 753
S 1400K 20hPa Air 0.19 173
S 1600K 50hPa Air 0.0015 986
S 1600K 20hPa N2 0.02 124
P 1500K 20hPa Air 0.08 349
P 1400K 20hPa Air 0.12 201
P 1500K 20hPa N2 0.02 33
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in PWK3 for equivalent nominal conditions. Uncertain-
ties in the determination of heat flux using pyrometry are 
independent of the flow condition, which means that for 
the case of low dissociation, where small variations of heat 
flux are to be expected between fully and non catalytic sce-
narios, these inaccuracies (<10 % of the total heat flux) can 
be larger than the investigated catalytic part of the heat flux. 
This was more tolerable for the low dissociation level at 
PWK3, particularly with the improved data reduction meth-
odology, but has a stronger impact for L2K-derived results. 
It should, therefore, also be considered that the cross facility 
comparison compares not only facility plasma flow condi-
tions, but also the method used to obtain the recombination 
coefficients. The differences may also reinforce the complex 
pressure dependencies expected from heterogenous cata-
lytic recombination. PWK3 tests show an increase of cata-
lytic efficiency by lowering the partial pressure; it does not 
necessarily follow that this will be the case in other pressure 
regimes. It can happen that for a further reduction of the 
partial pressure the catalycity falls again. This behaviour has 
been observed on a copper oxide surface under the similar 
plasma conditions [15].
4  Numerical campaign
4.1  CFD model calibration
The model calibration had to distinguish between the two 
materials under investigation, namely PM1000 and CVD-
SiC. Since parameter sets for catalysis modelling on SiC 
have already been published in the past [4, 6], the CVD-
SiC model calibration will be explained first. As a first step, 
published recombination coefficients [16, 20, 21] together 
with the new measurements (Sect. 3) have been compared 
with the current model calibration [6]. Isobars of oxy-
gen and nitrogen recombination coefficients are shown in 
Figs. 5 and 6, respectively. The broken lines show surface 
partial pressure isobars corresponding to the experimental 
points. The solid lines show surface partial pressure isobars 
at 1, 10,100,1000, 10,000 and 100,000 Pa as a reference. 
However, if the experimental conditions were close, the 
solid black lines were skipped.
As can be seen from Fig. 5, the old recombination data 
[20, 21] are represented quite well by the model calibration. 
Significant discrepancies can be observed when comparing 
the curves at 160 Pa (dashed), 377 Pa (dotted) and 1083 Pa 
(dash-dotted) in oxygen partial pressure with the measured 
points at these pressures. As can be seen, the recombination 
probability at these partial pressures is significantly overes-
timated and the maximum in recombination probability is 
shifted towards lower temperature. However, in [6] it was 
already stated that the partial pressure of the experiments 
in [20, 21] had to be assumed for the old model calibration. 
This offers a degree of flexibility to refit these data assum-
ing a different atomic partial pressure, within the constraint 
of known total surface (stagnation) pressure.
Table 8  Characteristic 
plasma freestream parameters 
determined for the L2K 
test conditions for which 
recombination coefficients were 
derived
Distance from the nozzle exit x, freestream (inputs to recombination coefficient determination) velocity u∞, 
temperature T∞ and atomic mass fraction c∞, measured stagnation pressure Pstag and total enthalpy h0 are 
given.Test material identification is abbreviated to P and S for PM1000 and CVD-SiC, respectively
Test condition Test gas x (mm) Pstag (Pa) u∞ (m/s) h0 (MJ/kg) T∞ (K) c∞
S 1600K 20hPa Air 380 2510 3063 8.8 400 0.211
S 1400K 20hPa Air 380 2100 2516 4.8 345 0.047
S 1600K 50hPa Air 120 5330 2653 6.5 595 0.115
S 1600K 20hPa N2 380 2480 3208 7.5 546 0.026
P 1500K 20hPa Air 380 2250 2674 6.0 361 0.096
P 1400K 20hPa Air 380 2180 2540 5.0 348 0.055
P 1500K 20hPa N2 380 2360 3005 6.1 495 0.007
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Fig. 5  Temperature and pressure dependency of the CVD-SiC oxy-
gen recombination coefficient with old model calibration data [6] in 
comparison to the literature data (empty diamond [20], empty triangle 
[21], empty box [16]) and current measurements from L2K (filled dia-
mond) and from PWK3 at 160 Pa (filled circle), 377 Pa (filled trian-
gle) and 1060 Pa (filled inverted triangle) of oxygen partial pressures
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A similar observation as for oxygen recombination can 
be made for the nitrogen recombination shown in Fig. 6. 
However, in the nitrogen case the recombination coefficient 
at 104Pa in nitrogen partial pressure is significantly under-
estimated. Here, the recombination coefficient maximum is 
shifted towards higher temperature.
A manual fitting procedure is employed to recalibrate 
the model, in an attempt to provide model parameters that 
well represent their expected physical values. Further, not 
all of the model parameters can be determined independ-
ent of each other (the characteristic temperatures and the 
desorption energies in particular are strongly linked). Auto-
matic fitting routines are not well suited in this respect. The 
PWK3-measured recombination coefficients are used to 
anchor the calibrations, with the L2K recombination coef-
ficients, pre-existing PWK3 data [16], and old calibration 
data [20, 21] providing supplementary fitting data. From 
the experiments performed in Sect. 3, it is known that 
higher partial pressure to total pressure fraction improves 
the signal to noise ratio considerably. Hence, it might be 
expected that the partial pressures of the old data points 
are significantly higher than assumed for the previous 
calibration.
To account for the new measurements for oxygen, the 
characteristic temperature for surface diffusion was reduced 
to Diff,O = 0.47992 K (4.7992 K), where the previous 
value is given in braces. The activation energies for des-
orption and diffusion were increased to DDes,O = 255 kJ/
mole (230 kJ/mole) and DDes,O = 155 kJ/mole (140 kJ/
mole). To reduce the recombination coefficient at 1500 K 
while still reproducing the low temperature behaviour, the 
Eley–Rideal reaction parameters were set to cER,O = 0.009 
(0.035) and AER,O = 8 kJ/mole (13kJ/mole). The model 
results with the updated parameter set are plotted in Fig. 7. 
With exception of a measurement point at 1330K from 
Stewart [20], all other data points can be reproduced with 
the new data set. Especially, the new measurements can be 
reproduced very well. The L2K data points have actually 
been derived in air. However, due to the negligible nitro-
gen dissociation at the temperatures under investigation, it 
was assumed that the air recombination coefficients actu-
ally coincide with the oxygen recombination coefficients. 
The measurements from L2K at 1600 K are in a tempera-
ture regime where the recombination coefficient decreases 
with increasing temperature. Since the stagnation pres-
sure for these measurements was high, a low dissociation 
degree and, therefore, a low oxygen partial pressure were 
expected. The data points correspond to model results at 
an oxygen partial pressure below 1 Pa. Surprisingly, the 
data point at 1400 K where an even lower oxygen partial 
pressure is expected corresponds to the model results in 
the pressure range 1–10 Pa. As the ER-mechanism is inde-
pendent of pressure at low temperature, the ER-mechanism 
is not able to rebuild the pressure dependency. The final 
calibrated model data for all recombination coefficients are 
collected in Table 9.
During the study, the PWK3 nitrogen conditions had 
been confused. Therefore, an improper nitrogen recom-
bination calibration was published in [3]. The measure-
ments of nitrogen recombination on CVD-SiC provided 
only two data points: one from PWK3 at 104Pa of nitro-
gen partial pressure and another from L2K. Especially 
the data point from PWK3 allows due to the combina-
tion of recombination probability with partial pressure 
for a significantly better grading of the available data 
from the literature. To reproduce the new PWK3 data 
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Fig. 6  Temperature and pressure dependency of the CVD-SiC nitro-
gen recombination coefficient with old model calibration data [6] in 
comparison to the literature data (empty diamond [20], empty trian-
gle [21], empty box [16]) and current measurements from L2K (filled 
diamond) and from PWK3 at 104 Pa (filled circle) of nitrogen partial 
pressure
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Fig. 7  Temperature and pressure dependency of the CVD-SiC oxy-
gen recombination coefficient with new model calibration data in 
comparison to the literature data (empty diamond [20], empty triangle 
[21], empty box [16]) and current measurements from L2K (filled dia-
mond) and from PWK3 at 160 Pa (filled circle), 377 Pa (filled trian-
gle) and 1083 Pa (filled inverted triangle) of oxygen partial pressures
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point, the activation energies for desorption and diffusion 
were reduced to DDes,N = 290 kJ/mole (340 kJ/mole) 
and DDiff,N = 187 kJ/mole (240 kJ/mole). To reduce the 
recombination coefficient at 1235 K while still reproduc-
ing the low temperature behaviour, the Eley–Rideal reac-
tion parameters were set to cER,N = 0.007 (0.011) and 
AER,N = 7 kJ/mole (8 kJ/mole). With this calibration, the 
new data point which is marked in green in Fig. 8 can be 
reproduced very well. However, one data point from [14] at 
1444 K cannot be reproduced.
Due to the previous lack of experimental data, no cali-
brated reaction model coefficient data set for PM1000 was 
initially available. Within the experimental campaign con-
ducted for this study, six new data points have been provided 
by IRS (PWK3 facility; see Sect. 3.1) and three by DLR-K 
(L2K facility; see Sect. 3.2). The data points from PWK3 
and L2K are marked by the filled symbols in Figs. 9 and 
10. The PWK3 oxygen data points have been obtained at 
66 Pa (filled circle), 96 Pa (filled triangle) and 148 Pa (filled 
inverted triangle) of atomic oxygen partial pressure. They are 
shown together with data from the literature which is marked 
by open symbols, the data points from L2K (filled diamond) 
and the calibration curves of the model (dashed 66 Pa, dot-
ted 96 Pa and dashed-dotted 148 Pa) in Fig. 9. The nitrogen 
results have been determined at 2Pa (filled inverted triangle), 
17Pa (filled triangle) and 31Pa (filled circle) of atomic nitro-
gen partial pressure. They are shown together with data from 
the literature, the data point from L2K (filled diamond) and 
the calibration curves of the model (dashed: 2 Pa, dotted: 
17 Pa and dashed-dotted: 31 Pa) in Fig. 10. For the reproduc-
tion of the experimental data on PM1000, it was necessary 
to conclude from the low temperature data of Stewart [22] 
(empty diamond) that the ER mechanism is independent of 
temperature. Therefore, the Eley–Rideal constants were set 
to cER,O = 0.0015, cER,N = 0.0067 and AER = 0 kJ/mole. 
As the recombination probabilities on PM1000 come close 
to unity, the adsorption probability must be close to unity 
as well. Hence, n˜πσ 2Ad,O = 0.9 and n˜πσ
2
Ad,N = 1.0 were 
set. Steward obtained the recombination coefficients in a 
side-arm reactor at 35Pa of total pressure. It is assumed that 
the atomic species mole fraction in these experiments was 
ranging between 1 and 100 %. Therefore, during the model 
calibration it was requested that Stewart’s data points should 
be bound by an atom partial pressure range from 0.35 to 
35 Pa. Model calibration curves at 0.35, 3.5 and 35 Pa of 
atom partial pressure are shown by dashed double-dotted 
lines in Figs. 9 and 10. The increase in recombination coef-
ficients with temperature below 1600 K gives rise to the 
activation energies ALH,eff ,OO = DDiff ,O = 65 kJ/mole and 
ALH,eff ,NN = DDiff,N = 68 kJ/mole. It is noted that the LH 
activation energy of oxygen is in reasonable agreement with 
the fitted value of 51 kJ/mol from catalytic air recombina-
tion data produced at similar enthalpy and pressure (1500 
Pa of stagnation pressure) by Panerai et al. [17]. These data 
are assumed representative of oxygen due to low levels of 
dissociation evaluated at the surface. At higher pressures 
(7500 and 10,000 Pa stagnation pressure), a fit of 20 kJ/mol 
is obtained. It is also noted that the recombination coeffi-
cients reported by Panerai et al. are notably lower than those 
measured in the current work, particularly at high pressure. 
Uncertainty margins are not given on the recombination 
coefficient by Panerai et al.; however, as shown by our own 
experience, they can be significant and, therefore, differences 
at 15,000 Pa may be reconciled with further investigation. A 
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Fig. 8  Temperature and pressure dependency of the CVD-SiC nitro-
gen recombination coefficient with new model calibration data in 
comparison to the literature data (empty diamond [20], empty trian-
gle [21], empty box [16]) and current TRP measurements from L2K 
(filled diamond) and from PWK3 at 104 Pa (filled circle) of nitrogen 
partial pressure
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Fig. 9  Temperature and pressure dependency of the PM1000 oxygen 
recombination coefficient with new model calibration data in compar-
ison to the literature data (empty box [16], empty diamond [22]) and 
current TRP measurements filled diamond L2K, filled circle PWK3 
at 66 Pa, filled triangle 96 Pa and filled inverted triangle 148 Pa of 
oxygen partial pressure
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significant drop in recombination coefficient at higher pres-
sure is supported by the model calibration in Fig. 9. The pub-
lication of Panerai et al. was not known to us at the time of 
conducting the work presented here, but it could be used in 
the future to improve the PM1000 model calibration, given 
the limited number of data points available here with known 
partial pressure.
The final choices for the remaining model parameters 
are highly questionable. Desorption energies were set to 
DDes,O = DDes,N = 200 kJ/mole. However, desorption 
energy mainly affects the high temperature behaviour of 
the catalysis model, i.e. at temperatures above the melting 
point of PM1000. More problematic is the specification 
of the characteristic temperatures for the vibration tan-
gential and perpendicular to the surface and the active 
site number density. All of them are strongly coupled 
such that changes in one parameter require compensa-
tion by the other two. Employing an attempt frequency of 
10−15s−1 [10] would result in a characteristic temperature 
of 47992K. Using this value would require an active site 
number density of 1013m−2 in case of oxygen recombina-
tion which results in combination with the reactive area 
in a reactive cross section of 1.7× 10−7m2 per active site. 
As this was considered far too large, the active site num-
ber density was set to n˜0 = 1015m−2. To cover the experi-
ments, the characteristic temperatures were then set to 
Des,O = 479.92K, Diff,O = 4.7992K, Des,N = 47992K 
and Diff,N = 4.7992K.
As mentioned above, all model parameters derived from 
this work are summarised in Table 9.
4.2  CFD comparison campaign
The L2K supersonic nozzle and stagnated test-sample flow-
fields were rebuilt for each of the conditions of the CFD 
test matrix (Table 4) using both TINA and TAU. Additional 
5000Pa cases were also rebuilt with TAU. It is evident from 
previous discussion of the L2K synthesis (Sect. 3.2) that 
the final high pressure validation data was not produced 
due to low degrees of molecular dissociation. Therefore, 
strictly only a verification and consolidation of the cata-
lytic behaviour observed in the tests could be provided by 
the CFD model. For reasons of brevity, the exact details of 
the extensive CFD test-rebuilding campaign are omitted in 
favour of a general overview of the findings.
CFD rebuilds of the L2K tests were performed using 
the facility supplied mass flow rates, nozzle-reservoir con-
ditions for pressure and enthalpy, and test-chamber ambi-
ent pressure. The measured emissivity (from comparisons 
of two-colour and spectral pyrometer measurements) was 
used as an input to a radiative equilibrium model boundary 
condition. The in-depth conductive losses from the sam-
ple surface energy balance were also incorporated using 
thermal analyses conducted in the recombination coeffi-
cient derivation phase of the experimental campaign. CFD 
computed stagnation pressure and wall temperature (or the 
corresponding heatflux) were compared against the experi-
mentally acquired measurements.
In general, it was not possible to bound any of the high 
stagnation pressure (15,000 Pa) L2K test case measure-
ments of surface temperature within the limits of any pos-
sible catalytic heating effect (the non-catalytic to fully 
catalytic range). A number of low stagnation pressure 
cases were seen to be bound by the catalytic limits of 
heat-flux and, in general, the performance of the partial 
catalytic model for these cases was favourable, providing a 
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Fig. 10  Temperature and pressure dependency of the PM1000 nitro-
gen recombination coefficient with new model calibration data in 
comparison to the literature data (empty box [16], empty diamond 
[22]) and current measurements filled diamond uses of phenolic resin 
L2K, filled circle PWK3 at 31 Pa, filled triangle the data points from 
17 Pa and filled inverted 2 Pa of nitrogen partial pressure
Table 9  Reaction coefficients for the recombination of nitrogen and 
oxygen on PM1000 and CVD-SiC
Material PM1000 CVD-SiC
Adsorbens N O N O
n˜0 (m−2) 1015 1015 1019 1019
Diff  (K) 4.7992 4.7992 4.7992 0.47992
Des (K) 47992 479.92 1589.4 1714.0
DDiff  (kJ/mole) 68 65 187 155
DDes (kJ/mole) 200 200 290 255
AAd (kJ/mole) 0 0 0 0
AAd,max (kJ/mole) 20 20 29 25.5
n˜0πσ
2
Ad(−) 1.0 0.9 0.7 0.7
cER (-) 0.0067 0.0015 0.007 0.009
AER (kJ/mole) 0 0 7 8
cLH (-) 34.6 34.6 345998 345998
ALH (kJ/mole) 68 65 194 163
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verification of the calibrated catalytic CFD model. A num-
ber of TINA computed stagnation conditions are compared 
against experimental measurements in Table 10. The partial 
catalytic model results are given where the experimentally 
measured temperature was bound by the non-catalytic and 
fully catalytic CFD rebuilds. The fully catalytic computa-
tion was omitted from the CFD campaign in a number of 
cases where it was evident that the experimental test could 
not be rebuilt for the aforementioned reason.
A considerable effort was made to try and numerically 
bound the measured surface-temperature/heatflux of the 
high pressure cases (or match it where there was no appre-
ciable difference between non-catalytic and fully cata-
lytic cases) during the CFD campaign unsuccessfully. We 
are led to conclude that the catalytic range was too small 
(due to low facility dissociation degrees) within the limita-
tions of the experimental accuracy and of the overall CFD 
model (not just the catalytic model boundary condition). 
The accurate computational characterisation of flow-fields 
in plasma wind tunnels is very challenging and relies on 
equilibrium assumptions in the reservoir. This topic alone 
is the subject of much ongoing research in the aerothermo-
dynamics community. While the improved assessment of 
the low pressure L2K conditions provides verification, the 
intended extrapolation to high pressure remains incomplete 
for the SiC and PM1000 model calibrations determined in 
Sect. 4.1.
The numerical campaign supports the findings of the 
experimental campaign, albeit with the trivial assertion of 
limited potential for catalytic influence. The absence of a 
final model validation is neither a shortcoming of the mod-
elling nor experimental measurements, since there was 
barely any oxygen dissociation at the 15,000 Pa conditions. 
It was, therefore, impossible to determine a recombina-
tion coefficient. The verification rebuilds at 2000Pa (with 
higher enthalpy) were on the whole successful (this should 
be expected because a recombination coefficient could be 
extracted). The risk of the enthalpy, being too low, was 
realised at the outset of the study, but was deemed accept-
able to acquire the temperature ranges pertinent to the 
EXPERT material interface. The validation strategy as a 
whole is considered successful, given that all other goals 
of the study were achieved and, in principle, an extension 
of the work to use higher enthalpy flows could provide the 
required model validation data.
The CFD model has been applied previously [5] (with 
a silica calibration) using equivalent hyperboloids rep-
resentative of STS-2 to rebuild flight center-line heat-
flux data [23, 24]. This validation was repeated under the 
framework of the current study and a cross-code verifi-
cation was, therefore, obtained. A comparison of cata-
lytic models computed with the TINA code at 66.81 km 
(ρ = 1.216× 10−4kg/m3 , T = 230K, v = 6.05km/s) is 
given as an example in Fig. 11. The model described in 
Sect. 2.1 is able to closely represent the STS-2 flight data 
at surface pressures in this instance in the region ∼4200–
2500 Pa. Other trajectory points have also been considered 
with a similar outcome.
Table 10  Comparison of rebuilt TINA CFD stagnation pressure 
and wall temperature with experimentally measured values from the 
L2K validation campaign. CFD computed non-catalytic (nc), fully 
catalytic (fc) and partially catalytic (pc) wall temperatures are given. 
Test material identification is abbreviated to P and S for PM1000 and 
CVD-SiC, respectively
Test condition Test gas L2K Pstag (hPa) CFD Pstag (hPa) L2K Tw (K) CFD Tw,nc (K) CFD Tw,fc (K) CFD Tw,pc (K)
S 1400 K, 20 hPa Air 21.0 19.7 1404 1290 1381 -
S 1600 K, 20 hPa Air 25.1 21.7 1603 1530 1789 1694
P 1400 K, 20 hPa Air 21.8 20.0 1404 1310 1413 1411
P 1500 K, 20 hPa Air 22.5 20.4 1502 1358 1516 1513
S 1400 K, 150 hPa Air 152 157 1399 1537 1549 -
S 1600 K, 150 hPa Air 147 153 1610 1669 1735 -
P 1400 K, 150 hPa Air 150 157 1403 1590 1605 -
P 1500 K, 150 hPa Air 147 155 1504 1627 1658 -
S 1400 K, 20 hPa N2 24.0 22.4 1403 1400 1402 -
S 1600 K, 20 hPa N2 24.8 23.0 1604 1573 1657 1602
P 1400 K, 20 hPa N2 24.0 22.1 1393 1378 1380 -
P 1500 K, 20 hPa N2 23.6 22.1 1497 1493 1518 1509
S 1400 K, 150 hPa N2 155 171 1405 1569 - -
S 1600 K, 150 hPa N2 153 168 1606 1754 1754 -
P 1400 K, 150 hPa N2 155 169 1399 1526 - -
P 1500 K, 150 hPa N2 156 169 1503 1678 1678 -
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In the STS-2 flight case, the model parameters were 
evaluated from physical model constants inferred or meas-
ured from other works, and in come cases calibrated to 
match available recombination coefficient data [5]. In 
many cases, the partial pressures of the atomic species 
were either not known (and were estimated) or the pressure 
range was narrow. In Fig. 11, it is seen that the catalytic 
model computation is comparable to a correlated function 
of temperature only. This is to be expected given the nar-
row range of pressures covered and the use of the same fit-
ting data. A concern of this previous application of the CFD 
model (and motivation for the current model validation phi-
losophy) was that on a different trajectory profile (with dif-
ferent pressure ranges) the correlation may not perform as 
well due to a lack of pressure dependence and the model 
could have significant uncertainty due to a narrow spread of 
experimental pressures used to calibrate it.
In the current work, a pressure dependence of catalytic 
recombination has been demonstrated, and the model has 
been calibrated against test data at a wide range of known 
pressures. Concerns of the previous STS-2 model validation 
have, therefore, been addressed for CVD-SiC and PM1000 
model calibrations. The model validation status is, there-
fore, considerably improved upon for this EXPERT oriented 
model compared with the STS-2 model application.
4.3  EXPERT
The new models were applied to the trajectory point 
at 50km of altitude on the EXPERT vehicle. At this 
altitude, the flow is characterised by T = 270.06K, 
ρ = 1.04419× 10−3kg/m3 and v = 4976.1 m/s. For the 
determination of the surface temperature, a radiation equi-
librium surface was assumed employing the emissivities 
0.63 and 0.73, determined in the L2K facility for PM1000 
and CVD-SiC, respectively.
4.3.1  3D simulation
The 3D flow was simulated with TAU employing a hybrid, 
eight times adapted grid with 9.5 million grid points. The 
boundary layer is resolved with 45 structured grid layers. 
The normal resolution at the surface is 3× 10−7m. The 
surface itself is discretized by 77221 grid points. A cut 
through the xy-plane of the final grid is shown in Fig. 12. 
Figure 13 shows the distribution of the oxygen recombina-
tion coefficient on the EXPERT surface. The nose and the 
flaps were simulated employing the CVD-SiC catalysis 
model. At all other parts of the surface, the PM1000 model 
was applied. The PM1000 recombination coefficient is 
roughly one order of magnitude higher than the CVD-SiC 
recombination coefficient.
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Fig. 11  Comparison of TINA CFD heatflux predictions with various 
catalytic models for STS-2 at 66.81 km. The model closely matches 
the performance of a temperature-dependant polynomial fit  [5] to 
catalytic recombination data of silica
Fig. 12  Cut through the hybrid 3D grid employed for the simulation 
of the flow around EXPERT
Fig. 13  Distribution of the oxygen recombination coefficient on 
EXPERT. The nose and the flaps were computed employing the cur-
rent CVD-SiC catalysis model. The remaining parts are computed 
employing the PM1000 catalysis model
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Fig. 14 shows the corresponding surface heat flux dis-
tribution. Due to the significantly higher recombination 
coefficient on PM1000, an abrupt increase in surface heat 
flux can be observed at the junction between CVD-SiC and 
PM1000 at x = 0.4 m where the CVD-SiC nose cap ends. 
An abrupt decrease of the surface heat flux can be observed 
at the PM1000/CVD-SiC junction at the flaps. Since the 
temperature at flap roots is only about 1000K, this is not 
critical for the TPS design.
4.3.2  Axisymmetric simulations
Since three-dimensional simulations are rather time consum-
ing, the influence of different catalysis models was investi-
gated based on axisymmetric simulations. The axisymmetric 
simulation makes use of the vehicle contour in the xy-plane. 
The final axisymmetric grid is shown in Fig. 15.
The hybrid axisymmetric grid resolves the boundary 
layer with 45 structured rectangular cells. The surface nor-
mal resolution is 3× 10−7m as for the 3D simulation. The 
final grid obtained after eight adaptation steps consists of 
38224 grid points and resolves the surface with 510 points. 
In Fig. 16, the temperature distribution of the axisymmet-
ric simulation (dashed line) is shown along the x-axis of 
EXPERT in comparison with the 3D temperature distri-
bution (solid line) in the xy-plane. Very good agreement 
of the temperatures can be observed for x < 0.2 m. Slight 
discrepancies are visible rearwards up to x < 0.5 m. How-
ever, the temperature difference at the junction between 
PM1000 and CVD-SiC (x = 0.4 m) is nearly identical 
when comparing the axisymmetric with the 3D result. 
The 3D and the axisymmetric simulations show a tem-
perature difference of T3D = 1539K − 1371K = 168K 
and TAxi = 1578K − 1431K = 147K, respectively. For 
x > 0.5 m significant temperature, differences arise since 
3D effects become important.
In Fig. 17, the radiation equilibrium surface tempera-
tures for different surface catalysis model assumptions are 
compared.
The dotted line marks the worst case where CVD-SiC 
is considered non-catalytic and PM1000 fully catalytic. 
The actual heat shield design is based on this conserva-
tive assumption [2]. As can be seen, the temperature of 
the PM1000 at the junction exceeds 2000 K. The dashed 
line shows the status of the catalysis model parameters 
prior to this TRP. Here, the model parameters given in 
[6] were used for CVD-SiC and PM1000 was assumed 
fully catalytic. With this setting, the PM1000 tempera-
ture at the junction becomes 1591 K. The solid line 
marks the result obtained with the new model parameters 
given in Table 9. Although the recombination coefficient 
on PM1000 is significantly below unity, the computed 
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Fig. 14  Heat flux distribution on EXPERT employing the current 
CVD-SiC and PM1000 catalysis models
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Fig. 16  Comparison of 3D with axisymmetric (2D) surface tempera-
ture distributions along the x-axis of EXPERT
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temperature at the junction is 1578 K, which is only 
slightly lower than the previous result with fully catalytic 
surface assumption.
Similar observations can be made with the TINA imple-
mentation (Fig. 18). Note that the TINA axisymmetric 
body is based on the body shape in between the flaps. The 
non-catalytic, fully catalytic and TRP models with both 
the pre-TRP and post-TRP calibrations of CVD-SiC and 
PM1000 are compared. The temperature at the junction 
is of primary interest, where it is found in TINA that the 
post-TRP calibration increases the peak temperature from 
1602 to 1657 K. While this is not large, compared with the 
range of radiative equilibrium temperatures encountered on 
the vehicle, this is significantly closer to the PM1000 melt 
temperature (∼1680 K). Modelling differences between the 
two codes exist, which prevent exact quantitative agree-
ment. In particular, a difference in transport models (for 
which there is a dependency of the catalytic recombination 
coefficient) exists.
Despite numerical differences, the computations with 
both TAU and TINA confirm that the EXPERT conserva-
tive design is justified even with consideration of this more 
advanced model.
5  Conclusion
The priorities identified at the outset (Sect. 2) were success-
fully addressed by the synthesis of this project. High-quality 
experimental measurements of nitrogen and oxygen recom-
bination coefficients on LEO re-entry materials provide a 
new set of validation data at a range of stagnation pressures 
relevant to LEO. All the planned test conditions were met, 
but due to low dissociation levels there was some difficulty 
extracting the catalytic efficiency from the measurements. 
However, this has led to an improved, more robust, data 
reduction technique. An improved catalytic CFD model now 
exists for use on these materials. The pre-existing model 
calibration for CVD-SiC was improved to capture the new 
validation data and other data in the literature. A first model 
calibration for PM1000 was developed. While validation 
through extrapolation of the model to high pressure could 
not be performed, the improved calibration of the model 
gives increased confidence. This is increased further with 
the demonstration of consistencies throughout the project 
between the CFD codes TAU, TINA and URANUS.
The work presented here provides the first confirma-
tion of the pressure dependency of catalytic recombina-
tion. The Langmuir–Hinshelwood mechanism is identified 
as the only mechanism that can give the observed trend in 
pressure. The consistency with experimental observation 
and model further enhances confidence in the CFD model. 
These increased confidences, along with experimen-
tal measurements on PM1000 close to the melting point, 
confirm the close proximity of radiative equilibrium tem-
peratures to the melting point of PM1000 on the EXPERT 
nose-cone material junction.
The primary difficulty in executing the validation meth-
odology was the low degree of dissociation found in the 
facilities. This was identified as a possible problem at the 
outset of this study; however, the low heatflux high pres-
sure scenarios relevant to EXPERT were prioritised. This 
leads to low enthalpy and, therefore, low dissociation lev-
els. The low dissociation levels led to difficulties in experi-
mental data reduction and CFD rebuilding, as the heat-flux 
range spanned by non-catalytic and fully catalytic sur-
face responses was too small compared with the varia-
tions caused by modelling assumptions and experimental 
uncertainties. The high pressure recombination coefficients 
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could, therefore, not be obtained and the calibrated CFD 
catalytic model validation could not be extrapolated beyond 
the trivial result, which confirms that there is no catalytic 
effect for these arc-heater conditions.
Despite this set-back, the validation strategy as a whole 
is considered successful. Where facility dissociation is 
moderate recombination coefficients were obtained, and 
the first confirmation of the pressure dependency of hetero-
geneous catalysis has been given. The low levels of disso-
ciation required an improvement of the experimental data 
reduction technique, and so consequently the error mar-
gins on the technique are reduced. While the CFD model 
remains unvalidated via the intended extrapolation, an 
improved model now exists that correctly captures the pres-
sure and temperature dependency of catalytic recombina-
tion. The model is calibrated with data acquired at relevant 
temperatures on LEO relevant materials; the confidence in 
the model is, therefore, good.
The application of the strategy outlined in this work 
could be useful in future campaigns for characterising 
material catalytic efficiency where higher surface tem-
peratures are important. It is acknowledged that for LEO 
entries, the experimental test set-up needs redesigning to 
permit higher enthalpy to be used. This might be achieved 
with a cooled sample (removing the radiative equilibrium 
approximation in the CFD), or perhaps via measurements 
on samples angled into the flow to reduce the heating.
Extended experimental characterisation could also 
be considered to reduce the uncertainties in the new data 
reduction method. This includes optical characterisation of 
the flow and surface conditions, determination of atomic 
partial pressures at the surface, post-test emissivity deter-
mination, and non-equilibrium boundary-layer treatment.
Validation of the CFD model might come from an 
extension of the present work by incorporating the sug-
gestions given above for future work to acquire the neces-
sary data, or alternatively making use of the data of other 
authors at higher pressure (for example the work of Panerai 
et al [17]). Validation from flight data is hopeful; however, 
it is not known whether EXPERT will fly. The Intermediate 
eXperimental Vehicle (IXV), which recently flew success-
fully, has a C-SiC composite as part of the TPS system. It 
is, however, not clear whether the current model calibration 
can be applied to families of materials (e.g. Inconel may 
require a different calibration to PM1000), and so this also 
remains to be tested in future work.
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