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Abstract
Facial Image Analysis for Body Mass Index, Makeup and Identity
by Lingyun Wen
The principal aim of facial image analysis in computer vision is to extract valuable information (e.g., age, gender, ethnicity, and identity) by interpreting perceived electronic
signals from face images. In this dissertation, we develop facial image analysis systems
for body mass index (BMI) prediction, makeup detection, as well as facial identity with
makeup changes and BMI variations.
BMI is a commonly used measure of body fatness. In the first part of this thesis, we
study BMI related topics. At first, we develop a computational method to predict BMI
information from face images automatically. We formulate the BMI prediction from facial
features as a machine vision problem. Three regression methods, including least square
estimation, Gaussian processes for regression, and support vector regression are employed
to predict the BMI value. Our preliminary results show that it is feasible to develop a
computational system for BMI prediction from face images. Secondly, we address the
influence of BMI changes on face identity. Both synthesized and real face images are
assembled as the databases to facilitate our study. Empirically, we found that large
BMI alterations can significantly reduce the matching accuracy of the face recognition
system. Then we study if the influence of BMI changes can be reduced to improve the
face recognition performance. The partial least squares (PLS) method is applied for this
purpose. Experimental results show the feasibility to develop algorithms to address the
influence of facial adiposity variations on face recognition, caused by BMI changes.
Makeup can affect facial appearance obviously. In the second part of this thesis, we deal
with makeup influence on face identity. It is principal to perform makeup detection at
first to address makeup influence. Four categories of features are proposed to characterize
facial makeup cues in our study, including skin color tone, skin smoothness, texture, and
highlight. A patch selection scheme and discriminative mapping are presented to enhance
the performance of makeup detection. Secondly, we study dual attributes from makeup
and non-makeup faces separately to reflect facial appearance changes caused by makeup
in a semantic level. Cross-makeup attribute classification and accuracy change analysis
is operated to divide dual attributes into four categories according to different makeup
effects. To develop a face recognition system that is robust to facial makeup, PLS method
is proposed on features extracted from local patches. We also propose a dual-attributes
based method for face verification. Shared dual attributes can be used to measure facial
similarity, rather than a direct matching with low-level features. Experimental results
demonstrate the feasibility to eliminate the influence of makeup on face recognition.
In summary, contributions of this dissertation center in developing facial image analysis
systems to deal with newly emerged topics effectively, i.e., BMI prediction, makeup detection, and the recognition of face identity with makeup and BMI changes. In particular,

ii
to the best of our knowledge, BMI related topics, i.e., BMI prediction; the influence of
BMI changes on face recognition; and face recognition robust to BMI changes are first
explorations to the biometrics society.
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Chapter 1
Introduction
Human faces, as the major outputs and sensory inputs in communication, encode a lot
of valuable information, such as demographic characteristics (e.g., age and gender), identity, and psychological conditions (e.g., happy and sad emotions). Facial image analysis
provides a no-intrusive, effective, and economical way to perceive and interpret facial
signals, thus having a wide range of critical applications such as biometric identification, surveillance and security, human-computer interaction, image/video retrieval, and
computer animation [1].
In this thesis, our objective is to study several newly emerged topics in facial image
analysis for BMI, makeup, and identity. In this chapter, we at first introduce the background and motivation of our studies. Then we summarize our contributions. Finally,
the organization of the dissertation will be illustrated.

1.1

Background and Motivation

In this Section, at first, we introduce the concept of facial identity. Then we illustrate
the background and motivation for BMI prediction and facial identity with BMI changes.

1
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Finally, the background and motivation for makeup detection, and facial identity with
makeup changes will be given.

1.1.1

Facial Identity

Human face is an important biometrics character, as important as other characters such as
fingerprint, palmprint, and iris. A facial recognition system is a computer application for
automatically identifying or verifying a person from a digital facial image. It is a general
concept including two modes: face verification (or authentication) and face identification.
Face verification is to verify whether two facial images come from the same person or not.
Face identification is to determine the identity of a person given his/her facial image and a
facial image database with known identity. Face recognition is one of the most important
applications of image analysis and understanding due to its wide range of government and
commercial applications: law enforcement, access control security, entertainment, smart
card and so on.
The first batch of face recognition research using computer were in the 1960’s. Among
those works, Woodrow W. Bledsoe described problems influenced by variations in illumination, head rotation, facial expression, aging during his face recognition study in 1966
[2]. Even after almost 50 years, these problems are still hot topics related to robust face
recognition. Many efforts have been made to develop a face recognition system that is
invariant or insensitive to above variations, such as pose [3–5], illumination [6, 7], expression [8, 9], ageing [10, 11] and so on. To develop robust face recognition for real
applications, plenty of other factors should be dealt with. In this thesis, two new factors:
makeup and BMI variations are studied because of the current social demands.

1.1.2

Body Mass Index

BMI is a measure of body fatness for an individual. Gallagher et al. [12] showed that BMI
is independent of age, gender, and ethnicity. Given an individual’s height and weight,
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the calculation of body mass index (BMI) is given by Formula 1.1 [13], depending on
the units to use, e.g., meter (m) for height and kilogram (kg) for weight, or inch (in) for
height and pond (lb) for weight.

BMI =











weight(kg)
height(m)2

(1.1)
weight(lb)×703
height(in)2

According to the values of BMI, people are divided into four categories: under weight,
normal, overweight, and obese. The category standard is shown in Table 1.1.
Table 1.1: BMI categories. According to BMI distribution, people are divided into
four BMI categories: under weight, normal, overweight and obese.

Category
under weight
normal
overweight
obese

BMI
< 18.5
18.5 − 24.9
25.0 − 29.9
> 30

Besides a measure of body fatness, BMI is also valuable in many other applications. BMI
is even related to personal attractiveness. In most cultures, a person with normal BMI
would be more attractive comparing with other BMI categories. While in some cultures,
people with larger BMI would be considered more attractive [14]. What’s more, BMI is
also an important measurement in medicine domain, as important as temperature, blood
pressure, and heartbeat. Some research also reveals that BMI is associated with the risk
of some common adult cancers [15].
It is easy for a human to judge the fatness of a person by only observing his/her face.
This phenomenon indicates that human faces are related to BMI. However, there is no
previous work in computer vision to decode BMI from facial signals. Recent studies in
psychology and human perception [16–18] have found that facial features are related to
human weight or BMI. These studies focus on finding the related, specific features on
faces, and measuring the correlations between the facial features and BMI. Motivated
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by these studies, we at first validate these conclusions on a large database. Then based
on these conclusions, we propose a computational approach to BMI prediction from face
images by formulating the BMI prediction as a regression problem.

1.1.2.1

Facial Identity with BMI Changes

Nowadays, more than two-thirds of U.S. adults are overweight or obese [19]. Obesity
and overweight account for nearly one of every 10 American deaths and can cause many
health problems, such as diabetes, hypertension, heart disease and even some common
adult cancers [20, 21]. Recently, obesity has been officially recognized as a disease by the
American Medical Association to promote its treatment and prevention [22].
Popular weight loss methods include good diet and exercise, and medical weight loss treatments (including drug therapy and surgery treatments). In particular, surgery treatments
provide powerful solutions for quick weight loss [23]. Weight changes can change facial
appearance obviously. However, no previous research has studied the influence of BMI
variations on face recognition. In this thesis, We use BMI changes to describe the variation of fatness caused by weight gain and loss in adult group. Our objective is to study
the influence of BMI changes on face recognition. What’s more, we also aim to develop
face recognition system more robust to BMI changes.

1.1.3

Facial Makeup

Social scientists conducted many surveys about the behavior for women to wear makeup.
One survey reveals that over 70% British women do not want to show the makeup-free
face in their study or work places. 44% American women feel unattractive when they
don’t put makeup on. One in three women will never leave home without makeup [24].
The aim of performing facial makeup is to temporarily change the facial appearance to
appear more attractive according to the aesthetic standard.
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The origin of makeup can even be back up to the year 4,000 BC in ancient society [25].
Archaeological evidence of cosmetics dates at least back to the ancient Egypt and Greece
[26, 27]. As the standard of beauty varies in different culture, ethnics over history, makeup
products and styles also vary a lot [28]. In the modern society, as a result of globalization,
similar makeup products and styles spread all over the world. In this thesis, we focus on
modern facial makeup with the effects of popular makeup products, such as eye shadow,
foundation, lipstick and so on.

1.1.3.1

Standard of Facial Beauty

Then the question is how human beings define beauty? Is there any universal measurement to measure beauty to guide women to perform makeup? For centuries, artists and
scientists tried to find the rules to measure beauty. Even during the 1st century BC, the
ancient Roman architect Marcus Vitruvius Pollio in his best known treatise De Architectura [29] described ideal human body proportions with geometry. In 1487, Leonardo
da Vinci draw the famous ”Vitruvian Man” according to this description. Among these
descriptions, some are related to the face geometry [29] as follows: It is one-tenth of the
height of a man from the hairline to the bottom of the chin; The ratio from below the
chin to the top of the head is one-eighth of the height of a man.
Facial beauty is studied extensively by artists and scientists especially in mordern times
[30–35]. [30] and [36] studied the relation between specific adult female facial features and
the attraction. Cunningham et al. [31] examined attractiveness ratings across cultural
groups. Research in [32, 33] proved that faces representing the average value of the
population would be consistently judged as attractive.
In the last decades, computer has an important effect in the study of beauty. Johnston
et al. [36] used computers to generate a beauty female face based on personally judgment
using genetic algorithm. Etcoff et al. [35] discovered that the positions of the eyes, mouth,
and the nose are related to the beauty of the individual. Aarabi et al. [37] developed
an automatic facial beauty scoring system based on ratios between facial features. The
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ratios including: (1)Ratio of horizontal distance between eyes to average vertical distance
between eyes and mouth. (2)Ratio of horizontal distance between eyes to the width of the
face. (3)Ratio of average vertical distance between eyes and mouth to height of the face.
(4) Ratio of distance between mouth and left eye. (5) Ratio of average vertical distance
between top of face and eyes to average vertical distance between eyes and bottom of
face. (6) Ratio of vertical distance between the mouth and the center of the face to the
vertical distance between mouth and the bottom of the face. (7) Ratio of vertical distance
between the eyes and the center of the face to the vertical distance between the center
of the face and the bottom of the face. (8) Ratio of the horizontal distance between the
middle of the eyes and the center of the face to the width of the face.
How makeup helps to improve attractiveness has also attracted much attention. Sharma
et al. found that makeup can cover unwanted facial structures, such as wrinkles or pores
and also emphasize specific features which are considered attractive [38]. The improved
attractiveness using cosmetics has been studied in [39, 40].
When women enjoy their beauty, it brings difficulties to facial image analysis. Because
facial makeup can change the perceived appearance of the face temporarily, such as
more attractive and younger [41–43]. The accuracy of face recognition will decline when
matching faces between makeup and non-makeup groups. Dantcheva et al. showed that
facial makeup can impact the performance of face recognition obviously [43]. Besides,
other facial image analysis tasks such as age estimation can also give bias results under
the influence of makeup. To address the problems brought by makeup, it is important
to firstly detect whether a woman wears makeup or not. Then proper approaches can
be applied to eliminate the influence of makeup on facial image analysis applications. In
this thesis, we develop a facial makeup detection approach based on four facial cues, i.e.,
skin color tone, skin smoothness, texture, and highlight.
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Facial Identity with Makeup Changes

In human perception and psychology studies [41, 42], it is revealed that light makeup
slightly helps recognition, while heavy makeup significantly decreases human ability to
recognize faces. In a computational approach, the impact of facial makeup on face recognition has been presented very recently [43]. It was also shown that facial makeup can
significantly change the facial appearance, both locally and globally [43]. In this thesis,
we study the makeup effects on face appearance in a semantic level. Facial attributes,
such as big eyes, small eyes, etc. are studied from faces with and without makeup, separately. We want to give answers to questions as follows. Which facial attribute changes
only a little before and after makeup? Which attribute is enhanced by makeup? Which
attribute changes a lot with makeup effect? Existing face matching methods based on
contrast and texture information can be impacted by the application of facial makeup
[43]. In our study, we also develop face recognition systems to decrease the influence of
makeup changes.

1.2

Contributions

We summarize our contributions in this thesis as follows:
1) An automatic facial image analysis approach to BMI prediction is proposed. Particularly, it is the first attempt to predict BMI from facial images automatically. We also
study the influence of BMI changes on face recognition. A correlation mapping method
is explored to increase the accuracy of face recognition with BMI changes.
2) We develop a facial makeup detection system with high accuracy. Furthermore, facial
attributes are explored to describe the makeup effect on facial identities in a semantic level. Two face verification systems, including PLS and dual attribute methods are
developed to deal with makeup changes separately.
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Organization

The remaining structure of this thesis is as follows:
Chapter 2 focuses on decoding BMI information from facial images. Firstly, the relations
between facial ratios and BMI is validated on a large database. This validation provides
the basis to develop a computational BMI prediction system. In the following, we will
introduce the BMI prediction system based on a statistical learning formulation.
In Chapter 3, the influence of both small and large BMI changes on face recognition will
be illustrated at first. The experimental results show that only large BMI changes can
influence face recognition obviously. Then correlation mapping based face recognition
will be introduced to decrease the influence of large BMI changes.
In Chapter 4, proposed facial makeup detection will be illustrated. We will show the
steps to extract features related to four makeup cues, including skin color tone, skin
smoothness, texture, and highlight. Discriminative mapping method and patch selection
scheme will be illustrated in the following sections.
In Chapter 5, dual-attributes will be learned from faces with and without makeup, separately. By accuracy change analysis (ACA) for the attribute classification results, we
can obtain semantic interpretation of makeup influence on face appearance. Chapter 5
also illustrates approaches to develop face verification robust to makeup changes. PLS
approach is used to reduce the influence of makeup changes. Combining makeup detection method as illustrated in Chapter 4, a complete automatic face verification system
can be developed. Besides, dual attributes are proposed to be used as feature descriptors
to build a robust face verification system.
In the end, Chapter 6 presents the future work and conclusions of the dissertation.

Chapter 2
BMI Prediction based on Facial
Features

2.1

Introduction

Facial image analysis offers a convenient and practical way to obtain valuable information
without contacting the subject directly. How to decode BMI information from face images
is a new problem. To develop a facial signal decoder for BMI, we need to at first know
BMI cues on the face. Recent studies in psychology revealed the correlations between
seven facial features and BMI. In our study, we firstly validate their conclusions on a large
database which includes over 14,500 facial images to provide basis for BMI prediction.
To compute an individual’s BMI, the traditional method is to measure both the body
weight and height. Thus some tools are required, such as a ruler and a scale. As shown in
Figure 2.1, we can give an intuitive prediction about how fat a person is just by observing
the face image. This phenomenon gives us the inspiration that face images can offer cues
to predict BMI [44].
Recent studies in psychology and human perception [16–18] have found that facial features
have relations to BMI. These studies focus on finding the related, specific features on faces,
9
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Figure 2.1: Some face images with BMI values and categories. Increased facial adiposity can be observed obviously as the BMI increasing.

and measuring the correlations between the facial features and BMI. In Chapter 2, we
validate these conclusions on a large facial image database using automatic facial image
analysis technologies. Based on the psychology studies and our intuitive observation,
we believe that it is worth to investigate a computational approach to body mass index
prediction from faces. In our computational approach, we will perform BMI prediction
and evaluate its accuracy on a large database. To the best of our knowledge, no previous
work has been done to predict BMI from face images in computer vision.
One advantage of predicting BMI from face images is that, the approach is non-invasive.
There is no need to measure an individual’s height and weight in order to compute his
or her BMI. This is a nice property for some practical uses, such as in on-line photos or
surveillance videos of faces, where it is impossible to use traditional measures of weight
and height for BMI calculation. Recently, there are more and more online dating or
friend search sites, where possibly only face photos are shown for each individual. The
automated prediction of BMI from face photos can be useful to judge bodily fatness in
such scenarios.
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Related Work

The studies in psychology and human perception [16–18] have found that facial features
are correlated to BMI. These conclusions provide basis for BMI prediction based on face
images.
Coetzee et al. [16] showed that facial adiposity, or the perception of weight in the face, can
predict perceived health and attractiveness. They recruited 84 Caucasian participants (43
female and 41 male) to capture face photos. The weight, height, and other information,
e.g., blood pressure, of all participants were recorded. Then they recruited another four
groups of people to rate the facial images manually. They showed that the rated facial
adiposity is related to BMI.
Coetzee et al. [17] studied three facial features: width-to-height ratio, perimeter to
area ratio, and cheek to jaw width ratio. They captured face photos of 95 Caucasian
and 99 African participants. Each facial image was manually delineated by defining 179
feature points and aligned according to interpupillary distance using a computer software.
Pearson’s correlations were computed. They showed that the three facial features were
significantly related to BMI in males, while only width-to-height ratio and cheek to jaw
ratio were significantly related to BMI in females.
Pham et al. [18] studied correlation between 7 facial features and BMI, in young and
elderly people in Korean. They recruited 911 participants in two age groups: people in
twenties and sixties. A well-trained operator was asked to manually label the facial features. Then the Pearson’s correlation coefficient was calculated to assess the association
of facial features to BMI.
However, there are some limitations in psychology studies or human perception: (1)
usually a small number of face images are used; (2) facial ratios have to be manually
labeled; (3) a limited number of age groups are captured; and (4) the study results have
not been validated on a large scale database.
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Motivated by the psychology and human perception studies in [16–18], we want to validate the psychology study results on a large database with automatical computer vision
technique to provide solid basis for automatic BMI prediction.
In computer vision, the most related work is to predict body weight based on human
metrology using a copula model in Bayes theorem by Cao et al. [45]. In their work, they
showed the effect to predict body weight using metrology, e.g. the length of the arm.
Some of the characters are from the head, such as bizygomatic breadth, face length, head
breadth, head circumference, head length. Their goal is to predict the body weight, while
we focus on predicting the measure of fatness, i.e. BMI. Besides, we only use facial cues
while excluding cues from other body parts.
In the remaining of the Chapter, we firstly give some introduction about seven facial features used in our work in Section 2.2. Then we introduce the calculation of the Pearson’s
Correlation Coefficient between facial features and BMI in Section 2.3. In Section 2.4,
we introduce the framework that we develop to calculate facial features and their correlations with BMI. In Section 2.7.3, we show that the correlations in [16–18] also exist on our
large scale database. BMI prediction is modeled as a regression problem. We present our
computational approaches for BMI prediction in Section 2.5. The experimental results
on a large scale database for BMI prediction are described in Section 2.7.3. And finally,
we give the summary in Section 2.8.

2.2

Facial Ratios

Seven facial ratios are used in our approach. They are cheekbone to jaw width ratio
(CJWR), width to upper facial height ratio (WHR), perimeter to area ratio (PAR), eye
size (ES), lower face to face height ratio (LF/FH), face width to lower face height ratio
(FW/LFH), and mean of eyebrow height (MEH). These features are similar to those in
[18], but are detected and computed automatically. Details of these facial features are
shown in Figure 2.2.
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Figure 2.2: Illustration of the facial features for BMI prediction.

All the facial ratio and geometry features are described below in detail, and related points
are shown in Figure 2.2:
(1) CJWR is the ratio of the cheekbone width to jaw width. The cheekbone width is the
distance between P1 and P15 , and jaw width is the distance between P4 and P12 ;
(2) WHR is the ratio of the cheekbone width to upper facial height which is the distance
between P67 and N1 . The formula of WHR is

|P1 P15 |
;
|P67 N1 |

(3) PAR is the ratio of the perimeter to area of polygon running through P1 P4 P8 P12 P15 P1 ;
(4) ES is the average size of eyes, which is the average distance between P28 and P33
minus distance between P30 and P35 . The formula is 21 (|P28 P33 | − |P30 P35 |);
(5) LF/FH is the lower face to face height ratio. The lower face is the part of the face
include and below the cheekbone (line P1 P15 ). The lower face height is the distance
between the cheekbone and the lowest point in the jaw which is shown in Figure 2.2 as
the distance LFH. The face height is the distance between the highest point N2 and the
lowest point P8 on the face. The formula is

|LF H|
;
|N2 P8 |

Chapter 2. Correlations Between Facial Features and BMI

14

(6) FW/LFH is the face width to the lower face height ratio. The face width is the
cheekbone width.
(7) MEH is the average distance between eyebrows and the upper edge of eyes, which is
the mean of distances between P22 to P28 , N3 to P29 , P30 to P25 , P19 to P35 , N4 to P34 ,
P16 to P33 . The formula is 61 |P22 P28 | + |N3 P29 | + P30 P25 | + |P19 P35 | + |N4 P34 | + |P16 P33 |.

2.3

Pearson’s Correlations and Hypothesis Testing

As mentioned above, Coetzee et al. [17] and Pham et al. [18] both used Pearson’s
Correlation Coefficient to reveal relationship between facial features and BMI in their
work. Although Pearson’s Correlation Coefficient is not used often in computer vision,
it is the most widely used measure of relationship. For example, Carroll (1961), in his
presidential address to the Psychometric Society, called the correlation coefficient as ”one
of the most frequently used tolls of psychometricians” [46]. We also calculate Pearson’s
Correlation Coefficient on the face images database: Morph-II, which is a very large
database, to validate whether the relationship between facial features and BMI is still
existing on a large scale database. In this section, we will first introduce the calculation
of Pearson’s Correlation Coefficient. Then we introduce the hypothesis testing, which
is used to test the significance of the obtained relationship between facial features and
BMI. That’s because the Pearson’s correlation coefficient is obtained from a sample of
observations. By the hypothesis testing, we can draw a conclusion whether the facial
features and BMI are correlated in the population.

2.3.1

Pearson’s Correlation Coefficient

Pearson’s Correlation Coefficient is also called Pearson’s r. Pearson developed the mathematical formula in 1895, and it is still most commonly used to measure correlation.
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Pearson focused on the correlation coefficient as a computational index used to measure bivariate association. The correlation coefficient constitutes the principal statistical
methodology for observational experiments in many disciplines. [46]
To calculate the correlation between Facial features and BMI, Pearson’s correlation coefficient is used. It is calculated by:
r = √P n

Pn

i=1 (Xi −X)(Yi −Y )
Pn
2
i=1 (Yi −Y )

2
i=1 (Xi −X)

√

where r is Pearson’s correlation coefficient, which is between -1 and 1. If r < 0, it indicates
a negative correlation between X and Y. If r > 0, it indicates a positive correlation. If
r = 0, it indicates there is no correlation between X and Y [47]. If Pearson’s r is close to
-1 and +1, it indicates a very strong correlation. A value of 0 means that no correlation
exists. Pearson’s r measures the strength of a linear relationship between two variables.
Closer the value of r is to 0, weaker the linear correlation becomes.

2.3.2

Hypothesis Testing

If facial features have strong associations with BMI according to the Pearson’s correlation
coefficient, regression process can be performed to predict BMI using facial features.
However, these are the sample correlation coefficients obtained from observations in our
training set. We are interested to know whether the facial features and BMI are correlated
in the population. Only the associations which is also strong in the population can be used
in practice. In this case we can use Hypothesis Testing for these correlation coefficients.
In statistics, p-value describes how certain a hypothesis is true. There are two possible
interpretations of one observation. The first one is called the null hypothesis and the
second one is called alternate hypothesis. In most situations, the null hypothesis says
that the effect indicated by the sample is due only to random variation between the
sample and the population. The alternate hypothesis says that the effect indicated by
the sample is real, in that it accurately represents the whole population [48]. The p-value
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is used to indicate whether a significant correlation exists between facial features and
BMI.
In performing a hypothesis test, null hypothesis is assumed to be true at the beginning.
The hypothesis test involves measuring the strength of the disagreement between the
sample and null hypothesis to produce p-value which is a number between 0 and 1. The
p-value measures the plausibility of null hypothesis. The smaller the p-value, the stronger
the evidence is against null hypothesis. If the p-value is sufficiently small, null hypothesis
would be abandoned and alternate hypothesis is believed [48].
Null hypothesis is defined as there is no correlation between facial features and BMI.
And the alternate hypothesis is defined as there is correlation between facial features and
BMI.
As we mentioned above, p-value indicates the correlation between facial features and
BMI. Smaller p-value, stronger correlation exists. Usually, we can set a threshold such
as 0.001, 0.01 or 0.05. If the p-value is equal or smaller than the threshold, it indicates a
significant correlation between facial features and BMI.
The Pearson correlation coefficient and corresponding p-value between facial features and
BMI in Morph-II will be shown in Section 2.7.3.

2.4

The Framework of Validation

An automatic framework of validation the correlations between facial ratios and BMI is
proposed. The whole framework is shown in Figure 2.3. In the following, we describe all
related procedures.
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Figure 2.3: The proposed framework for validation of correlations between facial
ratios and BMI.

2.4.1

Face Detection, Alignment, and Fitting

For a given face image, the first step is to execute face detection, and the detection of
two eyes using a technique similar to face detection [49]. The difference is what templates
are used for training the AdaBoost classifier. For face detection, the face templates are
used, while for eye detection, the templates are replaced with eyes. Then each detected
face is normalized based on the detected eye coordinates. The normalization is basically
to perform translation, rotation, and scaling of the faces so as to align all face images
into the common eye coordinates. These processing steps are important in developing a
robust computational system.
Next, the active shape model (ASM) is used to detect a number of fiducial points in
each face image. The ASM method was originally proposed by Cootes et al. [50]. In
the ASM model, the principal component analysis (PCA) is applied on the locations of
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facial components (e.g., eyes, nose, lips, facial contours, etc.), then ASM is presented as
connected point distributions from a variety of manually labeled images with variations
such as pose, illumination, and expression changes.
Milborrow [51] extends the ASM with a so-called Constrained Local Model to improve
its performance. The ASM can perform well in facial feature extraction [52], structure
locating in medical images [53], and many other applications. An example of the ASM
fitting on a test face image is shown in Figure 2.4. Please note that we apply the ASM
model to the normalized face images, rather than the original images that may contain
various sizes of faces and head rotations. Letting the ASM fitting work on the normalized
face images is helpful to make the fiducial point detection more robust and accurate. The
detected facial points by the ASM are used as the input for the next step to compute
facial geometry or ratio features.

Figure 2.4: The result of the ASM fitting on a face image.

The ASM model can produce 76 points on a face image [54]. We use 20 out of 76 points
to produce the facial features that are related to BMI. Those points are marked as P∗ in
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Figure 2.2 (* indicates the *th points from the total 76). Because 76 points still cannot
generate all the features needed, four additional points are added to generate all the
features. The added additional points are marked as N1 − N4 in Figure 2.2.

2.4.2

Automatic Feature Computation

Note that even with the big number of 76 points detected by the ASM, as shown in Figure
2.4, there are still some other points that are needed to compute the features. Actually,
another four points are needed but cannot be detected by the ASM method, denoted
by N1 − N4 in Figure 2.2. We estimate the positions of these four points based on the
detected fiducial points by the ASM method.
N1 is the midpoint of P29 and P34 . N2 is the intersection point of line P28 N3 and line P33
N4 . N3 is the midpoint of P26 and P27 . N4 is the midpoint of P20 and P21 . We use N2 as
an estimate of the highest point on a face. This estimate is based on our observations. To
evaluate this estimation method, we randomly selected 100 images from our experiment
database: MORPH-II, and manually labeled all needed points to produce N2 and also
the real highest point of the face. We use N2 as an estimate of the highest point on a
face. This estimate is based on our observations and a quantitative evaluation that will
be presented in the next.
Given the fitted fiducial points by the ASM method, and the estimated points described
above, i.e., N1 − N4 , all of the facial geometry and ratio features, introduced in Section
2.2, can be computed automatically. These features are supposed to be correlated to
BMI, motivated by the psychology studies [17, 18]. We believe that it is a significant
progress to show that the BMI related facial features can be computed automatically in
each face image.
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Figure 2.5: The proposed framework for body mass index prediction from a face
image.

2.5

Prediction Framework

The computational framework for BMI prediction are shown in Figure 2.5. The preprocessing steps are the same as used in the Chapter 2 for correlation study, including
face detection, face normalization and generating facial Ratio and Geometry features.
After that, a normalization is executed to get normalized features by
′

x

=

x−µ
,
σ

(2.1)

where µ is the average value and σ is the standard deviation, computed from the training
data along each feature dimension. After feature normalization, we perform a statistical
learning to build the relation between facial features and BMI. Specifically, we consider
the BMI prediction as a regression problem. In the end, the regression model can predict
the BMI when a face image is provided.
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In Section 2.6, we will describe the statistical learning methods that can be used for BMI
prediction in details.

2.6

Statistical Learning Methods

We define the facial features based BMI prediction as a statistical learning problem. Three
regression methods, support vector regression (SVR) , the least squares estimation (LSE),
and Gaussian process regression (GP) are compared for learning the BMI prediction.

2.6.1

Support Vector Regression

Given a set of training data (x1 , y1), ..., (xl , yl ) ⊂ X × R, where X denotes the space of
the input patterns (e.g. X = Rd ). SVR is to learn a function f (x) that has at most ε
deviation from the actually obtained targets yi for all the training data, and at the same
time is as flat as possible. Taking the form
f (x) = < w, x > + b

(2.2)

where < ., . > denotes the dot product in X. Flatness in this form means that one seeks
a small w. One way to ensure this is to minimize the norm. So this problem can be
written as a convex optimization problem. [55]
1
k w k2
2

 y − < w, x > − b ≤ ε
i
i
subject to
 < w, x > + b − y ≤ ε
i
i

minimize

A quadratic programming is usually used to solve the optimization problem [55].

(2.3)
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Least Squares Regression

Least squares estimation is a traditional method to estimate the relation between two sets
of variables. A basic assumption underlying the application of the least squares method is
that the error terms in the regression model are independent [56]. Suppose observations
are {X, y}. The model is
(2.4)

y = Xβ + ǫ
where β is a vector of parameters given by
′

′

β = (X X −1 X)−1 X y

(2.5)

with X ′ as the transpose of X.

2.6.3

Gaussian Process Regression

Given observations D = (x1 , y1 ), ..., (xl , yl ) = (X, y). We will review the Bayesian analysis
of the standard linear regression model with Gaussian noise [57]
f (X) =
y

X T W,

(2.6)

= f (X) + ε

, where X is the input vector, W is a vector of weights of the linear model, f is the
function value and y is the observed target value. ε is a bias weight or offset. Assuming
that the observed values y differ from the function values f (X) by additive noise, and
further assuming that this noise follows an independent, identically distributed Gaussian
distribution with zero mean and variance σn2 , we get ε ∼ N (0, σn2 ).
In the Bayesian formalism, we have a zero mean Gaussian prior with covariance matrix
Σp on the weights W ∼ N (0, Σp ) . To make predictions for a test case x∗ , the predictive

distribution for f∗ , f (x∗ ) at x∗ is given by averaging the output of all possible linear
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models with respect to the Gaussian posterior,
p(f∗ |x∗ , X, y) =
=
,where A =

2.7

1
T
2 XX
σn

R

p(f∗ |x∗ , W )p(W |X, y)dW

N ( σ12 xT∗ A−1 Xy, xT∗ A−1 x∗ )

(2.7)

n

+ Σ−1
p

Experiments

Now we perform experimental validations on a large database Morph-II as introduced in
section 2.7.1, and then report the experimental results. Our experiments are operated
automatically. The experiment results show that facial features which are relevant with
BMI on small databases in psychology studies are still relevant with BMI on a large scale
database. Next, we report the correlations between seven facial ratios and BMI.
The number of samples used in our experiments is much larger than those used in psychology studies [17, 18]. We have the ground truth of weight and height for each individual,
thus the true BMI values are known for our evaluation. The BMI values are mainly in the
range of 15 to 35, which contains all BMI categories: underweight, normal, overweight
and obese.

2.7.1

Database

The MORPH-II database is used in our research for BMI study [58]. There are about
55,000 face images in MORPH-II. Because of the imbalance of the age, gender and ethnicity distribution on MORPH-II database, (e.g., 96% of the images are Black and White
faces, but only 4% are Hispanic, Asian, Indian, and other), we only used the White and
Black faces in our study. Also considering the gender and age group distributions, we
selected part of face images, and divided into two sets: Set1 and Set2. The division into
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two sets is motivated by the age estimation study in [59]. The details about the distribution can be seen from Table 2.1. Since some BMI information is not available for some
subjects, the distribution of Set1 and Set2 are not strictly equal.
Table 2.1: The selected data of Set1 and Set2. There are 4 gender and ethnicity
groups in both Set1 and Set2: Black female, Black male, White female, and White
male. They are also corresponding to six age groups: age10s (< 20), age20s (20-29),
age30s (30-39), age40s (40-49), age50s (50-59) and age60s (≥ 60)..

Black female
Black male
White female
White male
Age10s
Age20s
Age30s
Age40s
Age50s
Age60s

2.7.2

Set1
908
2642
1006
2717
992
2687
1901
1243
413
24

Set2
902
2692
1022
2707
993
2692
1901
1251
455
20

On Facial Points

Our goal is to perform BMI prediction from face images automatically. To achieve the
goal, one major step is to detect facial points automatically for feature extraction. In
our current approach, most facial points can be detected automatically by the ASM
method, however, there are some points that cannot be obtained by the ASM. As stated
in Section 2.4.1, some facial points are predicted or estimated by the other ASM detected
points, rather than by manual labeling. It is not practical or convenient to ask the users
to manually label some facial points, especially in test face photos. To have a brief
evaluation of our estimation method for the facial points, especially the highest point of a
face, N2, we randomly selected 100 images from our experimental database: MORPH-II,
and manually labeled all the needed points to produce N2 and also the real highest point
of each face. Then we found the average deviation of our estimate w.r.t. the manually
labeled positions of the highest points is about 20.19 pixels. While the average face size of
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the 100 images is about 182 × 230 pixels, this deviation is about 8.8% of the face height.
We consider this deviation is small for our automated feature extraction. Moreover, the
BMI prediction errors are not large (see results in this section), which indirectly show
the feasibility of estimating the point location for feature extraction. Next, we present
the experimental results, including both correlation measures and the BMI prediction
performance analysis.

2.7.3

Correlation Results

In the next step, we want to investigate the influences of age, gender, and ethnicity to
the correlations between facial features and BMI, as operated in [17] and [18]. Because
of the similar population distribution, also Pearson’s correlation coefficient and the pvalue of Set1 and Set2 in Table 2.2 are nearly the same. So we just need to conduct our
experiments in Set1 or Set2. We choose Set1 for our experiments. The result is shown
in Table 2.3 and Table 2.4. In these tables, p − value = 0.0000 indicates a very small
p-value, which is less than 0.00001.
Table 2.2: Pearson’s correlation coefficient r between facial features and the BMI on
Set1 and Set2, and the corresponding p-values.

Set1
r
p-value
CJWR
-0.20 0.0000
WHR
0.25 0.0000
PAR
-0.07 0.0000
ES
-0.10 0.0000
LF/FH -0.07 0.0000
FW/LFH 0.15 0.0000
MEH
0.04 0.0002

Set2
r
p-value
-0.20 0.0000
0.28 0.0000
-0.04 0.0006
-0.11 0.0000
-0.09 0.0000
0.19 0.0000
0.05 0.0001

In the following discussion, we will consider correlations with p − value ≤ 0.05 as the
significant correlation. And we also consider that there is no correlation exist if Pearson’s
r is less than or equal to 0.01. Smaller CJWR and larger WHR indicates a wider and
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Table 2.3: Pearson’s r between facial features and the BMI in age groups (in Set1).

CJWR
WHR
PAR
ES
LF/FH
FW/LFH
MEH

age10s
r
p-value
-0.16
0.0000
0.27
0.0000
-0.10
0.0013
-0.09
0.0050
-0.05
0.0956
0.19
0.0000
0.05
0.0981

age20s
r
p-value
-0.21
0.0000
0.24
0.0000
-0.10
0.0000
-0.07
0.0001
-0.10
0.0000
0.15
0.0000
0.09
0.0000

age30s
r
p-value
-0.21
0.0000
0.27
0.0000
-0.08
0.0002
-0.09
0.0000
-0.08
0.0007
0.16
0.0000
0.04
0.1012

age40s
r
p-value
-0.21
0.0000
0.26
0.0000
-0.07
0.0163
-0.10
0.0003
-0.10
0.0005
0.11
0.0000
0.07
0.0139

age50s
r
p-value
-0.11
0.0213
0.23
0.0000
0.07
0.1631
-0.08
0.1249
-0.04
0.4727
0.24
0.0000
-0.10
0.0598

age60s
r
p-value
-0.22
0.3046
0.16
0.4622
-0.09
0.6870
0.06
0.9412
-0.20
0.3456
0.06
0.7845
0.15
0.4853

Table 2.4: Pearson’s correlation coefficient r between facial features and the BMI in
gender-ethnicity groups (in Set1).

White
r
CJWR
-0.25
WHR
0.21
PAR
-0.19
ES
0.01
LF/FH -0.03
FW/LFH 0.13
MEH
-0.00

Female
p-value
0.0000
0.0000
0.0000
0.7500
0.4200
0.0001
1.0000

White Male
r
p-value
-0.19 0.0000
0.25 0.0000
-0.07 0.0006
-0.10 0.0000
-0.02 0.2000
0.22 0.0000
-0.03 0.1200

Black
r
-0.26
0.30
-0.22
0.04
-0.06
0.14
0.07

Female
p-value
0.0000
0.0000
0.0000
0.1900
0.0600
0.0000
0.0400

Black Male
r
p-value
-0.14 0.0000
0.20 0.0000
-0.06 0.0016
-0.05 0.0117
-0.03 0.1400
0.15 0.0000
-0.01 0.7600

squarer face[18]. Smaller PAR indicates more round low face which also means a wider
and squarer face. Smaller ES indicates smaller eyes. Smaller LF/FH indicates smaller
rate between lower face to whole face length. Larger FW/LFH also indicates a wider
face. Since usually, the height of people’s face is larger than the width, we consider a
wider face as a squarer face.
Table 2.3 shows the correlations between facial features and BMI in six age groups. We
can see the tendency between facial features and BMI in different groups. In age10s
group, a person with a squarer face (CJWR, WHR, PAR, and FW/LFH) and smaller
eyes (ES) has a larger BMI. In age20s group, a person with a squarer face (CJWR, WHR,
PAR, and FW/LFH), smaller eyes (ES), smaller rate between lower face to whole face
length (LF/FH), larger eyebrow height (MEH) has larger BMI. In age30s group, a person
with a squarer face (CJWR, WHR, PAR, and FW/LFH), smaller rate between low face
to whole face length (LF/FH), and smaller eyes (ES) have larger BMI. In age40s group,
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a person with a squarer face (CJWR, WHR, PAR, and FW/LFH), smaller rate between
lower face to whole face length (LF/FH), smaller eyes (ES), and larger eyebrow height
(MEH) has bigger BMI. In age50s group, a person with a squarer face (CJWR, WHR,
and FW/LFH) has larger BMI. There is no feature indicating significant correlations with
BMI in age60s group. This may be caused by the insufficient number of samples used in
this age group. So a hypothesis testing is necessary to claim an correlation.
Table 2.4 shows correlations between facial features and BMI in four gender-ethnicity
groups. In white female group, a person with a squarer face (CJWR, WHR, PAR, and
FW/LFH) has larger BMI. In white male group, a person with a squarer face (CJWR,
WHR, PAR, and FW/LFH), smaller eye size (ES) have larger BMI. In black female group,
a person with a squarer face (CJWR, WHR, PAR, and FW/LFH), larger eyebrow height
(MEH) has larger BMI. In black male group, a person with a squarer face (CJWR, WHR,
PAR, and FW/LFH), smaller eyes (ES) has larger BMI.
Table 2.5: Correlations between BMI and facial features.

Coetzz et al. [17]
Pham et al. [18]
Our Work
Male
Female
Male
Female
Male
Female
(n = 187) (n = 194) (n = 230) (n = 229) (n = 1973) (n = 714)
PAR
-0.22
-0.12#
-0.30
-0.23
-0.16
-0.21
WHR
0.17
0.36
0.30
0.28
0.29
0.27
CJWR
-0.20
-0.29
-0.40
-0.29
-0.24
-0.26
ES
0.29
0.26
-0.07#
-0.05#
LF/FH
0.12#
0.10#
-0.02#
-0.02#
FW/LF
0.12#
0.05#
0.20
0.15
MEH
0.05#
0.16
-0.04#
0.01#

The correlation between our work and psychology study results are shown in Table 2.5.
Our results have similar correlations with those in [18] and [17], except ES. Maybe that’s
because in [18], participants are Korean. We also notice that in table 2.2, all the correlations are significant in a whole. So we can use all these facial ratios together to predict
BMI using regression models regardless of the age, gender, and ethnicity.
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BMI Prediction Results

Our experiments are operated automatically on the Morph-II database as introduced in
Section 2.7.1. We use Set1 and Set2 as training and test dataset or vice versa. The
performance of BMI estimate is measured by the mean absolute error (MAE). The MAE
is defined as the average of the absolute errors between the estimated BMIs and the
P
ground truth BMIs. MAE = N
k=1 |b̂k − bk |, where bk is the ground truth BMI for the
test image k, b̂k is the estimated BMI for image k, and N is the total number of test
images [60].
Figure 2.6 shows the MAEs in the whole Set1 or Set2. The left shows the MAEs when
training in Set2 while testing in Set1. The right shows the MAEs when training in Set1
while testing in Set2. From this figure, we can observe that overall the SVR method
performs better than both the GP and LSE methods.

Figure 2.6: Visualization of the MAEs of SVR, GP and LSE in total average. Left:
Set1 ⇒ Set2; Right: Set2 ⇒ Set1.

2.7.4.1

MAEs in Different Age Groups

Table 2.6 shows the MAEs of BMI prediction using the regression methods, SVR (with
the RBF kernel), GP, and LSE. In Table 2.6, the MAEs are shown in different age groups.
The MAEs of BMI is among a range of 3.00 ± 1.00. This indicates that the error of the

Chapter 2. Correlations Between Facial Features and BMI

29

Table 2.6: The BMI prediction errors measured by the mean absolute error (MAE) on
a large database. The results are presented based on age groups and in total average.
”Set1⇒ Set2” means the data in Set1 is used for training, while Set2 is used for testing.
Three different regression methods, SVR, GP, and LSE, are used to learn the BMI
prediction function.

Age10s
Age20s
Age30s
Age40s
Age50s
Age60s
Avg.

Set1 ⇒ Set2
SVR LSE GP
2.79 3.01 3.02
3.03 3.11 3.15
3.47 3.44 3.47
3.13 3.17 3.21
3.24 3.41 3.26
2.52 2.23 2.23
3.14 3.21 3.23

Set2 ⇒ Set1
SVR LSE GP
2.64 2.90 2.89
3.08 3.19 3.18
3.42 3.42 3.41
3.20 3.21 3.18
3.21 3.22 3.19
2.66 2.75 2.59
3.14 3.22 3.20

BMI prediction is relatively small, comparing to the wide range of BMI from 15 to 35.
As shown in Table 2.6, the MAEs are slightly different between different groups. For
example, the age10s group has a smaller MAE than other age groups.
Table 2.7: This table shows the number of face images in four BMI categories. The
normal BMI category contains the most number of faces, which is about 55% of the
whole set. Overweight category is the second largest, which contains about 30% of faces

underweight
normal
overweight
obese

2.7.4.2

Set1 Set2
308 303
4007 4042
2096 2093
838 862

MAEs in Different BMI Categories

Figure 2.7 shows the MAEs of SVR, GP and LSE in different BMI categories: underweight, normal, overweight, and obese. We can see that all the three methods perform
well in the normal and overweight BMI categories. In the normal BMI categories, the
MAE of SVR is only 1.91. In Table 2.7, the normal BMI category contains about 55%
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Figure 2.7: Visualization of the MAEs of SVR, GP, and LSE in different BMI categories. The SVR has the lowest errors for underweight and normal, while the GP has
the smallest errors for overweight and obese categories.

of the faces. The overweight category contains about 30%. These two categories possess
about 85% of the whole set. As shown in Figure 2.7, in the normal BMI category, the
MAE of SVR is the smallest. In the overweight category, the MAE of GP is the smallest. As a result, we can get a higher accuracy in predicting the BMI according to facial
features in these two categories.
The lower accuracies in another two categories, i.e., underweight and obese, are probably
because of the smaller number of samples for both training and testing, as shown in Table
2.7. The result suggests that a large number of training examples are needed in order to
have a better BMI prediction performance.
Even though the SVR, GP and LSE have similar MAE results, the SVR is better for the
underweight and normal BMI categories, while the GP performs better for overweight
and obese BMI categories. Overall the SVR has the smallest errors as shown in Figure
2.6.

2.7.4.3

MAEs in Different Gender and Ethnicity Groups

Finally, we study the BMI prediction performance when it is executed in separate gender
and ethnicity groups. In this study, the training and test faces come from the same gender
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and ethnicity groups. The same group in Set1 is used for training, and the data in Set2
is used for testing, and vice versa. Since the SVR method performs the best overall, we
use the SVR for this experiment. The results are shown in Table 2.8.
Table 2.8: The BMI prediction errors (measured by the MAE) based on separated
training in each of the four groups, using the SVR method.

Black female
Black male
White female
White male
Average

Set1 ⇒ Set2
4.18
3.07
3.44
2.69
3.13

Set2 ⇒ Set1
3.91
3.16
3.22
2.78
3.12

Table 2.9: The BMI prediction errors (measured by the MAE) based on the SVR
method using mixed training (without gender and ethnicity separation). The results
are presented for the four groups separately.

Black female
Black male
White female
White male
Average

Set1 ⇒ Set2
4.29
3.05
3.64
2.65
3.14

Set2 ⇒ Set1
3.94
3.13
3.44
2.76
3.14

For comparison, we also show the BMI prediction results using mixed training data, i.e.,
without separation of the four groups in training, in Table 2.9. From Tables 2.8 and 2.9, we
can observe that the MAE differences are small between the separated training and mixed
training, although the MAE can be reduced in some cases, when the separated training
is executed. So there is no need to perform a separate training for BMI prediction based
on our current experiments. Note that in order to do the BMI computation in separated
groups, the gender and ethnicity information has to be recognized first, which is beyond
the scope of our topic.
From Tables 2.8 and 2.9, we can also observe that the BMI prediction errors are different
for different groups of people. For example, the MAEs for the male are small, while
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the errors for the female are large. This result suggests that our computational BMI
prediction is more accurate for males than for females.

2.7.5

Other Features

In our study, the facial features that we used are motivated by the observations in psychology and human perception studies [16–18]. One may argue that probably some other
features could be used too. One possible choice is the ASM shape feature [61] , which is
popular for facial shape analysis and face recognition. To get an understanding on this,
we use the ASM feature for facial feature characterization for BMI prediction, using the
SVR for regression.
Experimentally, we found that the MAE of the ASM shape feature is 3.34, based on the
average of Set1 to Set2, and also Set2 to Set1. This MAE is slightly higher than the 3.14
for the seven features that we used and motivated by the human perception studies [16–
18]. This comparison shows that the features that we used are capable of characterizing
the facial property better than the ASM features for BMI prediction. Our interpretation
is that the ASM shape parameters characterize the generic shape features and pertain to
the individual’s shape, and thus may not deliver the ”salient features” pertaining to the
BMI prediction.
Based on our exploration, it may inspire some future investigations to develop more discriminative features that can characterize and predict the BMI with a better performance.

2.8

Summary

We develop an automatic and computational system for validation of correlations between
facial features and the BMI. It is motivated by the recent studies in psychology and human
perception. The validation of the psychology studies is operated on a large database
with more than 14,500 face images in a statistically meaningful manner. This conclusion
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provides the basis to develop a computational BMI prediction system based on a statistical
learning formulation.
To decode BMI information from facial images, an automated and computational system
is developed for body mass index prediction from face images. Seven facial ratio and geometry features are extracted automatically from the face image. Three classic regression
methods, i.e. support vector regression, least squares regression, and Gaussian process
regression are explored. Among them, support vector regression gives the best performance on aggregate. Our developed system is probably the first computational approach
to predict BMI from face images automatically. Our work shows that a computational approach can be developed for BMI prediction using machine vision and statistical learning
techniques.

Chapter 3
Face Recognition with BMI Changes

3.1

Introduction

BMI is the measure of body fatness. The BMI calculation is introduced in Section 1.1.2.
It is calculated using body weight and height. In this thesis, we only consider adult BMI.
For adults, the body height is relatively steady, so we use the concept of body weight
changes in this Chapter to describe the adult BMI changes.
It is a common phenomenon that facial appearance changes along with body weight gain
or loss. In this Chapter, we want to study the influence of body weight changes on face
recognition. Further, we explore the feasibility to develop a face recognition system robust
to body weight changes. PLS method is utilized to develop face recognition system robust
to body weight changes [62].
Body weight changes bring the increase and decrease of facial adiposity. As shown in
Figure 3.1, the large body weight changes (bottom row) can cause facial shape variation
more significantly than small body weight changes. However, no previous work has studied the influence of body weight changes on face recognition computationally. It is for
the first time to study this problem, to the best of our knowledge.
34
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Figure 3.1: Real face images (of the same subject) with facial shape variations caused
by small (top) or large (bottom) BMI changes.

The most related work is the research about relation between face and body weight or
body mass index (BMI). Previous studies in psychology and human perception [16–18]
have found that facial geometry and ratios have relations to human weight or BMI. The
correlations have been validated on a large database computationally in Chapter 2. These
previous works indicate some trends for BMI changes, e.g., facial squareness and facial
ratios/geometries, etc. These conclusions help us to synthesize faces with different BMIs.
To facilitate the study of the influence of body weight changes on face recognition, we
assembled two face databases. First, synthesized face images are assembled according to
trends as we validated in Chapter 2 based on both human perception and computation
[16–18]. Synthesized faces can simulate faces with small or large body weight changes,
since it is hard to collect real faces with both small and large body weight changes.
Further, synthesized faces can be used to focus on weight changes while exclude other
factors, e.g., age, pose, illumination and expression variations. Second, a real face image
database is collected as well. Each subject has two images, one is overweight or obesity
(e.g., before weight loss), while the other is close to normal (e.g., after weight loss).
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And also, we develop an approach to reduce the influence of body weight changes on
face recognition. The partial least squares (PLS) method [63] is used to learn projection
matrices for both overweight/obese and normal faces, so that the features can be transformed into a common subspace. Both synthetic and real face databases are employed to
evaluate the proposed approach.
The rest of the Chapter is organized as follows. Section 3.2 introduces two databases that
we assembled. In Section 3.3, feature descriptors and the PLS method are introduced.
Section 3.4 shows experimental results. Finally, Section 3.5 gives the the summary of this
Chapter.

3.2

New Databases

Many face databases have been assembled to study the effect of different variations on
face recognition, such as age, pose, illumination, expression and even makeup variations.
However, few face databases have been collected with body weight changes. To facilitate
the study, we assembled two face databases with body weight changes. The first database
consists of synthetic faces with both small and large body weight changes to facilitate
comparative studies. The second is a real face database, collected from the Internet with
large body weight changes typically.

3.2.1

Synthetic Face Database

As we introduced in Chapter 2 that an adult with a squarer face, smaller eyes, smaller
ratio between the lower face to whole face length, and larger eyebrow height tends to have
a larger BMI [16–18]. According to this conclusion, synthesis operations are operated to
simulate different BMI effects using PhotoShop1 . First of all, the shape of the face edge is
1

We would like to thank Prof. Ayres’s group at Yale for the help of generating synthetic data for
this study.
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changed to get desired facial squareness and facial ratios/geometries. Then texture effects
are adjusted mainly around eyes, checks, chin and also the neck to get vivid face effects
corresponding to different BMI effects. The original face images of these subjects (before
weight changes) are selected from some existing face databases captured in a controlled
environment. In total, there are 120 subjects in the synthetic face database, including 29
black males, 29 white males, 30 black females and 32 white females.
Synthesis operations are operated mainly around eyes, checks, chin and also the neck
to simulate different body weight effects. To compare and measure the influences of
different body weight changes on face recognition, faces with both small and large body
weight changes are rendered. Some faces with small body weight changes are shown in
Figure 3.2(a). While Figure 3.2(b) shows some examples with large body weight changes.
In Figure 3.2, two faces of the same subject are put in the same column, from which
only body weight variation can be observed (i.e., controlled scenario without age, pose,
illumination, or expression changes).

(a) Faces with Small Weight Changes

(b) Faces with Large Weight Changes

Figure 3.2: Some examples of synthetic face images with body weight changes. (a).
small facial adiposity changes, and (b) large facial adiposity changes. Two faces of the
same subject are in each column.
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Figure 3.3: Some examples of real face images with large body weight changes, collected from the Internet. Two faces of the same subject are next to each other in the
same row.

3.2.2

Real Face Database

Even though the synthetic face images can simulate different body weight effects well, we
still need to validate the results obtained from the synthetic database with real faces. We
collected face images with large body weight changes from the Internet. It is difficult to
collect a large database with both small and large body weight changes for each subject.
Since weight loss is a relatively new fashion, images with large body weight changes can
be easily found from the Internet. Some examples from the real face database are shown
in Figure 3.3.
There are totally 242 subjects on the real face database, including 6 black males, 28
black females, 23 white males, 90 white females, 13 Asian males and 82 Asian females.
There are two photos for each subject: one is overweight or obese and the other is
relatively normal. Typically, the face image pairs are before and after weight loss of
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the same subjects. Besides BMI changes, other face variations, such as illumination,
pose, expression, age and so on can also be observed, but the BMI changes are the main
variation in this database.

3.3

Method

To study the influence of body weight changes on face recognition, we chose to use the
LBP and SIFT as the feature descriptors. A correlation mapping method - Partial Least
Squares is used to eliminate the influence of BMI changes on face recognition.

3.3.1

Local Binary Pattern (LBP)

LBP feature descriptor binarizes a neighbourhood using the center pixel as the threshold.
The binary values of the neighbors are encoded into a number as the LBP code of the
center pixel [64],
fLBP (x) =

P
−1
X

bi 2i ,

i=0

where x is the center pixel, P is the number of neighbors, and bi is the binary value of
the i-th neighbor pixel.
By obtaining LBP codes for each pixel as the center, histogram features can be computed
from a region. For face recognition, we usually divide the whole face into patches with
overlap and concatenate the LBP histograms together as the face feature descriptor.

3.3.2

Scale Invariant Feature Transform (SIFT)

SIFT is a descriptor proposed by Lowe [65]. With the stable location, scale, and orientation information for each keypoint, the SIFT descriptor characterizes the appearance
of the keypoint. A set of orientation histograms are computed with samples in a 16 × 16
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neighborhoods around the keypoint. To get the SIFT descriptor of a region, samples in
one of the four subregions are accumulated together with weights according to the gradient norm. Also a Gaussian weight is employed according to the distance to the center.
Finally orientations are quantized into 8 bins, and the total size of the SIFT descriptor
is 128 histogram bins.
Similar to the LBP feature, SIFT descriptors are also calculated from facial patches and
then concatenated together as the feature descriptor of the face image.
The LBP-based face recognition is employed as the baseline in our work. SIFT has been
shown relatively robust to expression, accessory and pose variations for face recognition
[66]. Here we want to investigate if the SIFT is robust to facial adiposity changes caused
by body weight changes.

3.3.3

Partial Least Squares

Suppose we have two data sets X and Y, containing n data samples each, where X ⊂ RN
and Y ⊂ RM , and RN and RM stand for N-dimensional and M-dimensional spaces,
respectively. PLS models the relations between X and Y by means of score vectors such
that
X = TPT + E
Y = UQT + F,

(3.1)

where T and U are extracted score vectors (latent vectors), the P and Q represent
matrices of loadings, and the E and F are the matrices of residuals [63].
The PLS usually uses a greedy strategy to find multiple basis vectors that project X and
Y to a latent space. Its classical form is based on the nonlinear iterative partial least
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squares (NIPALS) algorithm [68] to find weight vectors w, c to satisfy
[cov(t, u)]2 = [cov(Xw, Yc)]2
= max|r|=|s|=1 [cov(Xr, Ys)]2 ,
where cov(t, u) =

tT u
n

(3.2)

denotes the sample covariance between the score vectors t and u

[63]. The linear PLS models can have variants based on the deflation difference [69].
The PLS models were originally derived for regression or classification problems [68–
70]. The PLS has been successfully applied to face recognition with variations of pose
[5]. Here, the PLS method is investigated to deal with a new variation - facial shape
variations caused by body weight changes. The framework for face recognition robust to
BMI changes based on PLS is shown in Figure 3.4.
X and Y are face images but with BMI changes. Elements in corresponding rows of X
and Y are from the same subject. The PLS can project features from both X and Y into
a common subspace N. After feature projections, new features in the sub-space N can
be used for face recognition. We hope the use of correlation mapping bases learned from
the PLS can reduce the influence of weight changes on face verification.

3.4

Experiments

One of the main goals in this study is to explore the influence of BMI changes on face
recognition. To achieve the goal, faces with both small and large weight changes on
the synthetic database are employed. Match scores are compared to observe the effects
of different BMI changes on face recognition. Then, the PLS based face recognition is
explored to see if the influence of large BMI changes can be reduced. Both synthetic
faces with large weight changes and real face databases are used for the PLS based face
recognition.
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Figure 3.4: The basic framework based on the PLS for face recognition with large
BMI changes.

3.4.1

Small vs. Large Body Weight Changes

To carefully examine the influence of BMI changes on face recognition, faces with both
small and large BMI changes are investigated. Firstly, a direct face matching is executed.
Secondly, face verification performance are compared to investigate the influence of BMI
changes on face recognition. After face detection and alignment, gray scale faces are used
for face recognition.

3.4.1.1

Match Score Differences

In this experiment, we compare match scores of genuine synthetic face pairs of the 120
subjects in cases of small and large BMI changes. Direct face matching is performed.
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So all the samples can be employed for face matching. Histogram intersection similarity
measure [67] can be used to measure the match score between two histogram features as
shown below,

Pn
H (k))
k=1 min(H1 (k),
P
Pn 2
P (H1, H2 ) =
,
n
min( k=1 H1 (k), k=1 H2 (k))

where H1 and H2 are two histograms and n is the dimension of the feature descriptor.
If there is no influence of BMI variation on face recognition, the match score between two
genuine faces on synthetic faces should be close to 1, while the reduced match scores can
reveal the differences brought by BMI variations. Figure 3.5 shows comparisons of match
scores between small and large BMI changes. Figure 3.5(a) shows match scores using
the LBP feature, and Figure 3.5(b) is based on the SIFT feature. From Figure 3.5, we
can observe that large BMI changes cause significant decrease of match scores than small
BMI changes, by 9.1% using the LBP feature, and 9.8% using the SIFT feature. Besides,
SIFT feature gives better match scores than LBP feature for both small and large weight
changes.

3.4.1.2

Face Verification

For face verification experiment, we used 120 genuine face pairs from the synthetic face
database and 120 impostor face pairs selected from faces with the highest match scores
of different subjects. The cosine distance between the features is computed for similarity
measure. The Receiver Operating Characteristic (ROC) curves are drawn in Figure
3.6, where SWC stands for “small weight changes“ and LWC stands for “large weight
changes“.
Table 3.1: EER(%) of the face verification results on the synthetic face database.

LBP
SIFT

Small Weight Changes
3.9%
4.2 %

Large Weight Changes
26.7 %
17.2 %

As shown in Figure 3.6, face pairs with small BMI changes have very high face verification
accuracies for both LBP and SIFT features. On the contrary, face pairs with large
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1
0.95
0.9

Matching Score

0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5

Small weight changes

Large weight changes

(a) LBP
1
0.95
0.9

Matching Score

0.85
0.8
0.75
0.7
0.65
0.6
0.55
0.5

Small weight changes

Large weight changes

(b) SIFT

Figure 3.5: Boxplot of match scores of genuine face pairs on synthetic database:
Comparisons between small and large BMI changes.

BMI changes have lower accuracies significantly. Table 3.1 shows the EER results of
face verification on the synthetic face database. The EERs of Large weight changes are
substantially higher than small weight changes. These comparisons show that large BMI
changes can reduce the recognition accuracy significantly.
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Figure 3.6: ROC Curves of face verification results on the synthetic face database.
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Figure 3.7: FAR and FRR curves with EER.

We can also observe that the LBP performs sightly better than the SIFT in small BMI
changes, while the SIFT performs much better than the LBP in large BMI changes.
In the following, real faces will be explored to study how to reduce the influence of weight
changes on face recognition.
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Besides accuracy, the time cost is also under consideration. We use a desktop computer
manufactured by Dell Inc. The computer is with windows 7 professional 32-bit operating
system. The processor of this computer is Intel(R) Core(TM)2 Duo CPU E7500 @ 2.93
GHZ and memory is 8192MB RAM.

3.4.2

PLS based Face Recognition

In this experiment, we study if the PLS method can be used to reduce the influence of
BMI changes on face recognition. Both synthetic and real face databases are employed.

3.4.2.1

PLS on the Synthetic Face Database

As shown in Table 3.1, as well as Figure 3.6, the face verification accuracy for faces with
small weight changes on the synthetic database can be very high, indicating that there
is no need to address the influence of small weight changes on face recognition. In this
experiment, we only use faces with large BMI changes to validate the performance of
the PLS. A 5-fold cross validate scheme is used for the face verification experiment. In
each trial, 4/5 genuine face pairs are used for training the PLS, while the remaining
genuine face pairs and the impostor face pairs are used for testing. The comparisons
between Direct matching (DM) and PLS are shown in Table 3.2. The PLS can improve
the verification accuracy by 21.1% for the LBP feature, and 12.6% for the SIFT feature.
Table 3.2: Comparison of face verification accuracy between direct matching (DM)
and PLS based face recognition using faces with large BMI changes on the synthetic
face database.

DM
PLS

LBP
65.4 % ± 7.3 %
79.2 % ± 3.9 %

SIFT
78.8% ± 5.0 %
88.7% ± 1.9 %
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PLS on the Real Face Database

The synthetic faces can exclude other variations and focus on the weight changes. The real
face database that we assembled contains some other variations, in addition to the major
change of body weight. A 5-fold cross validation scheme is used on the real face database.
In each trial, 192 genuine face pairs are used for PLS training, while 48 genuine pairs and
48 impostor pairs are used for testing. Table 3.3 shows the comparison of face verification
accuracies between the direct matching and the PLS based face recognition. The results
show improvement by 16.7% for LBP, and 13.2% for SIFT feature, respectively.
Besides, we show some examples, which are falsely verified by direct matching, but are
corrected by the PLS method. Figure 3.8 shows correctly verified face pairs that were
false negative results by the direct matching. Figure 3.9 shows correctly verified face pairs
that were false positive results by the direct matching. The test face pairs are listed in
the same column in Figures 3.8 and 3.9. The difference is that the face pairs are genuine
in Figure 3.8, while the face pairs are impostor in Figure 3.9. From the results, we can see
that the PLS based method is useful to address body weight changes in face recognition.
From Table 3.3, we can also observe that the SIFT is a little bit more robust than
the LBP for BMI changes. Further more, significant improvements are obtained on
the real face database when using the PLS method, compared to the direct matching.
The face verification accuracy on the real database (shown in Table 3.3) is lower than
accuracy on the synthetic database (shown in Table 3.2), which is probably caused by
other variations except BMI changes, e.g., age, pose, illumination, or expression changes,
etc. Besides, we record the running time of PLS based face verification using LBP and
SIFT separately. With LBP feature, the running time is 3.32 seconds, while the time
cost is 5.95 seconds using SIFT feature. Even though SIFT feature spends more time,
considering the robustness of SIFT feature, SIFT feature is still a good choice for face
recognition with BMI changes.
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Table 3.3: Comparison of face verification accuracy between direct matching (DM)
and PLS on the real face database.

DM
PLS

LBP
58.8 % ± 3.3 %
68.6 % ± 6.0 %

SIFT
61.5% ± 2.1 %
69.6% ± 0.9 %

Figure 3.8: Some false negative examples from real database by the direct matching,
but corrected by the PLS method. Two face images in each row next to each other (left
two columns and right two columns, separately) are the genuine face pairs.

3.5

Summary

We study the influence of BMI changes on face recognition. To the best of our knowledge, this is for the first time to explore the BMI variation issue in face recognition.
To facilitate the study, two face databases, named synthetic and real face databases are
employed. Experimental results have shown that large BMI changes can reduce the accuracies of face recognition significantly. Then we explored the PLS method to reduce the
influence of BMI changes on face recognition. Preliminary results have shown significant
improvements using the PLS method on both the synthetic and real face databases.

Chapter 3. Face Recognition with BMI Changes

Figure 3.9: Some false positive examples from real database by the direct matching,
but corrected by the PLS method. Two faces in each row next to each other (left two
columns and right two columns, separately) are the impostor face pairs.
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Chapter 4
Facial Makeup Detection

4.1

Introduction

Makeup detection problem is to classify a face image into the makeup or non-makeup
class. There are some recent works related to this problem. The appearance of cosmetic
foundation on face images was studied using a multi-band camera system and the “oilyshine” regions in makeup face images were detected using a clustering method [71]. There
is no result on classification of makeup and non-makeup faces in [71]. A system was
developed in [72] to detect eye-shadow, lipstick, and liquid foundation, separately, in
makeup faces of only 21 subjects. Both the HSV color space and texture features were
used. However, there is no classification between makeup and non-makeup faces in [72].
Chen et al. [73] explored the binary classification of makeup and non-makeup faces, using
the shape, texture and color features.
In our study, we consider more makeup cues, and use 12 facial patches (only 3 patches
in [73]) for facial makeup detection. Meanwhile, patch selection and discriminative mapping are applied in our makeup detection system. Those steps are essential to obtain a
high accuracy for makeup detection, as shown in our experiments. Finally, our makeup
detection experiments are conducted on a much larger database of 500 subjects [74].
50
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Based on how humans apply facial makeup [75], we present four categories of features
to characterize the facial makeup in Section 4.2. Different schemes, e.g., patch selection
as illustrated in Section 4.3 and discriminative mapping in Section 4.4, are applied to
improve the makeup detection performance. In Section 4.5, we show the experimental
results. In the end, we summarize this study in Section 4.6.

4.2

Characterization of Facial Makeup

We propose four different facial cues to characterize facial makeup, based on the knowledge about makeup [75], i.e. skin color tone, skin smoothness, skin texture, and highlight
effect.

4.2.1

Local Patches

Different facial regions could be applied with different cosmetic products and with different amount or degrees. For example, the eye makeup may use various colors (e.g., gold
soft smoky, bronze, etc.) to make the eye more youthful and the lashes extra-long, while
red or other coloration may be applied to the mouth to reshape (e.g., reduce, increase or
bring balance to the lips) to have a beautiful look. We use local patches on face images
to extract different makeup cues separately. The patches we use in each face image are
illustrated in Figure 4.1.
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Figure 4.1: Facial patches used in our experiments. There are 12 local patches selected
for each face image to perform local patch-based facial analysis.

4.2.2

Skin Color Tone

The facial skin color tone may be changed after applying cosmetic products on a face.
The changed skin color tone may make a person (especially a women) look beautiful and
younger [75]. Thus it is intuitive that the facial skin color tone can be used to characterize
facial makeup. In other words, faces with and without makeup can be separated based
on measuring the skin color difference.
We compute the mean, standard deviation, and entropy, denoted by µ, σ, and E, respectively, to characterize the skin color tone in each of the three color channels, R, G, and
B, for each facial patch. As a result, nine features are extracted for each image patch in
a face image.
Suppose the normalized histogram of the pixel values in each patch is denoted by H(i),
where i is the index of the pixel values. The number of pixels within the patch is N.
Then, the mean, standard deviation, and entropy are computed for each image patch by
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Equations 4.1, 4.2, 4.3 in each color channel c ∈ {r, g, b}, separately.
X

µc =

i

H(i) ∗ i,

sX
σc =
(i − µ)2 ∗ H(i),

(4.1)

(4.2)

i

Ec = −

4.2.3

X

H(i) log2 H(i),

(4.3)

i

Skin Smoothness

When the faces have makeup, the facial smoothness may be changed. Through applying
foundation cream or other cosmetic products to faces, the facial appearance may look
smoother. Thus the measure of facial smoothness may be used to determine whether a
face has makeup or not.
In characterizing the facial smoothness, only the image intensity values are used within
each patch in a face image. We compute the mean, standard deviation, and entropy,
respectively, using Equations (4.1), (4.2), (4.3), but in image patch intensities only.

4.2.4

Skin Texture

With the use of cosmetic products on faces, the facial skin texture might look different.
The texture change may be coupled with smoothness changes, but we want to characterize
the skin texture specifically. To characterize the skin texture patterns, we use the local
binary pattern (LBP) [76], which is a simple and popular method to extract texture
features.
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LBP feature is computed by comparing the intensity value of a center pixel with its
surrounding neighbors. The details of LBP are illustrated in Section 3.3.1.

4.2.5

Highlight

The facial highlight may be perceived differently between faces with makeup and without.
Characterizing the facial highlight might be useful to discriminate makeup faces from nonmakeup faces. The makeup foundation may change the highlight on face images [71]. To
explore this, we compute facial highlight in face images, and then extract related features
to characterize the highlight component for facial makeup detection.
To compute the facial highlight, we adopt the dichromatic reflection model [77] to characterize the facial reflection, which is a simple linear combination of specular I S and diffuse
I D components for the reflected light color I at each pixel,
I = ID + IS,

(4.4)

where I = {Ir , Ig , Ib } is the image color with three color components. Define chromaticity
or normalized color as
σc = P

Ic

c∈{r,g,b} Ic

(4.5)

,

where c ∈ {r, g, b}. Similarly, we can define diffuse chromaticity Λc and illumination
chromaticity Γc by
Λc = P

IcD

,
D

c∈{r,g,b} Ic

Γc = P

IcS

S
c∈{r,g,b} Ic

.

(4.6)

The maximum chromaticity can be defined [78] by
σmax = max {σr , σg , σb },

(4.7)
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and similarly for maximum diffuse chromaticity by
Λmax = max {Λr , Λg , Λb}.

(4.8)

Then the diffuse component can be computed by
IcD (Λmax )

= Ic −

maxc∈{r,g,b} Ic − Λmax

1 − 3Λmax

P

c∈{r,g,b} Ic

,

(4.9)

according to [78]. Therefore the highlight detection problem can be formulated as the
searching for the maximum diffuse chromaticity Λmax which changes from pixel to pixel
[78], and can be improved based on bilateral filtering in Λmax estimation [79]. The
method of bilateral filtering based estimation is used for highlight detection in our makeup
detection problem.
Given the detected highlight, we compute the mean, standard deviation, and entropy, in
each of the designated patch in the highlight image, using Equations. similar to (4.1),
(4.2), (4.3).

4.3

Patch Selection

In above, we introduced four different facial cues to characterize facial makeup. Each
feature is computed in each facial patch independently. 12 patches are used for makeup
detection including left and right eyebrow, eye, cheek regions, as well as forehead, nose,
mouth, upper lip, and chin regions. The whole face region are the 12th patch. To explore
makeup effects on each face region, we perform patch selection using a greedy method.
Specifically, we measure the accuracy or capability of each patch for facial makeup detection. All of the patches are sorted in a descending order based on their classification
accuracy results. Starting from the rank-1 patch, we sequentially add patches, one by
one, and measure the accuracy again when each new patch is added. It follows the similar
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procedure until all patches are added. Then the peak value with the highest accuracy will
be selected to obtain the proper number of patches and which patches to use for facial
makeup classification. This process is done for each of the four features separately. Based
on this greedy search method, we can find all useful patches in each feature representation
for makeup detection.

4.4

Discriminative Mapping

After patch selection, we obtain the useful patches for makeup classification. However,
there are still two things to consider: (1) if the features on the selected patches can be
integrated together; and (2) if the features on the selected patches can be made more
discriminative in order to improve the recognition accuracy. To address these, we will
combine the selected patches with each corresponding feature, and use a discriminative
mapping method to make the combination more efficient and discriminative.
For discriminative mapping, we exploit the Marginal Fisher Analysis (MFA) [80], which is
a supervised manifold learning algorithm with Fisher criterion. It constructs the withinclass graph Gw and between-class graph Gb considering both discriminant and geometrical
(w)

structure in the data. Define the within-class affinity weight sij = 1 when xi and xj are
(w)

k nearest neighbors of each other with the same class label, otherwise sij = 0. Define
P (w)
(w)
symmetric matrix Sw (i, j) = sij , diagonal matrix Dw (i, i) =
j sji , and Laplacian
(b)

matrix Lw = Dw − Sw . Similarly, define the between-class affinity weight sij = 1 when

xi and xj are k nearest neighbors of each other with different class labels, otherwise
(b)

sij = 0. Thus Sb , Db and Lb are obtained. The objective of MFA is to obtain the
optimal projection vector p∗ such that
p∗ = argmin
p

pT XLw XT p
pT XLb XT p

(4.10)
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Here we use the optimal p∗ as the basis for discriminative mapping of the facial makeup
patterns after patch selection. This exploration of a discriminative mapping method for
facial makeup detection is one of our novel contributions.

4.5
4.5.1

Experiments
Makeup Database

A face image database of 1002 face images that is 501 pairs of female individuals. It
contains mainly adult women of Asian or Caucasian descent, and is larger than datasets
used in [71–73]. Each pair has one makeup and one non-makeup face images of the same
individual.

(1)

(2)

(3)

(4)

Figure 4.2: Pairs of face images of the same individuals in makeup (columns 1 and 3)
or nonmakeup classes (columns 2 and 4), showing significant appearance changes. We
study how to perform face authentication that is robust to makeup changes.
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Experimental Setting

Based on the knowledge about cosmetics, we propose to study four categories of features,
i.e., skin color tone, skin smoothness, texture, and highlight, as stated in Section 4.2.
Through experimental validations and comparisons, we can understand what features are
useful for makeup detection, how to use these features effectively, and if it is possible to
combine these features together for a better performance.
In the following, we study the proposed four categories of features separately. There
are about 4/5 faces for training, and the remaining for testing in our five-fold cross
validation. Makeup detection problem is considered as a two-class problem: with and
without makeup. The support vector machines (SVM) with radial basis function (RBF)
kernel [81] are used as the classifier.

4.5.3

Skin Color Tone

One purpose of using cosmetic products on faces is to change the skin color tone to make
the face look younger and more beautiful. So our first feature on makeup detection is
about color. From each local patch in a face image, we compute the mean, standard
deviation, and entropy in each of the three channels: Red, Green, and Blue. Thus there
is a 9-dimension feature vector extracted from each local patch.
To understand the differences among the local patches in makeup detection, we use only
one local patch each time for makeup classification. Then the local patches are sorted
in a descending order of accuracy. The result is shown in the left of Figure 4.3. We can
observe that colors in regions of eyes and mouth are the top patches. This result tells that
the eyes and mouth regions have more color changes between makeup and non-makeup
faces. There is a slight difference between left eye and right eye, that is because of the
existence of other variations in face images, such as pose, illumination, etc. The colors in
some other facial regions are also useful but with lower accuracies for makeup detection.
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To explore how many local patches can be combined together to enhance the makeup
detection performance, we perform patch selection, as stated in Section 4.3. A greedy
algorithm is used to select patches by adding one patch each time, starting from the
most discriminative local patch first. The process of patch selection for the color feature
is shown in the right of Figure 4.3. We can see the accuracy increases by adding more
patches, and reaches the peak when the 6 most accurate patches (out of 12) are combined
together. This result shows that the patch selection is needed, and our scheme is effective
to find the most useful local patches.
To show the results quantitatively, we put the makeup detection accuracies based on color
in the first row of Table 4.1. When all patches are used, the makeup detection accuracy is
83.0%, which is increased to 85.0% when our patch selection scheme is executed. We also
show that it is not good to use the whole face image. The accuracy reduces significantly
to 55.5% when the whole face is used.
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Next, we will do similar analysis for the other three features.

(b)

Figure 4.3: Facial makeup detection using color feature. The RGB color space is used.
(a) Recognition accuracy of the color feature on each local patch is sorted in descending
order. (b) Accuracies of sequential adding of local patches based on the sorted patches
are shown. The accuracy increases when more patches are added but drops when too
many patches are used. The peak is selected based on our patch selection scheme.
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Skin Smoothness

The second category of features we explore is the facial skin smoothness. Women like to
use makeup products to hide certain facial flaws, such as freckles, pimples, acne scars,
wrinkles, and pores. In addition to make the face look younger and more beautiful, the
makeup also makes the facial skin smoother. To separate makeup and non-makeup faces,
the skin smoothness feature may be useful.
To compute the skin smoothness, we use the intensity values from each local patch in a
face image. As stated in Section 4.2.3, we compute the mean, standard deviation, and
entropy of the intensity values in each local patch.
The results of patch sorting and patch selection based on the smoothness feature are
shown in Figure 4.4. We can observe that the top patches for smoothness measure are
different from those using color features. The number of the selected local patches is also
different from the color features.
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(b)

Figure 4.4: Facial makeup detection using facial smoothness feature. (a) Recognition
accuracy of the smoothness feature on each local patch is sorted in a descending order.
(b) Accuracies of sequential adding of local patches based on the sorted patches. The
accuracy increases when more patches are added. The peak is selected based on our
patch selection scheme.
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The quantitative results of the smoothness feature are shown in the second row of Table
4.1. When all patches are used, the makeup detection accuracy is 80.0%, which stays the
same of 80.0% when our patch selection scheme is executed. Again, it is not good to use
the whole face image. The accuracy reduces to 52.0% when the whole face is used for
smoothness measure.

4.5.5

Skin Texture

In addition to skin smoothness change, cosmetic products may also change the facial skin
texture. To explore this, we extract the texture feature for the separation of makeup and
non-makeup faces. Since the LBP feature is usually used for facial texture characterization
for face recognition, we use the LBP texture feature for makeup detection, as stated in
Section 4.2.4. The LBP feature is computed in each local patch of image intensities.
The results of patch sorting and patch selection based on the texture feature are shown in
Figure 4.5. We can observe that the top patches for texture measures are different from
those using color or smoothness features. Two most accurate local patches are selected
to achieve the highest accuracy in the patch selection process.
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Figure 4.5: Facial makeup detection using facial texture feature. The LBP is used
to characterize the texture. (a) Recognition accuracy of the texture feature on each
local patch is sorted in a descending order. (b) Accuracies of sequential adding of local
patches based on the sorted patches. The accuracy increases when more patches are
added but drops when too many patches are used. The peak is selected based on our
patch selection scheme.

The quantitative results of the texture feature are shown in the third row of Table 4.1.
When all patches are used, the makeup detection accuracy is 81.0%, which is increased
to 85.0% when the patch selection scheme is executed. When the whole face image is
used for texture measure, the accuracy reduces to a lower value of 72.5%.

4.5.6

Highlight

The last category of feature that we explore is the facial highlight. Intuitively, the diffuse
reflection and highlight distributions maybe different in makeup and non-makeup faces.
Based on this, we compute the highlight in each face image based on the dichromatic
reflection model, and extract features to characterize the highlight from each patch in a
face image, as stated in Section 4.2.5.
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The results of patch sorting and patch selection based on the highlight feature are shown
in Figure 4.6. We can see the top patches for highlight measure and the accuracy variation
during the patch selection process. To reach a high accuracy, six patches are selected as
the most accurate, which are different from the color, smoothness, or texture features,
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individually.

(b)

Figure 4.6: Facial makeup detection using facial highlight feature. The highlight is
extracted in each face image. (a) Recognition accuracy of the highlight feature on each
local patch is sorted in a descending order. (b) Accuracies of sequential adding of local
patches based on the sorted patches.

The quantitative results of the highlight feature are shown in the last row of Table 4.1.
When all patches are used, the makeup detection accuracy is 64.5%, which is increased
to 68.5% based on patch selection. It is still not good to use the whole face for highlight
characterization, since the accuracy reduces to 52.5% in that case.
Overall, we have shown that several kinds of features can be extracted for classification
of makeup and non-makeup faces. We found that the performance will be much lower
when these features are computed in the whole face image. The reason might be that
the cosmetic products are used differently on different facial parts, and some parts may
see the cosmetic “effect” more significantly than others. So we emphasize the use of local
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patches for facial makeup characterization. Further, the designated facial patches might
not be equally useful for facial makeup detection. Further, our patch selection scheme
is effective to improve the recognition accuracies. The next questions are: (1) can we
make these features more discriminative? and (2) can we combine the different features
together? We will address them in the following.
Table 4.1: Facial makeup detection accuracies using four different categories of features in three different cases: (1) whole face, (2) all local patches, and (3) selected
patches.

Color
Smoothness
Texture
Highlight

4.5.7

Whole
face
55.5%
52.0%
72.5%
52.5%

All
patches
83.0%
80.0%
81.0%
64.5%

Patch
selection
85.0%
80.0%
85.0%
68.5%

Discriminative Mapping

We explore a discriminative mapping approach to combine the selected patches with
different features together, and make them more discriminative. To verify the idea, we
apply the MFA method introduced in Section 4.4.
The results are shown in Table 4.2. We found that the discriminative mapping by the MFA
can improve the color feature for makeup detection from 85.0% to 88.0%. Combining color
and smoothness features can further improve the makeup detection accuracy to 96.0%,
which is the highest accuracy we obtain. On the other hand, when all four features
are concatenated together and then mapped discriminatively by the MFA method, the
accuracy is 92.5%, which is higher than each single feature, i.e., color, smoothness, texture,
and highlight, but is still lower than the color and smoothness feature combination. We
also tried to use other feature combinations, as those shown in Table 4.2, but there is no
accuracy that can be higher than the 96.0%. Based on this result, we observe that the
color and smoothness features can complement each other, and their combination with

Chapter 4. Facial Makeup Detection

65

discriminative mapping performs significantly better than other combinations for makeup
detection. The texture feature itself can get a high accuracy, but its combination with
other features cannot reach the highest accuracy.
In summary, the combination of color and smoothness features is the best for makeup
detection in our current experiment. A discriminative mapping via the MFA method can
improve it to a high accuracy of 96.0%. Other features are useful for makeup detection,
however, their performance is not so good as the color and smoothness combination.
The texture and highlight cues may not be sufficiently complementary to the color and
smoothness cues, and thus the combination of all of these cues gives a lower accuracy
than using the color and smoothness cues.
Table 4.2: Facial makeup detection accuracies using discriminative mapping by the
MFA method. Each feature is based on patch selection.

Discriminative Mapping
on Various Feature Combinations
Color
Color+Smoothness
Color+Texture
Color+Smoothness+Texture
Color+Smoothness+Texture+Highlight

Accuracy
88.0%
96.0%
91.0%
94.0%
92.5%

We show the results of wrong classification face images in Figure 4.7. There are six
non-makeup face images incorrectly classified as makeup (left), while two makeup faces
incorrectly classified as non-makeup (right). The reasons may include the low image
quality, and expression and pose changes. Sometimes, it is even challenging for human
perception to separate makeup and non-makeup faces.

4.6

Summary

In this Chapter, we develop an automatic makeup detection system. Based on the knowledge of how to apply cosmetics, we have proposed to investigate four categories of features,
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Figure 4.7: The faces of wrong classification results. Left: six non-makeup faces
incorrectly classified as makeup; Right: two makeup faces incorrectly classified as nonmakeup.

including facial skin tone, skin smoothness, texture, and highlight. These features are
computed in local patches of face images. We have presented a patch selection scheme
and discriminative mapping to improve the makeup detection accuracies effectively. We
have found that the color feature combined with smoothness performs better than others
for makeup characterization. A high accuracy of 96.0% has been achieved.

Chapter 5
Face Recognition with Makeup
Changes

5.1

Introduction

According to the standard of beauty, women use makeup to hide facial flaws, as well
as to enhance some traits to appear more attractive. Different facial regions will be
applied with different cosmetic products. For example, because big eyes are usually
considered attractive, to visually create an effect of big eyes, colorful eye shadows may
be applied around the eyes. Some studies have been done to explore the influence of
makeup changes on face recognition [41–43]. However, no previous study shows how
facial makeup can effect facial attributes. In this Chapter, we explore makeup effects
on facial attributes. Our key idea is that the dual-attributes can be learned from faces
with and without makeup, separately [82]. The analysis of accuracy changes can be
performed between within-group and cross-group attribute classification. The study of
facial attributes variation with makeup changes can give a semantic explanation of the
makeup effects on facial appearance.
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How to develop face recognition systems robust to makeup changes is a relatively new
problem. There are two schemes concerned in our work. One is based on PLS method
[74]. The other one is based on dual attributes [82].
In the rest of this Chapter, at first, we introduce dual attributes of female faces with
makeup changes in Section 5.2. A dual-attributes based method is also concerned to
utilize dual attributes as the feature descriptors for face matching to reduce the makeup
influence on face recognition. In the following, we explore the PLS method for makeupinvariant face authentication in Section 5.2.5. In Section 5.3, experiment results are
analyzed. Finally, we summarize this study in Section 5.4.

5.2

Dual Attributes

5.2.1

Facial Attributes

Attributes are a semantic level description of visual traits [83, 84]. For example, a horse
can be described as four-legged, with fur, a long tail, etc. Facial attributes, such as big
eyes, or a pointed chin, are semantic level descriptions of visual traits in faces [85]. Facial
attributes can also be used for face image ranking and search [86, 87]. The query can be
given by semantic facial attributes, e.g., a man with moustache, rather than just a query
image.
In this thesis, we only focus on attributes in female group. 28 attributes are defined to
describe female faces with and without cosmetics. So there is no attribute related to
children or males. The list of the 28 attributes is given in Table 5.1. Some examples of
these attributes are shown in Figure 5.1. The attributes used in our approach are learned
from face images with and without cosmetics, separately. As shown in Figure 5.1, we can
visually check the facial appearance differences between faces with and without cosmetics.
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To better describe the female faces with and without cosmetics, we used some detailed
attribute features, compared to the attributes used in [85–87]. There is no specific consideration of facial cosmetics for face recognition in [85–87]. For example, in [87] and
[86], only the attribute of eye glasses is used to describe the characteristics of eyes, while
only the attributes of eye width, eyes open, and glasses are used in [85]. In our approach,
more detailed attributes are used, such as double-fold eyelids, slanty eyes, and eye crows
feet, which include more details related to female beauty and facial cosmetics.
From Figure 5.1, one can get an intuitive observation of the appearance variations of the
same attributes between non-makeup and makeup faces. To quantify the differences, it
might be necessary to learn the attribute classifiers separately, for the makeup or nonmakeup face images. Therefore, we propose the dual-attributes classifiers, which will be
presented in the next.
Table 5.1: List of the 28 Attributes used in our approach.
Asian
Attractive
Big eyes
Big nose
Black eyes
Blue eyes
Double-fold eyelids
Eye bage
Eye crows feet
Eyebrow long

5.2.2

Eyebrow thickness
Eyebrow wave
Full bang
Half bang
High nose
Lip line
Nose middle heave
No bang
Open nose
Philtrum

Pointed chin
Red cheek
Small eye distance
Slanty eyes
Square jaw
Thick mouth
Wide cheek
White

Dual-attributes Classifiers

To address the visual appearance differences between faces with and without makeup
in attribute learning, two classifiers are learned for each attribute, one is on faces with
makeup, and the other is on faces with non-makeup. They are called dual attributes
classifiers.
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Figure 5.1: Example face images for some attributes. Faces in the same row are the
positive and negative examples for a given attribute label. From left to right: positive non-makeup face, positive makeup face, negative non-makeup face, and negative
makeup face.

Figure 5.2: Local patches in faces for dual-attributes learning.

In Section 5.2.1, we introduced 28 attributes. Three attributes among the 28 are related
to color: blue eyes, black eyes, and red cheek. The pixel value of R, G, and B channels
of an image (using local patches) are combined together to form the feature. For other
attributes, Histogram of Oriented Gradients (HOG) feature descriptor is used to represent
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the facial patches as shown in Figure 5.2.

5.2.2.1

Histogram of Oriented Gradients

HOG is a widely used feature descriptor recently. The basic idea about HOG is that
local object appearance and shape within an image can be described by the distribution
of intensity gradients or edge directions [88]. Suppose a selected region R in a image,
given a grid cell C with center pc = (xc , yc ) from region R. For each point p in the cell,
both gradient magnitudes Gx (x, y) and Gy (x, y) and gradient orientation Θ(x, y) can be
calculated. Usually, orientations from 0 − 180◦ are equally divided into 9 orientation bins
FC . Then each pixel can contribute a weighted vote for one orientation bin which its
gradient orientation value Θ(x, y) belongs to. The weight value is related to its gradient
magnitudes. The votes are accumulated into orientation bins FC for each cell. The HOG
P
descriptor of the whole region R can be calculated by FR = C∈R FC . In our study, we

use L2-norm to normalize the FR into a normalized histogram feature descriptor for each
region.

5.2.2.2

Within-Group and Cross-Group Attribute Classifications

To verify the influence of facial cosmetics on facial attributes, we compare the performance
of attribute classifications within the same group of faces or across groups (i.e., from
makeup to non-makeup, or vice versa), which is an accuracy change analysis (ACA).
This further proves the influence of facial makeup on face analysis, and the necessity to
deal with the influence of facial makeup on facial image analysis.
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Accuracy Change Analysis

We evaluate the dual-attributes classification results and conduct ACA to examine the
facial attributes variation under the influence of makeup. ACA is to perform a crossgroup attributes classification to investigate the influence of facial cosmetics on attribute
classification. Here we have two groups, one contains makeup faces, and the other contains
non-makeup faces. In other words, each individual has two face images in our database,
one is in the makeup group, and the other is in the non-makeup group. When both
learning and testing are in the same group for attribute classifications, it is called withingroup classification, while the training and testing are in two different groups, e.g., from
makeup to non-makeup, or vice versa, it is called cross-group or cross-makeup attribute
classification.

5.2.4

Dual-attributes based Face Verification

The above learned dual-attributes in Chapter 5 can be combined together for face matching. Note that this matching is on the semantic level represented by the attributes, rather
than using low-level facial features for direct matching. In our dual-attributes approach,
the attributes for a makeup face will be detected using the attribute classifiers learned
from makeup faces, while the attributes for a non-makeup face will be obtained by using
the classifiers learned from non-makeup faces.
For face verification, all available attributes extracted from a pair of faces form a vector
of values, denoted by F (I) = hMC(I), NMC(I)i for individual I, where hMC(I) is
an attribute vector for a makeup face, while hNMC(I) is an attribute vector from a
non-makeup face. hMC(I) = < MC1 , MC2 , ..., MCn >, while the attribute vector for a
non-makeup face is hNMC(I) = < NMC1 , NMC2 , ..., NMCn >, where n is the number
of attributes, I means the I-th person.. hNMCi and hMCi are used to name the i-th nonmakeup and makeup attribute classifier separately. A SVM face verification classifier will
be trained to distinguish whether two face images are the same woman or not. In [85],
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the attribute vector is binary with values either 0 and 1, where 0 means the face does
not have the attribute, while 1 means the face has the attribute. In our experiments, we
use distances from the test sample to the SVM hyperplane instead of the binary values,
and found the face verification accuracy can be improved by about two percent over the
binary values.
Although attributes have been used for face verification in previous works, e.g., [85], there
are several differences between our work and that in [85]: (1) We study facial makeup
on face verification while there is no specific study on facial makeup in [85]; (2) The
main focus in [85] is about face verification with pose, illumination, and expression (PIE)
changes, which also appears in our database, but we emphasize the makeup influence
and study face verification across facial makeup specifically; (3) In our database, there
are faces with large head pose variations, while the face images in [85] were filtered by a
frontal-view face detector and thus the pose variations are not very large; (4) The population contains women adults only in our database, while there are both men and women,
young and adult in [85], where many attributes such as the age group, gender, beards,
etc., can be used in [85], but those attributes cannot be used to help face authentication in
our study. More importantly, we propose dual-attributes based face verification as shown
in Figure 5.3, which has not been presented in any previous attribute-base approaches,
to the best of our knowledge.

5.2.5

PLS-based Face Verification

In Chapter 3.4.2, the PLS method has been successfully applied to reduce the influence
of BMI changes on face recognition. To develop a robust face recognizer insensitive to
facial makeup changes, we study the effect of PLS method to reduce the influence of
makeup changes on face recognition. The basic framework of our proposed approach can
be illustrated in Fig. 5.4.
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Figure 5.3: Illustration of our dual-attributes approach to face verification. Two sets
of attributes are learned in face images with and without cosmetics, separately. In
testing, the pair of query faces undergo two different groups of attribute classifiers, and
the shared attributes are used to measure the similarity between the pair of faces in a
semantic level, rather than a direct match with low-level features.

Figure 5.4: The basic framework that we propose for face recognition robust to
cosmetic changes based on a correlation mapping.

To learn the correlation between makeup and non-makeup face images, we explore PLS
method. We investigate if PLS is useful for face recognition invariant to facial cosmetics.

5.2.5.1

Facial Feature Representation

The correlation method PLS will be applied to the extracted features in face images,
rather than raw pixel values. The reason is that facial makeup may change the facial
appearance significantly in terms of single pixel values, and the changes of pixel values
may be different for different facial parts and for different individuals. Building the
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correlations on extracted features rather than raw pixel values may relieve the problem
of pixel value changes caused by facial makeup to some degree.
In extracting facial features, we use some standard methods for facial feature representation, such as the local binary patterns (LBP) [76], and the histogram of oriented gradient
(HOG) [88]. The principal component analysis (PCA) is usually used for dimensionality
reduction, it can compute the Eigenfaces [96] for facial feature characterization. The projection coefficients are used as features for face representation in Eigenfaces [96], which
are used frequently in face recognition. So we also investigate the Eigenfaces representation (called PCA) in our correlation analysis. Our emphasis is that the correlations need
to be performed on those features rather than on raw pixels directly.
In some previous approaches, e.g., [94, 97], correlation is applied to raw face images. We
found that the performance will be deteriorated when the correlation methods are applied
to raw images, which can be demonstrated in our experiments. This fact tells that our
problem of face authentication with facial makeup changes has some special properties
itself, and is different from the problems studied in [94, 97, 98]. In addition, our problem
might be more challenging than those in [94, 97], since the direct correlation on raw pixels
values has a significantly lower accuracy in our problem. Finally, we use local patches
rather than the whole face image, which is essential for our problem, and will be presented
next.

5.2.5.2

Local Patches

In addition to learning correlations on extracted features rather than raw pixels, we also
found that local patches have to be used in computing the correlations and extracting
features. This can be demonstrated in our experiments. The reason is that different facial
regions could be applied with different cosmetic products and with different amount or
degrees. For example, the eye makeup may use various colors (e.g., gold soft smoky,
bronze, etc.) to make the eye look youthful and the lashes extra-long, while red or other
coloration may be applied to the mouth to reshape (e.g., reduce, increase or bring balance
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to the lips) to have a beautiful look. It might be difficult to learn a correlation of global
faces between makeup and non-makeup. To deal with this problem, we use local patches
on face images. Another advantage of using local patches is that the local patches can
also make our approach robust to head pose changes, facial expressions, or illumination
variations, in addition to cosmetic changes. As a result, both the feature extraction and
correlation learning are based on local patches, rather than a global face image. Again,
this is different from the use of whole images in [94, 97]. The patches we use in each face
image are the same with used in Chapter 5 for dual attributes study.

5.2.5.3

Using Makeup Detection for Automated Face Verification

The makeup detection result can help to make it automatic for our correlation mapping
based face authentication. The idea is that for a given pair of face images, we first
perform makeup detection. If a face is detected to have makeup, it will be projected
by using the correlation bases corresponding to the makeup class, otherwise, the bases
corresponding to the non-makeup class will be used for projection or feature transform.
This way, the correlation bases selection can be performed automatically, and the process
of face recognition can be executed automatically, without asking the user to provide the
makeup or non-makeup information. As a result, we can develop a complete framework
for face authentication with an automated makeup detection, as shown in Fig. 5.5.

Figure 5.5: A complete framework of integrated makeup detection and face verification. Given a pair of face images with extracted features, the system performs
patch selection, discriminative mapping, and makeup detection. Then the correlation
mapping can be executed based on the recognized makeup or non-makeup. Finally,
face verification is accomplished. The system can do both face matching and makeup
detection.
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It is useful in practice to make the face recognition process automatic without user interaction. However, the accuracy of facial makeup detection will have a direct impact
on correlation bases selection and the final face recognition accuracy as well. We need
to investigate if the final accuracy of face recognition is influenced significantly or not,
using the makeup detection result. We will validate this automated approach to face
verification in our experiments.

5.3
5.3.1

Experiments
Database

The same makeup database introduced in 4.5.1 are used to study the facial attributes
variations under the influence of makeup. The 28 attributes are manually labeled by five
human subjects. The five participants discussed with each other for each attribute label
to get a majority voting if there is an inconsistency. Then the labeled attributes are used
as the ground truth for our study.

5.3.2

Dual-attributes Classification

The attribute classification results are shown in Table 5.2. The first column is the attribute classification accuracies using non-makeup faces for both training and testing.
Please note there is no overlap of individuals between the training and testing sets. The
second column shows the classification results using the same non-makeup faces for testing, but with different attribute classifiers trained by using makeup faces. The third
column ‘decrease1’ shows the decrease of classification accuracy when the second column
is compared to the first column in each row. If the decrease is negative, it means the
accuracy is increased. The remaining three columns have the similar meanings.

Chapter 5. Face Recognition with Makeup Changes

78

Table 5.2: Attribute classification results for both within-group and cross-group cases.
We use “A → B” to indicate that ‘A’ is for training, while ‘B’ is for testing. The two
groups are ‘makeup’ and ‘non-makeup’ faces. The column ’decrease1’ shows accuracy
decrease when the training group is changed to makeup. The column ‘decrease2’ shows
accuracy decrease when the training group is changed to non-makeup faces.

Big nose
Nose middle heave
Philtrum
Wide cheek
White
Half bang
High nose
Lip line
Asian
Double-fold eyelids
Small eye distance
Open nose
Pointed chin
Thick lips
Eyebrow long
Eyebrow thickness
Eyebrow wave
Blue eyes
Black eyes
Eye bag
Slanty eyes
Eye crows feet
Big eye
Square jaw
Red cheek
Attractive
Full bang
No bang

5.3.2.1

non-makeup
→ non-makeup
74 %
73 %
61 %
85 %
88 %
85 %
70 %
63 %
84 %
66 %
74 %
72 %
90 %
63 %
68 %
64 %
68 %
75 %
85 %
63 %
67 %
71 %
64 %
64 %
67 %
68 %
92 %
95 %

makeup
→ non-makeup
74 %
73 %
60 %
87 %
88 %
84 %
73 %
66 %
87 %
62 %
69 %
68 %
83 %
61 %
58 %
32 %
68 %
74 %
81 %
65 %
54 %
65 %
59 %
62 %
61 %
64 %
92 %
95 %

decrease1
0%
0%
1%
-2 %
0%
1%
-3 %
-3 %
-3 %
4%
5%
4%
7%
2%
10 %
32 %
0%
1%
4%
-2 %
13 %
6%
5%
2%
6%
4%
0%
0%

makeup
→ makeup
64 %
65 %
71 %
84 %
84 %
81 %
78 %
69 %
88 %
62 %
67 %
74 %
85 %
71 %
64 %
84 %
62 %
73 %
78 %
71 %
59 %
69 %
67 %
71 %
71 %
78 %
96 %
85 %

non-makeup
→ makeup
64 %
65 %
70 %
82 %
85 %
80 %
73 %
65 %
84 %
68 %
67 %
67 %
75 %
68 %
58 %
48 %
53 %
70 %
76 %
66 %
58 %
67 %
60 %
60 %
67 %
78 %
89 %
80 %

decrease2
0%
0%
1%
2%
-1 %
1%
4%
4%
4%
-4 %
0%
7%
10 %
3%
6%
36 %
9%
3%
2%
5%
1%
2%
7%
11 %
4%
0%
7%
5%

Dual-attributes Categories

Specifically, we categorize the accuracy changes into four cases: “Small change”, “Mpreferred”, “NM-preferred”, and “Big change”, where “M” is for makeup, and “NM” is
for non-makeup. When the makeup group is used for training, while the cross-group
accuracy is higher than the within-group, it is categorized as “M-preferred”. Similarly,
we may have “NM-preferred”.
From Table 5.2, one can observe the four cases. Firstly, the attribute classification results belonging to the case of “Small change” include: ‘Big nose’, ‘Nose middle heave’,
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‘Philtrum’, ‘Wide Cheek’, and ‘White’. Our interpretation is that the facial cosmetics
does not change those attributes (mainly on shape) too much. In this case, the attribute
classification accuracy changes are small when the cross-group accuracies are compared
to the within-group. To tolerate the small estimation errors caused by other variations
(pose, expression, illumination, etc.) and consider the fact that the training database is
not big, we use threshold values between -2% and 2% to determine this case. In other
words, if the accuracy changes are within the range of -2% to 2%, it is termed as a small
change.
The second case is called “M-preferred”, which means the cross-group accuracy is increased when the makeup group is used for training attribute classifiers. In this case, the
attribute class includes: ‘High nose’, ‘Lip line’, and ‘Asian’. Our interpretation is that
the facial makeup will enhance the classification accuracy for those attribute classes.
Similarly, the third case is called “NM-preferred“, which means the cross-group accuracy
is increased when the non-makeup group is used for training attribute classifiers. In this
case, the attribute class includes only the “Double-fold eyelids“. Our interpretation is
that this attribute may be easier to be learned from non-makeup face images.
The last case is the “Big change”, which means that cross-group classifications result in
significant accuracy decreases. There are 18 attributes belonging to this case, as can be
seen in Table 5.2.
Our decision of the four cases are based on the rules as below:



Small change, d1 and d2 ∈ [−2%, 2%],




 M-pref erred,
d1 < −2% and d2 ≥ 0,
ACA =


NM-pref erred, d1 ≥ 0 and d2 < −2%,




 Big change,
otherwise

where ACA is for ‘Accuracy change analysis’, d1 is for ‘decrease1,’ d2 is for ‘decrease2.’
M-preferred means ‘Makeup preferred’, and NM-preferred means ‘Non-makeup preferred.’
The summary of the four cases is shown in Table 5.3 for a clearer view.
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Table 5.3: Attribute classification ACA. The change analysis results in four cases:
Small change, Makeup preferred, Non-makeup preferred, and Big change.

Attribute Classification
Small change
Makeup
preferred
Non-Makeup
preferred

Big change

Attributes
Big nose, Nose middle heave,
Philtrum, Wide Cheek,
White, Half bang,
High nose, Lip line,
Asian,
Double-fold eyelids,
Small eye distance, Open nose,
Pointed chin, Thick lips,
Eyebrow thickness,
Eyebrow long, Eyebrow wave,
Blue eyes, Black eyes,
Slanty eyes, Eye crows feet,
Big eyes, Square jaw,
Red cheek, Attractive,
Full bang, Forehead visible,

From Table 5.3, we can understand that most of these attribute changes or no changes are
close to our common knowledge. Women like to wear makeup near eyes to appear more
attractive. Usually there is less makeup designed to change the appearance of nose. That
is why 2 out of 4 attributes related to nose have small changes, while most eye-related
attributes (8 out of 9) have big changes. That is the makeup effect. One interesting
attribute is ‘double-fold eyelids’. Usually we can observe whether a female is doublefold eyelids or not when there is no makeup around the eyes. But with makeup, it may
bring some difficulty to determine if the woman has double-fold eyelids or not, especially
using faked eyelashes for makeup. As a result, we categorized the ‘double-fold eyelids’ as
non-makeup preferred attribute.
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Dual-attributes Classification Interpretation

Our dual-attributes-based analysis makes it easier to understand and interpret the computational approaches in terms of the effect of facial cosmetics on facial image analysis.
This is a nice property using the attributes, and is different from previous approaches,
either purely based on human perception [41, 42] or based on low-level features [43].
On the other hand, we can see that the accuracies of many attribute classifiers are decreased, some may be decreased by more than 30%. This phenomenon also indicates the
necessity of developing face recognition robust to makeup changes.
We study dual attributes and also correlation projection based methods to deal with
makeup changes on face verification. All the experiments are using the same training and
testing data.

5.3.3

Face Verification across Makeup

For face verification, we have about 100 pairs of positive faces for testing, while 400
pairs for training in each round. To have some negative pairs in testing, we randomly
selected one face image from each of the remaining individuals in the test set. The
random selection keeps the makeup and non-makeup group information, i.e., if the face is
non-makeup under consideration, the randomly selected negative face will come from the
makeup group. So our face matching is always between a pair of makeup and non-makeup
faces, no matter whether they are positive or negative pairs. The random pairing process
was repeated for each individual. As a result, we have about 100 negative pairs of face
images. In total, we have 200 pairs of faces for testing each time. This process is repeated
five times to compute the average in our five-fold cross validation scheme.
All faces are aligned based on the eye coordinates. The eyes can be detected by some
existing methods, e.g., [99]. 12 patches the same as used in Chapter 5 for dual attributes
study are selected based on the relative locations. Then various features will be extracted
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from the designated local patches in each face image. To show the importance of extracting features from local patches rather than the whole face, we compare the recognition
accuracies in the two cases with a variety of features. The cosine distance (angular)
measure is used for feature matching.

5.3.3.1

Experimental Setting

We randomly divide the individuals into training and testing sets for attribute classification. Each pair of faces for an individual are either in the training or testing set. There
are about 4/5 individuals or face pairs are in the training set, and the remaining 1/5
are used for testing the attribute classification. The testing set is also used for the face
verification experiments. For each attribute, two SVM classifiers are trained, using two
groups of faces, makeup and non-makeup, separately.

5.3.3.2

Whole Face or Local Patches?

First, we want to verify which is better for face verification: whole face or local patches?
Using the same training and test image sets, we measure the face verification accuracies
based on different methods, such as the PCA, HOG, LBP for feature extraction in the
whole face images and local patches, respectively. We also used the PLS methods on
raw images and local patches to compare the accuracies. The results are shown in Table
5.4. Both the recognition accuracy and the area under the ROC (receiver operating
curve), denoted by AUC, are computed. Note that the accuracy and AUC are two
different measures, which can be used to represent the authentication results from two
aspects. For accuracy computation, the threshold value is learned and adjusted in the
tuning set, which is part of the training set (about 20% of the training data). The ROC
curve characterizes the performance by computing the true positive rate (TPR) and false
positive rate (FPR) using many different threshold values.
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Table 5.4: Face verification with different methods: PCA, HOG, and LBP, for direct
face matching; or PLS for correlation-based matching, using the whole face or local
patches, respectively.

PCA
HOG
LBP
PLS

Whole face
Patch based
Accuracy AUC Accuracy AUC
64.0%
0.68
72.5%
0.75
65.0%
0.66
71.5%
0.74
67.5%
0.68
69.5%
0.72
64.5%
0.65
71.5%
0.71

Table 5.5: The improvement of face verification accuracies when the PLS method is
used on various features: PCA, HOG, and LBP, respectively. The use of PLS correlation
can improve the accuracies significantly for various features.

PCA
HOG
LBP

Accuracy without PLS
72.5%
71.5%
69.5%

Accuracy with PLS
81.5%
80.0%
76.0%

From Table 5.4, we can observe several things: (1) the local patch based approaches are
usually better than the whole face images, especially for the PCA, HOG, LBP, and the
PLS methods. For example, the accuracy for PCA is 64.0% when the whole face image
is used, while it increases to 72.5% when the local patches are used. This result tells us
that using local patches can reduce the influence of facial makeup on face recognition to
some extent. Usually the local patches are used to deal with head pose variation, but
we show that local patches are also important to cope with facial makeup changes in
face recognition; (2) the correlation methods, such as the PLS, cannot work well on raw
images (whole images). For example, the PLS has an accuracy of 64.5% when the global
raw images are used, which is lower than the PCA, HOG, and LBP. The three correlation
methods have similar accuracies when the whole images are used; (3) using local patches
rather than the whole face image, can improve the recognition accuracies for PLS;
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Table 5.6: Face verification accuracies of the PLS method on various features: PCA,
HOG, and LBP, respectively, based on the automated facial makeup detection result.

PCA+PLS
HOG+PLS
LBP+PLS

5.3.3.3

Face Verification Accuracy
with Makeup Detection
80.5%
80.0%
72.0%

Combining with Makeup Detection

In our face verification experiments in Section 5.3.3, we assume that the makeup or
non-makeup information is known for each face image for PLS method. Based on our
makeup detection experiments presented in Chapter 4, we can use the computer recognized makeup or non-makeup information for correlation mapping. If a face is classified
as a non-makeup face, it will use the projection matrix corresponding to non-makeup set.
Otherwise, the projection matrix for makeup set is used.
Based on the 96.0% accuracy of makeup detection, the face verification accuracies are
shown in Table 5.6. The correlation with PLS is applied to different features in local
patches, including the PCA, HOG, and LBP features. By comparing Tables 5.6 and 5.5,
we found that the face verification accuracies do not drop significantly for the PCA and
HOG features, but it does change from 76.0% to 72.0% for the LBP feature. This also
indicates that the makeup changes the facial texture which reduces the LBP performance.
In contrast, even with the automated makeup detection, our system can still get a good
performance, e.g., an 80.5% accuracy using the “PCA+PLS” method, and an 80.0%
accuracy based on the “HOG+PLS” method.
As a result, we have shown that our makeup detection approach is effective, and the
accuracy of face verification with cosmetic changes can be as high as 80.5%, when proper
methods are developed.
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PLS vs. Dual-attributes

In Section 5.2.4, we propose to use dual-attributes for face verification with makeup
changes. In this part, we want to show the comparison between PLS and dual-attributes.
We use ground truth dual-attributes as facial features as introduced in Section 5.2.4. The
face verification is 79.5%. This experiment proves the feasibility to use dual-attributes as
facial features for face verification to reduce the influence of makeup changes.
In Chapter 5, we study dual-attributes classifiers for each dual-attribute. When we use the
predicted dual-attributes information as facial features, the accuracy of face verification
is 72%, much lower than using ground truth information. More accuracy dual-attributes
classifiers are needed to bring dual-attributes based face verification in real applications.
Besides accuracy, we also record the running time. The same computer as illustrated in
Section 3.4.1.2 is used here. The running time includes time of all the training and test
steps. The running time of PLS based method is 21.16 seconds, while dual-attributes
based method needs 4488.96 seconds (including time of all the training processes for
dual-attributes classifiers ).
PLS based face verification gives 81.5% face verification accuracy with ground truth
makeup information. When using automatic predicted makeup information, the accuracy
is 80.5%, much higher than dual-attribute approach. Besides, PLS method costs much
less time than dual-attributes approach. So PLS based method is more suitable for real
applications.

5.4

Summary

In this Chapter, we develop a dual-attributes based method to explore makeup effects
on facial attributes. It provides an easy way to understand and interpret the influences
of facial cosmetics on facial identities in a semantic level, which is difficult for previous
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approaches that are purely based on low-level features. Our study shows that makeup
can influence most of facial attributes largely.
To deal with the face recognition with makeup changes, we use PLS method to perform
correlation mapping to match makeup and non-makeup faces. Besides, dual-attributes
based face recognition method is also proposed to eliminate makeup influence. Finally,
we present a complete system that can perform automated face verification utilizing the
makeup detection result. A high accuracy of about 80.0% can be obtained for automated
face authentication in conjunction with a makeup detection scheme.

Chapter 6
Future Work and Summary
This dissertation deals with facial image analysis for BMI prediction, facial makeup detection, and robust face recognition with makeup and adult BMI changes. The objective
to study those relatively new or original topics is to extend the capability of facial image
analysis to extract more information from face images. In this Chapter, we discuss future
extensions of our work, our contributions and also a summary.

6.1

Future Work

In this thesis, we study some relatively new topics in facial image analysis. In the following, we give some concerns about future work related to our topics.
Our BMI prediction work is the first work to automatically decode BMI information from
face images. The insufficiency of our study is that the accuracy of BMI prediction declines
when predicting underweight or obese people. The reason is probably due to the lack of
enough underweight and obese samples in our database. To apply BMI prediction for
real application, it is important to develop BMI prediction robust to all BMI categories.

87

Chapter 5. Future Work and Summary

88

Dual-attribute is an interesting concept and has been proved effective in decreasing the
influence of makeup on face verification. It is also interesting to discover its effect to deal
with adult BMI variations. Further, how to develop dual-attributes classifiers with high
accuracy is also an important task to develop a robust face recognition system.
Correlation mapping method and dual-attribute based method are used to decrease the
influence of makeup and BMI changes on face recognition. Other methods can also be
investigated to make the face recognition system more robust to deal with makeup and
BMI changes.
Currently, only adults are concerned in face recognition with BMI changes. Body weight
changes can be significant during human growing. In addition to normal weight changes
along with aging, the overweight and obesity is quite common for adolescents as well.
It is also interesting to develop face recognition systems robust to weight changes for
adolescents.
There are also other topics can be studied related to current study. e.g., BMI is related to
attractiveness and makeup is also used to improve attractiveness. It would be interesting
to study the influence of BMI and makeup changes on facial attractiveness.

6.2

Contributions

Overall, this dissertation has contributions as follows,
-construction of automated decoders to interpret BMI, makeup information from face
images. Particularly, to the best of our knowledge, it is the first attempt to predict BMI
from face images in computer vision.
-exploration of the influence of makeup and BMI variations on face recognition. Dualattributes are proposed for giving a semantic explanation of the influence of makeup on
facial appearance. Besides, experimental results show that only large BMI variations can
influence face recognition obviously.

Chapter 5. Future Work and Summary

89

-development of robust face recognition for both makeup and BMI changes separately.
Correlation mapping based and dual attributes based approaches are explored to deal with
makeup changes, while PLS method is utilized to eliminate influence of BMI changes on
face recognition.

6.3

Closing Summary

In this dissertation, we study some newly emerged topics to extend the capability of facial
image analysis, including developing facial signal decoders for BMI, makeup information,
as well as robust face recognition with facial makeup and adult BMI changes.
At first, we explore BMI prediction from faces. Seven facial ratio and geometry features
are extracted to capture BMI cues on the face. After validating correlations between facial
features and BMI automatically on a large database, three classic regression methods, i.e.
least square estimation, Gaussian processes for regression, support vector regression are
utilized to predict the BMI, separately. Experimental results show the feasibility to
predict BMI from faces.
Secondly, we conduct facial makeup detection. Four makeup cues, including skin color
tone, skin smoothness, texture, and highlight are considered. Makeup detection is considered as a binary classification problem. A discriminative mapping method and patch selection scheme are employed to improve the performance of makeup detection. A makeup
detection has been obtained with accuracy as high as 96% which provides us the confidence to use the proposed makeup detection method for real applications.
Thirdly, we study the effect of dual-attributes from faces with and without makeup, separately, to reflect facial appearance changes caused by makeup. Dual-attributes classifiers
are developed for each dual-attributes. ACA is operated to divided dual-attributes into
four categories: small change, makeup preferred, non-makeup preferred, and big change.
We also develop a face recognition system robust to facial makeup changes. We propose
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two solutions. One is to use dual-attributes as facial features to match faces with and
without makeup. The other is to perform correlation mapping between makeup and nonmakeup faces on features extracted from local patches. What’s more, a complete system
is developed for face verification utilizing the makeup detection result. Experimental results show the effect of both dual-attributes and PLS methods on face recognition with
makeup changes. PLS based face recognition is feasible for real applications.
Fourthly, we develop a robust face recognition system with adult BMI changes. At first,
we study the influence of adult BMI changes on face recognition. The effect to match
faces with both small and large BMI changes are evaluated in adult group. PLS method
is utilized to improve face recognition with large adult BMI changes. Experimental results demonstrate the feasibility to address the influence of adult BMI variations on face
recognition.
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