We study the complexity of Boolean constraint satisfaction problems (CSPs) when the assignment must have Hamming weight in some congruence class modulo M, for various choices of the modulus M. Due to the known classification of tractable Boolean CSPs, this mainly reduces to the study of three cases: 2-SAT, HORN-SAT, and LIN-2 (linear equations mod 2). We classify the moduli M for which these respective problems are polynomial time solvable, and when they are not (assuming the ETH). Our study reveals that this modular constraint lends a surprising richness to these classic, well-studied problems, with interesting broader connections to complexity theory and coding theory. The HORN-SAT case is connected to the covering complexity of polynomials representing the NAND function mod M. The LIN-2 case is tied to the sparsity of polynomials representing the OR function mod M, which in turn has connections to modular weight distribution properties of linear codes and locally decodable codes. In both cases, the analysis of our algorithm as well as the hardness reduction rely on these polynomial representations, highlighting an interesting algebraic common ground between hard cases for our algorithms and the gadgets which show hardness. These new complexity measures of polynomial representations merit further study.
INTRODUCTION
We study how the complexity of tractable cases of Boolean constraint satisfaction problems, namely 2-SAT, HORN-SAT and LIN-2 (linear equations over F 2 ), is affected when we seek a solution that obeys a global modular constraint, such as Hamming weight being divisible by some modulus M. As our work reveals, this seemingly simple twist lends a remarkable amount of richness to these classic problems, raising new questions concerning polynomial representations of simple Boolean functions that form the common meeting ground of both algorithmic and hardness results.
The inspiration for our study comes from a beautiful recent work on minimizing a submodular function in the presence of a global modular constraint [25] . This framework captures questions such as: Given a graph G, find the minimum cut one of whose sides has size divisible by 6. The complexity of this basic question remains open. Surprisingly, the same combinatorial set system that governed the complexity of the algorithms in [25] arises in our study of HORN-SAT with a modular constraint. We connect such set systems to polynomial representations of the NAND function, thereby shedding light on submodular minimization with a global constraint involving a composite modulus, a case not handled by [25] . We describe this connection, as well as the relation to integer programs of bounded modularity that partly motivated [25] in Section 1.3.4.
CSPs and Modular CSPs
We now describe some of our other, intrinsic motivations to study the modular variant of constraint satisfaction problems (CSPs). CSPs have a storied place in computational complexity, spurring several of its most influential developments including NP-completeness, Schaefer's dichotomy theorem [27] , the PCP theorem and Khot's Unique Games conjecture (which together have led to the very rich field of inapproximability), and the algebraic program for studying CSPs inspired by the Feder-Vardi [16] and crystallized by Bulatov, Jeavons and Krokhin [5] , which recently culminated in the resolution of the CSP dichotomy conjecture [7, 31] .
One reason that CSPs receive so much attention is that the local nature of their constraints offers just the right amount of structure to aid the development of novel algorithmic and hardness techniques, which then often extend to more general settings. For instance, semidefinite programming which was first used in approximating the Max-Cut CSP, has been one of the most influential algorithmic tools in approximating a whole variety of problems. On the hardness side, the PCP theorem, which is a statement about hardness of approximating Max-CSP, in combination with clever gadgets has led to inapproximability results for covering, packing, cut, routing, and other classes of problems. Further, for the problem of satisfiability of CSPs, we have a precise understanding of the interplay between mathematical structure and tractability: efficient algorithms exist iff the problem admits non-trivial "polymorphisms" which are operations under which the solution space is closed.
One enhancement to the CSP framework would be to impose some global constraint on the solution. For example, one could impose a global cardinality constraint, such as an equal number of 0's and 1's in the solution, or more generally a specified frequency for each value in the domain. This global condition is quite strict, often making many tractable CSPs NP-complete once these constraints are added. In fact, in the Boolean case the "hardest" problem that can be solved in polynomial time is (weighted)graph 2-coloring (by doing a simple dynamic program on the connected components) [12] .
In the case of approximating a 2-SAT instance with a balanced cardinality constraint (an equal number of 0s and 1s), it is NP-hard to solve [20] . In fact, the authors show that it is NP-hard to find an assignment satisfying a (1 − ε 0 ) fraction of clauses for some absolute constant ε 0 > 0. Further, this inapproximability holds for 2-SAT instances with Horn clauses, and thus also implies hardness of HORN-SAT with a balanced cardinality constraint.
This strictness of the constraints allowed for a full dichotomy (for any sized domain) to be proved long before the Feder-Vardi dichotomy was resolved, as most problems become NP-hard [8] . Bulatov and Marx showed that the only tractable problems are those that are "non-crossing decomposable. " Although the formal definition is a bit technical, informally such problems need to both be "convex" in that they are tractable in the second round of the Sherali-Adams hierarchy as well as "linear" in that they are solvable using a variant of Gaussian elimination (c.f., [3] ). As those two types of algorithms typically solve quite different problems (think 2-SAT versus 3-XOR), the family of tractable cardinality CSPs is far less diverse than for "ordinary" CSPs.
The main focus of this work is to investigate CSPs with a much less strict global constraint, which we refer to as a modular (or congruency) constraint. We will restrict ourselves to the Boolean case in this work, and impose the requirement that the number of Table 1 : For each entry, guess whether the corresponding problem is solvable in polynomial time.
1's in the solution be congruent to ℓ modulo M, for some integers ℓ, M. 1 We refer to this class of problems as (Boolean) Mod-CSPs.
Informally, it is easy to see that any such Mod-CSP is at least as hard as the corresponding local CSP, as we can take a local CSP instance and add M dummy variables not part of any clauses, so that the modular constraint is now trivially satisfiable. Conversely, these Mod-CSPs are at least as easy (up to polynomial factors) as the corresponding cardinality problem, because we can brute force the cardinality of 1s by trying all c 1 = ℓ mod M.
By Schaefer's Boolean CSP dichotomy theorem [27] , there are only three essentially different non-trivial tractable cases of Boolean CSP: 2-SAT, HORN-SAT, and LIN-2. We thus study each of these problems when we seek a solution of Hamming weight in some congruence class modulo M, for a fixed M. (When M can grow with the input, these problems become NP-hard as one can encode a global cardinality constraint [12] .) Our goal is to classify the cases which are polynomial time solvable, as a function of M. In order to better appreciate the difficulty of this endeavor, we encourage the reader to not peek ahead and write down a guess for each of the cases listed in Table 1 . (Note that 2-SAT-MOD M refers to 2-SAT with the global constraint modulo M, etc.)
Our work hinges on several connections which makes our investigation interesting beyond the specific application to modular CSPs. The complexity of the problems (except 2-SAT-MOD M ) are tied to the parameters of certain polynomial representations -lower bounds on such representations yields our algorithmic guarantees, and at the same the existence of efficient representations implies hardness results. Thus the work illustrates an interesting duality between algorithms and hardness as originating from the same object. The relevant complexity measures for polynomial representations are novel and deserve further study. As the particular choice of complexity measure for each problem seems closely linked to the underlying polymorphisms of the CSP, we hope that initiating such a study could help bring together computational complexity theorists and specialists in the algebraic theory of CSPs.
The result for linear equations has interesting connections to coding theory, namely the extremal dimension of binary linear codes whose codewords have modular restrictions on their weights (which relates to concepts like doubly even codes that have been studied in coding theory), as well as to locally decodable codes, via relationship between polynomial representations and matching vector families and the Polynomial Freiman-Ruzsa (PFR) conjecture in additive combinatorics. Algorithm Hardness Algorithm Hardness
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Our Results
For 2-SAT-MOD M , HORN-SAT-MOD M , and LIN-2-MOD M , we resolve the complexity, namely whether it belongs to or is unlikely to be polynomial time solvable, for all moduli. 2 We will denote by 2-SAT-MOD M (n) an instance of 2-SAT with n variables and a global constraint modulo M, HORN-SAT-MOD M (n) and LIN-2-MOD M (n) are similarly defined. Theorem 1.1 (Informal statement of main results). Suppose we have a single global modular constraint with a fixed modulus M.
(1) 2-SAT-MOD M (n) is polytime solvable for all moduli M.
(2) HORN-SAT-MOD M (n) is polytime solvable when the modulus M equals a prime power, and assuming ETH, cannot be solved in n o((log n/log log n) r −1 ) time when M has r distinct prime factors. For the one uncovered case of LIN-2-MOD M (n), when M = 2 ℓ p s for an odd prime p and ℓ > 2, we give a quasi-polynomial time algorithm with runtime exp(O M ((log n) 2 ℓ−1 −1 )). We are not sure if there should be a polynomial time algorithm also in this case. Table 2 summarizes our results. We will assume M ⩽ cn for some sufficiently small constant c > 0. All the hardness results are assuming ETH. For simplicity, the results for LIN-2-MOD M are only stated for odd M and the running times are for randomized algorithms, the algorithm for general M is assuming PFR conjecture. Extensions to Multiple Modular Constraints. We also consider natural extensions of the three problems, where we allow a small number of mod M constraints or the more general version where we allow ℓ constraints with different moduli M 1 , M 2 , . . . , M ℓ . Our algorithm our 2-SAT-MOD M is presented in this more general model.
For HORN-SAT and LIN-2, we show that these general versions can be reduced to the basic version with a single mod M constraint, without increasing the size of the instance too much. For example we can reduce an instance of HORN-SAT over n variables with ℓ constraints modulo M to an instance of HORN-SAT-MOD M over n O M (ℓ) variables. Note that once ℓ becomes linear in n, these problems are NP-hard, so an exponential dependence in ℓ is necessary. A similar statement also holds for LIN-2 with multiple modular constraints. Completing a Classification of Boolean Mod-CSPs. Although HORN-SAT, LIN-2, and 2-SAT are the most important CSPs that need to be analyzed, some additional care is needed to extend these classifications to all Boolean CSPs. This work is done in Appendix A of the full version, where we classify the computational complexity of all Boolean Mod-CSPs. The main observation is to use a classification by Post [26] of the polymorphisms of Boolean CSPs. Using this classification, we can show that when M is a prime power, the Mod-CSP problem is always either in RP or is NP-complete. On the other hand, when M is divisible by distinct primes, the classification becomes a bit more difficult. The main difficulty is that we have an upper bound for 2-SAT-MOD M , but lower bounds on HORN-SAT-MOD M and LIN-2-MOD M (when M is divisible by distinct odd primes). Because of the confluence of lower and upper bounds, there are some additional tractable cases that show up, which are similar in structure to 2-SAT. See Section A.4 of the full version for more details.
Our Techniques and Connections
We now give brief overviews of our approach to establish Theorem 1.1. We discuss each of the three constraint types in turn.
1.3.1 2-SAT-MOD M and Recursive Methods. For 2-SAT-MOD M , our algorithm is recursive. The one key idea is that we work with a more general form of modular constraint to make the recursion work, one that allows the Hamming weight to belong to a subset S of congruence classes (rather than a single value). Standard methods, with some care to update the modular constraint, allow us to reduce to the case when the "implication graph" on the literals of the 2-SAT instance is a DAG. We then select a literal y with no outgoing edge, and first set it to 1 (which doesn't impact any other literal), and solve the 2-SAT instance on the remaining variables with an updated modular constraint (that takes into account the setting of y). If this succeeds, we can output this assignment and be done.
Otherwise we set y = 0, which forces all literals which have a path to y in the DAG also to 0. We can update the modular constraint accordingly, but note that in the end we are allowed to flip y to 1 and the 2-SAT instance will still be satisfied. While there is no need to do this for normal 2-SAT, this flip might allow us to satisfy the modular constraint. As a result, we allow the set S of congruence classes in the recursive call to also include this possibility. This is the reason why we need to work with the more general form of modular constraint. To implement this idea to run in polynomial time is a bit subtle, as naively we could reduce an instance with n variables to two instances with n − O(1) variables leading to exponential runtime. To avoid this pitfall, we track the size of the allowed moduli S, and argue that if it doesn't increase in the second recursive call (one where we set y = 0), we can truncate that call and return no solution for that branch. This is justified because any valid solution with y = 0 remains valid when y = 1, and the former is already ruled out in the first call. The increase in |S | in one of the recursive calls implies a polynomially bounded solution to the recurrence for the runtime, with exponent at most M − 1.
For HORN-SAT-MOD M , i.e., HORN-SAT with a single global linear constraint modulo M, our algorithm and analysis is very different from the 2-SAT case. An important property of the HORN-SAT instance is that the set of solutions in intersectionclosed. Given an instance Ψ of HORN-SAT and a subset S of its variables, one can efficiently find the minimal solution among all solutions of Ψ which set the variables of S to 1, this is called the FindMinimal(Ψ, S) routine. Now we run FindMinimal(Ψ, S) on all subsets S up to a give size R and check if any of the outputs satisfy the modular constraint. If none of them satisfy the modular constraint, we claim that Ψ has no solution which satisfies the modular constraint. The running time of this R-round algorithm is n R+O (1) . If the R-round algorithm for HORN-SAT-MOD M fails, then we show that it is because of a special kind of obstruction. To describe these obstructions, we will need a few definitions.
where 1 is the all ones vector. Definition 1.3 (Covering number). The covering number of a multilinear polynomial p(x), denoted by cov(p), is the minimum number of monomials of p one can choose such that every variable that appears in p appears in one of them.
Note that the covering number is the minimum set cover of the family of subsets of variables given by the monomials. An obstruction for the R-round algorithm to solve HORN-SAT-MOD M (n) correctly is a polynomial p which represents NAND mod M with at most n + 1 monomials and cov(p) > R. Therefore we have the following proposition. Proposition 1.4. If every polynomial p which represents NAND mod M over {0, 1} basis with n+1 monomials has cov(p) ⩽ R(n), then there exists an n R+O (1) -time algorithm for HORN-SAT-MOD M (n).
When M is a Prime Power. In this case, we can show that any polynomial which represents NAND mod M should have covering number at most M − 1. Note that this bound is independent of the number of monomials in the polynomial. This implies that our algorithm with R = M − 1 rounds solves HORN-SAT-MOD M (n) correctly. When M has r ⩾ 2 Distinct Prime Factors. In this case, it turns out that there are obstructions for any constant round algorithm. More precisely, there are polynomials which represent NAND modulo M with n monomials, but their covering number is at least Ω (log n/log log n) r −1 . Such polynomials can be obtained from polynomials of degree O(d 1/r ) which represent NAND d mod M constructed by Barrington, Beigel and Rudich [2] . This implies that the R-round algorithm will not work for the choice of R = o (log n/log log n) r −1 . This by itself does not show hardness of HORN-SAT-MOD M , it just shows that our algorithm doesn't work with constant rounds. But it turns out that we can use low-degree polynomial representations of NAND mod M directly as a gadget to reduce 3-SAT to HORN-SAT-MOD M without blowing up the size too much. More precisely, we show the following hardness result.
Using that ∆ = O(d 1/r ) from [2] , we get an ETH-hardness of exp (Ω M ((log n/log log n) r )) time for HORN-SAT-MOD M (n). Better upper bounds on ∆ lead to better hardness results. The best known lower bound on ∆ is Ω M (log d) 1/(r −1) due to Barrington and Tardos [28] . If there is a polynomial whose degree matches this lower bound, then assuming ETH, we can get an even better exp exp (log n) 1−1/r hardness for HORN-SAT-MOD M (n).
What about sub-exponential time algorithms? We conjecture that the covering number of any polynomial which represents NAND mod M with n monomials should be n o M (1) for any fixed M. If true, this would imply an exp(n o M (1) )-time algorithm for HORN-SAT-MOD M (n). We give evidence towards our conjecture by showing that the fractional covering number (which is an LP relaxation of covering number) of any such polynomial is indeed n o M (1) . To analyze how many samples T to check so that the algorithm is correct with high probability, we need to prove that for any d-dimensional affine subspace of F n 2 , there are either 0 points in this space satisfying the modular constraint or there are at least 2 d /f (n, M) such points. Then T = O(f (n, M)) samples would suffice. By a simple reduction, it suffices to bound the maximal dimension D(n, M) such that a D-dimensional affine subspace of F n 2 has exactly one element whose Hamming weight is a mod M for some a. Quantitatively, we show that f (n, M) ⩽ O(2 D(n,m) ). In other words, the obstructions for our algorithm are large affine subspaces which have exactly one point which satisfies a linear constraint modulo M. When M is a power of 2, we prove that D(n, M) ⩽ M −1. For M = 2 ℓ M ′ for some odd M ′ ⩾ 3, we can get upper bounds on D(n, M) from upper bounds on D(n, M ′ ). So we can only focus on odd M. The obstructions for odd M can be represented using polynomials like we did in the HORN-SAT-MOD M case.
LIN-2-MOD
where 1 is the all ones vector.
The existence of a d-dimensional affine subspace of F n 2 with exactly one point satisfying the mod M constraint is equivalent to an (n + 1)-sparse polynomial representation of OR d mod M over {−1, 1} d . Thus, lower bounds on the sparsity of representations of OR mod M in the {−1, 1} basis imply upper bounds on D(n, M) and the runtime of our randomized algorithm. More precisely, we have the following proposition. Using that ∆ = O(d 1/r ) from [2] , we get an ETH-hardness of exp (Ω M ((log n/log log n) r )) time for LIN-2-MOD M (n). Better upper bounds on ∆ lead to better hardness results. The best known lower bound on ∆ is Ω M (log d) 1/(r −1) due to Barrington and Tardos [28] . If there is a polynomial whose degree matches this lower bound, then assuming ETH, we can get exp exp (log n) 1−1/rtime hardness for LIN-2-MOD M (n).
What about subexponential time algorithms? Unfortunately, we do not know any unconditional superlinear (i.e. ω(d)) lower bounds on the sparsity of polynomials which represent OR d mod M over {−1, 1} d . Such a lower bound would imply 2 o(n) -time algorithms for LIN-2-MOD M (n) for any constant M. But using the connection to MVFs, and an upper bound on the size of MVFS due to [4] assuming Polynomial Freiman-Ruzsa (PFR) conjecture from additive combinatorics, we can conclude that the sparsity of a polynomial representing OR d mod M over {−1, 1} d is at least Ω M (d log d) under the same conjecture. This implies an exp(O M (n/log n))-time algorithm for LIN-2-MOD M (n) assuming the PFR conjecture.
Connections to Submodular Minimization and Integer Programming.
A classic result in combinatorial optimization is that integer linear programs which have a totally unimodular constraint matrix, i.e., every square submatrix has determinant in {−1, 0, 1}, can be solved in polynomial time. This is because the vertices of the feasible polytope of such a constraint matrix are integral. Recently this result has been extended to totally bimodular constraint matrices, where every square submatrix has determinant in {−2, −1, 0, 1, 2} [1] . Such results have inspired a conjecture that any integer program for which every square submatrix has determinant bounded in absolute value by M, can be solved in n O M (1) time.
A recent paper by Nägele, Sudakov and Zenklusen [25] tries to lay the groundwork for proving this conjecture by considering a special case. This special case is finding the minimum cut in a directed graph such that the number of vertices on one side of the cut satisfies a modular condition modulo M. As cut functions of directed graphs are submodular, they generalized this question to the following algorithmic problem, denoted by SUBMOD-MIN-MOD M (n): Given a, M, minimize a submodular function f : {0, 1} n → Z (given oracle access) over all x such that n i=1 x i = a mod M. 6 Our algorithm for HORN-SAT-MOD M is actually inspired by the algorithm from [25] for SUBMOD-MIN-MOD M (n). They show that the only obstructions to their R-round algorithm to work correctly are certain set families they called (M, R, d)-systems. They then showed that when M is a prime power, This answers an open question from their paper and explains why they couldn't extend their algorithm for any constant M. If true, our conjecture that the covering number of a polynomial which represents NAND mod M with n monomials is n o M (1) , implies an exp(n o M (1) ) time algorithm for SUBMOD-MIN-MOD M for any M. We also make a conjecture about the existence of certain submodular functions, which would allow us to prove superpolynomial ETH-hardness results for SUBMOD-MIN-MOD M when M has multiple prime factors. It would be interesting if our methods have any implications for hardness of solving integer linear programs with bounded-minor constraint matrices, our results suggest that something different can happen at M = 6.
Future Directions
Given that our work is the first to study the effect of global modular constraints on the tractability of CSPs, and our results unearth a rich picture rife with interesting connections to many central topics such as algebraic complexity measures of Boolean functions, coding theory, and combinatorial optimization, there are naturally many questions and directions for future work. We list a few below. we lack a lower bound of the form Ω(n f (M ) ), for some nontrivial function of f . Could it be that 2-SAT-MOD M is fixedparameter tractable? For instance, does there exist a 2 M n O (1) algorithm? We note that the dependence on M cannot be polynomial (unless P = NP), as setting M greater than n would solve 2-SAT with a global cardinality constraint, which is NP-complete.
• How do Mod-CSPs behave on a non-Boolean domain? Even for a domain of size three, the classification of ordinary CSPs is much more complex [6] . As such, in order for such a program to be carried out, one needs to better understand the interplay between the global modular constraints and the polymorphisms of these CSPs. In particular, how do notions like cores, bounded width, identities, etc., interplay with the modular constraints? See [3] for definitions of these terms. • What other interesting global constraints can we impose on CSPs like 2-SAT, HORN-SAT, LIN-2, while still keeping them tractable? What happens if we add a global constraint over a non-Abelian group i.e. a global constraint of the form n i=1 д x i i = д 0 for some д 0 , д 1 , . . . , д n ∈ G where G is a non-Abelian group.
Organization
In Section 2, we collect some basic facts about polynomials. We will present our algorithmic and hardness results for LIN-2-MOD M in Section 3. The results for HORN-SAT-MOD M and 2-SAT-MOD M and the implications of our results to general Boolean Mod-CSPs can be found in the full version.
PRELIMINARIES
We will collect some useful lemmas about polynomial representations of modular constraints. The reader may skip these and come back when needed. Lemma 2.1 (Lucas's theorem). Let p be a prime and let a, b be non-negative integers with base p expansions given by a = a 0 + a 1 p + a 2 p 2 + . . . and b
for n > 0 and m 0 = 1 for all m. Denote by s k (x) the k th elementary symmetric polynomial given by s k (x) = i 1 <i 2 < ···<i k x i 1 x i 2 . . . x i k . Lemma 2.2. Let p be some prime, ℓ ⩾ 1 and 0 ⩽ a ⩽ p ℓ − 1 be integers. Let a = a 0 + a 1 p + · · · + a ℓ−1 p ℓ be the base p expansion of a. Then for every x ∈ {0, 1} n ,
Proof. Let Ham(x) = b 0 + b 1 p + b 2 p 2 + . . . be the base p expansion of Ham(x). Ham(x) = a mod p ℓ iff a t = b t for all 0 ⩽ t ⩽ ℓ − 1. By Lemma 2.1,
Let p be some prime. For every ℓ ⩾ 1 and 0 ⩽ a ⩽ p ℓ − 1, there exists a degree p ℓ − 1 polynomial ϕ ℓ,a ∈ F p [x 1 , . . . , x n ] such that for every x ∈ {0, 1} n ,
Proof. Let a = a 0 +a 1 p + · · · +a ℓ−1 p ℓ−1 be the base p expansion of a. By Lemma 2.2 and Fermat's little theorem,
A LIN-2 instance is a system of linear equations modulo 2 in n variables x 1 , x 2 , . . . , x n ∈ {0, 1} i.e. each equation is of the form i a i x i = a 0 for some a 0 , a 1 , . . . , a n ∈ {0, 1}. Satisfiability of a LIN-2 instance can be solved in polynomial time by Gaussian elimination.
Definition 3.1. LIN-2-MOD M (n) is the following algorithmic problem: Given an instance of LIN-2 on n variables x 1 , x 2 , . . . , x n along with a modular constraint i a i x i = a 0 mod M, decide if there is a solution in x ∈ {0, 1} n .
In this section, we will present an algorithm for LIN-2-MOD M and analyze its running time.
Algorithm for LIN-2-MOD M
Wlog, we can assume that coefficients a 1 , . . . , a n = 1 in the modular constraint. This is because we can make a i copies of x i and add equality constraints among the copies. And equality is a LIN-2 constraint as a = b iff a ⊕ b = 0. Since we can assume that original coefficients a 1 , . . . , a n ∈ 0, 1, . . . , M − 1, this increases the number of variables by a factor of M. Consider the following algorithm for this problem which depends on the parameter R, the number of rounds. We can calculate a basis for the set of solutions of a LIN-2 instance in polynomial time, so we will start with such a basis. We will now prove that if we choose the number of rounds R appropriately depending on n, M, then Algorithm 3.1 solves LIN-2-MOD M (n) correctly. Since the running time of the algorithm is O(n R ), the smaller the R the better. Surprisingly, the value of R required depends crucially on the prime factor decomposition of M! Let us start with a simple proposition which shows that if Algorithm 3.1 fails, then there should be a special kind of obstruction. We will prove Proposition 3.5 in Section 3.2 by a connection to sparsity of polynomials which represent OR mod M over {−1, 1} basis.
So when M is a power of 2, we have a polynomial time algorithm for LIN-2-MOD M (n). And when M is a product of a power of 2 and an odd prime power, we have a quasipolynomial time algorithm. For general M, we have a slightly non-trivial running time of exp(O(n log log n/log n)), whereas the trivial algorithm which checks every solution takes exp(Ω(n)) time. By using randomization, we can considerably speed up the above algorithms. For this we make use the following proposition, which uses an amplification trick. It allows us to conclude that if there is one solution, then there should be many solutions. Proposition 3.6. Let V be an affine subspace of F n 2 and let N (V , a, M) = |{x ∈ V : Ham(x) = a mod M }| .
Then,
.
Proof. Let D = D(n, M) + 1. Wlog we can assume that the dimension of V is greater than D, otherwise the bound is trivially true. Since N (V , a, M) 0, we can find some x * ∈ V such that Ham(x * ) = a mod M. Let T ⊂ V \ {x * } be the set of all points in y ∈ V \ {x * } such that Ham(y) = a mod M. Pick a random affine subspace A inside V of dimension D passing through x * . By the definition of D(n, M), there exists an other point z ∈ A \ {x * } such that Ham(z) = a mod M. Therefore |T ∩ A| ⩾ 1. Therefore, Proof. By Proposition 3.6, if there exists a solution, then Algorithm 3.2 will find it with probability
Sparsity of Polynomials Representing
In this section, we will prove the upper bounds on D(n, M) stated in Proposition 3.5 by a reduction to understanding the sparsity of polynomials which represent OR mod M over {−1, 1} basis (this is presented in Proposition 3.10). For simplicity, we will assume throughout that M is odd. Upper bounds on D(n, M) when M is even can be obtained by a reduction to odd M (see the full version for details). 
To make the required reduction, we need the following proposition which relates the Hamming weights of points in a d-dimensional affine subspace to evaluations of a polynomial over {−1, 1} d . For a = (a 1 , . . . , a ℓ ) ∈ F ℓ 2 , let (−1) a denote the vector ((−1) a 1 , . . . , (−1) a ℓ ). Given a polynomial p with integer coefficients, define |p| as sum of the absolute value of its coefficients. Note that the number of monomials in p is always at most |p|. Proposition 3.9. Let b, u 1 , . . . , u d ∈ F n 2 . Then there exists a multilinear polynomial p(z 1 , . . . , z d ) with integer coefficients and |p| = n such that for every y ∈ F d 2 ,
Conversely, given any multilinear polynomial p(z 1 , . . . , z d ) with integer coefficients and |p| = n, there exists b, u 1 , . . . , u d ∈ F n 2 satisfying the above identity.
Proof. We will first start with b, u 1 , . . . , u d ∈ F n 2 and construct such a polynomial p. Let b = (b 1 , . . . , b n ) and u i = (u i1 , . . . , u in ). Define the map ϕ : {−1, 1} d → {−1, 1} n as:
Therefore for any y ∈ F d 2 , ϕ((−1) y ) = (−1) b+ d i =1 y i u i . Define p as: p(z) = n t =1 ϕ t (z). Note that p has integer coefficients and |p| = n. And finally,
To prove the converse, we just execute the steps of the above construction in reverse. Given a polynomial p(z 1 , . . . , z d ) with integer coefficients and |p| = n, let ϕ 1 (z), . . . , ϕ n (z) be (signed, possibly repeated) monomials in z be such that
Then by the same argument as above, the required identity is satisfied. □
The following proposition shows the connection between affine subspaces which are obstructions for Algorithm 3.1 and polynomials representing OR mod M over {−1, 1} basis. Let b, u 1 , . . . , u d ∈ F n 2 be such that U = b+span{u 1 , . . . , u d }. By Proposition 3.9, there exists a polynomial p(z 1 , . . . , z d ) with integer coefficients and at most n monomials such that for every y ∈ F d 2 , To prove the converse, suppose f (z) is a polynomial with n monomials which represents OR d mod M over {−1, 1} d . Wlog, we can assume that the coefficients of f are in {0, 1, . . . , M − 1}. Let n ′ = | f |, by our assumption about coefficients of f , n ′ ⩽ Mn. By the converse part in Proposition 3.9, there exists b, u 1 , . . . ,
Note that u 1 , . . . , u d must be linearly independent. If not, there exists a y 0 such that f ((−1) y ) = f (1) = 0 mod M which is a contradiction.
Therefore in the d-dimensional affine subspace given by
, there exists exactly one point x * ∈ V (given by x * = b)) such that Ham(x * ) = (n/2) mod M. Thus D(n ′ , M) ⩾ d. □
Because of the above proposition, if we prove sparsity lower bounds on polynomials which represent OR mod M then we get good upper bounds on the number of rounds that will be enough in Algorithm 3.1.
When
M is an Odd Prime Power. Now we will show that when M is an odd prime power, a polynomial which represents OR d mod M over {−1, 1} d should have exponential number of monomials. We will collect some facts that we need to prove this. Proposition 3.11. If p is an odd prime, any function f : {−1, 1} d → F p has a unique representation as a multilinear polynomial.
The following lemma explicitly gives the polynomial which calculates OR d mod p exactly. 
Then f (z) has 2 d monomials and explicitly given by,
The following proposition provides a sparsity lower bound when M is an odd prime power. Proof. Let M = p k for some odd prime p. Wlog, we can assume that the coefficients of f are in {0, 1, . . . , M − 1}. Let Ψ ′ f (z) be the vector of monomials of f evaluated at z, where each monomial appears with multiplicity equal to its coefficient in f , and let N be its length.
be the vector of the same length as Ψ ′ f (z) whose coordinates are given by
Therefore for z ∈ {−1, 1} d , Ham(Ψ f (z)) = N /2 mod p k iff z = 1. By Lemma 2.3, there exists a polynomial ϕ of degree p k −1 = M−1 such that
Therefore ϕ(Ψ f (z)) exactly represents OR d mod p over {−1, 1} d and therefore by Proposition 3.12, it has 2 d monomials. Since ϕ has degree M − 1, the number of monomials in ϕ(Ψ f (z)) is at most
Thus we have the following corollary which proves part (2) of Proposition 3.5. Proof. Suppose C is an affine subspace of F n 2 of dimension d > (M − 1) log 2 (n + 1) which contains exactly one point x 0 such that Ham(x 0 ) = a mod M. Then by Proposition 3.9, there exists a polynomial p(x 1 , . . . , x d ) with at most n + 1 monomials such that p(x) represents OR d mod M over {−1, 1} d . Therefore by Proposition 3.13, (n + 1) ⩾ 2 d /(M −1) which is a contradiction. □
We remark that the above bound is nearly tight. Let n = (M −1)2 d . The Hadamard code is a subspace of F 2 d 2 of dimension d such that every non-zero point in the subspace has weight 2 d −1 . Decompose F n 2 = F 2 d 2 where the copies of F 2 d 2 are supported on mutually disjoint sets of variables. Let V be the subspace of F n 2 which is the direct sum of Hadamard codes in each copy of F 2 d 2 . Then V has dimension (M − 1)d = (M − 1) log 2 (n/(M − 1)) and every non-zero
When M has Multiple Odd Prime Factors.
We will now focus on the case when M is odd and has multiple prime factors. Unfortunately, in this case we do not know any unconditional super linear lower bounds on the sparsity of polynomials representing OR d mod M over {−1, 1} d . But we can get a conditional super linear lower bound, assuming Polynomial Freiman-Ruzsa (PFR) conjecture which is a well-known conjecture in additive combinatorics. We achieve this by constructing matching vector families in (Z/MZ) starting from sparse representations of OR d mod M over {−1, 1} d . We will first define matching vector families. 
MVFs over Z/MZ of low rank and large size have found applications in many areas. They are used in the construction of constant query locally decodable codes [13, 15, 30] , Ramsey graphs [18, 19] , private information retrieval schemes [14] and secret sharing schemes [23] . In particular, this implies that lower bounds for constant query locally decodable codes give lower bounds on the rank of MVFs of a given size. For example, super polynomial lower bounds on the length of constant query locally decodable codes imply that the sparsity of a polynomial representing OR d mod M over {−1, 1} d should be ω(d). But only polynomial lower bounds on constant query locally decodable codes are known [21, 22] 7 . In fact, we do not even know any strong unconditional lower bounds on the rank of MVFs over Z/MZ i.e. results of the form N ⩽ exp(o M (r )). But assuming the PFR conjecture, the following bound is known. We will not state the PFR conjecture here, for the precise statement see [4] . Proof. Choose the largest m such that 3m ⩽3f (m) ⩽ n, such an m will satisfy f (m) log(m/f (m)) ≳ log(n). Suppose ϕ(x) = C 1 (x) ∧ C 2 (x) ∧ · · · ∧ C m (x) is some 3-SAT instance with m clauses and t ⩽ 3m variables where each C i (x) depends on at most 3 variables. We can assume that the variables x 1 , . . . , x t take {−1, 1} values and each C i (x) is a polynomial which takes these {−1, 1} values and outputs 1 if the i t h clause is satisfied and −1 if it is not. So ϕ is satisfiable iff there exists some x ∈ {−1, 1} t such that C 1 (x) = · · · = C m (x) = 1. Now let p(z 1 , . . . , z m ) be a polynomial of degree f (m) which represents OR m mod M. Then ϕ is satisfiable iff there exists some x ∈ {−1, 1} t such that the polynomial Ψ(x) = p(C 1 (x), . . . , C m (x)) = 0 mod M. The polynomial Ψ has degree at most 3f (m) and so it has at most t ⩽3f (m) ⩽ n monomials. Wlog we can assume that Ψ has coefficients in {1, 2, . . . , M − 1} because we only care about its values modulo M, let us denote these coefficients by a 1 , a 2 , . . . , a n . Emulating the proof of Proposition 3.9, there exists u 1 , . . . , u t ∈ F n 2 (which can be computed efficiently from Ψ) such that for every y ∈ F t 2 ,
Therefore Ψ(x) = 0 mod M for some x ∈ {−1, 1} t iff there exists some x ′ ∈ span{u 1 , . . . , u t } such that n j=1 a j (x ′ ) j = ( n j=1 a j )/2 mod M. We can write the condition x ′ ∈ span{u 1 , . . . , u t } as a system of linear equations over F 2 that x ′ should satisfy, explicitly, U ⊥ x ′ =0 where U ⊥ is the matrix whose rows form a basis for the orthogonal complement of span{u 1 , u 2 , . . . , u t }.
Thus we reduced an instance of 3-SAT with m clauses to an instance of LIN-2-MOD M (n). The reduction itself takes poly(n) time. By ETH, 3-SAT requires 2 Ω(m) time. This proves that we need 2 Ω(m) − poly(n) time to solve LIN-2-MOD M (n). □ Remark: Note that the gadgets we used in the hardness proof are low-degree polynomials which represent OR mod M over {−1, 1} basis. Whereas the obstructions to our algorithm are sparse polynomials which represent OR mod M over {−1, 1} basis. It is tempting to believe that the obstructions to the optimal algorithm should be the right gadgets that should be used in the hardness proof. Here is a different reduction. Start with a GAP-3LIN instance ϕ(x) = (E 1 (x), . . . , E m (x)) over t variables where it is promised that either 1 − ε fraction of equations are satisfiable or less than 1/2 + ε fraction are satisfiable. GAP-3LIN is NP-hard and there are near-linear time reductions from 3-SAT to GAP-3LIN [24] . Suppose p(z 1 , . . . , z m ) is a polynomial over {−1, 1} m such that it weakly represents this (partial) threshold function modulo M. That is the values of p(z) mod M when i z i ⩾ (1 − 2ε)m and when i z i ⩽ 2εm are disjoint, say S 1 and S 0 respectively. Then ϕ is (1 − ε)-satisfiable iff there exists some x ∈ {−1, 1} t such that Ψ(x) = p(E 1 (x), . . . , E m (x)) ∈ S 1 . But note that in the {−1, 1} basis, the sparsity of Ψ is the same as sparsity of p. Thus we get a good hardness reduction if there are sparse polynomials which weakly represent the (1 − ε, 1/2 + ε)-threshold partial function. Another interesting question is, can we use the non-existence of such sparse polynomials in creating a good algorithm for LIN-2-MOD M ? Proposition 3.20. For any odd integer M ⩾ 2, there exists a degree ⌈d/(M − 1)⌉ polynomial which represents OR d mod M over {−1, 1} d .
Proof. Partition the variables x 1 , x 2 , . . . , x d into M − 1 parts of size at most d ′ = ⌈d/(M − 1)⌉. We can compute the OR of each part exactly with a degree d ′ polynomial of the form 1 −
. Note that powers of 2 in the denominator can be inverted mod M to get a polynomial with integer coefficients. Adding these polynomials which compute OR on each part exactly, we get a polynomial which represents OR d mod M over {−1, 1} d . □
We have shown that LIN-2-MOD M (n) can be solved in randomized time n M +O (1) when M is an odd prime power. Combining Propositions 3.20 and 3.19 we have the following corollary, which shows that our this running time is nearly tight assuming ETH when M is an odd prime power. The following proposition by Barrington, Beigel and Rudich [2] , from the paper where they first introduced polynomial representations modulo composites, shows that there are non-trivial low degree polynomials representing OR mod M if M has multiple prime factors. 
