Traditional kinematic analysis of manipulators, built upon a deterministic articulated kinematic modeling often proves inadequate to capture uncertainties affecting the performance of the real robotic systems. While a probabilistic framework is necessary to characterize the system response variability, the random variable/vector based approaches are unable to effectively and efficiently characterize the system response uncertainties. Hence in this paper, we propose a random matrix formulation for the Jacobian matrix of a robotic system. It facilitates characterization of the uncertainty model using limited system information in addition to taking into account the structural inter-dependencies and kinematic complexity of the manipulator. The random Jacobian matrix is modeled such that it adopts a symmetric positive definite random perturbation matrix. The maximum entropy principle permits characterization of this perturbation matrix in the form of a Wishart distribution with specific parameters. Comparing to the random variable/vector based schemes, the benefits now include: incorporating the kinematic configuration and complexity in the probabilistic formulation, achieving the uncertainty model using limited system information (mean and dispersion parameter), and realizing a faster simulation process. A case study of a 6R serial manipulator (PUMA 560) is presented to highlight the critical aspects of the process. A Monte Carlo analysis is performed to capture the deviations of distal path from the desired trajectory and the statistical analysis on the realizations of the end effector position and orientation shows how the uncertainty propagates throughout the system. * Address all correspondence to this author.
INTRODUCTION
Motion planning of robotic manipulators entailing either direct or inverse kinematics has traditionally been examined in deterministic settings. However, there are several sources of the uncertainties that can substantially affect the overall performance of the robot. These variations arise from inherently uncertain environment, limited range and resolutions of sensors that are also subjected to disturbing noises (sensing uncertainties), failure in accurate actuation (control uncertainties), modeling inaccuracy (simplifications) and computational limitations [1] [2] [3] . Hence, a systematic approach to characterize the variations of the system response is required.
Many researchers have incorporated the uncertainty effects in the motion planning of the mobile robotic systems [4] [5] [6] [7] [8] [9] that generally deals with global localization of the robot subjected to several workspace and uncertainty constraints.
Jung and Ravani [10] considered the uncertainty in Jacobian matrix due to ignoring the actuator Jacobian (mapping from actuator space to joint space). They used neural network method for online compensation of the uncertainty in the Jacobian matrix. Cheah et al. [11] investigated the kinematic as well as dynamic uncertainties in tracking control of the robot end effector (EE). The uncertain kinematic and dynamic parameters of the system are updated based on an online updating law that results in convergence to the desired EE trajectory. Other works as [12] [13] [14] have also used the estimation of Jacobian matrix due to kinematic uncertainties.
Wang and Chirikjian [15] developed a nonparametric second order approximation of error propagation whose one of its main applications is in the robot kinematic analysis and motion planning in presence of uncertainties. The main part of the paper discusses efficient approximation of mean and covariance of two uncertain frame density functions convolution, while the mean and covariance of each random frame are known. The propagation of spatial uncertainties covariance using first order approximation method has also been studied in an earlier work by Su and Lee [16] .
The main objective of this paper is to develop a systematic way to characterize the propagation of uncertainties in a manipulator system. In this work, we focus on manipulator jointactuation uncertainties, which can be induced by joint flexibilities, joint clearances, imperfections, complex motor assemblies, etc. However, we assume that: (i) at each time step the joint space variables can be accurately observed by the sensors; and (ii), the structure of the manipulator is known and the exact EE position can be obtained corresponding to a given realization of random joint space configuration through forward kinematic relations. So, at each time step (t k ) the joint space variables are known (accurately observed by the sensors) and the configuration of the system at subsequent time step (t k+1 ) is uncertain (due to actuation uncertainties).
The novelty of our work arises from formulating the Jacobian matrix of the manipulator as a random matrix. The process noise acting on the uncertain system is modeled by randomness of the kinematic structure Jacobian matrix. This offers several significant advantages when compared to the random variable/vector based approaches. First, the proposed method incorporates the kinematic configuration (and complexity of the manipulator structure) within the probabilistic formulation that facilitates a better characterization of real system uncertainties. In contrast, in the random variable/vector based methods, probabilistic formulation of the system uncertainties does not depend on the structural configuration/complexity of the robot. Second, the random matrix formulation is based on maximum entropy method (developed in next sections) and uses the available system information. In the subsequent sections, we will show that the only information used to construct the probability model of the Jacobian matrix are its mean and a scalar value dispersion parameter that represents the level of uncertainty in the system. The mean can be determined by substituting the joint variables values into closed-form formulation of the Jacobian; while the scalar dispersion can be estimated from system knowledge or from experimental measurements. In addition, this method provides a faster simulation by eliminating the substitution of the realizations of the random joint variables into nonlinear functions. To the best of our knowledge, except the work we developed in [17] , this is the first time that random matrix theory is employed to model the kinematic Jacobian matrix of the uncertain manipulator systems.
The rest of this paper is organized as follows: In the next section, a basic background in manipulators forward and inverse kinematics is reviewed and numerical method to solve the inverse kinematic problem is presented. The probabilistic formulation of Jacobian matrix using random matrix theory is developed immediately afterwards. Next, PUMA 560 serial manipulator is specifically considered to implement the developed method. A three-dimensional path following task is assumed for the robot EE and the Monte Carlo numerical simulation is performed to obtain sufficient number of system response realizations that are statistically analyzed. Finally, the discussion is presented in the last section.
FORWARD AND INVERSE KINEMATICS
A routine problem in manipulators kinematic analysis is to express the end effector position and orientation as a function of joint space variables (forward kinematics) and vice versa (inverse kinematics). The forward kinematic relation may be stated as:
where x is the vector of position and orientation of the EE, q is vector of joint variables, t is time and g is a vector function that is, in general, nonlinear and maps from joint space to operational space. In forthcoming equations, capital letter is used for matrix notation and bold letters indicate the random vector or matrix. Given the trajectory of the end effector, the inverse of function g, if exists, can be used to obtain the joint variables as a function of time. However, in many cases g −1 does not exist or is not explicitly available and requires high level of algebraic and geometric intuitions. So, numerical methods, that are applicable to all kinematic structures, are exploited.
The numerical scheme used in this paper employs the differential kinematic relation described by Eq. (2).
where J is Jacobian matrix of the kinematic structure. From Eq. (2) one can write:q
that defines inverse differential kinematic (IDK) relation in whichẋ d (t) is desired EE velocity vector. Then, joint variable vector, q(t) can be implicitly expressed as:
Equation (4) can be numerically solved in a discrete time domain as follows (Euler integration):
where t k+1 = t k + ∆t. Substituting Eq. (3) in Eq. (5) gives:
Thus, given the end effector trajectory, x d (t), and the Jacobian of the manipulator, J(q(t)), the joint variables can be determined in discrete time points, t k 's. The Jacobian matrix in Eq. (6) can be considered as a random matrix at several time points (t k 's) in which the system is subjected to the uncertainties. The next section establishes a probabilistic formulation of the Jacobian matrix using random matrix theory.
RANDOM JACOBIAN MATRICES
Dealing with a random system, Eq. (6) can be written as follows:
In fact, as mentioned in preceding sections, the joint configuration of the system at the current time (q(t k )) is observed accurately by the sensors. However, due to the actuation uncertainties the Jacobian matrix is random (shown by bold letter) and consequently the joint space configuration at subsequent time (q(t k+1 )) is random.
Note that this enables a decoupling of uncertainties. The uncertainties arising from choice of numerical integration scheme and time step can be treated independently from the uncertainties introduced via the Jacobian. Now using forward kinematic relation defined by Eq. (1), the realization of the EE random position and orientation can be obtained by substituting the realization of the joint space variables at each time step. To utilize the developed method, one needs to first construct the probabilistic formulation of the random Jacobian matrix.
Maximum Entropy Method and Random Jacobian Matrix Formulation
Before modeling the random Jacobian matrix, we first refer to a method proposed by Soize [18, 19] to construct the random symmetric positive definite matrices of structural systems. The n × n random symmetric and positive definite matrix A, denoted as A ∈ S M + n is written as:
where L A is an upper triangular matrix corresponding to Cholesky decomposition of A, the mean of random matrix A, and G A is a random symmetric positive definite matrix (G A ∈ S M + n ) with identity mean. Now, although the Jacobian matrix is in general rectangular and can also be singular, but in several common cases the number of joint space variables is identical to the number of EE degrees of freedom, i.e. the Jacobian matrix is square. In addition, the task of the manipulator is commonly defined such that the manipulator does not reach the singularity regions. Then, the Jacobian matrix is non-singular during the operation time. So, let for simplicity assume the Jacobian matrix of kinematic structure is non-singular square matrix with dimensions n, J ∈ M n . In a similar fashion, we decompose the mean of Jacobian matrix as:
Equation (9) is LU decomposition of Jacobian mean matrix in which U J is and upper triangular matrix and L J is such that L J U J = J. Now, for random Jacobian matrix we can write:
where B ∈ S M + n . In fact, Eq. (10) states that the perturbation of the Jacobian matrix is symmetric and positive definite although the Jacobian matrix is not (in general). From Eq. (10) the expected value of random matrix B can be obtained as follow:
Equating the right hand side of Eq. (9) and Eq. (11) gives:
So, the available information and constraint on the density function of random matrix B are:
1.
2.
Equation (14) is called the normalization constraint of p B (B).
To find appropriate matrix variate distribution, an information-theoretic approach is employed.
In this approach, all information about the matrix as well as its physical constraints are first considered. Then, the density function is obtained using maximum entropy principle proposed by Jaynes [20] in which the entropy measure, initially introduced by Shanonn [21] for discrete random variables, is maximized subjected to the existing constraints. In fact, the probability density function derived through this method provides maximum uncertainty while satisfying the constraints. So, the more constraints the less variations in the density function.
Maximum entropy method [22] has been frequently utilized to obtain the density function of the random systems parameters. Soize [18, 19, 23] and Adhikari [24] used the maximum entropy method to derive the probability model of the structural system matrices (mass, damping and stiffness). In this paper, similar method is followed to find the matrix-variate density function of random matrix B.
Entropy measure for density function p B (B) is defined as:
Lagrangian multiplier method can be used to maximize S(p) subjected to the constraints in Eq. (13) and (14) . The Lagrangian functional is constructed as:
where λ 0 ∈ R and Λ 1 ∈ S M + n are Lagrange multipliers corresponding to the normalization and mean constraints, respectively. Using the variational and matrix calculus it can be shown that (see [24] ):
−r Γ n (r) etr{−rB −1 B} and r = 1 2 (n + 1) (17)
Definition 1: An n × n random symmetric positive definite matrix S is said to have a Wishart distribution with parameters n, p and Σ ∈ S M + n if its probability density function (pdf) is given by [25] :
Comparing Eq. (17) with Eq. (18) shows that B has a Wishart distribution with parameters n, p = n + 1 and Σ = B n + 1 . The distribution of B derived as above is maximally uncertain [24] as the minimum number of constraints are used to obtain the density function. Determining the final distribution may depend upon the number of added constraints. The example of such constraints that can be applied to the random matrix B is the existence of its inverse moments that implies the existence of the moment and pdf of the response. This constraint is written as:
where . F is Frobenius norm and ν is the order of inverse moment. It can be shown [18, 24] that in this case random matrix B turns out to have a Wishart density function with parameters n, p = θ + n + 1 and Σ = B θ + n + 1 where θ = 2ν. So, from the construction of random matrix B density function, only selection of θ remains. To this end, the normalized standard deviation of B is defined as [18, 24] :
2 F (20) After some algebra, θ can be derived from Eq. (20) as:
σ B , called dispersion parameter of random matrix B, is a measure of uncertainty that was initially introduced by Soize [18] . This value can be assumed from experience or experimental measurements.
Having the Wishart parameters, samples of random matrix B can be simply generated using MATLAB function wishrnd. Matlab automatically converts the p parameter to the nearest integer for non-integer values of θ obtained from Eq. (21) . Then, the samples of the random Jacobian matrix can be obtained by substituting the B samples in Eq. (10).
NUMERICAL STUDY: PUMA 560 INDUSTRIAL ROBOT
To implement the proposed method in the forgoing sections, a serial manipulator with 6 revolute joints, PUMA 560 robot, is considered. PUMA 560 is a wrist partitioned manipulator in which the last three revolute joints axes intersect at the wrist center. Obviously, these joints variables do not contribute in the position of EE but in the orientation of EE frame. Its waist, shoulder and elbow rotations along with rotations at the wrist resemble the motion of human arm. Figure 1 shows an industrial PUMA 560 and the joint space coordinate system assignments. The standard Denavit-Hartenberg parameters of PUMA 560 are summerized in Tab. 1. The forward and inverse kinematic equations of PUMA 560 as well as its Jacobian derivation can be found in the literature. The Jacobian matrix can be partitioned as [26] :
where J vL and J vU are block matrices that relate the linear EE velocities to the lower (q 1 , q 2 and q 3 ) and upper (q 4 , q 5 and q 6 ) three joint variables, respectively. Similarly the angular velocities are related to three lower and upper joint variables through blocks J ωL and J ωU , respectively. In a deterministic system, because the wrist rotations (upper three joint variables) do not contribute in EE position then J vU = 0. However, in random Jacobian matrix, the components of this block are not in general zero. This implies that in the random system due to uncertainties in the manipulator chain, the wrist joints variables may affect the EE position. The friction at the joints, imperfections, etc can origin these sorts of uncertainties.
Here, a MATLAB robotic toolbox [27] is utilized to model the PUMA 560 and calculate the Jacobian in different time points. The zero joint angle configuration as well as nominal non-singular configuration plotted by MATLAB toolbox are shown in Fig. 2 . The joint variables in nominal configuration are q 1 = 0, q 2 = 45 • , q 3 = 180 • , q 4 = 0, q 5 = 45 • and q 6 = 0. Now, for Monte Carlo numerical implementation of the developed method a desired EE trajectory is first defined. A time interval [t l ,t u ] ⊂ [t 0 ,t m ] (where t 0 and t m are respectively the times corresponding to the start and the end of the operation) is assumed in which the system is disturbed by uncertainty sources. This interval can be determined by having a prior knowledge of the system or from the experiment. Then, for each simulation (realization), for t ∈ [t l + ∆t,t u ] Eq. (7) is solved in which the Jacobian matrix (at each time step) is random and its generated sample is substituted. To generate the sample, the Jacobian mean matrix is calculated by substituting q(t k ) (we assume q(t k ) is accurately sensed by sensors in real system so in the simulation we substitute the obtained realization of q(t k ) from previous time step) in the Jacobian formulation. Then the elements of the LU decomposition of the Jacobian mean matrix as well as a sample of the perturbation matrix, B, generated based on the developed method in preceding section, are used in the Eq. (10). Moreover, for t ∈ [0,t l ] and t ∈ [t u + ∆t,t m ] the joint space variables are calculated through Eq. (6) in which the Jacobian matrix is deterministic. Having the realization of the q(t) for entire simulation time, assuming the structure of the manipulator is known, the realization of random EE position and orientation can be obtained using the forward kinematic relations.
The desired EE trajectory is defined as:
At starting time (t = 0), the manipulator has the nominal configuration shown in Fig. (2) b. So, using forward kinematics we have:
Note that we use Euler angles to express the orientation and angular velocities of the EE frame.
The uncertainty time interval for the analysis is assumed to be [3, 5] s. In addition, we have chosen ∆t = 0.001 s and σ B = 0.6. 2000 realizations of EE position and orientation are obtained using the developed method. Figure (3) and (4) show the kernel density estimate of the obtained EE position and orientation in the base frame coordinates at t = 3.5 s and t = 5 s, respectively. Note that in all density plots, the dash lines represent the accurate (desired) value of the corresponding variable. Figure (5) shows the EE spatial position in the base frame for all 2000 realizations at t = 3.5 s and t = 5 s. As it can be seen from the Fig. (5) , a few EE spatial position realizations are scattered around the region containing most of the realizations. This can also be inferred from the extended tails of the density plots. Occurrence of these points although is with very low probability but can depend on the kinematic structure, level of disturbances (dispersion parameter), desired task of the robot etc.
The desired values, means and standard deviations corresponding to all above cases are summarized in Tab. 2. The third row of the tables corresponding to t = 3.5 s and t = 5 s shows the deviation of mean from desired non-erroneous values. It can be seen that a significant deviation exists in most of the EE position and orientation quantities in both time points. This deviation also changes with different factors as mentioned above (kinematic structure, task, dispersion parameter etc.).
Due to accumulation of uncertainties along the serial chains, parallel-architectures provide less uncertainty propagation comparing to their serial counterparts [17] . 
DISCUSSION
In this paper, for the first time (except our work in [17] ) the random matrix theory was employed to formulate the Jacobian matrix of random manipulators that provides a probabilistic framework to study the effects of uncertainties in the kinematic systems. This approach 1) allows to consider the kinematic structure and complexity of the robotic system in the probabilistic formulation 2) facilitates the construction of the probabilistic model of the random Jacobian matrix with limited available information (mean and dispersion parameter) 3) and also provides faster Monte Carlo analysis by elimination of solving several nonlinear equations.
LU Factorization permits the mean Jacobian matrix (obtained from substituting the joint variables values into the Jacobian formulation) to be decomposed such that a symmetric and positive definite random perturbation matrix with identity mean could be adopted to model the random Jacobian matrix. Next, the maximum entropy principle was utilized to derive the density function of random perturbation matrix given its mean (identity matrix) and the dispersion parameter that represents the level of the uncertainty of the system (process noise). It was shown that the random perturbation matrix turns out to have a Wishart distribution. The parameters of the distribution were explicitly expressed in terms of the mean, its dimension and the dispersion parameter. So, by choosing only a scalar value (dispersion parameter) and having the mean matrix, the random matrix density function can be readily characterized.
Having the probabilistic formulation of random Jacobian matrix, Monte Carlo analysis was performed for a 6R serial manipulator, PUMA 560, to obtain the realizations of the EE position and orientation. The statistical analysis was performed on the response of the system in different fixed choices of simulation time. Moreover, the kernel density estimates were used to show how the uncertainty is reflected in the system response.
FUTURE WORK
In this paper we emphasized on utilizing the random matrix formulation that takes into account the kinematic structure and configuration complexity of the robotic system. However, its performance has not yet been quantitatively compared with the similar analyses based on random variable/vector schemes and experimental data.
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