















にする必要があるため、本研究ではYANPI法 (Yielding Arrow Nonce Protocol




















































プロセスの挙動を研究するための枠組みとしては Robin Milnerによる CCS
(Calculus of Communicating Systems) [8]や C. A. R. Hoareの CSP (Communi-
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cating Sequential Processes) [4]などが代表的である。CCSは双模倣性 (bisim-
ulation)によりデッドロックやライブロックなどのシステムの持つ性質を証明
する。さらに CCSを、通信路が変化するモバイルプロセスに対応するために
拡張した枠組みとして Pi計算 (Pi Calculus) [9]がある。CCSや Pi計算は簡潔
で豊かな表現力を持つが、語彙自体は非常に基本的であるため、応用システ
ムなど複雑なプロセスの記述に用いると見通しが悪くなる。この点を解消す






さらに SPI計算の ν の使用を制限する。通常、SPI計算では秘密の通信を表
現するために、 ν という新しい値を生成する構文上のプリミティブを使用す
















3 Yielding Arrow Nonce Protocol Inspection
簡単に言うと、Yielding Arrow Nonce Protocol Inspection Method (以下、
YANPI法)とは、知識生成グラフを伴った SPI計算である。
定義 3.1 (知識生成グラフ) 知識生成グラフ (以下、単に知識グラフ)とは、メッ
セージをノード、メッセージの生成アロー (Yielding Arrow)をエッジとして持
つラベル付きグラフW = (N , E)である。N,M ∈ N , N f−→ M ∈ E である
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定義 3.2 (関数) 関数適用 f(x) を x; f 、関数合成 g(f(x)) を x; f ; g と記す。
通常の関数合成とは記述の順序が異なる点に注意する。
定義 3.3 (メッセージ) 名前と変数の集合を Name、Varとし、それぞれの領
域を動く変数を n, c, P . . . ∈ Name, x, y, z ∈ Varとする。なお、名前にはチャ
ネルやプロセスの識別子も含まれるものとする。
このとき、メッセージの集合Msgを次のように定義する。
M,N,K,L ∈ Msg ::= n | c | P | x
| (M,N)
| {M}K
ここで、(M,N) によりメッセージ M,N のタプル、{M}K は鍵 K でメッ
セージM を暗号化したものを表している。
メッセージM,N から新しいメッセージ (M,N)を作り出す操作に対して
その逆の操作を (M,N);π1 = M、(M,N);π2 = N とする。同様に、{M}K
はメッセージM を鍵K によって暗号化したものを表す。つまり、ここでは鍵




別するが、本論文ではそれらを区別しない。対称鍵K はK;K = Id (ただし、
∀x.Id(x) = x) と、非対称鍵は ∀K∃K−1 s.t. K;K−1 = K−1;K = Id、ハッ
シュ関数は ∀KK−1 s.t. K;K−1 = Id∨K−1;K = Idなど、暗号鍵に対する
複合鍵の存在で区別する。メッセージM の鍵K を用いた暗号文 {M}K を鍵
K−1 で複合する操作は {{M}K}K−1 = {M}K;K−1 = {M}Id = Id(M) = M
となる。
定義 3.4 (メッセージ空間) メッセージ空間Msgは最小値 ⊥、最大値 
を持
つ半順序空間とする。すなわち、
∀M ∈ Msg.⊥ ≤ M ≤ 

である。また、M = M ′ ∈ MsgかつM,M ′ = ⊥,
の場合はM とM ′ の間
に順序はつかないものとする。
Msgで、2つの要素の最大値を与える演算 unionsqを次のように定義する。
M unionsqM ′ =
⎧⎪⎨
⎪⎩
M if M ′ ≤ M




∀M ∈ Msg.⊥ unionsqM = M unionsq ⊥ = M
である。
定義 3.5 (プロセス) プロセスの集合 Procとその上を動く変数P,Q, . . . ∈ Proc
を次のように定義する。
P,Q ∈ Proc ::= stop
| out c M ;P
| inp c x;P
| P |Q
| P + Q
| [M is N ]P
| !P
| fresh n;P
| let x = M in P
| case M of {x}K in P





out c M ;P チャネル cからメッセージM を出力して P になるプ
ロセス。
inp c x;P チャネル cからメッセージを受け取り、P の局所変数
xにそのメッセージを格納したプロセス。
P |Q プロセス P と Qを合成したプロセス。
P + Q プロセス P もしくは Qのどちらかを選択。
[M is N ]P M がN と等価である場合に限りプロセス P になる。
その他のケースは stop と同じ。
!P プロセス P の複製。
fresh n;P P 中の nに新しい値を割当てたプロセス。
let x = M in P P 中の変数 xにM を割り当てたプロセス、すなわち
{M/x}P 。
case M of {x}K in P メッセージM が {x}K にパターンマッチした場合は
P 中の xを {M}K−1 で置き換えたプロセス、すなわ
ち {{M}K−1/x}P 。
case M of (x, y) in P メッセージ M が (x, y) にパターンマッチした場合、
P 中の x, y をそれぞれ対応する値で置き換えたプロ




SPI 計算の意味はラベル付き遷移システム (LTL) によって与えられる。LTL
に関する意味は文献 [1, 8]に譲り、ここでは、入出力を伴う遷移によって変
化する知識グラフをその意味に付け加える。
定義 3.6 (プロセス ID) プロセスはそれぞれ識別子 (PID)を持つものとし、状
態遷移を通じて変化しないものとする。
定義 3.7 (局所変数、大域変数) 局所変数とは他のプロセスから直接参照され
る事がない変数である。そうでない変数を大域変数と呼ぶ。PID P の局所変
数 xを xP と記述する。
定義 3.8 (チャネル) チャネルは大域変数であり、任意のプロセスからアクセ
ス可能である。ここでは、任意のプロセスの局所変数としても解釈可能な変
数として定義する。例えばチャネル cがプロセス P と Qにより共有される
場合、cP = cQ という条件のついた双方の局所変数として定義する。
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定義 3.9 (入出力) PID P の入力プロセス inp c xは入力チャネル cを通じて
受け取ったメッセージを分解したものを現在の知識に局所変数 xP に追加す
る。逆に out c M は現状の知識から新しいメッセージM を構成しチャネル
cから出力する。M のデストラクタを f, g, . . .、Qの局所変数を N,x, y, . . .
とすると入出力に伴う知識の変化は次のようになる。






ため、ここでは PID P のプロセスに知識世界W を付け加え、P : W と記述
する。また実行のタイミングを明示する場合には、時間 Timeによるインデッ
クスがついてるものとする。なお、本論文では Timeを単なる非負整数集合
とする。また、特にプロセス P の世界とプロセス Qの世界とを陽に区別し
たい場合にはそれぞれ WP ,WQ のように、あるタイミング T ∈ Timeでの




定義 3.10 (指示ノード) 知識グラフW で x := y となるノード y を xが指示
するノードと呼び、W (x) = yと表現する。
定義 3.11 (置換) W [x := M ]は xがM を (辺 :=により)指し示すというこ
と以外はW と同じグラフであるとする。具体的にはグラフW から x := N
の形の辺を取り除いた後 x := M を加える事で得られる。この操作は通常の
置換と同じような効果を持つ。
W [x := M ](y) = M if y = x
W (y) otherwise
直感的には、 x := y により、メッセージ xの発話がメッセージ y によって
裏付けられるということを表している。
注意 1 :=の両辺に同一の変数が出てくる場合には注意が必要である。例え




let x = M in P : W → {M/x}P : W [xP := M ]
つまり、P 中の（構文上の）変数 xをM で置き換えるのと同時に、知識グ
ラフW 中の P の局所変数 xP の値はM を指示する。
case 文の意味も同様に定義できる。
case M of {x}K in P : W → {{M}K−1/x}P : W [xP := {M}K−1 ]
case M of (x, y) in P : W → {M ;π1/x,M ;π2/y}P :
W [xP := M ;π1, yP := M ;π2]
定義 3.12 (判定、選択) 変数の値によって処理を変更するためには、判定、選




case M of N in P : W → {M/N}P : W [NPT+1 := NPT unionsqM ]
N = ⊥ (未定義)であればM が新しい N となる。従って、N = ⊥が明らか
な場合には、単にW [N := M ]と記述する。さらに、⊥  N ∧N = M すな
わちM と N の値が異なる場合には N = M = 
 (矛盾)となり、その時点で
計算が停止する。本論文ではこの方法を限定された判定文として使用する。
定義 3.13 (dom、codom) :=を二項関係と解釈する事により、知識グラフW
の領域 dom(W )、値域 codom(W )を次のように定義する。
dom(W )

= {x|∃y s.t. (x, y) ∈:=}
codom(W )





定義 3.14 (知識グラフの時間) pwid, cwid, nwid ∈ Timeとはそれぞれ直前、現
















W (x)の xは xcwid を、W ′(x)の xは xnwid を参照している事に注意する。
以上を利用して、入出力のセマンティクスを定義する。
定義 3.16 (入出力)
( inp c x;P ) : W → ({c/x}P ) : W ′[xP := cP ]
( out c M ;Q) : W → Q : W ′[cQ := MQ]
3.2.3 フレッシュ( fresh )




定義 3.17 ( fresh ) fresh n;P とは、P に存在する変数 nに新しいユニークな
値を割り当てる。
( fresh n;P ) : W → P : W [n := o(args)]
3.2.4 合成
プロセスの合成は次のように定義される。









“あるプロセス (PID P )が新たなメッセージM を生成し、鍵 K を使用し
て暗号化したメッセージを PID Qのプロセスに送信したのち停止する。プロ




= fresh M ; out c {M}K ; stop
Q

= inp c N ; case N of {x}K in stop
これを通信が始まる前の世界W とともに遷移させてみる。ただしW の時刻
は cwid = 0とする。また、可読性のため、知識世界の時間は矛盾のない範囲
で省略している。
(P |Q) : W = ( fresh M ; . . . |Q) : W
→ ( out c {M}K ; stop |Q) : W [M := o(0)]
= ( out c {M}K ; stop | inp c N ; . . .) : W [M := o(0)]
→ ( stop | case c of {x}K in stop ) :
(W [M := o(0)])′[cP := {M}K , NQ := cQ]
→ ( stop | stop ) :
(W [M := o(0)])′[cP := {M}K , NQ := cQ, xQ := {NQ}K−1 ]
ここでプロセスが停止した際の世界は (W [M := o(0)])′[cP := {M}K , NQ :=
cQ, xQ := {NQ}K−1 ]となり、この世界で Qの局所変数 xQ を解析すると次
の事がわかる。
xQ := {NQ}K−1
:= {cQ}K−1 ∵ NQ := cQ























x := y y := z
x := z (:= Trans)
x




f := g x
f−→ y x g−→ z
y := z (:= Func1)
x := z x
f−→ y z f−→ w
y := w (:= Func2)
同様に基本的な等号関係を定義する。
定義 3.20 (等号関係)
(M1, . . . ,Mi, . . .);πi = Mi (Prod)
K;K−1 = K−1;K = Id (Inv) M ; Id = {M}Id = M (Id)
3.4.2 発話可能性
もう一度 {M}K について考えてみよう。これは {M}K というメッセージ
は鍵K の暗号を複合するための鍵K−1 を知っている、すなわち発話できる
ときに限りメッセージM を発話できるということを意味している。
定義 3.21 (発話可能) プロセス P がメッセージ M を発話可能であるという
ことを P ⇒ M と記述する。特に、P が世界W においてメッセージM を発
話可能であるということを明示する場合は P W=⇒ M と記述する。
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“P がメッセージM と鍵K の両方を発話できるとき、メッセージ {M}K を
発話できる”という事は次のように記述できる。
P ⇒ M P ⇒ K
P ⇒ {M}K








P ⇒ πi∈{1,2,...} (π) P ⇒ xP









(Mono) P W=⇒ x x := y
P ⇒ y (:=)
P
W=⇒ M P W=⇒ (x f−→ y)
P
W=⇒ M ; f
(Comp1)
P
W=⇒ (x f−→ y) P W=⇒ (y f−→ z)
P















W=⇒ M ∧ P W=⇒ N
(Proj)
P































定義 3.23 (ノードの値) ある世界 W において、x := y ∧ z ∈ WN s.t. y:=z






1978年、 Roger M. Needhamと Michael D. Schroederにより、セッション
キーなど共通の秘密 (Nonce)の安全な受け渡しを目的とした公開鍵プロトコ
ル (Needham Schroeder公開鍵プロトコル：以下、NSプロトコル) [10]が提案
された。
NSプロトコルは次のような手順で鍵交換を行う。
1. A → B:{A,NA}KB
2. B → A:{NA, NB}KA
3. A → B:{NB}KB
ここで、A → B:{A,NA}KB とは、 “AがBに対してメッセージ {A,NA}KB
を発話する”ことを意味する。このとき、次のことがわかる。
• 仮定 1：メッセージ {A,NA}を KB で暗号化して得られるメッセージ
{A,NA}KB は、KB−1 でしか解読できない。
• 仮定 2：KB−1 は B しか知らない。
• 仮定 3：メッセージを作った主体 Aと B は秘密を漏らさない。
• 結論 1：仮定 1、2、3より、メッセージ {A,NA}を解読できる主体は、
自分と B だけであると「メッセージを作った主体 Aが」信じることが
できる。
• 仮定 4：{NA, NB}KA を作れる主体は {NA, NB}を知っている主体だけ
である。
• 結論 2：結論 1、仮定 4より {NA, NB}KA を送り返した主体は (Aでな
いとすると) B である。
• 仮定 5：メッセージ {NA, NB}をKAで暗号化して得られるメッセージ
{NA, NB}KA はKA−1 でしか解読できない。
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• 結論 3：{NA, NB}KA から {NA, NB}を取り出せる主体は A (自分)だ
けである。






ン (Needham Schroeder Lowe Protocol: 以下、NSLプロトコル)が提案された
[6, 7]。
Loweの攻撃とは次のようなものである。ただし、C を侵略者、C(A)で主
体 Aになりすました C を意味する。
1. A → C : {A,NA}KC
Aが C に話しかけてしまう。
2. C(A) → B : {A,NA}KB
C は Aから得た情報を利用して Aになりすまし、B に発話する。
3. B → C(A) : {NA, NB}KA
B は Aから話しかけられたものと信じ、Aとの間の秘密 NB を含んだ
メッセージを C に返す。
4. C → A : {NA, NB}KA
C は (このメッセージを読むことができないため)そのまま Aに渡す。
5. A → C : {NB}KC
Aはこのメッセージは C から来たものと信じ、確認としてそのメッセー
ジ内に入っていた B の秘密を C に知らせてしまう。
6. C(A) → B : {NB}KB
C は Aのふりをして B に B の秘密 NB を理解したことを伝える。
この結果、Bは Aと会話が成立しているものと思い込んでしまい、今後Aに





1. A → B : {A,NA}KB
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2. B → A : {B,NA, NB}KA






いる。すなわち、入力 cと直前の知識 N との錯誤を調べるために、
N := ‘N unionsq c








主体: プロトコルに参加する主体 (プロセス)は A,B,C とする。
役割: プロトコルに参加する発話者 I (イニシエータ)、応答者 R (レスポン
ダ)、そして攻撃者 P (ペネトレータ)がある。ここでは、プロセス Aが役割
I を、 B が R、C が P を演じる。
鍵: Pb(A)は Aの公開鍵を、 Pb−1(A)で Aの秘密鍵を表す。また、すべて
の公開鍵で暗号化したメッセージは対応する秘密鍵で、逆に秘密鍵で暗号化
したメッセージは公開鍵で複合できる。
∀P ∈ Proc,Pb(P );Pb−1(P ) = Pb−1(P );Pb(P ) = Id
また、すべての参加者はすべての参加者の公開鍵を知っている、
∀P,Q ∈ Proc, P ⇒ Pb(Q)
すべての参加者は自分の秘密鍵を知っている、
∀P ∈ Proc, P ⇒ Pb−1(P )
などが成り立つと仮定する。
― ―15
信念: それぞれの主体、例えば Aがある時間 AT ∈ Timeで信じている事柄
N を NAT とする。もしくは、単に Aが信じている N を NA と表す。信じ
ている事柄には表 2のようなものがある。
信念 意味














= out c {Init,NI}Pb(Resp);A1
A1

= inp c z;A1′
A1′

= case z of {NI,NR}Pb(Init);A2
A2





つぎに、参加者 A の時間 T を AT と表し、時間 AT の A の知識グラフを
WAT と記述することにする。特に参加者の初期状態、すなわち時間 0の知
識グラフをWA0 とする。
WA0 = {Pb(A) := KA,Pb−1(A) := KA−1,Pb(C) := KC ,





A0 : WA0 = ( fresh NI;A0′) : WA0
→ A0′ : WA0 [NI := NA] where NA = o(A0,NI)
= ( out c {Init,NI}Pb(Resp);A1) : WA0 [NI := NA]
→ A1 : WA1 [c := m0]
where m0 = {Init,NI}Pb(Resp),WA1 = (WA0 [NI := NA])′
= ( inp c z;A1′) : WA1 [c := m0]
→ A1′ : WA2 [z := c]　 where WA2 = (WA1 [c := m0])′
= ( case z of {NI,NR}Pb(Init);A2) : WA2 [z := c]
→ ({{z}Pb−1(Init);π1/NI, {z}Pb−1(Init);π2/NR}A2) : WA2 [z := c]
→ A2 : WA2 [z := c,
NI := ‘NI unionsq {z}Pb−1(Init);π1,NR := ‘NR unionsq {z}Pb−1(Init);π2]
= ( out c {NR}Pb(Resp); stop ) : WA2 [. . .]
→ stop : WA3 [c := m2] where m2 = {NR}Pb(Resp),WA3 = (WA2 [. . .])′
この実行によりプロセス Aの終了時 A3 の世界 (単にWA とする)は次のよ
うになる。
WA = {Pb(A) := KA,Pb−1(A) := KA−1,Pb(C) := KC ,
InitA0 := A,RespA0 := C,NIA0 := NA,NRA0 := ⊥,
c A1 := m0,
InitA1 := InitA0 ,RespA1 := RespA0 ,NIA1 := NIA0 ,NRA1 := NRA0 ,
zA2 := c A2 ,
InitA2 := InitA1 ,RespA2 := RespA1 ,
NIA2 := NIA1 unionsq {zA2}Pb−1(Init);π1,NRA2 := NRA1 unionsq {zA2}Pb−1(Init);π2,
InitA3 := InitA2 ,RespA3 := RespA2 ,NIA3 := NIA2 ,NRA3 := NRA2 ,
c A3 := m2}
where NA = o(A0,NI),m0 = {InitA1 ,NIA1}Pb(RespA1 ),m2 = {NRA3}Pb(RespA3 )
最後に変数とプロセス実行の意味を定義する。
定義 4.1 (変数の意味) 変数 xの知識世界W での解釈を次のように定める。
‖x‖W = a where a ∈ {y|x := y} ∧ b ∈ WN .a := b
これをW での xの解釈とする。
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‖WA‖ = {Pb(A) := KA,Pb−1(A) := KA−1,Pb(C) := KC ,
InitA0 := A,RespA0 := C,NIA0 := NA,NRA0 := ⊥,
InitA1 := A,RespA1 := C,NIA1 := NA,NRA1 := ⊥,
c A1 := {A,NA}KC ,
zA2 := c A2 ,
InitA2 := A,RespA2 := C,
NIA2 := NA unionsq {cA2}KA−1 ;π1,NRA2 := {cA2}KA−1 ;π2,
InitA3 := A,RespA3 := C,
NIA3 := NA unionsq {cA2}KA−1 ;π1,NRA3 := {cA2}KA−1 ;π2,
c A3 := {{cA2}KA−1 ;π2}KC}
特にプロセスの実行が終わったときの変数の値に注目してみる。
‖WA3‖({Init,Resp,NI,NR}) = {Init := A,Resp := C,
NI := NA,NR := {cA2}KA−1 ;π2}









= inp c z;B0′
B0′







= out c {NI,NR}Pb(Init);B2
B2

= inp c z;B2′
B2′







WB0 = {Pb(A) := KA,Pb(B) := KB ,Pb−1(B) := KB−1,
InitB0 := ⊥,RespB0 := B,NIB0 := ⊥,NRB0 := ⊥}
プロセス B が終了した時点の世界の解釈は次のようになる。
‖WB‖ = {Pb(A) := KA,Pb−1(B) := KB−1,Pb(B) := KB ,
InitB0 := ⊥,RespB0 := B,NIB0 := ⊥,NRB0 := ⊥,
zB1 := c B1 ,
InitB1 := {cB1}KB−1 ;π1,RespB1 := B,
NIB1 := {cB1}KB−1 ;π2,NRB1 := NB ,
InitB2 := {cB1}KB−1 ;π1,RespB2 := B,
NIB2 := {cB1}KB−1 ;π2,NRB2 := NB ,
c B2 := m1,
zB3 := c B3 ,
InitB3 := {cB1}KB−1 ;π1,RespB3 := B,
NIB3 := {cB1}KB−1 ;π2,NRB3 := NB unionsq {cB3}KB−1}
where NB = o(B1,NR),m1 = {{cB1}KB−1 ;π2, NB}Pb({cB1}KB−1 ;π1)
同様にプロセス B の実行が終わったときの変数の値に注目してみる。
‖WB3‖({Init,Resp,NI,NR}) = {Init := {cB1}KB−1 ;π1,Resp := B
NI := {cB1}KB−1 ;π2,NR := NB unionsq {cB3}KB−1}
すなわち、プロセス B はイニシエータを最初の入力を自分の秘密鍵で複合
したものの第 1要素 、レスポンダを B、イニシエータのノンスを最初の入
力を自分の秘密鍵で複合したものの第 2要素、そしてレスポンダのノンスが
NB unionsq {cB3}K−1B すなわち、自分で生成したノンスNB と次の入力を自分の秘
密鍵で複合したものが一致していればプロトコルが正常終了したと判断する。








= ( inp c A;C) + ( inp c B ;C) + ( out c A M ;C) + ( out c B M ;C)
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C はチャネル cA を使ってプロセス Aと、チャネル cB を使ってプロセス B
と通信をする。受け取った入力の解釈は定まっていないため、 inp c xの x
は省略されている。また out c M の M のコンストラクタも未定のままで
ある。
Loweの攻撃は次のような mu計算の式 [5]で表される。
A0|C|B0 |= μZ.((A3 ∧B3) ∧ (InitA = InitB ∨ RespA = RespB)) ∨ 〈−〉Z




このプロセス C と A0 (PID A)および B0 (PID B)を合成したプロセスが
以下のような遷移をとり、最終的に A,B ともに正常な最終状態 A3, B3に遷
移するとしよう。
A0|C|B0 → ( out c A m0;A1| inp c A x;C)|B0
→ A1|( out c B M0;C| inp c Bx;B1)
→ A1|C|B1
→ A1|( inp c B x;C| out c B m1;B1)
→ A1|C|B2
→ ( inp c A x;A2| out c A M1;C)|B2
→ A2|C|B2
→ ( out c A m2;A3| inp c A x;C)|B2
→ A3|C|B2




CC0C1 は “プロセス Aは時刻A0 までの知識を使い、時刻 A1 にメッセージm0
を発話する。プロセス C は時刻 C1 にそのメッセージを受け取る”という事
を表している。
この時、入出力の同期による制限により、Ai < Aj , Bi < Bj , Ci < Cj if i <
j、および A1 = C1, C2 = B1, B2 = C3, C4 = A2, A3 = C5, C6 = B3 が成立
している。これに伴い、cA1 = cC1 , cC2 = cB1 , cB2 = cC3 , cC4 = cA2 , cA3 =
cC5 , cC6 = cB3 が成り立つ。
A,B と同様に C の知識グラフの初期状態WC0 を次のように定める。



















表 3: C による Loweの攻撃手順
プロセス C が終了した時点の世界の解釈は非常に単純である。
‖WC‖ = {Pb(A) := KA,Pb(B) := KB ,Pb(C) := KC ,Pb−1(C) := KC−1,
cC1 := m0, cC2 := M0, cC3 := m1, cC4 := M1, cC5 := m2, cC6 := M2}
Lowe の攻撃によると、この遷移列内の m0,m1,m2,M0,M1,M2 は表 4
のようなものであった。
m0 = {A,NA}KC M0 = {A,NA}KB
m1 = {NA, NB}KA M1 = {NA, NB}KA
m2 = {NB}KC M2 = {NB}KB
表 4: Loweの攻撃中のメッセージ
一方、知識世界 WA,WB の元で、 m0、m1、m2 はそれぞれつぎの値を
とった。
‖WA‖(m0) = {A,NA}KC
‖WB‖(m1) = {{cB1}KB−1 ;π2, NB}Pb({cB1}KB−1 ;π1)
‖WA‖(m2) = {{cA2}KA−1 ;π2}Pb(C)
すなわち、C が C1, C3, C5の発話世界でそれぞれM0,M1,M2発話可能であ







WC1===⇒ cC1=A1 cA1 := {A,NA}KC (= m0)
C








WC1===⇒ {A,NA}KB (= M0)
証明 4.2 (M1発話可能性)
C
WC3===⇒ cC3=B2 cB2 := {NA, NB}KA(= m1)
C
WC3===⇒ {NA, NB}KA(= M1)
証明 4.3 (M2発話可能性)
C
WC5===⇒ cC5=A3 cA3 := {NB}KC (= m2)
C








WC5===⇒ {NB}KB (= M2)
証明 4.4 (‖WB‖(m1) = {NA, NB}KA )
‖WB‖(m1) = {{cB1}KB−1 ;π2, NB}Pb({cB1}KB−1 ;π1)
= {{M0}KB−1 ;π2, NB}Pb({M0}KB−1 ;π1) ∵ c
B1 = cC2 := M0




証明 4.5 (‖WA‖(m2) = {NB}KC )
‖WA‖(m2) = {{cA2}KA−1 ;π2}Pb(C)
= {{M1}KA−1 ;π2}Pb(C) ∵ cA2 = cC4 := M1
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を表現するために発話可能グラフを定義した｡ そして, 本方法をNeedham Schroeder 公
開鍵プロトコルへの Lowe の攻撃のプロトコルナレーションに適用し, その攻撃が成立す
ることの証明が簡潔に与えられることを示した｡
SPI 計算は暗号プロトコルの研究分野において標準的に用いられている枠組みであり,
本方法を用いることで多数の先行研究の理解を深めることができると考えている｡
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