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Abstract—We develop greedy algorithms to approximate the
optimal solution to the multi-fidelity sensor selection problem,
which is a cost constrained optimization problem prescribing
the placement and number of cheap (low signal-to-noise) and
expensive (high signal-to-noise) sensors in an environment or
state space. Specifically, we evaluate the composition of cheap
and expensive sensors, along with their placement, required to
achieve accurate reconstruction of a high-dimensional state. We
use the column-pivoted QR decomposition to obtain preliminary
sensor positions. How many of each type of sensor to use is
highly dependent upon the sensor noise levels, sensor costs,
overall cost budget, and the singular value spectrum of the data
measured. Such nuances allow us to provide sensor selection
recommendations based on computational results for asymptotic
regions of parameter space. We also present a systematic ex-
ploration of the effects of the number of modes and sensors on
reconstruction error when using one type of sensor. Our extensive
exploration of multi-fidelity sensor composition as a function of
data characteristics is the first of its kind to provide guidelines
towards optimal multi-fidelity sensor selection.
I. INTRODUCTION
SPARSE sensor selection, which is the underlying mathe-matical theory that optimizes the placement of a limited
number of sensors in an environment or state space, is a combi-
natorially hard problem. Obtaining tractable approximate solu-
tions is essential to many fields in the engineering and physical
sciences, including scientific experiments [1], [2], reduced-
order modeling [3], [4], robotics [5], [6], industry [7]–[10],
public works [11], [12], and climate science [13], [14]. One
facet of the sensor selection problem rarely addressed is the
optimal placement of multiple types of sensors that can have
significantly different costs and performance metrics. Sensors
often measure different quantities (multi-modal sensing), or
they could measure the same quantity but with different
qualities (multi-fidelity sensing), i.e. different noise level, bias,
sampling rate, range, power consumption, construction cost,
placement cost, or longevity. Given access to two or more
types of sensor, what principled mathematical method can
determine how many of each type to select? Where should they
be placed in order to optimize relevant factors such as perfor-
mance and cost? This work considers the sparse selection of
multi-fidelity sensors with each having significantly different
costs and signal-to-noise levels. Specifically, our proposed
sparse selection procedure is aimed at determining the optimal
number of each sensor type and their placement so as to
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simultaneously minimize reconstruction error and financial
cost. We also address the optimal number of sensors relative
to the rank of the data set, and the basis of choice for a given
sensor type.
Because of the wide range of sparse sensing applications,
there is a significant body of theoretical work on principled
sensor selection spanning many disciplines. In many cases, the
principled methods are framed as a mathematical technique
for interpolating a high-dimensional state space from a small
number of measurements. Methods with this interpolation
viewpoint include gappy proper orthogonal decomposition [3],
placing sensors at the maxima of singular vectors [15],
[16], leveraging multiscale physics [17], interpolating via
asynchronous time-sampling [18], and nonlinear model or-
der reduction methods, including EIM [19], DEIM [4], and
Q-DEIM [20], [21]. Some sensor performance metrics are
submodular and admit greedy sensor selection methods with
performance guarantees, e.g. [22]–[24]. However, there is
typically a disconnect between mathematical methods and
practical implementations of sensor selection. Specifically, it
is usual to assume one type of sensor, idealized conditions,
and the availability of full-state training data, while neglecting
important factors like sensor type, noise, and cost. Bridging
the gap between idealized models and real-world practicalities
is currently an open problem.
One important practical consideration is sensor cost, though
certain submodular methods, such as [25], [26], can be modi-
fied to account for a nonuniform cost on sensor location, and
Clark et al. [27] modify the column-pivoted QR decomposition
to do the same. Sensor cost is also closely tied to the total
number of sensors. The most common convention is to take an
SVD basis and to use the same number of sensors as low-rank
modes that approximately span the subspace where the data
is embedded. However, Peherstorfer et al [28] show that this
leads to noise amplification, causing reconstruction errors to
increase as more sensors are added. This can be mitigated by
oversampling, taking more sensors than SVD modes. In [27],
the authors avoid noise amplification by instead using a
randomized basis and, following the guidelines of [29], [30],
perform undersampling, i.e. take more modes than sensors.
But there is no systematic study of the effect of basis choice
and over- and undersampling on reconstruction quality, so part
of this work’s contribution is to undertake such a study. We
determine which basis has the lowest reconstruction error with
a given number of sensors, and at what number of modes this
minimum error occurs. We find that the SVD and randomized
bases have similar minimum errors, but the randomized basis
requires as many modes as possible for best performance,
while the SVD basis achieves its lowest error with a moderate
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amount of oversampling.
Importantly, multi-fidelity sensor placement has received
little consideration, and this is a central aim of our study.
The goal for multi-fidelity sensor placement is to judiciously
use expensive, high-performance sensors in combination with
cheap, low-performance sensors to provide accurate state-
space reconstructions as cheaply as possible. For us, the differ-
ence between cheap and expensive sensors will be associated
with the additive noise at measurement. Cheap sensors have
large additive noise, and expensive sensors have low additive
noise. Note that Lahat et al [31] advocate for the benefits of
multimodality for state estimation, but aside from the structure
monitoring community, e.g. [32]–[36], to our knowledge there
is no principled method in the literature for the optimal
selection of multiple types of sensors. In particular, there is
little information on the placement of sensors with differing
noise levels, though Kammer [37] describes a method for
sensor selection in the case of location-dependent noise levels.
The optimization procedure can be stated colloquially as
follows: Is it better to purchase a large number of cheap
sensors, a small number of expensive sensors, or a mix of
both? In the latter case, how many of each type should be used,
and where should they be placed? Alternatively, someone may
already have sensors with low signal-to-noise levels, and needs
to determine whether it is worth the time and money to design
sensors with higher signal-to-noise levels. Quantitative an-
swers to these questions can not only address feasibility issues,
but can potentially save manufacturers significant amounts
of money. However, the multi-fidelity sparse sensor selection
problem is complicated and nuanced, depending on the rank of
the data considered, the relative and absolute costs and noise
levels of the sensors, and the available budget.
In this work, we characterize optimal sensor selection with
two types of sensors in a few asymptotic regimes of very low
or very high costs and noise levels, for systems whose data
is of low, medium, and high rank, given a fixed budget. We
present empirical results and use them to formulate an initial
set of guidelines for selecting a sensor type. Broadly, if both
types of sensors have low noise levels, it is usually better to
use a larger number of cheap sensors. When the cheap sensors
have a much higher noise level than the expensive sensors, a
small number of expensive sensors tends to perform better.
And when both sensors have similar, high noise levels, the
rank of the system is the determining factor, with high-rank
systems favoring a larger number of cheap sensors, and low-
rank systems preferring a smaller number of expensive sensors.
Thus to evaluate the multi-fidelity sparse sensor selection
problem, the nature of the measurement data plays a significant
role. To our knowledge, this is the first systematic study of
the role of multi-fidelity, cost constrained sensor selection as
a function of the data, cost, and noise.
The rest of the paper is organized as follows: Section II
sets up the sensor selection problem and describes the column-
pivoted QR algorithm to solve it. In Section III we explore the
effects of basis choice and over- and undersampling with one
type of sensor. Section IV describes the multi-fidelity sensor
selection problem and presents results and general guidelines
from several asymptotic regimes. Finally, the discussion and
conclusions are in Section VI.
II. SPARSE SENSOR SELECTION
We begin by describing the sparse sensing problem and the
QR-based solution we adopt for our analysis. We make only
small modifications in the case of multi-fidelity noisy sensors.
A. Problem formulation
We consider a high-dimensional system that would be
difficult or impossible to measure fully. We wish to find the
optimal sampling points that yield the best possible recon-
structions of the full state. We assume we have access to high-
fidelity training data, either from a high-precision simulation
or an experiment with full sensing. Gathering the training
data, which is a one-time expense, will be used to learn the
optimal sensing locations. Once we have collected m full-state
snapshots xi ∈ Rn, we gather them into a data matrix
Xtr =
[
x1 x2 · · · xm
]
. (1)
With this training data, we construct a modal basis to represent
the system, such that any snapshot xi can be constructed from
the decomposition
xi = Ψai, (2)
where Ψ ∈ Rn×r and ai ∈ Rr. There is flexibility to choose
the basis that is right for the system and application at hand,
see e.g. [38], but often Ψ is taken to be the first r left singular
vectors of Xtr. We assume r < min(m,n).
Let Xte ∈ Rn×` be a test set of ` new snapshots that we
wish to downsample. Given p n sensors, we must select p
locations to measure, indexed by the set {J}, where |J | = p
and for all indices j ∈ {J}, 1 ≤ j ≤ n. We downsample using
the selection matrix C{J} ∈ Rp×n, where the rows of C{J}
are the unit vectors eT{J}. Thus the measurements Y{J} ∈
Rp×` are given by
Y{J} = C{J}Xte (3a)
= C{J}Ψate (3b)
= Θ{J}ate, (3c)
where ate ∈ Rr×` are the coefficients of the test set in the
Ψ basis, and Θ{J} = C{J}Ψ is the measurement matrix,
consisting of the rows of Ψ that are in {J}.
To perform full-state reconstruction given sparse measure-
ments, we take the minimum norm least squares solution,
aˆte{J} =
(
Θ{J}
)†
Y{J} (4)
Xˆte{J} = Ψaˆ
te
{J}, (5)
where
(
Θ{J}
)†
is the pseudoinverse of Θ{J}. The fractional
reconstruction error for the system given the measurements
{J} is
E{J} =
||Xte − Xˆte{J}||F
||Xte||F , (6)
where || · ||F is the Frobenius norm. With this performance
metric, the sparse sensor selection problem becomes
argmin
{J}
E{J}. (7)
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This is a combinatorially hard problem, and we employ a
greedy solution, as described in the next subsection.
B. QR decomposition
Our greedy sensor selection method is the column-pivoted
QR decomposition, as described in [20]. The QR decom-
position was introduced for the solution of least squares
problems in 1965 by Businger and Golub [39], and in 2016,
Drmacˇ and Gugercin [20] showed that the greedy determinant
maximization of the column-pivoted QR algorithm is highly
effective for sensor placement. For a given matrix V ∈ Rr×n,
r ≤ n, the QR decomposition with column pivoting is given
by:
VP = QR, (8)
where Q ∈ Rr×r is unitary, R ∈ Rr×n is upper triangular,
and P ∈ Rn×n is a column permutation matrix.
An outline of the column-pivoted QR decomposition algo-
rithm with Householder reflections is as follows, also see Al-
gorithm 1 for full details: We initialize the permutation matrix
to In, select as the first pivot the column vj of V with the
largest norm, and swap it with the first column of V through
the permutation matrix. We then apply a Householder transfor-
mation to V such that vj becomes
( ||vj || 0 · · · 0 )T .
We repeat the pivoting and the Householder reflection on the
(r−1)×(n−1) lower right-hand submatrix of the transformed
V, yielding a 2 × 2 upper triangular submatrix in the upper
left corner. Repeat the pivoting and reflecting for a total of r
times. In this way, the matrix V is iteratively transformed to
be upper triangular, and because Householder reflections are
unitary, the decomposition is achieved.
This algorithm imposes a diagonal dominance structure in
R, i.e.
|rii|2 ≥
k∑
j=1
|rjk|2, 1 ≤ i ≤ k ≤ r, (9)
and therefore maximizes the determinant of R. In fact, because
the Householder transformations are unitary, this procedure
maximizes the determinant of the upper left submatrix that
has been made upper triangular at every iteration. To perform
sensor selection, we apply the column-pivoted QR algorithm
to Ψ∗ and take CT{J} = P:,1:p, where P:,1:p are the first p
columns of P. In other words, the sensor locations correspond
to the rows of Ψ with the iteratively largest norms, such that
we maximize the determinant of those selected rows, Θ{J}.
Thus, QR with column pivoting does not solve Eq. 7, but
rather it greedily solves
argmax
{J}
∣∣detΘ{J}∣∣ . (10)
Maximizing the determinant maximizes the volume of the
measurement matrix, ensuring that we are selecting informa-
tive locations. Moreover, this procedure causes Θ{J} to be
stable under inversion by minimizing its condition number
K =
σmax
σmin
, (11)
where σ are the singular values of Θ{J}. A large condition
number leads to amplification of any noise in the signal
Algorithm 1 QR pivoting.
Input: matrix V ∈ Rr×n, number of sensors p ≤ r
Output: Partial permutation matrix P
1: P ← In
2: for k = 1, . . . , p do
3: jk ← argmax
j≥k
||Vk:r,j ||
4: Swap(P:,k,P:,jk).
5: Calculate Householder reflection Qk such
that Qk
(
Vk,jk Vk+1,jk · · · Vr,jk
)T
=( ||Vk:r,jk || 0 · · · 0 )T .
6: V ← diag(Ik−1,Qk)VP
return P:,1:p
when the full-state reconstruction is performed, so although
we have not directly solved the optimization problem in
terms of reconstruction error, we can be assured that the
column-pivoted QR decomposition selects desirable sensor
locations. We highlight the work of Drmacˇ and Gugercin [20]
who showed the algorithm to be highly effective for sensor
placement.
III. EFFECT OF NUMBER OF SENSORS AND MODES
Before incorporating multi-fidelity measurements, we
present a thorough exploration of the effect of the number of
sensors and modes on reconstruction error, for two common
basis choices. The first is the basis of left singular vectors of
Xtr:
Xtr = UΣV∗ (12)
Ψ = U:,1:r, (13)
where U and V are orthogonal, Σ is diagonal with entries
σ1 ≥ σ2 ≥ · · · ≥ σn ≥ 0, and U:,1:r contains the first
r columns of U. The is the default choice for most sparse
sensing applications. The SVD provides the optimal low-rank
approximation of a data set [40], and the SVD basis has proven
highly effective for sparse sensing, see, for example, [20], [21].
However, Peherstorfer, Drmacˇ, and Gugercin [28] discover
that the convention of taking the same number of modes and
sensors in an SVD basis leads to noise amplification, with
the result that reconstruction error actually increases with p.
The authors prove that oversampling, taking more sensors
(interpolation points) than modes, rectifies the problem, but
while they explore oversampling methods, they do not go in-
depth about the optimal degree of oversampling.
The second basis consists of randomized linear combina-
tions of the columns of Xtr, as described in, e.g., [29], [30],
[41]:
Ψ = XtrG, (14)
where G ∈ Rm×r has i.i.d. Gaussian random entries. This
basis is faster to calculate than the SVD, making it particularly
useful for large data sets, and it is able to capture much
of the system’s energy with high statistical likelihood. The
likelihood of randomized rank reduction sufficiently capturing
the system’s energy increases with the number of modes,
where the number of modes should be greater than the rank of
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Fig. 1. Reconstruction error for the eigenface data set, taking a basis of SVD
modes. The left plot shows error versus the number of sensors as the number
of modes is held constant, while the right plot gives error versus the number
of modes, holding the number of sensors constant. The blue line indicates one
mode (sensor), shading through to red with 400 modes (sensors) in increments
of 50. The dots show the point at which the number of sensors is equal to
the number of modes. Randomized oversampling is performed where p > r.
the system. In Clark et al [27], the authors use a randomized
reduced basis for sensor placement with undersampling, taking
r = 2p. Doing so eliminates noise amplification and leads to
good reconstructions, but again, the authors do not explore the
optimal number of modes and sensors.
Here, we consider both the SVD and randomized bases,
and vary the number of modes and sensors to determine the
optimal amount of over- and undersampling for each basis. We
also look at which basis has the best performance overall. We
test on the Extended Yale Face Database B [42]–[45], which
consists of around 64 images each of 38 individuals under
different lighting conditions, with the photographs resized to
32 × 32 pixels, for n = 1024. There are a total of 2414
photographs, and the data has a slow singular value decay and
a Gavish-Donoho cutoff [46] around rank 350. We randomly
select 80% of the snapshots for Xtr and the rest of the
photographs form the test set Xte.
We select the number of modes r, the number of sensors
p, and our basis, either Eq. 13 or 14, then use Algorithm 1
to place sensors. We let the sensors have 2% signal-to-noise
levels, such that the measurements are given by
Y = C{J}Xte + , (15)
where  ∈ Rp×` has Gaussian i.i.d. entries with variance 2% of
the overall variance of the data set. We perform reconstruction
as in Eq. 4 and evaluate the sensor performance by the
fractional reconstruction error, Eq. 6. We average the results
over 20 random training and test sets, each with 10 realizations
of random noise.
Fig. 1 and 2 show results of varying the number of modes
and sensors, with an SVD basis for the former figure and a
randomized basis for the latter. Both figures have the same
layout. The left plot shows reconstruction error versus the
number of sensors, where each line has the same number of
modes, while on the right, error is plotted as a function of
the number of modes, where each line has a constant number
of sensors. The blue lines have one mode (sensor), and the
colors shade through to red with 400 modes (sensors). For the
randomized basis, we continue through to 800 modes, shown
in yellow. In the cases where p > r, we perform randomized
Fig. 2. Reconstruction error for the eigenface data set, taking a basis of
randomized modes, with randomized oversampling in the case of more sensors
than modes. The left plot shows error versus the number of sensors as the
number of modes is held constant, while the right plot gives error versus
the number of modes, holding the number of sensors constant. The blue line
indicates one mode (sensor), shading through to red with 400 modes (sensors),
and on the left plot, continuing on to yellow with 800 modes.
oversampling, placing the first r sensors with column-pivoted
QR and the remaining p− r sensors randomly.
Fig. 1 makes it clear that oversampling is indeed preferred
in an SVD basis. On the left plot, the error continues to
decrease as sensors are added beyond the number of modes,
and equivalently on the right plot there are minima when
r < p. Meanwhile, the lines in Fig. 2 have pronounced peaks
at p = r, suggesting that the randomized basis performs well
with either over- or undersampling, but very poorly when the
number of modes and sensors are very similar.
We also test principled oversampling with a method we
refer to as ODEIM+E; see [28] for full details. The method
places sensors so as to maximize the smallest eigenvalue of Θ,
which should provide highly stable reconstructions. However,
ODEIM+E is significantly slower to perform than randomized
oversampling, and in this case it performs only slightly better.
This can be seen in Fig. 3, which shows reconstruction error
versus p, with 1, 100, 200, and 300 modes. Results are shown
for randomized modes in the upper plot and SVD modes in the
lower, with the solid line showing randomized oversampling
and the dashed line showing ODEIM+E. Principled oversam-
pling outperforms ODEIM+rand by only about 1%, and given
the increased runtime to perform ODEIM+E, demonstrated in
Fig. 4, we determine that for the eigenface data set, it makes
sense to use randomized oversampling. The right subplot of
Fig. 4 shows the CPU time to place the last p − r sensors
using both methods, plotted as a function of the number of
sensors. Each line has a constant number of modes, and it is
apparent that as the number of modes increases, the time to
perform randomized oversampling remains constant, while the
time to perform ODEIM+E increases by up to two orders of
magnitude.
Most importantly for this section, we must determine which
basis provides the lowest reconstruction error. In Fig. 5, we
consider both bases and determine the lowest error at a
given number of sensors, plotted on the left, and the number
of modes at which this minimum error occurs, plotted on
the right. We also consider the local minima present in the
randomized mode plots by calculating the minimum error with
r < p. The results indicate that the randomized and SVD bases
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Fig. 3. A comparison of randomized oversampling ODEIM+rand, with prin-
cipled oversampling through eigenvalue tuning, ODEIM+E. In both subplots,
error versus the number of sensors is plotted as the number of modes is held
constant, with blue showing one mode and red showing 300 modes. Where
p > r, randomized oversampling is shown as a solid line and principled
oversampling is shown as a dashed line. The upper plot shows results with a
randomized basis, and the lower plot gives results with an SVD basis.
Fig. 4. Time comparisons for basis choice (left) and oversampling method
(right). For basis choice, we consider the combined time to construct the
randomized and SVD bases and then to perform the column-pivoted QR
decomposition. On the right, we calculate the time to perform randomized
oversampling (solid lines) and principled eigenvalue-based oversampling
(dashed lines), with an SVD basis. We use 1 to 300 modes and up to 400
sensors, with 1 mode plotted in blue and 300 modes in red. Both r and p
increase in increments of 50.
have nearly identical minimum errors, but while the SVD basis
prefers oversampling, the randomized basis requires close to
the full 800 modes. When the randomized basis is restricted
to oversampling, the minimum error is up to 10% higher than
with undersampling or taking the SVD basis. The randomized
basis is faster to construct than the SVD basis, as shown on the
left plot of Fig. 4, which plots the CPU time to construct Ψ and
perform the column-pivoted QR decomposition as a function
of the number of modes for both bases. Thus the randomized
basis is appealing, but in many sensor placement examples,
one of the goals is to perform rank reduction. The randomized
basis only performs very well with as many modes as possible,
so we decide to take an SVD basis with p = 2r oversampling
for the small examples used in the rest of this text. For a
very large data set, the speed-up from using the randomized
basis may be preferable. Note that fitting a linear regression to
p(r) for the SVD data yields a slope of about p = 1.4r. (For
the randomized modes with oversampling, p = 1.6r.) Taking
p = 2r ensures that the degree of oversampling is identical
for any number of sensors, since sensors and modes must be
integers.
Fig. 5. On the left is plotted the minimum possible error at a given number
of sensors, for a basis of randomized modes in green, SVD modes in black,
and randomized modes restricted to fewer modes than sensors in blue. The
right panel shows the number of modes at which the minimum error occurs,
also as a function of the number of sensors, in the same color scheme as that
on the left. Also included is the r = p line of number of modes and sensors
being equal. No noise is incorporated here, to save on runtime.
IV. MULTI-FIDELITY SENSOR SELECTION
The previous section details the underlying empirical and
theoretical observations for the sensor selection problem. In
this section, we consider the central aim of the paper: multi-
fidelity sensor selection. Specifically, cheap and expensive
sensors will simply be characterized by the additive noise in
a measurement. Cheap sensors will have higher additive noise
than expensive sensors. Thus the cost of an expensive sensor
improves the signal to noise ratio for the measurement.
We now allow for the presence of inhomogeneous measure-
ment noise:
Y = C{J}Xte + , (16)
where the elements of  ∈ Rp×` are given by ji ∝ N (0, σ2j ).
Once the noisy measurements have been obtained, the full state
reconstruction is identical to Eq. 4. For the purposes of this
paper, let the sensor noise variances take one of two values,
σj ∈ {σ(exp), σ(ch)}, with σ(exp) corresponding to expensive
sensors and σ(ch) to cheap sensors. This implies σ(exp) <
σ(ch).
We choose a basis of SVD modes for Ψ, which provides
nearly identical reconstruction errors to randomized rank re-
duction but with far fewer modes. We use r = p/2 modes
and randomized oversampling, which is orders of magnitude
faster than principled oversampling and performs only slightly
less well. Therefore, to place a total of p sensors, we perform
the column-pivoted QR decomposition on the first p/2 modes
and use the first p/2 pivots, then randomly place the remaining
p/2 sensors. Now we must further consider two options for
placing p(exp) expensive sensors and p(ch) cheap sensors
(where p(exp) + p(ch) = p). The expensive sensors could be
placed at the first p(exp) locations:
σ1:p(exp) = σ
(exp), σp(exp)+1:p = σ
(ch), (17)
or the expensive sensors could be placed on the last set of
selected locations:
σ1:p(ch) = σ
(ch), σp(ch)+1:p = σ
(exp). (18)
There is logic behind either choice. Since the QR algorithm
selects pivots in order of approximate importance, measuring
the first set of selected locations with high accuracy should
lead to better overall reconstructions. However, locations are
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chosen to iteratively maximize the variance of the basis modes,
so that the final set of locations, although randomly chosen,
almost certainly has a smaller variance than the first set.
Accurately measuring the last set of locations means better
resolving fine details on the reconstruction, while there is a
smaller signal-to-noise ratio on the high-variance first set of
sensors, meaning that even cheap noisy sensors should be able
to capture these modes relatively accurately.
The choice of where to place the expensive sensors depends
on the parameters of the particular problem, but we find that
generally the performance is better when the expensive sensors
are placed on the first set of locations, following Eq. 17.
In the asymptotic cases we will consider below, it will be
better to use just one type of sensor, so the choice is less
important. Therefore, for clarity, we only show results from
placing expensive sensors on the first set of sensor locations.
The parameter space for the multi-fidelity sensor selection
problem also includes the cheap and expensive sensor noise
levels σ(ch) and σ(exp), and the costs of both types of sensor,
c(ch) and c(exp). We assume there is a set budget B, such that
c(ch)p(ch) + c(exp)p(exp) ≤ B. (19)
We find that depending on all of these factors, it may be best
to use all cheap sensors, all expensive sensors, or a mixture
of both. We will explore different parameter regimes and their
effect on what type of sensor to use and where to place them
in the next section.
V. MULTI-FIDELITY SENSOR RESULTS
Because the parameter space is combinatorially large, we
consider only a few asymptotic regimes and determine in
these cases whether all cheap or all expensive sensors perform
better. The cases we explore fall into one of nine categories
comprising combinations of very low and very high σ(exp),
σ(ch), p(exp), and p(ch).
We also wish to account for different kinds of data, so we
construct three data sets with slow, medium, and fast singular
value decays. We do this by using the left and right singular
vectors from the Yale B Face data set combined with artificial
singular values. We fit a power law function, y = axb, to the
true singular values of the eigenface data set and find that they
have the approximate form
y = (1.21× 105)x−1.14. (20)
We assume that the exponent b = −1.14 corresponds to
medium singular value decay, and construct the artificial data
sets with b = −0.6,−1.1, and −1.6 (we retain a = 1.21 ×
105). The singular values are plotted in Fig. 6. The data set
with b = −1.6 has low rank, with 90% of the system’s energy
being captured by just 23 modes. The data set with b = −1.1
needs 355 modes, while the data set with b = −1.6 is high
rank, requiring 798 modes to capture 90% of its energy.
For reference, reconstruction results with one type of sensor
are shown for the three artificial data sets in Fig. 7. Each
subplot shows reconstruction error plotted against the number
of sensors for one of the three data sets. We consider two high
and two low noise levels. When σ = 1% and 2%, the data sets
Fig. 6. The singular values of the eigenface data set, plotted in black, and
the artificial singular value spectra we use in this section, shown in blue.
Fig. 7. Reconstruction error versus number of sensors for three data sets
with three different singular value exponents b. Results are given with just
one type of sensor at a time, with four different noise levels, two very low
and two very high.
with fast and medium decaying singular values have very low
reconstruction errors. For both high noise level cases, these
data sets have very high errors and exhibit noise amplification,
where the error increases with the number of sensors, despite
performing oversampling. The b = −0.6 data set always has
high reconstruction errors, but the error always decreases as
more sensors are added.
The main results of this paper are shown in Fig. 8. The
figure is split into nine sections, where the left column has
low noise (σ(exp) = 1%, σ(ch) = 2%), the middle column has
low σ(exp) = 1% and high σ(ch) = 40%, and the right column
has high-noise sensors, with σ(exp) = 35% and σ(ch) = 40%.
The top row has a small number of maximum allowed sensors,
2 and 4 for expensive and cheap, respectively. The middle row
uses a maximum of 2 expensive and 400 cheap sensors, and
the bottom row has a maximum of 300 expensive and 400
cheap sensors. In each section, results from the three data sets
are plotted separately. From left to right they have b = −1.6,
−1.1, and −0.6. Each of the panels shows reconstruction error
as the proportion of cheap and expensive sensors is varied.
Along the x-axis, the number of expensive sensors increases
from zero to p(exp,max) (marked “E”), while the number
of cheap sensors decreases from p(ch,max) (marked “C”) to
zero. At the midpoint, a mix of cheap and expensive sensors
is used. All combinations satisfy Eq. 19, where the budget
and sensor costs are adjusted to satisfy both set values of
p(exp,max) and p(ch,max) for every row. Results are averaged
over 20 randomized training and test sets, each with 20 cross
validations over sensor location and 10 noise realizations.
If the error is lower at point “C”, then it is better to use
all cheap sensors and the plot is colored red. Blue plots have
lower reconstruction errors at “E”, meaning that it is preferable
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Fig. 8. Results for placing two different types of sensors in the nine asymptotic regimes of cheap and expensive sensor number and noise level. The plots
show reconstruction error versus the number of cheap and expensive sensors, with the first data points (marked as C on the x-axis) using all cheap sensors and
the last (E on the x-axis) using all expensive sensors. The plots are color coded based on whether error is lower using all cheap sensors (red), all expensive
sensors (blue), or if the results are inconclusive (white, errors are within 2% of each other), as well as shaded from light to dark based on the magnitude of
the difference.
to use all expensive sensors. The plots are shaded from dark
to light, with dark indicating that there is a large difference
in reconstruction error between the two types of sensors, and
light meaning that the reconstruction errors are similar. Finally,
plots are colored white when there is less than a 2% difference
in using all cheap and all expensive sensors.
Although we have not yet found a rule for when to use
all cheap versus all expensive sensors, the figure does reveal
some trends. When both noise levels are very low, it is almost
always better to use a large number of cheap sensors. When
σ(exp) is low and σ(ch) is high, or when both sensor types
have high noise levels, it is more often better to choose a
small number of expensive sensors.
There are exceptions to the general trends, and it is clear that
the rank of the data set plays an important role in the results.
The low-rank system with b = −1.6 is more likely to perform
better with a small number of expensive sensors, while the
high-rank data with b = −0.6 usually does better with a larger
number of cheap sensors, even when those cheap sensors have
a high noise level. The system with medium singular value
decay is the most likely to have comparable performances with
all cheap and all expensive sensors.
In these asymptotic regimes, it is never preferable to have
a mix of cheap and expensive sensors, and there are a few
cases where a mixture has the worst performance, such as the
b = −1.6 panel of the middle row and column. Apparently
the balance between improving results by adding sensors and
improving results by reducing noise is suboptimal in this case.
We note that many of these reconstructions are very poor
no matter which sensors are used. An eigenface reconstruction
with error greater than around 20% begins to look unrec-
ognizable, so the high-noise or low-sensor cases where the
reconstruction errors approach or exceed 100% are entirely
dominated by noise. In a real-world case like this, the engineer
or scientist would need to either purchase a larger number of
expensive sensors or design sensors with less noise.
As previously discussed, the parameter space for the multi-
fidelity sensor problem is very large, and exploring all cases
between the asymptotic regimes shown in Fig. 8 is prohibitive.
However, in Fig. 9, 10, and 11, we show a few intermediary
results, made by varying one parameter at a time.
Fig. 9 shows results for all three singular value exponents,
holding σ(exp), p(exp,max), and p(ch,max) constant at low
values, and increasing σ(ch) from a low to a high value. The
data sets with fast and medium singular value decays both
transition from favoring all cheap sensors to all expensive
sensors, passing through a small window of σ(ch) values where
a mix of sensor types produces the best results (shown in
purple). A mix does not outperform all cheap or all expensive
sensors by a large amount, only by about 3 or 4%. The data
set with slow singular value decay slightly favors the use of
all cheap sensors at low values of σ(ch) and transitions to
seeing similar results with either type of sensor. There is no
point where it is significantly better to use a mix, and since
the system has a very high rank, all of the reconstructions are
very poor.
We vary the maximum number of cheap sensors, with
p(exp,max) = 2, σ(exp) = 1%, and σ(ch) = 40%, with
results shown for all three values of b in Fig. 10. In this
case, increasing the maximum number of cheap, noisy sensors
intensifies the results seen in this regime in Fig. 8. For
the b = −1.6 and −1.1 systems, adding additional, highly
noisy sensors decreases the reconstruction quality, and for
p(ch,max) = 300, a mix of sensor types yields the worst perfor-
mance. Meanwhile, for the high-rank system, adding sensors
improves the reconstruction, even though the cheap sensors
have extremely high noise levels. Based on the parameters
chosen here, none of the reconstructions are very good (notice
the range of the y-axes) for any of the data sets.
Finally, we vary the singular value exponent b for two
different sets of the remaining parameters, as shown in Fig. 11.
In both cases, the systems transition from preferring a small
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Fig. 9. Slices across cheap sensor noise level. Each row corresponds to one singular value exponent and each column has a different value of σ(ch), beginning
at 6% and increasing to 36%. All panels are in the regime of low σ(exp), p(exp), and p(ch). As the results transition from favoring all cheap sensors to
favoring all expensive sensors, the data sets with b = −1.6 and −1.1 pass through a point where it is optimal to have a mix of one expensive sensor and
two cheap sensors, shown in purple. The rest of the color scheme is as in Fig. 8.
Fig. 10. Slices across maximum number of cheap sensors. As in Fig. 9, each row corresponds to a value of b, but here each column has a different maximum
number of cheap sensors, increasing from left to right, equivalent to decreasing c(ch). In this case, p(ch) is labeled on the x-axis, but with p(exp,max) = 2,
p(exp) implicitly increases along the x-axis from zero to two. All panels have σ(exp) = 1% and σ(ch) = 40%.
number of expensive sensors to a large number of cheap
sensors as b is increased from −1.6 to −0.6. This makes sense,
as it only requires a small number of sensors to produce a good
reconstruction of a low-rank system, while adding sensors to a
high-rank system almost always improves the reconstruction,
even when the sensors have high noise levels. As no point is
it better to have a mix of sensor types, and when both sensor
types have high noise levels and the system is low-rank, a mix
gives the poorest results.
To demonstrate that the trends above also apply to real-
world data, we consider the NOAA weekly sea surface tem-
perature (SST) data [47]–[49]. This data set consists of weekly
sea surface temperature snapshots from 1990 to 2016, on a
360 × 180 grid. We select sensors as above, using an SVD
basis with p = 2r oversampling in the case of p > 10, where
noise amplification begins to be significant (when p < 10,
we set r = p). Expensive sensors have 1% noise level and
p(exp,max) = 6, and we allow up to 100 cheap sensors with
noise levels of 2, 3, and 5%. Results are given in Fig. 12, where
the panels show example sensor placements corresponding to
optimum performance given the conditions: 100 cheap sensors
when σ(ch) is low, and 6 expensive sensors in the case of a
relatively high σ(ch). When σ(ch) = 3%, the performances
are comparable for each distribution of sensors, so for interest
we plot the locations of a mix of 3 expensive and 50 cheap
sensors. The insets show error versus the number of cheap
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Fig. 11. Slices across singular value exponent. Each column has a different value of b, increasing from −1.6 to −0.6. The top row is in the regime of low
σ(ch) and σ(exp) and high p(ch) and p(exp). The lower row has high noise values, with low p(exp) and high p(ch).
Fig. 12. Sensor location results for the sea surface temperature data set,
selecting up to six expensive sensors with 1% noise level and up to 100
cheap sensors with varying noise levels. The cheap sensors are shown in red
and the expensive sensors in blue. The insets give the error versus the number
of cheap and expensive sensors, as in previous figures. The trade-off between
cheap and expensive sensors, and their combined use, is highly informative
for the global monitoring of the sea surface temperature.
and expensive sensors, as in previous figures. We find that the
expensive sensors are more likely to be placed in landlocked
seas or lakes, as these measurements are fairly independent
from the oceans. Finally, recall that with a mix of sensors, the
expensive sensors were placed at the first QR pivots. However,
we find that placing the first p/2 = 27 cheap sensors at
the principled QR pivots and the remaining 26 cheap and
expensive sensors randomly gave similar results on average.
All of these figures cover only a small section of the total
parameter space for the multi-fidelity sensor selection problem.
We have discovered trends in the results, but no analytic rule
for when to choose which type of sensor. Future work must
continue to investigate the influence of sensor noise levels,
costs, budget, and system rank on reconstruction quality and
the choice of sensor type.
VI. DISCUSSION
We consider sparse, multi-fidelity sensor selection for full-
state reconstruction in the case of two types of available
sensors: (i) low noise with high cost (large signal-to-noise)
and (ii) high noise with low cost (low signal-to-noise). The
problem and results are complex and nuanced, with a large,
non-convex parameter space. Regardless, we provide an initial
exploration of a few asymptotic cases of low and high noise
levels, and low and high numbers of sensors. Because results
are dependent on the rank of the measured data, we construct
three artificial data sets with slow, medium, and fast singular
value decay. We employ the column-pivoted QR decomposi-
tion for sensor placement and find a few general trends for the
multi-fidelity sensor selection. Under our chosen asymptotic
conditions, it is never better to use a mix of both types of
sensors. If both sensors have low noise, it is usually better
to use a large number of cheap sensors than a small number
of expensive sensors. If the cheap sensors have much higher
noise levels than the expensive sensors, then a small number
of expensive sensors usually performs better. And if both
types of sensor have very high noise levels, reconstructions are
generally very poor and which type performs better is rank-
dependent: low-rank systems slightly favor a small number of
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expensive sensors, while high-rank systems do slightly better
with a large number of cheap sensors.
We also test the effect of over- and under-sampling with
one type of sensor given one of two common basis choices.
With an SVD basis, oversampling stabilizes the reconstruction,
while with a randomized reduced basis, taking more modes
than sensors captures more of the system’s energy and leads to
improved results. We find that for the Yale B Face data set, the
SVD with oversampling yields nearly identical reconstructions
to randomized modes with under-sampling, but while the
SVD performs best with only moderate oversampling, the
randomized basis results improve continually as more modes
are added. In most applications, sparse sensor placement is
performed alongside rank reduction, so the SVD will probably
be the preferred choice. However, randomized rank reduction
is faster to perform, so it may be preferable for a very large
system.
This has not been a complete treatment of the multi-
fidelity sensor placement problem. The ultimate objective is
to discover a set of principles for how many of each sensor
type to use and where to place them, given the rank of the
data, the sensor costs and noise levels, and a set budget. Such
principles are difficult to discover except in various asymptotic
regimes. Regardless, the work suggests how further studies can
be used to reveal more trends, even in non-asymptotic cases.
Further extensions could include a weighted or statistical
reconstruction method, which could help account for sensor
noise, improving reconstructions and perhaps making a mix
of sensor types more viable. It would also be interesting to
consider more than two types of sensors, or sensors that are
multi-fidelity in some other way, like modality, bandwidth,
or time resolution. We could also improve cost effectiveness
by incorporating a cost function into the column-pivoted QR
algorithm, as in [27]. Sensor placement is often treated sim-
plistically mathematically, but all the practicalities of physical
sensors, like cost and noise level, make it a highly complex
problem. This text treats just one facet of the practical prob-
lem, but even so, it should lead to further developments, better
reconstructions, and cost savings for practitioners looking to
deploy networks of sensors.
ACKNOWLEDGMENT
E. Clark and S. L. Brunton acknowledge support from the
Boeing Company. S. L. Brunton acknowledges support from
the Air Force Office of Scientific Research (FA9550-18-1-
0200). J. N. Kutz acknowledges support from the Air Force
Office of Scientific Research (FA9550-19-1-0011).
REFERENCES
[1] G. Antchev, P. Aspell, I. Atanassov, V. Avati, V. Berardi, M. Berretti,
M. Bozzo, E. Brucken, A. Buzzo, F. Cafagna et al., “The totem detector
at lhc,” Nuclear Instruments and Methods in Physics Research Section
A: Accelerators, Spectrometers, Detectors and Associated Equipment,
vol. 617, no. 1-3, pp. 62–66, 2010.
[2] J. Taylor and M. N. Glauser, “Towards practical flow sensing and
control via pod and lse based low-dimensional tools,” Journal of Fluids
Engineering, vol. 126, no. 3, pp. 337–345, 2004.
[3] K. Willcox, “Unsteady flow sensing and estimation via the gappy proper
orthogonal decomposition,” Computers & Fluids, vol. 35, no. 2, pp. 208–
226, 2006.
[4] S. Chaturantabut and D. C. Sorensen, “Nonlinear model reduction via
discrete empirical interpolation,” SIAM Journal on Scientific Computing,
vol. 32, no. 5, pp. 2737–2764, 2010.
[5] T. Koshizen, “Improved sensor selection technique by integrating sensor
fusion in robot position estimation,” Journal of Intelligent and Robotic
Systems, vol. 29, no. 1, pp. 79–92, 2000.
[6] A. W. Mahoney, T. L. Bruns, P. J. Swaney, and R. J. Webster, “On
the inseparable nature of sensor selection, sensor placement, and state
estimation for continuum robots or “where to put your sensors and how
to use them”,” in 2016 IEEE International Conference on Robotics and
Automation (ICRA). IEEE, 2016, pp. 4472–4478.
[7] E. Samadiani, Y. Joshi, H. Hamann, M. K. Iyengar, S. Kamalsy,
and J. Lacey, “Reduced order thermal modeling of data centers via
distributed sensor data,” Journal of Heat Transfer, vol. 134, no. 4, 2012.
[8] L. Liu, S. Wang, D. Liu, Y. Zhang, and Y. Peng, “Entropy-based sensor
selection for condition monitoring and prognostics of aircraft engine,”
Microelectronics Reliability, vol. 55, no. 9-10, pp. 2092–2096, 2015.
[9] S.-L. Chua and L. K. Foo, “Sensor selection in smart homes,” Procedia
Computer Science, vol. 69, pp. 116–124, 2015.
[10] K. Manohar, T. Hogan, J. Buttrick, A. G. Banerjee, J. N. Kutz, and
S. L. Brunton, “Predicting shim gaps in aircraft assembly with machine
learning and sparse sensing,” Journal of Manufacturing Systems, vol. 48,
pp. 87–95, 2018.
[11] B. O’Flynn, R. Martinez-Catala, S. Harte, C. O’Mathuna, J. Cleary,
C. Slater, F. Regan, D. Diamond, and H. Murphy, “Smartcoast: a wireless
sensor network for water quality monitoring,” in 32nd IEEE Conference
on Local Computer Networks (LCN 2007). IEEE, 2007, pp. 815–816.
[12] M. Raut, “Intelligent public transport prediction system using wireless
sensor network,” International Journal of Computer Science and Appli-
cations, vol. 6, no. 2, 2013.
[13] W. Zhang and X. Ma, “Simultaneous fault detection and sensor selection
for condition monitoring of wind turbines,” Energies, vol. 9, no. 4, p.
280, 2016.
[14] J. M. Dolan, G. Podnar, S. Stancliff, E. Lin, J. Hosler, T. Ames,
J. Moisan, T. Moisan, J. Higinbotham, and A. Elfes, “Harmful algal
bloom characterization via the telesupervised adaptive ocean sensor
fleet,” 2007.
[15] B. Yildirim, C. Chryssostomidis, and G. Karniadakis, “Efficient sensor
placement for ocean measurements using low-dimensional concepts,”
Ocean Modelling, vol. 27, no. 3-4, pp. 160–173, 2009.
[16] X. Yang, D. Venturi, C. Chen, C. Chryssostomidis, and G. E. Karni-
adakis, “Eof-based constrained sensor placement and field reconstruction
from noisy ocean measurements: Application to nantucket sound,”
Journal of Geophysical Research: Oceans, vol. 115, no. C12, 2010.
[17] K. Manohar, E. Kaiser, S. L. Brunton, and J. N. Kutz, “Optimized
sampling for multiscale dynamics,” Multiscale Modeling & Simulation,
vol. 17, no. 1, pp. 117–136, 2019.
[18] I. Bright, G. Lin, and J. N. Kutz, “Classification of spatiotemporal
data via asynchronous sparse sampling: Application to flow around a
cylinder,” Multiscale Modeling & Simulation, vol. 14, no. 2, pp. 823–
838, 2016.
[19] M. Barrault, Y. Maday, N. C. Nguyen, and A. T. Patera, “An “empirical
interpolation’ method: application to efficient reduced-basis discretiza-
tion of partial differential equations,” Comptes Rendus Mathematique,
vol. 339, no. 9, pp. 667–672, 2004.
[20] Z. Drmacˇ and S. Gugercin, “A new selection operator for the discrete
empirical interpolation method—improved a priori error bound and
extensions,” SIAM Journal on Scientific Computing, vol. 38, no. 2, pp.
A631–A648, 2016.
[21] K. Manohar, B. W. Brunton, J. N. Kutz, and S. L. Brunton, “Data-driven
sparse sensor placement for reconstruction: Demonstrating the benefits
of exploiting known patterns,” IEEE Control Systems, vol. 38, no. 3, pp.
63–86, 2018.
[22] A. Krause, A. Singh, and C. Guestrin, “Near-optimal sensor placements
in Gaussian processes: Theory, efficient algorithms and empirical stud-
ies,” Journal of Machine Learning Research, vol. 9, no. Feb, pp. 235–
284, 2008.
[23] M. Shamaiah, S. Banerjee, and H. Vikalo, “Greedy sensor selection:
Leveraging submodularity,” in 49th IEEE Conference on Decision and
Control (CDC). IEEE, 2010, pp. 2572–2577.
[24] J. Ranieri, A. Chebira, and M. Vetterli, “Near-optimal sensor placement
for linear inverse problems,” IEEE Transactions on Signal Processing,
vol. 62, no. 5, pp. 1135–1146, 2014.
[25] A. Krause, C. Guestrin, A. Gupta, and J. Kleinberg, “Near-optimal
sensor placements: Maximizing information while minimizing commu-
nication cost,” in Proceedings of the 5th International Conference on
Information Processing in Sensor Networks. ACM, 2006, pp. 2–10.
ARXIV SUBMISSION 11
[26] A. Krause and C. Guestrin, “Near-optimal observation selection using
submodular functions,” in AAAI, vol. 7, 2007, pp. 1650–1654.
[27] E. Clark, T. Askham, S. L. Brunton, and J. N. Kutz, “Greedy sensor
placement with cost constraints,” IEEE Sensors Journal, vol. 19, no. 7,
pp. 2642–2656, 2018.
[28] B. Peherstorfer, Z. Drmacˇ, and S. Gugercin, “Stabilizing discrete empiri-
cal interpolation via randomized and deterministic oversampling,” arXiv
preprint arXiv:1808.10473, 2018.
[29] E. Liberty, F. Woolfe, P.-G. Martinsson, V. Rokhlin, and M. Tygert,
“Randomized algorithms for the low-rank approximation of matrices,”
Proceedings of the National Academy of Sciences, vol. 104, no. 51, pp.
20 167–20 172, 2007.
[30] N. Halko, P.-G. Martinsson, and J. A. Tropp, “Finding structure with
randomness: Probabilistic algorithms for constructing approximate ma-
trix decompositions,” SIAM Review, vol. 53, no. 2, pp. 217–288, 2011.
[31] D. Lahat, T. Adali, and C. Jutten, “Multimodal data fusion: an overview
of methods, challenges, and prospects,” Proceedings of the IEEE, vol.
103, no. 9, pp. 1449–1477, 2015.
[32] X. Zhang, Y. Xu, and S. Zhan, “Optimal locations of a multi-type sensor
system for structural health monitoring,” in Proceedings Of The 8th
International Conference On Structural Dynamics, 2011.
[33] S. Zhu, X.-H. Zhang, Y.-L. Xu, and S. Zhan, “Multi-type sensor place-
ment for multi-scale response reconstruction,” Advances in Structural
Engineering, vol. 16, no. 10, pp. 1779–1797, 2013.
[34] J.-F. Lin, Y.-L. Xu, and S.-S. Law, “Structural damage detection-oriented
multi-type sensor placement with multi-objective optimization,” Journal
of Sound and Vibration, vol. 422, pp. 568–589, 2018.
[35] C. Zhang and Y. Xu, “Optimal multi-type sensor placement for response
and excitation reconstruction,” Journal of Sound and Vibration, vol. 360,
pp. 112–128, 2016.
[36] R. N. Soman, T. Onoufrioua, M. A. Kyriakidesb, R. A. Votsisc, and
C. Z. Chrysostomou, “Multi-type, multi-sensor placement optimization
for structural health monitoring of long span bridges,” Smart Structures
and Systems, vol. 14, no. 1, pp. 55–70, 2014.
[37] D. C. Kammer, “Effects of noise on sensor placement for on-orbit modal
identification of large space structures,” Journal of Dynamic Systems,
Measurement and Control, vol. 114, no. 3, pp. 436–443, 1992.
[38] E. Clark, J. N. Kutz, and S. L. Brunton, “Sensor selection with
cost constraints for dynamically relevant bases,” arXiv preprint
arXiv:2003.07924, 2020.
[39] P. Businger and G. H. Golub, “Linear least squares solutions by
Householder transformations,” Numerische Mathematik, vol. 7, no. 3,
pp. 269–276, 1965.
[40] C. Eckart and G. Young, “The approximation of one matrix by another
of lower rank,” Psychometrika, vol. 1, no. 3, pp. 211–218, 1936.
[41] N. B. Erichson, S. Voronin, S. L. Brunton, and J. N. Kutz, “Randomized
matrix decompositions using r,” arXiv preprint arXiv:1608.02148, 2016.
[42] D. Cai, X. He, Y. Hu, J. Han, and T. Huang, “Learning a spatially smooth
subspace for face recognition,” in 2007 IEEE Conference on Computer
Vision and Pattern Recognition. IEEE, 2007, pp. 1–7.
[43] D. Cai, X. He, and J. Han, “Spectral regression for efficient regularized
subspace learning,” in 2007 IEEE 11th International Conference on
Computer Vision. IEEE, 2007, pp. 1–8.
[44] D. Cai, X. He, J. Han, and H.-J. Zhang, “Orthogonal laplacianfaces
for face recognition,” IEEE Transactions on Image Processing, vol. 15,
no. 11, pp. 3608–3614, 2006.
[45] X. He, S. Yan, Y. Hu, P. Niyogi, and H.-J. Zhang, “Face recognition us-
ing laplacianfaces,” IEEE Transactions on Pattern Analysis and Machine
Intelligence, vol. 27, no. 3, pp. 328–340, 2005.
[46] M. Gavish and D. L. Donoho, “The optimal hard threshold for singular
values is 4/
√
3,” IEEE Transactions on Information Theory, vol. 60,
no. 8, pp. 5040–5053, 2014.
[47] “NOAA optimal interpolation (OI) sea surface temperature (SST) v2.”
[Online]. Available: https://www.esrl.noaa.gov/psd/
[48] V. Banzon, T. M. Smith, T. M. Chin, C. Liu, and W. Hankins, “A
long-term record of blended satellite and in situ sea-surface temperature
for climate monitoring, modeling and environmental studies,” Earth
System Science Data, vol. 8, no. 1, pp. 165–176, 2016. [Online].
Available: http://www.earth-syst-sci-data.net/8/165/2016/
[49] R. W. Reynolds, T. M. Smith, C. Liu, D. B. Chelton, K. S. Casey, and
M. G. Schlax, “Daily high-resolution-blended analyses for sea surface
temperature,” Journal of Climate, vol. 20, no. 22, pp. 5473–5496, 2007.
Emily Clark received the B.S. degree in physics
from Bates College, Lewiston, ME, in 2015. She is
a Ph.D. candidate of physics at the University of
Washington.
Steven L. Brunton (Senior Member, IEEE) received
the B.S. degree in mathematics with a minor in
control and dynamical systems from the California
Institute of Technology, Pasadena, CA, in 2006,
and the Ph.D. degree in mechanical and aerospace
engineering from Princeton University, Princeton,
NJ, in 2012. He is an Associate Professor of mechan-
ical engineering and a data science fellow with the
eScience institute at the University of Washington.
J. Nathan Kutz (Member, IEEE) received the
B.S. degrees in physics and mathematics from the
University of Washington, Seattle, WA, in 1990,
and the Ph.D. degree in applied mathematics from
Northwestern University, Evanston, IL, in 1994. He
is currently a Professor of applied mathematics, ad-
junct professor of physics, mechanical engineering,
and electrical engineering, and a senior data science
fellow with the eScience institute at the University
of Washington.
