This paper is concerned with the quasi-synchronization issue of linearly coupled networks with discontinuous nonlinear functions in each isolated node. Under the framework of Filippov systems, the existence and boundedness of solutions for such complex networks can be guaranteed by the matrix measure approach. A design method is presented for the synchronization controllers of coupled networks with non-identical discontinuous systems. Moreover, a sufficient condition is derived to ensure the quasi-synchronization of switched coupled complex networks with discontinuous isolated nodes, which could be controlled by some designed linear controllers. The obtained results extend the previous work on the synchronization issue of coupled complex networks with Lipschitz continuous conditions. Numerical simulations on the coupled chaotic systems are given to demonstrate the effectiveness of the theoretical results. In nature and human society, because of natural law and the variety of subjective and objective factors, discontinuous system widely exists in many practical problems. Based on the concept of Filippov solutions, differential inclusion, nonsmooth analysis, Lyapunov functional method, matrix measure, and control theory, this paper studies the quasisynchronization control of complex networks with nonidentical nodes, where the dynamics are discontinuous in each node. Under the designed feedback controller, the error of the system with mismatched parameters will be in small range, and the size of the error bounds depends on the controller gain and the degree of mismatched parameters. We conclude that, for the discontinuous nonlinear functions, the complete synchronization may not be realized even for identical systems. Furthermore, for the discontinuous network structure, we consider the quasisynchronization issue of switched networks. Numerical examples are given to reveal the rich dynamic behaviors of synchronized states.
I. INTRODUCTION
Over the past decades, complex networks have been studied intensively in various fields, such as physics, mathematics, engineering, biology, and sociology. [1] [2] [3] [4] [5] A complex network is a large set of interconnected nodes, which represent individuals in the system and among them, the edges, represent the connections. Each node is a fundamental unit having specific contents and exhibiting dynamical behavior. A complex network can exhibit complicated dynamics which may be absolutely different from those of a single node. Hence, the investigation of complex dynamical networks is of great importance, and many large-scale systems in nature and human societies, such as biological neural networks, the Internet, the WWW, electrical power grids, etc., can be described by complex networks.
On the other hand, synchronization, a typical collective behavior in nature, means two or more systems share a common dynamical behavior, which can be induced by coupling or by external forces. Synchronization certainly is a basis to understand an unknown dynamical system from one or more well-known dynamical systems. Since the pioneering work of Pecora and Carroll, 6 chaotic synchronization has received a great deal of attention due to their potential applications in secure communications, chemical reactions, biological systems, and so on. 7, 8 In Ref. 6 , the authors proposed the master stability function for the transverse stability analysis of the diagonal synchronization manifold, which has been widely utilized to study local synchronization in networks of coupled system. 9, 10 Afterwards, Ref. 11 proposed a framework of Lyapunov like method to investigate global synchronization in complex networks. The application of this method often requires to consider a bounded and Lipschitz continuous nonlinear functions for each node dynamics in the networks. However, it is known that dynamical systems with discontinuous and/or unbounded nonlinear functions do frequently arise in the real applications. For the well known neural networks, there have been extensive results on the global stability of neural networks with discontinuous activations in the existing literature. [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] Forti and Nistri 13 discussed the global asymptotic stability and global convergence in finite time of a unique equilibrium point for discontinuous neural networks by using Lyapunov diagonally stable matrix. Similarly, the paper 18 considered the global exponential stability of Cohen-Grossberg neural networks with discontinuous nonlinear functions. In our previous work, 16 the robust state estimation problem was investigated for uncertain neural networks with discontinuous activations and time-varying delays, and then we further studied complete periodic synchronization issue for the delayed neural networks with discontinuous activation functions. 17 Hence, for the complex a)
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1054-1500/2012/22(3)/033110/12/$30.00 V C 2012 American Institute of Physics 22, 033110-1 networks, it is necessary to reveal what will happen when each node dynamics are discontinuous. In the above several references, the first problem to be resolved is giving the definition of solution for the discontinuous systems under the framework of Filippov solution. By constructing the Filippov set-valued map, the differential equation could be transformed into a differential inclusion, which is also called as the Filippov regularization (the details can be founded in Definition 2). Such a notion has been utilized as a feasible approach in the field of mathematics and control for discontinuous dynamical systems.
The behavior of a network is determined by two main features: the dynamics of the isolated nodes and the connections between the nodes. In order to analyze the network synchronization, most works in the literature assume that all the node dynamics are identical which mainly origins from physical connections in biology, physics, and social science. 22, 23 Nowadays, the interest of synchronization issue is shifting to networks of coupled non-identical dynamical systems mainly due to the above assumption that the identical nodes is a highly unlikely circumstance for technological networks in the real world. Indeed, almost all complex dynamical networks in engineering have different nodes. 24 In addition, the behavior of networks with non-identical nodes is much more complicated than the identical-node case. For instance, there does not exist a common equilibrium for all nodes even if each isolated node has an equilibrium. Therefore, a network with non-identical nodes still show some kind of synchronization behaviors which are far from being fully understood. Certain reasonable and satisfactory boundedness 22, 25 of state motion errors between different nodes can be taken as useful synchronization properties, which is usually called as quasi-synchronization. 26 Furthermore, as is well known, the connections between different nodes are not always stable, and link failure and new link creation may happen at times. [27] [28] [29] Hence, the abrupt changes in the network structure may occur, and switches between some different topologies are inevitable for many real world dynamical networks. Recently, switched systems have numerous applications in communication systems, 30, 31 control of mechanical systems, automotive industry, aircraft and air traffic control, electric power systems, 32 and many other fields.
Motivated by the above discussions, we aim (i) to formulate a mathematical model considering discontinuous dynamics of each isolated node for the coupled complex networks; (ii) to use the concept of Filippov solution to describe the solutions' existence and boundedness of coupled networks; (iii) to utilize matrix measure method to cope with the quasi-synchronization issue of network with nonidentical nodes; (iv) to explain why the complete synchronization may not be realized for network with nodes having discontinuous dynamics even if they are identical; (v) to derive some sufficient criteria to verify the synchronizability issue of the switched complex networks.
The rest of the paper is organized as follows. In Sec. II, some preliminaries are briefly given. In Sec. III, the asymptotic uniform boundedness conditions for complex networks with discontinuous activations for each node are obtained by matrix measure approach. In Sec. IV, the main theorems and corollaries for quasi-synchronization of networks with nonidentical nodes are discussed. In Sec. V, some feedback controllers are designed for quasi-synchronization of switched linearly coupled networks. In Sec. VI, simulation results aiming at substantiating the theoretical analysis are presented. This paper is finally concluded in Sec. VII.
II. MODEL FORMULATION AND PRELIMINARIES
In this paper, we consider a complex dynamical network consisting of N linearly coupled identical nodes. Each node is an n-dimensional system composed of linear and nonlinear terms. The ith node can be described by following differential equation: 
Consider the dynamical behavior of the complex dynamical network described by the following linearly coupled differential equations:
where C is the inner coupling positive definite matrix between two connected nodes i and j; c is the coupling strength; a ij is defined as follows: if there is a connection from node j to node i (j ! i), then a ij ¼ a ji > 0; otherwise, a ij ¼ a ji ¼ 0ðj 6 ¼ iÞ and the diagonal elements of matrix A are defined by
Unlike the previous studies on synchronization of complex networks, the nonlinear function f of each isolated node in this paper does not hold the Lipschitz condition 7, 26, 30 or QUAD condition (see Ref. 11 for details) any more. Moreover, the basic continuous conditions are also removed. The marked difference between this paper and the existing work is that the node dynamics in our model are admitted to be discontinuous.
From the theoretical point of view, the basic and natural question is about the solution of the discontinuous dynamical systems. The existence of solutions for discontinuous dynamical systems is a delicate problem, as can be seen from our previous work. [15] [16] [17] First, we need some preliminaries to introduce the new definition for the solutions. Definition 1. Class F of functions: we call f 2 F, if for all i ¼ 1; 2; Á Á Á ; n, f i ðÁÞ satisfies: f i ðÁÞ is continuously differentiable, except on a countable set of isolated points fq 
In the following, we apply the framework of Filippov 33 in discussing the solution of each node (1) with the discontinuous function f. Definition 2. A set-valued map is defined as
K½f ðBðx i ; dÞ n NÞ;
where K(E) is the closure of the convex hull of set E, Bðx i ; dÞ ¼ fy : ky À x i k dg, and lðNÞ is Lebesgue measure of set N. A solution in the sense of Filippov of Eq. (1) with initial condition x i ðsÞ ¼ h s ; 8s 2 ½Às; 0 is an absolutely continuous function x i ðtÞ; t 2 ½0; T, which satisfies differential inclusion dx i dt 2 Dx i ðtÞ þ BFðx i Þ; a:e: t 2 ½0; T; i ¼ 1; Á Á Á ; N; (5) where
Remark 1. For the discontinuous points, instead of focusing on the value of the vector field at individual points, we consider how the vector field looks like around each point! 12 Hence, the idea of set-valued maps could be used for formalizing this neighborhood from the mathematical framework. Definition 2 can be explained specifically: for x i 2 R n , the vector field f is evaluated at the points belonging to Bðx i ; dÞ. Checking the effect of d approaching zero by performing this evaluation for smaller and smaller d. In order to keep the outcome be the same for two vector fields that differ on a set of measure zero, we can flexibly exclude an arbitrary set N of measure zero in Bðx i ; dÞ. The above definition of F is due to Filippov and is called as Filippov regularization.
It is obvious that, for all f 2 F, the set-valued map x i ðtÞ ,! Dx i ðtÞ þ BFðx i ðtÞÞ has nonempty compact convex values. Furthermore, it is upper-semi-continuous 34 and hence it is measurable. By the measurable selection theorem, 35 if x i ðtÞ is a solution of Eq. (1), then there exists a measurable function a i ðtÞ 2 K½f ðx i ðtÞÞ such that for a:e: t 2 ½0; þ1Þ, the following equations hold _ x i ðtÞ ¼ Dx i ðtÞ þ Ba i ðtÞ; for a:e: t 2 ½0; TÞ; i ¼ 1; Á Á Á ; N:
Remark 2. For each node x i ; i ¼ 1; 2; Á Á Á ; N, the singlevalued function a i ðtÞ is the so-called measurable selection of set-valued function Fðx i ðtÞÞ. Generally, the selection function maybe continuous or not. But, for the set-valued function obtained by Filippov regularization, the existence of a continuous approximate selection can be ensured based on the Cellina's theorem (see Appendix).
In Refs. 15-17, we have considered the existence and stability (and then the uniqueness) of such solutions for each node. In this paper, we will not repeat the existence results, which can also be found in Refs. 13, 14, and 18-20. We will discuss the uniform boundedness of the complex dynamical networks (2) in Sec. III.
Next, we introduce the concept of matrix measure which is the main tool in the deduction of this paper.
Definition 3. The matrix measure of a real square matrix A ¼ ða ij Þ nÂn is as follows:
where jj Á jj p is an induced matrix norm on R nÂn , I is the identity matrix, and p ¼ 1; 2; 1.
When the matrix norm
III. ASYMPTOTIC UNIFORM BOUNDEDNESS OF COMPLEX NETWORKS
In this section, we establish some basic results on uniform boundedness of solutions in the sense of Filippov for the complex networks (2) under the next hypothesis called as the growth condition. 21, 35 The growth condition (g.c.): for f 2 F, there exist constants M 1 and M 2 , with M 1 ! 0 such that
Remark 3. For the discontinuous jumped function f, the growth condition (g.c.) is reasonable. The function f here abandons the restriction of boundedness [13] [14] [15] 18 or monotonicity, 13, 14, [18] [19] [20] whose graph only needs to be under some linear functions, just as shown in Fig. 1 (n ¼ 1) .
Let A B denote the Kronecker product of matrices A and B, there exists T ! 0 such that if kxð0Þk p d 0 then kxðtÞk p x for all t ! T. Theorem 1. Under the growth condition (g.c.), the complex network (8) is uniformly bounded, if there exist r > 0 and one matrix measure l p ðÁÞ; p ¼ 1; 2; 1 such that
Proof. Consider the following positive radially unbounded auxiliary functional for model (8) as
By Lemma 1 (see Appendix), calculating the upper righthand derivative of V 1 ðtÞ along the positive half trajectory of Eq. (8), we have
where aðtÞ ¼ ða 
It follows that
Therefore, for the given sufficient small e > 0, there exists T ! 0 such that
where c ¼ M 2 kBk p . This completes the proof of Theorem 1. Remark 4. It should be noted that there is no other restriction on nonlinear function f except for the constraint of the growth condition (g.c.). Under this constraint, the function f can be arbitrary. Hence, the derived criterion is easily to be verified. In Ref. 39 , the global dissipativity issue has been considered for the uncertain neural networks with mixed time-varying delays. Actually, the results they obtained can be included by this paper when N ¼ 1, and from the condition (9), the neuron self-inhibition matrix D does not need to be bounded.
IV. QUASI-SYNCHRONIZATION OF DELAYED COUPLED NETWORKS WITH NON-IDENTICAL NODES
In Sec. III, model (2) is a complex dynamical network without delayed coupling. In this section, we consider the synchronization issue of linearly delayed coupled networks with non-identical nodes
which is a general complex network model. It means that each node communicates with other non-identical nodes at time t as well as at time t À s. Our goal is to synchronize the states of networks (15) 
by introducing a controller u i ðtÞ 2 R n , i ¼ 1; 2; Á Á Á ; N, into each individual node, where s(t) can be any desired state, for example, an equilibrium point, a nontrivial periodic orbit, or even a chaotic orbit. That is, by adding a suitable designed feedback controller to complex networks (15), one has x 1 ðtÞ ¼ x 2 ðtÞ ¼ Á Á Á ¼ x N ðtÞ ¼ sðtÞ, when t ! 1. The controlled complex networks (15) can be written as
Subtracting Eq. (16) from Eq. (17), we obtain the following error dynamical systems:
where
Consider the state-feedback control law
By Kronecker product, (19) and (20), the error system (18) can be rewritten as
where T . We all know that if the dynamics of each node in the complex systems are not identical, the synchronization error does not approach zero asymptotically. In other words, it is impossible to achieve complete synchronization in the presence of parameter mismatches among the N nodes. However, it is possible to synchronize the complex systems with a relatively small error bound which is dependent on the differences in the parameters among each individual system. Definition 5. Complex networks (15) and (16) is quasisynchronized, if there exists a compact set X & R Nn so that eðt 0 Þ 2 X and there exist a bound B and a time TðB; eðt 0 ÞÞ, which are both independent of t 0 > 0, such that, for some proper control gains, jjeðtÞjj p B; p ¼ 1; 2; þ1; 8 t ! t 0 þ T.
22,25
Before proceeding to the main results, we further assume that the set-valued map F satisfies (L.) Suppose 0 2 K½f ð0Þ and there exist constants M 1 and M 2 ! 0 such that for all iðtÞ 2 K½f ðxðtÞÞ, jðtÞ 2 K ½f ðyðtÞÞ, the following holds kiðtÞ À jðtÞk p M 1 kxðtÞ À yðtÞk p þ M 2 ; p 2 f1; 2; 1g:
Remark 5. From the definition of Filippov solution, we know that a discontinuous function need transform into a Filippov set-valued function, which maps one point into a set. Then, based on which, we make a measurable selection. But the selected single-valued functions are not uniqueness, which result in there existing some different values at one discontinuous point. Hence, iðtÞ may not be equal to jðtÞ even x ¼ y if x is a discontinuous point, i.e., for the discontinuous function f, M 2 in the condition (L.) should not equal to zero, which is the essential difference between this paper and the Lipschitz condition in the previous literature. In particular, the existence of M 2 can lead the difficulty to realize the following complete synchronization for the discontinuous networks. So, it is a natural intuition that the synchronization error is bounded instead of approaching zero because of the term that M 2 6 ¼ 0, just as shown in the next theorem.
Remark 6. Under the assumption (L.), the growth condition (g.c.) holds. Hence, based on the Theorem 1, the synchronization manifold (16) is asymptotically uniformly bounded. In other words, for each orbit in system (16), 8S 0 2 R Nn , there exist a time T and a constant x > 0 such that jjSðtÞjj p x, 8t ! T.
Theorem 2. Under the condition (L.), if there exists one matrix measure l p ðÁÞ; p ¼ 1; 2; 1, such that Eqs. (9) and (22) hold
Then, complex network (15) quasi-synchronizes (16). Moreover, the bound of synchronization error can be smaller by increasing the control gain K.
Proof. Consider another positive radially unbounded auxiliary functional for the error system (21) as
By Lemma 1 (see Appendix), calculating the upper righthand derivative of V 2 ðtÞ along the positive half trajectory of Eq. (21), we have
where bðtÞ ¼ ðb 
Then, by Eq. (22) and the generalized Halanay inequalities, 37, 38 one obtains
This completes the proof of Theorem 2. Remark 7. In Ref. 25 , synchronization issue has been investigated for distributed node dynamics to a prescribed target or control node dynamics. For designing the robust adaptive synchronization control protocol, a Lyapunov technique is presented, which are defined in terms of a local neighborhood tracking synchronization error and the Frobenius norm. In this paper, the same issue is discussed via matrix measure. From Definition 5 and Lemma 2 (see Appendix), we can see that it can have positive as well as negative values, whereas a norm can assume only nonnegative ones. Due to these special properties, the results obtained via matrix measure usually are less restrictive than the one using the norm. Furthermore, the matrix measure approach appears simple and clear, which can be verified and applied easily.
Next, for the linearly coupled networks with nonidentical nodes but without delay (9) and (29) hold
Then, complex network (28) quasi-synchronizes (16) . Moreover, the bounds on synchronization error can be smaller by increasing the control gain K.
Remark 8. From Theorem 2 and Corollary 1, we can see that the feedback gain matrices and the parameter mismatches mainly determine the scope of the synchronization error. With some appropriate feedback matrices, the smaller the parameter mismatches, the smaller the error. One may think that, when the parameter mismatches vanish (DD ¼ DB ¼ 0), complete synchronization (keðtÞk p ¼ 0 or keðtÞk p ! 0) can be realized just as discussed in Ref. 26 . However, from formula (27), we can see that the synchronization error bound not only depends on the parameter mismatches (DD, DB) but also on M 2 which is caused by the discontinuity of f. As discussed in Remark 5, M 2 does not necessarily equal to zero in the assumption (L.) and then c ¼ M 2 kBk p 6 ¼ 0, which will result in the loss of complete synchronization based on the formula (27) , unless the control gain K tends to infinity.
In the following corollary, we will point out that the complete synchronization does not necessarily be ensured for the discontinuous complex networks even all the nodes are identical, which is described by the system
Corollary 2. Under the condition (L.), if there exists one matrix measure l p ðÁÞ; p ¼ 1; 2; 1 such that Eqs. (9) and (31) hold
Then, complex network (30) quasi-synchronizes (16), with practical synchronization error bound
, which can be smaller by increasing the control gain K.
Discussion. If M 2 0, the assumption (L.) turns to be the Lipschitz continuous condition. But generally, for the discontinuous function f, the Lipschitz condition (this condition is necessary in many papers) cannot be satisfied, which is the reason why we want to study the discontinuous class functions. From the Cellina Approximate Selection Theorem 34, 35 (see Appendix), we can select a locally Lipschitzean singlevalued function aðtÞ such that GraphðaÞ & GraphðFÞ þ eB, where B is an n-dimensional unit ball centered in a point of GraphðFÞ (see Fig. 2 ). The selected function a is an approximation of the original function f which could substitute f only when e ! 0. For this aðtÞ, the complete synchronization may occur because M 2 becomes zero at this time. But in reality, just because of the existence of e, the selected function aðtÞ does not equal to f, even at those continuous points of f. From measurable selection theorem, 35 we can see that aðtÞ 2 FðtÞ and formula (6) holds. However, from Cellina's theorem, we   FIG. 2. Approximate selection a of a set-valued function F. only can get GraphðaÞ & GraphðFÞ þ eB. We hope the error between aðtÞ and f becomes smaller and smaller. Hence, the difficulty of realizing complete synchronization for the original discontinuous complex networks lies in the difficulty of e converging to zero if the Cellina's theorem is used.
Similarly to Corollary 1, for the linearly coupled networks with identical nodes but without delay
we have:
Under the condition (L.), if there exists one matrix measure l p ðÁÞ; p ¼ 1; 2; 1 such that Eqs. (9) and (33) hold
Then, complex network (32) quasi-synchronizes (16), with practical synchronization error bound
V. QUASI-SYNCHRONIZATION OF SWITCHED LINEARLY COUPLED NETWORKS
In this section, we consider the synchronization issue of switched linearly coupled complex networks, which are composed of a family subsystems and a rule that orchestrates the switching between the subsystems. In this paper, each individual subsystem is a set of coupled complex networks, which can be described as follows:
where p is a switching signal (including both the individual node and network topology switchings) which takes its value in the finite set p ¼ f1; 2; Á Á Á ; Mg. That is, at particular time, the matrices ðD p ; B p ; A p Þ are allowed to take values in a finite set fðD 1 ;
Throughout this paper, the instantaneous value of switching rule p is assumed to be available in real time and unknown in priori. For every p 2 f1; 2; Á Á Á ; Mg, A p satisfies the diffusive coupling condition (3). Remark 9. Generally, for the switching networks, the individual node and network topology switching signals may be mutually independent. 30 In this paper, without losing generality, we assume that these two signals are the same, because there is no essential difficulty when dealing with different switching signals.
Similarly to Sec. IV, our goal is still to synchronize the states of networks (34) on the manifold (16) under a controller u pi ðtÞ. Then, the controlled switched system (34) can be rewritten as
For the switched system (35) , define an indicator function hðtÞ ¼ ð h 1 ðtÞ; h 2 ðtÞ; Á Á Á ; h M ðtÞÞ T , where h q ðtÞ ¼ 1 when the switched system is described by the qth mode ðD q ; B q ; A q Þ; 0 otherwise;
with q ¼ 1; 2; Á Á Á ; M. Then, the model of controlled switched network (35) can be rewritten as
It follows that P M q¼1 h q ðtÞ ¼ 1 under any switching rules. Subtracting Eq. (16) 
Consider the state-feedback control law u qi ðtÞ ¼ H qi e i ðtÞ; q ¼ 1; 2; Á Á Á ; M; i ¼ 1; 2; Á Á Á ; N: (39) By Kronecker product, Eqs. (19) and (39), the error system (38) can be rewritten as
Under the condition (L.), if there exists one matrix measure l p ðÁÞ; p ¼ 1; 2; 1 such that Eqs. (9) and (41) hold
Based on the detailed discussion in Ref. 36 , the isolated node dynamics behavior is chaotic (the generalized Chua circuit), as shown by Fig. 3 . From Theorem 1, the linearly coupled network (46) is uniformly bounded, as shown by Fig. 4 .
Example 2. Consider the following linearly coupled network model with non-identical nodes:
where the values of c 1 ; c 2 ; A; C 1 ; C 2 ; s and f are same as those in example 1, The manifold that we want to synchronize to is
where the parameters D and B are the same as those in example 1, which can be shown as in Fig. 3 . Designing the feedback controller uðtÞ ¼ KeðtÞ ¼ k Ã IeðtÞ, where I is the identity matrix with proper dimensions. Based on Theorem 2, the coupled network (47) quasi-synchronizes (48), just as shown as Figs. 5 and 6. Fig. 7 shows the trend of keðtÞk 2 with the decreasing gain k. However, for the coupled complex networks with non-identical discontinuous node dynamics, the complete synchronization (keðtÞk 2 ! 0) can not be realized even for a given sufficiently large jkj, unless jkj ! 1.
In the following, we will see that even for the coupled complex networks with identical nodes, this complete synchronization still may not be realized. Let D i ¼ D, B i ¼ B and choose k ¼ À0.5, the synchronization error e(t) is only 
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Liu, Cao, and Yu Chaos 22, 033110 (2012) bounded (realizes quasi-synchronization) not approaches to zero, as shown in Fig. 8 . In order to illustrate the effect of discontinuity on synchronization, we further give an example with the same parameters but the nonlinear function is changed to a continuous one. 
such that every node is the Chua circuit, and let matrices D; B; A; C 1 ; C 2 , coupling strength c 1 ; c 2 all hold unchanged in example 2. From Fig. 9 , we can see that, under the same control gain k ¼ À0.5, the synchronization error e(t) approaches to zero based on Corollary 2 (with M 2 ¼ 0), and then realizes the complete synchronization.
Example 3. Consider the following switched linearly coupled network model: A random switching rule is used for the three coupled networks, based on Theorem 3, the switched network (49) quasi-synchronizes (48) with feedback controller u q ðtÞ ¼ h Ã IeðtÞ; q ¼ 1; 2; 3. Figs. 10 and 11 show the error trajectories keðtÞk 2 for the switched coupled networks with the different feedback gains h, and Fig. 12 shows the change trend of keðtÞk 2 with the increasing jhj.
VII. CONCLUSIONS
This paper has introduced a general delayed coupled complex networks model with nonlinear functions of possessing jumping discontinuities. Based on the concept of Filippov solution, boundedness and quasi-synchronization problems of such networks have been studied by the matrix measure approach and the generalized Halanay inequalities. Easily testable conditions have been established to ensure synchronization for linearly coupled networks with nonidentical nodes. Moreover, conditions that guarantee global quasi-synchronization control of switched coupled networks with isolated discontinuous node dynamics have also been established. These results are novel since there are few works on the synchronization control of complex networks with discontinuous non-identical systems. Some numerical examples have been provided to verify our theoretical results.
We know that it is difficult to control all nodes for the large complex networks. Based on the results of this paper, we hope to deal with the synchronization issue by pinning control, 42, 43 which are our future research works. This paper mainly studied the effect of discontinuous node dynamics on synchronization. Next, we will continue consider the discontinuous synchronization problem from the aspects of networks' topology structure, pinning control, the stochastic disturbance, etc. 
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