We provide an alternative algebraic and geometric approach to the results of [I. Bailleul, (2008) 283-329] describing the asymptotic behaviour of the relativistic diffusion.
Introduction 1
The object of this article is to answer the following question: We shall adopt as a model of spacetime the geometric framework of special relativity, where the space of 6 events is the Cartesian product R × R d , and where the geometry of space is defined by the quadratic form Rephrase our interrogation: "What is the asymptotic behaviour of an object moving at random in spacetime, 9 continuously, with a speed less than the speed of light?" This question has different flavours depending on who 10 asks it. The probabilist will ask: "What is the tail σ-algebra of this process?", and the geometer will ask: "Does 11 the space have a (geometrical) boundary such that the object converges almost surely towards some random 12 point of this boundary, encoding completely its asymptotic behaviour?" Answers to these questions can be 13 given as follows. Write {ξ s } s 0 the random trajectory; we shall denote by (r s , θ s ) ∈ R + × S d−1 the (Euclidean) 14 polar coordinates of the point ξ s in the hyperplane {ξ ∈ R × R d ; ξ 0 = ξ 0 s }, and by (Ω, P) the probability space 15 where the process {ξ s } s 0 is constructed, forgetting to mention the initial point of the trajectory.
16

Theorem 1.1 (probabilist's answer). P-almost surely,
17
• θ s converges towards some random asymptotic direction θ ∞ ,
18
• q(ξ s , ε 0 + θ ∞ ) converges towards some random quantity ∞ .
19
WARNING: -Give at least one key word -1 Cambridge University; i.bailleul@statslab.cam.ac.uk 2 Université Rennes 1; raugi@univ-rennes1.fr c EDP Sciences, SMAI 2009 In particular, the time coordinate t r of γ r is a continuous increasing function, and γ r is absolutely continuous: 
11
• How should one define a random Markovian timelike path started from 0? It is first tempting to define the 12 coordinate processes γ → γ s on the set Γ of all timelike paths γ : R + → R 1,d started from 0 and to consider a 13 probability P on Γ. Since the laws of physics are supposed to keep the same expression in any pseudo-orthonormal 14 frame of spacetime (Relativity Principle), we require P to enjoy the same invariance property:
15 P(γ t1 ∈ A 1 , ..., γ tn ∈ A n ) = P γ t1 ∈ g(A 1 ), ..., γ tn ∈ g(A n ) , 16 for any times t 1 < · · · < t n , any subsets A 1 , ..., A n of R 1,d , and any isometry g ∈ SO 0 (1, d). But noting that each 17 timelike path γ hits H in a unique time T , the law of the random variable γ T should be, under P, a probability 18 measure on H invariant under the action of SO 0 (1, d); such a probability does not exists. So, one cannot define 19 an SO 0 (1, d)-invariant probability on the set of timelike paths started from 0.
20
This negative result is not surprising since laws of motion in physics always involve position γ r in spacetime 21 as well as speedγ r under the form of a differential equation We shall make the hypothesis that position and speed are recorded in the state space of the process
; q(ξ) > 0,ξ 0 > 0}. 24 If one thinks of the process (γ r ,γ r ) as modelizing the motion of some particle due to the action of some 25 (continuous) field and to instantaneous collisions with other particles, it is natural to askγ to be càdlàg. 26 Noting the Markovian character of the deterministic motion given by (2.1), we shall keep this assumption in 27 the probabilistic model.
28
Definition 2.2.
29
• We define the Poincaré group G as the group of affine q-isometries 30 ϕ(ζ) = g(ζ) + ξ, 31 with ξ ∈ R 1,d and a linear part g in SO 0 (1, d) .
32
• Writing (ξ, g) for ϕ, the group structure of G is the semi-direct product:
33
(ξ, g)(ξ , g ) = (ξ + gξ , gg ).
34
such that for any (ξ,ξ)
6
(1)γ is (P (ξ,ξ) -almost surely) càdlàg, and γ r = γ 0 + r 0γ u − du,
7
(2) (Invariance) for any affine isometry e of R 1,d , any times t 1 < · · · < t n , and any sets A 1 , ..., A n of the 8 state space 9 P (ξ,ξ) (γ t1 ,γ t1 ) ∈ A 1 , ..., (γ tn ,γ tn ) ∈ A n = P e(ξ,ξ) (γ t1 ,γ t1 ) ∈ e · A 1 , ..., (γ tn ,γ tn ) ∈ e · A n . 10 Dudley showed in [9] that any such Markov process is a Feller process enjoying the strong Markov property (see 
32
Note that the only continuous process of this family of processes is obtained whenγ is a Brownian motion.
33
This uniqueness property is important enough to be recorded in a
34
Definition 2.4. The relativistic diffusion is the process on R 
where w is a real Brownian motion and Σ is an independent Brownian motion on S d−1 . We shall only need a 9 few facts about Brownian motion on H; they are collected in the following proposition whose elementary proof 10 uses a comparison theorem on 1-dimensional stochastic differential equations 3 and the invariance of the law of 11 Brownian motion by the isometric action of SO 0 (1, d) on H. It is left to the reader.
12
Proposition 2.5 (asymptotic behaviour of Brownian motion on H). Let g 0 ∈ H.
13
(1) Given ε > 0, there exists P g 0 -almost surely a constant C(ω) such that for all s 0, Brownian motion on H.
16
It is customary in the framework of the study of Lévy processes on Lie groups to call a right-stationary 
it is elementary to see that equations (2.6) and (2.7) are equivalent to
Adopting the notation e s = (ξ s , g s ) the preceding equation takes its definitive form: 
Notice that this operator is not elliptic. Yet this Brownian motion {e s } s 0 has useful properties needed in the 3 sequel; they are summarised in the following proposition, proved in Section 5.1.
4
Notation. Given e ∈ G, we shall write P e the law of the solution of (2.9) started from e. 
12
(3) Moment -The probability p s (a)Haar(da) has a first moment.
13
We shall recall in Section 3.1 what assertion 3 precisely means. The process {e s } s 0 having independent 14 increments, the sequence {e n } n 0 is a random walk on G, with jump law p 1 (a)Haar(da). The next section 15 explains how one can reduce the problem of the description of the tail σ-algebra of the diffusion {e s } s 0 to the 16 problem of the description of the invariant σ-algebra of the random walk {e n } n 0 .
17
From diffusion to random walk
18
Recall that the invariant σ-algebra Inv e s of the diffusion {e s } s 0 is generated by the events of the form 19 "{e s } s 0 ∈ A iff {e s+t } s 0 ∈ A for all t 0". The tail (or asymptotic) σ-algebra of {e s } s 0 is 
21
For general processes one just have Inv e s ⊂ Tail e s . Besides, the invariant σ-algebra of the random walk 22 being generated by the events of the form "{e n } n 0 ∈ A iff {e n+p } n 0 ∈ A for all p 0", one just have the 23 a priori inclusions Inv e s ⊂ Inv e n ⊂ Tail e s . Yet, we shall see that
24
Theorem 2.7. The two σ-algebras Inv e s and Tail e s are indistinguishable under any P e .
25
As a consequence, the two σ-algebras Inv e s and Inv e n coincide up to P e -null sets for any e ∈ G. 26 This brings us back to describe the invariant σ-algebra of the random walk {e n } n 0 ; this will be done in 27 the forthcoming Section 3. We shall get a result in terms of algebraic quantities; we shall see in Section 3.5 28 how to interpret them in terms of the relativistic diffusion to recover Theorem 1.1. For the moment we prove 29 Theorem 2.7. Recall an L-harmonic function on G is a C 2 function h such that Lh = 0. Give a similar definition of 30 a ∂ t + L -harmonic function on R×G. The proof of Theorem 2.7 relies on the well known correspondence between 31 invariant σ-algebras and the set of bounded harmonic functions. Note that this correspondence implicitly 8 uses 32 the hypoellipticity of L and of its parabolic companion ∂ t + L (an easily verified fact using the explicit formula 33 (2.10) and Hörmander's theorem). Inequality (2.12) means that if the probability p r−ε (a)Haar(da) puts some mass m on some set, then the 19 probability p r (a)Haar(da) puts at least some mass m C on that set. So, the variation distance
Thus, as this holds true for any ε > 0, the conclusion follows.
3. Invariant σ-algebra of the random walk
1
As emphasised above, it is the same to determine the invariant σ-algebra of the random walk {e n } n 0 and 2 to determine the set of its bounded harmonic functions h:
We shall concentrate on the description of this set. The method proceeds by finding first what "components"
5 of e n converge: we shall find three subgroups 
20
The function f is said to be a gauge if there exists a constant C ∈ R such that
21
∀ e, e ∈ G, f(ee ) f (e) + f (e ) + C.
22
The fundamental example of gauge is the gauge associated with a compact neighbourhood V of Id, generating 23 
33
As a result, if μ is a non-negative measure on G, and p ∈ N, the integral 
Any bounded harmonic function h is right uniformly continuous.
11
Then, for any e ∈ G and e ∈ V, one has
13
Since p 1 is continuous and h is bounded, one can use dominated convergence theorem in the integral and obtain 14 the existence of a neighbourhood V ⊂ V of Id∈ G such that
which shows the result.
17
2. Let h be a bounded harmonic function. Remarking that the inequality
justifies the p 1 (e)Haar(de) ⊗ P e0 (dω)-almost sure existence of the limit
one gets from the P e0 -almost sure convergence of h(e n ) n 0 the identity:
23
The right uniform continuity of h actually yields the awaited stronger result:
Decomposition of G 1
One generally studies the behaviour of a random walk on some group G looking for actions of this group on 2 some space X such that for any x ∈ X the trajectory {e n .x} n 0 of x converges almost surely; these convergences 3 provide information on e n .
4
As an example, let us concentrate on the SO 0 (1, d)-part g n of e n , which is a random walk in its own 5 right. Consider SO 0 (1, d) as the set of direct isometries of the hyperbolic space, in its half-space representation
It is an elementary fact that any isometry ϕ of the half-space can uniquely be written
where t is a R d−1 -translation, λ the homothety (y, x) → (λy, λx) and r is a hyperbolic rotation with centre
8
(1, 0). This decomposition of ϕ is Iwasawa decomposition. Write
The random walk {g n } n 0 was constructed in Section 2.2, c), in such a way that g n (1, 0) is a Brownian 10 motion on H at time n. Since we saw in the remark following Proposition 2.5 that its R d−1 component x n has 11 an almost sure limit, it means that t n converges almost surely. To use the additional information provided by 12 Proposition 2.5 let us re-write Iwasawa decomposition (3.2) in matrix form.
13
The groups N , A, K of homotheties, translations and rotations have respective Lie algebras
14
• n: the nilpotent algebra
• a: the commutative algebra generated by α ≡
17
In matrix terms the groups N , A, K are described as
23
Notice that
Identity (3.2) for g n takes the matrix form
Denote by ., . the Euclidean scalar product on R 1+d . On the one hand one has
On the other hand, using polar coordinates
s being a Brownian motion on H one knows from Proposition 2.5 that
13 as a consequence,
almost surely, and
17
To get information on what happens in the R 1,d component of e n we shall define an action of some sub-group
18
of G on a vector space of polynomials on the Lie algebra g of G. Before doing so we need a few notations.
19
Identify SO 0 (1, d) with a subgroup of G, and so (1, d ) with a sub-algebra of g.
20
Set
21
•
so that
26
As is clear from equation (2.4), the behaviour of the y component of Brownian motion in the half-space model 27 explains the convergence of its x component. In the algebraic framework, it is the behaviour of A n which explains 28 the dynamics of g n . The preceding decomposition of g is adapted to the structure of A: 
Proposition 3.6 (decomposition of G). The application D
Notation. It will be convenient to write
which can be written
where
16
Now, via the exponential map, we identify the Abelian Lie group N with its Lie algebra n, itself identified with 17 R d−1 . This identification gives us the following action of 
As such, it has a natural graded structure. We consider the algebra of polynomial functions R(x 1 , ..., x d−1 , r) 26 on d − , provided with the adapted concept of degree:
Moreover, as N (x) is a matrix with quadratic coefficients in x, one reads on formula (3.4) that this action leaves 4 the vectorial sub-space generated by the family 1;
where ( * ) depends on d. We shall write it in a more concise form where the y i are independent random variables with common law μ. As
we have
(3.5) and
To prove the P e0 -almost sure convergence of the D − -component of the random walk e n n 0 we prove the 18 convergence of the matrices M (d n ).
19
Setting, with the convention
7) and
23 T n−1 · · · T 0 = T (d n ).
24
We temporarily admit the following lemma, in which . is any norm on matrices.
25
Lemma 3.7. One has P e0 -almost surely 26 13 Remember we have a right action.
It follows from this lemma that lim U n
we thus see that the right hand side 3 of (3.7) converges as n → +∞. Together with the first point of the Lemma 3.7, this proves the convergence of 
11
K being compact, the supremum is finite.
12
Lemma 3.9. φ is subadditive: for any e, e ∈ G, φ(ee ) φ(e) + φ(e ).
13
Proof of Lemma 3.9. The inequality is a direct consequence of the identity
It follows from Proposition 3.2 that φ is bounded by a multiple of a gauge, and that since μ has a first moment 16 (and φ 0) one has 
μ(φ n c) < ∞. 22 An application of Borel-Cantelli lemma yields the P e0 -almost sure inequality
As this inequality holds for any c > 0, one has P e0 -almost surely
using obvious notations. One sees from relation (3.6) that
As one has lim
1, from the first point of the lemma, one deduces
We are now ready to determine the invariant σ-algebra of {e n } n 0 . As explained earlier, it is equivalent to 6 determine the set of its μ-bounded harmonic functions. with its Borel σ-algebra and the product measure P = ⊗ N * μ. Under P, the coordinate maps {Y n } n 1 of Ω are 12 independent, with common law μ. We call θ the shift on Ω: for any ω ∈ Ω,
14 Denote by F n n 0 the filtration defined by
16
We consider the product space G × Ω provided with its Borel σ-algebra. A mapθ on G × Ω is defined setting 17 ∀e ∈ G,θ(e, ω) = e Y 1 (ω), θ(ω) .
18
Theorem 3.8 says us that, for any e ∈ G, the
, P e -a.e.
22
Let A ∈ σ(e n : n 0), and consider the subset B of G × Ω, defined by
Then,
25
A ∈ Inv e n ⇔θ −1 (B) = B. 
19
Notice that we only need to get such a representation for left uniformly continuous (LUC) functions, for if h is 20 not LUC, take {f n } n 0 an approximation of unity with compact support, and set h n (e) = f n (a)h(ae)Haar(da). 21 This bounded harmonic function being LUC will have a representation of the form (3.10) for some bounded 22 function H n such that |H n | h ∞ . Taking a sub-sequence if necessary, we shall get
for some bounded function H. Let now suppose that h is LUC.
25
We write Ω and P instead ofΩ andP. Set, for any e ∈ G and ω ∈ Ω, It is elementary from this formula to check that H is a bounded measurable function of e ∈ G. Now, taking
as awaited.
12
It remains to show the main point. for any e in the support of μ. We first show that this property holds on the bigger set
Recall e n is the position at time n of the diffusion {e s } s 0 on G constructed in Section 2. The set s 0 supp(p s ) is equal to T . Note that T generates G:
(3.12) b) One now proves Lemma 3.14. Let x ∈ G be as in the statement and let {n p } p 0 be a (random) sub-7 sequence such that lim x np exists. Using identity (3.12), write
for some s, t ∈ T , and use the right uniform continuity of h to get the P-almost sure equalities
Finally take mean to obtain 11 h(xe) = h(e).
13
2) The proof of Proposition 3.13 now begins. It will rely on Lemma 3.14. Let h be a D − -left invariant 14 harmonic function. To prove that h is constant we shall proceed in three steps. Define the group normal 15 sub-group D = R 
17
We prove in this point, 2, that h is D-left invariant. We shall prove in point 3 that it is D-left-invariant, and 18 finally that it is constant in point 4. ii) For any n ∈ N * we write e n = d n k n = ξ n , N(x n ) A(t n ) k n . Remember that by Theorem 3.8 we know 24 that ξ n , ε 0 + ε 1 and N (x n ) converge P-a.s. deduce that, modulo the closed subgroup (R(ε 0 + ε 1 ), Id),
Now we have
which shows the convergence P-a.s. of ζ n . It follows from above that
k n moving in the compact set K and ζ n converging, the sequence k
n (ζ n , I) k n has P-almost surely a convergent 11
sub-sequence. By Lemma 24, we obtain ∀e ∈ G, h(x e) = h(e); this proves the D-left-invariance of h.
12
3) Recall that D = DA. We now show that h is D-left invariant, proving that it is
n xa n k n .
18
As A is commutative, a −1 n aa n = a, and
20
It remains to notice that since the sequence {k −1 n xk n } n 0 has P-almost surely a converging (random) subse-21 quence, Lemma 3.14 applies: 
4)
We can now prove that h is constant. Given e ∈ G, denote by π(e) the class of e in D\G. The application 
DA-left invariant function h a continuous function h in K, by the formula
Recall we defined ν(.) = P(g 1 ∈ .); using the ellipticity of Brownian motion {g s } s 0 on SO 0 (1, d) it is not 1 difficult to show that ν charges any open set of SO 0 (1, d) . Now, the harmonicity of h becomes for h:
Let k 0 be a point of K where h reaches its maximum. Would h not be constant we could find some ε > 0 and 4 some open set U such that one has
One could then use the fact that the set V = {g ∈ SO 0 (1, d) ; k 0 .g ∈ U}, being open, has a positive ν-measure 7 to obtain a contradiction:
Invariant σ-algebra of the relativistic diffusion
11
Now that we have determined the invariant σ-algebra of the random walk {e n } n 0 , the description of the 12 invariant σ-algebra of the relativistic diffusion is automatic: any bounded harmonic function h for the relativistic 13 diffusion extending on G as a harmonic function of the random walk, there exists a bounded Borel function H 14 on D − such that 
21
Theorem 3.15 (asymptotic behaviour of the relativistic diffusion). Given any e ∈ G, one has P e -almost surely 22 (
To prove Theorem We assume throughout this section that the reader is familiar with the basic notions of Lorentzian geometry.
6
All that is really needed is just the notion of Lorentzian manifold, of Lorentzian (infinitesimal) cone, causal, and certainly not practical at first sight. We are going to bypass this difficulty using the fact that past cones used 2 to define that boundary are conformal objects. This will allow us to embed (R is a direct consequence of the following identity
holding for every vector fields V, W on Ein 1+d , and where ∇f is the gradient of f with respect to the metric
This proposition justifies that we should introduce the 9 Definition 4.5. A 1-dimensional manifold Γ ⊂ Ein 1+d is said to be a lightlike geodesic if any point ξ of Γ 10 has a neighbourhood U such that Γ ∩ U is of the form γ(I) for some e 2f g 0 -geodesic γ : I → Ein 1+d .
11
Fortunately, the high homogeneity of the space enables to give an elementary description of lightlike geodesics, 12 proved in Appendix. 
18
One deduces from the preceding proposition that if p = π(v) and v ⊥ is the orthogonal of v with respect to
One sees on that formula that C(p) is a compact subset of Einstein universe 22 with a singularity at p, such that this is an isometry. The map
(4.2) is well defined and maps the lightcone of R 1,d to the lightcone of T j(x) C 2,1+d . The map π being injective on
is dense in Ein 1+d , note that the only points of Ein 1+d 10 that are not in the image of π • j are the projection in Ein 1+d of the points x of C 2,1+d with x 2+d = 0, i.e. 11 C(p), as noticed in (4.1).
12
From now on, we identify R 1,d and its stereographic projection π
We shall write C for C(p). 13
Spacetime boundary and bounded harmonic functions 14
The stereographic projection is the adequate tool to identify the causal boundary of R 1,d as the set C. The 15 following theorem gives a much more precise description saying among other things that C\{p} can be identified 16 from the inside of R 1,d and characterizing convergence towards some point of C\{p}. Although this theorem is 17 essentially well known to specialists, no proof being available in the literature, we prove it in Appendix.
18
Theorem 4.9. 
Identify the set of null directions with
S d−1 : say that the vector v has direction σ if R v = R (ε 0 + σ), 25 σ ∈ S d−1 . Write Δ σ for Δ v if v has direction σ. 26 Now, given σ ∈ S d−1 and a null vector v = ε 0 + σ ∈ R 1,d with direction σ,
27
-two v-directed geodesics ξ + R v and ξ + R v converge to the same point iff ξ is in the affine 28 hyperplane ξ + v ⊥ .
29
The function q(v, .) is constant on ξ + v ⊥ , note ∈ R this constant. We note p σ ( ) ∈ Δ σ the limit of 30 ξ + R v.
31
-Any point of Δ σ is the limit of a lightlike geodesic ξ + R (ε 0 + σ), for some ξ ∈ R 1,d .
32
A natural parameterization of C\{p} -The map
is a diffeomorphism. 
If no such σ and exist, then γ
So, we can identify C with the causal boundary of R 1,d .
4
Comparing assertion 4(b) and Theorem 1.1 brings an answer to geometer's question formulated in the intro-5 duction.
6
Theorem 4.10.
7
• The R 1,d -part {ξ s } s 0 of the relativistic diffusion P (ξ,ξ) -converges almost surely towards some random 8 point ξ ∞ of C\{p}, for any initial starting point (ξ,ξ).
9
• The σ-algebra generated by ξ ∞ coincide with the tail σ-algebra of {ξ s } s 0 up to P (ξ,ξ) -null sets.
10
The boundary C describing the space of lightlike geodesics, we shall resume this theorem as the relativistic 11 diffusion eventually behaves as a lightlike geodesic, a good conclusion where to stop.
12
Appendix
13
This appendix contains the different proofs that were not written in the core of the article to make it more 14 readable. We prove Proposition 2.6 concerning the properties of the jump law of the random walk, Theorem 3.15 on H. Set
10
Define V as the product
where B is the unit Euclidean ball of R 1+d .
13
We shall prove that one has
which implies that
16
The proof relies on the following elementary fact, whose proof is left to the reader.
17
Lemma 5.2. Let q 1, g ∈ V q . The set {gg ; g ∈ V 2q } contains V q .
18
Notations. We denote by n 9 the integer part of n 9 , and set q n = n 9 − 1.
19
Let n 18. As the point
belongs to V n for any ξ, ξ ∈ B, and is equal to
we conclude from Lemma 5.2 that
.
25
The inclusion
will be sufficient to meet our purpose.
28
24 The notation (g 0 , R) ∈ OH means that g 0 ∈ H and R is an orthonormal basis of T g 0 H; d is the hyperbolic distance in H. 25 We write
We majorize both terms of the right hand side of inequality (5.2) separately.
2
a) The first one is equal to P g 1 / ∈ V qn . Noting (ρ 1 , θ 1 ) the polar coordinates of g 0 1 ,
We estimate this probability using the comparison theorem on the equation
noting that coth(ρ) 2 as soon as ρ 2. Precisely, if one notes 
follows.
12
b) The second term of the right member of inequality (5.2) is equal to
13
To deal with it, we use the following two lemmas; the proof of the first one is elementary. 
Proof of Lemma 5.4. In dimension d = 1, we see on Figure 4 that the inclusion of the statement holds: a point One deduces from Lemmas 5.3 and 5.4 that
It remains to use formula 1.1.4 of [7] to obtain
Together with (5.4) and (5.2), this inequality proves (5.1). 
8
On the one hand, the expression
gives the coordinates of g 0 s in the canonical basis: 
This is the analytical expression of the stereographic projection of Use the fact that N (x n )(ε 0 + ε 1 ) = ε 0 + ε 1 to re-write the decomposition
we obtain 
12
• We now show that q ε 0 + |xn| 2 −1
|xn| 2 +1 , ξ n and q(ε 0 + σ n , ξ n ) have the same limit. We can do 13 this in two steps:
1 is a consequence of the following easily established estimates:
the second point is a direct consequence of the estimate
2 of Proposition 2.5. As a consequence, we
b) It remains to prove that q (1, σ n ), ξ n and q (1, σ ∞ ), ξ n have the same limit.
3
Denote by (., .) Euclidean scalar product in
We want to apply the dominated convergence theorem to show that the integral tends to 0. In order to do this,
s n by some function f (s) independent of n and such
Denote by d s,n the spherical distance between σ s and σ n , and d s,∞ the spherical distance between σ s and 10 σ ∞ . Since 
for s large enough.
and conclude that All the results stated in point 2 can be read directly on formula (5.13). The flow property of φ and the fact that σ → p σ (0) is a diffeomorphism prove that the application (σ, ) → p σ ( )
10
is indeed a parameterization of C\{p}. 
26
Remark. Let us insist on the fact that we look at the past of p σ ( ) in R 1,d : the past of p σ ( ) is Einstein universe 27 is the whole space. Indeed, let us prove this fact for the point 0; the homogeneity of the space confering the 28 same property to all the other points. The following lemma is an easily proved and useful fact. 
