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Abstract: In this article recent progress in the development of molecules exhibiting Thermally
Activated Delayed Fluorescence (TADF) is discussed with a particular focus upon their
application as emitters in highly efficient organic light emitting diodes (OLEDs). The key aspects
controlling the desirable functional properties, e. g. fast intersystem crossing, high radiative rate
and unity quantum yield, are introduced with a particular focus upon the competition between
the key requirements needed to achieve high performance OLEDs. The design rules required for
organic and metal organic materials are discussed, and the correlation between them outlined.
Recent progress towards understanding the influence of the interaction between a molecule and
its environment are explained as is the role of the mechanism for excited state formation in
OLEDs. Finally, all of these aspects are combined to discuss the ability to implement high level
design rules for achieving higher quality materials for commercial applications. This article
highlights the significant progress that has been made in recent years, but also outlines the
significant challenges which persist to achieve a full understanding of the TADF mechanism and
improve the stability and performance of these materials.
Keywords: Thermally Activated Delayed Fluorescence, Spin-Vibronic, Metal-Organic and
Organic, Initial Conditions
1. Introduction
Molecules and materials that absorb and/or emit light form a
central part of our daily lives and find applications in a broad
range of technologies including photovoltaics, lighting and
displays. Everyday approximately 200 Wm  2 of radiant energy in
the form of natural light arrives from the sun, while artificial
lighting and displays consume >20% of the electricity used
worldwide.[1] The omnipresence of the aforementioned devices
and the importance of materials that interact with light leads to
the growing importance of enhancing their functional properties
which can only be achieved by developing a detailed under-
standing of the underlying mechanisms.
Presently, the design of new materials has tended to focus
upon large-scale synthetic programs and trial and error. This is
epitomised by the extensive literature reporting new molecules or
materials with few candidates making the transition to practically
useful devices. In this case, the sheer magnitude of potential
molecules means that brute force approaches are clearly inappro-
priate and will lead to progress which is largely incremental.
Ultimately this can cause stagnation of research fields, due to a
lack of understanding.
The digital revolution is enabling the design process to be
increasingly automated,[2,3] with the potential to rapidly speed-up
molecule and materials discovery. However even in these cases, it
must be emphasised that to take full advantage of these
developments it is essential to achieve an understanding of the
important underlying principles and competing processes. This
understanding leads to the definition of descriptors in automated
methods and therefore without careful definition, approaches
based upon artificial intelligence are likely to have built-in bias
and are extremely unlikely to identify step changing materials.
Specifically, for materials that emit light and therefore act as
key components in lighting and display technologies, the last 20
to 30 years has seen a significant evolution. The old cathode ray
tube screens have been replaced with light emitting diodes
(LEDs) passing by plasma and liquid crystal displays (LCD).
More recently, the LED have become to compete with organic
light emitting diodes (OLEDs), especially in high end markets.
Indeed, in comparison to LEDs, OLEDs involve organic
materials that are easier to handle and to manufacture and open
up the possibility for transparent and/or flexible displays.
Figure 1 schematically represents the device architecture of a
LED and OLEDs. The latter is composed of several layers of
organic materials stacked between two electrodes. When a current
is applied to the device, the negative (electrons) and positive
(holes) charge carriers are injected, through the cathode and
anode, respectively, and migrate towards the emissive layer where
they eventually recombine on an emitter and release a photon.
A key challenge in OLEDs is that the communication
between the singlet and triplet manifolds is weak, usually making
the conversion between singlet and triplet states in organic
materials slow. This is crucial in an operating OLED device
because in contrast to the selection rules associated with photo-
excitation, the process of exciton generation on the emitter in
OLEDS (electrical excitation) leads to a 25:75 singlet to triplet
population ratio due to spin statistics of charge recombination.[4]
Consequently when adopting a typical organic molecule, as in the
case of first generation fluorescent OLEDs (see Figure 2), only
25% of the generated excited states will be harvested.
To overcome this and harvest the remaining 75% of excitons
generated in the triplet, new emitters have been designed
containing heavy elements to promote spin-orbit coupling (SOC)
and therefore promote phosphorescence. Those devices are
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referred to as phosphorescence OLED (PhOLED)[5,6] and
constitute the second-generation OLEDs which are able to
harvest 100% of the generated excited states. However, to date
only the 3rd row transition metals, such as platinum, iridium and
gold[7–10] have been shown to exhibit phosphorescence lifetimes
short enough for applications in OLEDs. Despite the advantages
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Figure 1. Schematic representation of the device architecture for a LED (left) and OLEDs (right). The former emits light at the p-n junction after the holes pass
through the p-doped semiconductor crystals and the electrons through the n-doped semiconductor crystals. In contrast an OLED works by recombination of the
electron holes on molecules or polymers within the guest-host emissive layer. Electron and hole transport layers composed of different organic materials are used
to improve the device performance.
Figure 2. Schematic representation of the first three generations of OLEDs (from left to right) for a singlet S1 and a triplet T1 states of same HOMO! LUMO
nature. Electroexcitation leads to a population of 25% and 75% in S1 and T1, respectively, due to spin statistics. F: Fluorescence; NR: Non-radiative Relaxation;
Ph: Phosphorescence; ISC: Intersystem Crossing; rISC: Reverse ISC.
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of high efficiency, these complexes also show a number of
disadvantages; they are unstable, particularly in the blue region of
the spectrum[11]; expensive and may be toxic. Consequently, they
are not suitable for applications where high-production output is
required, such as lighting and display industries.[12]
Recently, following the pioneering work of Adachi and co-
workers[13–17] there has been a significant amount of research effort
attempting to circumnavigate the need for heavy elements by
exploiting thermally activated delayed fluorescence (TADF)
mechanism.[18] This mechanism, originally named E-type delayed
fluorescence,[19–21] relies upon reducing the energy gap between
singlet and triplet states, so that thermal energy can promote
reverse intersystem crossing (rISC) from the triplet to singlet state,
whereby the molecule can emit delayed fluorescence (DF). This
mechanism constitutes the 3rd generation of OLEDs and like
PhOLEDs are able to achieve 100% triplet harvesting.[22]
Although research in this area has focused largely upon
developing metal-free emitters,[23] TADF has also been observed
in metal complexes[24] including the Cu(I),[25,26] Ag(I)[27,28] and Au
(I)[29] and Au(III)[30–32] complexes and the link between organic
only and metal-organic TADF complexes is discussed below.
Importantly, in all cases the lifetime of the triplet excited
states plays an important role in the efficiency of OLEDs[33] and
therefore understanding the factors controlling the conversion
between the two manifolds is crucial. The complexity of excited
state processes and the delicate balance of many competing
processes means that empirical concepts developing for under-
standing kinetics, lifetime and quantum yields, such as the energy
gap law, the heavy atom effect[34] and El-Sayed’s rules[35] are often
a matter of debate. Indeed, owing to the breakdown of the Born-
Oppenheimer approximation in electronically excited states, the
functional properties will be determined by a intertwined
combination of radiative and non-radiative decay processes, such
as luminescence, internal conversion (IC), intersystem crossing
(ISC), and electron/energy transfer, which are often accompanied
or driven by structural rearrangements. Understanding the details
of these processes is the key to enhancing excited state design of
functional materials.
The breakdown of these empirical rules are strongly
epitomised by the excited state dynamics of two metal complexes
(see Figure 3), [Fe(bpy)3]2+ [36,38,39] and [Pt2(P2O5H2)4]4 
(PtPOP).[37,40] Indeed, while ISC is often assumed, in the absence
of heavy metals, to be one of the slowest nonradiative relaxation
pathways, in [Fe(bpy)3]2+,[36,38,39] the initially excited singlet
metal-ligand change transfer state (1MLCT) decays into a low
lying quintet state, i. e. undergoes two ISC event within 50 fs, i. e.
the time-scale of one vibrational period of Fe  N bond. In
contrast, PtPOP, which contains two Pt atoms undergoes ISC on
the nanosecond timescale. For the former, the origin of the
ultrafast ISC is not especially large SOC, but a high density of
excited states in the Franck-Condon window which opens up
many pathways for excited state decay. Conversely, for PtPOP
ISC is slow due to a low density of excited states and the two
which exist are of the same character and shape making ISC
slow.[37,40] These examples highlight the necessity for under-
standing excited state dynamics beyond simple empirical rules,
and how the nature and shape of the excited state potentials is
important.[41–43] This is especially true in the context of
developing high performing TADF molecules, whose design is
complicated by the requirement of optimising a number of
apparently opposing properties. For example, these molecules
must exhibit rapid conversion between the singlet and triplet
manifolds without the use of heavy elements to enhance spin-
orbit coupling. They should also display a large fluorescence rate,
but simultaneously a small energy gap between low lying singlet
and triplet states.
In this article we review recent progress in the research aimed
at establishing a detailed understanding of the factors controlling
the excited state functional properties of TADF emitters,
especially in the context of their application in OLEDs. We pay
particular attention to the competing factors controlling the
intersystem crossing, radiative rate and quantum yield. This is
discussed in the context of organic and metal organic materials,
with the correlation between them outlined. Finally, we use the
progress made to outline molecular design rules and future
directions for research in this area.
Figure 3. a) Schematic representation of the light-induced spin-state con-
version in [Fe(bpy)3]2+ from 1MLCT to 5T2 state along the Fe  N distance
reaction coordinate. b) Simplified potential energy curves of [Pt2
(P2O5H2)4]4  along the Pt  Pt coordinate showing the 1A1g ground state and
1,3A2u lowest-excited states. Figure adapted from refs [36,37].
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2. Key Functional Properties and Design
Considerations
2.1. Device Requirements
The main applications of OLEDs are in the lighting and displays
industry. For the latter, a wide range of colours is needed and the
requirements are becoming increasingly stringent with high
definition (HD) and ultra-high definition (UHD) displays
becoming increasingly common. Figure 4a shows the chromatic-
ity diagram, that is to say the visible colour palette. The range of
colours which can be obtained by a combination of red, green
and blue is represented by the area of the triangle formed by the
three primary colours, i. e. gamut. The standard RGB (sRGB)
gamut is shown in black. Two more recent gamuts: the Adobe
RGB[44] and Rec.2020[44] are shown in grey and white,
respectively. These are clearly wider to accommodate the require-
ments for HD and UHD technologies. Pure, or saturated, colours
are localised on the hyperbole of the graph and correspond to an
emission of a single wavelength. It is clear from Figure 4 that two
important characteristics of OLEDs are: i) their emission wave-
length and ii) the width of this emission spectrum, as broad
emission leads to unsaturated colours, i. e. closer to the center of
the graph. Currently displays require an FWHM emission of
<30 nm, however, the major challenge in this case is that both
PhOLED and TADF OLED emitters use charge-transfer (CT)
excited states, which usually exhibit an inherently broad emission,
with a typical FWHM~70-120 nm. Consequently, commercial
OLED displays employ lossy colour filters and/or expensive,
difficult to fabricate optical microcavity structures to achieve
sufficiently narrow line widths to satisfy the colour
requirements.[45] This filtering of the original electroluminescence
(EL) emission significantly reduces the external quantum
efficiency (EQE) of the display, increases power consumption
and shortens operational lifetime because the pixels need to run
at higher brightness to compensate for this loss. This is a critical
issue for blue emission and as yet no triplet harvesting emitter has
been found with sufficient efficiency and lifetime to use
commercially.
High colour purity in OLEDs has, to date, been achieved
using one of three methods. The first one consists in using white
OLEDs for each sub-unit of a pixel. Once emitted, the white
light is passed through a colour filter to generate red, green or
blue light. The main advantage of this method is that it uses
white OLEDs which do not require narrow emission and have
been shown to exhibit high efficiency. However, the use of filters
absorbs a large portion of the light, thus effectively reducing the
efficiency of the device. To avoid using filters, each pixel can also
Figure 4. a) Commission International de l’Éclairage (CIE) 1931 chromaticity diagram. The standard RGB (sRGB) gamut is shown by the black lines. The
Adobe RGB gamut by the gray lines and the Rec. 2020 gamut by the white lines. Pure (i. e. saturated) colours are located on the external curve of the graph and
denoted by their wavelength in blue. Regions I, II and III denote the green-blue-white, green-red-white and blue-red-white regions of RGBW devices,
respectively. Stars represent the CIE coordinates of the Da-CNBPz (red, figure adapted from ref. [46]), 4Cz-IPN (green, figure adapted from ref. [47]) and
DMAC-DPS (blue, figure adapted from ref. [14]) emitters. Their photoluminescence spectra are shown in panels b,c and d, respectively.
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be composed of three sub-units of either red, green or blue. This
requires each sub-unit to have a narrow emission as well as a high
efficiency and short excited state lifetime. Achieving all three in
TADF emitters has so far proved very challenging, especially in
the blue region of the spectrum although significant progress is
being made, especially with the multi-resonance emitters.[48,49]
Finally, both the aforementioned designs can be combined into
the so-called RGBW approach. Here a pixel is composed of four
sub-pixels (red, green, blue and white). While the traditional
RGB design uses the three primary colours to display any
arbitrary colour, with the RGBW method the gamut is
subdivided in three triangles for which each colour is obtained by
combination of the two primary colours contained in said triangle
and the white. This is shown for the sRGB gamut as an example
in Figure 4.
Besides colour and emission width, the lifetime of these
devices plays a key role. For display applications, a lifetime of
over 20,000 hrs where the brightness decays by less than 3%
(LT97) with a reasonable brightness level of least 100 cd.m  2 is
necessary.[50] The current industry standard for blue emitters of
LT97<200 h for blue emitters illustrates the need for further
work and a deeper understanding of the factors affecting the
stability of these materials. Recently Sandanayaka et al. reported
that OLED degradation occurs mainly due to instability of the
radical cations, anions and excited states of the host molecules
rather than the TADF emitter, highlighting the need for new
host material development to fabricate more stable TADF-
OLEDs[51] and work in this area has been promising.[52,53] There
has also been work pointing to the importance of the interface
between layers,[54] which can lead to charge accumulation.
Ultimately the macroscopic composition of the device layers play
a key role and one especially interesting direction is the stability
gained by using ultrastable glasses.[55]
2.2. Kinetic Processes in TADF Emitters
The aforementioned stringent requirements for the performance
place the strongest constraints on the functional properties of the
TADF emitters responsible for generating the light and under-
standing how these can be manipulated. Historically, TADF has
been described in terms of a thermal equilibrium between the
lowest singlet (S1) and the lowest triplet (T1) electronic states.[56,57]
In this equilibrium picture, the assumption is that the population
of S1 and T1 is at all times in thermal equilibrium, meaning that
the rates of intersystem and reverse intersystem crossing (kISC and
krISC, respectively) are much faster than the rate of fluorescence
kF. The relative population between the two states can thus take
the form:
K ¼
PS1
PT 1
¼
kr I  S C
kI  S C
¼
1
3
 exp 
  D ES T
kB T
� �
(1)
where PS1 and PT1are the S1 and T1 population, respectively, T
is the temperature and kB the Boltzmann constant. The rate of
TADF (kTADF), i. e. rISC to S1 followed by fluorescence, is
determined by the limiting step, i. e. the fluorescence:
kTADF ¼
1
3
kF exp
  DEST
kBT
� �
(2)
Equation 2 emphasises the importance of the energy gap
between S1 and T1 (~EST) and motivated efforts to design of
different molecular frameworks that minimise this energy gap.
However, in order to meet the aforementioned industry stand-
ards, emitters with larger fluorescence rates are required.[13,58] In
such scenario, the population equilibrium between S1 and T1 can
no longer be achieved and a kinetic approach has to be employed
to describe the TADF process.[59–61]
Our kinetic model[62] frames the TADF process into a 3 states
model composed of the electronic ground state (GS) and S1 and
T1. Figure 5 shows the different possible pathways between the
considered states. While, as discussed below, higher lying excited
states is important, the population transfer between states of the
same multiplicity is considered much quicker than between
different spin states, hence why we only include the S1 and T1
states. In addition to the transfer of population between the S1
and T1, both states can decay to the ground state, either by
radiative or non-radiative processes. We denote the rate of the
non-radiative decay processes by kSNR and kTNR, whether they
occur from S1 or T1, respectively. The radiative processes are the
fluorescence, for S1 and the phosphorescence for T1 and their
rates are denoted by kF and kP, respectively.
The evolution of the population of each electronic state is
expressed by the following rate equations:
d
dt
PS1 tð Þ ¼   k1SC þ kF þ kSNRð ÞPS1 tð Þ þ krISCPT 1 tð Þ; (3)
Figure 5. A simplified Jablonski diagram. The processes taken into account
in the kinetic model are depicted by arrows. RISC stands for reverse
intersystem crossing, ISC for intersystem crossing, F for fluorescence, P for
phosphorescence and SNR and TNR for singlet and triplet non radiative
decay, respectively.
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ddt
PT 1 tð Þ ¼   kRISC þ kp þ kTNR
  �
PT 1 tð Þ þ kISCPS1 tð Þ; (4)
and:
d
dt
PGS tð Þ ¼ kF þ kSNRð ÞPS1 tð Þ þ kP þ kTNRð ÞPT 1 tð Þ: (5)
Where Pi is the population of state i. The evolution of the
GS population can be further decomposed into its radiative
d
dt
PGSn tð Þ ¼ kFPS1 tð Þ þ kPPT 1 tð Þ (6)
and non-radiative
d
dt
PGSNR tð Þ ¼ kSNRPS1 tð Þ þ kTNRPT 1 tð Þ (7)
components. Equations 3, 4, 6 and 7 can be written in a
matrix formulation:
d
dt
PS tð Þ
d
dt
PT tð Þ
d
dt
PR
GS
tð Þ
d
dt
PNR
GS
tð Þ
0
B
B
B
B
B
B
B
B
B
@
1
C
C
C
C
C
C
C
C
C
A
¼
  kF þ kISC þ kSNRð Þ krISC 0 0
kISC   kP þ krISC þ kTNRð Þ 0 0
kF
kSNR
kP
kTNR
0
0
0
0
0
B
B
B
B
B
B
B
B
@
1
C
C
C
C
C
C
C
C
A
PS tð Þ
PT tð Þ
PR
GS
tð Þ
PNR
GS
tð Þ
0
B
B
B
B
B
B
B
@
1
C
C
C
C
C
C
C
A
(8)
and for clarity contracted into:
d
dt c tð Þ ¼M
¼
c tð Þ (9)
A solution to equation 9, similar to the first-order kinetic
rate equations in ref. [63], is:
c tð Þ ¼ eM
¼
tc 0ð Þ (10)
Solutions of equation 10 takes the form
PS tð Þ
PT tð Þ
PR
GS
tð Þ
PNR
GS
tð Þ
0
B
B
B
B
B
B
B
@
1
C
C
C
C
C
C
C
A
¼
M
¼
e tð Þ þ
  z tð Þ 0 0 0
0   z tð Þ 0 0
gR 1þ z tð Þð Þ
gNR 1þ z tð Þð Þ
gR 1þ z tð Þð Þ
gNR 1þ z tð Þð Þ
1
0
0
1
0
B
B
B
B
B
B
B
B
@
1
C
C
C
C
C
C
C
C
A
2
6
6
6
6
6
6
6
6
4
3
7
7
7
7
7
7
7
7
5
PS 0ð Þ
PT 0ð Þ
PR
GS
0ð Þ
PNR
GS
0ð Þ
0
B
B
B
B
B
B
B
@
1
C
C
C
C
C
C
C
A
(11)
With:
e tð Þ ¼
e
s
1ð Þ
k
2 t
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s
1ð Þ2
k   4s
2ð Þ
k
q e
1
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s
1ð Þ2
k   4s
2ð Þ
k
p
t
  e
  1
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s
1ð Þ2
k   4s
2ð Þ
k
p
t
� �
(12)
And:
z tð Þ ¼
es
1ð Þ
k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s
1ð Þ2
k   4s
2ð Þ
k
q
e
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s
1ð Þ2
k   4s
2ð Þ
k
p
s
1ð Þ
k  
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s
1ð Þ2
k   4s
2ð Þ
k
q� �
 
�
e 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s
1ð Þ2
k   4s
2ð Þ
k
p
s
1ð Þ
k þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s
1ð Þ2
k   4s
2ð Þ
k
q� ��
(13)
For clarity purpose, we define s 1ð Þk as the sum of the first
order processes
s
1ð Þ
k ¼ kF þ kP þ kISC þ kRISC þ kSNR þ kTNR (14)
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and s 2ð Þk as the sum of the second order processes
s
2ð Þ
k ¼ kISC kP þ kTNRð Þ þ krISC kS þ kSNRð Þþ
kS þ kSNRð Þ kP þ kTNRð Þ
(15)
gR and gNR in Equation 11 are the proportion of the
radiative and non-radiative process leading to the ground state,
respectively, defined as:
gR ¼
kF þ kP
kF þ kP þ kSNR þ kTNR
(16)
and
gNR ¼
kSNR þ kTNR
kF þ kP þ kSNR þ kTNR
(17)
Usually, because TADF emitters are designed so that their
photoluminescence quantum yield fPLQY ¼ 1, the non-radia-
tive pathway is closed and therefore kSNR ¼ kSNR ¼ 0 and thus
d
dt PGSNR tð Þ ¼ 0 and PGSNR tð Þ ¼ 0.
From there, one can extract the expression for the
evolution of the population of the excited singlet state PS tð Þ as
PS tð Þ ¼   kF þ kISCð Þe tð Þ þ z tð Þ½ �PS 0ð Þ þ krISCe tð ÞPT 0ð Þ (18)
Equation 18 can be directly linked to the experimentally
measured luminescence decay as a function of time. In
addition, the kinetic equations method gives access to the
population of T1 through time, thus giving further insights in
the TADF mechanism.
This approach has been used to study the excited state
properties of the TADF emitter PTZ-DBTO2,[65] a donor-
acceptor molecule composed of a phenothiazine donor and a
dibenzothiophene-S,S-dioxide acceptor (see Figure 13). Fig-
ure 6a shows the luminescence decay of PTZ-DBTO2 as a
function of time. Two domains are clearly distinct: the first
one, at short time consists of a luminescence decay that does
not depend on the temperature. This signal corresponds to the
prompt fluorescence. The second domain extends to longer
time-scale and an increase of the luminescence is observed for
increasing temperature. It corresponds to the delayed
fluorescence, which in this case is predominantly population
transferred back from the T1 to the S1 state and is therefore
TADF. At long times (>10  5 s) a small component
corresponding to phosphorescence is also observed.[65–68]
Figure 6b shows the time-dependent fluorescence decay of
PTZ-DBTO2 in toluene for which the prompt and delayed
components are fit separately with a sum of exponentials,
shown by the red and orange lines.[64] This yields a
fluorescence rate composed of two components kF(1)=3.57×
108 s  1 (τ1=2.8×10  9 s) and kF(2)=4.00×107 s  1 (τ1=2.5×
10  8 s) and a rate of TADF of kTADF=4.00×105 s  1 (τ2=2.5×
10  6 s). Figure 6c shows the luminescence decay fitted using
Equation 18.[62] The best fit for S1 population yields values of
kF=6.0×107 s  1, kISC=1.0×107 s  1 and krISC=1.4×106 s  1.
In addition to breaking down the observable kTADF into its
components, namely krISC and kF, our method also provides
the population of the T1 state along time (Figure 6c, red trace).
Figure 6. a) Luminescence decay of PTZ-DBTO2 in methylcyclohexane (MCH) as a function of time. Figure adapted from ref. [64]b) Time-dependent
luminescence decay of 3,7-PTZ-DBTO2 in toluene. Red and orange lines are the mono-exponential fit corresponding to the prompt and delayed fluorescence,
respectively. Figure adapted from ref. [62] c) Fit (black line) using equation xx of the time-dependent emission decay (black circles) of 3,7-PTZ-DBTO2 in
toluene. The red line corresponds to the triplet population. Figure adapted from ref. [64].
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A long-lived T1 population is detrimental for the efficiency of
the OLED device as it may decay via triplet-triplet annihila-
tion and triplet-polaron quenching.[69] It is worth noting that
this method yields a single rate for each of the processes and
therefore it may breakdown in the solid state, where the rigid
environment creates a distribution of distinct sites which all
yield slightly different rates. In such cases, a Gaussian disorder
model can be included upon all of the rates to take into
account the conformational disorder.
Recently, Nobuyasu et al.[66] used this approach to study
12 D  A and D  A    D derivatives of PTZ-DBTO2 and
focused upon identifying methods to predict the TADF
strength of an emitter. They used a correlation plot between
the ratio between the delayed to prompt fluorescence (DF
DF
) and
the krISC to kISC ratio. Figure 7a shows the observed correlation
within this set of molecules. It was shown that a molecules
that exhibits stronger TADF will exhibit a high kRISC
kISC
meaning
that the more population the system can transfer to S1 .
Theoretically, the optimal scenario would occur for krISC=
kISC. A second correlation between the
kRISC
kF
ratio and the DF
DF
ratio is shown in Figure 7b. This exhibits an even stronger
correlation and emphasises the importance of kF being the
same order of magnitude as krISC. Indeed, for a ratio of
kRISC
kF
¼ 1, none of the ISC nor the fluorescence is the limiting
process. It is noted that the outlier in Figure 7b is due to a
molecule which largely emits through phosphorescence.
2.3. The Role of Vibrational Degrees of Freedom
Photoexcitation of a molecule usually generates an excited state
that is in a highly non-equilibrium configuration, i. e. along
way from the minimum of the excited state potential energy
surface. This promotes vibrational nuclear dynamics which
accompanies the change in electronic state. Indeed, in the case
that the excitation is achieved using an ultrashort laser
pulse,[70–72] coherent nuclear dynamics, i. e. a wavepacket, are
often initiated and this can be probed using ultrafast time-
resolved spectroscopy.[73–76] These coherent dynamics can shed
significant insight into the mechanisms of the decay of
photoexcited states and the coupling between the electronic
Figure 7. a) D  A and D  A  D derivatives of PTZ-DBTO2. Figure adapted from ref. [66]b) The DF/PF ratio as a function of the kRISC/kISC ratio in toluene
obtained from a fit of the time-decays using equation 12. Figure adapted from ref. [66] c) The DF/PF ratio as a function of the kRISC/kF ratio in toluene. Data
digitalised from ref. [66].
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and nuclear degrees of freedom arising from the breakdown of
the Born-Oppenheimer approximation which are ultimately
responsible for the intertwined nature of radiative and non-
radiative decay processes and structural rearrangements in the
excited state. An example of this can be observed in the excited
state dynamics of a prototypical Cu(I)-phenanthroline com-
plex, [Cu(2,9-dimethyl-1,10-phenanthroline)2]+,[41,43,77–79]
which is known to exhibit weak TADF.[57] These coherences
usually last for <10 ps owing to the dissipative effect of the
environment and therefore are usually only applicable for
processes occurring on the ultrafast time frame, e. g. ultrafast
singlet exciton fission[80]
On a longer timescale, vibrational conformational dynam-
ics associated with thermal motion dominate and have been
used to explain exciton dissociation in organic photovoltaics[81]
and charge transport organic semiconductors.[82] This motion
is most commonly associated with non-radiative decay from S1
and T1 which is ultimately responsible for the reducing the
quantum yield of materials and in the case of OLEDs reducing
the efficiency of these devices.[83]
The non-radiative decay is strongly linked with the overlap
of vibrational states in the initial and final states[84] and
empirical rules can be obtained by expressing the Franck-
Condon weighted density of states (FCWD) in the high
temperature limit[85]:
FCWD ¼
1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plkbT
p exp  
DEþ lð Þ2
4lkbT
� �
(19)
Equation 19 illustrate the two regimes for radiationless
transitions outlined by Jortner and Engleman[86] namely the
weak coupling limit and the strong coupling case. In this weak
coupling limit the transition probability depends exponentially
on the adiabatic energy difference (DE) between the two states
and this is commonly known as the energy gap law recently
used to explain the non-radiative decay of a number of
common TADF emitters,[83] as shown in Figure 8. However, it
should be noted that this is only strictly valid for excited state
potentials which do not exhibit a large structural change from
the ground state. For larger structural changes, the non-
radiative decay exhibits a Gaussian dependency on the
parameter DEþ l.[84]
Floppy molecules, i. e. that contains low frequency modes,
for example rotations can exhibit non-negligible non-radiative
decays back to the electronic ground state and therefore
achieving a detailed understanding of the vibrational degrees of
freedom which contribute to the non-radiative rate plays an
important role in materials design.[87] This motivates a design
procedure which is based upon making the molecules
increasingly rigid to reduce the effect of the non-radiative
decay.
However, for TADF, rigidification of the molecular
structure can represent a significant challenge.[65] This is
because rISC is most effective when ~E(S1–T1) is close to zero
and can be achieved exploiting orthogonality between the
donor and acceptor groups, which reduces the overlap between
the HOMO and the LUMO orbitals.[62,88] However, this also
reduces the oscillator strength and therefore the radiative rate
which will often reduce the quantum yield or extend the
lifetime of the excited state making other quenching mecha-
nisms, such as triplet-polaron quenching more likely. In such
cases, this can be overcome using the spin-vibronic
mechanism,[84] which is discussed in more detail in section
3.1.1.
2.4. Emission Width
The role of vibrational degrees of freedom, outlined in the
previous section also has a strong impact of the emission width
of the TADF emitters as it is vibronic motion which displaces
the excited state potential from the ground state minimum
which are responsible for broadening the emission spectra of
these molecules. As broad emission reduces the colour purity it
is a significant challenge in the context of OLEDs. This is
especially true in TADF materials owing to the dominance of
low lying CT states and the importance of vibrational degrees
of freedom to permit conformational freedom. This means
that in the vast majority of cases, TADF emitters exhibit an
inherently broad emission with a typical full-width at half-
maximum (FWHM) between 70-120 nm is observed.
Although Pander et al.[89] recently achieved an emission
FWHM of 53 nm using a TADF D  A  D emitter developed
using a acridones acceptor and carbazole donor.
Overcoming this challenge and achieving high performing
molecules exhibiting a narrow FWHM remains a sizeable
Figure 8. Relationship between the non-radiative decay rate constants of the
triplet state for TADF molecules and S1 energy at room temperature (S1RT).
Figure reproduced from ref. [83].
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obstacle. This is because simply incorporating explicit chemical
bonds to make the molecules more rigid usually modifies the
electronic structure of these emitters too much. One approach
is to introduce steric hindrance between the D  A groups, e. g.
methylation; however, this often leads to conformational
changes that force an orthogonal disposition between D and
A.[65,66] An alternative approach is incorporating non-covalent
intramolecular interactions. The intermediate strength of such
intramolecular interactions should be strong enough to reduce
the conformational dynamics without restricting TADF.
Rajamalli and co-workers[90] proposed an approach based upon
hydrogen bonding. This was able to deliver a narrower
FWHM, but the requirements of hydrogen bonding mean
that quite a distorted conformation must be achieved.
Alternative approaches based upon π–π* interactions[91–93] have
been proposed, but at present none of these strategies have
been generally applicable for TADF.
To obtain a narrow FWHM, one has to minimise the
vibrational relaxation in the S1 state. This can only be achieved
by minimising the vibronic coupling, this is to say that any
change in the electronic structure, i. e. S0!S1 excitations, does
not drive a change in the nuclear geometry, and therefore this
implies that the frontier orbitals must be rather localised upon
different atoms rather than spread over bonds. At present the
most effective approach for this has been using the multi-
resonance concept developed by Hatakeyama et al.[48,49] Alter-
natively, significant progress has been made with hyper-
fluorescence mechanism proposed by Adachi and co-
workers.[94] This uses fluorescence molecules as a co-dopant
alongside the TADF molecule, where the former is responsible
for achieving the narrow emission and the latter performs the
triplet harvesting. The two are connected through Förster
resonant energy transfers (FRET).
2.5. Guest-Host Interactions
The interaction between a molecule and its environment plays
a key role in determining its properties, especially in the
context of OLEDs for which the restrictive environment of the
solid state will suppress some vibrational degrees of freedom
and could therefore impact the conformational freedom of the
emitters important for TADF. In addition, solvation, used in
the broadest sense of the term for a molecule within an
embedding medium plays a crucial role in driving, hindering,
or modifying many fundamental non-equilibrium processes in
chemistry.[95,96] This is especially true in the case of excited
state processes in which the interactions between the non-
equilibrium electronic structure of the emitter and the host
and the efficiency of energy transfer between the two can have
a defining role in determining the outcome of reactions.
Most of our understanding of solvation effects are based
upon our understanding of behaviour of molecules in solution.
Here excitation of a solute produces an excited state with a
larger, or even simply different, dipole moment from the
ground state. The surrounding solvent molecules experience a
new electric field and respond to this, (i) through electron
cloud reorganisation (i. e., polarisability), and (ii) through
reorientation of the nuclear positions. This is responsible for
well documented effects such as the bathochromic spectral
shift observed in CT molecules with increasing solvent polar-
ity. However, similar effects, consistent with the theory of
solvatochromism, are also observed in the solid state, albeit
slightly modified because in a solid the molecules are sterically
constrained.[97–99]
The role of such solid-state solvation is important in the
context of TADF emitters, which can involve the interaction
between CT and the local exciton (LE) states. This is because
while the former will enhance the interactions between the
guest and host molecules due to a larger change in the dipole
moment with respect to the ground state, the latter will not.
Consequently, the dipole-dipole interactions between the guest
and the environment will have a strong effect of the energy
gap and therefore the mixing between the two states and the
efficiency of TADF.[100,101]
A number of recent works[101–104] have shed important
insight into the nature of guest-host interactions in TADF
emitter. These are summarised in the schematic shown in
Figure 9. Upon excitation into a low-lying CT state there is a
significant change, usually increase, in the dipole moment of
the guest which increases its interaction with the local
embedding environment predominantly through either dipole-
dipole or dipole-induced dipole interactions. The latter
depends on the polarisability of the host. This is accompanied
with a structural change and vibrational cooling usually
occurring on the timescale of tens of picoseconds[105] which red
shifts the emission spectra. The emission spectra are often blue
shifted in the solid state compared to in solution due to the
restricted environment. However, for many D  A and D  A  D
TADF emitters the excited state structure is not a huge change
from the ground state minimising the blue shift.
On the nanosecond timescale, the emission can exhibit a
continued but smaller red shift.[106] For tens of nanosecond
this is associated with a dispersion of molecular configurations
in the solid state[101,106] in which configurations that are close
of orthogonal D  A have a lower CT energy but will also emit
at later times because the oscillator strength is smaller.[101] This
is shown in Figure 10. On the timescale of hundreds of
nanoseconds to microseconds this red shift can also be
associated with dipole reorganisational dynamics of the
host,[102] which are much slower than solution due to the
restricted freedom in the solid. The relative contributions of
the two depends on the size of the dipole moments and
rigidity of the guest and host molecules and the excited state
lifetimes. Indeed, in the case of rigidity Serevicius et al.[103]
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demonstrated that with sufficiently rigid guest molecules this
nanosecond shift in the emission could be quenched.
On the microsecond timescale a blue shift in the emission
has also been reported[106] as shown in Figure 10. This is
associated with molecules undergoing delayed fluorescence. In
this case the configurations which are close to orthogonal D  A
exhibit the small ~EST gap and therefore TADF is fastest
compared to those which are slightly distorted from
orthogonal.[101] It is important to stress that these observations
are strictly only valid for TADF materials which only exhibit
small excited state changes. Indeed, although similar dynamical
shifts have been observed in metal organic TADF materials
based upon the Carbene-metal-amides (CMAs) concept[104]
these are associated with triplet diffusion to low energy
configurations. This is because in the CMAs the structural
changes in the excited state are much greater and so the
restrictive environment of the solid state has a larger effect on
the excited state dynamics of the material.
2.6. Generation of the Excited State and the Importance of
Initial Conditions
Recently there has been a significant research effort focused
upon understanding the complex photophysics of TADF
materials,[107] which calls for a large variety of different
spectroscopic techniques to characterise the triplet harvesting
mechanism and determine the photophysical parameters.
However, the properties required for strong delayed
fluorescence observed from photophysical characterisation are
not necessarily the same at the electrical excitation in OLEDs
owing to differences in the excitation mechanism. Using
kinetic equations analogous to those presented in section 2.2,
Palmeira et al.[108] established the different requirements for
molecules exhibiting two-step TADF (ISC followed by rISC)
and one-step TADF (just rISC) applicable to photo and
electrical excitations, respectively.
Besides the aforementioned kinetic differences more subtle,
yet none the less important differences can exist and relate to
the specific details of the mechanisms leading to the excited
state. Upon absorption of light, the molecule is transferred
into an electronically excited state, depending on the intensity
and the duration of the excitation.[72,109] It is typically assumed
that this transition is vertical (Franck-Condon principle) with
respect to the ground state nuclear configuration of the
molecule and the transition probability is controlled by the
strength of the transition dipole moment. However, the
transition dipole moment of charge transfer states associated
with efficient TADF molecules is often small and as a
consequence to achieve significant excited state population, a
shorter wavelength excitation is used to initially excited a
locally excited state upon either the donor or acceptor group
Figure 9. A schematic of the solvation relaxation dynamics and timescales important in the solid state for TADF emitters.
Figure 10. Schematic of 1CT energetics and the mechanism responsible,
during the excited state lifetime of a TADF emitters in the solid state. The
exact timescales do depend on the nature of the guest and host systems
involved.[101]
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which has a higher transition dipole moment. Importantly,
this provides excess energy to the molecule and although this
excess energy is typically dissipated through intra-vibrational
redistribution (IVR) on the picosecond timescale,[105] it can
still lead to differences in the triplet harvesting mechanism and
significant variations in the excited properties have been
observed by changing the excitation wavelength.[110]
While the probability of excited state formed under
photoexcitation can be understood from the relative strength
of the transition dipole moments for the states within the
energy window of the excitation pulse, the same cannot be said
for the electrical excitation of molecules in an operating
OLEDs, as shown schematically in Figure 2. Indeed, besides
the ratio of spin-states formed through the spin-statistics of
charge recombination,[111] very little is known about the nature
of the excited state formed, i. e. geometry, involvement of
higher lying singlet and triplets. Such understanding is
important, as the Franck-Condon principle is certainly not
valid for charge recombination.
Towards understanding this mechanism, two principle
mechanisms can be envisioned (See Figure 11). Firstly,
excitons can be formed primarily on the host[112,113] and then
transfer their energy to the guest via Förster[114] or Dexter[115]
mechanisms. This is usually unfavourable as it creates triplet
states which are free to diffuse and often leads to a strong
influence from quenching effects.[116] However, this does create
opportunities for controlling excited state formation. Recently,
Gilch and co-workers[117] proposed a model system involving
energy transfer between a simple aromatic carbonyl, thioxan-
thone (TX) and 1,4-dichlorobenzene (DCB). In this case, as
the T2 of TX exhibits very fast ISC with the S1, but inefficient
internal conversion to the lower T1 state,[118,119] it provides an
interesting model to test the potential for hot exciton energy
transfer. Consequently, if the triplet energy transfer can be
controlled to direct population to the higher T2 state, efficient
triplet harvesting could be achieved using a relatively simple
molecule. Unfortunately, in their proposed system, triplet
energy transfer favoured transfer into the lowest T1 state which
then acts as a detrimental trapping site. However, Northey
et al.[120] demonstrated that this was associated with the large
reorganisation of the DCB and in the restrictive environment
of the solid state rather than solution, controlling the excited
state energy transfer may well be possible.
In the second case, the excited state is generated by the
trapping of charges (electrons and holes) on the emitter. In
this case, it is not clear whether or not the electron and hole
are transported simultaneously or separately and in the case of
the latter whether the order they arrive has a definitive role.
Recently van Voorhis[121] demonstrated that for an Ir complex,
there was a preference for the hole to arrive first (see
Figure 12), but it is unclear if this will apply as a general rule.
Importantly, the arrival of the first charge creates an
intermediate state and will lead to a structural change in the
guest molecule. This can have a strong influence on the
resulting potential energy surface. Indeed, Cao et al.[122]
recently demonstrated that for the triquinolonobenzene
(TQB) emitter[123] charge trapping forming TQB+ or TQB 
leads to a significant structural distortion. Such is the
distortion that the arrival of the second charge generates an
excited state far from the excited state minima and in addition
where many singlet and triplet excited states lie in close
proximity leading to a highly mixed wavefunction making it
possible to access many possible pathways.
Besides the energetic consideration, one must also bear in
mind that instantaneous electron addition or removal will
form an electronic wavepacket,[124] a coherent distribution of
population over a range of excited states. This is because the
eigenstates of the neutral system are not orthogonal to the
charge species. While the coherence is likely to be short lived
and play limited role in the context of the present work, the
distribution of states will be crucial. It will create significantly
different initial conditions to those usually assumed. Under-
Figure 11. Schematic representation of the methods of generating excited
states (a) Light-matter interaction, (b) Electron-hole recombination on the
host preceded by energy transfer and (c) Electron-hole recombination directly
on the guest.
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standing this is likely to be especially important to blue
emitters, where the high energy excited sit close to the
dissociation thresholds of the bonds. Finally, direct population
of higher lying charge transfer states have been proposed via
the hot exciton picture.[125,126] However, at present this appears
very difficult to control and the understanding of this process
is little more than a qualitative picture.
3. Organic and Metallo-organic TADF
The potential for application of TADF molecules as high-
performance emitters in OLEDs has stimulated a huge research
effort developing new high performing molecules. In this
section we outline some of the most recent advances in organic
and metallo-organic emitters exhibiting TADF.
3.1. Organic
3.1.1. The donor-acceptor framework: In section 2.2 it was
highlighted that increasing krISC is at the heart of increasing the
efficiency of TADF and Equation 2 shows that the energy gap
between the S1 and T1 states (~ES1/T1) plays a key role in
achieving this. The most popular approach to achieve this is
employing Donor-Acceptor type architectures that enable low-
lying charge transfer (CT) states. ~ES1/T1 between states of
same nature is characterised by the exchange integral and
therefore by the overlap of the orbitals involved. The use of
CT states means that ~ES1/T1 can be minimized.[62]
However, achieving high performance TADF emitters is
not simply a function of ~ES1/T1.[23,127,128] Firstly, although
initial studies assumed that TADF occurred between the 1CT
and 3CT states, it is clear that this representation is often too
simple as SOC between two states of the same character is
forbidden.[84] Although the role of the Hyperfine interaction
cannot be completely excluded.[129] Secondly, Monkman and
co-workers[106] demonstrated that the states involved in TADF
could be independently tuned by the environment and
therefore they must be of different character. Subsequently,
Ward et al.[65] showed that different D  A  D molecules with
very similar energy gaps exhibit large variations in krISC. This
was due to steric hindrance of the motion of D and A group
indicating a mechanism which is dynamic in nature, in the
sense that it depends on molecular vibrations.
To rationalise these observations, Gibson et al.[130] pro-
posed the spin-vibronic mechanism using a quantum dynamics
study of the PTZ-DBTO2 emitter (Figure 13). PTZ-DBTO2
features three low lying electronic excited states. The lowest
one is a triplet local exciton (3LE) and the two states lying
above in energy are the pair of singlet and triplet charge
transfer states (1CT and 3CT, respectively) nearly degenerate
(~E=0.02 eV). A schematic representation of the electronic
structure can be found inset of Figure 14a. Those three states
define the electronic dimension of the model Hamiltonian
used in this study. For vibrational degrees of freedom, the
model Hamiltonian includes three normal modes responsible
for coupling the two triplet states and all exhibit torsional
motion around the D  A bond angle.
Figure 14a shows the population kinetics of 3LE with an
initial wavepacket in 1CT. The black line corresponds to the
3LE population kinetics considering the coupling as shown
inset with an extracted ISC rate of kISC=5×105 s  1. Removing
the hyperfine interaction (bH HFI ) which is the only coupling
between 1CT and 3CT from the Hamiltonian (green line) does
not quantitatively change the dynamics. The direct pathway,
i. e. from 1CT to 3CT, is therefore not the predominant path
of ISC. This is further emphasised by either increasing the
vibronic coupling between 1CT and 3LE (red line) or by totally
removing it (blue line). kISC is either slightly increased or
Figure 12. (a) Charge recombination on the guest through direct electron
and hole trapping. The standard deviations are shown by the blue/red regions
around the energy levels. (b) Charge recombination on the guest through
electron transfer to the guest cation. Figure reprinted from ref. [121].
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completely prevented, respectively. As expected, decreasing the
energy gap between the states (red line) leads to an increase of
kISC. The same observation has been made for the simulations
of krISC as shown in Figure 14b.
This clearly stresses the involvement of an intermediate
state in the TADF process, which is required because in many
cases the direct pathway is too weakly coupled to contribute to
the mechanism. Close-lying states therefore offer a two-step
alternative. Following the work of Henry and Siebrand,[131]
this can be described using a second order expression of kISC
and krISC. krISC takes the form:
ki  frISC ¼
2p
�h
X
f
hY f bH int
�
�
�
�
�
�Y ii þ
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n
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�
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d E fð Þ   E ið Þð Þ
(20)
The first term is the first order Fermi’s golden rule
describing the transition between Ψi and Ψf. The second term
is the second order term where the transition between Ψi and
Ψf is mediated by an intermediate state Ψn. Here, because the
direct pathway is too weak to be meaningful, the relevant
terms for a simple D  A TADF emitters are:
krIC ¼
2p
�h hY3CT
bH vib
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and
krISC ¼
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hY 1CT bH SOC
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Figure 13. a) axial and b) equatorial regioisomers of PTZ-DBTO2. Differ-
ence of electronic density for the c) 3LE and d) 1,3CT states of the equatorial
form. Blue: loss in electronic density, lime: gain.
Figure 14. a) Relative population of the 3LE state associated with intersystem crossing after excitation into the 1CT state. The inset is a simplified schematic
representation of the model Hamiltonian used. b) The relative populations of the 1CT state associated with reverse intersystem crossing after initially populating
the 3LE state. Black: full model Hamiltonian, green: no HFI, blue: no vibronic coupling, red: vibronic coupling increased by 10%, cyan: energy gap between 3LE
and 3CT halved. Figure reproduced from ref. [130].
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These observations clearly show the complexity of the
excited states mechanism behind TADF and that a two-state
picture is too simplistic because the SOC between 1CT and
3CT is intrinsically limited by the nature of the states. In terms
of optimising the performance of TADF emitters, these
considerations need to be explicitly incorporated. This was
illustrated by Gibson et al.[132] who extended their original
spin-vibronic description to illustrate that the vibronic
coupling is a possible route to achieving molecules with small
activation energies for TADF but large oscillator strengths and
this proposed mechanism was subsequently demonstrated by
Adachi and co-workers.[133]
3.1.2. Molecular Conformation: Regio- and conforma-
tional isomerisation are fundamental in chemistry, with
profound effects upon physical properties. This not only
applies to molecules in their electronic ground state, but also
electronically excited states properties which can be highly
dependent on the molecular structure.
In the context of TADF, Etherington et al.[67] demon-
strated that PTZ-DBTO2 and its D  A  D analogue exhibit
multiple stable regioisomers. This is related to the use of a
phenothiazine donor which can exhibit both the H-intra and
H-extra folded conformers.[134] This allows formation of
parallel quasi-axial (ax) and perpendicular quasi-equatorial (eq)
conformers, as shown in Figure 13a and b. Importantly, as the
energy gap between the 1CT and 3CT states depends on the
overlap of the HOMO and LUMOs orbitals involved in the
transition, ~E is greater in the axial conformation than in the
equatorial. As a consequence, no TADF is observed in the axial
form and the presence of the low-lying local triplet state of the
axial conformer also means that this conformer is an effective
loss pathway both photophysically and in devices.
The ability to fine tune the conformational dynamics of
TADF emitters is a highly desired requirement, especially in
the context of the spin-vibronic mechanism discussed
previous.[65,67,135] However, the incorporation of steric hin-
drance between the D  A groups, usually via methylation has
been found to lead to too large effects and ultimately the
conformational changes discussed by Etherington et al.[67]
Further insight into this process has been provided by
Nobuyasu et al.[66] who expanded conformational effects for
TADF molecules by studying 12 D  A and D  A  D derivatives
of PTZ-DBTO2. They showed that the presence of bulky
substituents on the donor unit leads to a preference for the
axial conformer and a reduction in TADF. In contrast, bulky
substituents on the acceptor unit lead to a preference for the
equatorial geometry and a locking of the donor and acceptor
group in relative near orthogonal geometry. Numerous addi-
tional examples of conformationally controlled TADF have
also recently emerged[103,136–140] highlighting its importance.
3.1.3. The Role of Symmetry Breaking in TADF: The
case of [Fe(bpy)3]2+ and Equation 20 illustrates that a large
density of electronic states can be exploited to enhance krISC
and potentially leads to a higher DF/PF ratio (Figure 7).
However, as shown in Figure 7 the DF/PF for D  A  D
analogues of D  A molecules are almost indistinguishable in
most cases, i. e. independent of either one or two donor units.
This is because, although D  A  D molecules have, in
principle, a higher density of excited states, the excited state
potential often leads to inequivalence in the D  A bond lengths
of the D  A  D molecules. Consequently, the lower excited
states which are associated with the largest D  A bond length
generates an energetic landscape similar to the D  A molecules.
The Franck-Condon profiles at the relaxed excited state
geometry of the two molecules are therefore often similar.[141]
This highlights the important role of symmetry and symmetry
breaking and controlling it in TADF emitters.
This is illustrated in Figure 15 for a schematic for a
D  A  D molecule. In the electronic ground state three minima
are observe, which are dynamically interchangeable with a
barrier which is approx. kT, and with the lowest conformer
the totally symmetry version. In this conformer, excitation into
the 1CT results in a state which is delocalised over the two
donor units, however this symmetry form is usually a
maximum. Due to the potential gradient, the molecule relaxes
to one of the PES minima that consists in a localised 1CT on
either side of the system. This effect is referred as pseudo Jahn-
Teller when the two electronic states involved are nearly
degenerate.[142] The geometry of the other donor unit is then
similar as the one of the ground state.
Figure 15. A schematic representation of the ground and excited-state
potential of a D  A  D molecule, illustrating the symmetry breaking from the
Franck-Condon geometry into the Q1 and Q2 minima.
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Recently, Eng et al.[143] investigated the excited state top-
ology of the D-A3 TAT-3DBTO2 (Figure 16a).[143,144] The
system exhibits a C3 symmetry at its ground state minimum of
energy. The three lowest excited 1CT states are linear
combinations of CT from the central donor part to each of the
peripheral acceptors. The difference of electronic densities
associated to these transitions are shown in Figure 17a. Upon
excitation and following a similar mechanism as the one
depicted in Figure 15 for DPTZ-DBTO2, symmetry breaking
occurs favouring CT towards one acceptor. The difference of
electronic densities for the lowest transitions at the minimum
of S1 are shown in Figure 17b.
Figure 16b shows an interpolated pathway from the
Franck-Condon geometry to the minimum of S1. The density
of states around the first 1CT states is high at Franck-Condon.
This region provides many intermediate states for ISC and
RISC and therefore at short times a rISC of 108 s  1 has been
reported.[144] It was also proposed that a close-lying conical
intersection (CI) between S1 and S2 helps speed up RISC as
the region around the CI presents a high density of states.
However, upon relaxation, the number of states surrounding
the first 1CT states dramatically decreases to such an extent
that the picture at the minimum of S1 is similar to the one of a
simple D  A system (Figure 17b).
This work highlights that dramatic enhancements of ISC
and rISC could be achieved by simply reducing the symmetry
breaking, although it must be stressed that this has compo-
nents arising from intramolecular structural changes, but also
intermolecular interactions.[145] Some quadrupolar dyes with-
out intramolecular symmetry breaking have been reported[146]
even in those that don’t the effect can be reduced by the
introduction of macrocycles such as crown-ethers.[147]
3.2. Non-Donor-Acceptor Frameworks for TADF
The design of molecules exhibiting TADF has been dominated
by intra- and intermolecular donor-acceptor (D  A) systems
exhibiting charge-transfer (CT) transitions[23] as this is the
most conceptually easy approach to reduce the overlap between
the unpaired electrons to minimise the singlet triplet gap.
However, the use of CT states means that the radiative rate is
usually low[148] giving rise to long excited state lifetimes and
consequently instability and reduced device performance
associated with excited state quenching mechanisms.[149] In
addition, as discussed above within the D  A framework it is
very difficult, if not impossible to achieve electroluminescence
(EL) with high colour purity. Consequently, a diversification
of the molecular design approaches for TADF materials is
required.
Recently Mamada et al.[123] have investigated the possibility
for triplet harvesting by excited state intramolecular proton
Figure 16. a) The TAT-3DBTO2 TADF emitter. Energy scan (b) from the ground state optimised Franck-Condon geometry to the geometry of the minimum
of S1 (c) from the geometry of the minimum of S1 to the S1/S2 conical intersection. (CIS1/S2)
Figure 17. Electronic density difference associated to the lowest singlet-
singlet transitions at a) Franck-Condon and b) the minimum of S1
geometries. Blue: loss in electronic density, lime: gain.
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transfer (ESIPT). By exploiting the excited state transfer of a
hydrogen atom it is possible to separate the HOMO and
LUMO orbitals reducing the energy gap between the low lying
excited states. The authors showed that using this concept it
was possible to harvest a large contribution of the triplets
states, achieving up to 14% external quantum efficiency
(EQE) when integrated into an OLEDs. Cao et al.[122]
subsequently performed a detailed theoretical analysis of the
excited state properties of this mechanism. They demonstrate
that upon photoexcitation into the lowest singlet excited state
the proton is transferred within 20 fs, as shown in Figure 18.
However, important for the TADF properties, the triplet
manifold exhibits multiple low-lying triplet states that are
strongly coupled along this proton transfer coordinate, which
facilitates the triplet harvesting mechanism.
While a rigid and planar structure, the ESIPT concept still
relies upon the separation the unpaired electrons into different
regions of the molecule, creating an excited charge transfer
state. A consequence of this is that the emission spectrum
remains very broad. To overcome this Hatakeyama et al.[150]
developed a new type of emitter based upon the multiple-
resonance effect. In this approach, the lowest electronic states
are no longer charge transfer states, but are local π!π*
excitations. However, the separation of the HOMO and
LUMO orbital in achieved by an alternation of the phase of
both orbitals. Indeed, the HOMO is antisymmetric with
respect to the C2 symmetry element while the LUMO is
symmetric. This results in a null overlap between the two.
Contrary to D  A based molecule, the system does not need
large amplitude motions to minimise the singlet-triplet energy
gap. The Stokes shift in the emissive singlet state is therefore
much smaller than in D  A based TADF emitters and the
rigidity of the molecule leads to a narrow emission band.
Although the singlet-triplet gap is smaller than most
normal π!π* excitations, it remains relatively large (~0.2 eV)
for efficient TADF.[151] To overcome this, Pershin et al.[152] and
Kondo et al.[49] have developed this concept with the aim of
reducing the singlet triplet gap by extending the π system of
the molecule, essentially producing a series of π extended
boron- and nitrogen-doped nano-graphenes. This works
because delocalisation reduces the spatial confinement of the
orbitals involved in the excited state,[148] altering both the
coulomb and exchange energies. As the singlet excited state is
generally more extended than the triplet excited state, any
delocalisation decreases the singlet excited state more than the
triplet, decreasing the relative gap between then. Using a
similar concept to develop ν-DABNA, Kondo et al.[49] reported
a splitting between the singlet and triplet states of 0.02 eV.
This resulted in a device EQE of 33%, but more importantly
a narrowing of the emission spectrum to 14 nm. This arises
from the non-bonding molecular orbitals, minimise the
vibronic coupling and vibrational relaxation in the material,
limiting the excited state distortion responsible for the broad
emission.
3.3. Metallo-organic Complexes
Although a significant amount of focus has been placed upon
the purely organic TADF molecules, one of the main
challenges is that the communication between the singlet and
triplet states are intrinsically limited by the presence of only
light elements restricting the size of spin-orbit coupling[153]
which can potentially be overcome using organometallic
complexes exhibiting TADF.[24,25,27–32,154–156]. While a wide
variety of metal organic TADF molecules have been inves-
tigated, recently a series of donor-bridge-acceptor molecules,
Figure 18. Left: The O  H bond length in TQB in the excited S1 state after photoexcitation. The large reduction illustrates the proton transfer which occurs in
20 fs. On the right-hand side, the change in the electronic structure of TQB-TA (prior to proton transfer) and TQB-TB (post proton transfer) illustrating the
separation of the electron (blue) and hole (red) consistent with reducing the singlet triplet gap. Figure adapted from ref. [122].
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where the bridge is a d10 transition metal has been
developed.[157–167]
For these complexes, Di et al.[29] proposed a cyclic (alkyl)
(amino) carbene (CAAC) metal (I) complex (Figure 19), which
exhibits efficient triplet harvesting and high performance when
incorporated into an OLED device. The authors proposed that
the triplet states are harvested by a so-called rotationally
assisted spin-state inversion (RASI) mechanism. Here the rapid
ISC and rISC were thought to arise because the S1 state falls
below the T1 state along the main reaction coordinate
involving a torsion around the M  N bond. However, this
mechanism is at odds with quantum mechanics, which states
that a singlet and triplet state of the same character cannot
cross. Indeed, within the one-electron limit, the two states are
split by two times the exchange energy, which lowers the
energy of the triplet state and lifts the energy of the singlet
state. Föller and Marian[168] demonstrated that this proposed
mechanism was founded upon the incorrect simultaneous use
of unrestricted density functional theory (uDFT) and time-
dependent density functional theory (TDDFT).
To understand the mechanism for ISC in these complexes,
Thompson et al.[169] investigated the Au  Cz complex (Fig-
ure 19) using quantum dynamics. The study took into account
the two 1CT and 3CT states as well two higher lying local
excitons 3LE on either the carbene (CAAC) or the carbazole
(Cz) moiety. A representation of the electronic structure can
be seen Figure 19. Figure 20 show the relaxation dynamics
after excitation in 1CT including both SOC and vibronic
coupling. It follows an exponential decay populating quasi
only 3CT. A rate constant of ISC (kISC=2.20×1010 s  1) is
extracted from the exponential decay which is in good
agreement with experimental observations. The two close-lying
3LE do not significantly gather population along the dynamics
as they act as virtual intermediate states. Indeed, manually
removing the 3LE states from the Hamiltonian has two
counter-intuitive effects: i) increasing the kISC and ii) displacing
the equilibrium towards S1. The effect of intermediate states in
Au  Cz is therefore detrimental to the rISC process and thus to
the TADF mechanism.
A more recent study from Eng et al.[170] extended this study
to two similar complexes varying the coordinating metal from
Au to Ag (Ag  Cz), to Cu (Cu  Cz), see Figure 19. As the
metal gets heavier, i. e. Cu!Au, two competitive trends can be
observed. The first is the heavy atom effect, i. e. the SO effects
get more important with the mass of the atom, and the second
one is the decrease of the d orbital energy. The latter means
that the d orbitals of the metal are more accessible when going
to lighter metals and thus are more involved in the LUMO of
the complex localised on the carbene moiety. The obvious
manifestation of the change in character of the LUMO is the
lowering of the 3LE(CAAC) state (see Figure 19) to such an
extent that it sinks below the pair of 1,3CT states for Cu  Cz.
An increasing contribution of the d orbitals of the metal in the
LUMO and thus in the CT states leads to a stronger SOC
between 1CT and 3CT (ηM). Because of these two opposite
effects, ηM varies in a counter-intuitive way along the series: η
Au=14 cm  1, ηAg=4 cm  1 and ηCu=20 cm  1.
Interestingly, the role of the 3LE states changes dramatically
in Ag  Cz in comparison with Au  Cz. In this case the presence
of the intermediate states is required to observe population
transfer between 1CT and 3CT, as like the organic systems the
direct pathway is very weak. Conversely, the role of 3LE
(CAAC) in Cu  Cz is similar as in Au  Cz. Like the organic
systems, the position of the 3LE states plays a crucial role in
the TADF mechanism, but as the direct SOC pathway in these
systems is stronger, it is actually more desirable to remove this
pathway in the metal-organic complexes.
As outlined in organic systems, increasing the density of
states is a potential approach for increasing the ISC, and
attempts to multiply the number of donor or acceptor centres
have been investigated. The Cu2(tppb)(PPh3)2Cl2 system
proposed by Schinabeck et al.[171] features low lying 1,3CT states
from the copper centres towards the central benzene ring, see
Figure 21. However, as observed for the organic systems a
Figure 19. (left) The M  Cz complex studied. M=Au (Au  Cz), M=Ag (Ag  Cz), M=Cu (Cu  Cz). (right) Evolution of the electronic structure through the metal
series.
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pseudo Jahn-Teller effect is observed after vertical excitation in
1CT, the excitation localises exclusively on either of the copper
centre breaking the symmetry.
Finally, an additional analogy with the organic systems is
imparting structural changes which lead to a preference of
either TADF or Phosphorescence,[65,172] but achieving both in
significant quantities is often challenging. By the inclusion of a
metallic atom, the metalloorganic systems can exhibit both
TADF and phosphorescence as competitive processes. How-
ever, long living triplet states are usually detrimental to the
PLQY as non-radiative relaxation can occur during this time.
Restricting the low-frequency motions, typically the large
amplitude rotations, slows down non-radiative decays allowing
for phosphorescence to take place. This has been especially
observed in mono- and di-Cu(I)[173–175] and Ag(I).[176] While
the combination of TADF and Phosphorescence allows for
using both the singlet and triplet excitons, this dual emission
leads to a broadening of the emission band due to the
difference of energy between the emissive singlet and triplet
states. In addition, high PLQY have not been achieved at the
moment.
4. Molecular Design
The potential of 3rd generation OLEDs based upon purely
organic molecules has led to a significant resurgence in research
interest in understanding the behaviour of these molecules.
However, translating this understanding in design rules which
can be used for a large number of potential molecules remains
a significant challenge. Indeed, organic molecules can be made
with approaching infinite variety, but only approx. 108
substances have ever been synthesized.[177]
Consequently, to increase efficiency in material design,
establishing a firm link between this large molecular space and
the desired functional properties is one of the most important
and challenging goals in this area of research.
Figure 20. Evolution of the diabatic population along time for (a) Au  Cz
(b) Ag  Cz (c) Cu  Cz. The dashed lines show a fit of the population kinetics
to an exponential decay. See reference[169] for details.
Figure 21. a) Ground state and b) S1 geometry of minimum energy of Cu2
(tppb)(PPh3)2Cl2. The difference of electronic density associated to the
transition to S1 is shown in c) for the ground state and in d) for the S1
geometry. Blue: Loss in electronic density, lime: gain. The motion breaking
the symmetry is shown with a black arrow and red axis. All phenyl groups
and hydrogen atoms are not shown for clarity purpose.
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Presently, the design of new materials has tended to focus
upon large-scale synthetic programs and trial and error. This is
epitomised by the extensive literature reporting new molecules
or materials with few candidates making the transition to
practically useful devices.[23] The aforementioned magnitude of
potential molecules means that brute force approaches are
clearly inappropriate and will lead to progress which is largely
incremental. Ultimately this is responsible for causing the
stagnation of research fields, due to a lack of understanding.
The first successful purely organic TADF emitters were
designed upon the basis of minimising the singlet-triplet gap.
This has generally been achieved by linking electron donor
and acceptor units in such a way that the dihedral angle was
close to orthogonality, separating the highest occupied
molecular orbital (HOMO) and lowest unoccupied molecular
orbital (LUMO). The simple nature of this design makes it
very amenable to be automated within a machine learning
approach[2,3] and this led to a number of studies aimed at
minimising the energy gap.[178,179] In particular in ref. [178]
Gómez-Bombarelli and co-workers screened over 1.5 million
molecules and performed a TDDFT analysis on over 400,000
of them. Using a design criteria was based upon maximising
the radiative rate, minimising the singlet-triplet energy gap at
the T1 optimised geometry the authors were able to achieve a
maximum external quantum efficiency of 22% for the highest
performing molecule which emitted in the green region of the
spectrum.
However, although the proposed approach represents a
wise choice aimed at maximising the insight while minimising
the computational expsense, it neglects a number of the
important competing processes occurring in TADF materials,
including the importance of dynamical motion[62,67,130,180] and
the interplay between CT and LE states.[62,67,130] Consequently,
to take full advantage of these developments it is essential to
achieve an understanding of the important underlying
principles and competing processes. This understanding leads
to the definition of descriptors in automated methods and
therefore without careful definition, approaches based upon
artificial intelligence are likely to have built-in bias and are
extremely unlikely to identify step changing materials.
Recently, de Silva et al.[181] have proposed a 4 states model
based upon the spin-vibronic picture developed by Penfold
et al.[62,84] The Hamiltonian is represented in the basis of four
spin-mixed diabatic states representing pure charge transfer
(CT) and local excitations (LE).
Based upon a combination one-electron hopping integral
and a two-electron integrals between frontier orbitals which
make up important LE and CT diabatic states, it was possible
to demonstrate the properties required for high performing
TADF molecules. Subsequently, Monte Carlo sampling was
used to demonstrate that the conditions for efficient TADF
are relatively easy to satisfy in the parameter space; however, it
does not mean that it is equally easy to realise them in real
molecular systems, demonstrating the important for conforma-
tion engineering in TADF emitters.
5. Summary and Outlook
In this article, the recent research and perspectives for TADF
emitters has been discussed with a particular focus upon their
application in highly efficient OLEDs. This has highlighted
the device requirements for OLEDs, the kinetic processes
within TADF emitters and the framework which can be used
to describe them, the role molecular structure including
conformation and symmetry breaking in the excited state. This
was extended to describe the role of vibrational degrees of
freedom and how this influences functional properties,
through the spin-vibronic mechanism but also properties
including quantum yield and emission width. Moving beyond
the single molecule perspective, we have also address the role
of the interactions between guest and host molecules and how
these can be used to enhance the desired properties. Finally,
we have highlighted the recent work on the mechanism of
excited state generation in OLEDs and the importance of
initial conditions it creates. We have addressed these in the
context of both all organic and metal-organic systems and
highlighted the differences and synergy between them.
Despite the significant progress there remains a large
amount of work to be done to make these molecules
competitive in the OLED market, this is especially true in the
blue region of the spectrum which still exhibit very short
lifetimes. It is worth noting in the context of display
applications the design rules for TADF have been inverted to
achieved long-lived phosphorescence devices.[182] However the
OLED will be applied, the energy gap between the singlet and
triplet states plays a crucial role and reducing it is a central
focus. However, recent work has suggested it is possible to go
beyond this and actually invert the lowest lying states either by
chemical means[183,184] or by exploiting strong light matter
interactions.[185]
In both cases, a significant enhancement in the EQEs can
be achieved by increasing the light outcoupling, which in the
case of randomly orientated emitters places an upper limit of
approx. 30% efficiency on the devices.[186–188] There is an
increasing body of work in this area which report high
alignment of the molecules increasing the device
performance.[189] Recently there has been significant focus
exploiting the concept of ultrastable glasses[190–192] to generate
high performance OLEDs[55], with more amount of work in
this area from both a fundamental and applied perspective to
come.
Finally, there remains a significant amount of work to
translate the fundamental understanding of TADF emitters
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described above into the detailed molecular design rules. While
high-throughput screening approaches can identify regions of
chemical space of interest, more details setups are required to
capture fully the many competing processes in TADF
materials. Here the question of how to combine fundamental
high-level simulations with high-throughput remain and
intriguing question and challenge.
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This personal account describes the
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controlling the functional properties of
materials exhibiting thermally activated
delayed fluorescence (TADF). A particu-
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as emitters in highly efficient organic
light emitting diodes (OLEDs).
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