Abstract
is hypermethylated) is higher than a threshold value otherwise in late stage. In these 154 models, the threshold is varied incrementally from minimum to maximum beta-value. 155
In the final step, that threshold is selected which leads to maximum AUROC between 156 early and late samples. Subsequently, all the 447 CpG sites are ranked according to 157 AUROC to assess the ability of a CpG site to categorize early and late stage tissue 158 samples (Additional file 1, Table_S1). As shown in Table_S1 
Multiple features based stage classification model using CpG sites 183
One of the challenges in classification models is to improve the performance of 184 models. Though, we got a single CpG site like cg12595697, which can classify 185 samples with AUROC 0.66. To utilize information from multiple features, we 186 developed models using machine learning techniques. Firstly, models developed 187 based on various machine learning techniques using above LS-CPG-AUROC.As 188 shown in Table_S2 (Additional file 1), most of the models attain reasonable high 189 performance on training dataset, maximum AUROC 0. 79 CpG sites respectively. Heatmap displaying the methylation pattern ( Figure 3A) and 201
Circos plot representing the chromosome location, genes associated with them and 202 feature type shown in Figure 3B . 203 204 Figure 4A . 242
Gene enrichment analysis of LS-RNA-AUROC which includes 61 downregulated and 243 39 upregulated transcripts in early stage of LIHC using enricher displayed in Figure 5 244 
Stage classification models using hybrid features 282
In addition to single type of features (CpG methylation or RNA transcripts), we also 283 developed model by combining both type of features. Prediction models were 284 developed using 51 features (21 CpG sites and 30 RNA transcripts) selected by 285 WEKA named as LS-CpG-RNA-hybrid to classify early and late stage tissue samples. 286
The model developed using Naïve Bayes based model achieved the highest accuracy 287 78.14% with AUROC 0.81 on the training dataset and accuracy 78.87% and 0.82 on 288 the independent dataset (Table 3) . Also, we also developed models using selected 38 289 features (15CpG sites and 23RNA transcripts) obtained from 1740 features (1293 290 RNA transcripts and 447CpG sites), (Additional file 1, Table_S7). In summary, we 291 got best performance of Naïve Bayes based model developed using 51 hybrid features 292 (21 CpG sites and 30 RNA transcripts). In spite of the best efforts, we were capable to 293 discriminate the early and late stage samples with maximum AUROC of 0.82. 294 295 
Models for classification of LIHC and normal samples 299

Models for classification of LIHC and normal samples using CpG sites 300
In this study, we also developed models for discriminating LIHC and normal tissue 301 samples using genomic and epigenetic profiles. These models were developed on 424 302 
Figure_S6). 321
In addition to the single feature based models, we also developed models using 322 multiple features to classify LIHC and normal samples. Our SVM based model 323 developed using 104 CpG sites (selected using WEKA from 496CpG sites) achieves 324 maximum accuracy of 98-99 % and AUROC 0.99 on independent and training 325 dataset. We further reduce features and developed models using 100, 50, 25, 20, 10 326 and 5 features or CpG sites (selected using F-ANOVA), (data not shown). Our models 327 based on even small number of features (i.e. 5 CpG sites named as LCN-5-CpG) got 328 reasonably high performance (ROC ~0.99). Models based on Random Forest, Naïve 329
Bayes, SMO algorithms performed reasonably good with accuracy 95% -97%, and 330 AUROC of 0.94 -0.97 on training dataset and accuracy 96 -97% and AUROC of 331 0.94 -99 on an independent validation dataset (Table 4 ). This observation shows that 332 LIHC samples can be discriminated with high precision even using small number of 333
CpG methylation based biomarkers. 334 335 To detect the biological relevance of the genes associated with these signature CpG 339 sites (LCN-5-CpG), enrichment analysis performed using enricher. This analysis 340
indicates MYH9 is significantly involved in molecular functions such as actin-341 dependent ATPase activity (GO:0030898), microfilament motor activity 342 forest, SMO, Naïve Bayes and J48 algorithms also performed almost equally to that 399 of SVM as indicated in Table 5 . 400 401 with cancer progression and prognosis in hepatocellular carcinoma [59, [66] [67] [68] . 553
Overall this analysis emphasizes the role of these signature genes in oncogenesis. 554 
Methods
586
Pre-processing of Data
587
Methylation Data 588
There are total 4,85,577 Methylation CpG site (Probe IDs associated with CpG sites) 589 for each tissue sample. The methylation score for every CpG site was defined in terms 590 of beta value. All those CpG sites approximately 23-25% excluded from the study for 591 which beta value is missing among any of samples using in-house bash script. Hence 592
CpG sites number reduced to 3,74,292 for staging analysis and 3,69,221 for Cancer 593 v/s Normal analysis. 594 595
Normalization of RNA Expression 596
The expression values of RNA transcripts from GDC portal were obtained in term of 597 FPKM (fragments per kilobase of transcript per million mapped reads). There is a wide 598 range of variation in FPKM values, thus we transformed values using log2 after addition 599 of 1.0 as a constant number to each of FPKM value. Further those features have been 600 removed that have low variance using caret package in R, followed by z-score 601 normalization of data. Thus, for each mRNA log2-transformed FPKM values were 602 centered and scaled by employing caret package in R. Following equations were used 603 for computing the transformation and normalization: 604
Where Z_score is the normalized score, x is the log-transformed expression, is the 607 mean of expression and sd is the standard deviation of expression. 
Implementation of machine learning techniques 636
Primarily we have developed the Support Vector Machine (SVM) based prediction 637 models using the package SVM light [71] and WEKA [70] .In present study RBF (radial 638 basis function) kernel employed to optimize various parameters to get best performance 639 on training dataset.Furthermore, some of commonly used classifiers were also used for 640 developing prediction models. These classifiers include Random forests, SMO, Naïve 641 Bayes, J48 were implemented exploiting WEKA software. 642
Performance Evaluation of Models 643
In current study, we used both internal and external validation technique to evaluate the 644 performance of models. Main dataset has been divided in two sets called training dataset 645
and validation dataset in ratio of 80:20. The training set is used for developing model 646 and for performing internal validation; whereas, validation dataset is used to perform 647 external or independent validation. In this article, we used ten-fold cross validation 648 technique where training dataset is randomly split into ten sets; of which nine out of ten 649 sets were used as training sets and the remaining tenth set as testing dataset. This31 process is repeated ten times in such a way that each set is exploited once for testing. 651
The final performance of model is the mean performance of all the ten sets. In order to 652 avoid optimization of parameters in case of ten-fold cross-validation, we also implement 653 external validation. In case of external validation, we evaluate our model on an 654 independent or external dataset not used for training. In this study, we used 20% of the 655 main dataset for validation or independent testing and remaining 80% dataset for 656
training. 657
In order to measure performance of models, we used standard parameters, commonly 658 used to measure performance of classification models. Both threshold-dependent and 659 threshold-independent parameters were employed to measure performance. In case of 660 threshold-dependent parameters, we measure sensitivity, specificity, accuracy and 661
Matthew's correlation coefficient (MCC) using following equations. 
