Introduction
ABSTRACT. Equations of the form [ ] = 0, : ⟶ ̅ smooth, , ̅ real Banach spaces are investigated with the aim of continuing the basic solution [0] = 0 with ′ [0] Fredholm operator to a solution curve [ ( )] = 0 with the implicit function theorem. If ′ [0] is surjective, then the transversality condition of the implicit function theorem can be satisfied in a straightforward way, yielding a regular solution curve, whereas otherwise the equation [ ] = 0 has to be extended appropriately for reaching a surjective linearization accessible to the implicit function theorem. This extension process, implying in the first step the standard bifurcation theorem of simple bifurcation points, is continued arbitrarily, yielding a sequence of bifurcation results presumably being applicable to bifurcation points with finite degeneracy. The transition from condition (1.1) to condition (1.2) is accomplished by appending a second linear mapping, namely 2 ′′ [ ̅ 0 ] • ̅ 1 , to the nonsurjective first mapping ′ [ ̅ 0 ] which acts exactly on the subspace of not contributing to the range of ′ [ ̅ 0 ] in ̅ , i.e. the second linear mapping acts on the kernel of the first linear mapping. In this paper, we show, how to continue this extension principle arbitrarily.
For this purpose and with the notation ̅ ≔ ( ) (0), ≥ 0, an iteratively defined chain of linear mappings ̃1 ( ̅ 0 ) 2 (1.4) , guarantees a nontrivial solution curve ( ). Thus, for = 1, result (1.5) agrees with the classical bifurcation theorem of simple bifurcation points [2] .
In case of = 2, (1.5) corresponds to a bifurcation result in [3] dealing with bifurcation points of tangentially touching branches with different curvatures. Analogously, for arbitrary values of , it is possible to prove the existence of curves agreeing in the first − 1 derivatives in the bifurcation point, but disagreeing in the -th derivative. Moreover, the existence of solution curves with vanishing derivatives, e.g. cusp curves, can be shown.
In sections 2 and 3, the equations = 0, ≥ 1, as well as the iteratively defined linear mappings ̃( ̅ −1 , … , ̅ 0 ) from (1.3) are constructed for finally proving (1.5) in section 4.
Results
At first, the higher order chain rule [1] applied to [ ( )] = 0 reads for ≥ 1
with 0 denoting the -th derivative of in 0 and depending explicitly from ( , … , 0 ). However, in some situations will be also interpreted as a function depending on further dummy variables +1 , +2 , … . Now, concerning the relevant system of equations from (1.5)
a direct inspection of (2.1) implies the following linear structure with respect to the last components +1 ( +1 , … , 0 ), … , 2 ( 2 , … , 0 ) Using this affine subspace of solutions within 2 +1 and the ansatz
the existence of a solution curve ( ) with ( ) (0) = ̅ , = 0, … , , is established in the following way. After a simple calculation, we see that the first 2 + 1 coefficients of a Taylor expansion with respect to of (2.6) agree with 0 0!, ⁄ … , 2 (2 )! ⁄ , implying the remainder equation is surjective and if additionally a closed subspace exists with
, implying a unique solution of (2.7) in for = 0 that can uniquely be continued to ≠ 0 by use of the implicit function theorem. In some more detail, there exists a locally defined function ( 2 +1 , … , +1 ) ( ) ∈ , | | ≪ 1, of class ∞ with and summarizing the following existence theorem is shown. 
Remark : The existence of a closed subspace with (2.9) is a consequence of the Fredholm property of ′ [ ̅ 0 ] as will be shown in section 4. The above formulation of the sufficient conditions establishing a nontrivial solution curve ( ) does not show the iterative aspect of finding solution curves suggested in the introduction. Therefore, the following equivalent theorem is proved.
The successive construction of the linear mappings is given in the next section. In [4] , the structure of the proof of Theorem 2.2 is given and the iteration of section 3 is defined in a complete way.
Iteration
In this section, the definitions of Δ ( , … , 0 ) ∈ [ , ̅ ], I ( , … , 0 ) ∈ ̅ from (2.3) and 2 +1 ( , … , 0 ) ∈ [ +1 , ̅ ], 2 +1 ( , … , 0 ) ∈ ̅ from (2.8), as well as the iteratively defined linear mappings from Theorem 2.2 are stated. The basis for the definitions is given by (2.1), partly implying involved but constructive formulas.
First, the components of the upper triangular matrix Δ ( , … , 0 ) and the associated inhomogeneity I ( , … , 0 ) from (2.3) read
Further, the + 1 components of the linear sum operator from (2.10)
In addition, the even components of system (2.2) are given by (3.4)
In particular, we obtain from (3.3) and (3.5) for ≥ 1
Next, we start with the definition of the linear mappings from Theorem 2.2 according to
Due to the Fredholm property of 0 1 , two subspaces 1 ⊂ 0 = and 1 ⊂ 0 = ̅ can be chosen with direct sum decompositions
and all subspaces closed with respect to the induced norms from and ̅ with continuous projection operators
and ̅ denoting identity in ̅ . Then, the operator 1 ( ̅ 0 ) satisfies by construction the regularity condition
In the next step, define the operators
satisfying the same properties as decomposition (3.8) with (3.9), (3.10) and index 1 replaced by index 2. Further, two triangular schemes of the form 
with the rows of the schemes partly comprised to diagonal matrices
Then, using the abbreviations
the iteration starting with = 2 is well defined according to the following notation Hence, by construction, we end up with the following decompositions of and ̅ at iteration step ≥ 1. Note also that the relations
are valid, where the bijectivity of , = 1, … , + 1, between the subspaces and is depicted by arrows in figure 1 . Now, for closing iteration (3.16), the formulas concerning ̅ 2 +1 , ̅ 2 +1 and 2 +1 have to be established according to where the index + 1 ̅̅̅̅̅̅̅ denotes cancelling the last row of the ( + 1) × matrix in brackets. Then, the iteration (3.16)-(3.18) can be continued with (3.16) and replaced by + 1.
Finally, a simple calculation shows the upper triangular property Remark : The iteratively defined mappings , +1 in (3.17) can also be written in an explicit way according to
Proofs
In the following Lemma, the main ingredients for proving Theorem 2.1 and Theorem 2.2 from section 2 are comprised. )
Note that the assumption [ 2 , … , 0 ]( ̅ 2 , … , ̅ 0 ) = 0 implies [ 2 , … , 0 ]( ̅ 2 , … , ̅ 0 ) = 0 for = 1, … , . Hence, if one of the assertions (i)-(iv) is true with , then it is also true with replaced by = 1, … , .
Equivalence (i) states that if a solution ( 2 , … , +1 , ̅ , … , ̅ 0 ) of [ 2 , … , 0 ] = 0 is known, then all solutions of [ 2 , … , 0 ] = 0 can be calculated, provided the leading coefficients ( ̅ , … , ̅ 0 ) remain fixed. These solutions are given by an affine subspace within , defined by higher coefficients ( ̅ 2 , … , ̅ +1 ) of the assumed solution and parametrized by kernels 1 , … , of the linear operators 1 ( ̅ 0 ), … , ( ̅ −1 , … , ̅ 0 ). Secondly, (ii) ascertains the link between the global approach of Theorem 2.1 and the viewpoint taken in Theorem 2.2 of iteratively constructing linear mappings until surjectivity of the sum operator is reached.
The statements (iii) and (iv) are of more technical nature, intensively employing the definitions from section 3. The Fredholm property of 0 1 , as well as the finite dimensionality of the subspaces is not necessary for the procedure to work. It is enough to require the closure of the subspaces within the decompositions. This aspect is treated in some more detail in [4] .
In figure 2 an overview concerning the proof of Lemma 4.1 is given. First, we obtain (iii) by direct calculation using the decomposition shown in figure 1 and some essential definitions of the iteration process within section 3. Next, (i) is obtained by an induction argument relying on the validity of (ii), (iii) and (iv). Thirdly, (ii) is proved, again by induction as well as using (iv) as principal argument. Finally, the most technical part (iv) is shown by induction. Then, this affine subspace of solutions is successively plugged into the equations 2 −1 = 0 and 2 = 0 for showing (i) with replaced by . First, denoting 2 −1 = 0 ∈ 0 = , the next equation reads 
Proof of Lemma 4.1 (iii) :
under consideration of 2 −1 2 −1 ( −1 , … , 0 ) = 0 1 = ̅ 1 ( ̅ 0 ) according to (3.6), (3.7) and
Thus, by (iii) and the definition of in (3.15), (3.17), the affine subspace of solutions of (4.10) is uniquely given by 
with ( ̅ 1 , … , ̅ ) ∈ 1 × ⋯ × and ( ̅ 2 −1 , 0, … ,0) representing a basic solution of (4.10). Summing up (4.9) and (4.11), the solutions of the extended system (4.14)
with ( ̅ 1 , … , ̅ −1 ) ∈ 1 × ⋯ × −1 and index ̅ cancelling last row as usual. In the next step, the solutions from (4.14) are plugged into the equation 2 = 0, implying 
and using again (iv) with replaced by −1, the operator ( 2 −1 ) −1 is skipped, implying
Hence, considering
the affine subspace of solutions of (4.15) is given by (iii) 
with (̃1, … ,̃) ∈ 1 × ⋯ × , thus proving (i) with = .
Proof of Lemma 4.1 (ii) : In the next step, (ii) is accomplished by induction from = 1 to = by use of (iv) according to figure 1. In case of = 1, the identity (ii) reads Next, the left hand side in (4.26) is transformed into (4.27), row by row. Concerning the first row, we obtain from the left hand side in (4.26) and the second relation in (4.4) yielding the second row in (4.27). Note that the last identity follows from the fact that the -th row of 2 +1 equals zero according to the definition in (3.17).
Finally, in case of ≥ 3, the remaining rows 3, … in (4.26), (4.27) can be treated along the same lines of reasoning with = 1, … , − 2 according to 
