Recent developments in enhanced sampling methods showed that it is possible to reconstruct ligand unbinding pathways with spatial and temporal resolution inaccessible to experiments. Ideally, such techniques should provide an atomistic definition of possibly many reaction pathways, because crude estimates may lead either to overestimating energy barriers, or inability to sample hidden energy barriers that are not captured by reaction pathway estimates. Here we provide a program dedicated entirely to sampling the reaction pathways of the ligand-protein dissociation process. 
II. METHOD
The method, which is the base component of maze, is able to find multiple diverse reaction pathways of ligand unbinding along transient protein tunnels [15] . In this section, we describe how this can be achieved. The method does not require an initial guess of intermediates nor a unbound state, which is very important, as many existing methods for calculating reaction pathways rely on it. Its only prerequisite is the knowledge of the X-ray binding site the ligand resides within. Since the searching procedure is performed iteratively during MD simulations, the method takes into account protein dynamics which is important to observe the openings and closings of transient tunnels and exits while probing the time scale on which these conformational changes occur.
The method relies on the following concepts:
-Carefully selected CV describes interactions in a ligand-protein system. In our protocol, this CV is optimized on-the-fly during the MD simulation of ligand unbinding. Interestingly, as this part of the method resembles many similarities with machine learning [16] , the CV can be seen as a specific loss function tailored to the optimization problem of ligand unbinding, in the sense that a loss function is a function that maps an event onto a real number intuitively representing some "cost" associated with that event. Thus, we will use these two names interchangeably throughout this article (Sec. II A).
-Optimization method seeks to minimize this loss function. A non-convex optimization method is used to minimize this loss function with specific constraints that are based on the surrounding protein tunnel or channel. These constraints define a local CV space to sample ligand conformations within the protein tunnel.
In this manner maze learns the protein tunnels accessible for ligand transport (Sec. II B).
-Adaptive biasing potential enforces ligand dissociation. An adaptive bias potential is employed to enforce the transition between the ligand current conformation and a localized minimum of the CV in the following MD simulation steps. Once the bias reaches the computed minimum of the loss function, and if the ligand is still within the protein matrix, maze repeats the cycle (Sec. II C).
In the following subsections we describe the aforementioned concepts in detail, and show how each component of the method is connected to each other.
A. Loss Function for Ligand Unbinding
Let consider a ligand-protein system R consisting of a 3n-set of ligand coordinates x ≡ (x 1 , . . . , x 3n ) and a 3N -set of protein coordinates y ≡ (y 1 , . . . , y 3N ). A CV that successfully models ligand unbinding needs to fulfill several important characteristics that are based on the notion that the problem of finding reaction pathways of ligand unbinding can be solved using optimization techniques [15] Such loss functions can be used to obtain ligand unbinding pathways through iterative minimization within MD simulations, however, we note that selecting a particular CV for this may depend on the decision if one wants to study effective interaction energy in a ligand-protein system, or use an approximate formula fulfilling the listed criteria. We note that in any case the reference ligand unbinding pathways should be used as an initial guess for methods like metadynamics [17, 18] or variationally enhanced sampling [19] if thermodynamic and kinetic properties of the system are to be reconstructed.
In the current version maze implements an exponential loss function that can be used to describe ligand unbinding reaction pathways:
where r i = λ|x i − y i | is the rescaled distance between atoms of the ligand and the protein of the ith pair, N p is the number of ligand-protein atom pairs, and θ = (α, β, γ) are positive scaling parameters (or hyperparameters). Several combinations of these parameters have been tested in our previous studies [15, 20] . We underscore that the number of ligand-protein atom pairs N p is based on recalculating the neighbor list between the ligand and the protein, and it varies during the unbinding process as the ligand neighborhood changes.
The loss function is calculated in the ligand neighborhood, and thus it needs a particular type of bounds for sampling solutions only from this neighborhood. Clearly, the procedure should not sample possible ligand conformations in the full accessible conformational space, because that may render spurious trajectories, e.g., the next ligand conformation may be behind some steric barrier, and overcoming it would result in an nonphysical dissociation process. To this aim, we estimate the ligand neighborhood in the optimization procedure as a sphere centered on the ligand conformation from MD, of radius estimated as the minimal distance between ligand-protein atom pairs, The minimization of the loss function can be performed using any robust non-convex optimization method. There are examples of many approaches of using such techniques in atomistic simulations [21] [22] [23] . The maze code implements several such methods to optimize the CV chosen for ligand unbinding in the local space near the ligand. The full list of the implemented optimizers with their corresponding keywords in Plumed 2 is given below:
-MAZE SIMULATED ANNEALING: simulated annealing [24] ; optimizes the biasing direction based on the dynamicallyadjusted Metropolis-Hastings method. For detailed description, see Ref.
15.
-MAZE MEMETIC SAMPLING: memetic algorithm [20, 22, 25, 26] with learning heuristics such as stochastic hill climbing and an adaptive Solis-Wets search; performs exhaustive search using evolutionary algorithms.
In these methods, the ligand is encoded as its center-of-mass position. The sampling procedure performed during the optimization phase draws a random translation vector for the ligand conformation from the current step in the MD simulation. If the translated ligand position is preferable in terms of the loss function, it is taken as the next conformation to which the ligand needs to be bias toward, as this direction of biasing results in the decreases of the loss function. This sampling procedure is repeated during the optimization phase to unveil the position of the lowest loss function value. At each step of MD, the center-of-mass difference between the MD ligand conformation and the optimal one serves as the direction of ligand unbinding.
Apart from the above optimizers, the maze implements also standard techniques for sampling ligand-protein dissociation that can be used instead of the optimizers: -MAZE RANDOM WALK: random walk; steers the ligand unbinding in a random direction.
• MAZE STEERED MD: steered MD [5] ; steers the ligand unbinding in a predefined direction.
-MAZE RANDOM ACCELERATION MD: random acceleration MD [27] ; changes the direction of the ligand unbinding randomly if the ligand does not overcome a predefined threshold distance.
The above methods are not optimizers per se, but they can be used as samplers for the biasing direction. In contrast to the optimizers, which provide an optimal direction of biasing, the standard methods do not provide optimal solutions for the adaptive bias, but return some direction of biasing (given by the above listing).
C. Adaptive Biasing of Reaction Pathways
Let {R t } = ({x t }, y t ) denote sampled ligand-protein conformations. Once the optimal ligand conformation R * t = min R t L(R t ) is calculated, the ligand is biased in the direction of the optimal solution at time t x * t along a selected transient protein tunnel. This stage is performed by biasing the positions of the ligand atoms with an adaptive harmonic potential defined as:
where w is the biasing rate, τ is the interval at which the loss function is minimized, and α is a force constant. The bias potential given by Eq. 3 is a generalization of a simple harmonic biasing potential introduced in Ref. 5, modified to be able to bias curvilinear unbinding pathways.
The biasing procedure is schematically depicted in Fig. 2 , and summarized as follows:
1. Initialize the MD simulation and set time t = 0.
2. Sample ligand conformations {x t } within the protein tunnel y t using constraints defined by Eq. 2.
3. Solve R * t = min R t L(R t ) using a non-convex optimization technique.
4. Calculate a bias potential for the ligand x t driving toward the optimal conformation x * t using Eq. 3.
5. Run τ steps of the enhanced sampling simulation with the defined bias potential V (x t ).
6. Set t = t + τ .
7.
Repeat the steps 2-5 during the MD simulation until L t reaches numerical zero when the ligand unbinds fully from the protein tunnel.
8. Stop the MD simulation.
9. Return putative reaction pathway coordinates {R * t } learned during many optimization swaps.
To find multiple unbinding pathways many simulations must be performed. 
III. SOFTWARE
The latest release of maze can be downloaded from https://maze-code.github.io. It is also possible to clone the maze Github repository by appending the maze repository address to the command git clone. The maze code is an optional module of maze and thus it needs to be enabled when configuring the compilation with the --enable-modules=maze flag (or simply --enable-modules=all) when running the configure script. Further information on compiling and installing Plumed 2 can be found on https://plumed.github.io/doc-v2.5. The maze module will be incorporated in the official release of Plumed 2 (version 2.6) soon.
Regarding performance, the current maze version uses OpenMP to parallelize the computation of the critical slower parts of the implementation such as calculating the loss function for each ligand and updating the neighbor list of ligand-protein atoms, which altogether render the sampling fast, as opposed to other implementations used currently for finding ligand exit pathways from proteins, for instance random acceleration MD implemented as a TCL script in NAMD.
A. Implementation
As maze is a module for Plumed 2, it can be used with a wide range of MD codes, i.e., Gromacs and NAMD. The 
B. Data Preparation
The maze package requires very few ad hoc parameters, with the main information that used needs to provide being the X-ray structure of a ligand-protein complex. Ideally, the ligand conformation should be inferred from the crystallographic structure, but if the crystallographic binding site with the bound ligand is not know, then a docking procedure should suffice. Apart from the structure, the user needs to provide a simple configurational file which consists of the loss function (List. 1), the optimizer for the loss function (List. 2), and the adaptive bias potential for the optimizer (List. 3).
code can be used with MD codes that can be interfaced with Plumed 2, e.g., Gromacs, or NAMD.
In addition, we provided the detailed description of the sampling in maze that requires using adaptive biasing and non-convex optimization. We showed the performance of the maze module on a model ligand-protein system, and analyzed reaction pathways for benzene unbinding from the T4 lysozyme L99A mutant, including input files needed to run the simulations.
At the current stage of development the maze package enables finding multiple heterogeneous ligand unbinding reaction pathways which can be used as an initial reaction pathway for more advanced enhanced sampling methods.
The maze module for Plumed 2 provides a robust and efficient method to enforce ligand unbinding, and by providing a good guess of ligand unbinding pathways it may be used to limit the computational time spend to sample thermodynamic and kinetic properties of complex physical systems with other methods, also provided by the Plumed 2 software. In future work, we plan to focus on using different bias potentials that would allow to compute free energy estimates for each reaction pathway. 
