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Abstract
An instrumental electrode model (IEM) capable of describing the performance of 
electrical impedance tomography (EIT) systems in the MHz frequency range has 
been proposed. Compared with the commonly used Complete Electrode Model 
(CEM), which assumes ideal front-end interfaces, the proposed model considers the 
effects of non-ideal components in the front-end circuits. This introduces an extra 
boundary condition in the forward model and offers a more accurate modelling 
for EIT systems. We have demonstrated its performance using simple geometry 
structures and compared the results with the CEM and full Maxwell methods. The 
IEM can provide a signi!cantly more accurate approximation than the CEM in 
the MHz frequency range, where the full Maxwell methods are favoured over the 
quasi-static approximation. The improved electrode model will facilitate the future 
characterization and front-end design of real-world EIT systems.
Keywords: electrical impedance tomography (EIT), complete electrode 
model, instrumental EIT, !nite elements, EIDORS, non-ideal front-ends
(Some !gures may appear in colour only in the online journal)
1. Introduction
Electrical impedance tomography (EIT) (Barber and Brown 1984, Cheney et al 1999, Holder 
2005, Metherall et al 1996, Saulnier et al 2001, Webster 1990), is a technique for determining 
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the distribution of the conductivity or admittivity in a volume by injecting electrical currents 
into the volume and measuring the corresponding potentials on the surface of the volume. 
A 3D image of the conductivity distribution is generated by using inverse algorithms, which 
includes a so-called forward problem capable of predicting the voltages on de!ned surface 
electrodes for a given conductivity distribution (Lionheart 2004).
EIT has been applied to cancer diagnosis applications. It is desirable to operate in the 0.1–
10 MHz band since a difference in admittivity between malignant and normal tissues can be 
observed in this frequency range (Grimnes and Martinsen 2008, Schwan 1957, Surowiec et al 
1988). Recently, several image reconstruction methods have been proposed to enhance the EIT 
contrast, but only in the frequency range of tens of kHz (Ahn et al 2010, Harrach et al 2010, Jun 
et al 2009, Seo et al 2008). There are two major problems in extending the operating frequency 
of EIT systems. Firstly, it is dif!cult to obtain accurate measurements from experimental devices 
when the operating frequency increases. The instrumental effects including non-idealities of the 
sources, measurement devices and parasitic capacitance (from the cables, connectors or the elec-
trodes themselves), etc., start to degrade the measurement accuracy at frequencies larger than 
hundreds of kHz. Secondly, the Laplace equation used by the EIT forward problem is an approxi-
mation derived from Maxwell’s equations (Boyse et al 1992, Boyse and Paulsen 1997, Paulsen 
et al 1992, Soni et al 2006). The ‘irrotational electric !eld’ approximation tends to fail when the 
frequency increases, as the quasi-static assumption is no longer valid (Sheng and Song 2012).
For the !rst problem, we found that the boundary conditions (BCs) used for forward prob-
lems are not suf!cient for system modelling in the low MHz band. There are different kinds 
of BCs used in the EIT forward problems, including the Gap Model (Boyle and Adler 2010), 
Shunt Electrode Model (Boyle and Adler 2010) and Complete Electrode Model (CEM) (Boyle 
and Adler 2010, Cheng et al 1989, Somersalo et al 1992, Vauhkonen et al 1999). The CEM 
constrains the electrical currents #owing on the electrode surfaces and on the boundary of the 
imaging volume. It also includes the contact impedance on the electrode surface and therefore 
accounts for the voltage difference between the electrode and the outer surface of the imaging 
volume. It has been reported that the CEM can match experimental results with a very high 
precision up to 0.1 % (Somersalo et al 1992). To reconstruct accurate images from in vivo 
data an accurate electrode model is usually required, and thus, the CEM is generally preferred 
(Boyle and Adler 2010). The accuracy of CEM solutions depends on accurate measurements or 
estimations of the contact impedance. Methods and results have been reported to estimate the 
contact impedance for CEM (Boverman et al 2007, Demidenko 2011, Demidenko et al 2011).
The CEM, however, assumes that the system hardware is ideal and therefore does not 
consider the loading effects of the current excitation sources or the voltage measurement 
components. This assumption is only valid at frequencies much lower than 1 MHz. Several 
research groups have described design implementations, simulations and experiment results 
using hardware with current source output impedances measured in MΩ at frequencies up to 
hundreds of kHz (Denyer et al 1994). Usually the input impedance of the front-end ampli!ers 
in voltage measurement components (such as op-amp follower (Oh et al 2011) or instrumen-
tation ampli!er (Oh et al 2007a)) is around several GΩ.
To overcome the !rst problem, the requirements for high output/input impedance of the 
excitation/measurement circuits pose a signi!cant challenge in hardware implementation, espe-
cially at high frequencies, and therefore impose a limitation on the effective use of the forward 
model. Recent research efforts have been devoted to enhancing the output impedance of current 
sources, such as using driven shields and generalized impedance converters (GIC) (Ross et al 
2003). It has been shown that a GIC can increase the output impedance up to 2 MΩ  at 495 kHz 
(Oh et al 2011). Another method for modelling and optimising the hardware of EIT systems 
has been proposed (Hartinger et al 2006) using a Howland current source and a bootstrapped 
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follower to model the hardware effects and optimise the parameters of the circuit, but it only 
improved the performance at frequencies less than 100 kHz. An image reconstruction method 
has been reported in which hardware effects were modelled through modi!cation of the system 
matrix used for the inversion (Hartinger et al 2007). However, the reported operating frequency 
was much lower than 500 kHz as there was no optimisation of the forward model.
For the quasi-static approximation, which is the second problem mentioned earlier, a !nite 
element analysis method derived from the full Maxwell equations (called the A − Φ formulation) 
has been proposed (Soni et al 2006) and the formulations (which did not apply the quasi-static 
assumption) have been applied to voltage source based systems operating up to 10 MHz (Halter 
et al 2004, Halter et al 2008). Being derived from the full Maxwell equations, the formulation 
is very computationally intensive compared to a Laplace formulation. A calibration method is 
used for compensating the instrumental effects (which also appear in voltage source systems).
Several calibration algorithms have been proposed for correcting the measurement errors 
caused by hardware non-idealities (Halter et al 2008, Holder 2005, McEwan et al 2006, Oh 
et al 2007a). These effectively compensate the instrumental effect on driving electrodes but 
it is dif!cult to remove all instrumental effects (including measuring electrode error) in the 
frequency range we are considering.
The proposed instrumental electrode model (IEM) considers the effects on the potential 
distribution in the volume caused by hardware non-idealities, especially at frequencies larger 
than 500 kHz. An extra boundary condition is introduced accordingly to the CEM in the for-
ward problem. The IEM can provide a much more accurate representation of the overall sys-
tem including instrumental effects introduced by the hardware (the !rst problem mentioned).
It is worth noting that although the two previously mentioned effects are normally combined 
when operating in the MHz frequency range, they do not always occur together. The instru-
mental effect is due to hardware non-idealities and depends on the parameters of the hardware 
alone, while the full Maxwell effect is caused by the quasi-static assumption and depends on 
the admittivity and permeability of the material and the overall system geometry and scale size.
In this paper, we will derive the IEM forward model and compare with the results obtained 
from the CEM, from A − Φ formulations (derivations for 3D problems are attached in 
appendix A based on the equations for 2D problems derived in Soni et al (2006)) and from 
COMSOL Multiphysics (commonly used commercial Maxwell solvers) to assess the com-
parative performance over the frequency range of interest.
The paper is organized as follows. Section 2 describes the forward problem formulation as 
usually applied in EIT. The IEM is detailed in section 3 based on the CEM. A lumped-circuit 
model and a tank model are solved by the above methods in section 4 and their results are 
cross-compared and discussed. The conclusions are presented in section 5.
The paper is mainly focused on current source EIT systems. We believe that the instru-
mental non-idealities would bring similar impacts to both current source and voltage source 
EIT systems based on circuit theory. Demonstrating such impacts on a current source system 
should be able to shed a light on how instrumental non-idealities deteriorate system perfor-
mances. The IEM formula for typical voltage source systems, however, is also derived with an 
example included in the appendix B, as voltage source systems are also widely used.
2. Forward problem
The forward problem for the volume under consideration can be formulated from Maxwell’s 
equations,
ωμ∇ × =−E Hi , (2.1a)
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ωε∇ × = +H J Ei , (2.1b)
where E is the electric !eld, H is the magnetic !eld, ω is the angular frequency, μ and ε are 
the electrical permittivity and magnetic permeability respectively, and J = σE with σ being the 
conductivity. With the complex permittivity or so-called admittivity, ε* = σ + iωε, substituted 
in the equation (2.1b) we have
σ ωε ε∇ · ∇× =∇ · + =∇ · * =H E E E( ) ( i ) ( ) 0. (2.2)
As electric !elds often contain singularities, electric potentials are used instead. In computa-
tional electromagnetics (Sheng and Song 2012), the electric potential Φ is also called the sca-
lar potential in contrast with the vector potential A or magnetic potential which are de!ned as
ω
= ∇ ×
= −∇ Φ−
B A
E A
,
i . (2.3)
The electric !eld E consists of an irrotational part (∇Φ) and a rotational part (iωA). From 
equation (2.2) and equation (2.3), we obtain
ε ω= ∇ ∇Φ + A0 · * ( i ) . (2.4)
The vector potential is usually ignored in EIT systems, considering the operating frequency or 
the geometric scale of the problem. The Maxwell equation is therefore reduced to a Laplace 
equation at low frequencies using the well-known quasi-static approximation,
ε ω ε∇ ∇Φ + ≃ ∇ ∇Φ =A· * ( i ) · * 0. (2.5)
Equation (2.5) is the governing equation for EIT systems. Many experimental results have 
been presented (Halter et al 2008, Holder 2005) which demonstrate that the approximation 
performs equivalently to the full Maxwell solutions at low frequencies.
3. Boundary conditions and numerical solutions
3.1. IEM boundary conditions
To solve the partial differential equation (2.5), proper boundary conditions should be applied 
to describe the current injection and model the behaviour of electrodes. The CEM (Cheng et al 
1989, Somersalo et al 1992, Vauhkonen et al 1999) is commonly used and has been experi-
mentally proven to be accurate in low frequency EIT systems. The proposed IEM is based on 
the CEM, but instrumental non-ideality is given additional consideration within the electrode 
model. These boundary conditions can be understood from !gure 1. Here we use a current 
source EIT system for this demonstration, and for those who interested in voltage source sys-
tems please see the appendix B.
Referring to the EIT electrode model in !gure 1, each electrode can be con!gured either as 
a driving electrode (with the switch closed and the current source connected to the electrode) 
or as a measuring electrode (with the switch opened and the current source disconnected). 
The current source has an output impedance ZO with the electrode contributing some parasitic 
capacitance CS to ground, and the measurement circuit can be modelled with an input imped-
ance ZI. The current source generates a current of I lS .
In the ideal situation, ZO and ZI are assumed to be in!nite, CS to be zero, and all of the 
current generated from the source goes into the electrode, I lS  = Il, when the switch is closed. 
When the switch is opened (the circuit acts as a measurement circuit), Il = 0.
W Zhang and D Li 
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The frequency of interest for many EIT applications extends up to several MHz, and dif-
!culties therefore emerge when applying the CEM. Some of the assumptions in the ideal situ-
ation mentioned above need to be re-examined and modi!ed, since non-ideal loading effects 
are not negligible in the MHz frequency range.
Firstly, the output impedance ZO of the current source and input impedance ZI of the 
measurement circuit are not in!nitely high. The circuit front-ends can easily contribute a 
few pF of parasitic capacitance contributed by the devices, therefore reducing input/output 
impedances and degrading the performance in the MHz range. In addition the parasitic 
capacitance of the cable, PCB trace and electrode itself (modelled by CS in general) is not 
negligible. Although CS almost remains constant across the frequency range, the equivalent 
impedance of the capacitance 1/(iωCS) reduces and starts loading the front-ends as the fre-
quency increases.
At high frequencies, the electrode current #ows therefore behave differently. In con-
trast to the assumption made by the CEM, at high frequencies some portion of I lS  #ows 
through ZO, ZI and CS (this part is negligible when the frequency is low) rather than 
entirely into the electrode. Also, for electrodes in measuring mode (with the switch open), 
there is some current #owing through ZI and CS to ground, as Il, even though there is no 
driving current I lS .
Analytical calculations based on typical circuit parameters provide some indication of typi-
cal input and output impedances. When the operating frequency is 1 MHz, the output imped-
ance ZO typically comprises a resistance of 5 MΩ in parallel with a capacitance of 4 pF and the 
input impedance ZI comprises a resistance of 10 MΩ in parallel with a capacitance 4 pF (This 
comes from an easily accessible front-end ampli!er, for example, 4.5 pF from the Analog 
Devices AD8065 or 6 pF from the Texas Instruments OPA2365.) and a parasitic capacitance 
CS of 2 pF. At 1 MHz, the overall instrumental effect is modelled with a virtual impedance 
ZF, as shown in !gure 1, and becomes 16 kΩ in driving mode and 26 kΩ in measuring mode, 
which is far from in!nite.
For EIT systems working at lower frequencies (< 500 kHz), the GIC (Oh et al 2011, Oh 
et al 2007b, Ross et al 2003) is widely used to alleviate the effects of capacitive loading, but 
it performs poorly at frequencies higher than 500 kHz.
From the above calculations, it is obvious that there is a signi!cant ‘leakage current’ 
#owing through the instrumental path (with an equivalent impedance of ZF) from the cur-
rent source (in the driving mode) or from the imaging volume (in the measuring mode) and 
for accurate representation this leakage current must be included when solving the system 
matrix.
We can reformulate the electrode model to include the ‘leakage currents’ in the forward 
problem. We obtain, in the driving mode,
+
−
+ =I
V V
I
Z
0,l
l
lS
GND
F
and in the measuring mode,
−
+ =
V V
I
Z
0,
l
l
GND
F
combined as
+ + =I
V
I
Z
0.l
l
lS
F
 (3.1)
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Together with the CEM BCs, we have the IEM as
ε ∇Φ =̂n* · 0 (Surface not on electrodes) , (3.2a)
∫ ε ∇Φ =̂ S I ln* · d (Surface on th electrode) ,
S
l
l
 (3.2b)
ηεΦ + ∇Φ =̂ Vn* · ,l (3.2c)
∑
+ + =
=
=
I
V
I
I
Z
0,
0.
l
l
l
l
L
l
S
F
1
 (3.2d)
Note that, with the external circuit attached, the total current generated from current sources 
∑
=
I
l
L
l
1
S  may not be balanced any more (as ZF on different driving electrodes may vary), but 
the total charge in the volume to be solved ∑
=
I
l
L
l
1
 has to be zero.
Figure 1. EIT electrode geometry and circuit model.
where Ω is the volume to be solve,
∂Ω  is the surface of the volume,
E is a designator for the electrode circuit node,
̂n is the outward normal vector on the volume surface,
Sl is the surface of the lth electrode,
Il is the current of the lth electrode,
η is the contact impedance in Ω · m2,
Vl is the voltage measured on the lth electrode,
I lS  is the current output by the source, connected with the lth electrode,
CS is the total parasitic capacitance of the cable, PCB trace and electrode itself,
ZO is the output impedance of the current source,
ZI is the input impedance of the voltage measurement device,
and ZF is the virtual impedance, equivalent to the total effect of the above impedance.
For the remaining symbols in the !gure we kept the previous de!nitions.
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In our IEM formulations, the potential balance condition ∑
=
V
l
L
l
1
 used in CEM is removed. 
As the CEM does not have a reference ground, whereas the IEM embeds one in the instru-
mental circuit.
When the operating frequency is low enough, the current #owing through the instrumental 
path ZF is negligible, in which case the IEM will behave just like the CEM.
The IEM provides a method for describing non-ideal hardware behaviours and is therefore 
able to obtain accurate solutions of the forward problem with knowledge of the hardware, 
unlike the CEM which assumes perfect hardware.
3.2. Numerical modelling with IEM
Finite element methods (FEM) are used for solving the forward model with the IEM. Our 
programs were developed based on the software package EIDORS (Electrical Impedance 
and Diffuse Optical Reconstruction Software). EIDORS is a Matlab toolkit for three-dimen-
sional EIT (Adler and Lionheart 2006, Polydorides and Lionheart 2002, Soleimani et al 
2005). To apply our IEM model, similar formulations were derived, but with modi!cations.
We use equation (2.5) and the IEM derived in section 3 as our formulations. Applying 
the vector derivative identity, Green’s identity and divergence theorem, we obtain the 
weak form:
∫ ∫ε ε∇ ∇Φ = ∇Φ
∂
̂v V v Sn* · d * · d ,
Ω Ω
 (3.3)
where v is an arbitrary test function.
With the Non-Electrode surface BC equation (3.2a) included,
∫ ∫∑ε ε∇ ∇Φ = ∇Φ
=
̂v V v Sn* · d * · d .
l
L
SΩ
1
l
 (3.4)
Two unknowns are added to the system equations; one of them is Vl, the potential on electrode 
circuit ‘node E’, and the other is Il, the current through the volume to be solved. Equation (3.2c) 
is used to add the extra unknown Vl,
∫ ∫ ∫∑ ∑ε
η η
∇ ∇Φ + Φ − =
= =
v V v S
V
v S* · d
1
d d 0.
l
L
S
l
L
l
SΩ
1 1
l l
 (3.5)
To constrain Vl, we substitute equation (3.2c) into equation (3.2b) to derive extra equations for 
Vl with the other unknown Il involved, hence,
∫
η
− Φ
− =
V
S Id 0.
S
l
l
l
 (3.6)
To constrain Il, we have the additional equation (3.1), with the known instrument impedance 
as the factor,
+ = −
V
I I
Z
.
l
l l
F
S (3.7)
Imposing the constraint of charge balance, equation (3.7) becomes
∑− =−
=
−
V
I I
Z
.
L
l
L
l L
F
1
1
S (3.8)
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Finally, we obtain
∫ ∫ ∫
∫
∑ ∑
∑
ε
η η
η
∇ ∇Φ + Φ − =
− Φ
− =
+ = − = ⋯ −
− = −
= =
=
−
v V v S
V
v S
V
S I
V
I I l L
V
I I
Z
Z
* · d
1
d d 0,
d 0,
, 1, 2, 1,
.
l
L
S
l
L
l
S
S
l
l
l
l l
L
l
L
l L
Ω
1 1
F
S
F 1
1
S
l l
l
 
(3.9)
Using Galerkin’s Method we insert the shape functions, ∑ ϕΦ =
=
u
j
N
j j
1
 and v = ϕi in 
equation (3.9) and lead to the system matrix in the form
+
− =
−
×
×
×
×
×
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜
⎜⎜
⎞
⎠
⎟
⎟⎟
A B C
C D
E F
0
0
u
v
i
0
0
iS
,
N L
L L
L N
N
LT
1
1
I
∫
∫
∫
∑
ε ϕ ϕ
η
ϕϕ
η
ϕ
η
= ∇ ∇ ∈ ℂ
= ∈ ℂ
= − ∈ ℂ
= ∈ ℂ
= ∈ ℂ
×
=
×
×
×
×
⎧
⎨
⎩
⎫
⎬
⎭
⎧
⎨
⎩
⎫
⎬
⎭
A
B
C
D
E
V
S
S
S
Z
* · d , ,
1
d , ,
1
d , ,
diag , ,
diag
1
, ,
i j
N N
l
L
S
i j
N N
S
i
N L
l L L
L L
Ω
1
F
l
l
⎡
⎣
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
=
⋯
⋮ ⋱ ⋮
− − ⋯ −
∈ℜ ×F
1 0 0 0
0 1 0 0
0 0 1 0
1 1 1 0
, ,L L
where ×L LI  is identity matrix, ×uN 1 is the nodal potential vector (made up with uj), 
×
v
L 1 is the 
electrode voltage vector(made up with Vl), 
×
i
L 1 is the electrode current vector (made up with Il), 
×
i
L
S
1 is the source injection current vector (made up with ISl), ϕi, j is the shape functions, N is 
the total number of the vertices, and i j,  are the index of vertices.
Compared with the CEM, our IEM adds the matrix ×L LI  providing extra freedom to the elec-
trode current, and regulates the electrode current by E and F. When the frequency increases 
with the ZF reduced, Ev increases and therefore reduces the current applied on the products 
C
Tu and Dv in the driving mode. For the measuring mode, (although the imposed source cur-
rent ISl is zero) Ev + Fi allows the current to #ow through electrodes. While on the other hand, 
if the frequency is low, ZF tends to in!nity and the system matrix is equivalent to the CEM. 
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In addition, the process to !nd the ground node is removed, as the ground node is embedded 
in the IEM formulations.
4. Case studies and discussions
The following sections illustrate solutions of the forward model for two different geometry 
models and compare the results obtained using different solution methods.
4.1. Lumped model
The !rst geometry model, called ‘Lumped Model,’ is a cylinder with two electrodes at each 
end. The cylinder is !lled with materials to simulate breast tissues (Surowiec et al 1988) and 
placed in free space as !gure 2 de!nes.
In contrast to typical EIT models, the Lumped Model is clearly not able to predict the 
impedance distribution inside the volume without the prior knowledge of its homogeneity, 
as there are not enough electrodes. The free space outside the cylinder is usually ignored. 
The bene!t of the Lumped Model is that as long as the free space (in the sphere) is removed, 
then it can be veri!ed analytically by considering the model as a lumped circuit containing 
a parallel-plate capacitor CS in parallel with a resistor RS. As the material in the cylinder is 
homogeneous, the circuit components are given as
σ
ε
ε
= = =
+
=
*
ω
ω
S
S
S
ZR
L
, C
L
,
R
R
L
,S S S
S
1
i C
S
1
i C
S
S
where RS, CS and ZS are the equivalent resistor, capacitor and impedance of the material, σ, ε 
and ε* are the conductivity, permittivity and admittivity of the material, S is the surface area of 
the electrode (also the top/bottom surface area of the cylinder), L is the distance between the 
electrodes (also the length of the cylinder).
Figure 2. the geometry of the Lumped Model.
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In addition, on each electrode, a circuit unit consisting of a resistor RF and a capacitor CF 
can be attached to simulate the instrumental impedance ZF we proposed in the IEM. Because 
there are only two electrodes in the model, current sources are applied on both of them in 
opposite direction and no measuring electrode is included.
When the surrounding free space is considered, the two electrodes form another capacitor 
(re#ecting the interaction with the free space electric !eld) connected in parallel with ZS. We 
denote it as CA or its reactance XCA, and solve it numerically.
As mentioned in the Introduction, the Laplace equations under the quasi-static approxi-
mation are not suf!cient to obtain accurate solutions for the frequency range of interest. Here 
we denote the difference between the solutions obtained from the full Maxwell equations and 
the Laplace equations as the full Maxwell effect, and we use a circuit unit +ZM  to model this 
effect although a simplistic equivalent impedance cannot fully represent this effect.
The equivalent circuit of the Lumped Model is shown in !gure 3.
In our simulations, three main effects are included in the Lumped Model for solving the forward 
models. Note that we are not trying to quantify these effects, as they vary with geometries and 
materials, but merely to use the combinational effects to verify the IEM. These three effects are:
? ???????????????????????ZF;
? ?????????????????????????XCA;
? ??????? ????????????????? +ZM .
We obtained the simulation results by using the following nine methods (forward problem 
solvers or BCs sets) and cross-compared the results to assess the accuracy of the IEM imple-
mentation. The methods are:
 (a) analytical lumped method
  An analytical solution based on an equivalent circuit of the cylinder and current sources.
 (b) analytical lumped method with the instrumental effect ZF
  Similar to (a), but the instrumental impedance effect ZF is also included in the analysis.
 (c) CEM by EIDORs (Polydorides and Lionheart 2002) without considering the free 
space (no XCA)
Figure 3. The equivalent circuit for Lumped Model. (a) For method (a)–(g). (b) For 
method (h) and (i).
(a) (b)
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  An FEM forward model of the cylinder solved with the CEM. This models the potential 
distribution in the cylinder, contact impedance and the potentials on the two electrodes. 
Only the cylinder (coloured in dark red in !gure 2) is meshed and solved without consid-
ering the surrounding free space (or XCA).
 (d) CEM by EIDORs with XCA
  Similar to (c), but with the free space (in !gure 2) included and solved. Note that the 
governing equation (2.5) and the derivation in section 3.2 are free of sources inside the 
volume, which differs from the con!guration for this simulation (the source electrodes 
are inside the !nite elements volume). They are equivalent mathematically, but we do not 
need to detail the equations here.
 (e) IEM without considering the free space (no XCA)
  Similar to (c), but using the IEM we proposed in the section 3. It models the potential dis-
tribution in the cylinder, contact impedance on the two electrodes with the instrumental 
effect ZF included.
 (f) IEM with XCA
  Similar to (e), but the free space (XCA) is included in the simulations.
 (g) A − Φ forward model in Helmholtz equations
  An FEM forward model that solves the full Maxwell equations. It models the vector 
potential (A) and scalar potential (Φ) distribution in the cylinder and also the surrounding 
free space shown in !gure 2, but the contact impedance or instrumental effect is not 
considered. We derived the formula of the A − Φ method based on a previously published 
2D work (Soni et al 2006), and the data structure in Matlab is based on EIDORS using 
the mesh generating software NETGEN. A description of the forward model formulation 
can be found in the appendix.
 (h) COMSOL Multiphysics without the instrumental effect ZF
  The solution is obtained by COMSOL Multiphysics (well-known commercial !nite-
element software developed for solving differential equations  in different applications, 
denoted as COMSOL hereafter). It models the electric !eld distribution in the cylinder 
and the surrounding free space (perfect matching layer, PML, is usually used in solving 
Maxwell’s equations).
 (i) COMSOL Multiphysics with ZF
  Similar to (h), but we included the instrumental effect ZF on electrodes.
Table 1 summarises the methods we used.
For all methods the dimensions of the cylinder, conductivity, permittivity, instrumen-
tal impedance, stimulation and frequencies are kept constant to allow fair comparison. The 
parameters are:
? ????????????????????????????????  −  1, (Surowiec et al 1988);
? ????????????????????????????????????????????????et al 1988);
? ???????????????????????? ?
? ???????????????????????? ?
? ???????????????????????????????????? ??
? ?????????????????????????????? ???
Various other parameters apply to some of the individual methods:
? ???????????????????????????????????????????ZS in (a) and (b) is calculated from the material 
property and cylinder dimension above.
? ?????????????????????????????????????????????????????F, in methods (b), (e) and (f) is 5 MΩ.
? ????????????????????????????????????????????????????? F, in methods (b), (e) and (f) is 10 pF.
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? ??????????????????????????????????????????? ???????????????????????????????? ?
? ???????????????????????????????????????????????????? ?????????????????????????? ?
? ????????? ???? ???? ???? ?????? ????? ??????? ????????? ?? ???????? ??????? ??????? ??? ?????
excitation, so the two opposing electrodes are considered as a single ‘port’, and the 
instrumental impedance, which is attached on each electrode in methods (b), (e) and (f), is 
combined into a single effective impedance connected in parallel with the port, as shown 
in !gure 3(b) (with the impedance doubled to maintain equivalence with !gure 3(a)).
!gures 4 and 5 show the differential voltage in magnitude and phase obtained by the 
methods, (a)–(i).
Key !ndings from the various solution methods are as follows:
? ?????? ???????? ????? ????? ??????????????????? ???? ?????????????????????????? ??????? ????
same, as they describe the same problem in analytical and numerical ways.
? ???????????????????????????????????????????????ZF, and (e), FEM with IEM BCs are in a 
good agreement, as they describe the same problem. And this shows our IEM describes 
the instrumental effect correctly.
? ??????????????????????????????????????????? ?????????????????????????????????????????????????
from the instrumental effect, where ZF provides an extra path for the current and reduces 
the current injected into the cylinder.
? ???????????????????????????????????????????????????????XCA, attenuate in magnitude at 
a lower frequency than the (a) and (c) results. This illustrates the volume cut-off effect. 
The capacitance contributed by the free space is not considered in (a) and is numerically 
chopped off in (c), which provides an extra path for the current.
? ?????????????????????????????????????? ???????? ???????XCA, also shows the volume cut-off 
effect, but are not so different from the results for (b) and (e). This demonstrates that the 
instrument effect dominates in this case.
? ??????????????????????????????A − Φ problem with XCA, are very similar to the results for 
(d), FEM with CEM BCs and XCA. This shows that the full Maxwell effect +ZM  is not 
obvious for the structure we chose in this frequency range.
? ?????????????????????????????????????????????????????????????????ZF) are similar to the 
(d) curves, showing further that the Maxwell effect is not signi!cant. The error between 
(g) and (h) will be discussed shortly.
? ??????????????????????????????????????????????ZF) show the combined effects of ZF, XCA 
and +ZM , and they are close to the results for (f).
Table 1. List of the effects considered by each method.
Index Name Effect ZF Effect XCA Effect +ZM
(a) Analytical No No No
(b) Analytical w/ZF Yes No No
(c) CEM No No No
(d) CEM w/XCA No Yes No
(e) IEM Yes No No
(f) IEM w/XCA Yes Yes No
(g) A − Φ No Yes Yes
(h) COMSOL No Yes Yes
(i) COMSOL w/ZF Yes Yes Yes
Note: The contact impedance in (c)–(f) is set to be 1 × 10  −  6Ω · m2 in order to compare with other 
methods which the contact impedance are not considered.
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From the above, we conclude that:
? ?????????????????????????????? ?????????????????????????????????? ????????? ???? ???? ????
with (e).
? ?????????????????????????????XCA, contributed by the free space surrounding the cylinder, is 
observable, based on the comparison between groups (d), (g) and (h) and groups (a) and 
(c) (groups are circled in the !gures).
? ???????????????????????????ZF, is signi!cant. Based on comparisons between (a)–(c) and (e), 
(d) and (f), and (h) and (i) in both magnitude and phase plots.
? ?????? ??????????????? +ZM , is insigni!cant, for the geometry and material property we chose.
? ???????????????????? ???????????????????????????A − Φ) give similar but not identical 
results. Both methods solve full Maxwell equations and are mathematically equivalent, 
and theoretically should obtain the same results. Potential reasons for the small discrep-
ancy are: 
– In method (g), the A − Φ method solves Helmholtz equations  with nodal FEM, 
as described in the appendix, while in method (h), COMSOL solves curl–curl 
equation  (4.1) with edge element FEM (in which εr, μr, ε0 and k0 are relative per-
mittivity, relative permeability, permittivity in free space and propagation constant) 
(Firoozabadi and Miller 2010).
⎛
⎝
⎜
⎞
⎠
⎟μ ε
σ
ωε
∇× ∇× − − =
−
kE E 0( )
i
,
r r
1
0
2
0
 (4.1)
– COMSOL builds the numeric problem, meshes the geometry and solves the matrix 
differently compared to method (g) (which uses NETGEN and Matlab).
Figure 4. Solutions in magnitude of the forward problem obtained by using methods (a)–(i).
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4.2. Tank model and discussion
For the second forward problem we use a simple cylinder tank as shown in !gure 6 (relatively 
simple to model but complicated enough to illustrate the differences between the IEM and 
the other methods). There are six electrodes located at the vertical mid-point of the cylinder 
wall with free space surrounding the tank. Each electrode is modelled as a small circle dis-
tributed around the perimeter of the cylinder tank at a uniform 60-degree angular spacing.
Furthermore, a more realistic contact impedance is introduced in this forward problem. 
The electrochemical (polarization) impedance part of the contact impedance (Kolehmainen 
et al 1997) is considered. Based on experimental measurements of polarization impedance 
(Mirtaheri et al 2005), we set the contact impedance of electrodes in the Tank Model using 
0.9 % -saline-gold data measured at 1 kHz. It is the highest frequency measured in the report 
and the experimental results suggest that the impedance tends to reduce with increasing 
frequency (Mirtaheri et al 2005), so we can expect the effect of contact impedance is less 
signi!cant in the frequency range considered here. The contact impedance is given by,
η = = +
⎛
⎝
⎜
⎞
⎠
⎟S SZ R
1
i2pifC
,C C
C
C
where RC is the resistive part measured in the contact impedance experiment, CC is the 
capacitive part,
  ZC is the measured impedance,
  f = 1 kHz is the frequency,
  SC is the electrode surface area, 0.07 cm
2 Mirtaheri et al (2005).
In a similar fashion to the Lumped Model described previously, we use several methods to 
solve the forward problem, and make cross-comparisons to verify the results obtained from 
IEM, subject to the following effects,
Figure 5. Solutions in phase of the forward problem obtained by using methods (a)–(i).
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? ???????????????????????ZF;
? ?????????????????????????XCA;
? ??????? ????????????????? +ZM .
Figure 7 illustrates the equivalent circuit for the Tank Model. A pair of ideal current sources 
are attached to two electrodes of the tank. Each of these sources comes with its instru-
mental impedance ZFD, consisting of RF and CFD. The sources drive the tank through the 
contact impedance ηD (expressed as an impedance ηDS
 − 1 where S is the electrode surface 
area). The impedances ηDS
 − 1 are shown with dashed lines, as the true locations are at the 
surface of the electrodes. Two electrodes (No. 4 and No. 5 on the right hand side) consti-
tute the measurement circuit with the differential voltage between them (DV45) measured 
down-stream from the contact impedance (ηMS
 −  1) and with their instrumental impedance 
attached (ZFM to ground comprising RF and CFM in parallel). The model includes instru-
mental impedances for all six electrodes (ZFM for measuring and ZFD for driving) although 
these are not all shown on the diagram. Once again the model uses simplistic equivalent 
impedance representations for the volume cut-off effect (represented by capacitor CA) and 
the full Maxwell effect (represented by the two port network +Z )M . In simulations, the driv-
ing and measuring pattern can be varied to use any of the available electrode pairs.
We obtained the results using the following solution methods:
 (a) CEM using EIDORs;
 (b) CEM including the outer free space using EIDORs;
 (c) IEM including the outer free space and instrumental effects;
 (d) A − Φ forward model in Helmholtz equations;
 (e) COMSOL without the instrumental effect;
 (f) COMSOL including the instrumental effect.
The model parameters are:
? ????????????????????????????????  −  1;
? ?????????????????????????????????????
Figure 6. the geometry setting of Tank model.
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? ???????????????????? ?
? ???????????????????? ?
? ?????????????????????????? ?
? ????????????????????? ??
? ??????????????????????????????????????????????????????????????????????????????????????????
(2 and 5) is used.
Together with some parameters which apply to particular solution methods,
? ???????????????????F = 5 MΩ, CFD (the capacitive part of the instrumental impedance on 
driving electrodes) = 10 pF, and CFM (the capacitive part of the instrumental impedance 
on measuring electrodes) = 6 pF.
? ??????????????????????????????????????????? ??????????????????????? ?
? ?????? ???????????????A − Φ forward model, is similar to the Gap electrode model Boyle and 
Adler (2011) (see appendix) and does not include the contact impedance or instrumental 
impedance.
? ???????????????????????????????????????????????????????????????????????????????????????
applied in methods (e) and (f).
? ?????? ????????????????????????????????????????? ????????????????????
η = × − ×
− −7 10 i5 10 ,Ω·m .M
4 4 2
? ?????? ????????????????????????????????????????????????????????????
η = ×
−1 10 ,Ω·m .D
6 2
Table 2 summarises the methods we used.
For all three methods the contact impedance of the driving electrodes is set to the same small 
value used for the Lumped Model, so that the measured voltage difference is comparable with 
Figure 7. Equivalent circuit of Tank Model including instrumental effects.
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methods (d)–(f) which do not include contact impedance (The contact impedance on driving 
electrodes is in series with the impedance of the whole tank, which reduces the current #owing 
through the driving electrodes when a !nite instrumental impedance is present at the elec-
trodes.). The contact impedance on the driving electrodes exacerbates the instrumental effects 
but here we ignore it to show the instrumental effects caused by the measuring electrodes.
Figures 8 and 9 show magnitude and phase for the measured differential voltage for meth-
ods (a)–(f) (driving at electrode No. 1 and 4 and measuring at No. 2 and 5).
From !gures 8 and 9 we found:
? ?????????????????????????????XCA, due to the free space surrounding the tank, is not easily 
observed until the frequency exceeds 5 MHz. See curves (a) and (b).
? ??????????? ??????????????? +ZM , is not easily observed until the frequency exceeds 5 MHz. 
See curves (b), (d) and (e).
? ???????????????????????????ZF, can be easily observed from f > 300 kHz. See curves (b), (c) 
and (f).
? ??????????????????????????????????????????????? ??????????????????????????????????????????
methods for A − Φ and COMSOL (as discussed previously for the Lumped Model).
? ????????????????????????????????????????????????????????????????????????????????? ???????
effect, lack of contact impedance in (f) and differences in numerical methods (different 
mesh, nodal/edge elements, solver, etc.), but it is not signi!cant.
? ???????????????????????????????????????????????????????????????????????????????????????
2 MHz (3 MHz for (f)). These results illustrate the limitations of COMSOL.
It is desirable to check at high frequencies whether the Laplace equation with our IEM model 
is adequate to predict the potential distribution without resorting to the full Maxwell equa-
tions, especially at frequencies where the quasi-static hypothesis tends to fail. In other words, 
we check here whether the instrumental effect is the effect dominates the full Maxwell effect 
across the frequency range of interest.
Figures 10 and 11 show contour plots (logarithmic scale) for the electric potential obtained 
by different methods with opposite and adjacent electrode drive at f  = 5.01MHz. The three 
subplots illustrate results for (a) the A − Φ method, (b) CEM with XCA and (c) IEM.
In !gures 10 and 11, the contours are at z = 0.025 m (electrodes slice, see !gure 6). The 
edge of the tank is in blue. The green dots in the plots represent electrodes and the red ones 
represent the driving electrodes.
The electric potentials obtained using the A − Φ and CEM methods are similar, whereas the 
IEM method produces different results. It suggests the Maxwell effect does not contribute to 
the difference as much as the instrumental effect does for the parameters we chose. Hence if 
the instrumental effect is taken into account then the Laplace equations as implemented by the 
IEM should be used to predict the potential distribution.
Table 2. List of the effects considered by each method.
Index Name
Contact Impedance
Effect ZF Effect XCA Effect +ZMηD ηM
(a) CEM Small Yes No No No
(b) CEM w/XCA Small Yes No Yes No
(c) IEM w/XCA Small Yes Yes Yes No
(d) A − Φ No No No Yes Yes
(e) COMSOL No No No Yes Yes
(f) COMSOL w/ZF No No Yes Yes Yes
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5. Summary
This paper investigates the effects of non-ideal instrumentation on the performances of EIT 
front-end hardware. A more accurate electrode model for forward problems, IEM, is presented 
which includes the instrumental loading effects in the electrode model.We conclude that the 
instrument loading effects should be considered by both semi Maxwell and full Maxwell 
Figure 8. Voltage difference (magnitude) on measuring electrodes.
Figure 9. Voltage difference (phase) on measuring electrodes.
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methods, and the full Maxwell results (using the COMSOL with instrumental boundary con-
ditions; see !gures 8 and 9) con!rm our argument.
Modelling demonstrates that the IEM model provides a more accurate representation in the fre-
quency range from 500 kHz to a few MHz, a range where it is dif!cult for GIC circuits to overcome 
instrument effects at the driving electrodes and for calibration methods to compensate for effects at 
the measuring electrodes. Simulations show that an IEM formulation of the semi-Maxwell equa-
tions can provide a more accurate solution for the forward problems in situations where the full 
Maxwell effect is not the dominant effect in the frequency range. It is suggested to check with full 
Maxwell’s solvers whether the material and frequency is suitable for the Laplace equations.
Table 3 summarises the general characteristics of the various solution methods investigated 
in this paper.
It is worth noting that the beta dispersion frequency used in some studies for distinguishing 
cancerous from normal tissues is reported to be fall in the same frequency range (100 kHz to 
10 MHz) (Grimnes and Martinsen 2008, Schwan 1957, Surowiec et al 1988).
The IEM is a model for including instrumental effects in the electrode model to be solved 
with the forward problems, rather than a formula applied to a speci!c hardware setting. This 
concept can be applicable to different EIT systems by identifying major front-end non-ideali-
ties and including their impacts in the forward problems.
Figure 10. Contours of potential with opposite electrode drive at frequency 5.01 MHz. 
(a) the A − Φ method. (b) CEM method. (c) IEM method.
(a) A − Φ method (b) CEM method (c) IEM method
Figure 11. Contours of potential with adjacent electrode drive at frequency 5.01 MHz. 
(a) the A − Φ method. (b) CEM method. (c) IEM method.
(a) A − Φ method (b) CEM method (c) IEM method
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For effective use of the EIT model it is important to quantify the instrumental impedance 
present on each electrode. Approaches to characterisation of EIT hardware are currently under 
investigation and will facilitate the application of a more accurate forward model. Related 
inverse methods for the IEM and the use of instrumental boundary conditions for full Maxwell 
solvers are also the subject of further investigation, and the results will appear soon.
Appendix A.
This section describes our derivation of the A − Φ Helmholtz equation from the full Maxwell 
equations. The A − Φ formulation is used in section 4 as comparative solution method.
Our work on the A − Φ problem is based on the reports (Boyse et al 1992, Boyse and 
Paulsen 1997, Paulsen et al 1992, Soni et al 2006). Compared with the 2D work (Soni et al 
2006), we develop a 3D model with the data structure provided by EIDORS and element 
meshing provided by NETGEN.
We have derived the coupled equations arising from Maxwell’s equations  in our earlier 
description of the forward problem (see equation  (2.3) and equation  (2.4)). Using equa-
tion (2.1a), equation (2.1b) and equation (2.3) we have,
μ
ω ωε ω∇ × ∇ × −∇Φ − + −∇Φ − =A A
1
( i ) i ( i ) 0 .*
With equation (2.4), we obtain,
μ
ε ω∇ × ∇ × + +∇Φ =A A
1
* (i ) 0, (A.1a)
ε ω∇ +∇Φ =A· * (i ) 0. (A.1b)
Note, the vector potential A and scalar potential Φ are not de!ned uniquely, and the Lorentz 
Gauge says
ε μ∇ = − ΦA· * . (A.2)
Furthermore, the A − Φ strong formula is given as,
μ
ωε
μ
ε∇ × ∇ × + − ∇ ∇ −Φ∇ =A A A
1
i
1
· 0,* * (A.3a)
Table 3. Comparison of general characteristics of different methods for solving the 
forward problems.
Analytical CEM IEM
A − Φ
method COMSOL
Inversion No Capable Capable Capable Dif!cult
Instrumental effect Yes No Yes No Yes
Maxwell’s effect No No No Yes Yes
Complicated geometry No Yes Yes Yes Yes
& outer space
Processing density Low Normal Normal High High
Low frequency stability Good Good Good Good Poor
High frequency
Normal Poor
Material Material
Good
Accuracy Dependant Dependant
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ε μ
ω
ε εΦ − ∇ ∇Φ − ∇ =A*
1
i
· * · * 0.
2 (A.3b)
With the arbitrary test function ψ added, and the gradient of material properties removed 
by carefully chosen integral by parts, the weak formula is obtained. And using Galerkin’s 
method, domain discretization and linear shape functions, ∑ ϕ νΦ =
=j
N
j j
1
, ∑ ϕ Λ=
=
A
j
N
j j
1
 
and ψ = ϕi we have
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(A.4b)
For the boundary conditions, it is dif!cult to apply complex BCs used for the CEM or IEM 
to the A − Φ problem and it is not within the scope of this paper. The BCs we used to obtain 
the results in section 4 are very similar to the Gap electrode model (Boyle and Adler 2011) and 
errors introduced by the quasi-static approximation (or the full Maxwell effect, as we named 
it in the previous sections) can therefore be estimated independently and separately from any 
errors caused by electrode models.
The Lorentz gauge appears in the normal component on the RHS of equation (A.4a), and 
as it holds, the normal condition vanishes,
∮ ∮ϕ
μ
ε ϕ∇ + Φ =
∂ ∂
⎛
⎝
⎜
⎞
⎠
⎟ ̂ ̂( )S SA n n
1
· d * d 0.
i i
Ω Ω
For the tangential components,
∮ ∮ϕ
μ
ϕ− × ∇ × = − ×
∂ ∂
̂ ̂S Sn A n H
1
d d .
i i
Ω Ω
 (A.5)
And the RHS of equation (A.4b) can be reduced to a scalar condition of the E !eld,
∮ ∮
∮
ε ϕ
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(A.6)
By assuming that the electromagnetic !eld at the boundary of the outer free space is 
relatively small, we force equations  (A.5) and (A.6) to vanish, and since the bound-
ary is well outside the main imaging volume (as seen in the Lumped Model or Tank 
Model), we assume that numeric chopping or re#ection does not introduce signi!cant 
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errors. (Coordinate transformations between the global geometry system and the bound-
ary geometry system have been performed in order to apply Dirichlet conditions on 
equation (A.5)).
For the electrode surfaces, we derive the BCs as shown below where subscript 1 denotes 
the inner surface and subscript 2 denotes the outer surface (in the metal electrode). The tan-
gential component of the electric !eld should be continuous so
̂− × =E E n 0( ) .1 2
Also the electric !eld does not exist in the metal,
ε ε= ≈ ≠∞E 0 ( ) .2 2 0
Current conservation yields,
σ ωρ∇ · + =∇ · + =−J J J E( ) ( ) i .2 1 2 1 1
So we can express the BC of equation (A.6) as
∮ ∮
σ ωε ε
ω
ψ ε
ω
ψ
= = − + = −
=
∂ ∂
̂ ̂ ̂
̂( ) S S
J J n E E n E n
E n J
· ( i ) · * · ,
1
i
* · d
1
i
d ,n
n 2 1 1 1 1 1 1
Ω
1 1
Ω
where Jn is the normal current density at the driving electrodes and is zero elsewhere 
Furthermore, the current density is replaced by the injected current with a constant factor 
derived from an integral of the shape function.
Appendix B.
As mentioned in section 3.1, the IEM formula needs to be revised for voltage source EIT 
systems, and we derive it here including a simple example. Theoretically, there is no differ-
ence between voltage source and current source EIT systems, as voltage sources and current 
sources can be made equivalent in circuits. However, using voltage source systems can avoid 
the situation where current source systems are not able to provide output impedance high 
enough to avoid from loading effects (Holder 2005).
Although voltage source EIT systems can bring some bene!ts, the non-idealities, how-
ever, cannot be completely avoided. First, the input impedance between the voltage measur-
ing electrode pairs cannot be in!nite. Second, voltage source systems need to measure the 
currents on the exciting electrodes as it appears in inverse problems (Holder 2005), but the 
current measurements can be inaccurate due to the !nite impedance attached to electrodes.
Different approaches have been used for implementing EIT systems with voltage sources, 
including resistive sensors (Halter et al 2008, Saulnier et al 2006), bridges (Dutta et al 
2001, Li et al 2013), etc. Typically, the voltage source system can be modelled as a collec-
tion of voltage sources, current measurement and voltage measurement components. We use 
!gure B1 to explain this, which is modi!ed from !gure 1.
The switch controls the electrode to be in the exciting mode or measuring mode. In the 
exciting mode, an ideal voltage source is assumed and applied, generating a voltage V lS . 
A small resistor (connected between the source and the electrode) is used to measure the 
injected current. Similar to current source systems, not all the current measured by the sen-
sor goes into the electrode especially when the operating frequency is high due to the !nite 
impedance attached to electrode (measurement circuit, switches and parasitic capacitor, etc.). 
These non-ideal instrumental effects result in inaccuracy. In the measuring mode, there are 
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leakage currents #owing throughout the electrode and perturbing the potential distribution in 
the volume in a way similar to current source systems.
To derive the forward model for voltage source systems, the same procedure as in sec-
tion 3.1 is used. We apply the current equation for the circuit node E to obtain,
−
+
−
+ =
V V V V
I
Z Z
0, in the driving mode,
l l l
l
S
S
GND
F
and,
−
+ =  
V V
I
Z
0, in the measuring mode,
l
l
GND
F
where ZS denotes the sensing impedance of each electrode. Combining these two equations, 
we obtain (with ZS = ∞ indicating the measuring mode),
⎛
⎝
⎜
⎞
⎠
⎟+ + =V I
V
Z Z Z
1 1
.l l
l
S F
S
S
 (B.1)
Substituting the above equation into the weak formula, we have,
∫ ∫ ∫
∫
∑ ∑
∑
ε
η η
η
∇ ∇Φ + Φ − =
− Φ
− =
+ + = = ⋯ −
+ − =
= =
=
−
⎛
⎝
⎜
⎞
⎠
⎟
⎛
⎝
⎜
⎞
⎠
⎟
v v
V
v
V
I
V I
V
l L
V I
V
Z Z Z
Z Z Z
* · dV
1
dS dS 0,
dS 0,
1 1
, 1, 2, 1,
1 1
.
l
L
S
l
L
l
S
S
l
l
l l
l l
l
l
L L
L
l
L
l
L
L
Ω
1 1
S F
S
S
S F 1
1
S
S
l l
l
 
(B.2)
With ZS = [ZS1, ..., ZSL]
T and vS = [VS1, ..., VSL]
T the FEM matrix can be,
+
− =
×
×
×
×
×
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟
A B C
D
G F
C
0
0
u
v
i
0
0
v Z/
,
N L
L L
L N
N
LT
1
1
S S
I
⎧
⎨
⎩
⎫
⎬
⎭
= + ∈ℂ
×
G
Z Z
diag
1 1
, .L L
S F
In the measuring mode, 1/ZSl is set to zero. The formula is very similar to the current 
source IEM but more complicated than the voltage source CEM. In addition, it predicts the 
current on the sensing resistor, but it requires the information of instrumental impedance ZF 
and sensing impedance ZS.
We use the tank model in section 4.2 with the following parameters to show the difference 
between the voltage source CEM and the voltage source IEM.
? ?????????? ?????????? ??? ??????
? ??????????????????????????????????????????????????????????????????????????? ?????????????-
trodes (2 and 5) is used;
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? ???????????????????????????????????????????????????????????????????????????? ?????????
? ???????????F = 5 MΩ, CFM = CFM = 6 pF, and ZS = 10 Ω for voltage driving electrodes;
? ???????????????????????????????????????????? ????????????????????
η = × − ×
− −7 10 i5 10 ,Ω·m .4 4 2
Simulation results are shown in !gure B2. The instrumental effect on driving electrodes, 
contributed by the measuring circuits and parasitic capacitors, is not signi!cant. The differ-
ence between the voltages on the CEM driving pair (red dot curve) and the IEM driving pair 
(orange dot curve) is caused by the sensor impedance, and we ignore it for simplicity here. 
On the other hand, it suggests that the CEM solutions can be signi!cantly inaccurate on the 
measuring electrode pairs due to the instrumental effects. The CEM shows an almost constant 
voltage across the frequency band (blue curve), whereas the IEM concludes that the input 
Figure B1. EIT electrode geometry and voltage source circuit model, where V lS  is the 
voltage generated by the source, connected with the lth electrode, ZS is the impedance 
of the sensor resistor. For the remaining symbols in the !gure we kept the previous 
de!nitions.
Figure B2. Voltage difference on electrode Pairs, with voltage source setup.
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impedance of the measuring pair varies with frequency (green curve), and it changes the 
potential distribution inside the object accordingly.
Furthermore, the current measurements in the voltage source systems affected by hardware 
non-idealities can be more serious than what the simulation shows, especially when the sens-
ing impedance contains a signi!cant capacitive component. This problem is system dependent 
and closely related to the inverse problem, but we would like to discuss it in a different report.
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