For genetic algorithms (GAs) using a bit-string representation of length n, the general recommendation is to take 1/n as mutation rate. In this work, we discuss whether this is justi ed for multimodal functions. Taking jump functions and the (1+1) evolutionary algorithm (EA) as the simplest example, we observe that larger mutation rates give signi cantly be er runtimes. For the J m,n function, any mutation rate between 2/n and m/n leads to a speedup at least exponential in m compared to the standard choice.
INTRODUCTION
One of the basic variation operators in evolutionary algorithmics is mutation, which is generally understood as a mild modi cation of a single parent individual. When using a bit-string representation, the most common mutation operator is standard-bit mutation, which ips each bit of the parent bit-string x ∈ {0, 1} n independently with some probability p n . e general recommendation is to use a mutation rate of p n = 1/n. e expected number of bits parent and o spring di er in then is one. p n = 1/n is also the mutation rate which maximizes the probability to create a Hamming neighbor as o spring of the parent x, that is, di ers from x in exactly one bit.
is mutation rate also gives the asymptotically optimal expected optimization times for several simple evolutionary algorithms on classic simple test problems (see Subsection 2 for the details).
In this work, we argue that the 1/n recommendation could be the result of an over-ing to these simple unimodal test problems. As a rst indication for this, we determine the optimal mutation rate for optimizing jump functions, which were introduced in [14] . e function J m,n , m ≥ 2, di ers from the simple unimodal OneMax function (counting the number of ones in the bit-string) in that the tness on the last m − 1 suboptimal tness levels is replaced by a very small value. Consequently, an elitist algorithm quickly nds a search point on the thin plateau of local optima, but then needs to ip m bits to jump over the tness valley to the global optimum.
Denote by T p (m, n) the expected optimization time (number of search points evaluated until the optimum is found) of the (1 + 1) evolutionary algorithm (EA) with mutation rate p on the function J m,n . Extending the result of [14] to arbitrary mutation rates, we observe that for all m = o(n), the classic choice of the mutation rate gives an expected optimization time of {T p (m, n)} satis es
T opt = (1 + o(1))T m/n . is large runtime improvement by choosing an uncommonly large mutation rate may be surprising, but as our proofs reveal [13] , there is a good reason for it. It is true that raising the mutation rate from 1/n to m/n decreases the rate of 1-bit ips from roughly 1/e to roughly me −m . However, nding a particular Hamming neighbor is much easier than nding the required distance-m search point. Consequently, the factor me −m slow-down of the roughly n/2 one-bit improvements occurring in a typical optimization process is signi cantly outnumbered by the factor m m e −m speep-up of nding the m-bit jump to the global optimum.
ese observations suggest that the traditional choice of the mutation rate, leading to a maximal rate of 1-bit ips, is not ideal. Instead, one should rather optimize the mutation rate with the aim of maximizing the rate of the largest required long-distance jump in the search space.
Continuing with the example of the jump functions, however, we also observe that small deviations from the optimal mutation rate lead to signi cant performance losses. When optimizing the function J m,n with a mutation rate that di ers from m/n by a small constant factor in either direction, the expected optimization becomes larger than T m/n (m, n) ≈ T opt (m, n) by a factor exponential in m. Consequently, there is no good one-size-ts-all mutation rate and nding a good mutation rate for an unknown multimodal problem requires a deep understanding of the tness landscape.
Based on these insights, we propose to use standard-bit mutation not with a xed rate but with a rate chosen randomly according to a heavy-tailed distribution. Such a distribution ensures that the number of bits ipped is not strongly concentrated around its mean, which eases having jumps of all sizes in the search space. More precisely, the heavy-tailed mutation operator we propose rst chooses a number α ∈ [1..n/2] according to a power-law distribution D β n with exponent β > 1 and then creates the o spring via standard-bit mutation with rate α/n. is mutation operator shares many desirable properties with the classic operator. For example, the probability that a single bit (or any other constant number of bits) is ipped is constant. is implies that many classic runtime results hold for our new mutation operator as well. Also, any search point can be created from any parent with positive probability. is probability, however, in the worst case is much higher than when using the classic mutation operator. Consequently, the (tight) general O(n n ) runtime bound for the (1 + 1) EA optimizing any pseudo-Boolean function with unique optimum [14] improves to O(n β 2 n ).
For our main example for a multimodal landscape, the jump functions, we prove that the (1 + 1) EA with our heavy-tailed mutation operator nds the optimum of any function J m,n with m > β − 1 in expected time
which is again an improvement super-exponential in m over the classic runtime T 1/n (m, n) and only a small polynomial factor of O(m β −0.5 ) slower than T opt (m, n), the expected runtime stemming from the mutation rate which is optimal for this m. Note that in return for this small polynomial factor loss over the best instance speci c mutation rate, we obtained a single mutation operator that achieves a near-optimal (apart from this small polynomial factor) performance on all instances. Note further that the restriction m > β − 1 is automatically ful lled when using a β < 3, which is both a good choice from the view-point of heavy-tailed distributions and in the light of the O(m β −0.5 ) slow-down factor. We observe that a small polynomial-factor slow-down cannot be avoided when aiming at a competitive performance on all instances. We prove a lower bound result showing that no randomized choice D of the mutation rate can give a performance of T D (m, n) = O(m 0.5 T opt (m, n)) for all m. Consequently, by choosing β close to 1, we get essentially the theoretically best performance on all jump functions.
Some elementary experiments show that the above runtime improvements are visible already from small problem sizes on. For m = 8, the (1 + 1) EA using the heavy-tailed operator with β = 1.5 was faster than the classic choice by a factor of at least 2000 on each instance size n ∈ {20, 30, . . . , 150}.
Our very precise mathematical analyses are made possible by regarding the clean test example of the jump functions. To indicate that heavy-tailed mutation operators can be useful also for combinatorial optimization problems, we regard in Section 5.5 two such problems regarded previously in the evolutionary computation literature. For both, we prove a runtime guarantee signi cantly superior to the guarantees known for the classic mutation operator.
Overall, these results show that multimodal optimization problems might need mutation operators that move faster through the search space than standard-bit mutation with mutation rate 1/n. A simple way of achieving this goal that in addition works uniformly well over all required jump sizes are the heavy-tailed mutation operators suggested in this work. To the best of our knowledge, this is the rst time that a heavy-tailed mutation operator is proposed for discrete evolutionary algorithms. Heavy-tailed mutation operators have been regarded before in simulated annealing [36] , evolutionary programming [42] , evolution strategies [41] , and other sub elds of evolutionary computation, however, always in continuous search spaces. Since these algorithms were called fast by their inventors, that is, fast simulated annealing, fast evolutionary programming, and fast evolution strategies, for reasons of consistency, we shall call genetic algorithms employing such operators fast genetic algorithms, well aware of the fact that this rst scienti c work regarding heavy-tailed mutation in discrete search spaces does by far not give a complete picture on this approach. e results obtained in this work, however, indicate that this is a promising direction deserving more research e orts.
RELATED WORK 2.1 Static Mutation Rates
For reasons of space, we cannot discuss the whole literature on what is the right way to choose the mutation rate, that is, the expected fraction of the bit positions in which parent and mutation o spring di er. Restricting ourselves to evolutionary algorithms for discrete optimization problems, the long-standing recommendation, based, e.g., on [2, 26] is that a mutation rate of 1/n, that is, ipping in average one bit, is a good choice. A mutation rate of roughly this order of magnitude is used in many experimental works. Nevertheless, in particular in evolutionary algorithms using crossover, the interplay between mutation and crossover may ask for a di erent choice of the mutation rate. For example, in algorithms using rst crossover and then applying mutation to the crossover o spring, a smaller mutation rate can be used to implicitly reduce the mutation probability, that is, the probability that an individual is subject to mutation at all. e (1 + (λ, λ)) GA [8] works best with a higher mutation rate, because it uses crossover with the parent as repair mechanism a er the mutation phase.
For simple elitist mutation-based algorithms, which are the best object to study the working principles of mutation in isolation, the following results have been proven: For the (1 + 1) EA, it was shown that p = 1/n is asymptotically the unique best mutation rate for the class of all pseudo-Boolean linear functions [40] . For the L O test function, a slightly higher rate of approximately 1.59/n is optimal [4] . For the (1 + λ) EA optimizing O M , things are less clear. For any constant r > 0, the (1 + λ) EA with mutation rate r /n takes an expected number of (1+o (1)) 1 2 n ln ln λ ln λ + e r r n ln n λ generations to nd the optimum of O M [19] . is indicates that for small values of λ, 1/n is the best mutation rate. However, in [9] it was shown that a mutation rate of ln(λ)/2n gives an expected runtime of O n log λ + n log n √ λ , which is asymptotically faster than the previous bound when, e.g., λ ≥ (ln n) 2+ε for any constant ε > 0.
Dynamic Mutation Rates
Since our heavy-tailed mutation operator can be seen as a dynamic choice of the mutation rate (according to a relatively trivial dynamics), let us quickly review the few results close to ours. ere is a general belief that a dynamic choice of the mutation rate can be pro table, typically starting with a higher rate and reducing it during the run of the algorithm. Despite this, dynamic choices of the mutation rate are still not that o en seen in today's applied research. On the theory side, the rst work [24] analyzing a dynamic choice of the mutation strength proposes to take in iteration t the mutation rate 2 (t −1) mod ( log 2 n −1) /n. In other words, the mutation rates 1/n, 2/n, 4/n, ..., 2 log 2 n −2 /n are used in a cyclic manner. e (1 + 1) EA using this dynamic mutation rate has an expected runtime larger by a factor of Θ(log n) for several classic test problems. On the other hand, there are problems where this dynamic EA has a polynomial runtime, whereas all static choices of the mutation rate lead to an exponential runtime. We remark without proof that these results would also hold if the mutation rate was chosen in each iteration uniformly at random from the set of these powers of two. We note without formal proof that the arguments used in the proof of eorem 4.1 together with Corollary 4.2 show that either version of this dynamic EA would have a runtime of exp(Ω(m))T opt (m, n) on J m,n for most values of m (namely all that are a small constant factor away from the nearest power of two) and all values of n.
For the classic test functions, the following is known: For L O , a tness-dependent mutation rate gave a small constant-factor improvement over static rates in [4] . For the optimization of O M using the (1 + 1) EA, a dynamic mutation rate is known to give runtime improvements only of lower order. Surprisingly, for the (1 + λ) EA, a dynamic choice of the mutation rate can lead to an asymptotically be er runtime [3] , and this mutation rate can be found on the y in a self-adjusting manner [9] . We note without formal proof that for jump functions, a tness-dependent mutation rate cannot give a signi cant improvement over the best static mutation as can be seen from our analysis in Section 4.
Heavy-Tailed Mutation Operators
e idea to use heavy-tailed mutation operators is not new in evolutionary computation and, more generally, heuristic optimization. However, it was so far restricted to continuous optimization. Szu and Hartley suggested to use a (heavy-tailed) Cauchy distribution instead of Gaussian distributions in simulated annealing and report signi cant speed-ups [36] .
is idea was taken up in evolutionary programming [42] , in evolution strategies [41] , estimation of distribution algorithms (EDAs) [29] , and in natural evolution strategies [33] . However, also some doubts on the general usefulness of heavy-tailed mutations have been raised. Based on mathematical considerations and experiments, it has been suggested that heavy-tailed mutations are useful only if the large variations of these operators take place in a low-dimensional subspace and this space contains the good solutions of the problem [21] . Otherwise, the curse of dimensionality makes it just too improbable that a long-range mutation nds a be er solution. Also, [31] has pointed out that spherical Cauchy distributions lead to the same order of local convergences as Gaussian distributions, whereas non-spherical Cauchy distributions even lead to a slower local convergence. A heavy-tailed mutation EDA was shown to be signi cantly inferior to BIPOP-CMA-ES via the BBOB algorithm comparison tool [30] .
PRELIMINARIES
roughout this paper, we use the following elementary notation. For a, b ∈ R, we write [a..b] := {z ∈ Z | a ≤ z ≤ b} to denote the set of integers in the real interval [a, b]. We denote by N the set of positive integers and by N 0 the set of non-negative integers. For n, m ∈ N 0 with m ≤ n, we write n ≤m := m i=0 n i for the number of subsets of an n-element set that have at most m elements. For two bit-strings x, ∈ {0, 1} n of length n, we denote by
i }| the Hamming distance of x and .
For reasons of space, we have to omit the proofs of the results stated below. ey can be found in the arXiv version of this paper [13] .
Jump Functions
In this work, we investigate the in uence of the mutation operator on the performance of genetic algorithms optimizing multimodal functions. We restrict ourselves to pseudo-Boolean functions, that is, functions f : {0, 1} n → R de ned on bit-strings of a given length n. As much as the O M test function O M n : x ∈ {0, 1} n → n i=1 x i ∈ R is the prime example to study the optimization on easy unimodal tness landscapes, the most popular test problem for multimodal landscapes are jump functions. For n ∈ N and m ∈ [1..n], Droste, Jansen, and Wegener [14] de ne the n-dimensional jump function J m,n : {0, 1} n → R by
for all x ∈ {0, 1} n . In this paper, we are only interested in the non-degenerate case m ∈ [2..n/2]. Jump functions are a useful object to study how well evolutionary algorithms can leave local optima. With the whole radius-m Hamming sphere around the global optimum forming an inferior local optimum of J m,n , it is very hard for an evolutionary algorithm to not get trapped in this local optimum for a while. Due to the symmetry of the landscape, the only way to leave the local optimum to a be er solution is to ip exactly the right m bits.
is symmetric and well-understood structure with exactly one tness valley to be crossed in a typical optimization process makes the jump functions a popular object to study how evolutionary algorithms can cope with local optima.
Droste et al. [14] show that the (1 + 1) EA (made precise in the following subsection) with mutation rate p = 1/n takes an expected number of T 1/n (m, n) = Θ(n m +n log n) tness evaluations to nd the maximum of J m,n . Here and in the following, all asymptotic notation is to be understood that the implicit constants can be chosen independent of n and m. For a broad class of nonelitist algorithms using a mutation rate of c/n, an upper bound of O(nλ log λ + (n/c) m ) was shown in [7] for the optimization time on J m,n . Here c is supposed to be a constant. We are not aware of other runtime analyses for mutation-based algorithms optimizing jump functions.
e J function family has also been an example to study in a rigorous manner the e ectiveness of crossover. e rst work in this direction [23] shows that a simple (µ + 1) genetic algorithm with appropriate parameter se ings can obtain a be er runtime than mutation-based algorithms. Very roughly speaking, for m = O(log n), this GA has a runtime of O(4 m poly(n)), reducing the runtime dependence on m from Θ(n m ) to single-exponential. While this result was the rst mathematically supported indication that crossover can be useful in discrete evolutionary optimization, it has, as the authors point out, the limitation that it applies only to a GA that uses crossover very sparingly, namely with probability at most O(1/(mn)), which is very di erent from the typical application of crossover. is dependence was mildly improved to O(m/n) along with allowing wider ranges for other parameters in [25] . Interestingly, the research activity on the problem of rigorously proving the usefulness of crossover shi ed away from jump functions to real royal road functions [23, 34] (which are still similar to jump functions), simpli ed Ising models [15, 35] , and the all-pairs shortest path problem [10, 11] . Only last year, Dang et al. [5, 6] by carefully analyzing the population dynamics could show that a simple GA employing crossover and using natural parameter se ings can obtain an expected optimization time of O(n m−1 log n) on J m,n for constant m ≥ 3, which is an O(n/log n) factor speed-up over comparably simple mutation-based EAs.
e (1 + 1) EA
To study the working principles of di erent mutation operators, we regard the most simple evolutionary algorithm: the (1 + 1) evolutionary algorithm (EA). is is a common approach in the theory of evolutionary algorithms, which is based on the experience that results for this simple EA o en are valid in a similar manner for more complicated EAs. Without proof, remark that most of our ndings in an analogous manner hold for many elitist mutationbased (µ + λ) EAs.
e (1 + 1) EA, given as Algorithm 1, starts with a random search point x ∈ {0, 1} n . In the main optimization loop, it creates a mutation o spring from the parent x, which replaces the parent unless it has an inferior tness. Since our focus is on how long this EA takes to create an optimal solution, we do not specify a termination criterion.
Algorithm 1: e (1+1) EA with static mutation rate p for maximizing f : {0, 1} n → R.
1 Initialization: Sample x ∈ {0, 1} n uniformly at random; 2 Optimization: for t = 1, 2, 3, . . . do 3 Sample ∈ {0, 1} n by ipping each bit in x with probability p ; //mutation step
As usual in theoretically oriented works in evolutionary computation, we regard the number of tness evaluations it took to achieve the desired goal as performance measure of an evolutionary algorithm. For this reason, we de ne T p (m, n) to be the expected number of tness evaluations the (1 + 1) EA performs when optimizing the J m,n function until it rst evaluates the optimal solution. We shall always assume that the mutation rate p is in [0, 1/2]. When p depends on the bit-string length n, as, e.g., in the recommended choice p = 1/n, we shall for the ease of reading usually make this functional dependence not explicit (e.g., by writing p(n)), but simply continue to write p.
STATIC MUTATION RATES
In this section, we analyze the performance of the (1 + 1) EA on jump functions when employing the standard-bit mutation operator that ips each bit independently with xed probability p ∈ (0, 1/2]. Our main result is that the mutation rate giving the asymptotically best runtime on J m,n functions is p = m/n, which is far from the standard choice of 1/n when m is large. Moreover, we observe that a small constant factor deviation from the m/n mutation rate immediately incurs a runtime increase by a factor exponential in Ω(m). To obtain these results, we rst determine (with su cient precision) the optimization time of the (1 + 1) EA on J m,n functions. −n 1
In particular, if p ≤ m n , then
} for a static mutation rate satis es
ese bounds also hold for T m/n (m, n), whereas for all 0 < ε < 1, any mutation rate p ∈ [0, 1/2] \ [(1 − ε)m/n, (1 + ε)m/n] gives a runtime slower than T opt (m, n) by a factor of at least 1 6 exp(mε 2 /5).
DESIGN AND ANALYSIS OF HEAVY-TAILED MUTATION OPERATORS
In the previous section, we observed that an asymptotically optimal mutation rate for the J m,n function is m/n rather than the general suggestion of 1/n. However, due to the strong concentration of the number of bits that are ipped, we also observed that a small constant factor deviation from this optimal mutation rate incurs a signi cant increase in the runtime (exponential in m). From the view-point of algorithms design, this suggests that to get a good performance when optimizing multimodal functions, the algorithm designer needs to know beforehand which multi-bit ips will be needed to escape local optima. is is, clearly, an unrealistic assumption for any real-world optimization problem. To overcome this di culty, we now design a mutation operator such that the number of bits ipped is not strongly concentrated, but instead follows a heavy-tailed distribution, more precisely, a power-law distribution.
We prove that the (1 + 1) EA with this operator optimizes all J m,n functions with a runtime larger than the optimal runtime T opt (m, n) only by a small factor polynomially bounded in m, which is much be er than the exponential (in m) performance loss incurred from missing the optimal static mutation rate by a few percent. We also show that such a small polynomial loss is unavoidable when aiming for an algorithm that shows a good performance on all jump functions. Finally, we show that similar performance gains from using a heavy-tailed mutation operator can also be observed with two combinatorial optimization problems, namely the problem of computing small vertex covers in complete bipartite graphs and the problem of computing large matchings in arbitrary graphs.
5.1
e Heavy-tailed Mutation Operator fmut β e main reason why only a very carefully chosen mutation rate gave near-optimal results in Corollary 4.2 is the strong concentration behavior of the binomial distribution. If we ip bits independently with probability m/n, then with high probability the actual number of bits ipped is strongly concentrated around m. e probability that we ip (1 − ε)m/n bits and less, or (1 + ε)m/n bits and more, at most 2 exp(−ε 2 m/3), that is, is exponentially small in m (this follows directly from classic Cherno bounds, e.g., [1, Corollary 1.10 (a) and (c)]). Hence to obtain a good performance on a wider set of jump functions (that is, with parameter m varying at least by small constant factors), we cannot employ standard-bit mutation with a static mutation rate.
To overcome the negative e ect of strong concentration and at the same time be structurally close to the established way to performing mutation, we propose to use standard-bit mutation with a mutation rate that is chosen randomly in each iteration according to a power-law distribution with exponent β greater than 1. is keeps the property of standard-bit mutation with probability 1/n that with constant probability that a single bit is ipped. is property is important to have a good performance in easy unimodal parts of the search space, and in particular, to easily approach the global optimum once one has entered its basin of a raction. At the same time, the heavy-tailed choice of the mutation rate ensures that with probability Θ(k −β ), exactly k bits are ipped. Hence this event, necessary to leave a local optimum with the (k −1) Hamming ball around it being part of its basin of a raction, is much more likely than when using the classic mutation operator, which ips k bits only with probability k −Θ(k) .
To keep the operator and its analysis simple, we only use mutation rates of type α/n with α ∈ [1..n/2]. We show at the end of this section that no random choice of the mutation rate (including continuous ones) can give a performance on jump functions signicantly be er than the one stemming from our mutation operator, which justi es this restriction to integer values for α. To ease reading, we shall always write n/2 even in cases where an integer is required, e.g., as boundary of the range of a sum. Of course, in all such cases n/2 is to be understood as n/2 . is asymptotically equal to ζ (β), the Riemann zeta function ζ evaluated at β. We have
for all β > 1. As orientation, e.g., ζ (1.5) ≈ 2.612, ζ (2) ≈ 1.645, and ζ (3) = 1.202 are some known values of the ζ function.
e heavy-tailed mutation operator fmut β : We de ne the mutation operator fmut β (with the f again referring to the word fast usually employed when heavy-tailed distributions are used) as follows: when the parent individual is some bit-string x ∈ {0, 1} n , the mutation operator fmut β rst chooses a random mutation rate α/n with α ∈ [1..n/2] chosen according to the power-law distribution D β n/2 and then creates an o spring by ipping each bit of the parent independently with probability α/n (that is, via standard-bit mutation with rate α/n).
We collect some important properties of the heavy-tailed mutation operator. Again, we have to skip the proofs. L 5.1. Let n ∈ N and β > 1. Let x ∈ {0, 1} n and = fmut β (x).
(1) e probability that x and di er in exactly one bit is P
Θ(1) with the constants implicit in the Θ(·) independent of n and β.
(2) For any k ∈ [2..n/2] with k > β − 1, the probability that x and di er in exactly k bits is P
with the constants implicit in the Θ(·) independent of n, k, and β.
. In both cases, the implicit constants can be chosen independent of z, β, and n. (4) e expected number of bits that x and di er in is
where the implicit constants may depend on β.
Evolutionary Algorithms Using the Heavy-tailed Mutation Operator fmut β
Since we decided to call algorithms using the heavy-tailed mutation operator fmut β fast evolutionary algorithms, we denote the (1 + 1) EA using the operator fmut β from now by (1 + 1) FEA β . We do likewise for any other (µ + λ) EA, which we call (µ + λ) FEA β when it employs the mutation operator fmut β . In this rst section analyzing the performance of fast EAs, we show that many runtime analyses remain valid for the corresponding fast EA (apart from changes in the leading constant, which in many classic results is not made explicit anyway). An elementary observation is that fast EAs use the mutation rate 1/n with constant probability (Lemma 5.1 1). Consequently, all previous runtime analysis which are robust to interleaving with other mutation steps remain valid for the FEAs (apart from constant factor changes of the runtime).
ese are, in particular, all analyses of elitist EAs based on the tness level method [37] and on dri arguments using the tness as potential function. We list some such results in the following theorem. e references point to the original work for the non-fast EA. T 5.2. Let β > 1. e expected runtimes of the (1+1) FEA β on the O M and L O test functions and on the minimum spanning tree problem are respectively: O(n log n) [26] , O(n 2 ) [31] , and O(m 2 log(nw max )) [27] . For all λ ≤ n 1−ε , the expected runtimes of the (1+λ) FEA β on the same problems are: O( nλ log log(λ) log(λ) +n log n), O(n 2 /λ) [12, 22] , and O(m 2 log(nw max )/λ) [27] . Finally, for all µ ≤ n O (1) , the expected runtime of the (µ + 1) FEA β is O(µn + n log(n))
For the classic (1 + 1) EA with mutation rate 1/n, it is known that it nds the optimum of any pseudo-Boolean tness function in an expected number of at most n n iterations. is bound is tight in the sense that there are concrete tness functions for which an expected optimization time of Ω(n n ) could be proven. ese are classic results from [14, eorems 6 to 8] .
Moreover, also problems that generally are perceived as easy may have instances where the classic (1 + 1) EA needs n Θ(n) time to nd the optimum.
is was demonstrated for the minimum makespan scheduling problem [38] , see also [28, eorem 7.5 and Lemma 7.8] . While in average (n jobs having random lengths in [0, 1]) the classic (1 + 1) EA approximates the optimum up to an additive error of 1 in time O(n 2 ), there are instances of n jobs with processing times in [0, 1] such that the (1 + 1) EA needs time n Ω(n) to only nd a solution that is be er than 4 3 times the optimum. e following result shows that fast EAs only have an exponential worst-case runtime as opposed to the super-exponential times just discussed. where the constants implicit in the big-O notation can be chosen independent from β, m, and n.
We do not discuss the case m ≤ β − 1 as for β < 3, this case does not exist, and we do not have any indication that larger values of β are useful.
A Lower Bound for a Uniformly Good
Performance on all Jump Function e runtime analysis of the previous subsection showed that the (1 + 1) EA with the heavy-tailed mutation operator optimizes any J m,n function in an expected time that is only a small polynomial (in m) factor larger than the runtime stemming from the (for this m) optimal mutation rate. e question remains if this relatively small polynomial factor increase is necessary. In this section, we answer this a rmatively. While choosing β = 1 + ε can reduce the loss factor to Θ(m 0.5+ε ) for any ε > 0, no randomized choice of the mutation probability can uniformly obtain a loss factor of √ m (or lower). To this aim, let us extend the de nition of T β (m, n) and denote by T D (m, n) the expected number of iterations it takes the (1 + 1) EA to nd the optimum of J m,n when in each iteration the mutation rate is chosen randomly according to the distribution D.
T 5.5. Let c > 0 and let n be su ciently large. en for
Combinatorial Optimization Problems
In this subsection, we show how our heavy-tailed mutation operator improves two existing runtime results for combinatorial optimization problems. As for jump functions, the reason for these improvements is that multi-bit ips occur with much higher rate when using the heavy-tailed mutation operator. Let G = (V , E) be an undirected graph. Let n := |E|. e maximum matching problem consists in nding a largest subset M * of E such that no two edges in M * have a vertex in common. In [17, 18] , see also [28, Section 6.2], for any constant ε > 0 it is proven that the standard (1 + 1) EA nds a near-maximal matching of size at least OPT /(1 +ε) in an expected time of at most some T ε,n , which is O(n m+1 ) for m = 2 1 ε − 1. e key argument is that the (1 + 1) EA, similar to the problem-speci c algorithms, is able to change the matching status of edges along an augmenting path. Since this is the dominant contribution to T ε,n and since the multi-bit ips corresponding to such augmentation operations occur more frequently when running the (1 + 1) FEA β , for this algorithm we obtain an improved runtime guarantee of (1 + o(1))eC Let now G = (V , E) be a nite graph with n := |V |. en the vertex cover problem consists of nding a subset V ⊆ V of minimal size such that each edge of the graph has at least one of its vertices in V . Friedrich, Hebbinghaus, Neumann, He, and Wi [16] (see also [28, Chapter 12] ) analyze how evolutionary algorithms compute minimum vertex covers. ey observe that already on complete bipartite graphs with partition classes of size m ≤ n/2 and n−m, the standard (1+1) EA has an expected optimization time of Ω(mn m−1 + n log n), where to obtain this precise bound an inspection of their proofs is necessary. For the (1 + 1) FEA β , we obtain the following superior runtime guarantees. If m ≤ n/3, then the (1 + 1) FEA β nd the global optimum in only O(C β n/2 n β 2 m + n log n) iterations.
For m ≥ n/3, our general bound of O(C β n/2 n β 2 n ) gives again a signi cant improvement over the classic (1 + 1) EA.
EXPERIMENTS
We ran an implementation of the (1 + 1) FEA β against the jump function, with n varying between 20 and 150. For m = 8, Figure  2 shows the average number of iterations (on 1000 runs) of the algorithm before reaching the optimal value of (1, . . . , 1) ∈ R n , with di erent values of the parameter β and along with the classical (1 + 1) EA with mutation rates 1/n and m/n. To allow this large number of independent experiments, we stopped the actual run when a local optimum was reached. e remaining runtime from that point on follows a simple geometric distribution, which we sample directly instead of actually running the EA. By this, we obtain a signi cant speed-up, but we still sample from the precise runtime distribution.
We observe that small values of β give be er results, although no signi cant performance increase can be seen below β = 1.5 (which is why we depicted only cases with β ≥ 1.5).
e runtimes for β = 1.5 uniformly are be er than the one of the classic (1 + 1) EA by a factor of 2000, and worse than the (1 + 1) EA with mutation rate m/n by a factor of 10. 
CONCLUSIONS AND OUTLOOK
In this work, we took a critical look at the performance of simple mutation-based evolutionary algorithms on multimodal tness landscapes. Guided by the classic example of jump functions, we observed that mutation rates signi cantly above the usual recommendation of 1/n led to much be er results. e proofs of our results suggest that when a multi-bit ip is necessary to leave a local optimum, then so much time is needed to nd the right bits to be ipped that it is justi ed to use a mutation probability high enough that such numbers of bits are su ciently o en touched.
e speed-up here greatly outnumbers the slow-down incurred in easy parts of the tness landscape.
Since we also observe that the optimal performance can only be obtained for a very small interval of mutation probabilities, we suggest to choose the mutation probability randomly according to a power-law distribution. We prove that this results in a onesize-ts-all mutation operator, giving a nearly optimal performance on all jump functions. We observe that this mutation operator gives an asymptotically equal or be er (including massively be er) performance on many problems that were analyzed rigorously before.
Let us remark that heavy-tailed mutation is not restricted to bitstring representations. For combinatorial problems for which a bitstring representation is inconvenient, e.g., permutations, one way of imitating standard-bit mutation is to sample a number k according to a Poisson distribution with expectation 1 and then perform k elementary mutation steps, where an elementary mutation step is some simple modi cation of a search point, e.g., a random swap of two elements in the case of permutations [32] . Obviously, to obtain a heavy-tailed mutation operator one just needs to replace the Poisson distribution with a heavy-tailed distribution, e.g., a power-law distribution as used in this work. We are optimistic that such approaches can lead to similar improvements as observed in this work, but we have not regarded this in detail.
Another important step towards understanding heavy-tailed mutation operators would be to gain experience on its performance on real applications. To make it easiest for other researchers to try our new methods, we have put the (simple) code we used in the repository [20] .
