AND CONCLUSIONS
1. In these experiments we examined the receptive field mechanisms that support the optic flow field selective responses of neurons in the dorsomedial region of the medial superior temporal area (MSTd). Our experiments tested the predictions of two hypotheses of optic flow field selectivity. The direction mosaic hypothesis states that these receptive fields contain a set of planar direction-selective subfields that match the local directions of motion within optic flow fields. The vector field hypothesis states that these receptive fields are uniquely sensitive to distributed properties of planar, circular, or radial optic flow fields.
2. Experiments using large-field stimuli revealed that some neurons showed changes in optic flow field selectivity depending on the position of the stimulus in the receptive field; these are position-dependent responses. However, other neurons maintained the same optic flow field selectivities in spite of changes in stimulus position; these are position-invariant responses. We have used the position dependence or invariance of optic flow field selectivity as a way of testing the direction mosaic and vector field hypotheses. Position dependence is more consistent with the direction mosaic hypothesis, whereas position invariance is more consistent with the vector field hypothesis.
3. To test for position effects, we examined the optic flow field selectivity of small subfields within the large receptive fields of 160 MSTd neurons. First, we centered small-field optic flow stimuli of various sizes over the same position in the receptive field. Most MSTd neurons showed decreasing response amplitude with decreasing stimulus size but maintained optic flow field selectivity.
4. We then placed small-field stimuli at various positions within the large receptive field of these MSTd neurons. Positioninvariant response selectivity was most prominent in single-component neurons, suggesting that they were more consistent with the vector field hypothesis. Position-dependent response selectivity was most prominent in triple-component neurons, suggesting that they were more consistent with the direction mosaic hypothesis. However, the variations in planar direction preference throughout the receptive field of these triple-component neurons were not consistent with a direction mosaic explanation of the large-field circular or radial selectivity observed.
5. Small-field position studies also demonstrated the existence of zones within the receptive field in which either direction-selective inhibitory or direction-selective excitatory responses predominated. The degree of overlap between these zones increased from nonselective to triple-to double-and finally to single-component neurons.
6. We suggest that the overlap of gradients of excitation and inhibition within the receptive field of these neurons might help to explain their responses to complex stimuli. Our hypothesis relies on quantitative variations in the relative strength, overlap, directions, and positions of excitatory and inhibitory planar response gradients. Changes in these parameters might account for the continuum of response types rather than discrete categories that characterize the responses of MSTd neurons to optic flow field stimuli.
INTRODUCTION
In the preceding paper we described the responses of dorsomedial region of the medial superior temporal area (MSTd) neurons to the components of optic flow stimuli (Duffy and Wurtz 199 1) . We divided the neurons into three groups: triple-component neurons were responsive to planar, circular, and radial motion; double-component neurons were responsive to either planar and circular or planar and radial motion; single-component neurons were responsive to either planar, circular, or radial motion. We found increasing direction selectivity and strength of inhibition from triple-to double-to single-component neurons. On the basis of these findings, we suggested that these neurons represent a continuum in the cortical processing of optic flow information.
We now consider the receptive field organization of MSTd neurons that might account for their motion selectivity. Tanaka et al. (1989) have suggested that the complex motion selectivity of MST neurons is attributable to different direction selectivities in different parts of the receptive field. However, they also found that some neurons maintained their responses regardless of the position of the stimulus in the receptive field, which suggests a more complex receptive field organization.
In the present experiments we have determined how sensitivity to local directions of planar motion might be related to mechanisms of circular and radial motion selectivity. We determined whether or not MSTd receptive field organization was consistent with either of two hypotheses regarding optic flow field selectivity. The direction mosaic hypothesis relies on a patchwork of planar directional subfields arranged to yield large-field aggregate selectivity for planar, circular, or radial motion (Fig. IA) . This requires that the planar direction selectivity of these subfields varies across the receptive field in a manner consistent with the optic flow field selectivity of that neuron. The vector field hypothesis relies on distributed responsiveness throughout the receptive field specific for some feature of planar, circular, or radial motion (Fig. 1 B) . This requires sensitivity to fundamental features of flow fields [the gradient of planar fields, the curl of circular fields, and the divergence of radial fields as derived in vector calculus (Oates 198 3)] that would not depend on local directions of motion.
The direction mosaic and vector field hypotheses make different predictions about the responses of optic flow field sensitive neurons to stimuli at different positions within their receptive fields. The direction mosaic hypothesis predicts position-dependent responses, whereas the vector field hypothesis predicts position-invariant responses. We have tested these predictions by changing the size and position of A DIRECTION MOSAIC B VECTOR FIELD FIG. 1. Two alternative hypotheses of receptive field mechanisms that might explain the response of neurons to components of optic flow field stimuli. A: direction mosaic hypothesis uses an assembly of simple direction-sensitive subfields to generate a large field that is specifically sensitive to planar, circular, or radial flow fields. B: vector field hypothesis uses some characteristic unique to planar, circular, or radial vector fields (gradient, curl, or divergence, respectively) to create receptive fields that are specifically sensitive to optic flow fields possessing that characteristic.
optic flow field stimuli presented to subfields within the large receptive fields of MSTd neurons. As in the preceding paper, we found a continuum of neuronal responses: triplecomponent neurons are more consistent with the direction mosaic hypothesis, whereas single-component neurons are more consistent with the vector field hypothesis. We suggest that this continuum might reflect differences in receptive field organization that result from variation in the degree of overlap between excitatory and inhibitory response gradients within MSTd receptive fields.
A brief report of these experiments has appeared previously (Duffy and Wurtz 1990) .
METHODS
We used the same behavioral, physiological, and neuronal analysis methods described in the preceding paper (Duffy and Wurtz 199 1). The differences between these experiments and those of the preceding paper were related primarily to the additional type of motion stimuli presented.
In addition to the 100 X 100" large-field stimuli used in our previous experiments, small-field stimuli were created by reducing the size of the complete motion pattern. To generate small-field stimuli, we reduced each of the eight (4 planar, 2 circular, 2 radial) large-field stimuli in size while preserving the complete pattern of motion. The most commonly used small-field stimuli were 33 and 25' squares but 50, 20, 12, and 6" squares were also used. Dot speed, dot density, and overall patterns of motion were the same for large-field and small-field stimuli, although small-field stimuli had fewer dots than large-field stimuli in proportion to their size. Decreasing stimulus sizes were presented at the same position, or one size was presented at different positions within the large field with the remainder of the screen dark. The equations given in the preceding paper for generating large-field stimuli were also used for generating small-field stimuli (Duffy and Wurtz 199 1) . Thus the physical parameters of dot density, speed, and direction were equivalent in all stimuli. The stimuli were positioned to produce the best coverage of the receptive field, as described in the preceding paper (Duffy and Wurtz 199 1) .
To present the results of these studies we developed a direction diagram that represents responses to all eight directions of motion. Figure 2 illustrates the derivation of such a diagram from the spike density display ( Fig. 2A ) through the calculation of the statistical significance of the responses (Fig. 2B ) to the drawing of the direction diagram (Fig. 2C ).
RESULTS
We studied the effects of changes in position of optic flow field stimuli on the responses of MSTd neurons in two monkeys. We made initial observations on the effect of shifting stimulus position on the receptive field by using the 100 X 100' large-field optic flow field stimuli described in the preceding paper (Duffy and Wurtz 199 1) . Figure 3 shows the responses of a triple-component planocirculoradial neuron with the stimulus in three positions. With the stimulus at the center position, the neuron responded to leftward planar, counterclockwise circular, and inward radial motion. The response selectivity remained with the stimulus shifted 50" to the right. However, when we shifted the stimulus 50° to the left, the response showed a reversed circular direction selectivity (counterclockwise to clockwise), whereas planar and radial selectivity remained the same. This demonstrates that MSTd neurons can show both position-invariant responses, in this case to radial stimuli, and position-dependent responses, in this case to circular stimuli. Note that with the stimulus giving the invariant response (inward radial), with the stimulus shifted to the left, the inward radial stimulus had leftward motion in the stimulated part of the left visual hemifield, whereas at the center position the inward radial stimulus had rightward motion in that same visual hemifield. Thus the selectivity for inward radial motion over outward radial motion persisted in spite of a reversal in the distribution of local stimulus motion on the receptive field.
We shifted the large-field stimuli in studies of 48 neurons. In 27 of these neurons, large shifts of stimulus position resulted in the loss of significant responses, suggesting that the stimulus must have been shifted off of the receptive field. In the remaining 2 1 neurons, significant responses remained in spite of 30-5OP shifts in position. In 19 of these 2 1 neu-
Three steps (A-C) used in producing a simplified display of the responses of neurons to the components of optic flow field stimuli. A: spike density plots were first made to show the average of 6-10 trials for each of the 8 motion stimuli. This neuron responded to downward and upward planar and to counterclockwise circular stimuli with an upper left quadrant receptive field. B: graph of the average discharge rate vs. direction of stimulus motion. To exclude the phasic response, we averaged the discharge rate over the period from 400 ms after stimulus onset to the end of the stimulus. Filled diamonds represent stimulated activity that is significantly different from control activity (Student's t test, P < 0.01); open diamonds represent responses that do not attain that level of significance. Solid lines connect the opposing directions on each axis of motion. Dashed lines represent the control trial activity rate + SE. C direction diagram derived from values plotted on the graph in B. Planar responses are represented on horizontal or vertical axes, the direction of motion being represented relative to the center of the diagram (leftward stimulus is represented by line to left of center). In this and subsequent figures, circular responses are represented as hemicircles, the direction being indicated by arrowheads. Radial responses are represented on the oblique axis, inward from the right upper corner, outward to the left lower corner. The length of each line, and the diameter of each hemicircle, is proportional to the discharge rate as represented on the graph. Arrowheads attached to lines indicate significant excitatory responses. In a few cases, barely significant responses are not shown with an arrowhead on small-field direction diagrams to avoid misleading clutter. Calibration line gives the discharge rate on the same scale as the length of all lines (or radii of circles) depicted in the direction diagram.
Tons, the shifted stimulus evoked position-invariant responses to circular motion, radial motion, or both, as is the case for radial motion in Fig. 3 .
To conduct more extensive tests on the effects of stimulus position, we used small-field stimuli, which could be readily shifted to a number of different locations within the area of large-field stimulation. Planar stimuli were included in the small-field studies to provide a direct test of the direction mosaic hypothesis, which predicts that the direction of planar selectivity should depend on stimulus position in a manner consistent with the circular and radial selectivities of the large field. Circular and radial stimuli were included in the small-field studies to provide a direct test of the vector field hypothesis, because it predicts that circular and radial selectivity should not vary with changes in stimulus position. First, we studied the effects of changing stimulus size without changing the center position of the stimulus, and then we presented the small-field stimuli at various positions within the large field.
Small-Jield stimulus size
With decreasing stimulus size, the response amplitude of some neurons decreased ( Fig. 4A ), others remained stable ( Fig. 4B ), and others increased (Fig. 4C ). We quantified this relationship of size to amplitude of significant responses by taking the slope of the regression line on a plot of response amplitude versus stimulus size. The slopes of the regression lines for the three neurons in Fig. 4 are shown on the graphs at the bottom of the figure. Figure 5 shows the relationship of the stimulus size to response amplitude for 78 neurons that had significant responses for two or more stimulus sizes. Sixty-five percent of the responses decreased with decreasing stimulus size (negative slopes), 27% showed no strong effect of stimulus size (slopes less than -tO.25), and 8% increased with decreasing stimulus size (positive slopes). Thus, with these measures, 92% of the responses showed a strong tendency to either decrease or remain the same with decreasing stimulus size. Responses of 65% of the triple-component neurons, 56% of double-component neurons, and 37% of single-component neurons decreased with stimulus size.'
Response amplitude changes with decreasing stimulus size were sometimes substantial enough to constitute a change in stimulus selectivity. In some cases, decreasing response amplitude resulted in the loss of a previously significant response. Figure 6A illustrates the responses of a neuron that gave a significant response to upward planar motion with the 100 X 100' stimulus but not with the 33 X 33' stimulus. In other cases, increasing response amplitude resulted in the emergence of a newly significant response.
i The greater effect of decreasing size on triple-component neuronal responses is supported by 2 other observations. First, ignoring the sign of the effect, the magnitude of size effects is largest among triple-component neurons and smallest among single-component neurons, the mean size-relationship slope (absolute value *SD) being 0. 4. Three neurons illustrating the relation of response amplitude to stimulus size. For each neuron (A-C) direction diagrams show the response for 3 stimulus sizes, and graphs plot response amplitude vs. stimulus area. Slopes of each line on graphs are derived with a least-squares fit. A: a double-component, planoradial neuron, the response of which decreases to upward and outward stimuli with decreasing size. B: a single-component, radial neuron with no change in response to outward motion with decreasing stimulus size. C: a triple-component, planocirculoradial neuron, the response of which increases to leftward, counterclockwise, and inward stimuli with decreasing stimulus size. Figure 6B shows the responses of a neuron that did not respond to counterclockwise circular motion with the 100 X 100' stimulus but did respond with the 33 X 33' stimulus.
Such changes in response with decreasing stimulus size altered component selectivity in 56% of the neurons tested and direction selectivity in 42% of the neurons tested (Table  1) . In most cases these changes consisted of the loss of responsiveness to some component or direction of stimulus motion. In fewer cases these changes consisted of the emergence of a response to a component or direction of stimulus motion that did not evoke a response in the large-field study. A few neurons showed a reversal of direction selectivity with decreasing stimulus size. This was most common in triple-component neurons, in which 15% reversed direction, compared with 10% in double-component neurons and 5% in single-component neurons. Thus stimulus size affects primarily response amplitude, not selectivity, and this allowed us to use small stimuli to examine the impact of stimulus position on response selectivity. Small-Jield stimulus position ponent neuron. To large-field stimulation (Fig. 8A) , this planocirculoradial neuron showed the largest responses to Studies in which small-field stimuli were presented at dif-upward planar motion, clockwise circular motion, and inferent positions in the large field revealed differences ward radial motion. The responses varied across the nine among triple-, double-, and single-component neurons. Fig-small fields (Fig. 8B) . A significant response was mainure 7 shows direction diagrams of the response of a single-tained to upward planar motion throughout the field, but a component neuron to large-field stimulation and to nine response to leftward planar motion continued only on the small-field stimuli covering the same area. To large-field right side of the field, whereas a strong response to rightstimuli (Fig. 7A) , the neuron had a significant response only ward motion appeared throughout the field. The responses to inward radial motion. To small-field stimuli (Fig. 7B) , to circular motion showed a counterclockwise to clockwise this inward radial response persisted at all locations tested reversal of selectivity, which maintained clockwise selectivbut with some variation in response amplitude. Note that ity at all positions on the center and right side and counterthis position invariance to the small-field stimuli occurred clockwise selectivity at all positions on the left side. Selectivin spite of substantial changes in the direction of stimulus ity for inward radial motion in small-field stimuli persisted motion falling on a given part of the visual field. For examat all positions around the large field, but the strength of ple, if we consider the upper right corner, when we posi-that selectivity varied substantially, being strongest in the tioned the large-field inward radial stimulus on that area, upper right and weakest in the lower left. Thus the replanar motion directed down and to the left covered the sponses of this triple-component neuron reveal a great deal area. When we placed the small-field stimuli at that posi-of position dependence, which is most consistent with the tion, such down and to the left motion was as prominent in direction mosaic hypothesis. Furthermore, the position dethe outward as the inward radial stimulus. However, the pendence of circular and radial responses occurs with reresponse for inward radial motion was maintained. This spect to an axis running from the upper right to the lower constancy of response selectivity regardless of the local moleft of the large field, with counterclockwise circular motion tion is consistent with the vector mosaic hypothesis.
above and clockwise below and with stronger inward radial Figure 8 shows a very different result for a triple-comabove and weaker below. effects is typical of such responses and seems to reflect some internal organization within the large field, which is also more consistent with the direction mosaic hypothesis. Findings like those shown in these figures suggest that single-and triple-component neurons may differ in the consistency of response selectivity between large-field and small-field stimuli. The single-component neuron (Fig. 7) shows greater position invariance of responses; the triplecomponent neuron (Fig. 8) shows greater position dependence. We quantified this variation by measuring the consistency with which the small-field stimuli produced the same direction preferences as the large-field stimuli. Table  2 (right column) shows this consistency for single-, double-, and triple-component neurons across all stimuli and confirms that triple-component neurons show the least response consistency (60%), whereas single-component neurons show the most (84%).
The responses illustrated in Fig. 8 showed greater position dependence for circular motion than for radial motion. We found that to be the case for the sample of neurons studied; the small fields showed the same direction selectiv- FIG. 6. Direction diagrams of responses of 2 neurons showing loss of response (A) or emergence of a new response (B) with decreasing stimulus size. A: a triple-component planocirculoradial neuron, which lost a significant response direction, gave a significant response to upward planar motion (bold line) with the 100 X 100° stimulus (left) but lost that directional response with the 33 X 33 O stimulus (right). B: a double-component planoradial neuron that gained a new response component with decreasing stimulus size. This neuron did not give a significant response to counterclockwise circular motion (bold hemicircle) with the 100 X 100" stimulus (left) but did with the 33 X 33" stimulus (right). ity as the large fields for 59% of the circular responses and 77% of the radial responses (Table 2) .
Planar responses showed the greatest consistency between large-and small-field stimuli (88%, Table 2), a finding that conflicts with the predictions of the direction mosaic hypothesis. Furthermore, when planar selectivity did evoked by large-field stimulation, indicating a selective response to inward radial motion. B: direction diagrams for responses evoked by 9 small-field stimulation experiments covering the same area stimulated in A. In the small-field experiments, selectivity for inward radial motion is maintained, although it varies quantitatively across the field. Receptive field of this neuron covered the 100 X 100" screen. In all cases the monkey fixated on a point at the center of the large field. Values are percentages of neurons in all small-field studies that showed the same direction preference (best response) as in the large-field study; numbers in parentheses are numbers of neurons responding. Only response components that were significant in the large-field study are included. Fully consistent neurons are those in which all of the significant response components to large-field stimulation maintained the same direction' preferences to smaller stimuli. For example, if a neuron had a response to large-field rightward planar, counterclockwise circular, and inward radial, it had to respond selectively to all these same small-field stimuli to be considered fully consistent. shows most prominent responses to upward planar, clockwise circular, and inward radial large-field stimulation. B: direction diagrams for the smallfield studies show variation in planar and circular direction selectivity. Radial selectivity is maintained but varies quantitatively. As mapped by hand, the receptive field of this neuron covered the 100 X 100" screen, except for the upper left quadrant. Response to small-field stimuli in the upper left quadrant illustrates that our manually controlled stimuli served only to estimate the extent of the receptive field. In all cases the monkey fixated on a point at the center of the large field.
vary, the pattern of that variation was not consistent with that required by the direction mosaic hypothesis to explain the large-field circular and radial selectivity. For example, the neuron illustrated in Fig. 8 shows predominantly upward and rightward planar responses to small-field stimuli in the upper right corner (Fig. 8B ), but this would be most consistent with large-field outward radial motion selectivity, not the inward radial motion selectivity actually observed (Fig. 8A) .
Thus position invariance increases in the continuum from triple-to single-component neurons, suggesting that triple-component neurons are more compatible with the direction mosaic hypothesis and single-component *neurons are more compatible with the vector field hypothesis. However, even position-dependent neurons cannot be fully understood in terms of the planar directional subfields pre- Fig. 9 . A: 3 single-component neurons (100 X 100"): a planar neuron giving an excitatory response to leftward and an inhibitory response to rightward, upward, and downward motion; a circular neuron giving an excitatory response to counterclockwise motion and inhibition to planar motion; a radial neuron giving excitation to inward motion and inhibition to leftward, upward, and downward motion. B: 2 double-component neurons: a planocircular neuron giving excitation to rightward and counterclockwise motion and inhibition to leftward, upward, and downward motion; a planoradial neuron giving excitation to rightward and inward motion and inhibition to leftward, upward, and downward motion. In both of these neurons the planar inhibition is more prominent in one subfield, whereas excitation is more prominent in the other, suggesting the existence of separate receptive field zones dominated by inhibition. C: triple-component planocirculoradial neuron giving excitation to downward, clockwise, and inward motion and inhibition to leftward and rightward motion. Inhibition with leftward and rightward motion is maintained in the right upper and right lower quadrants in spite of different excitatory response profiles. D: nonselective neuron giving nonselective excitation in the lower right quadrant and inhibition to leftward, rightward, and downward motion in the upper right quadrant. Excitation and inhibition appear fully separated in this neuron. Single component  35  77  20  03  0  Double component  40  42  45  13  0  Triple component  20  40  45  15  0  Nonselective  33  19  42  0  39 Values are given in percentages;
n is number of neurons tested. Separate excitatory and inhibitory zones were recognized from spike density functions of small-field stimulation studies when stimuli at one position evoked either exclusively excitatory or exclusively inhibitory responses. Stimuli at positions evoking both excitatory and inhibitory responses were identified as overlapping zones.
dieted by the direction mosaic hypothesis, so that some other mechanism must be involved.
Excitatory and inhibitory zones
The small-field experiments also showed that directionselective excitatory and inhibitory responses were not equally prominent throughout all parts of the receptive fields of the MSTd neurons. This suggested the presence of zones of relatively greater excitation or inhibition within the receptive fields, and these zones seemed to be separated to different extents in triple-, double-, and single-component neurons. Figure 9 illustrates the separation of excitatory and inhibitory response zones, with direction diagrams from one neuron at each level of component selectivity. In addition to showing the significant responses as in previous figures, Fig. 9 also shows the level of background discharge so that reduction in the response below the background rate (which we will refer to as inhibition) clearly can be seen. The single-component neuron (Fig. 9A ) maintains its excitatory response to outward radial motion and its inhibitory responses to planar motion at all three sites tested with small-field stimuli; there is little evidence of separate excitatory and inhibitory zones. The double-component neuron (Fig. 9B) shows more prominent excitatory responses to stimuli on the far right and more prominent inhibitory responses on the left. The triple-component neuron (Fig. SC) shows excitation on the left and inhibition on the right, as does the nonselective neuron (Fig. 90) ; excitatory and inhibitory zones are clearly separated. We infer from these findings that MSTd receptive fields contain separate excitatory and inhibitory zones and that there is increasing overlap between these zones from triple-, to double-, to single-component neurons. In our sample of neurons we determined which neurons had spatially separate excitatory and inhibitory zones and which had overlapping zones (as described in Table 3 ). Of the single-component neurons, 77% showed overlap of excitatory and inhibitory zones, whereas only 42% of doublecomponent, 40% of triple-component, and 19% of nonselective neurons showed such overlap. This confirms the increasing overlap between excitatory and inhibitory zones in the continuum from triple-to single-component neurons suggested in Fig. 9 .
The excitatory and inhibitory zones frequently also have different preferred directions of planar motion (Fig. 10 ). This is difficult to discern in the fully overlapping zones of single-component neurons (Fig. 1OA) but is somewhat apparent in the zones of double-component neurons (Fig.  1OB) . The separation is most evident in triple-component and nonselective neurons. The planocirculoradial neuron in Fig. 1 OC shows the strongest increase in discharge rate to vertical motion in the lower right and the strongest inhibition with leftward, rightward, and downward motion in the upper right. The nonselective neuron in Fig. 1OD shows nondirectional excitation in the lower right and leftward, rightward, and downward inhibition in the upper right. Of the 54 neurons that had separate zones, 39% preferred opposite directions, 39% preferred perpendicular directions, and 22% preferred the same directions of motion in their excitatory and inhibitory zones. Thus the direction preference of separate excitatory and inhibitory zones within the receptive fields appears to be independent.
In net, receptive fields of MSTd neurons seem to have excitatory and inhibitory zones that have their own direction selectivities. The frequency with which excitatory and inhibitory zones within the receptive fields overlap increases in the continuum from triple-to single-component neurons. The coactivation of such zones might contribute to the response selectivity of MSTd neurons for optic flow field stimuli.
DISCUSSION
We investigated the organization of MSTd receptive fields from the perspective of two hypotheses regarding the mechanisms underlying selectivity for planar, circular, and radial stimuli-the direction mosaic and vector field hypotheses (Fig. 1) . We used small-field stimuli created by reducing the size of the large-field stimulus pattern. We found that the direction selectivity seen with large-field stimulation was frequently maintained in spite of decreased stimulus size or change in stimulus position, and that this size and position invariance increased in the continuum from triple-to single-component neurons. Indications of separate excitatory and inhibitory zones within the receptive fields of these neurons also decreased from triple-to single-component neurons.
Direction mosaic and vector field hypothesis
We selected two hypotheses as representative of approaches that have been used previously in the analysis of visual receptive fields or of optic flow fields. The direction mosaic hypothesis suggests that the receptive field contains planar directional subfields arranged in a pattern that yields planar, circular, or radial selectivity. This is similar to the opponent directionality observed in posterior parietal cortex (Motter and Mountcastle 198 1) and to previous findings in MST (Tanaka et al. 1989) in that all rely on planar mechanisms for optic flow field selectivity. The position dependence that we have seen in triple-component neurons (as illustrated in Fig. 8 ) makes these cells most compatible with the direction mosaic hypothesis. But even for triplecomponent neurons we did not see receptive fields with planar directions laid out across the receptive field as expected from the simple model in Fig. 1 . The direction mosaic hvpothesis fails comnletelv for single-comnonent neu-rons because they most frequently show size and position invariance. The vector field hypothesis predicts that the receptive field is uniformly sensitive to the properties of gradient, curl, or divergence for planar, circular, or radial selectivity, respectively. This is similar to the more computational approaches of Koenderink (1986) and Heeger (1987) in that all rely on a mechanism distributed throughout the receptive field for optic flow field selectivity. The size-and position-invariant responses we have observed in single-component neurons are consistent with this hypothesis. However, the shift in amplitude of the response across the receptive field (as in Fig. 7 Use of the small-field stimuli to test these hypotheses also revealed an organization within the receptive fields of many of the MSTd neurons. We found that the relative strength of excitation and inhibition varied across the receptive field. This in turn raised the possibility that, although the direction mosai c view of an underlying planar motion sensitivity may be too simple to explain our observations, the use of differential excitatory and inhibitory planar direction preferences in different parts of the visual field might contribute to our understanding of possible mechanisms underlying the responses to the more complex circular and radial stimuli. We present such a hypothesis in the following section as an outline of the way in which planar mechanisms might selectively produce responses to circular and radial stimuli.
Overlapping gradients hypothesis
Four inferences, derived from the use of small-field stimuli placed in different parts of the receptive field, are fundamental to our hypothesis and are summarized schematically in Fig. 1 IA. First, the receptive fields of MSTd neurons are composed of gradients of responsiveness to planar motion, with the strongest responses evoked from the center an .d the weakest from the periphery (conce ntric ri n&P of equiresponsiveness in Fig. 1 IA) . Second, each field contains at least two such gradients, one excitatory and the other inhibitory (striped and shaded areas in Fig. 1 lA) , although two excitatory gradients might have some of the same consequences. Third, these gradients can differ with respect to the relative strength of their excitatory or inhibitory responses (as ind icated by the height of each gradient in Fig. 1 IA) . Fourth, each gradient has its own direction preference for moving stim uli (arrows in Fig. 11 A) . If one gradient is much stronger than the other, the response to a large-field stimulus coveri ng both gradients will simply re- fleet the direction preference of the stronger gradient. If the gradients are of equal strength, the direction preferences of both gradients interact to yield more complex response properties. By considering the overlap of excitatory and inhibitory gradients, their relative direction selectivities, and relative positions in the stimulus, we think we gain clues about the organization of many MSTd receptive fields. Although a definitive test of the hypothesis must await the implementation of a quantitative model, the impact of these factors on receptive field response characteristics can be described qualitatively.
The degree of overlap between the excitatory and inhibitory gradients (Fig. 1 IA) contributes to the response selectivity of the neuron. Extensive overlap creates a region within the receptive field with uniform response properties influenced by both gradients. Greater separation between gradients creates regions with different response properties, depending on which gradient dominates that region.
Figure 11 B shows the effect of different preferred directions of motion within excitatory and inhibitory regions of the receptive field. If an excitatory and an inhibitory gradient have opposite preferred directions ( Fig. 11 B, top) , planar motion covering both gradients produces excitatory or inhibitory responses, depending on the direction of stimulus motion. On the other hand, if the response gradients have similar direction preferences ( Fig. 1 lB, bottom) , planar motion covering both gradients produces no response, but stimuli that cover each gradient with a different direction of motion are most effective. Thus the relative directions between gradients is critical; neurons having zones preferring opposite directions of motion should be selective for planar motion, and those having zones preferring similar directions should be more selective for complex patterns of circular or radial motion.
The effect of gradients would also be strongly influenced by their relative positions. For example, Fig. 11 C (top) shows an excitatory gradient preferring upward motion near the center of the stimulus and an inhibitory gradient preferring the same direction of motion positioned above the excitatory gradient. In this case upward planar and outward radial stimuli would act on both the excitatory and inhibitory gradient and produce little net response. Other planar motions and inward radial motion would not produce a response because they do not put upward motion in the excitatory gradient. Only the counterclockwise circular stimulus would evoke a response because upward motion on the right would fall nearer to the excitatory gradient, whereas motion across the inhibitory gradient would not be up but to the left. In Fig. 11 C (bottom) , the same gradients are rearranged with the inhibitory gradient positioned to the right of the excitatory gradient. Now the upward planar and counterclockwise circular motion would produce both excitation and inhibition.
However, the outward radial stimulus, with upward motion nearer to the excitatory gradient and ineffective rightward motion on the inhibitory gradient, would evoke a response.
Three features of the overlapping gradients hypothesis should be made explicit. First, it relies on planar response gradients to achieve selectivity for complex stimuli. Second, it relies on quantitative variation in the strength and overlap of interacting gradients to produce the continuum of component selectivity from triple-, to double-, to singlecomponent neurons. Third, it relies on quantitative variation in the relative directions and positions of interacting gradients to produce direction selectivity for planar, circular, or radial stimuli. As a consequence of attributing these response properties to independent variables, we need not conclude that increasingly refined information is passed between neurons at different levels of response selectivity. 
