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Abstract
Learning by demonstration is a versatile and rapid mechanism for transferring motor
skills from a teacher to a learner. A particular challenge in imitation learning is the so-
called correspondence problem, which involves mapping actions between a teacher and a
learner having substantially different embodiments (say, human to robot). We present a
general, model free and non-parametric imitation learning algorithm based on regression
between two Hilbert spaces. We accomplish this via Kirszbraun’s extension theorem —
apparently the first application of this technique to supervised learning — and analyze
its statistical and computational aspects. We begin by formulating the correspondence
problem in terms of quadratically constrained quadratic program (QCQP) regression. Then
we describe a procedure for smoothing the training data, which amounts to regularizing
hypothesis complexity via its Lipschitz constant. The Lipschitz constant is tuned via a
Structural Risk Minimization (SRM) procedure, based on the covering-number risk bounds
we derive. We apply our technique to a static posture imitation task between two robotic
manipulators with different embodiments, and report promising results.
1 Introduction
Imitation learning. The development of autonomous robotic systems capable of learning
from human demonstrations to imitate a desired behavior — rather than requiring manual
programming — holds considerable technological potential, with applications in manufacturing,
elderly care and the service industry. Imitation learning has the advantage of allowing for faster
deployment (both in terms of runtime and required sample size) compared to other methods,
such as reinforcement learning [38].
Imitation learning revolves around an agent (the learner) trying to produce a behavior similar
in some aspect to the behavior observed in another agent (the expert). One central challenge in
imitation learning is the correspondence problem, which consists of solving the imitation learning
problem for two agents with distinct embodiments and hence different kinematic and dynamics
(body morphology, degrees of freedom, constraints, joints and actuators, torque limits) [8].
Consider, for example, a task where a ballet dancer or a tennis player wishes to imitate the
movements of the instructor. Here, the correspondence problem consists of finding a mapping
from an object-centered to an egocentric representation (for example, mapping the expert’s
observations to the learner’s point-of-view) as well as a mapping from states to actions between
different embodiment (for example, from an adult to a child). In this paper we focus on the
latter problem and learn a correspondence map for a static posture imitation task between two
distinct robotic manipulators.
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Our contribution. Our contributions are three-fold: conceptual, algorithmic, and statistical.
Conceptually, we introduce a technique of Kirszbraun extension (a Lipschitz extension between
Hilbert spaces) to supervised machine learning and apply it to the correspondence problem. This
technique provides a generic way of handling vector-valued regression where multiple outputs
are strongly coupled.
Algorithmically, we provide efficient solutions to two optimization problems: offline learning
and prediction. The offline phase involves “smoothing” the labels in the training sample so as to
achieve a target Lipschitz constant. This problem is formulated as a quadratically constrained
quadratic program (QCQP), which in general can be NP-hard. For our formulation, we obtain
a multiplicative (1 + ε)-approximation in runtime O˜(bm3/2/ε2 + an), where n is the sample
size, a and b are the input and output dimensions, respectively, m = O(min
{
n2, n/εb
}
) is the
number of Lipschitz constraints, and the O˜(·) notation hides lower-order logarithmic factors.
After selecting a target Lipschitz constant (via Structural Risk Minimization or cross-validation)
and smoothing the labels accordingly, we predict the value at a test point via the Kirszbraun
extension. The runtime of this procedure is O˜(bn
√
m/ε2 + an). The precise results are given
in Section 3; both algorithms are based on a Multiplicative Weight Update (MWU) scheme.
The Lipschitz extension and smoothing algorithms are very efficient in practice (unlike general-
purpose QCQP solvers, whose cost is prohibitive on large instances) and are thus of independent
interest.
On the statistical front, we derive Rademacher-based generalization bounds for the Kirszbraun
extension learner in terms of the covering numbers (see Section D).
Related work. Approaches to imitation learning can be broadly classified as behavioral
cloning (BC) or inverse reinforcement learning (IRL). These can be either model-based or model-
free, depending on whether the system dynamics are available [37]. BC and IRL make different
assumptions about the correspondence of learner and expert. The BC framework involves gen-
erating a mapping from states to actions via supervised learning methods. This mapping can
then be used by the agent to reproduce similar behavior provided that the embodiment between
demonstrator and agent are alike; otherwise the method will fail due to lack of correspondence.
In some approaches, the forward dynamics of the learner is explicitly learned and adapted to
the given demonstrations [15, 22, 21]. Implementations of model-based BC algorithm have been
obtained for various tasks in [15, 40, 41], and for model-free BC in [1, 26, 29, 31].
In the IRL framework, the learner infers a reward function for a given task from expert
demonstrations of the task. The underlying assumption is that the reward function is a parsi-
monious and portable representation of the task, which can be transferred and generalized to
agents with different embodiments. Thus, IRL resolves the correspondence problem implicitly
but has the disadvantage of being computationally expensive, as it invokes a reinforcement-
learning routine in an inner loop. This approach has been applied mostly in model-based
settings [2, 39, 42, 47], but some model-free IRL implementations also exist [10, 16, 25].
In this paper, we address the correspondence problem explicitly by assuming that the con-
figuration space of each agent is equipped with a metric. Metric-based approaches to the cor-
respondence problem have been proposed in [36, 3, 4, 5] by assuming global distance measures
(Lp-norms) across state and action spaces of expert and learner. For simplicity, we restrict the
present study to a static posture imitation task, but the techniques can and will be extended
to dynamic imitation in future work. Imitation learning has additionally been studied on Rie-
mannian manifolds, by extending Gaussian Mixture Models (GMM) and Gaussian Mixture
Regression (GMR) to Riemannian spaces [46].
Previous approaches to vector-valued regression included ε-insensitive SVM with p-norm
regularization [11], least-squares and MLE-based methods [27], and (for linear models) the
Danzig selector [12]. According to a recent survey [9], existing methods essentially “transform
the multi-output problem into independent single-output problems”. In econometrics, this
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decoupling of the outputs is made explicit in the Seemingly Unrelated Regressions (SUR) model
[14, 24, 20]. Contrariwise, in our approach, we do not ignore the strong coupling among the
multiple outputs, but rather devise a principled approach for leveraging the dependencies via
Kirszbraun extension. The latter has previously been applied by [32] to dimensionality reduction
(unsupervised learning), but to our knowledge has not been used in the supervised setting.
Scalar-valued regression by Lipschitz extension in doubling spaces was proposed by [17], and
the present work borrows conceptually from their framework. Previously, Lipschitz extension
was used for classification by [44, 18].
2 Formal setup
Functional analysis background. A metric space (X, dX) is a set X equipped with a sym-
metric function dX : X
2 → [0,∞) satisfying dX(x, x′) = 0 ⇐⇒ x = x′ and the triangle
inequality. For x ∈ X and r ≥ 0, we will denote by Ball(x, r) = {x′ ∈ X : dX(x, x′) ≤ r} the
closed r-ball about x. Given two metric spaces (X, dX) and (Y, dY ), a function f : X → Y is
L-Lipschitz if dY (f(x), f(x
′)) ≤ LdX(x, x′) for all x, x′ ∈ X; its Lipschitz constant ‖f‖Lip is the
smallest L for which the latter inequality holds. For any metric space (X, dX) and A ⊆ X, the
following classic Lipschitz extension result, essentially due to [33, 45], holds. If f : A → R is
Lipschitz (under the inherited metric) then there is an extension f∗ : X → R that coincides
with f on A and ‖f‖
Lip
= ‖f∗‖
Lip
. A Hilbert space H is a vector space (in our case, over R)
equipped with an inner product 〈·, ·〉 : H2 → R, which is a positive-definite symmetric bilin-
ear form; further, H is complete in the metric dH(x, x
′) :=
√〈x− x′, x− x′〉. Kirszbraun [28]
proved that for two Hilbert spaces (X, dX) and (Y, dY ), and f mapping A ⊆ X to Y , there is
an extension f∗ : X → Y such that ‖f‖
Lip
= ‖f∗‖
Lip
. This result is in general false for Banach
spaces whose norm is not induced by an inner product [35].
Learning problem. We assume a familiarity with the abstract agnostic learning framework
and refer the reader to [34] for background. Our approach to the (static) correspondence problem
is to learn a mapping between two Hilbert spaces, (X, dX) and (Y, dY ). Thus, we assume a fixed
unknown distribution P on X × Y and a labled sample (xi, yi)i∈[n] of input-output examples.
The risk of a given mapping f : X → Y is defined as R(f) = E(x,y)∼P [dY (f(x), y)]; implicit
here is our designation of the metric of Y as the loss function. Analogously, the empirical risk
of f on a labeled sample is given by Rˆn(f) = n
−1∑
i∈[n] dY (f(xi), yi). In this paper, we always
take X = Ra and Y = Rb, each equipped with the standard Euclidean metric ‖·‖. Uniform
deviation bounds on |R(f)− Rˆn(f)|, over all f with ‖f‖Lip ≤ L, are given in Section D.
3 Learning algorithm
Overview. We follow the basic strategy proposed by [17] for real-valued regression. We
are given a labeled sample (xi, yi)i∈[n], where xi ∈ X := Ra and yi ∈ Y := Rb. For each
candidate Lipschitz constant L > 0, we compute the (approximate) Empirical Risk Minimizer
(ERM) fˆ := argminf∈FL Rˆn(f) over FL := {f ∈ Y X : ‖f‖Lip ≤ L}. We then compute the
generalization bound R(fˆ) ≤ Rˆn(fˆ)+Qn(a, b, L), where Qn(a, b, L) := supf∈FL |R(f)−Rˆn(f)| =
O(L/na+b+1), as derived in in Section D. Following the standard Structural Risk Minimization
(SRM) paradigm, we choose Lˆ to minimize the generalization bound.
Predicting the value at a test point x∗ ∈ X amounts to Lipschitz-extending fˆ from {xi : i ∈ [n]}
to {xi : i ∈ [n]} ∪ {x∗}. Equivalently, the ERM stage may be viewed as a smoothing procedure,
where y˜i := fˆ(xi) and (xi, y˜i)i∈[n] is the smoothed sample — which is then (approximately)
Lipschitz-extended to x∗. We proceed to describe each stage in detail.
3
3.1 Approximate Lipschitz extension
Problem statement. Given a finite sequence (xi)i∈[n] ⊂ X = Ra, its image (yi)i∈[n] ⊂ Y =
Rb under some L-Lipschitz map f : X → Y , a test point x∗, and a precision parameter ε > 0,
we wish to compute y∗ = f(x∗) so that ‖y˜ − f(xi)‖ ≤ (1 + ε)L ‖x∗ − xi‖ for all i ∈ [n]. Our
first result is an efficient algorithm for achieving this:
Algorithm 1 OnePointExtension
Require: labeled sample (xi, yi) ⊂ (X × Y )n, ε ∈ (0, 1/2) query point x∗ ∈ X, and upper
bound L ≥ ‖f‖
Lip
return label y∗
1: let x◦ be the nearest neighbor of x∗ among x1, . . . , xn; y◦ = f(x◦); d◦ = ‖x◦ − x∗‖
2: initialize weights w
(1)
1 , . . . , w
(1)
n as follows: w
(1)
i = 1/n for every i
3: let di = ‖xi − x∗‖/L for every i
4: let T = d16 lnn
ε2
e (the number of iterations)
5: for t = 1 to T do
6: let P =
∑n
i=1w
(t)
i /d
2
i and pi =
w
(t)
i
Pd2i
.
7: let z0 =
∑n
i=1 piyi and ∆ = ‖z0 − y◦‖
8: if ∆ ≤ d◦ then z(t) = z0 else z(t) = d◦∆ z0 + ∆−d
◦
∆ y
◦
9: update the weights: w
(t+1)
i = (1 +
ε‖y˜−yi‖
8di
)w
(t)
i for every i
10: normalize the weights: compute W =
∑n
i=1w
(t)
i and let w
(t+1)
i = w
(t)
i /W for every
i
11: end for
12: Return z = 1T
∑T
t=1 z
(t)
Theorem 3.1. The approximate Lipschitz extension algorithm OnePointExtension has runtime
O(na+ nb log n/ε2).
The query runtime can be significantly improved if the dimension of X is moderate:
Theorem 3.2. There is a data structure for the Lipschitz extension problem of memory size
O(2O(a)n) that can be constructed in time O(2O(a)n log n). Given a query point x∗ and a pa-
rameter ε ∈ (0, 1/2), one can compute y∗ such that ‖y∗− yi‖ ≤ (1 + ε)L‖x∗− xi‖ for every i in
time (1/ε)O(a)b log n log log n.
Analysis. We analyze algorithm OnePointExtensionand prove Theorems 3.1 and 3.2 via the
multiplicative update framework of Arora, Hazan, and Kale [6]. In particular, we will invoke
their Theorem 3.4, which, for completeness, is reproduced in Section A as Theorem A.1.
To simplify the notation, we assume (without loss of generality) that M := ‖f‖
Lip
= 1. Let
P = Ball(y◦, ‖x◦−x∗‖), define hi(y) = 1− ||y−yi||||x∗−xi|| for y ∈ Y i ∈ {1, . . . , n}. Then the Lipschitz
extension problem is equivalent to the following: find y ∈ P such that hi(y) ≥ 0 for all i ∈ [n].
Note that functions hi are concave and thus the problem is in the form of (3.8) from [6]. We
now bound the “width” of the problem, proving that hi(y) ∈ [−2, 1] for every y ∈ P (in the
notation from [6], we show that ` ≤ 1 and ρ ≤ 2).
Observe that for every y ∈ P and every i, we have (i) hi(y) ≤ 1 as ‖y−yi‖‖x∗−xi‖ ≥ 0 and (ii)
1− hi(y) = ‖y − yi‖‖x∗ − xi‖ ≤
‖y − y◦‖+ ‖y◦ − yi‖
‖x∗ − xi‖
≤ ‖x
◦ − x∗‖+ ‖x◦ − xi‖
‖x∗ − xi‖ ≤
2‖x◦ − x∗‖+ ‖x∗ − xi‖
‖x∗ − xi‖ = 1 + 2
‖x◦ − x∗‖
‖x∗ − xi‖ ≤ 3.
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Here, we used that ‖y − y◦‖ ≤ ‖x◦ − x∗‖ (which is true since y ∈ P), ‖y◦ − yi‖ ≤ ‖x◦ − xi‖
(which is true since f is 1-Lipschitz), and ‖x∗ − x◦‖ ≤ ‖x∗ − xi‖ (which is true since x◦ is the
point closest to x∗ among all points x1, . . . , xn). We conclude that hi(y) ∈ [−2, 1].
To apply Theorem A.1, we design an oracle for the following problem:
Problem 3.3. Given non-negative weights wi, which add up to 1, find y ∈ P such that
n∑
i=1
wihi(y) ≥ 0. (1)
Note that Problem 3.3 has a solution, since y∗, the Lipschitz extension of f to x∗ (whose
existence is guaranteed by the Kirzsbraun theorem), satisfies (1). Define auxiliary weights pi
and qi as follows:
P =
n∑
i=1
wi
‖x∗ − xi‖2 and pi =
wi
P‖x∗ − xi‖2 ,
Q =
n∑
i=1
wi
‖x∗ − xi‖ and qi =
wi
Q‖x∗ − xi‖ .
The oracle finds and outputs z ∈ P that minimizes V (z) = ∑ni=1 pi‖z − yi‖2. To this end, it
first computes z0 =
∑n
i=1 piyi. Note that V (z) = ‖z−z0‖2 +
∑n
i=1 pi‖z0−yi‖2. Then, if z0 ∈ P,
it lets z = z0; otherwise, it lets z be the point closest to zi in P, which is
z =
‖x◦ − x∗‖
‖z0 − y◦‖ z0 +
(
1− ‖x
◦ − x∗‖
‖z0 − y◦‖
)
y◦.
This z is computed on lines 6–8 of the algorithm. We verify that z satisfies condition (1). Rewrite
condition (1) in terms of weights qi: Q
∑n
i=1 qi ‖y−yi‖ ≤ 1. Using that ‖y∗−yi‖2
/‖x∗ − xi‖2 ≤
1, we get
Q
n∑
i=1
qi‖z − yi‖ =
n∑
i=1
wi
‖z − yi‖
‖x∗ − xi‖
by Cauchy–Schwarz
≤
(
n∑
i=1
wi
‖z − yi‖2
‖x∗ − xi‖2
n∑
i=1
wi
)1/2
since V (z)≤V (y∗)
≤
(
n∑
i=1
wi
‖y∗ − yi‖2
‖x∗ − xi‖2
)1/2
≤ 1
Proof of Theorem 3.1. From Theorem A.1, we get that the algorithm finds a 1 + ε approximate
solution in T = 8ρ` lnm
ε2
= 16 lnm
ε2
iterations. Computing distances di takes O(an) time, each
iteration takes O(bn) time.
Proof of Theorem 3.2 (sketch). Our key observation is that we can run the algorithm from
Theorem 3.1 on a subset X ′ of X, which is sufficiently dense in X. Specifically, let x◦ be a
(1 + ε)-approximate nearest neighbor for x∗ in X. Assume that a subset X ′ ⊂ X contains
x◦ and satisfies the following property: for every xi ∈ X ∩ Ball(x∗, ‖x∗ − x◦‖/ε), there exists
xj ∈ X ′ such that ‖xj − xi‖ ≤ ε‖x∗ − xi‖.
First, we will prove that by running the algorithm on set X ′ we get y∗ such that ‖yi−y∗‖ ≤
(1 + O(ε))L‖xi − x∗‖ for all i. Then we describe a data structure that we use to find X ′ for a
given query point x∗ in time (1/ε)O(a) log n.
(1) Algorithm from Theorem 3.1 finds y∗ such that ‖yi − y∗‖ ≤ (1 + O(ε))L‖xi − x∗‖ for all
xi ∈ X ′. Consider xi ∈ X. First, assume that xi ∈ Ball(x∗, ‖x∗ − x◦‖/ε). Find xj ∈ X ′ such
that ‖xj − xi‖ ≤ ε‖x∗ − xi‖. Then
‖yi − y∗‖ ≤ ‖yi − yj‖+ ‖yj − y∗‖ ≤ L‖xi − xj‖+ (1 + ε)L‖xj − x∗‖
≤ L((2 + ε)‖xi − xj‖+ (1 + ε)‖xi − x∗‖) ≤ (1 + 3ε+ ε2)M‖xi − x∗‖,
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as required. Now assume that xi /∈ Ball(x∗, ‖x∗ − x◦‖/ε).
‖yi − y∗‖ ≤ ‖yi − y◦‖+ ‖y◦ − y∗‖ ≤ L‖xi − x◦‖+ (1 + ε)L‖x◦ − x∗‖
≤ L(‖xi − x∗‖+ (2 + ε)‖x◦ − x∗‖) ≤ (1 + ε)2L‖xi − x∗‖.
We use a data structure D for approximate nearest neighbor search in X . We employ one of
the constructions for low-dimensional Euclidean spaces, by either of [7] or [23]. Using D, we can
find a (1 + ε/3)-approximate nearest neighbor of a point in Ra in time (1/ε)O(a) log n. Recall
that we can construct D in O(2O(a)n log n) time, and it requires O(2O(a)n log n) space. Suppose
that we get a query point x∗. We first find an approximate nearest neighbor x◦ for x∗. Let
r = ‖x◦−x∗‖. Take an εr/3 net N ′ in the ball Ball(x∗, r/ε). For every point p ∈ N ′, we find an
approximate nearest neighbor x(p) in X (using D). Let X ′ = {x(p) : p ∈ N ′} ∪ {x◦}. Consider
xi ∈ Ball(x∗, r/ε). There is p ∈ X ′ at distance at most εr/3 from xi. Let xj = x(p) ∈ X ′. Then
‖p− xj‖ ≤ (1 + ε/3)‖xi − p‖ ≤ (1 + ε/3)εr/3
and
‖xi − xj‖ ≤ ‖xi − p‖+ ‖p− xj‖ ≤ εr/3 + (1 + ε/3)εr/3 ≤ (2 + ε/3)εr/3 ≤ 3‖x∗ − xi‖,
as required. The size of X ′ is at most the size of N ′, which is (1/ε)O(a).
Multi-point Lipschitz extension. Finally, we describe an algorithm for the Multi-point
Lipschitz Extension. The problem is a generalization of the problem we studied in Section 3.1.
We are given a set of points X = {x1, . . . , xn} ⊂ Ra and their images Y = {y1, . . . , yn} ⊂ Rb
under L-Lipschitz map f . Additionally, we are given a set Z = {xn+1, . . . , xn+n′} ⊂ Ra and a
set of edges E on {1, . . . , n+ n′}. We need to extend f to Z — that is, find yn+1, . . . , yn+n′ —
such that ‖yi − yj‖ ≤ (1 + ε)L‖xi − xj‖ for (i, j) ∈ E. We note that E may contain edges that
impose Lipschitz constraints (i) between points in X and Z and (ii) between pairs of points in
Z. Without loss of generality, we assume that there are no edges (i, j) ∈ E with 1 ≤ i, j ≤ n.
Theorem 3.4. There is an algorithm for the Multi-point Lipschitz Extension problem that runs
in time
O(ma+
m3/2(logm)2b log(1/ε)
ε5/2
),
where m = |E|.
The algorithm and its analysis are almost identical to those for the Lipschitz Smoothing
problem. (see Theorem 3.5). The algorithm is given in the Appendix.
3.2 ERM and Lipschitz Smoothing
Problem statement. We reformulate the ERM problem fˆ = argminf∈FL Rˆn(f) as follows.
Given two sets of vectors, (xi, yi)i∈[n], where xi ∈ X := Ra and yi ∈ Y := Rb, we wish to
compute a “smoothed” version y˜i of the yi’s so as to minimize the distortion Φ(Y, Y˜) :=∑n
i=1 ‖yi − y˜i‖2, subject to the Lipschitz constraints ‖y˜i − y˜j‖ ≤ M‖xi − xj‖ for all i, j ∈ [n].
Here, Y = (y1, . . . , yn) and Y˜ = (y˜1, . . . , y˜n) (the columns of matrices Y and Y˜ are vectors
y1, . . . , yn and y˜1, . . . , y˜n, respectively). Notice that when we use the L2 norm, this problem is
a quadratically constrained quadratic program (QCQP). (notice that for this section only use
M = ‖f‖
Lip
)
We consider a more general variant of this problem where we are given a set of edges E on
{1, . . . , n}, and the goal is to ensure that the Lipschitz constraints ‖y˜i− y˜j‖ ≤M‖xi−xj‖ hold
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(only) for (i, j) ∈ E. The original problem corresponds to the case when E is the complete
graph, (Eij = M ||xi−xj ||). Importantly, if the doubling dimension ddimX is low, we can solve
the original problem by letting ([n], E) be a (1+ε)-stretch spanner; then m = n(1/ε)O(ddim) (this
approach was previously used by [17]; see also [23, Section 8.2], who used a similar approach
to compute the doubling constant). Our algorithm for Lipschitz Smoothing iteratively solves
Laplace’s problem in the graph G. We proceed to define this problem and present a closed-form
formula for the solution.
Laplace’s problem. We are given vectors {yi}, graph G, and additionally vertex weights
λi ≥ 0 (for i ∈ [n]) and edge weights µij ≥ 0 (for (i, j) ∈ E), find y˜i so as to
minimize Ψ(Y, Y˜, {λi}, {µij}) ≡
n∑
i=1
λi‖yi − y˜i‖2 +
∑
(i,j)∈E
µij‖y˜i − y˜j‖2.
Let L be the Laplacian of G = ([n], E) with edge weights µij ; that is Lii =
∑
j:j 6=i µij and
Lij = −µij for i 6= j. Let Λ = diag(λ1, . . . , λn). Then
(L+ Λ) Y˜> = ΛY>.
This equation can be solved separately for each of b rows of Y> using an nearly-linear equation
solver for diagonally dominant matrices by [30] in total time O(bm log n log(1/ε)) (see also
the paper by [43], which presented the first nearly-linear time solve for diagonally dominant
matrices).
We solve the Lipschitz Smoothing problem via the multiplicative weight update algorithm
LipschitzSmooth, presented below. It was inspired by the algorithm for finding maximum flow
using electrical networks by [13].
Analysis. Let Y∗ be the optimal solution to the Lipshitz Smoothing problem and and Φ0 be
a (1 + ε) approximation to the optimal value; that is, Φ(Y,Y∗) ≤ Φ0 ≤ (1 + ε)Φ(Y,Y∗) (we
assume that Φ0 is given to the algorithm; note that Φ0 can be found by binary search).
As in Section 3.1, we use the multiplicative-weight update (MWU) method. Let
hΦ(Y˜) = 1−
√
Φ(Y, Y˜)
Φ0
, hij(Y˜) = 1− ‖y˜i − y˜j‖
M‖xi − xj‖ , (i, j) ∈ E.
Note that functions hΦ and hij are concave.
Observe that hΦ(Y˜
∗) ≥ 0 and hij(Y˜∗) ≥ 0 for every (i, j) ∈ E. On the other hand, if
hΦ(Y˜) ≥ −ε and hij(Y˜) ≥ −ε, then
Φ(Y, Y˜) ≤ (1 + ε)2Φ0
and ‖y˜i − y˜j‖ ≤ (1 + ε)M‖xi − xj‖ for every (i, j) ∈ E.
In the Appendix, we describe the approximation oracle we invoke in the MWU method.
Theorem 3.5. There is an algorithm for the Lipschitz Smoothing problem that runs in time
O(ma+m3/2b(log n)2 log(1/ε)/ε5/2),
where m = |E|.
Proof. From Theorem 3.5 in [6], we get that the algorithm finds an O(ε) approximate solution in
T = O
(√
m/ε lnm
ε2
)
=
(√
m
ε5/2
)
iterations. Each iteration takes O(bm log n log(1/ε)) time (which
is dominated by the time necessary to solve Laplace’s problem); additionally, we spend time
O(am) to compute pairwise distances between points in X.
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Algorithm 2 LipschitzSmooth
Require: vectors X = x1, . . . , xn ∈ Ra, Y = y1, . . . , yn ∈ Rb, graph G = ([n], E), M and Φ0
output: Y˜
1:
2: let Y ≡ (y1, . . . , yn)
3: let rij = M‖xi − xj‖ for (i, j) ∈ E
4: let wij = 1/(m+ 1) for (i, j) ∈ E, where m = |E|
5:
6: let wΦ = 1/(m+ 1)
7: let T = c1d
√
m lnn
ε2
e (the number of iterations)
8: for for t = 1 to T do
9: let L be the Laplacian of G with edge weights µij =
wij+ε/(m+1)
r2ij
10: let λ = (wΦ + ε/(m+ 1))/Φ0
11: solve (λ−1L+ I) (Y˜t)> = Y> for Y˜t
12: update the weights: wΦ =
(
1 + c2ε
(√
Φ(Y,Y˜t)
Φ0
− 1
))
wΦ
13: wij =
(
1 + c2ε
(‖y˜i−y˜j‖
rij
− 1
))
wij for every (i, j) ∈ E
14: normalize the weights: W = wΦ +
∑
(i,j)∈E wij
15: wΦ = wΦ/W
16: wij = wij/W for all (i, j) ∈ E
17:
18: end for
19: output Y˜ = 1T
∑T
t=1 Y˜
t
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4 Simulation
For validating our approach we designed a static posture imitation task between two simulated
planar robotic manipulators of the same total link length with different degrees of freedom
(DOFs). The expert had k and the learner d DOFs (we set k = 5, d = 3).
To construct the training data, we sampled the states for the expert uniformly at random,
and for each expert posture, solved a variational problem to obtain the corresponding learner
posture; the latter was then perturbed by Gaussian noise. A precise description of the data
generation process can be found in the code, which is available in the supplementary material
together with the training data.
Results. We used 10000 training examples 1000 test ones. The results are shown in Figure 1.
The MWU algorithm achieved better empirical loss (average of 0.50) compared to the baseline
of multiple RBF kernel regressions (average loss of 2.02). The running time on a Google Colab
GPU for training 10K examples (ERM plus cross-validation for tuning L) was 7403 seconds.
Query point evaluation took an average of 0.5 second per point.
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A Arora-Hazan-Kale result
For completeness, we quote here verbatim (except for the numbering) the relevant definitions
and results from [6, Sec. 3.3.1, p. 137].
Imagine that we have the following feasibility problem:
∃?x ∈ P : ∀i ∈ [m] : fi(x) ≥ 0 (2)
where P ∈ Rn is a convex domain, and for i ∈ [m], fi : P → R are concave functions. We wish
to satisfy this system approximately, up to an additive error of ε. We assume the existence of an
Oracle, which, when given a probability distribution p = (p1, p2, . . . , , pm) solves the following
feasibility problem:
∃?x ∈ P :
∑
i
pifi(x) ≥ 0 (3)
An Oracle would be called (`, ρ)-bounded if there is a fixed subset of constraints I ⊆ [m] such
that whenever it returns a feasible solution x to (3), all constraints i ∈ I take values i the range
[−`, ρ] on the point x, and all the rest take values in [−ρ, `].
Theorem A.1 (Theorem 3.4 in [6]). Let ε > 0 be a given error parameter. Suppose there exists
an (`, ρ)-bounded Oracle for the feasibility problem (2). Assume the ` ≥ ε/2. Then there is an
algorithms which either solves the problem up to an additive error of ε, or correctly concludes
that the system s infeasible, making only O(`ρ log(m)/ε2) calls to the Oracle, with an additional
processing time of O(m) per call.
B Multi-point Lipschitz Extension Algorithm
Algorithm 3 ManyPointExtension
Require: vectors x1, . . . , xn, xn+1, . . . , xn+n′ ∈ Ra and y1, . . . , yn ∈ Rb, graph G = ([n], E),
and M return Y˜ = (yn+1, . . . , yn+n′)
1: let Y ≡ (y1, . . . , yn)
2: let rij = L‖xi − xj‖ for (i, j) ∈ E
3: let wij = 1/m for (i, j) ∈ E
4: let T = c1d
√
m lnn
ε2
e (the number of iterations)
5: for for t = 1 to T do
6: let λij =
wij+ε/m
r2ij
for (i, j) ∈ E
7: define n′ × n times matrix K as:
8: Kij = λi+n,j+n if (i+ n, j + n) ∈ E and 0 otherwise.
9: solve L(Y˜t)> = KY> for Y˜t
10: update the weights: wij =
(
1 + c2ε
(‖yi−yj‖
rij
− 1
))
wij for every (i, j) ∈ E
11: normalize the weights: W =
∑
(i,j)∈E wij
12: wij = wij/W for all (i, j) ∈ E
13: end forreturn Y˜ = 1T
∑T
t=1 Y˜
t
C Approximate oracle
To use the MWU method (see Theorem 3.5 in [6]), we design an approximate oracle for the
following problem.
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Problem C.1. Given non-negative edge weights wΦ and wij, which add up to 1, find Y˜ such
that
wΦhΦ(Y˜) +
∑
(i,j)∈E
w(i,j)h(i,j)(Y˜) ≥ −ε. (4)
Let µij =
wij+ε/(m+1)
M2‖xi−xj‖2 and λi = λ = (wΦ + ε/(m + 1))/Φ0. We solve Laplace’s problem
with parameters µij and λi (see Section 3.2 and Line 9 of the algorithm). We get a matrix
Y˜ = (y˜1, . . . , y˜n) minimizing
λ
n∑
i=1
‖yi − y˜i‖2 +
∑
(i,j)∈E
µij‖y˜i − y˜j‖2.
Consider the optimal solution y˜∗1, . . . , y˜∗n for Lipschitz Smoothing. We have,
λ
n∑
i=1
‖yi − y˜i‖2 +
∑
(i,j)∈E
µij‖y˜i − y˜j‖2 ≤ λ
n∑
i=1
‖yi − y˜∗i ‖2 +
∑
(i,j)∈E
µij‖y˜∗i − y˜∗j ‖2 (5)
≤ (wΦ + ε/(m+ 1)) +
∑
(i,j)∈E
(
wij +
1
m+ 1
) ‖y˜∗i − y˜∗j ‖
M2‖xi − xj‖2
≤
wΦ + ∑
(i,j)∈E
wij
+ ε = 1 + ε (6)
We verify that Y˜ is a feasible solution for Problem C.1. We have,
1−
wΦhΦ(Y˜) + ∑
(i,j)∈E
w(i,j)h(i,j)(y)
 = wΦ(1− hΦ) + ∑
(i,j)∈E
w(i,j)(1− h(i,j)(y))
≤
√
wΦ(1− hΦ)2 +
∑
(i,j)∈E
w(i,j)(1− h(i,j)(y))2 =
√√√√wΦ Φ(Y, Y˜)
Φ0
+
∑
(i,j)∈E
w(i,j)
‖y˜i − y˜j‖2
M2‖xi − xj‖2
≤
√
λΦ(Y, Y˜) +
∑
(i,j)∈E
w(i,j)µij‖y˜i − y˜j‖2 ≤
√
1 + ε ≤ 1 + ε,
as required.
Finally, we bound the width of the problem. We have hΦ(Y˜) ≤ 1 and hij(Y˜) ≤ 1. Then,
using (5), we get
(1− hΦ(Y˜))2 = 1
Φ0
n∑
i=1
‖yi − y˜i‖2 ≤ 1 + ε
λΦ0
≤ (1 + ε)(m+ 1)
ε
.
Therefore, −hΦ(Y˜) ≤ O(
√
m/ε). Similarly,
(1− hij(Y˜))2 = ‖yi − y˜i‖
2
M2‖xi − xj‖2 ≤
1 + ε
µij ·M2‖xi − xj‖2 ≤
(1 + ε)(m+ 1)
ε
Therefore, −hij(Y˜) ≤ O(
√
m/ε).
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D Generalization bounds
Let X ⊂ Rk and Y ⊂ R` be the unit balls of their respective Hilbert spaces (each endowed with
the `2 norm || · || and corresponding inner product) and HL ⊂ YX be the set of all L-Lipschitz
mappings from X to Y. In particular, every h ∈ HL satisfies
||h(x)− h(x′)|| ≤ L||x− x′||, x, x′ ∈ X .
Let FL ⊂ RX×Y be the loss class associated with HL:
FL = {X × Y 3 (x, y) 7→ f(x, y) = fh(x, y) := ||h(x)− y||;h ∈ HL} .
In particular, every f ∈ FL satisfies 0 ≤ f ≤ 2.
Our goal is to bound the Rademacher complexity of FL. We do this via a covering numbers
approach.
The empirical Rademacher complexity of a collection of functions F mapping some set
Z1, . . . ,Zn ⊂ Zn to R is defined by:
Rˆ(F ;Z) = E
[
sup
f∈F
1
n
n∑
i=1
σif(Zi)
]
. (7)
Recall the relevance of Rademacher complexities to uniform deviation estimates for the risk
functional R(·) [34, Theorem 3.1]: for every δ > 0, with probability at least 1 − δ, for each
h ∈ HL:
R(h(z)) ≤ Rˆn(h(z)) + 2Rˆn(FˆL) + 6
√
ln(2/δ)
2n
. (8)
Define Z = X × Y and endow it with the norm ‖(x, y)‖Z = ‖x‖+ ‖y‖; note that (Z, ‖·‖Z)
is a Banach but not a Hilbert space. First, we observe that the functions in FL are Lipschitz
under ‖·‖Z . Indeed, choose any f = fh ∈ FL and x, x′ ∈ X , y, y′ ∈ Y. Then∣∣fh(x, y)− fh(x′, y′)∣∣ = ∣∣‖h(x)− y‖ − ∥∥h(x′)− y′∥∥∣∣
≤ ∥∥(h(x)− y)− (h(x′)− y′)∥∥
≤ ∥∥h(x)− h(x′)∥∥+ ∥∥y − y′∥∥
≤ L∥∥x− x′∥∥+ ∥∥y − y′∥∥
≤ (L ∨ 1)∥∥(x, y)− (x′, y′)∥∥Z ,
where a ∨ b := max {a, b}. We conclude that any f ∈ FL is (L ∨ 1) < L + 1-Lipschitz under
‖·‖Z .
Since we restricted the domain and range of HL, respectively, to the unit balls BX and BY ,
the domain of FL becomes BZ := BX ×BY and its range is [0, 2]. Let us recall some basic facts
about the `2 covering of the k-dimensional unit ball
N (t, BX , ‖·‖) ≤ (3/t)k;
an analogous bound holds for N (t, BY , ‖·‖). Now if CX is a collection of balls, each of diameter
at most t, that covers BX and CY is a similar collection covering BY , then clearly the collection
of sets
CZ := {E = F ×G ⊂ Z : F ∈ CX , G ∈ CY}
covers BZ . Moreover, each E ∈ CZ is a ball of diameter at most 2t in (Z, ‖·‖Z). It follows that
N (t, BZ , ‖·‖Z) ≤ (6/t)2k.
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Finally, we endow FL with the `∞ norm, and use a Kolmogorov-Tihomirov type covering
estimate (see, e.g., [19, Lemma 5.2]):
logN (t, FL, ‖·‖∞) ≤ (96(L+ 1)/t)2k log(8/t).
We can now use [19, Theorem 4.3]):
Theorem D.1. Let FL be the collection of L-Lipschitz [0, 2]-valued functions defined on a met-
ric space (Z, || · ||Z) with diameter 1 and doubling dimension d. Then Rˆn(FL;Z) = O
(
L
n1/(d+1)
)
.
Putting d = k + ` yields our generalization bound:
Qn(k, `, L) = R(h(z))− Rˆn(h(z)) = O
( L
n
1
d+1
)
. (9)
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(a) (b)
(c) (d) |S| = 100
(e) |S| = 1000 (f) |S| = 5000
Figure 1: Regression via Kirszbraun extension for a static posture imitation task between two
planar robotic manipulator with different DOFs (expert: 5, learner 3).
Sub-figures (a)-(c) show three expert postures (in black) with corresponding ground truth pos-
ture of the learner (in green) and the estimated posture of the learner (in blue). Figures (d-f)
shows the same configuration of the expert arm, with ground truth correspondence, learner’s
estimate, and base-line evaluation (red), for different sizes of training data: 100 (d) 1000 (e)
and 5000 (f).
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