ABSTRACT Kernel principal component analysis (KPCA) has been widely used for nonlinear process monitoring. However, since the principal components are linear combinations of all kernel functions, traditional KPCA suffers from poor interpretation and high-computation cost. To address this problem, obtaining sparse coefficients in KPCA is of paramount importance, particularly for real-time process monitoring and large-scale processes. In this paper, a new sparse kernel principal component analysis via sequential approach, named SSKPCA is proposed for nonlinear process monitoring. We first incorporate elastic net regularization into the framework of KPCA to establish a modified optimization problem. Then, a sequential approach is employed to derive the solution. Different from the existing sparse KPCA method based on elastic net regularization, the extra computations associated with the kernel matrix, such as matrix inversion and matrix square root are avoided in the optimizing procedure for solving the modified optimization problem. Therefore, the proposed SSKPCA method is more efficient in numerical implementation. The SSKPCA-based T 2 and squared prediction error (Q) statistics are constructed for fault detection. Furthermore, the sensitivity analysis principle is adopted for fault identification. A comparative study of Tennessee Eastman Process (TEP) is carried out to illustrate the ability and efficiency of the proposed SSKPCA-based nonlinear process monitoring method.
I. INTRODUCTION
To improve product quality and ensure process safety, process monitoring and fault diagnosis (PM-FD) technologies have been played a vital role in the modern industrial processes [1] , [2] . Due to the rapid development in the fields of storage and sensor technologies, data-driven PM-FD methods have gained a substantial amount of research attention in recent years [3] - [5] . As the representative data-driven PM-FD approaches, principal component analysis (PCA), canonical correlative analysis (CCA), partial least squares (PLS), have been widely applied in various industrial processes [6] - [8] . For example, Zhou et al. [9] developed a The associate editor coordinating the review of this manuscript and approving it for publication was Francesco Tedesco.
PCA-based methods to monitoring the iron-making process and achieve early abnormality detection. Chen et al. [10] applied CCA-based fault detection method to alumina evaporation process. Jiang et al. adopted PLS-based method to design a diagnosis system oriented to the key-performanceindicators (KPIs) to an industrial hot rolling mill process, and developed a MATLAB toolbox DB-KIT [11] .
Among them, principal component analysis stands out due to its simplicity and ability. In PCA, the high-dimensional data are projected onto a lower-dimensional latent variable subspace through linear projection [12] . However, for most industrial processes, the relationship between process variables is nonlinear. To handle these nonlinearities, several methods have been proposed to extend the linear PCA to nonlinear case [13] - [16] .
Compared with the neural networks-based and local linearization-based nonlinear PCA methods, kernel principal component analysis (KPCA) proposed by Schölkopf et al. [17] is a ubiquitous technique in nonlinear process monitoring. Lee et al. [18] first suggested a simple approach to calculate the squared prediction error (Q) in the feature space for process monitoring. Choi et al. [19] developed an unified fault detection index based on energy approximation concept and a reconstruction-based identification index to facilitate the detection and identification work, respectively. Ge et al. [20] incorporated the statistical local approach into KPCA-based process monitoring method to deal with the non-Gaussian problem. Fezai et al. [21] studied the time-varying property with online reduced KPCA, which updates the KPCA model by the dictionary containing the most relevant independent kernel functions. Jiang and Yan [22] incorporated randomized algorithm (RA) and genetic algorithm (GA) into parallel PCA-KPCA model for process monitoring, which efficiently discriminates the linear and nonlinear relationships among variables. Samuel and Cao [23] introduced the kernel density estimation (KDE) technique to determine the upper control limits (UCLs), which improves the KPCA-based fault detection performance.
In KPCA-based methods, the original data are first mapped into high-dimensional feature space. Then the principal components (PCs) are extracted in the feature space as linear PCA does through the kernel trick. A significant shortcoming of KPCA is that the derived PCs are linear combinations of all kernel functions associated with total training data. Thus, the computation cost is relatively expensive. Furthermore, the interpretation of these PCs becomes more difficult.
To address this problem, several sparse algorithms have been developed recently [24] - [30] . Zou et al. proposed the sparse principal component analysis (SPCA) to obtain sparsity at the cost of explained variance by reformulating PCA as a regression problem, and imposing the elastic net constraint on the regression coefficients [24] . Witten et al. proposed a sparse principal component analysis method using penalized matrix decomposition (PMD) [25] . Sjöstrand et al. developed a MATLAB toolbox SpaSM, which provides a series of effective algorithms for sparse statistical modeling [26] . Wang and Xiao [28] used the inherent connection between KPCA and the best fitting kernelized ellipsoid to obtain sparse PCs. Tipping [29] devised a sparse form of KPCA based on probabilistic PCA model, through approximating the feature space sample covariance matrix by a reduced number of feature vectors. A disadvantage of Tipping's method is that a probabilistic model for the data is required. Recently, Wang and Tanaka [30] proposed a sparse kernel principal component analysis (SKPCA) method, which integrates elastic net regularization into KPCA, to derive sparse coefficients and minimize the mean square error simultaneously. And an alternating direction method of multipliers (ADMM) algorithm [31] was used to solve the established optimization problem. However, in SKPCA method, the features were approximated by the square root of the kernel matrix. Additionally, the matrix inversion was involved in the ADMM algorithm. Hence, it is inefficient in numerical implementation.
Motivated by the above discussions, we propose a new sparse kernel principal component analysis method via sequential approach, which is called SSKPCA in this paper. First, a modified optimization problem is developed for deriving sparse coefficients. Compared with the optimization problem in Wang's SKPCA method [30] , the approximation of features is not needed. Thus, the square root of the kernel matrix is not involved. Second, we solve the modified optimization problem with a sequential approach. Compared to the ADMM algorithm, the convergence rate of the sequential approach is faster, and the operation of matrix inversion is avoided. The superior performance of sequential approach has been validated in sparse PCA [26] . However, this method has not yet been employed for sparse KPCA. Then SSKPCA-based T 2 and Q statistics are used for fault detection. And the sensitivity analysis principle is employed for fault identification. To verify the SSKPCA-based process monitoring performance, a comparative study of the Tennessee Eastman Process (TEP) is carried out.
The contribution of this paper is two-fold. First, we explore the application of sparse KPCA in nonlinear process monitoring. Although, sparse KPCA methods have been employed in the fields such as image processing, pattern recognition. To the author's knowledge, the application of sparse KPCA in process monitoring has not been investigated yet. Second, we propose a new sparse KPCA through sequential approach for nonlinear process monitoring. The proposed SSKPCA method is more efficient in numerical implementation. Results show the performance of the proposed SSKPCA-based process monitoring is superior to traditional KPCA and existing SKPCA methods.
The remaining part of the paper is presented as follows. First, a brief review of the KPCA method is presented in Section II, and the proposed SSKPCA method is developed in Section III. Then, the SSKPCA-based process monitoring method is given in Section IV. Subsequently, the superiority of the proposed process monitoring method is illustrated through TEP in Section V. Finally, conclusions are drawn in Section VI.
II. A REVIEW OF KPCA
Given a normalized data matrix X = [x 1 , . . . , x n ] T ∈ R n×m with n samples. To capture the nonlinearities in data, KPCA maps each data vector into high-dimensional feature space H by using the nonlinear mapping function , i.e., x i ∈ R m − − → (x i ) ∈ R h . Then, linear PCA is performed in the resulting feature space. VOLUME 7, 2019 Assumed that the features (x i ) are mean centered, the covariance matrix of features is given below,
where
Then, the loading vector p k can be obtained by solving the following eigenvector problem,
where λ k and p k denote the kth eigenvalue and eigenvector, respectively. However, since the features (x i ) are not explicit, the eigenvector problem (2) can not be directly solved. Through the theory of kernel-based methods, the p k can be constructed by a linear combination of { (x i )} n i=1 . Thus, we obtain
By integrating (3) into (2), it derives
where K ∈ R n×n is composed of the dot product between (x i ) and (x j ). The dot product is defined,
In this study, the widely used Gaussian kernel function is adopted for nonlinear process monitoring [18] . The Gaussian kernel function is defined below,
where c is the kernel bandwidth to control the smooth of the kernel function. Besides, the coefficients vector a k is assumed to be normalized as a k
For a given vector x, the feature (x) can be expressed as the reconstruction featureˆ (x) = (x)PP T in l-dimensional subspace and residual E in residual space,
where T = (x)P and P = χ T A are the score matrix and the loading matrix in PCA-like methods, respectively. Usually, l is determined by cumulative percent variance (CPV) method in process monitoring.
III. THE PROPOSED SSKPCA METHOD
As can be seen from (3) in Section II, the loading vector p k is a linear combination of all mappings. Thus, the interpretation of PCs becomes difficult as the number of samples increases. Additionally, it results in high computation and storage costs. To achieve the sparsity of loading vectors, we first reformulate KPCA as a regression-type optimization problem. Then a modified optimization problem with elastic net regularization is developed, and a sequential approach is adopted to solve it. To verify the performance of the proposed SSKPCA method, an illustrative example is given in Section III-D.
A. OPTIMIZATION PROBLEM BASED ON ELASTIC NET REGULARIZATION
First, the objective of KPCA is rewritten, arg min
where P = [p 1 , . . . , p l ] is the loadings matrix. Equation (6) is softened as a regression-type optimization problem with regularization term similar to [24] , arg min
where λ is a positive regularization parameter. In order to solve (7), Wang used K 1 2 as an approximation of features (x i ), which leads to the introduction of K − 1 2 in l 1 -norm term, then ADMM was applied to solve the optimization problem [30] , arg min
where t k is the dual variable and ρ > 0 is the penalty parameter. From (8), the matrix inversion K −1 and matrix square root K 1 2 are needed to be calculated in ADMM algorithm. Moreover, kernel matrix may become singular or close to singular after centralization, the solution will be tricky [32] . For brevity, the detailed SKPCA algorithm is omitted here. Readers can refer to [30] , [31] .
In this paper, we try to avoid the cumbersome computation of matrix inversion and the use of K 1 2 to approximate the high-dimensional features. Hence, we reformulate (7) as, arg min
where P = χ T A, Q = χ T B and A is formed by the first l ordinary coefficients vectors.
To obtain sparse coefficients, the least absolute shrinkage and selection operator (LASSO) penalty is introduced by converting the ridge regression in (9) to an elastic net regression, arg min
where γ k is the hyperparameter to determine the sparsity of the kth coefficients vector. From (10), it is noticed that the reformulated optimization problem without penalties will reduce to that of KPCA. As can be seen in (8) and (10), there is no approximation and the excessive computation of K 1 2 is avoided. The features χ cannot be expressed with an explicit function. Fortunately, (10) can be solved through sequential approach and the kernel trick. Details will be discussed in Section III-B.
B. OPTIMIZATION SOLUTION VIA SEQUENTIAL APPROACH
Alternating minimization algorithms have been widely used to solve the similar optimization problems in sparse PCA and sparse KPCA. In this paper, we adopt the sequential approach developed in [26] to solve the modified optimization problem (10) . The sequential approach transforms one large nonconvex optimization problem into several small ones. As an example, we first fix a k to derive b k . And then, the optimal a k is solved for fixed b k . After initialization of A and B, the iteration procedure is illustrated as follows, (10) can be solved by the following optimization problem,
Solve (12) as an unconstrained problem below,
By setting the partial derivative with respect to a k to zero, we obtain,
To satisfy the orthogonality constraint, then
By substituting (15) for (14), then we can estimate a k below,â
As can be seen from (14)- (17), the δ 1 and δ 2 are included in s k . In practice, we only need to calculate s k with (16) and then scale this vector with (17) . Remark 1: While λ is infinite, (11) is reduced tô
where (.) + is a soft-threshold function.
Remark 2:
In the previous optimization solution of SSKPCA, two hyperparameters λ and γ k , two matrices A and B are needed to be tuned and initialized, respectively. Similar to SPCA [26] and SKPCA [30] , we initialize the A with a n×l matrix consisting of the first l coefficients vectors obtained by KPCA and B with a n × l zero matrix. The hyperparameters λ and γ k are tuned by cross-validation.
C. SUMMARY OF SSKPCA ALGORITHM
Algorithm 1 gives the concrete procedure of the proposed SSKPCA method outlined above. In conclusion, compared to [24] , [30] , the advantages of the proposed SSKPCA method are examined as follows,
1) LESS COMPUTATION COMPLEXITY
Compared with the SKPCA method [30] , the proposed SSKPCA method does not involve the matrix inversion and matrix square root. Also, two nested iteration loops are involved in the SKPCA method. In contrast, only one nested iteration loop is conducted in SSKPCA algorithm. Therefore, the SSKPCA is more efficient in numerical implementation.
2) FEWER PARAMETERS TO BE TUNED
Two parameters λ and γ k are needed to be tuned for SSKPCA. However, three parameters λ, γ k and ρ are involved in SKPCA. For more details, the reader refers to [30] , [31] .
3) FAST CONVERGENCE RATE
In the sequential approach, large non-convex optimization problem is transformed into small ones. The convergence rates are typically orders of magnitude higher than that of the simultaneous approach [24] , [26] . 
5:
k Ks k (Normality requirement of P).
7:
end while 8: end for Output: Construct sparse coefficients matrix B fromb k .
D. AN ILLUSTRATIVE EXAMPLE
To compare the SSKPCA with SKPCA methods, we consider a two-dimensional toy example with the data generated from three clusters at (−0.5, −0.2), (0, 0.6) and (0.5, 0). 30 data points are generated for each cluster with a standard deviation of 0.1. The parameter c in Gaussian kernel function is set to 0.1. For SKPCA, similar to [30] , the tolerances and the maximum iteration step are set to abs = 0.0001, rel = 0.01, = 10 −9 and 300, respectively. Gird search method is adopted to determine the optimal parameters ρ and λ in the region of [10 −6 , 10 6 ] × [10 −6 , 10 6 ]. 8 principal components are selected. In this study, the Index of Sparseness (IS) is adopted to determine the number of non-zero coefficients (NNZC) for each principal component [33] . Fig. 1 , the parameters ρ and λ are set to 0.01 and 0.01, respectively. And the NNZC and percentage of explained variance (PEV) with different γ k are plotted in Fig. 2 . We set γ 1−8 = 0.0001 and the NNZC for each PC is 31, 29, 24, 22, 19, 20, 20 , and 24, with 92.45% CPV explained.
For simplicity, we adopt (18) to derive the b k in the numerical example. When the γ k in SSKPCA is negative, the absolute value directly represents the desired NNZC for kth principal component. This is an advantage to other algorithms, where sparsity cannot directly be specified [26] . Thus an exhaustive search method is used to determine the parameters γ k . Fig. 3 plots the PEV of different NNZC for 8 principal components. From Fig. 3 , the γ 1−8 are set to 23, 58, 44, 20, 20, 20, 20 and 20 , where 90.90% CPV is explained.
For comparison, two indices are introduced. The first index is computation time spent on building models. We evaluate the elapsed time for extracting nonlinear features. The experiment environment includes Windows 10 operating system, Intel(R) Xeon(R) Bronze 3104 CPU @ 1.70GHz, 64.0 GB RAM, and Matlab(R2016a). Table 1 shows the average CPU times of 100 Monte Carlo simulations in the training model stage. Obviously, the CPU time of SSKPCA (0.24s) is much less than that of SKPCA (12.03s). This is consistent with the fact that is discussed in Section III-C. The relative reconstruction error (RRE) in feature space is considered as the second index [34] . For feature (x), the RRE is defined,
where the reconstruction featureˆ (x) = (x)PP T . Table 1 lists the average RREs of 100 Monte Carlo simulations for SSKPCA and SKPCA methods, respectively. As shown in Table 1 , the RRE of SSKPCA (15.63%) is smaller than SKPCA (84.12%). Overall, the SSKPCA can gain a better perform than SKPCA.
IV. SSKPCA-BASED PROCESS MONITORING A. FAULT DETECTION
Similar to PCA-like process monitoring methods, two conventional Hotelling's T 2 and Q statistics are established for fault detection. T 2 statistic represents the Mahalanobis distance in model subspace, and Q statistic indicates the squared prediction errors in residual space.
SSKPCA-based T 2 statistic is defined below,
And A s is the sparse coefficients matrix derived from Algorithm 1. Different with T 2 statistic, Q statistic is the measure of goodness of fit of an observation to the SSKPCA model.
where e = (I − PP T ) (x) is the projection of (x) into the residual space. Then, SSKPCA-based Q statistic is below,
Usually, the UCLs for two statistics are determined on the Gaussian assumption. However, the assumption may be violated in industrial processes. Kernel density estimation (KDE) technique has been widely employed to improve the fault detection performance [23] , [35] . In this paper, we use KDE to determine the UCLs for T 2 and Q statistics.
Given a random variable y, the probability density function p(y) can be estimated through the kernel function K
where M is the number of samples, K(g) = e −g 2 /2 / √ 2π and h is the bandwidth.
At a given significance level α, the probability y to be less than UCL J α is defined as,
By replacing y with T 2 and Q obtained from (19) and (21) respectively, the UCLs for T 2 α and Q α can be estimated as,
B. FAULT IDENTIFICATION
Once a fault was detected, a crucial step is to identify those observation variables which are most pertinent to the fault. However, in nonlinear process monitoring, fault identification is more difficult than fault detection. The main reason is that there exists nonlinear correlations among process variables [36] . Hence, fault identification for nonlinear processes is still an open problem. In this paper, we adopt sensitivity analysis principle based contribution plot to implement fault identification [37] . The key point is to calculate the change in the partial derivative of T 2 and Q statistics to process variables. For test data x = [x 1 , . . . , x m ] T , the contribution vector of the m variables to T 2 and Q are defined as follows,
is the partial derivative of the kernel vector K T t (x) with respect to the process variables in training data X and operation * is hadamard product, i.e., (A * B) ij = a ij b ij . From the contribution plots of SSKPCA-based T 2 and Q statistics, those variables with large contributions are perceived as the variables responsible. 
C. SSKPCA-BASED PROCESS MONITORING PROCEDURE
The process monitoring procedure includes two stages: offline modelling and online monitoring. In the off-line modelling stage, the process model is developed by the SSKPCA method. Fault is detected by comparing the real-time statistics of new sample with UCLs. While a fault is detected, contribution plots are used to determine the root cause variables. The detailed SSKPCA-based process monitoring procedure is summarized as follows,
1) OFF-LINE MODELLING
1) Collect training data under the normal operating condition and normalize the training data X ∈ R n×m . 2) Compute the kernel matrix K and center it.
3) Solve (4) to obtain the coefficients matrix A ∈ R n×n and the eigenvalue matrix = diag{λ 1 , . . . , λ n }. 4) Specify the CPV, the number l of the retained PCs is determined. 5) Obtain sparse coefficients matrix A s according to the SSKPCA algorithm (Algorithm 1). 6) Determine the UCLs according to (24) and (25) .
2) ONLINE MONITORING
1) Obtain the new observation data x and normalize it using the mean and standard deviation values obtained by off-line modelling. 2) Compute the kernel vector K t (x) using training data and center it.
where K and 1 n are obtained from the model, and 1 n = 1/n[1, . . . , 1] ∈ R 1×n . 3) Calculate the monitoring statistics of test data x via (19) and (21). 4) Detect faults by monitoring T 2 , Q and its UCLs. 5) Determine the fault variables by quantifying the contributions of process variables (26) and (27) .
V. APPLICATION TO TENNESSEE EASTMAN PROCESS
The Tennessee Eastman Process (TEP), which was proposed by Downs and Vogel to provide a realistic simulation of an industrial chemical process, has been widely used as a benchmark for studying and evaluating process monitoring methods [38] . A flowsheet of the TEP is displayed in Fig. 4 . It consists of five major units: a reactor, a condenser, a recycle compressor, a Vap-Liq separator, and a product stripper. From Fig. 4 , the process has 41 measured variables (19 composition measurements and 22 process measurements) and 11 manipulated variables. In this study, 33 variables are considered for process monitoring, as listed in Table 2 . The datasets are sampled with a sampling interval of 3 minutes for a total time of 48 hours. A dataset with 960 samples collected under normal operation condition, is used to establish process monitoring model. A total of 21 faulty datasets are collected under different fault conditions. Descriptions of these fault modes are listed in Table 3 . The fault is introduced after the 160th sample in each faulty dataset [40] .
The width c of the kernel function is set by c = τ mσ 2 as in [18] . m and σ 2 are the dimension and variance of the monitoring variables, respectively. Here, σ 2 = 1 since the data are normalized. τ is set to 10 in this case. For KPCA, 17 principal components are retained to capture 92.25% of the total variance. For comparison, 17 principal components are also selected for SKPCA and SSKPCA. Similarly, for SKPCA, we set ρ = 0.001, λ = 0.001, γ 1−7 = 4 × 10 −7 and γ 8−17 = 10 −6 . For SSKPCA, λ is set 10 −3 . The influence of different λ on the SSKPCA-based fault detection performance is further discussed in Section V-C.
The NNZC versus PEV on each principal component is given in Fig. 5 . It can be seen that the percentage of explained variance will not significantly increase since NNZCs are chosen as 100. Therefore, the NNZCs are selected as 200 and 100 for the first and the other 16 PCs, respectively. With the selected parameters, 89.62% CPV is explained. Fig. 6 compares the coefficients matrices derived by KPCA, SKPCA and SSKPCA for 17 principal components. From Fig. 6 , most of the coefficients derived by SKPCA and SSKPCA are zero. Thus, the computation loads of SKPCA and SSKPCA in online process monitoring will be greatly reduced. Table 4 shows the CPU times for the SSKPCA, SKPCA, and KPCA-based online process monitoring. Obviously, the SSKPCA-based method spends the smallest CPU time. The reduction of computation time is of paramount important for real-time process monitoring and large-scale processes. Therefore, SKPCA and SSKPCA methods are more suitable than KPCA method.
A. FAULT DETECTION PERFORMANCE
For comparison of fault detection performance, three indices named fault detection rate (FDR), false alarm rate (FAR) and average run length (ARL) are introduced [23] , [41] .
FDR is the percentage of faulty data samples detected during the total faulty dataset. FAR is defined as the percentage of normal samples identified as faults during the normal operation. And ARL is the average number of observed samples before a fault is declared. In general, the higher FDR, lower FAR and smaller ARL indicate better fault detection performance.
In Table 5 , the FDRs for 21 faulty datasets are listed for SSKPCA, SKPCA and KPCA-based process monitoring methods, respectively. As shown in Table 5 , for faults 1, 2, 4, 6-8, 12-14, 17-18, the FDRs are almost over 90%, since the changes in these faults are obvious. For faults 3, 9 and 15, the FDRs of all statistics are relative low. The main reason is that the mean or the variance of process variables VOLUME 7, 2019 FIGURE 6. An illustration of transformation matrices derived by KPCA, SKPCA and SSKPCA, in which the white block represents the zero coefficients and the blue block represents the nonzero coefficients.
have smaller change in these faults [40] . However, SSKPCAbased Q statistic gives better performance than other statistics. For faults 5, 10, 11, 16, 19-21, although their FDRs are not as large as that of those faults with obvious change, SSKPCA-based Q statistic still provides better fault detection performance than other statistics. For example, the FDR of SSKPCA-based Q statistic for fault 10 is 48.00% whereas others are below 38%. And from Table 5 , it can be seen that the average FDRs of SSKPCA-based Q statistic (66.56%) is much larger than other statistics. To further verify the performance of SSKPCA-based process monitoring, faults 10 and 16 are selected as examples. Figs. 7 and 8 show the KPCA-based, SKPCA-based and SSKPCA-based T 2 and Q statistics control charts for fault 10 and 16, respectively. It can be seen that SSKPCA-based Q statistic can detect more faulty samples than other statistics. Although the proposed SSKPCA method can give better performance than SKPCA and KPCA methods, the results are still unsatisfied for some faulty cases such as fault 10. One possible reason is that the dynamic characteristics of the TEP are not taken into consideration. Hence, it is worth to study dynamic SSKPCA for process monitoring in future. Tables 6 and 7 compare the FARs and ARLs for 21 faults, respectively. From Table 6 , the FARs of SSKPCA-based Q statistic is 0% for faults 1-2, 4-7, 10, 13, 20. This is again observed that the superiority of SSKPCA-based fault detection method. From the data in Table 7 , we can see that the average ARLs of SSKPCA-based T 2 statistic is equal to KPCA-based and SKPCA-based T 2 statistics. Thus, the conclusion can be drawn that the SSKPCA-based process monitoring method outperform than KPCA-based and SKPCA-based methods in terms of FDRs, FARs and ARLs.
B. FAULT IDENTIFICATION PERFORMANCE
After the fault was detected, the next step is determine the faulty variables. As we have mentioned, the fault identification is still an open problem for nonlinear process monitoring, due to complicated correlations between process variables. In this section, faults 2, 7 and 10 are used as examples to investigate the ability of SSKPCA-based method for fault identification.
For fault 2, there is a step-type change in the B composition (stream 4). The most likely root cause is x 28 (purge valve, stream 9). And due to the change of variable x 28 , the purge rate (x 10 ) has also a step change as seen in Fig. 9 . Contribution plot to the T 2 and Q statistics at 300th sample is displayed in Fig. 10. From Fig. 10 , it can be clearly seen that x 10 and x 28 have the larger contributions to both T 2 and Q statistics than other variables. Therefore, the contribution plot using all statistics can identify the fault variables correctly. Fault 7 is a step-type fault related to the C-header pressure loss-reduced availability in stream 4. Thus, it will cause the change in process variables related to the stripper. Fig. 11 shows the contribution plot to T 2 and Q at 300th sample. According to contribution plot, it can be seen that process variable x 18 , x 19 , x 26 and x 31 have relative larger contributions. The trends of these variables are depicted in Fig. 12 . From Fig. 12 , we can see a obvious change in x 26 , i.e., the total feed flow in stream 4. The variable x 26 is considered as the root cause [42] . Although x 18 , x 19 and x 31 are affected by x 26 , the control loops are able to compensate the change in these variables. From Fig. 11 , the contribution of x 26 to SSKPCA-based T 2 statistic is about 46%, whereas 29% to KPCA-based T 2 statistic and 31% to SKPCA-based T 2 statistic. Hence, SSKPCA-based T 2 statistic provides more effective diagnosis result for fault 7.
For fault 10, there is a random variation in C feed temperature. Apparently, the stripper temperature x 18 , stripper steam flow x 19 and stripper steam x 31 will be affected. And x 5 will change to compensate the variation in recycle flow. Contribution plot for fault 10 is depicted in Fig. 13 . As shown in the contribution plot, x 5 , x 18 , x 19 and x 31 can be recognized as fault variables. Fig. 14 31 . As shown in Fig. 14 , however, the change of x 5 is actually much smaller than other variables. Specifically, the SSKPCA-based Q statistic gives slightly better performance than other statistics for fault 10. The contributions of x 18 , x 19 and x 31 to SSKPCA-based Q statistic are much larger than other variables as shown in Fig. 14 .
From the results of fault identification, it can be seen that the SSKPCA-based T 2 and Q statistics can provide more sensitive statistics to identify the faulty variables. However, as mentioned in the Section I, the interactions among process variables are very complicated in nonlinear processes such as fault 10. Thus, SSKPCA-based fault identification method is still warranted to be studied while facing with complex processes. 
C. SELECTION OF λ
In the proposed SSKPCA method, if λ is very large then it will add too much weight and lead to under-fitting. However, the empirical evidence suggests that the output of SSKPCA has little change when λ is varied. In this section, we investigate the influence of λ to the SSKPCA-based process monitoring performance, in terms of the average FDRs and FARs of T 2 and Q statistics. In particular, λ is set to the scope of [10 −6 , 10 6 ]. The average FDRs and FARs for all 21 faulty datasets are shown in Fig. 15 . As it can be seen from Fig. 15 , there is no obvious change in the average FDRs and FARs, where the biggest difference between FDRs is below 2.7% and between FARs is below 1.0%. Based on the results of Fig. 15 , we choose λ = 10 −3 empirically in the TEP case.
VI. CONCLUSIONS
In this paper, a new sparse kernel principal component analysis method combining the elastic net regularization and sequential approach is proposed. Different with existing SKPCA with elastic net regularization, the proposed SSKPCA method is more efficient by avoiding the calculation of matrix inversion and square root. In addition, fewer parameters are needed to be tuned. Therefore, the SSKPCA method is suitable for real-time process monitoring and large-scale processes. Finally, the TEP benchmark is adopted to evaluate the proposed SSKPCA-based nonlinear process monitoring performance. Results show the superior performance of the proposed method. Future work will focus on the improvement of SSKPCA-based process monitoring. Specifically, the extensive studying for dynamic SSKPCA-based process monitoring is worth performing.
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