ABSTRACT Body area networks, including smart sensors, are widely reshaping health applications in the new era of smart cities. To meet increasing security and privacy requirements, physiological signalbased biometric human identification is gaining tremendous attention. This paper focuses on two major impediments: the signal processing technique is usually both complicated and data-dependent and the feature engineering is time-consuming and can fit only specific datasets . To enable a data-independent and highly generalizable signal processing and feature learning process, a novel wavelet domain multiresolution convolutional neural network is proposed. Specifically, it allows for blindly selecting a physiological signal segment for identification purpose, avoiding the complicated signal fiducial characteristics extraction process. To enrich the data representation, the random chosen signal segment is then transformed to the wavelet domain, where multiresolution time-frequency representation is achieved. An auto-correlation operation is applied to the transformed data to remove the phase difference as the result of the blind segmentation operation. Afterward, a multiresolution 1-D-convolutional neural network (1-D-CNN) is introduced to automatically learn the intrinsic hierarchical features from the wavelet domain raw data without datadependent and heavy feature engineering, and perform the user identification task. The effectiveness of the proposed algorithm is thoroughly evaluated on eight electrocardiogram datasets with diverse behaviors, such as with or without severe heart diseases, and with different sensor placement methods. Our evaluation is much more extensive than the state-of-the-art works, and an average identification rate of 93.5% is achieved. The proposed multiresolution 1-D-CNN algorithm can effectively identify human subjects, even from randomly selected signal segments and without heavy feature engineering. This paper is expected to demonstrate the feasibility and effectiveness of applying the blind signal processing and deep learning techniques to biometric human identification, to enable a low algorithm engineering effort and also a high generalization ability.
pair which may be lost or stolen [4] . Two major categories of biometrics have been widely studied, i.e., behavioral and physiological ones, typical examples of which include gait, voice, signature, fingerprint, retina and face. Among physiological biometrics, bio-potentials are emerging powerful modalities and playing a more and more important role in human identification, benefitting from a fast progress in both ubiquitous wearable devices and advanced signal processing/machine learning techniques. In this paper, we take special interest in the electrocardiogram (ECG) bio-potential, which is of many attractive characteristics for human identification applications, including universal, easily measured, unique and permanent [5] . Specifically, the sinus node in the heart modulated by both sympathetic and parasympathetic nerves, repeatedly produces electrical impulses and triggers the heart rhythm. Then the unique electrical waves, i.e., the ECG signal, are spread throughout the body and can be easily acquired with the ECG electrodes, either contacting or non-contacting ones [6] . These attractive signal characteristics and the unobtrusive measurment mechanism make the ECG biometric highly promising in terms of the human identification.
Many investigations have been reported for ECG biometric identification, usually based on two strategies, i.e., fiducial and non-fiducial methods. The former one extracts features based on the heartbeat characteristic points, such as the wave onset, peak amplitude, point-to-point interval, etc [7] , [8] . These approaches usually heavily relies on robust heartbeat segmentation and fiducial point detection techniques, and also much manual feature engineering effort. Therefore, their generalization ability may be limited. For example, the heartbeat segmentation approaches and features extracted based on normal ECG datasets may not well fit the abnormal ones which usually have highly different heartbeat morphologies and variabilities, and vice versa [9] . Moreover, the features evaluated on the chest electrode placement may not perform well on other placements which may induce significant morphological changes [10] . On the other hand, to improve the generalization ability and to lower the feature engineering effort, some studies have introduced a non-fiducial stragety. Tantawi et al. [11] extracted features in the wavelet domain, however, their method still needs to firstly segment the ECG stream based on the detected R peaks (heartbeat locations) and thus suffer from some similar limitations, i.e., the R peak detection and ECG segmentation approaches which are effective for one dataset or sensor placement method may not be well generalized to other datasets or placements.
Convolutional neural network (CNN), as one of the major deep learning algorithms, is now gaining tremendous attentions leveraging its powerfullness in automatically learning the intrinsic patterns from the data, which can both prevent time-consuming manual feature engineering and capture hidden intrinsic patterns more effectively [12] . Inspired by biological process of the visual cortex, CNN consists of multiple layers, each of which owns a small neuron collection to process portions of the input image. These collections are tiled to introduce region overlap, and the process is repeated layer by layer to achieve a high level abstraction of the original image. Inspired by the obsersation that the ECG stream can be seen as a 1D-image, we thus explore how to effectively apply the 1D-CNN to ECG biometric identifiation, to avoid heavy feature engineering efforts, and also let the CNN capture more hidden patterns from data and learn a high level abstraction.
In this paper, we propose a novel wavelet domain multiresolution convolutional neural network approach (MCNN) for ECG biometric identification as shown in Fig. 1 , which avoids data-dependent complicated heartbeat detection/segmentation techniques and heavy manual feature engineering that are both time-consuming and of a limited generalization ability. Specifically, it allows for blind segmentation of both normal and abnormal ECG streams (i.e., we can randomly select an ECG segment for user identification purpose), provides a multiresolution data representation in the wavelet domain to achive richer temporal and spectral characteristics, and leverages the self-learning ability of CNN to automatically adapt its internal parameters (i.e., features encoded in network parameters) to wavelet-domain raw data. For algorithm evalutation, a one-lead ECG configuration is chosen, considering it is more convenient than the multilead ECG configuration in daily applications, and of course, it also poses more challenges to the identification algorithm. Moreover, to demonstrate the generalization ability of the proposed framework composed of blind segmentation, data representation enrichment, phase difference removal, parallel multiresolution feature self-learning and classification, eight diverse datasets are considered which include not only different electrode placement methods (chest and wrist) but also various heart health conditions (with and without cardiac abnormalities), which are much more challenging than other works [13] [14] [15] [16] [17] .
II. METHODS

A. SYSTEM OVERVIEW
The system diagram of the proposed approach is shown in Fig. 1 , including pre-processing, wavelet transform, autocorrelation, component selection and parallel 1D-CNN. This section gives detailed description of our approach according to the signal processing flow.
Specifically, the ECG stream is firstly blindly split up into signal segments with an equal length of two seconds without leveraging any heartbeat location information, which is not only immune to diverse morphological/beat-to-beat interval vairiabilities, but also tolerant to signal artifacts that are usually major challenges in non-blind segmentation approaches [9] , [18] . Afterwards, the ECG segments are tansformed to the wavelet domain which is expected to reveal more detailed time and frequency characteristics in multiple resolutions than the original time domain [19] . Then the auto-correlation operation is performed to each wavelet component to remove the blind-segmentation-induced phase difference. Finally, based on the enriched data representation, a 1D-CNN is applied to each wavelet component to learn the intrinsic patterns automatically, which allows for parallel feature self-learning in various wavelet scales, avoiding timeconsuming manual feature engineering. The learned features reflected by the CNN internal parameters are then used to identify users on the unseen random ECG segments.
B. DATASETS
Eight datasets with diverse ECG behaviors have been considered including CEBSDB [20] , [21] , WECG [9] , [18] , FAN-TASIA [22] , NSRDB [23] , STDB [24] , MITDB [25] , AFDB [26] , VFDB [27] as shown in Table 1 and Fig. 2 . These datasets may be acquired by different lead configurations. Moreover, the first four datasets were collected from healthy or quasi-healthy participants, and last four include severe heart diseases such as ST depression/elevation, arrhythmia, atrial fibrillation and malignant ventricular ectopy. Considering these datasets were not acquired with the same sampling rate, all the ECG recordings were resampled to 360 Hz to fairly illustrate the performance.
C. PRE-PROCESSING
The pre-processing operation includes three steps, i.e., filtering, scaling and blind-segmentation, as shown in Fig. 1 . Firstly, a 6-order Butterworth bandpass (2-50 Hz) filter is applied to each ECG recording to remove the baseline wander and the powerline interference. Then all the recordings are scaled to be between 0 and 1 and subtracted by their mean to balance their contribution in the algorithm training phase, as (1) (2) where ECG and ECG s are the original and the new ECG stream, respectively. Afterwards, the filtered ECG recording is blindly segmented to ECG windows X i with an equal length where i is the window index. The window length is chosen as 2-second (720 samples) to include as least one heartbeat, since the typical range of heart rate is from 40 to 208 beats per minute [28] . For each recording, 500 random windows are chosen, half of which are used to train the CNN (also the component selection step in Fig. 1 ) and another half for testing. An example of randomly chosen ECG windows are shown in Fig. 2 , which usually include different number of heartbeats and highly different signal morphologies (either normal or abnormal). It is clear that the blind segmentation strategy can effectively avoid data-specific complicated heartbeat identification and segmentation techniques, but at the same time, also introduces a high variability to the ECG windows (number of heartbeats, onset of the segment, etc.) and poses a big challenge to the following data representation and machine learning algorithms.
To enrich signal characteristics, the wavelet transform (WT) [19] approach is applied to each 2-second window to obtain a multiresolution time-frequency representation for the raw ECG signal. Compared with traditional fast Fourier transform (FFT) and short-term Fourier transform (STFT) approaches, WT introduces a new strategy to reveal the spectral character of signals [29] . It is known that FFT can only give the frequency spectrum of the whole time series, which is enough for stationary signals but does not adequately represent the time-varying modes of non-stationary signals such as ECG. To support non-stationary signals, STFT introduces the windowing tools to analyze only a small section of the signal at a time. However, due to the unchanged window, it is limited by both the dilemma of resolution and the Heisenberg uncertainty principle [30] . The former one means that it suffers from a poor frequency resolution with a narrow window or a poor temporal resolution with a wide window, and the latter one indicates that it cannot give what frequency exists as what time interval. An alternative approach to STFT to overcome the above-mentioned limitations is WT, which analyzes the signal at different frequencies with different resolutions [19] . Specifically, it can overcome the dilemma of resolution after introducing different window sizes for different frequency components, and thus provide a good temporal resolution at high frequencies and a good frequency resolution at low frequencies. Another contribution in overcoming Heisenberg uncertainty principle is that it can detect the sharp changes in spectral character, which is often the cases in ECG signals, such as the sharp R peaks and other shape changes due to the heart diseases, as shown in Fig. 2 .
A computation-effective algorithm of the WT is discrete wavelet transform (DWT), which has a recursive structure as shown in Fig. 1 . Here, we choose an 8-level DWT using the Daubechies6 wavelet as the mother wavelet [19] . The corresponding basis functions or baby wavelets are defined as (3), where j and k are the scale factor and translation factor, respectively, a 0 is chosen to be 2, and (t) represents the mother wavelet. For the first level, the 2-second ECG window is decomposed to two parts, i.e., the low frequency part (approximation) and the high frequency part (detail). Afterwards, the approximation of each level is further decomposed to the approximation and the detail parts until the last level. Therefore, the whole process of DWT in Fig. 1 is decomposing the time series to a set of wavelet components Y i defined in (4), where i is the index of the blindly segmented ECG time window, Y i 1 to Y i C−1 correspond to eight details D1 to D8, Y i C represents the approximation A8, and C is equal to 9 here. Y i now can reveal more time-frequency patterns in multi-frequency bands with different resolutions which are expected to be learned by the CNN.
E. AUTO-CORRELATION
The auto-correlation operation is applied to the ECG windows in the wavelet domain, to remove the phase difference induced by blind segmentation and thus provide a shift invariant multiresolution data representation, as shown in Fig. 1 and defined as (5) , where Z i j [t] is the t − th sample in the j − th wavelet component of the i − th ECG window after autocorrelation,
with a time lag of m, m is chosen from 0 to T − t − 1, and T , W and C correspond to the number of samples in an ECG window (=720), the number of ECG windows (=500) and the number of wavelet components (=9), respectively.
Another thing worth noting is that, although DWT is expected to reveal more time-frequency patterns from the ECG signals, the contribution of each decomposed component may be different. For example, for QRS complexes as shown in Fig. 2 , most of the energy is concentrated in the 3 rd /4 th /5 th detail components [19] . Therefore, to select out the optimal combination of wavelet components after auto-correlation, we have evaluated thirteen wavelet options, named as wv1-13, includ-
, Z 3−6 , Z 4−5 and Z 3−5 . The superscript in Z i j is omitted here for a good readability. The set of selected components is denoted as S i given in (6) , where N is the number of selected components. The component selection is performed on the CEBSDB dataset by maximizing the human identification rate on the testing data. The selected components are then applied to other seven datasets to evaluate the generalization ability.
G. CNN CNN is a powerful deep neural network inspired by visual neuroscience, which was firstly used in the area of computer vision and has already produced extremely promising progress [12] . Given a 2-D input image, CNN can effectively learn the hierarchical features to construct a final feature set of a high level abstraction, which can then be fed into a simpler classifier such as a fully connected neural network (NN) or a support vector machine (SVM) for category identification purpose. The patterns in the images are automatically learned by CNN and stored in the parameters of network connections, so CNN requires very little manual engineering. Moreover, CNN is more capable of discovering intricate patterns in high-dimensional data compared with manual feature engineering. There are several key considerations behind CNN, such as local connections, shared weights, pooling operations and dropout techniques [31] . As shown in Fig. 1 , each CNN stage is composed of two types of layers, i.e., the convolutional and pooling layers. The convolutional layer includes many feature maps to extract a higher level representation from the previous layer. Each feature map has many units, each of which is connected to local patches of units in the feature maps in the previous layer. The connection between a unit and a local patch in the previous layer is called a filter bank, which performs a discrete convolution operation. So the value of each unit is actually a local weighted sum of the previous patch, which is then fed into a non-linear activation function to determine whether this unit (neuron) fires or not. A same filter bank is shared by all units within a feature map, not only to form distinguishable local motifs from locally correlated values, but also to invariantly detect a same pattern even appearing in different locations.
A pooling layer is further introduced in each stage to merge similar features [32] , which can reduce the feature dimension and also deal with some motif variations due to small signal variability (shifts and distortions). A widely used max pooling operation is chosen here, which captures the maximum of the corresponding local patch in the convolutional layer of the same stage. To further regularize the large number of parameters, the dropout technique is introduced which randomly ignores some neurons during training [31] . This operation can suppress the specialization of neighboring neurons which may result in a fragile model overfitted to the training data (too smart in learning data), by forcing other neurons to step in and handle some more by their own (so they are also less dependent on the nodes they are connected to). In such a way, the network is more insensitive to the specific parameters of neurons (prevent neurons from co-adapting too much) and owns a better generalization ability to the unseen fresh data.
To train the multi-layer CNN, the backpropagation approach is usually used [33] , which computes the gradient of a predefined objective function with respect to all the neuron parameters by applying the chain rule for derivatives. The gradients can be propagated backwards from the output layer to the input layer, to adjust the parameters such that the network can converge to a state to be able to encode the training patterns.
Leveraging key ideas in CNN architecture establishment and training techniques mentioned above, the neuron units are well organized in hierarchical features maps and can provide gradually increasing level of abstraction to enable the final identification task.
H. MULTISCALE 1D-CNN
The data representation in the wavelet domain is mainly composed of signal components at different frequency resolutions, meaning that most signal characteristics are reflected by intra-component patterns, not inter-component behaviors. Therefore, we apply 1D-CNN to each wavelet component after auto-correlation processing. In such a case, each signal sequence S i n can be seen as a 1D-image (single-row image), and 1D-CNN can still effectively learn underlying patterns by performing convolutional and pooling operations similar to 2D-CNN. We name this topology as parallel 1D-CNN or multiscale 1D-CNN, which includes several 1D-CNN in parallel to learn data presentation at different scales, as shown in Fig. 1 .
The CNN topology is usually hard to be pre-selected [34] . Therefore, to explore effective topologies of parallel 1D-CNN, we have taken into account eight possibilities, named as CNN1-8, the former four corresponding to CNN with one to four stages without dropout regularization, and the last four with dropout operation (25% dropout). Specifically, the filter bank used to generate the convolutional layer is chosen as 1x5, and the max pooling matrix is chosen as 1x2. The firstly stage includes a convolution layer of eight 1x716 feature maps, and a max pooling layer of eight 1x358 feature maps. Other stages are also given in Fig. 1 with all details. The learned feature maps are finally fed to a fully connected neural network with an input layer of 256 nodes and an output layer of M nodes (M human subjects). The activation function is chosen as 'tanh', except the output layer which uses 'softmax' function to represent a categorical probability distribution. CNN topology selection is also performed on the CEBSDB dataset by maximizing the human identification rate on the testing data. The selected topology is then applied to other seven datasets to evaluate the generalization ability.
To speed up the training procedure which is usually a bottleneck when using a deep learner with multiple layers, we have implemented the algorithm using Keras deep learning library written in Python and running on top of Theano [35] , which can be executed on Graphics Processing Unit (GPU), to handle vector and matrix operations in parallel. GPU usually brings at least 5x to 10x speedups compared with Central Processing Unit (CPU) and thus can substantially accelerate the training process, and we have chosen GeForce GTX 960M GPU, empowered by a parallel computing platform and programming model 'CUDA' invented by NVIDIA [36] , [37] . The CUDA Deep Neural Network library (CuDNN 5005) is chosen here.
The trained parallel 1D-CNN is then applied to the unseen testing data for human identification purpose, leveraging the self-learned multiresolution hierarchical features in the wavelet domain. The performance is reported in terms of the confusion matrix and identification rate.
III. RESULTS AND DISCUSSION
In this section, detailed experimental results and discussion are given according to the signal processing flow as shown in Fig. 1 .
A. WAVELET TRANSFORM
The wavelet transformation is expected to provide a richer data representation in the wavelet domain. Two examples of the transformed signals are given in Fig. 3 . On the left part, the ECG signal is decomposed to eight details and one approximation. The detail 1 is extracted using the baby wavelet of the highest frequency, and the detail 8 is generated by the baby wavelet of the lowest frequency. As mentioned above, the wavelet transformation owns two advantages compared with STFT. Firstly, it overcomes the dilemma of resolution faced by STFT, i.e., a fixed small window results in a poor frequency resolution and a fixed large window causes a low temporal resolution. DWT, instead, applies windows of different sizes at different frequency levels. Specifically, a small window is chosen at a high frequency level to achieve a high temporal resolution such as detail 1, which is based on the consideration that high frequency component usually makes the signal quickly fluctuate and thus requires a high temporal resolution to track the signal dynamics. Moreover, a gradually extended window is applied to extract signal characteristics at a gradually decreasing frequency level. Take the detail 8 as an instance, the low frequency component makes the signal change slowly and thus a large window is applied to get a big picture of the signal in order to guarantee a high frequency resolution. In such a way, a time-frequency data representation of richer signal characteristics is obtained in the wavelet domain, taking into account different resolution requirements at different frequency levels.
Secondly, DWT can overcome Heisenberg uncertainty principle and thus can effectively capture the sharp signal changes in spectral manner. As shown in example 1, details 3 to 5 in the wavelet domain own distinguishable signal fluctuations at different frequency levels, each corresponding to part of the information belonging to the QRS complexes in the original time domain. One thing worth noting is that other details and approximation may also own more or less useful information unique to individuals, which is the reason we have considered 13 wavelet topology options to select out the best data representation method.
Another thing worth noting is that we have randomly selected the ECG segments for user identification purpose, in order to avoid heavy engineering and limited generalization ability of data-dependent heartbeat identification and segmentation methods. However, this blind segmentation also brings more variability to the ECG segments, as shown in example 1 and 2, which have different numbers and occurrence time of heartbeats. This variability will be further processed by the next auto-correlation step.
B. AUTO-CORRELATION
The autocorrelation operation is introduced to remove the phase difference due to blind segmentation. Fig. 4 shows similar outputs when applying auto-correlation to two wavelet domain signal segments given in Fig. 3 . The auto-correlation calculates the correlation of a series with its delayed copy, i.e., the similarity between series as a function of the time lag between them. Therefore, it can effectively discover repeating patterns in the quasi-periodic ECG signals even with different numbers and occurrence time of heartbeats. After removing the phase difference, the multiresolution data can now be fed to the parallel 1D-CNN for automatic feature learning and user identification purpose. 
C. MULTISCALE 1D-CNN
The multiscale 1D-CNN is firstly trained on the data with ground truth identify labels and then tested on the unseen fresh data. In the training phase, the network self-learns hierarchical features by convolutional and pooling operations from pairs of data representation and user label. An example of the training process is given in Fig. 5 , where the top part shows the gradually decreasing training loss and the bottom part corresponds to the increasing training accuracy. Besides GPG-based acceleration techniques, a mini-batch SGD training strategy is chosen to further accelerate the training process [31] , which allows for passing a subset of training data to the neural network each time. The mini-batch size is chosen as 100 to trade off two considerations, i.e., a large size results in a short convergence time by reducing the variance of stochastic gradient updates, and a small size brings more power for SGD to jump out of shallow minima in the error function. The epoch size is set as 50 to balance underfitting and over-fitting considerations. Actually, the network can already effectively learn most of the underlying patterns of the wavelet domain data and basically converges around 25 epochs. The learned hierarchical features encoded in the neuron connection parameters are then used to predict the user label on the testing data. The testing performance will be given later.
It is worth noting that we have trained and tested the multiscale 1D-CNN model on each dataset both for five times to average the performance, consideration that the learned hierarchical features are of some randomness resulting from the stochastic gradient descent optimization approach [38] . Fig. 5 shows the training process for all five trials and interestingly we can find that they own a similar convergence speed. This is consistent with the theoretical study that poor local minima are rarely a problem in deep neural networks with a large number of parameters. Instead, the landscape of the object function is packed with a large amount of valleys which seems to mostly have local minima with similar values [31] . Therefore, the randomness in SGD-based parameter tuning process actually often results in only small fluctuations to the convergence curve in the training process.
D. TOPOLOGY SELECTION
To determine appropriate wavelet and parallel 1D-CNN topologies, we have evaluated 13 wavelet options and 8 CNN options on the CEBSDB dataset, as shown in Fig. 6 , which gives the identification rate over the testing data for 13x8 combination possibilities. Wavelet options 1 to 13 correspond to Z 1−2 , Z 1−4 , Z 1−6 , Z 1−8 , Z 7−8 , Z 5−8 , Z 3−8 , Z 7−9 , Z 5−9 , Z 3−9 , Z 3−6 , Z 4−5 and Z 3−5 , respectively. CNN options 1 to 8 mean CNN with one to four stages without dropout regularization, and with dropout operations, respectively. There are several interesting observations here. Firstly, different wavelet topologies own different time-frequency representation ability, and thus yield different performance. Wavelet options 4, 7 and 10 correspond to relatively higher performance compared with other options, benefitting from more information fed to the parallel 1D-CNN. This indicates that the parallel 1D-CNN can effectively learn hierarchical features from a richer data representation automatically by many layers of convolution and pooling operations. One thing worth noting is that the option 13 aims to only extract the information from 3 rd /4 th /5 th detail components where most of the ECG energy concentrates in [19] , but owns worse performance compared with options 4, 7 and 10, due to losing part of the information in other signal components.
The second interesting observation is that applying different number of neural network layers and the introduction of the dropout regularization operation both have significant impact on the performance. When we gradually increase the number of neural network layers, we can notice that the performance basically gradually improves (CNN options 1 to 4, or options 5 to 8). If we further compare option group 1-4 with group 5-8, we can find dramatically improved identification rate resulting from the dropout regularization operation. As mentioned above, this is mainly benefitting from the fact that the specialization of neighboring neurons is suppressed to prevent a fragile model overfitting to the training data [31] . In such a way, other neurons are forced to learn to handle the responsibility of the discarded neurons, which enhances the generalization ability of the learned hierarchical features.
Therefore, the wavelet option 10 (Z 3−9 ) and CNN option 8 (deep CNN with 4 layers and the dropout operation) are selected as the final wavelet topology and parallel 1D-CNN topology, respectively. This topology selection process is based on the testing performance on the dataset CEBSDB, but is expected to be able to generalize to other seven normal and abnormal ECG datasets.
E. TOPOLOGY GENERALIZATION
The proposed MCNN algorithm is evaluated on eight ECG datasets. As mentioned above, the topologies of wavelet operation and neural network are determined based on the testing performance over the CEBSDB dataset, and are used on other datasets. The testing performance in terms of the confusion matrix of all eight datasets is given in and Fig. 7 and Fig. 8 , and corresponding identification rate is summarized in Table 2 .
For four normal ECG datasets, the performance visualization in Fig. 7 clearly shows that the trained MCNN can effectively identify the human subjects (diagonal entries with a yellow color), with very little false positives or false negatives (non-zero off-diagonal entries). The top part of Table 2 also illustrates the high identification rate for these four normal ECG datasets, from 94.5% to 99.0%. It is worth noting that there is still a high identification rate even for the FANTASIA dataset with a number of subjects as high as forty. Another thing worth noting is that a dataset with relatively less subjects does not necessarily correspond to a higher identification rate, such as the NSRDB dataset, due to the high variability of individual heart behaviors and blind segmentation operations. But these four datasets all correspond to an identification rate no less than 94.5%, and own an average identification rate of 90.5%, demonstrating the effectiveness of the proposed algorithm. For four abnormal ECG datasets with severe heart diseases, the confusion matrices in Fig. 8 show that there are slightly increased false positives and false negatives, due to a much higher variability of the heartbeat morphologies. As shown in Table 1 , there are difference kinds of heart diseases in these four datasets, corresponding to ST depression/elevation, arrhythmia with other 18 kinds of diseases, atrial fibrillation, malignant ventricular arrhythmia, respectively. Therefore, it is much more challenging to learn the underlying patterns of these time-varying abnormal heartbeat behaviors. The bottom part of Table 2 gives the identification rate for these four abnormal datasets, which is from 86.6% to 93.9%. The average identification rate is 93.5%, which is still an attractive result, considering that our user identification approach is directly performed on randomly chosen ECG segments using automatically learned features from raw data without feature engineering.
F. COMPARISON WITH STATE-OF-THE-ART WORKS
The proposed approach is further compared with other state-of-the-art works, as shown in Table 3 , in terms of if they support blind signal processing (BSP), what kind of datasets are chosen for evaluation and what the average identification rate is. From the table, we can see the proposed approach is completely based on blind signal processing techniques, meaning that it is unnecessary to consider complicated and data-dependent heartbeat identification and segmentation steps. The blind signal processing not only avoids heavy algorithm engineering effort, but also guarantees a good generalization ability when we apply the algorithm to different datasets with diverse signal behaviors. Moreover, we have evaluated our approach on as many as eight datasets, which is much more thorough than other works. One thing worth noting is that although Ye et al. evaluated their algorithm on three datasets, the identification rate is much lower than our approach. It could be because of the deep learning algorithm used in our study which can more effectively learn the underlying feature patterns from the data. Another thing worth noting is that the work of David et al. shows a high accuracy, however, they still need to firstly identify each heartbeat that needs lot of algorithm engineering compared with our blind signal processing techniques, and they only evaluated the method on two healthy datasets which are of much lower diversity compared with our evaluation method. Overall, the proposed algorithm owns more advantages and high enough performance compared with these previously reported studies.
G. FURTHER DISCUSSION AND FUTURE WORK
ECG-based biometric identification is an emerging application and attracting more and more attentions. But we also notice that compared with currently mature techniques such as fingerprint-based identification, more efforts still need to be put in several aspects. For example, although more and more ECG datasets are available now benefitting from great advancement of data acquisition systems, the amount of data is still not comparable to the fingerprint data. Usually, hundreds or thousands of records of fingerprint can be obtained [41] , which is much higher than the dataset sizes as shown in Table 3 . Moreover, there are also more diversity induced by different heart health conditions as shown in Fig. 2 , which brings more challenges to the generalization ability of the identification algorithms (one of the major golds of this study). In future, we will consider more datasets corresponding to diverse health conditions and sensor placement methods [42] . Another interesting work is to lower the power consumption of the identification algorithm for long-term wearable application scenarios [10] , [43] , [44] .
Besides, we will further consider more data representation methods and neural network topologies, to explore the interesting connection between the data representation /network topology and the feature learning ability.
Moreover, investigations [45] have also found that the cardiac organisms react physiologically to stimulations such as danger and threat, and corresponding ECG signal also changes due to the cardiac defense mechanism (CDR). Therefore, identifying these external stimulation-related ECG patterns in future work is also expected to further improve the user identification performance.
IV. CONCLUSION
In this paper, we have proposed a novel multiresolution convolutional neural network for biometric human identification applications. Focusing on existing challenges, we have introduced blind signal processing and automatic feature learning techniques to effectively lower the algorithm engineering effort and also highly enhance the generalization ability of the algorithm. The proposed methodology can also be generalized to other quasi-periodical biometric signal-based user identification applications, such as photoplethysmogram (PPG), ballistocardiograph (BCG) and body movements (walking, running, etc.).
Our contributions include: 1) blindly select the signal segment for user identification purpose, which effectively avoids complicated and data-dependent signal event identification (e.g., ECG R peaks) and segmentation effort; 2) enrich the time-frequency representation by transforming data from the time domain to the wavelet domain, and remove phase difference among random-chosen signal segments by the auto-correlation approach; 3) introduce a parallel 1D-CNN to automatically learn multi-scale feature hierarchies from the wavelet domain raw data, which can greatly lower the feature engineering effort and also capture intrinsic feature patterns more effectively; 4) explore the effect of many wavelet and CNN topologies to the ECG-based user identification task and determine a good combination; 5) evaluate the proposed algorithm extensively on eight ECG datasets and illustrate the advantages over state-of-the-art works. This study is expected to demonstrate that the proposed blind signal processing and deep learning techniques can effectively lower the algorithm engineering effort and provide a good generalization ability, for the biometric human identification applications.
