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ABSTRACT 
 
 
U.S. POLITICAL CORRUPTION AND FIRM FINANCIAL POLICIES 
 
Jared D. Smith, Ph.D. 
 
University of Pittsburgh, 2014 
 
Using a large panel of U.S. firms from 1980-2009, I examine the association between corruption on 
the part of political officials in a federal judicial district and the financial policies of public firms 
headquartered in that district.  I find that corruption is negatively related to cash holdings, direct-
ly related to leverage, and that these relations are economically significant.  These results are ro-
bust to firm fixed effects, an instrumental variable framework, the use of an alternative survey 
measure of corruption, and, further, are largest among firms who operate mainly around their 
headquarters.  I also find that firm value tends to be lower when corruption is higher.  Overall, 
the evidence suggests that firms reduce their capacity to pay bribes by managing liquidity down-
ward and debt obligations upward when faced with a corrupt political environment.  In other 
words, the local political environment plays a part in shaping financial policy. 
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I. INTRODUCTION 
 
 
The determinants of corporate financial policies have been the topic of a considerable amount of 
research among financial economists.  Broadly speaking, this literature identifies two primary cat-
egories of factors that influence these policies: (i) firm and industry characteristics, such as asset 
tangibility and growth opportunities, and (ii) frictions in the market, such as adjustment costs.1  
In this study, I analyze whether a particular market friction, local political corruption, has an im-
pact on corporate cash and leverage policies.   
Corruption is defined as an elected or appointed official abusing the public trust for private 
gain or, more generally, the illicit rent-seeking actions of bureaucrats and politicians.  Although 
the literature finds that the direct actions of politicians have real effects on firms (see, for exam-
ple, Cohen, Coval, and Malloy (2011) who find private investment declines with public spending), 
the evidence is more limited on the issue of how corruption, or the threat of corruption, affects 
firms.  A number of recent anecdotes demonstrate the pervasiveness of rent-seeking in the U.S. by 
corrupt officials, and suggest the possibility that the political environment could shape a firm’s 
                                                     
1 See, for example, Opler, Pinkowitz, Stulz, and Williamson (1999) for the seminal paper on cash holdings, 
and Graham and Leary (2011) for an excellent review of empirical capital structure research. 
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financing decisions and balance sheet structure.2  Further, recent studies by Caprio, Faccio, and 
McConnell (2013) and Fan, Titman, and Twite (2012) find evidence consistent with the view that 
cross-country differences in financial policies are associated with cross-country differences in (the 
perception of) corruption.  Nonetheless, it is difficult to conclusively determine whether these ef-
fects reflect a causal link between corruption and financial policies or whether they are due to 
omitted country factors. 
In this paper, I develop and test the hypothesis that U.S. firms design financial policies to mit-
igate the effects of local corruption, that is, shield expropriable assets.  This shielding hypothesis 
yields several empirical predictions.  First, firms facing a more corrupt political environment will 
attempt to mitigate the risk of public officials extorting them by limiting their contractible sur-
plus.  Firms can limit their contractible surplus by reducing their cash balances and by using debt 
to reduce free cash flow and increase the likelihood that rent extraction could lead to insolvency.  
Politicians want to stay in power, so they seek rents without firm bankruptcies or large reductions 
in investor returns to reduce the likelihood of getting caught or voted out of office.  Second, rent-
seeking imposes a deadweight loss on firms, so firm value is lower in more corrupt areas.  Alterna-
tively, because these data likely encompass political connections, firms could have a reduced need 
for financial flexibility through valuable political connections.  This implies that firm value is 
greater in more corrupt areas. 
                                                     
2 For example, former Illinois governor Rod Blagojevich was tried (for the second time) in 2011 on 20 counts 
of political corruption, most famously for his attempts to sell the Illinois Senate seat, but also for soliciting 
bribes and extorting Chicago-area firms.  This is only one among a recent string of scandals that the media 
have highlighted.  See also:  “Crime and Politics:  The Chicago way.” The Economist February 25th, 2013: 
page 40. 
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My main proxy for local political corruption is the number of public corruption convictions in 
each federal district court district in the U.S. scaled by district court population for each year.  
The conviction data are maintained by the Public Integrity Section (PIN) of the U.S. Department 
of Justice (DOJ).  The PIN’s principal aim is to investigate and prosecute abuses of the public 
trust including, but not limited to, extortion, bribery, and criminal conflicts of interest.  I match 
corruption data to firms based on headquarters location. 
In univariate and multivariate tests, corruption is negatively and significantly related to cash 
holdings.  The magnitude of the relation is such that a firm with headquarters in highly corrupt 
Northern Illinois holds a cash ratio approximately 0.71 percentage points lower than a firm with 
headquarters in the low corruption district of Central Illinois, all else equal.  Univariate and mul-
tivariate tests also show that corruption is positively and significantly related to leverage.  Firms 
in Northern and Central Illinois have a 1.1 percentage point difference in short- and long-term 
debt as a percentage of assets, all else equal.  These relations persist after controlling for many 
firm and industry characteristics, leading, lagging, and alternative ways of defining and scaling the 
conviction data.  These magnitudes are similar to the results in international work.3   
The rent-seeking hypothesis implies differences in the effect of corruption in the cross-section 
of firms.  Politicians have more bargaining power with firms that operate solely in one area rela-
tive to firms that operate in many areas because these firms are fully dependent on their local dis-
                                                     
3 Caprio et al. (2013) find that the cash ratio is approximately 15% lower when corruption increases one 
standard deviation.  Fan et al. (2012) find that leverage is about 13% higher with a similar increase in cor-
ruption. 
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trict.  The evidence is consistent with this intuition:  the magnitude of the relations between cor-
ruption and cash and leverage are larger for a firm operating in a fewer number of states or with a 
larger percentage of its operations around its headquarters.  For instance, a firm operating in a 
single, corrupt area will have a cash ratio 3.4 percentage points lower than a firm in a single, non-
corrupt area.  This is a 20.24% difference from the mean cash ratio.  However, this difference is 
one quarter of that size, only 5.45% of the mean cash ratio, for a firm that operates in 25 states.   
Further, my findings are robust to a number of additional tests that control for the possibility 
that an omitted variable (or variables) impact both corruption and firm financial policies simulta-
neously.  First, the results are robust to using an alternative survey measure of corruption at the 
state level (and only available cross-sectionally) designed to grade states on the likelihood of con-
viction, which complements the use of actual convictions and sidesteps the criticism that the most 
corrupt districts could have the lowest number of convictions.  Second, corruption is still associat-
ed with cash and leverage after controlling for time-invariant omitted effects by defining variables 
as changes or including firm fixed effects.  Third, I use the concentration of state population 
around the state capital city as an instrument for state corruption.  I find that instrumented cor-
ruption is positively and significantly related to leverage and the coefficient implies a large effect: 
a one standard deviation change in corruption implies a 10.77% (14.27%) change from mean (me-
dian) leverage.  On the whole, I interpret the evidence as consistent with a causal link between 
corruption and firm financial policy. 
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I also examine how firm value relates to corruption.  Firm value is lower for firms facing a 
more corrupt political environment around their headquarters.  Firms operating in Northern Illi-
nois have a mean (median) market-to-book value 1.70% (2.90%) lower than a firm in Central Illi-
nois, all else equal—a reduction of $4.32 million in market capitalization for the median sample 
firm.   
Overall, these results are consistent with firms attempting to shield their resources from out-
side attempts to consume them and that the decrease in financial flexibility lowers firm value.  
Firms reduce their liquidity to decrease their capacity to pay public officials, and they make the 
reduction more credible by increasing leverage as a way to commit future cash flow in the form of 
debt service.  More leverage also increases the probability, and therefore expected cost, of bank-
ruptcy, which could insulate firms from expropriation.  The intuition for the interpretation is 
rooted in Stulz (2005), who suggests that firms will take action to limit state expropriation.  
Broadly, my results suggest that financial policy responds to market frictions, but also that firms 
can use financial policy to reduce the effects of some frictions. 
This paper contributes to several streams of literature.  First, it adds to the literature on the 
determinants of corporate liquidity (see, for example, Kim et al. (1998) and Opler et al. (1999)) as 
a cost of holding cash.4  Second, it extends the literature on how firms choose the portions of debt 
and equity in their capital structure, specifically on the strategic use of debt.  More specifically, 
                                                     
4 The cash holdings literature has been growing.  A partial list of recent work includes:  Foley, Hartzell, 
Titman, and Twite (2007), Harford, Mansi, and Maxwell (2008), Duchin (2010), Lins, Servaes, and Tufano 
(2010), Hoberg, Phillips, and Prabhala (2014), and the other research cited later in the paper. 
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my study best fits with a growing literature on how the contracting environment affects corporate 
financial policies.  For instance, Klasa, Maxwell, and Molina (2009) find that firms in more heavi-
ly unionized industries have significantly lower cash reserves, and Matsa (2010) finds that these 
firms use more debt capital.  Both studies suggest firms are reducing their ability to pay above-
market wages to unions.  It is likely that this bargaining dynamic implicitly operates between 
firms and officials, as officials try to extract the maximum bribe without large reductions in inves-
tor returns. 
This paper also contributes to the broad literature on corruption in two ways.  First, corrup-
tion, while well-trodden in the traditional economics literature (beginning with Rose-Ackerman 
(1975)), has largely gone unstudied in the finance literature.  Therefore, this paper adds to the few 
notable exceptions that study corruption as it affects the firm and market outcomes, rather than 
traditional macroeconomic or public choice variables.  For example, Butler, Fauver, and Mortal 
(2009) find that corruption had a real impact on the municipal bond market:  credit risk was 
greater and politicians awarded underwriting contracts based on political favoritism (see also 
Caprio et al. (2013) and Fan et al. (2012)).  Second, limited survey data availability for U.S. cor-
ruption has led to most studies being focused internationally because of the well-known survey 
data for cross-country analysis.  Therefore, focusing on corruption in the U.S. is a further contri-
bution of this paper to the corruption literature because a within-U.S. study has several merits.  
First, as Fisman and Gatti (2002) note, within-country studies control for institutional (e.g., the 
tax environment and investor protection) and cultural (e.g., attitudes toward corruption) differ-
ences at the national level.  Second, I focus on a nation that typically rates as having little corrup-
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tion in a world ranking (see, for example, International Country Risk Guide (ICRG)) that we 
might suspect does not experience corruption that affects firm operation because of the U.S.’s 
stronger rule of law and more well-defined property rights.  One element of my paper is to show 
that despite a relatively clean reputation, corruption does exist at varying degrees throughout the 
U.S., and this variation can be used to study how local political corruption affects the firm.  Along 
these lines, my paper is similar in spirit to Amore and Bennedsen (2013), who study the value of 
political connections in low corruption Denmark.   
The paper proceeds as follows.  In Section II, I review the literature on corruption and discuss 
my hypotheses.  In Section III, I discuss sample construction, highlight the variables used in the 
study, and document the methodology.  Section IV details the results.  Section V discusses and 
reports the results of robustness tests.  Finally, Section VI provides a brief conclusion. 
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II. LITERATURE REVIEW AND HYPOTHESIS DEVELOPMENT 
 
A. CASH HOLDINGS 
An important assumption underlying my research question is that firms have an optimal cash bal-
ance, i.e., cash is not negative debt.  In a perfect world, there are no costs to holding cash, no 
costs to raising debt or equity, and ultimately cash holdings (as well as financial policy in general) 
do not matter.  However, in the presence of market frictions, e.g., financing costs, cash holdings 
matter.  Research on cash holdings commonly ascribes a number of different motivations to firms 
for holding cash:  the precautionary, transaction, agency, tax, and predation motives. 
The precautionary motive, often attributed to Keynes (1936), essentially posits that firms hold 
cash because of uncertainty in cash flows (i.e., the state of the world), the need to invest in those 
future states, and the cost of raising cash when it is needed (i.e., financing frictions).  This notion 
suggests that firms with more valuable investment opportunities, more uncertain cash flows, or 
more costly access to external capital should maintain higher cash balances.  The empirical litera-
ture on cash holdings strongly supports the precautionary motive.  Along with Kim et al. (1998), 
Opler et al. (1999) is among the first studies to perform a large regression analysis to determine 
how firm characteristics relate to cash holdings.  They find that firms with higher market-to-book 
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and R&D expense, proxies for investment opportunities, or more variability in cash flows tend to 
hold more cash.  They also find that firms that likely have low financing frictions tend to hold less 
cash.  Almeida et al. (2004) attempt to directly link the importance of financial constraints with 
firms’ demand for liquidity.  They measure firms’ propensity to save cash out of cash flow, termed 
the cash flow sensitivity of cash.  They find that financially constrained firms have higher cash 
flow sensitivities of cash than unconstrained firms, suggesting that financial frictions do matter for 
managing precautionary cash holdings.  Lins et al. (2010) survey chief financial officers (CFOs) 
from both public and private companies in 29 countries regarding their risk management policies 
(when they use cash and when they draw on lines of credit).  The survey evidence supports the 
precautionary motive, as the CFOs indicate that they hold cash principally to guard against fu-
ture cash flow shocks.  Finally, Bates et al. (2009) examine why cash holdings have been rising to 
for several decades.  They find that the increase in cash holdings is largely consistent with changes 
in firm characteristics that affect the precautionary motive; firms are more R&D intensive, have 
riskier cash flows, and fewer inventories than years previous, all of which increase the amount of 
precautionary cash firms hold. 
The transaction motive for holding cash, also often attributed to Keynes (1936), is the idea 
that firms have an optimal cash demand when there is a cost of turning non-cash assets into cash 
when a firm runs short of cash.  This is similar to the precautionary motive, but rather than pro-
tect against adverse shocks, a firm wants to maintain an optimal cash inventory for normal opera-
tions.  For an optimal cash balance to exist (and firms do not simply hold more than enough cash) 
there must be a cost to holding too much cash.  This cost, which Opler et al. (1999) simply refer 
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to as the liquidity premium, is the foregone revenue that comes from holding too much cash, a 
non-interest-earning asset.  Early theoretical work, e.g., Baumol (1952) and Miller and Orr (1966), 
used inventory management models to show that optimal cash management follows the traditional 
“saw-tooth” diagram, in which the firm makes L transfers of M dollars from interest-bearing assets 
to cash every period.  That is, at time 0 the firm transfers M dollars to cash, and then runs this 
down (linearly in the model) to 0 until time L when it again transfers M dollars.  This way, the 
firm maximizes interest income and minimizes the costs of running short of cash.  One of the cen-
tral empirical predictions is that economies of scale lead large firms to hold less cash, which is 
born out in existing studies (see Opler et al. (1999), for example).  Additionally, the motive indi-
cates that firms that need more cash in a period—e.g., for investment, or firms for which raising 
cash is more costly, e.g., those that cannot sell assets quickly—will hold more cash. 
The agency motive for cash holdings is the notion that managers will hold vast sums of cash 
to pursue projects that may or may not be value-increasing.  By using cash reserves, managers 
avoid the lender scrutiny that comes with accessing the capital markets.  Jensen (1986) posited 
that too much cash under management led to value-destroying mergers and that restricting man-
agement’s access to cash would increase firm value.  Harford et al. (2008) use the anti-takeover 
provision count to proxy for managerial entrenchment and test the idea that poorly governed 
firms prefer cash holdings to external financing.  They find that firms with poor governance gen-
erally have less cash, but they suggest this is because of managers spending cash quickly on acqui-
sitions and other investment.  Yun (2009), however, finds that poorly governed firms prefer un-
monitored cash holdings to bank-monitored lines of credit, allowing them to avoid market disci-
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pline.  Gao et al. (2013) is one of the first studies to examine the differences between public and 
private firm cash holdings.  They find that, despite controlling for common factors that affect 
cash, private firms hold less cash than public firms.  They argue that this must be because of the 
greater agency costs in public firms, as private firms face arguably greater financing constraints.  
Further, they argue that agency differences cause changes not only in the target but in the dissi-
pation of excess cash, which they believe led to mixed findings.  Dittmar and Mahrt-Smith (2007) 
use the methodology from Faulkender and Wang (2006) to explore how anti-takeover provisions 
affect the value of cash holdings.  They use a regression of the change in firm value on changes in 
cash holdings interacted with the count of anti-takeover provisions and find that the value of cash 
is lower for firms with many anti-takeover provisions.  They argue that the market values the cash 
holdings of poorly governed firms less, because managers are likely to spend it in value decreasing 
ways. 
The tax motive for cash holdings suggests that, because the U.S. government taxes foreign in-
come when a firm repatriates it, firms have strong incentives to hold this income as cash.  This 
motive indicates that multinational firms, especially those with operations in many countries, 
would be disproportionately affected.  Foley et al. (2007) use Compustat data and Bureau of Eco-
nomic Analysis data on foreign cash holdings and find that firms facing higher repatriation costs 
hold more cash.  Further, affiliates facing higher tax costs hold more cash than similar affiliates of 
the same firm that face lower tax costs of repatriation. 
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The predation motive for cash holdings suggests that firms with investment opportunities that 
overlap with those of rivals should hold more cash, as the cost of underinvestment is potentially 
much greater for these firms if rivals invest in those projects.  Haushalter et al. (2007) test the 
theory using industry concentration—specifically, the Herfindahl-Hirschman Index (HHI)—as a 
proxy for the likelihood of predation by rivals, because previous work (e.g., Kovenock and Phillips 
(1997)) suggested that investment was more likely to overlap in oligopolistic industries.  They find 
that firms in more concentrated industries have greater cash holdings.  Further, this effect is 
greater in industries with more growth opportunities.  Hoberg et al. (2014) use Securities and Ex-
change Commission (SEC) 10-k filings to create a new measure, product market fluidity, to cap-
ture how rivals’ actions change how their product market space overlaps with the firm’s.  This is 
similar to predation, yet it is a distinct construct, as it measures product market threats and in-
stability that arise from rival actions.  The authors find that firms with greatest fluidity, i.e., the 
most competitive threats, tend to hold more cash.  The intuition links the predation and precau-
tionary motives in that uncertainty increases the demand for cash holdings, but this is uncertainty 
that arises directly from rival firm actions. 
Over the past several decades, firm cash levels have been rising to record levels (Gao et al. 
(2013) report that public firms have, “on average, 20.45% of their assets in cash or near-cash in-
struments.”)  In parallel with this growth in cash holdings, the academic literature on cash has 
been accelerating.  This growth in the literature has largely been within the existing motives for 
holding cash, which researchers argue arise largely because of financing frictions, i.e., a wedge be-
tween the cost of internal and external financing.   
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Despite this growth, however, researchers still have much to learn.  The R-squared in cross-
sectional models of cash holdings is approximately 40%, that is, 60% of the variation in cash hold-
ings is still unexplained.  In this paper, I depart from the more common analysis of motivations 
relating to financing frictions, and develop and test an additional market friction:  political cor-
ruption, or extreme political uncertainty.  Although I describe it fully next (Section II.B), intui-
tively, the idea is that public officials are rational agents seeking to maximize their own welfare.  
Oftentimes, this maximization comes in the form of extortion or the sale of political favors.  How-
ever, officials balance requested bribes with both the probability of being caught, which I assume 
is higher for larger bribes, and the probability of being unelected, which is also likely to be higher 
for larger bribes because firms fail and investor returns fall.  Thus, officials are likely to scale 
bribes to their perceived ability of the firm capacity to pay a bribe, in turn creating an incentive 
for firms to create a reduced capacity to pay.  This is the crux of the “shielding assets from ex-
propriation” hypothesis.  This friction incentivizes firms to get rid of cash, in marked contrast to 
the financing friction which creates many motivations for firms to hold cash.  This is one way in 
which my paper differs from previous papers on cash holdings:  I hypothesize and test the pres-
ence of an entirely new friction, rather than investigating the existing motivations. 
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B. CORRUPTION 
Can public officials expropriate U.S. firms? 
I use expropriation more broadly than the extreme negative connotation that it usually carries.  
Stulz (2005, p. 1611) offers the following explanation:  “By state expropriation, state rulers can 
decrease the returns of all firms, but they can also discriminate across firms so that they decrease 
the returns of some firms and improve the returns of others.  States can tax cash flows, confiscate 
assets, forbid particular activities, or require bribes to enrich themselves.  Therefore, the term ‘ex-
propriation’ covers a wide range of activities.”  Throughout the paper, I use extortion and corrup-
tion to describe officials using the activities described above to enrich themselves at the expense of 
some or all firms.   
Public officials likely are capable of extracting wealth from firms using “legal” means such as 
taxes and regulation.  McChesney (1987) develops a model in which public officials use threats of 
regulation and narrow taxes in order to solicit bribes and extort firms.5  Figure 1, however, shows 
some of the case summaries the DOJ PIN submits in its annual reports to Congress.  The three 
examples chosen represent different districts and time periods.  Each shows a public official using 
his position to extort wealth from local businesses.  Though not all cases handled by PIN are such 
clear cases of “shake-downs,” Figure 1 does demonstrate that cases of severe abuse of office do oc-
                                                     
5 An example of a narrow tax is the “Windfall Profits Tax” that targeted the oil industry in 2007.  Alt-
hough in general this tax can be levied on any firm for any profit the government determines is “excessive,” 
there was, amid record oil prices, a demand by many politicians to target gasoline producing firms because 
of perceived profits.  Taxes and regulations aimed at specific industries are a potential avenue for politicians 
to gain concessions from firms, whether monetary or political. 
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cur and are common.  One of the more famous cases handled by PIN was the case of lobbyist Jack 
Abramoff in which an extensive investigation led to the conviction of Abramoff and 21 others in-
cluding White House officials, a U.S. Representative, and Congressional aides on charges of cor-
ruption.  The widespread scheme of bribery and defrauding the government shows that in many 
instances public officials rely on some sort of quid pro quo relationship in order to facilitate the 
transfer of firm resources.  A promised quid pro quo is common in the case descriptions.  Thus, 
there are also matters in which officials attempt to extract wealth illegally through outright 
blackmail and theft.  Further, the convictions data appear to capture at least a portion of this 
activity, and my study relies on these data being a reasonable measure of this underlying corrup-
tion.6 
Although corrupt officials in the U.S. may rely more on “legal” means of expropriation (e.g., 
threat of taxes and regulations, promised benefits), there does not appear to be anything unique 
about the way in which businesses pay bribes in the U.S.  I am unable to observe all payments 
made to officials, even for those officials who are convicted, because only a subset of case descrip-
tions is available.  However, in those descriptions available bags of cash, foreign safe deposit box-
es, and bars of gold are not uncommon. 
Possible effects of corruption 
Although far less developed than the literature on international corruption, there is some re-
cent and on-going work on corruption in the U.S.  Fisman and Gatti (2002) find that corruption is 
                                                     
6 I discuss the validity of this reliance when I discuss the data (Section III.A). 
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associated with larger federal transfers to states.  Glaeser and Saks (2006) find that the number of 
corruption convictions is negatively correlated with economic development and investment 
measures in U.S. states, consistent with previous international findings.  Butler et al. (2009) find 
that states with more corruption had riskier (more expensive) municipal bonds and that under-
writing fees were much larger when politicians operated ‘pay-to-play’ schemes (i.e., corruption af-
fected financial market outcomes).  Current work on corruption within the U.S. examines how 
firms can mitigate the relation between corruption and firm value (Brown, Smith, White, and 
Zutter (2013)) and how firms dedicate resources to lobbying (Garner, Kim, and Yore (2012)). 
In past international studies, corruption has been shown to be associated with slow economic 
growth and development by: distorting incentives, hindering market activity, and reducing private 
investment (Shliefer and Vishny (1993, 1994) and Mauro (1995)); reducing foreign direct invest-
ment (Wei (2000)); and transferring resources from the innovative, entrepreneurial elements of the 
economy (Murphy, Shliefer, and Vishny (1993)).7  Durnev and Fauver (2010) explore the ideas 
from Stulz (2005) and show both theoretically and empirically that when firms are at greater risk 
for having their assets extracted by public officials (which they simply call predatory government 
policies, or predation by states), firms tend to practice more opaque disclosure policies.  They find 
that expropriation risk (defined by International Country Risk Guide data) drops average firm 
value by 3%, and the resulting inferior governance and transparency drops average firm value by 
                                                     
7 Jain (2001) and Aidt (2003) provide surveys of the corruption literature that demonstrate its breadth and 
depth and provide citations to many more studies than those I list here. 
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9%.  These figures provide some indication of the costs of corruption.  These costs are inherently 
difficult to measure given the illicit nature of corruption. 
Stulz (2005) and Durnev and Fauver (2010) both posit that transparent firms are faced with a 
greater threat of extraction or predation because government officials know more about these 
firms, effectively making expropriation easier.  Therefore, firms have an incentive to be less trans-
parent in these environments, leading to a decrease in the quality of reporting and disclosure.  
However, in countries with standardized and regulated reporting and disclosure, such as the U.S., 
it is possible that firms would need to take other actions to mitigate this expropriation risk.     
What can firms do to mitigate expropriation risk? 
Given that corruption does occur and that it can carry large costs, how can firms minimize 
these costs?  Altering financial policies appears to be one channel through which to deter pursuit 
of firm assets.     
Klasa et al. (2009) provide evidence that firms manage cash balances downward in more un-
ionized industries to gain bargaining advantages over unions.  In other words, these firms limit the 
cash that a party outside the firm can extract by appearing to have a diminished capacity to pay.  
In addition to managing liquidity, firms could use more debt financing to pre-commit cash flow 
(limit cash accumulation), increase profit variability, and increase the risk of bankruptcy.  Matsa 
(2010) finds that firms strategically use debt in bargaining with labor unions likely to accomplish 
this aim.  The findings in Matsa (2010) and Klasa et al. (2009) stem from early works in the in-
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dustrial organization literature by Bronars and Deere (1991) and Perotti and Spier (1993) who 
argue that debt could be used to intentionally increase the probability of bankruptcy and thus 
limit concessions made in a bargaining game.  The notion of sheltering assets from the demands of 
labor unions fits naturally within the corruption literature; in a study on corruption in Uganda, 
Svensson (2003 p. 219) notes that “the more a firm can pay… the more it must pay.”   
Caprio et al. (2013) unify the ideas on liquidity management and corruption in an internation-
al setting.  They build on Myers and Rajan (1998), who postulate that liquid assets are easier to 
extract and convert to private consumption (what Myers and Rajan call the transformation risk 
for “hard” assets), and Stulz (2005), who asserts that firms will structure assets to reduce the risk 
of expropriation.  In the analysis, they examine a sample of firms in 109 countries and find that in 
countries ranked as more corrupt (by the ICRG survey) firms hold less cash on their balance 
sheets, pay more in dividends, and have more investment through capital expenditures and inven-
tory. 
Together, these papers suggest a foundation that:  public officials are capable of expropriating 
wealth from firms, this expropriation is costly, and firms can alter financial policies to mitigate 
expropriation.  This leads to a general hypothesis that U.S. firms will shield their assets from cor-
rupt officials.  The empirical predictions are as follows.  First, cash is decreasing and leverage is 
increasing in the underlying amount of corruption a firm faces in its local political environment; 
this pre-commits liquid resources to creditors and increases the cost of expropriation to politicians 
because of the risk of bankruptcy.  Second, these changes to firm financial policy result in lower 
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firm value.  It is plausible that there are many other changes to a firm’s financial policies and bal-
ance sheet—working capital, inventories, etc.—but I leave this to future work. 
These predictions and the subsequent analyses have important underlying assumptions.  First, 
headquarters choice is pre-determined.  That is, I assume the majority of firms evolve in certain 
areas for any number of reasons (e.g., in the founder’s home city or because of an innovative envi-
ronment such as Silicon Valley) and that they do not begin in such a fashion that they can simply 
locate wherever is optimal, weighing all factors (start-ups may not be aware of the local political 
environment).  I do not attempt to address this in the paper.  Second, there may well be corre-
sponding benefits to operating in any area (including a district that my analysis would classify as 
corrupt) such as CEO preferences or reduced shipping costs.  Three, moving a headquarters has a 
cost.  As long as firms face some barriers to moving, they could be forced to adapt to the local 
political environment and these are the associations I hope to capture.  
Relatedly, changing financial policies must be less costly than moving headquarters or paying 
corrupt public officials.  If altering financial policies represents the highest cost undertaking then 
firms will instead pay the public officials or move and operate otherwise as normal, meaning I 
should find no significant results in the proceeding analysis.8  This is true of paying bribes because 
a firm would only carry an above-optimal amount of cash just before the bribe is paid, after which 
                                                     
8 This reasoning suggests that an analysis of firms that change headquarters location would provide an in-
teresting test of the corruption hypothesis.  Although headquarter changes cannot be identified through 
Compustat because it backfills these data, I have used the address line from SEC filings to create a sample 
of firms that change headquarters.  However, the majority of relocations appear related to merger and ac-
quisition activity, making it very difficult to draw conclusions about how a new corruption environment 
might be affecting the firm. 
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the firm would return to its optimal cash balance.  However, if altering financial policies repre-
sents the least cost action for the average firm, then to the extent that I can put a cost on chang-
ing these policies, I will have found a lower bound on the costs of corruption and of moving a 
headquarters. 
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III. DATA AND VARIABLES 
 
My initial dataset includes all U.S. firms (i.e. survivors and non-survivors) in the Compustat 
North America Fundamentals Annual file from 1980-2009 that have headquarters location infor-
mation.  Headquarters location is critical in assigning firms to district courts so that I can link 
firms to the corruption figures.  I delete firm-years that have negative assets or sales and follow 
convention in setting missing research and development expense (R&D) to zero and including an 
indicator to note a missing R&D observation.  Apart from a few robustness tests, I exclude finan-
cial firms (Standard Industrial Classification (SIC) codes 6000-6999) and utilities (SIC 4900-4999) 
because of both strict federally-mandated liquidity and, in the case of financials, because holding 
liquid assets is part of their operations.  After deleting observations without the required account-
ing data, this leaves an unbalanced panel of 117,410 firm-years in 14,044 unique firms. 
Previous empirical work uses several definitions of the cash ratio.  Throughout my analysis I 
use the conventional (and simplest) to facilitate ease of interpretation:  cash and cash equivalents 
divided by total assets.  Using assets net of cash avoids some of the econometric problems of scal-
ing both the dependent variable and some independent variables by assets.  However, this creates 
extremely large outliers because some firms (e.g., Microsoft and Google) carry substantial cash 
ratios; this necessitates logging the cash-to-net-assets ratio, which is another common measure of a 
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firm’s cash ratio.  Because all of the liquidity results using the log(cash/net assets) measure are 
statistically significant with generally larger effect sizes, I only report results using the cash ratio.  
For leverage, I use debt in current liabilities plus long-term debt over assets, or book leverage. 
 
A. CORRUPTION 
In this paper, I follow the literature and link the corruption a firm faces in its operations to that 
in the area of its headquarters.9  I use the yearly number of corruption convictions from each fed-
eral judicial district (I use this term and district court district interchangeably throughout) within 
the U.S. to create a panel dataset to proxy for underlying corruption.10  To match to corruption, I 
convert state-county observations provided by Compustat to their respective Federal Information 
Processing Standard (FIPS) codes and then hand-match FIPS codes to federal judicial districts.  I 
match convictions to contemporaneous financial data.11   
The U.S. Department of Justice (DOJ) Public Integrity Section (PIN) maintains the data on 
public corruption convictions.  The DOJ releases yearly conviction numbers for the 94 U.S. dis-
trict court districts in its “Report to Congress on the Activities and Operations of the Public In-
tegrity Section.”  Most numbers in the report are convictions prosecuted by the U.S. attorney’s 
                                                     
9 I exploit firm differences in headquarter importance in robustness tests in Section V. 
10 In rare cases, there is a missing conviction number for a district-year; in these cases, I use the average of 
the adjacent years as the conviction figure for the missing observation. 
11 Although lagging generally provides a more causal inference, I find it unnecessary for several reasons.  
First, because my data measure convictions rather than indictments, these are necessarily several years re-
moved from when the crimes occurred as it takes time to build a case and conduct a trial.  Second, district 
corruption is sticky.  That is, it appears that corruption cannot be “rooted out” quickly, and persists over 
long periods.  Nevertheless, using lagged measures does not change my conclusions. 
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office in the district in which the case originated (districts follow state and, in the case of multi-
district states, county lines), sometimes with operational support by PIN, though PIN directly 
handles approximately 2,000 cases per year (see Glaeser and Saks (2006) for a further discussion).  
Corruption investigations by and reported to PIN are for crimes including bribery, extortion, elec-
tion crimes, and criminal conflicts of interest.  Refer to Figure 1 for examples of cases handled di-
rectly by PIN from several of its annual reports to Congress. 
Unfortunately, because PIN does not summarize all conviction cases, I am unable to count on-
ly those convictions that we might expect to plausibly affect the firm.  That is, included in the 
variable are offenses not likely to directly impact the firm, e.g., election crimes or other crimes of a 
strictly political nature.  My analysis assumes that the various types of corruption are positively 
correlated, such that a district with a high number of convictions has a culture of corruption that 
should impact firm operation in the district.  In the end, it is important to note that the convic-
tion data are a proxy for the actual level of corruption in a district.  The likelihood of measure-
ment error that results in serious biases in estimation (e.g., when greater underlying corruption 
implies lower observed convictions) is discussed below.    
Both the finance and economics literature use this measure.  For example, Glaeser and Saks 
(2006), Butler et al. (2009), and Fisman and Gatti (2002) use these data.  The authors that have 
used this measure of corruption have noted the superiority of “hard” data over measures that rely 
upon surveys because the data are standardized, verifiable, not based on opinion, and allow the 
creation of a panel.   
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An advantage of my data in particular is the use of federal judicial district-, as opposed to 
state-, level data.12  Allowing within-state variation—for example, comparing companies in North-
ern Illinois to companies in Central Illinois—should add considerable power to the analysis, be-
cause these districts face similar tax codes and economic environments but different levels of cor-
ruption.  U.S. district court districts follow county lines and have remained unchanged since 1978.  
As is common, I standardize the number of convictions in each district by population estimates 
from the U.S. Census, summing the county data into their respective districts through FIPS codes 
(Fisman and Gatti (2002), Glaeser and Saks (2006) also scale by population).13 
One important concern is that the areas with few corruption convictions may be most corrupt, 
but the offenders are escaping detection or indictment.  This lack of oversight could stem from a 
corruption of the justice system or some districts having better attorneys, better law enforcement, 
or more resources.  Several points should help recommend convictions as a reasonable proxy.  
First, as direction, supervision, and assistance flow from a federal department, I expect at least 
moderate homogeneity of enforcement.  Second, Boylan and Long (2003) find that the number of 
state-level convictions is positively correlated with the perception of corruption by state house re-
porters.  Third, as will be shown in Table 1, conviction numbers line up well with intuition and 
pre-conceived notions about the most and least corrupt areas in the U.S.  Lastly, using an alterna-
tive survey measure of corruption to address exactly this concern does not alter my conclusions. 
                                                     
12 Completing the analyses at the state level in general yields weaker statistical significance and lower mag-
nitudes, but does not alter my overall conclusions.   
13 Alternatively, scaling by some measure of economic activity, such as the number of firms in each district-
year, gives very similar results. 
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The alternative measure is a cross-sectional state level measure recently made available by the 
Center for Public Integrity through the State Integrity Project.  It offers an alternative to convic-
tions that alleviates concerns about measuring underlying corruption with conviction data by ad-
dressing likelihood of conviction:  
[T]he State Integrity Investigation takes a different approach by measuring the risks of 
corruption, as reflected in the strength or weakness of laws, policies, and procedures de-
signed to assure transparency and accountability in state government.  
Using a combination of on-the-ground investigative reporting and original data collection 
and analysis, the State Integrity Index researched 330 “Integrity Indicators” across 14 cat-
egories of state government: public access to information, political financing, executive ac-
countability, legislative accountability, judicial accountability, state budget processes, civil 
service management, procurement, internal auditing, lobbying disclosure, pension fund 
management, ethics enforcement, insurance commissions, and redistricting.14   
These integrity indicators cover both the laws that are on the books as well as measured enforce-
ment of those laws.  I invert the scale so that a higher number corresponds to a more corrupt 
state.   
One could argue that the number of corruption indictments, rather than convictions, may be a 
clearer measure of the overall corruption in an area (by avoiding the issue of connected officials 
escaping conviction).  However, two points should alleviate any concern.  First, the overall convic-
tion rate is high:  approximately 86% for the sample period.  Second, Butler et al. (2009) find that 
the correlation between current charges (offered nationally) and convictions is also high (0.72 to 
0.77) and, when included together with current charges, lagged charges are not significantly relat-
ed to convictions.  
                                                     
14 http://www.iwatchnews.org/2012/03/19/8423/grading-nation-how-accountable-your-state 
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Another potential concern is reverse causality.  However, that does not appear to be an issue 
in this study.  First, it is unclear why corruption would center on areas in which the average firm 
has low cash holdings.  Second, though it is plausible to assume corruption centers around areas 
with high cash firms, I do not find a positive relation between corruption and cash holdings. 
Table 1 contains summary statistics for each U.S. district court district-year included in my 
sample prior to dropping utilities, financials, and observations with missing accounting data (i.e., 
later analyses use a subset of these data).  Because I restrict my focus to U.S. firms, the districts 
of the four territories (Guam, Puerto Rico, the Virgin Islands, and the Northern Mariana Islands) 
are not included.  This leaves me with 90 districts in 50 states and the District of Columbia, all of 
which have a presence in the sample.   
I report the number of firm-years in each district, as well the median, mean, standard devia-
tion, minimum, and maximum of convictions per 100,000 for each district in Table 1.  The num-
ber of convictions per 100,000 varies greatly between districts, with a median of 5.368 in Washing-
ton D.C., to 0 in Northern West Virginia.  It is perhaps unsurprising that Washington D.C. tops 
the sample by such a large margin (the next largest median is 1.239 in Western Tennessee).  The 
difference is most likely because D.C. serves as a political center and has fewer inhabitants than 
the districts that span part or all of a state.  Because of these large differences in per capita cor-
ruption at both the top and bottom of the sample I winsorize per capita corruption at the 1% and 
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99% levels.15  Most tests in the analysis use this continuous variable per capita corruption.  How-
ever, for univariate tests in which the level of observation is the firm, I classify a district as cor-
rupt if its median per capita corruption figure is in the top quartile of per capita corruption con-
victions.  That is, I take the median of the time series of convictions for each district, and then if 
a district median falls in the top (bottom) quartile of the cross-sectional medians, I classify it as 
corrupt (non-corrupt).  In general, the Table indicates that utilizing the cross-sectional variation is 
important, as there are big differences in the average level of corruption faced by firms across dis-
tricts.  Further, in an unreported analysis, I find that although there is time series variation with-
in districts, the ordering of most corrupt to least corrupt district stays relatively stable from year 
to year.  Because of this stickiness in corruption, the ordering of the districts is not very sensitive 
to the time period covered. 
The table also shows, however, that there is substantial time series variation in the number of 
corruption convictions as can be seen in the standard deviations and minimum and maximum for 
each district.  For example, the standard deviations for the top third most corrupt districts tend 
to be above 0.490 (greater than the sample-wide standard deviation of 0.349) and the range tends 
to be above 1.0.  A regression of per capita corruption on indicators for each district indicates that 
52% of the variation in convictions is explained cross-sectionally, while the rest is time series vari-
ation.  Using the within-district variation will also be an important piece of the analysis. 
                                                     
15 Without winsorizing, the results are generally of slightly smaller economic magnitude and model fit is 
slightly worse.  Trimming the data or just dropping Washington D.C. provides nearly identical results. 
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Figure 2 provides a visual representation of the conviction data in Table 1.  I use the median 
of convictions per 100,000 for each district.  I plot these median data in the choropleth map with 
the five breaks shown in the legend, designed to have approximately 15 districts in each category.  
Figure 2 highlights the variation in corruption that exists within some states such as Tennessee, 
California, and Florida and indicates that district-level analysis is likely important. 
 
B. CONTROLS 
I defer the discussion of individual controls to the discussion of results (Section IV.B), in which I 
detail the controls as I discuss the models.  I include all variable definitions in the Appendix. 
In order to guard against the effect of outliers on my results, I winsorize all firm ratio varia-
bles at the 1% and 99% levels.  For comparison with other studies, Table 2 contains summary sta-
tistics for the control variables as well as the variables of interest.   
Compustat provides state and county of headquarters for approximately 70% of observations.  
In comparing summary values between firms that do and do not have headquarters data, those 
firms missing headquarters data tend to be smaller, less levered, and have higher market-to-book 
values and cash balances.  However, when I match on size and industry, most of the differences go 
away, suggesting that these growth firms without headquarters data look similar to the growth 
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firms in my sample, but that Compustat has neglected collecting headquarters data for these 
firms. 16  Therefore, I do not expect a selection bias to influence the results. 
  
                                                     
16 This is somewhat of a moot point.  If I reverse my data screening, instead first deleting observations miss-
ing any of the necessary accounting data, financials, and utilities (together these filters drop more than 
90,000 firm-years), and removing observations missing headquarters data afterward, this headquarters filter 
only deletes 7,485 firm-years. 
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IV. RESULTS:  THE ASSOCIATION BETWEEN CORRUPTION AND FI-
NANCIAL POLICY 
 
A. UNIVARIATE ANALYSIS 
Table 3 shows the results of the univariate analysis.  Analysis is at the firm level done by taking 
the median value of each variable for the firm.  Conducting the analysis at this level avoids the 
interpretive issues caused by a very large sample size with the same firm repeated in many yearly 
observations, although results are similar using firm-years.  Panel A displays the means and medi-
ans (of the firm medians) by corrupt and non-corrupt districts.  The mean (median) cash ratio is 
8.72 (6.97) percentage points lower for a firm with headquarters in a corrupt district than for an-
other in a non-corrupt district.  Leverage is 7.46 percentage points lower at the median in a non-
corrupt district.  The leverage mean is actually lower for firms in corrupt districts, but the differ-
ence is not statistically significant.  The median market-to-book is 15.95% higher in non-corrupt 
districts.  The differences are highly statistically significant for all rank-sum tests and for the t-
tests for the cash ratio and log of cash-to-net assets.   
In Panel B, to provide a better comparison of the variables and establish some of the robust-
ness of the relations, I match the corrupt and non-corrupt firms on size and industry.  Cash has 
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been found to vary systematically by size and industry, so matching absorbs some of this variation 
(Gao, Harford, and Li (2013)).  Specifically, I match firms in the same 3-digit industry that are 
closest in size (the match firm must be within 50% and 150% of assets) with replacement.  Despite 
matching, Panel B shows the differences in the variables persist, albeit with diminished magni-
tude; cash and market-to-book continue to be higher and leverage lower for firms with headquar-
ters in corrupt districts.  The differences in cash and leverage are 4.17 (3.04) and 2.96 (2.62) per-
centage points at the mean (median), respectively, with firms in corrupt districts holdings less 
cash and more leverage.  All rank-sum test statistics are significant and all but the market-to-book 
difference of means tests are significant. 
 
B. MULTIVARIATE ANALYSIS OF CASH HOLDINGS 
Table 4 displays the results of regressions using cash-to-assets as the dependent variable.  In all 
models except Model (4), I cluster standard the errors by both time and firm to ensure robustness 
to unspecified time and firm correlations in the standard errors, which could be present in panel 
data (Petersen (2009)).  Model (4) uses the Fama-MacBeth regression method with Newey-West 
(1987) standard errors set to the maximum lag length to limit the impact of any autocorrelation 
in the standard errors.   
In all of these models, the corruption measure is negatively related to cash holdings.  The coef-
ficients are significant at the 1% level in all models except the Fama-MacBeth model coefficient, 
which is significant at the 5% level.  The relation is robust to using alternative measures from the 
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literature.  The adjusted R-squared of these base models ranges from 35.7% to 43.7%, depending 
on the exact specification.  In unreported analyses I conduct these tests using the firm as the level 
of observation (instead of firm-year) by taking time-series medians and results are largely un-
changed. 
Models 1, 2, and 3 are pooled OLS models with year and industry fixed effects in Models 2 
and 3.17  Model 3 adds foreign sales and net debt and equity issues, variables that Bates et al. 
(2009) found to be important in determining the cash ratio, but that greatly reduce the sample 
size because they are less frequently populated in Compustat.  In Models 2 and 3, given the indus-
try and time dummies, the results indicate that corruption is negatively correlated with cash hold-
ings considering firms in the same industry (2-digit SIC) in the same year.  These results suggest 
that geographically captive industries, such as logging, mining, drilling, etc., do not drive this as-
sociation. 
In Models 5 and 6 I use the alternative measure of corruption from the State Integrity Investi-
gation for robustness.  In both Models the coefficients are negative and significant at the 1% level.  
Although the State Integrity Investigation just recently compiled the measure, I use it for the 
years 2000-2009.  The results are similar if I use it for 2009 only or for all 30 years of the sample; 
the invariance of the results to time period is a further testament to the stability of cultures of 
corruption.   
                                                     
17 Including fixed effects is the best method for controlling for unobserved heterogeneity, though if I indus-
try-adjust (subtract industry-year medians from all variables in the model) instead, the results are quite 
similar (Gormley and Matsa (2014)).  The results when including higher dimensional fixed effects (e.g., in-
dustry-year), are also quite similar to those reported. 
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To assess economic significance, I look at the difference between a hypothetical firm with 
headquarters in Northern Illinois, which is highly corrupt (Chicago is in this district), and a firm 
in Central Illinois, which has low corruption.  The difference between the district medians is 
roughly one standard deviation, using the sample-wide measure.18  The association I find is large 
in magnitude.  The firm headquartered in Northern Illinois holds a cash ratio between 63 and 78 
basis points lower than the firm in Central Illinois, all else equal.  With a sample average (medi-
an) cash ratio of 16.8% (7.8%), this is a 3.75% (8.08%) to 4.65% (10.0%) change from the sample 
average (median).  The survey corruption measure indicates a larger magnitude, with a one stand-
ard deviation change in it corresponding to approximately a 1.7 percentage point change in the 
cash ratio, or 10.12% (21.79%) of the mean (median).   
In addition, convictions and the survey data measure slightly different elements of corruption; 
convictions measure the enforcement of the law and the survey grade measures the strength of the 
state laws and institutions (and to some degree, a judgment of how they are enforced).  In other 
words, they measure the actual incidence of and the threat of corruption.  Thus, the real effect of 
corruption could be some combination of these effects.  When both convictions and the survey 
measure are included they have coefficients of -0.015 and -0.001, respectively, with t-statistics 
above 4 (unreported).   
I draw my controls from existing research on the determinants of cash holdings (e.g., Opler et 
al. (1999), Bates et al. (2009), and Haushalter, Klasa, and Maxwell (2007)).  The controls have 
                                                     
18 The district medians for Northern and Central Illinois are 0.555 and 0.183, respectively.  The sample-wide 
standard deviation for convictions is 0.349. 
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the expected signs and are stable throughout the analysis.  Market-to-book, cash flow, R&D ex-
pense, industry cash flow risk, the negative net income dummy, and net debt and equity issues are 
all positively related to firm cash holdings.  Industry HHI, leverage, net working capital, capital 
expenditures, size, acquisitions, the dividend dummy, the indicator for a missing R&D value, and 
the number of firm business segments are all negatively related to firm cash holdings.  These re-
sults are consistent with prior literature.19  
Overall, the results from Table 4 show that corruption is negatively and significantly related 
to the cash ratio of sample firms.  This is consistent with the hypothesis that firms reduce liquidi-
ty in the face of rent-seeking behavior by local public officials. 
 
C. MULTIVARIATE ANALYSIS OF LEVERAGE 
In this section, I test how corruption affects leverage.  I expect firms to increase leverage when 
their headquarters is in a corrupt district to deter government expropriation by increasing the risk 
of bankruptcy.  This effect is akin to Matsa (2010), who finds that firms facing a strongly union-
ized labor force tend to make more extensive use of debt financing, and suggests the result fits 
with prior theoretical models that this is to strategically increase the probability of bankruptcy as 
well as increase the volatility of the firm’s profit stream, reducing perceived surplus.   
                                                     
19 Readers familiar with Haushalter, Klasa, and Maxwell (2007) may recall that using HHI from the Census 
Bureau, they find a positive relation between cash and HHI.  This seems to be due to the presence of pri-
vate firms.  Although Ali, Klasa, and Yeung (2009) find bias in using Compustat instead of Census HHI, 
the relation between corruption and cash holdings is invariant to my choice of HHI.  I choose the Com-
pustat HHI to maximize the sample size and the generality of my conclusions. 
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Table 5 displays results from regressing leverage on convictions per 100,000 and various finan-
cial controls from Matsa (2010).  Model 1 is the base specification.  The 2-digit SIC and year 
dummies in Model 2 again compare firms in the same industry and year.  Model 3 uses a Fama-
MacBeth regression and Models 4 and 5 use the survey measure of corruption.  I cluster standard 
errors by both firm and time in the first four models and by firm in the Fama-MacBeth model, 
which uses Newey-West standard errors. 
The coefficient on convictions per 100,000 is significant at the 1% level in all models.  The 
magnitudes of the coefficients indicate that a firm with headquarters in Northern Illinois holds 
between 78 and 123 basis points, or between 2.74% (3.63%) and 4.32% (5.72%) of the mean (me-
dian), more leverage than a firm in Central Illinois, all else equal.  The magnitude of the relation 
is again larger for the survey variable, implying a 1.71 percentage point change in leverage or 
5.96% (7.91%) of the mean (median) for a standard deviation change in the measure.  Including 
both measures of corruption in the same regression does not diminish statistical or economic sig-
nificance of the coefficients, suggesting a larger total effect of both the threat and act of extortion 
(unreported).   
The adjusted R-squared of the models ranges from 28.5% to 40.7%.  The models that use the 
alternative corruption measure have the best model fit.  The included controls are mostly of the 
expected signs, though not all of them are statistically significant.  Market-to-book; property, 
plant, and equipment (PP&E); and sales are positively related to leverage.  Modified Altman-Z 
and EBITDA are negatively related to leverage.  Overall, these results indicate that firms with 
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headquarters in more corrupt districts tend to have higher leverage, and are consistent with the 
hypothesis that firms restrict financial slack to limit expropriation.     
 
D. ANALYSIS OF FIRM PERFORMANCE AND VALUE 
On balance, it is unclear how the changes to firm financial policy impact firm performance and 
value.  Up to this point, I cannot judge whether the financial policy changes are value-increasing 
or -decreasing.  First, although expropriation through corruption is important, corruption is also 
potentially a reflection of at least some firms forging valuable political connections, such as in 
Goldman et al. (2009) and Borisov et al. (2012).  These political connections may allow firms 
preferential access to debt or priority in bailouts (Claessens et al. (2008); Faccio et al. (2006)).  
Second, the literature is mixed as to how cash affects the firm.  Some research has shown that 
high cash holdings can be value increasing, or at least not detrimental to firm performance (e.g., 
Mikkleson and Partch (2003)).  If the average firm is indeed holding close to an optimal cash bal-
ance, then clearly any deviation caused by corruption is detrimental.  However, Jensen (1986) 
suggests that less cash under management control along with more leverage may be beneficial to 
firms.  Additionally, other researchers have found that cash balances can be valued below their 
dollar value in some cases (Faulkender and Wang (2006)).  So, one might argue that decreasing 
cash and increasing leverage may actually be beneficial to shareholders.  To determine how these 
differences in financial policy might impact firms, I begin by examining operating and accounting 
performance in a univariate framework. 
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1. Performance 
In Table 6, I repeat the type of analysis used in Table 3, classifying districts as corrupt (non-
corrupt) if they are in the top (bottom) quartile of district convictions to examine univariate sta-
tistics.  The level of observation is the firm, using the median value of each variable.  Firms in 
corrupt districts are matched to firms in non-corrupt districts by size and 3-digit SIC industry.  
The Appendix provides variable definitions that show the Compustat mnemonic variables. 
Panel A shows statistics for the entire matched sample.  Firms headquartered in corrupt dis-
tricts have lower return on book assets (ROA), operating income-to-assets (OCF), operating cash 
flow (statement of cash flows value (SoCF)) over assets, net income-to-assets (NI), and earnings 
before interest (EBI) over assets.  Return on book equity (ROE) is significantly lower for firms 
headquartered outside corrupt districts; in an unreported analysis, I find that this is driven not by 
higher earnings, but by systematically lower book equity in corrupt districts (which likely reflects 
the leverage choice).  The magnitudes of the differences range from 6.0-26.5 (-1.1 to 0.4) percent-
age points for means (medians).  Further, these differences represent significant percentages of the 
mean and median values.  Although the point estimates suggest inferior performance, only two 
rank-sum tests are significant for ROE and OCF and most difference of means tests are outside 
10% significance.   
The relation between corruption and performance may be greater among financially con-
strained firms because of their demonstrated need for cash.  Financially constrained firms are 
those firms whose internal funds are insufficient to fund all investment opportunities and whose 
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access to outside capital is limited.  Therefore, I expect that a decrease in the cash balance and an 
increase in debt payments related to corruption are particularly damaging to constrained firms, as 
financial flexibility deteriorates with the changes. 
In Panels B - E, I explore these univariate relations within subsamples of financially con-
strained firms.  I use the classification schemes commonly used in the literature (see, e.g., Al-
meida, Campello, and Weisbach (2004) and Denis and Sibilkov (2010)) to separate firms as con-
strained or unconstrained.  I classify firms as constrained if they are in the bottom three deciles of 
size or payout ratio, or have never had their long-term debt or short-term commercial paper rated 
by Standard and Poor’s Rating Agency.  Analogously, firms are unconstrained when in the top 
three deciles of size or payout ratio, have had their long-term debt rated and it is not in default, 
or have had their short-term commercial paper rated and it is not in default. 
In all of the panels, every accounting and performance mean value is larger for the firms in the 
non-corrupt districts relative to the means for firms headquartered in corrupt districts.  The val-
ues differ anywhere from 25% for the NI values among firms classified as constrained by payout to 
130% for the ROE values among firms classified as constrained by short-term paper.  However, 
only a handful of these differences are statistically significant at the 10% level; most are concen-
trated in Panels D and E.  The remaining t-statistics for the differences are all around 1.5, slightly 
below the threshold for statistical significance.   
Across the four panels of constrained firms, seven of the 24 median numbers are lower for 
firms in non-corrupt districts, including all four ROE values.  But once again there are only sever-
 
 
39 
 
al rank-sum test statistics that are statistically significant; in Panels B and C OCF (SoCF) is sta-
tistically greater for firms in non-corrupt districts.  In general, these test statistics are all smaller 
than those for the differences of means tests. 
2. Firm Value 
Though the results in Table 6 are somewhat suggestive of inferior performance, the overall statis-
tical significance is weak.  Therefore, in Table 7 I take a more direct tack and examine the rela-
tion between corruption and firm value in a multivariate framework.  I use the firm’s market-to-
book ratio as a proxy for firm value and draw on the extant literature for the control variables 
(see, e.g., Daines (2001)).  The controls are real size, EBITDA, leverage, cash flow, firm age, a 
dummy for Delaware incorporation, R&D, and intangible assets.  These last two are to control for 
growth opportunities and give market-to-book more of a value interpretation.  In these models I 
include year dummies and cluster standard errors by firm.  Including industry dummies for vari-
ous SIC levels does not substantively impact the analysis. 
The first model in Table 7 is the base specification.  Corruption is negatively and significantly 
related to market-to-book.20  This negative relation is consistent with the results in Brown, et al. 
(2013) and Garner, et al. (2012).  The point estimate implies that a firm headquartered in North 
Illinois will have a mean (median) market-to-book 1.70% (2.90%) lower than a firm in Central Il-
linois, all else equal.  Although this may seem trivial, this translates to a change in the market 
                                                     
20 In an unreported analysis, I find that, conditional on operating in a corrupt district, this negative relation 
between corruption and value is exacerbated when firms hold excess cash (defined as cash above that pre-
dicted by my baseline model, excluding the corruption variable) or excessively low leverage (defined similar-
ly).   
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value of equity of 4.17% of book assets.  For the median firm in the sample, this is a $4.32 million 
reduction in market value.  If firms shielding assets as a result of corruption leads to this decrease, 
then it suggests that moving a headquarters or paying bribes costs strictly more than this for most 
firms.  In the last four models, I again focus on financially constrained firms, as the financial poli-
cy changes may have a greater impact on them.  Each column represents an alternative classifica-
tion scheme, and includes a constrained indicator and its interaction with per capita corruption.  
Although in three of these four samples corruption is still negatively and significantly related to 
market-to-book (short-term paper ratings is the exception) none of the interaction terms is statis-
tically significant.   
Coefficients on control variables are generally as expected.  Larger, older firms with greater 
cash flow (which likely reflects operation in a mature industry) tend to have lower market-to-
book.  Firms that have more intangible assets, more R&D expense, greater EBITDA, and are in-
corporated in DE tend to have higher market-to-book.  Leverage is unreliably related to market-
to-book.21 
On the surface, my results are consistent with a world in which firms that are high obligation 
(interest and dividends) and low liquidity are currently poor performing (for whatever reason) and 
they seek to bribe politicians as a last resort.  This leads to a high number of convictions in a dis-
trict.  I find this less plausible than the shielding assets explanation because corruption is meas-
ured geographically and is very persistent.  For example, the districts of Washington D.C., West-
                                                     
21 Using a median regression, leverage is negatively related to market-to-book in all of the models. 
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ern Tennessee, and Eastern Louisiana rank in the top quartile of convictions in 30, 29, and 23 
years of the sample, respectively.  If certain districts systematically induce poor performance it 
appears firms would not survive and eventually new firms would not locate there to avoid the 
economic conditions perpetually causing poor performance.  However, the expropriation interpre-
tation of the results allows for the benefits to locating in a corrupt district to outweigh the costs 
(i.e., poor performance is not a certainty).  The negative associations between corruption convic-
tions and firm value and operating performance demonstrated here and elsewhere in the literature 
are also difficult to square with other bribery stories in which firms are willing participants in cor-
ruption. 
One alternative approach is to use any conviction dates available in PIN’s report to Congress 
as a natural experiment.  However, there are at least three major concerns with this approach.  
First, this immediately introduces a selection bias as only some cases are detailed.  Second, there 
would only be a measured effect if the conviction provides new information to the market.  Third, 
a significant challenge resides in the long-run persistence of corruption, which suggests that it is 
the political position and environment not the individual politician (e.g., again, the Chicago Way).  
In spite of these challenges I explore traditional event study results using these conviction dates to 
see how firms in the relevant districts are affected.  Because these tests yield few significant re-
sults, I do not report them.   
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V. ROBUSTNESS:  DOES CORRUPTION CAUSE CHANGES TO FINANCIAL 
POLICY? 
 
Despite the many control variables included in the multivariate tests, it is, nevertheless possible, 
that my findings are spurious because of an omitted variable or variables that could drive the as-
sociations between convictions and the financial policy variables and firm value.  Corruption is 
deep-rooted in certain areas (which may not conform to district lines) and has many covariates.  
Education, local attitudes toward corruption, or other issues could drive the foregoing results.  In 
this section I address endogeneity concerns through several avenues including fixed effects, an in-
strumental variables (IV) approach, and subsample analyses.22 
 
A. ALTERNATIVE SPECIFICATIONS 
In Tables 8 and 9, I run alternative models for the cash ratio and leverage, respectively.  All of the 
variables from the previous section are included, but omitted for brevity.  In these tables, I again 
cluster standard errors by both firm and time, except in the IV models, in which I cluster stand-
ard errors by firm.   
                                                     
22 Brown et al. (2012) thoroughly explore the relation between firm value and corruption and Garner et al. 
(2012) also cover it, therefore, I focus my robustness checks on the cash ratio and leverage models. 
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The first three models in Table 8 take advantage of the substantial time series variation in per 
capita corruption.  Models 1 and 2 are one- and two-year changes, respectively, which include all 
variables (including the cash ratio and leverage) as one- and two-year changes.  These models re-
move time invariant omitted effects and show how cash varies as corruption varies.  The coeffi-
cients on corruption in Models 1 and 2 with the cash ratio as the dependent variable are -0.003 
and -0.006 and are significant at the 5% and 1% levels, respectively.  Model 3 estimates the re-
gressions with firm fixed effects.  The coefficient on convictions per 100,000 in the cash model is -
0.007 and significant at the 1% level.  The coefficient on convictions per 100,000 in the leverage 
model is 0.009 and significant at the 5% level.  These models wipe out any cross-sectional varia-
tion, and focus on within-firm variation.  Thus, these specifications indicate that for a given firm, 
more per capita convictions is related to a lower cash ratio.  Further, these results indicate that 
there is both a level (cross-sectional) effect across districts, as well as a within firm effect as firms 
adjust to changes in corruption.  For example, a firm in southern Florida (median convictions per 
100,000 of 0.965) might always carry less cash than a similar firm in northern California (median 
of 0.103), but both firms might adjust cash holdings as corruption in the district changes (which, 
as shown in Table 1, it appears is often).  If these effects are indeed joint then the combined point 
estimates in both the cross-sectional tables and the models in this table point to an even larger 
effect on financial policy. 
The next three models (Models 4-6) in Table 8 address the omitted variable problem directly 
by including several additional variables that are related to cash or corruption, but that reduce 
the sample size.  In Model 4, I include industry unionization rate, which previous work has found 
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to be an important determinant of the cash ratio (Klasa et al. (2009)).  I use the publicly availa-
ble industry unionization data from the Union Membership and Coverage Database for 1983-
2009.23  The data are defined by Census Industry Classification, which I convert to SIC codes be-
fore 2002 and North America Industry Classification System (NAICS) codes after 2002.  I also in-
clude inventory, which explains some of the variation in cash holdings (Kulchania and Thomas 
(2013)).  Unionization and inventory are negatively related to the cash ratio, consistent with exist-
ing literature.  After including these two variables, the coefficient on corruption is not far from the 
baseline regressions:  -0.016 and statistically significant at the 1% level.  In Model 5, I add product 
market fluidity.24  Hoberg et al. (2014) develop fluidity from firm 10-k filings, and define it as 
product market threats and instability generated by rival firms.  They find that fluidity is robust-
ly related to cash holdings:  firms with more rival threats in their product market space hold more 
cash.  The coefficient on corruption in this model is -0.018 and statistically significant at the 1% 
level.  Fluidity enters positively, but the coefficient in my regressions is only one third the magni-
tude of that in Hoberg et al. (2014), 0.015 compared to 0.045.  In Model 6, I include variables that 
may influence the level of corruption (or are at least correlated with it, see Glaeser and Saks 
(2006)), per capita income growth, unemployment, and educational attainment.  The U.S. Census 
Bureau measures both per capita income and unemployment at the county level, and educational 
attainment, the percentage of the state population with a Bachelor’s degree, at the state level.  
Educational attainment is available only sparingly before 2000, and limits the sample size.  Inclu-
                                                     
23 These data are maintained at www.unionstats.com by Barry Hirsch and David Macpherson.  See Hirsch 
and Macpherson (2003) for details of data construction. 
24 The product market fluidity data are available from the Hoberg and Phillips Data Library, 
http://alex2.umd.edu/industrydata/. 
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sion of these economic variables increases the magnitude of the coefficient on corruption to -0.028, 
and it remains statistically significant at the 1% level.25 
In the last model I use an instrumental variables approach.  The instrument I use is the con-
centration of a state population around its capital city measured by the Gravity-Based Centered 
Index for Spatial Concentration (GCISC) from Campante and Do (2010).26  I use the version of 
the measure adjusted for state size and shape; the measure ranges from 0 to 1, where 0 corre-
sponds to a situation in which everyone in the state lives as far from the capital as is possible and 
1 would indicate that the everyone lived in the capital.  Campante and Do (2012) develop the 
econometric and theoretical underpinnings of the measure:  they find that isolated capital cities 
are associated with more state corruption, which they argue is because there is less oversight by 
the electorate.  In the first stage regressions (unreported) the isolation of the capital city is direct-
ly related to state corruption; the concentration of the state population is not a weak instrument.  
In fact, the first stage F-statistics that are used to test the null that the instruments are weak 
greatly exceed the oft used threshold of 10 and are larger than the Stock and Yogo (2005) critical 
values.  Campante and Do (2012) calculate GCISC for every U.S. Census year; I match fiscal 
years t+1 through t+10 (i.e., to financial variables that occur strictly after measurement of the 
spatial concentration of the population) to a single GCISC value to limit the potential for reverse 
causality. 
                                                     
25 Running my baseline regressions for only those firm-years for which these data are available yields results 
that are quite similar to those in the main tables. 
26 I thank Filipe Campante and Quoc-Anh Do for generously sharing these data. 
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In order to be a valid instrument, capital city isolation must also satisfy the exclusion re-
striction, that is, isolation must act on the cash ratio and leverage only through the relation with 
state level corruption.  This seems plausible.  It is unclear how population density around a state 
capital would influence a firm’s financial policies.   
In Table 8, in the second stage the coefficient on the instrumented value of corruption is        
-0.009 and not statistically significant.  However, a Hausman test does not reject the null hypoth-
esis that corruption is exogenous in the cash models.  The insignificance seems to be driven by 
larger standard errors in IV estimation, as the standard error is more than seven times larger than 
that from the OLS regressions.   
In Table 9, with the exception of the model that uses product market fluidity, I duplicate the 
regressions from Table 8, but use leverage as the dependent variable.  In Models 1 and 2, one and 
two-year changes, coefficients are insignificant in the leverage models.  It is possible that firms do 
not rapidly update leverage as corruption changes, whereas there are lower transaction costs to 
quickly altering the cash ratio.  However, corruption is positive and significant in the firm fixed 
effect model.  This indicates that within the firm, leverage does respond to changes in corruption.  
As with the cash models, the total effect is likely some combination of the within and between 
results.  In Model 4, I again include industry unionization rate because Matsa (2010) finds that 
firms use leverage in response to unionization (inventory is not included in this model).  Model 5 
is also an extended specification, which includes income, educational attainment, and unemploy-
ment.  In both models, after including unionization or the economic variables, the relation be-
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tween corruption and leverage strengthens, with a slightly larger coefficient and increased t-
statistic from the baseline.  The last model in Table 9 is also the second stage regression from the 
IV estimation; instrumented corruption is positively and significantly related to leverage.  The co-
efficient in the IV model is 0.153.  A one standard deviation increase in corruption implies an 
10.58% (14.02%) change from the mean (median) leverage value. 
Together, the results from Tables 8 and 9 rule out the possibility that some existing explana-
tions are responsible for the observed relations between corruption and financial policy.  Further, 
the change models, inclusion of firm fixed effects, and IV estimation collectively begin to cast 
doubt on alternative explanations that are not already documented in the literature, because the 
omitted effect must be both time-varying and correlated with the concentration of the state popu-
lation around the capital (the latter at least for leverage). 
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B. SUBSAMPLE ANALYSIS 
In Table 10 Panel A (B), I rerun the base cash ratio (leverage) regressions in various subsamples 
in which corruption should have a differential impact.  Each column includes a different indicator 
or continuous firm characteristic variable.  In this table, I use an indicator equal to 1 (0) if a dis-
trict is in the top (bottom) quartile of corruption convictions in a given year to measure corrup-
tion.  I prefer an indicator to the convictions per capita number because it simplifies the interpre-
tation of the interaction terms.27  As in the previous tables, standard errors are clustered by firm 
and fiscal year.  I omit the controls for brevity. 
The first model in each panel is a baseline specification for reference.  These models confirm 
that corruption is still negatively (positively) related to cash (leverage) using an indicator.  In the 
second model I run the regressions with financial firms (SIC 6000-6999) and utilities (4900-4999) 
included and with an indicator equal to 1 for these firms.  Given the heavy regulation and over-
sight faced by these firms, I would expect corruption to have no effect on them.  First, there is 
likely a significant benefit to dealing with corrupt politicians for these and so they would not 
change policies to limit ability to pay.  Second, were they to reorganize financial policies, corrupt 
politicians could more easily punish firms that refuse to pay with further regulation.  The results 
are consistent with this interpretation.  The coefficients on the interaction terms, corrupt indicator 
times financial and utility indicator, in both models are opposite the coefficient on the indicator 
alone.  In the cash regression the interaction term is 0.022 significant at the10% level, undoing the 
                                                     
27 The results are qualitatively similar if I use convictions and mean-center the continuous interaction terms. 
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-0.021 coefficient on corruption.  In the leverage regression the coefficient is   -0.057 and highly 
significant.  This could suggest that utilities are, together with corrupt officials, increasing their 
equity so that they can raise the prices charged (which are based on an ROE calculation).  Ulti-
mately, it appears regulated industries do not behave in the same manner as unregulated indus-
tries when faced with corruption.     
In the next model I run the regressions with an interaction for the corrupt indicator and size.  
Smaller firms are likely more susceptible to extortion from corrupt officials because of less devel-
oped legal teams, little or no lobbying presence, and less economic importance (less disincentive 
for politicians to bankrupt these firms).  The coefficient on the interaction term in the cash ratio 
regression is -0.002, significant at the 5% level.  The interaction term suggests that when operat-
ing in a corrupt district, larger firms carry less cash than smaller firms.  This is the opposite of the 
expected result.  In the leverage regressions, the coefficient on the interaction is approximately 0 
and statistically insignificant.   
In the next two models, I examine how the geographic concentration of firm operations affects 
the relations between corruption and the financial policy variables.  Headquarters has more mean-
ing for some firms than it does others.  For example, Yum Brands is headquartered in Louisville, 
KY with the KFC division, but it also owns Taco Bell and Pizza Hut, which are headquartered in 
Irvine, CA and Plano, TX, respectively.  Therefore, it is unclear exactly how (or whether) corrupt 
officials in Louisville impact the overall decision making at the firm level.  Similarly, some firms 
may not operate in the area of their headquarters at all (e.g., Murphy Oil Corp.).  Again, it is un-
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clear how (or whether) corruption around the headquarters would affect the firm.  Because I 
match firms to corruption numbers based upon their headquarters location, it is critical to exam-
ine how these differences might impact the observed relations.  To measure geographic concentra-
tion, I use the data from Garcia and Norli (2012): the number of states and the number of times 
each state is mentioned in a firm’s 10-k from 1994-2008.28  I use both the count of states in which 
a firm operates as well as the relative importance (relative mentions) of the firm’s home state (i.e., 
the state of its headquarters) to define geographic concentration.29 
The distribution of state count is highly right-skewed, ranging from 1 to 50, with a median of 
5; therefore, I winsorize at the 99% level.  In the fourth column of both panels, I estimate the cash 
and leverage regressions adding state count and the interaction between state count and the cor-
ruption indicator.  The coefficient on the interaction term in the cash ratio regression is 0.001 and 
significant at the 5% level.  In the leverage regression in Panel B, the coefficient on the interaction 
is -0.002 and significant at the 1% level.  Both results indicate that for firms headquartered in a 
corrupt district, operating in a fewer number of states exacerbates the relations between corrup-
tion and cash and corruption and leverage.  For example, for a firm that operates in 1 state in-
creases its leverage by 6.1 percentage points—a 21.40% change from the sample mean—when 
headquartered in a corrupt district, while a firm that operates in 20 states only increases leverage 
by 2.3 percentage points—an 8.07% change.  The signs on state count in the two panels indicate 
                                                     
28 I thank Diego García and Øyvind Norli for generously sharing these data. 
29 In an unreported test, I use these data to create a weighted average corruption measure based on the per-
centage of firm operations in state k, year t, times the corruption also in k, and t.  The results are consistent 
with those reported in the tables. 
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that firms that operate in few states hold more cash and less debt relative to those firms operating 
in many states. 
In the final model I use the relative importance of the state in which a firm has its headquar-
ters, roughly the percentage of the firm’s operations in its home state.  This measure ranges from 
0 (the firm does not operate in its home state) to 1 (all the state’s operations lie in its home 
state).  In both the cash ratio and leverage specifications the interaction term shares its sign with 
convictions:  in the cash regression the coefficient is -0.060, significant at the 1% level, and in the 
leverage regression it is 0.049, significant at the 10% level.  The coefficient on the interaction from 
the cash regression indicates that a firm that operates entirely in its home state and faces a cor-
rupt political environment holds 6.0 percentage points less cash as a proportion of assets.  In the 
same regression the insignificant coefficient of -0.001 on the corruption indicator has a natural in-
terpretation: corruption around the headquarters does change a firm’s cash policy if it does not 
operate in its home state.  The results confirm that corruption has a greater impact for firms that 
operate more heavily around their headquarters.  The signs on concentration of operations indi-
cate that firms with more geographic diversity in their operations hold less cash and more debt. 
  The tests of this section take several approaches to tackle endogeneity and are designed to 
establish a causal link, running from corruption to firm financing choices.  The cash ratio is nega-
tively related to corruption in change and fixed effects models and varies predictably in various 
subsamples.  Although the instrumented value of corruption is not significantly related to the cash 
ratio, a Hausman test cannot reject exogeneity of corruption convictions.  Leverage is positively 
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related to corruption in the fixed effects and IV models, and the relation varies predictably in var-
ious subsamples.  Therefore, alternative explanations must encompass not only the relation be-
tween convictions and financial policy variables, but also must be correlated with geographic con-
centration, the isolation of the capital city of a firm’s state, and must differentially impact finan-
cials and utilities.  Overall, the results of this section are consistent with causal relations between 
corruption, the cash ratio, and leverage. 
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VI. CONCLUSION 
 
In this paper I investigate how the corruption of U.S. public officials relates to firm financial poli-
cies.  Previously, most studies on corruption have been limited internationally due to data con-
cerns.  This prevented researchers from holding all national characteristics constant, as well as 
making it unclear what relations we might observe in nations ranking as non-corrupt whose strong 
rule of law may prevent corrupt officials from impacting firms. 
I document a robust negative relation between corruption convictions and cash holdings.  This 
relationship is economically meaningful.  Firms with headquarters in the highly corrupt district of 
Northern Illinois and the low corruption district of Central Illinois have a difference in the cash 
ratio of approximately 0.71 percentage points, or 4.23% (9.10%) of the mean (median) cash ratio, 
all else equal.  This result is consistent with the notion that firms manage liquidity downward in 
to limit payments to corrupt politicians. 
Next, I consider whether firms in corrupt districts increase their debt service obligations to 
both limit FCF and increase profit variability (see Matsa (2010) for union-related evidence).  Cor-
ruption convictions are positively and significantly related to leverage.  Firms in Northern and 
Central Illinois have an approximately 1.01 percentage point difference in leverage, a 3.54% 
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(4.70%) increase from mean (median) ratio.  This likely makes the liquidity reduction more credi-
ble, as it raises the specter of bankruptcy (and a possible vote out of office) with government ex-
propriation. 
Endogeneity represents an important obstacle in the interpretation of the base specifications.  
I attempt to address this in a variety of ways.  First, I use an alternative measure of corruption 
that grades states on the strength of anti-corruption laws and institutions.  Second, I use one- and 
two-year change models and firm fixed effects to remove time invariant omitted effects.  Third, I 
include of some additional variables, for example industry unionization, per capita income growth.  
Fourth, I use an instrumental variables approach using the concentration of a state’s population 
around its capital city as an instrument for state-level corruption.  Lastly, I use subsample anal-
yses:  I find the effects are strongest among firms that operate mostly in the area of their head-
quarters.  Collectively, the results of all of these tests suggest a causal relation between corruption 
and firm financial policies.   
I next explore corruption and firm value, and I find that corruption is negatively related to 
market-to-book.  A firm with headquarters in Northern Illinois will have a mean (median) market-
to-book 1.70% (2.90%) lower than a firm with headquarters in Central Illinois, all else equal.  This 
translates to a 4.17% of book assets loss of market value, or $4.32 million for the median firm in 
the sample.   
Ultimately, I conclude that the evidence is consistent with a world in which market frictions 
impact firm financial policy, but firm financial policy can be an important tool in reducing the 
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effects of market fictions.  I add to the streams of literature related to financial policy, as well as 
corruption, concluding that corruption acts as an external market friction, causing firms to deviate 
from first-best financial policies.  These results can potentially explain why corruption is negative-
ly related to economic growth, if firms are constrained by corruption.  Future research could fruit-
fully explore more on U.S. corruption, for example the channels through which bribes are paid 
(whether funds flow through lobbying, donations, or more costly inputs) as well as the channels 
through which politicians punish deviating firms (the threat of taxes or regulation, outright extor-
tion, etc.).    
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APPENDIX:  VARIABLE DEFINITIONS 
 
Variable Definition 
Per Capita Corrup-
tion 
 
Corruption convictions from the DOJ Public Integrity Section scaled by 
population scaled by U.S. Census population data 
HHI 
 
The Herfindahl-Hirschman Index at the 3-digit SIC level from Compustat 
sales data. 
Acquisitions Cash outflow related to acquisitions (aqc) scaled by book assets (at) 
Capital Expendi-
tures 
The ratio of capital expenditures to book assets (capx/at) 
Cash flow EBITDA (oibdp) - taxes (txt) - interest(xint) - dividends(dvc)/ book as-
sets 
CF Sigma The industry cash flow risk is the standard deviation of cash flow/assets 
for ten years prior, where industry is defined by 2-digit SIC. 
Dividend An indicator equal to 1 if the firm pays a dividend. 
Leverage (Long-term debt + debt in current liabilities)/book assets 
Market-to-book (Book assets – common equity + common shares outstanding*share price 
at fiscal year end)/book assets 
Negative NI An indicator equal to 1 if a firm had negative net income in a given year 
Net working capital Net working capital net of cash scaled by book assets 
Real Size Ln(book assets in 2009 dollars) 
R&D Research and development expense/sales 
Segments The simple count of business segments a firm has 
Foreign income The ratio of pre-tax foreign income (pifo) to sales 
Net debt issuance Sales of debt (dltis) minus purchases of debt (dltr) 
Net equity issuance Sales of equity (sstk) minus purchases of equity (prstkc) 
Age Ln(months in CRSP) 
EBI EBITDA (oibdp) – taxes (txt) / book assets (at) 
Equity Mix 
 
Book equity (BE) 
Ratio of earned/contributed equity, RE/BE 
 
Total assets (at) – total liabilities (tl) + deferred taxes (txdb) + preferred 
stock (pstkrv) + investment credit (itcb) + convertible debt (dvct) 
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ROA 
 
Operating income before special items (ib) over total assets (at) 
 
ROE 
 
Operating income before special items (ib) over book equity 
 
OCF Operating income before depreciation (oibdp) over total assets (at) 
 
OCF (SoCF) 
 
See Denis and McKeon (2012) for definition using statement of cash flows 
values from Compustat 
NI 
 
Net income (ni) over total assets (at) 
 
EBITDA EBITDA/total assets (at) 
 
Mod. Altman-Z 3.3*(EBIT/at) +1*(sale/at) +1.2*(current assets (act)/at) +1.4*(retained 
earnings (re)/at) 
Ln(Sales) 
 
Ln(sale) 
 
Investment Capital expenditures (capx) + R&D (xrd) + Acquisitions (aqc)/assets 
Intangibles 1 – net property, plant, and equipment (ppent) 
DE Incorp Indicator equal to 1 if the firm is incorporated in DE 
Count State Opera-
tions 
The simple count of states in which a firm operates (from Garcia and Norli 
(2012)) 
Concentration 
Around HQ 
The percentage of a firms’ operations that are in the state in which it has 
its headquarters (Garcia and Norli (2012)) 
Product Market 
Fluidity 
A measure of product market threats that come from rival firms (Hoberg 
et al. (2014)). 
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1985 
“Also in Providence, Rhode Island, the Director of Public Property for the City of Providence, 
Joseph C. DiSanto, and the Chairman of the Providence Water Supply Board, Richard A. Carroll, 
were charged with extortion of kickback payments from a supplier of plumbing services to the 
City.  These charges were the result of a joint effort by the Public Integrity Section and the Prov-
idence Organized Crime and Racketeering Field Office.  DiSanto and Carroll were convicted after 
a trial of the charges, but the trial court later granted the defendants' motion for a new trial.  Ef-
forts to reinstate the convictions are ongoing.” [pg. 21] 
1998 
United States v. Johnson, Northern District of Ohio 
“Ohio State Senator Jeffrey D. Johnson was convicted on November 20, 1998, by a federal jury of 
three counts of extortion.  The jury acquitted Johnson on a fourth extortion count.  Johnson had 
been indicted on March 4, 1998, on these charges.  The charges resulted from an FBI investigation 
which made use of a cooperating witness to record conversations with Johnson. 
 
“Johnson demanded personal "loans" and campaign contributions from Cleveland-area grocery 
store owners, in exchange for which Johnson helped the store owners obtain various state and 
county licenses.  Johnson was paid a total of $7,000 in purported "loans" and $10,000 in campaign 
contributions.  Johnson was convicted of accepting money for his official acts on behalf of the 
store owners' efforts to obtain state contracts and permits regarding the Federal Women, Infants 
and Children Program, the sale of beer and wine, and the sale of lottery tickets. 
 
“The judge denied post-trial defense motions for a new trial and for a judgment of acquittal not-
withstanding the verdict, in which Johnson contended, among other things, that he had been un-
lawfully entrapped.  Johnson has since been sentenced to 15 months' imprisonment, one year of 
supervised release, and 250 hours of community service.” [pg. 29] 
2007 
United States v. Kohring 
“Victor H. Kohring, who served in the Alaska State House of Representatives from 1994 to 2007, 
was found guilty on November 1, 2007, of conspiracy, bribery, and attempted extortion.  On May 
4, 2007, Kohring was arrested following the unsealing of an indictment charging him, Kott, Allen, 
and Smith with various public corruption offenses.  While serving as a representative, Kohring 
solicited bribes from and took action to benefit the financial interests of VECO Corporation.  
Kohring repeatedly agreed to lobby his colleagues and, if needed, cast votes in VECO's favor on a 
key petroleum production tax proposal pending before the Alaska legislature.  In exchange, 
Kohring received multiple cash payments and solicited a $17,000 payment.” [pg. 41] 
Figure 1:  Case Summaries 
The figure shows some excerpts from various years of the annual “Report to Congress on the Activities and 
Operations of the Public Integrity Section.”  While not all cases are described in this detail, all reports con-
tain a handful of large or noteworthy cases.  Though clearly not all cases will be extortion or bribery based, 
the subset displayed was selected because of its applicability to the analysis at hand. 
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Table 1 
Summary Statistics for Convictions per 100,000, by district 
This table provides the summary statistics for the number of corruption convictions per hundred thousand, 
for each U.S. district court district.  All 90 judicial districts from the 50 U.S. states and Washington D.C. 
are included in the sample.  These data are for the thirty years 1980-2009 and are for all firm-years with 
location data.  Therefore, all future tables contain a subset of these data, as the accounting data require-
ments are more onerous.  Conviction data come from the U.S. Department of Justice Public Integrity Sec-
tion.  Data are ordered by median convictions per hundred thousand.   
  
U.S. District Court 
District
Firm-years in 
District Median Mean
Standard 
Deviation Minimum Maximum
Washington D.C. 681             5.368 6.252 3.433 2.041 14.160
Tennessee - Western 741             1.239 1.638 1.651 0.433 9.816
Louisiana - Eastern 640             1.059 0.991 0.560 0.122 2.223
Florida - Southern 6,079           0.965 1.152 0.844 0.000 3.341
Mississippi - Northern 144             0.838 0.968 0.838 0.000 4.053
North Dakota 134             0.623 0.720 0.587 0.000 2.528
Alabama - Southern 163             0.614 0.685 0.569 0.000 2.215
Louisiana - Middle 238             0.598 0.695 0.547 0.000 2.244
Illinois - Northern 8,369           0.555 0.591 0.311 0.203 1.493
New York - Southern 9,042           0.554 0.539 0.419 0.000 1.493
Mississippi - Southern 617             0.532 0.562 0.357 0.000 1.297
Pennsylvania - Eastern 5,590           0.492 0.523 0.253 0.082 1.069
Kentucky - Eastern 538             0.477 0.603 0.385 0.000 1.546
South Dakota 230             0.430 0.602 0.520 0.000 2.011
Ohio - Northern 3,922           0.426 0.446 0.281 0.034 1.535
Alabama - Middle 142             0.412 0.504 0.360 0.000 2.410
Virginia - Eastern 4,435           0.395 0.489 0.337 0.000 1.311
New York - Western 5,714           0.388 0.693 0.792 0.072 3.837
Pennsylvania - Middle 931             0.382 0.389 0.184 0.135 0.891
Oklahoma - Eastern 48              0.361 0.546 0.622 0.000 2.123
Florida - Northern 194             0.354 0.449 0.309 0.000 1.571
Montana 212             0.351 0.471 0.529 0.000 2.127
New York - Northern 1,204           0.340 0.502 0.447 0.059 2.479
Alaska 95              0.333 0.608 0.696 0.000 2.552
New Jersey 10,850         0.328 0.339 0.172 0.079 0.718
Illinois - Southern 58              0.317 0.406 0.460 0.000 1.893
continued
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U.S. District Court 
District
Firm-years in 
District Median Mean
Standard 
Deviation Minimum Maximum
Hawaii 424             0.302 0.323 0.254 0.000 1.118
California - Eastern 962             0.300 0.324 0.151 0.000 0.627
West Virginia - Southern 187             0.300 0.470 0.363 0.000 1.420
Indiana - Northern 1,047           0.297 0.304 0.166 0.000 0.705
Tennessee - Eastern 711             0.296 0.331 0.223 0.000 1.300
Louisiana - Western 374             0.292 0.315 0.182 0.000 0.665
Georgia - Southern 216             0.280 0.481 0.633 0.000 2.966
Florida - Middle 4,488           0.268 0.239 0.125 0.039 0.581
Missouri - Eastern 2,188           0.261 0.319 0.216 0.038 0.758
Texas - Southern 5,362           0.258 0.280 0.179 0.000 0.778
Georgia - Middle 386             0.255 0.357 0.285 0.000 1.173
Ohio - Southern 3,806           0.253 0.298 0.154 0.000 0.577
Georgia - Northern 4,830           0.252 0.332 0.194 0.067 0.922
Massachusetts 9,857           0.249 0.288 0.175 0.017 0.819
Missouri - Western 1,195           0.248 0.262 0.169 0.000 0.672
Michigan - Western 1,057           0.246 0.216 0.134 0.000 0.440
Maine 306             0.244 0.260 0.221 0.000 0.808
Wisconsin - Eastern 2,191           0.239 0.240 0.121 0.033 0.545
California - Central 14,291         0.238 0.266 0.146 0.015 0.592
Connecticut 5,546           0.235 0.256 0.144 0.000 0.690
South Carolina 1,275           0.231 0.321 0.239 0.000 0.868
Oklahoma - Western 985             0.228 0.641 0.890 0.000 3.095
Alabama - Northern 969             0.228 0.343 0.315 0.000 1.430
Oklahoma - Northern 972             0.225 0.283 0.306 0.000 1.191
California - Southern 4,608           0.225 0.248 0.172 0.000 0.989
Maryland 3,861           0.218 0.274 0.199 0.000 0.689
Arkansas - Eastern 351             0.216 0.264 0.267 0.000 1.174
Kentucky - Western 800             0.214 0.242 0.194 0.000 0.885
New Mexico 472             0.209 0.234 0.159 0.000 0.574
Texas - Western 2,902           0.204 0.231 0.127 0.000 0.551
Nevada 2,184           0.204 0.197 0.192 0.000 0.946
Idaho 512             0.202 0.215 0.184 0.000 0.606
continued
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U.S. District Court 
District
Firm-years in 
District Median Mean
Standard 
Deviation Minimum Maximum
Rhode Island 653             0.200 0.269 0.228 0.000 0.832
Wyoming 231             0.199 0.259 0.338 0.000 1.580
Kansas 1,358           0.183 0.184 0.132 0.000 0.428
Illinois - Central 624             0.183 0.234 0.209 0.000 1.074
Michigan - Eastern 3,167           0.176 0.208 0.134 0.015 0.691
North Carolina - Middle 1,785           0.173 0.206 0.164 0.000 0.819
North Carolina - Eastern 1,018           0.171 0.220 0.182 0.000 0.614
Delaware 855             0.167 0.323 0.332 0.000 1.144
Texas - Eastern 1,327           0.163 0.274 0.272 0.000 1.223
Tennessee - Middle 1,255           0.161 0.183 0.193 0.000 0.994
Vermont 217             0.161 0.146 0.176 0.000 0.805
Texas - Northern 10,294         0.160 0.195 0.151 0.000 0.611
Arizona 2,829           0.156 0.217 0.184 0.000 0.803
Iowa - Northern 543             0.154 0.151 0.131 0.000 0.468
New York - Eastern 5,199           0.151 0.196 0.197 0.000 0.853
Pennsylvania - Western 2,260           0.147 0.164 0.083 0.025 0.404
Virginia - Western 775             0.141 0.208 0.202 0.000 0.742
Washington - Western 2,909           0.137 0.139 0.116 0.000 0.405
Indiana - Southern 1,925           0.133 0.162 0.114 0.000 0.527
North Carolina - Wester 1,111           0.129 0.185 0.159 0.000 0.580
Minnesota 5,614           0.110 0.134 0.101 0.000 0.484
Utah 1,984           0.108 0.144 0.131 0.000 0.426
California - Northern 12,770         0.103 0.142 0.123 0.000 0.633
Arkansas - Western 430             0.093 0.142 0.165 0.000 0.636
New Hampshire 820             0.089 0.128 0.155 0.000 0.739
Colorado 6,442           0.084 0.159 0.160 0.000 0.496
Oregon 1,770           0.079 0.089 0.083 0.000 0.300
Washington - Eastern 357             0.077 0.108 0.133 0.000 0.459
Iowa - Southern 745             0.066 0.142 0.161 0.000 0.537
Nebraska 675             0.062 0.139 0.152 0.000 0.573
Wisconsin - Western 613             0.048 0.079 0.092 0.000 0.317
West Virginia - Northern 221             0.000 0.102 0.129 0.000 0.379
Table 1--Continued
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N Mean Median
Standard 
Deviation Minimum Maximum
Cash ratio 117,410   0.168 0.078 0.210 1 0.000
Log cash/net assets 116,133   -2.450 -2.442 1.919 7.022 -13.020
Convictions per 100,000 117,410   0.326 0.236 0.349 2 0.000
HHI 117,410   0.165 0.122 0.139 1.000 0.028
Market-to-book 117,410   2.447 1.435 3.934 39.625 0.541
Leverage 117,410   0.285 0.215 0.361 3 0.000
Cash flow 117,410   -0.090 0.053 0.599 0.293 -5.568
Net working capital 117,410   0.011 0.081 0.635 0.569 -6.372
Capital expenditures 117,410   0.069 0.044 0.078 0 0.000
Real Size 117,410   4.708 4.642 2.234 10.808 -1.666
Dividend Dummy 117,410   0.280 0 0.449 1 0.000
Dividends 117,410   0.007 0 0.019 0 0.000
Negative NI Dummy 117,410   0.394 0 0.489 1 0.000
R&D 117,410   0.200 0 0.901 7 0.000
Acquisitions 117,410   0.020 0 0.059 0.355 -0.005
CF Sigma 117,410   0.516 0.151 1.016 6.960 0.017
Segments 117,410   1.541 1.000 1.188 16.000 1.000
Ln(Sales) 112,864   -0.270 0.278 7.079 36.941 -41.476
Modified Altman Z 117,410   -0.076 1.994 10.419 6.079 -100.019
EBITDA 117,410   -0.021 0.101 0.518 0.454 -4.391
Intangibles 117,410   0.708 0.767 0.230 1.000 -0.667
Age 98,976    5.168 5.263 0.868 6.928 0.000
DE Incorporation 112,516   0.568 1.000 0.495 1 0.000
Table 2 
Summary Statistics 
The sample includes all Compustat firm-years from 1980-2009 that include:  headquarter location data, pos-
itive book value of assets and sales data, and accounting data.  Further missing data requirements on the 
many control variables also trim the sample size.  Financial firms (SIC 6000-6999) and utilities (SIC 4900-
4999) are excluded from the sample, which leaves an unbalanced panel of 117,410 firm-years for 14,044 
firms.  Variable definitions are provided in the Appendix.    
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Cash ratio 0.235 [0.140] 0.148 [0.070] 15.967 *** [15.411] ***
Log cash/net assets -1.822 [-1.789] -2.503 [-2.567] 15.136 *** [15.628] ***
Leverage 0.396 [0.169] 0.332 [0.244] 0.427 [-10.855] ***
Market-to-book 3.612 [1.693] 7.187 [1.423] -1.324 [9.339] ***
Cash ratio 0.202 [0.108] 0.161 [0.078] 6.635 *** [6.058] ***
Log cash/net assets -2.078 [-2.089] -2.397 [-2.455] 5.888 *** [6.317] ***
Leverage 0.265 [0.208] 0.294 [0.234] -2.349 ** [-3.569] ***
Market-to-book 2.427 [1.556] 2.560 [1.466] -0.907 [2.156] **
T-value difference in Means 
[Rank-sum test]
Panel B:  Firms matched on size and 3-digit SIC
Mean [Median] Mean [Median]
Non-corrupt Corrupt
Panel A:  Full Sample
Table 3 
Univariate Analysis by Corrupt and Non-corrupt Districts 
The sample includes all Compustat firm-years 1980-2009 that include:  headquarter location data, positive 
book value of assets and sales, and cash flow data.  Financial firms (SIC 6000-6999) and utilities (SIC 4900-
4999) are excluded from the sample, which leaves a panel of 117,410 firm-years for 14,044 unique firms.  The 
unit of observation in the table is the firm, in which the firm's sample median value is the value used.  Pan-
el A examines univariate statistics for the full sample of firms.  Panel B reports these statistics for firms 
matched on size and industry, but which differ on the corruption regime they face.  Corrupt is a long-run 
indicator that assigns a district court district as corrupt if its median per capita corruption is above the 
sample median.  This is done by taking the time series median for the 30 sample years of per capita convic-
tions for each district and then those above the cross-sectional median of the district medians are classified 
as corrupt districts.  The final columns contain the t-value from the t-test of sample means [Wilcoxon rank-
sum test].  ***, **, and * denote significance at the .01, .05, and .1 levels, respectively.  Variable definitions 
are provided in the Appendix.     
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Model
(1)
Pooled
OLS
(2)
Pooled
OLS
(3)
Pooled
OLS
(4)
Fama-
MacBeth
(5)
Pooled
OLS
(6)
Pooled 
OLS
Convictions per 100,000 -0.017*** -0.017*** -0.021*** -0.019**
(0.003) (0.003) (0.005) (0.007)
Survey Corruption -0.003*** -0.002***
(0.000) (0.000)
HHI -0.096*** -0.071*** -0.073*** -0.091*** -0.155*** -0.088***
(0.014) (0.009) (0.012) (0.026) (0.012) (0.013)
Market-to-book 0.008*** 0.007*** 0.014*** 0.008*** 0.007*** 0.006***
(0.001) (0.001) (0.002) (0.000) (0.001) (0.001)
Leverage -0.235*** -0.221*** -0.246*** -0.244*** -0.177*** -0.163***
(0.011) (0.012) (0.013) (0.022) (0.008) (0.008)
Cash Flow 0.038*** 0.035*** 0.085*** 0.037*** 0.029*** 0.029***
(0.004) (0.003) (0.019) (0.002) (0.004) (0.004)
Net Working Capital -0.077*** -0.070*** -0.133*** -0.097*** -0.046*** -0.042***
(0.008) (0.007) (0.018) (0.018) (0.005) (0.004)
Capital Expenditures -0.288*** -0.256*** -0.431*** -0.324*** -0.386*** -0.316***
(0.021) (0.016) (0.037) (0.039) (0.042) (0.043)
Real Size -0.006*** -0.006*** -0.007*** -0.007*** -0.004*** -0.003**
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
R&D 0.070*** 0.064*** 0.089*** 0.067*** 0.061*** 0.054***
(0.002) (0.002) (0.011) (0.002) (0.002) (0.002)
continued
Table 4 
Panel Regressions of Cash Holdings on Corruption 
The sample includes all Compustat firm-years 1980-2009 that include:  headquarter location data, positive 
book value of assets and sales, and accounting data.  Financial firms (SIC 6000-6999) and utilities (SIC 
4900-4999) are excluded from the main sample, which leaves an unbalanced panel of 117,410 firm-years for 
14,044 unique firms.  The dependent variable is the cash ratio.  Industry fixed effects are dummies for two-
digit SIC code.  Models (5) and (6) use the state corruption ranking from the State Integrity Investigation, 
which is explained further in the text.  Standard errors are in parentheses below each coefficient estimate.  
Standard errors are all heteroscedasticity robust Rogers standard errors clustered by both firm and time.  
The Fama-MacBeth model uses Newey-West (1987) standard errors to control for autocorrelation.  ***, **, 
and * denote significance at the .01, .05, and .1 levels, respectively.  Variable definitions are provided in the 
Appendix.  
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Model
(1)
Pooled
OLS
(2)
Pooled
OLS
(3)
Pooled
OLS
(4)
Fama-
MacBeth
(5)
Pooled
OLS
(6)
Pooled 
OLS
Acquisitions -0.213*** -0.244*** -0.332*** -0.208*** -0.306*** -0.344***
(0.020) (0.020) (0.027) (0.043) (0.024) (0.023)
CF Sigma 0.016*** 0.002 0.003* 0.083*** 0.012*** -0.002***
(0.001) (0.002) (0.002) (0.022) (0.001) (0.001)
Dividend -0.042*** -0.035*** -0.040*** -0.039*** -0.045*** -0.035***
(0.003) (0.003) (0.004) (0.004) (0.005) (0.005)
Segments -0.009*** -0.011*** -0.008*** -0.009*** -0.012*** -0.013***
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Negative NI 0.016*** 0.012*** -0.003 0.009 0.029*** 0.025***
(0.004) (0.004) (0.003) (0.009) (0.005) (0.004)
R&D Missing Dummy -0.032*** -0.027*** -0.017*** -0.030*** -0.053*** -0.049***
(0.004) (0.004) (0.005) (0.008) (0.004) (0.004)
Foreign Sales 0.000
(0.000)
Net Debt Issues 0.159***
(0.019)
Net Equity Issues 0.130***
(0.025)
Intercept 0.307*** 0.262*** 0.243*** 0.308*** 0.389*** 0.335***
(0.007) (0.020) (0.012) (0.009) (0.015) (0.039)
Year dummies? No Yes Yes No No Yes
Industry dummies? No Yes Yes No No Yes
Observations 117,410 117,410 23,925 117,410 36,971 36,971
Adj. R-squared 0.357 0.382 0.437 0.359 0.369 0.402
Table 4--Continued
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Model
(1)
Pooled
OLS
(2)
Pooled
OLS
(3)
Fama-
MacBeth
(4)
Pooled 
OLS
(5)
Pooled 
OLS
Convictions per 100,000 0.029*** 0.021*** 0.033***
(0.006) (0.005) (0.008)
Survey Corruption 0.002*** 0.002***
(0.000) (0.000)
Market-to-book 0.005* 0.006** -0.001 0.017*** 0.018***
(0.003) (0.003) (0.006) (0.003) (0.003)
PP&E 0.277*** 0.265*** 0.235*** 0.314*** 0.301***
(0.015) (0.015) (0.030) (0.020) (0.026)
Ln(Sales) 0.014*** 0.011*** 0.016*** 0.016*** 0.011***
(0.001) (0.001) (0.001) (0.002) (0.002)
Altman-Z -0.016*** -0.017*** -0.023*** -0.014*** -0.014***
(0.001) (0.001) (0.003) (0.001) (0.001)
EBITDA -0.036** -0.029* -0.002 -0.032 -0.023
(0.017) (0.016) (0.009) (0.023) (0.022)
Intercept 0.121*** 0.138*** 0.149*** -0.004 0.090
(0.015) (0.039) (0.039) (0.017) (0.064)
Year dummies? No Yes No No Yes
Industry dummies? No Yes No No Yes
Observations 117,410 117,410 117,410 36,971 36,971
Adj. R-squared 0.285 0.310 0.250 0.387 0.407
Table 5 
Panel Regressions of Leverage on Corruption 
The dependent variable is leverage.  The sample includes all Compustat firm-years 1980-2009 that 
include:  headquarter location data, positive book value of assets and sales, and accounting data.  
Financial firms (SIC 6000-6999) and utilities (SIC 4900-4999) are excluded from the main sample, 
which leaves an unbalanced panel of 117,410 firm-years in 14,044 unique firms.  Models (5) and 
(6) use the state corruption ranking from the State Integrity Investigation.  Industry dummies are 
for two digit SIC codes.  Standard errors are below each coefficient estimate in parentheses.  All 
models use heteroscedasticity robust standard errors clustered by firm and time (Roger's standard 
errors), except the Fama-MacBeth model which uses Newey-West standard errors to mitigate the 
effect of autocorrelation in the error term.  ***, **, and * denote significance at the .01, .05, and 
.1 levels, respectively.  Variable definitions are provided in the Appendix.    
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Panel A:  Full Sample
ROA -0.204 [0.004] -0.268 [0.003] 1.159 [-0.091]
ROE 0.030 [0.040] -0.235 [0.051] 1.576 [-3.070] ***
OCF -0.076 [0.073] -0.136 [0.076] 1.427 [-0.191]
OCF (SoCF) -0.099 [0.039] -0.202 [0.037] 1.705 * [1.763] *
NI -0.206 [0.006] -0.270 [0.002] 1.140 [0.193]
EBI -0.092 [0.064] -0.152 [0.067] 1.433 [-0.159]
ROA -0.414 [-0.114] -0.563 [-0.129] 1.267 [1.020]
ROE 0.035 [-0.034] -0.528 [-0.019] 1.581 [-1.235]
OCF -0.256 [-0.043] -0.400 [-0.052] 1.636 [1.636]
OCF (SoCF) -0.264 [-0.040] -0.447 [-0.062] 1.569 [2.826] ***
NI -0.418 [-0.114] -0.566 [-0.124] 1.254 [1.016]
EBI -0.264 [-0.036] -0.407 [-0.046] 1.617 [1.554]
continued
Non-corrupt Corrupt
Panel B:  Size Constrained
T-value difference in Means 
[Rank-sum test]Mean [Median] Mean [Median]
Table 6 
Univariate Comparison of Performance by Corruption 
The sample includes all Compustat firm-years from 1980-2009 that include:  headquarter location data, pos-
itive book value of assets and sales, and cash flow data.  Financial firms (SIC 6000-6999) and utilities (SIC 
4900-4999) are excluded from the sample.  The unit of observation is the firm, where the value is the firm's 
time series median.  These data are then split in the into corrupt and non-corrupt based on the highest and 
lowest quartiles of per capita corruption, respectively.  Finally, firms are matched on size and industry for 
comparison.  Means [medians] are reported for each group as well as a t-test for difference in means [z-value 
from a rank-sum test].  ***, **, and * denote significance at the .01, .05, and .1 levels, respectively.  Panel 
A contains results from the full sample of firms.  In Panels B-E, only financially constrained firms are exam-
ined.  Please see in-text definitions of financial constraint criteria.  Variable definitions are in the Appendix. 
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ROA -0.284 [-0.047] -0.380 [-0.046] 1.301 [0.852]
ROE 0.010 [0.004] -0.349 [0.012] 1.617 [-2.172] **
OCF -0.147 [0.023] -0.236 [0.022] 1.608 [0.457]
OCF (SoCF) -0.149 [-0.002] -0.282 [0.004] 1.772 * [2.097] **
NI -0.287 [-0.043] -0.381 [-0.046] 1.276 [1.038]
EBI -0.156 [0.023] -0.244 [0.025] 1.594 [0.356]
ROA -0.252 [-0.024] -0.391 [-0.023] 1.544 [0.399]
ROE 0.104 [0.022] -0.334 [0.032] 1.669 * [-1.343]
OCF -0.114 [0.051] -0.239 [0.048] 1.853 * [0.625]
OCF (SoCF) -0.131 [0.019] -0.279 [0.018] 1.662 * [1.208]
NI -0.253 [-0.022] -0.393 [-0.025] 1.547 [0.464]
EBI -0.125 [0.050] -0.251 [0.046] 1.848 * [0.595]
ROA -0.206 [-0.004] -0.312 [-0.003] 1.458 [-0.276]
ROE 0.087 [0.036] -0.255 [0.046] 1.613 [-2.355] **
OCF -0.074 [0.072] -0.170 [0.071] 1.753 * [0.380]
OCF (SoCF) -0.094 [0.037] -0.216 [0.035] 1.694 * [1.421]
NI -0.207 [0.000] -0.314 [-0.005] 1.461 [-0.099]
EBI -0.087 [0.065] -0.183 [0.064] 1.747 * [0.437]
T-value difference in Means 
[Rank-sum test]
Panel D:  Bond Constrained
Panel C:  Payout Constrained
Mean [Median] Mean [Median]
Panel E:  Short-term Paper Constrained
Non-corrupt Corrupt
Table 6--Continued
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Table 7 
Panel Regressions of Market-to-book on Corruption 
The sample includes all Compustat firm-years from 1980-2009 that include:  headquarter location data, pos-
itive book value of assets and sales, and accounting data.  Financial firms (SIC 6000-6999) and utilities (SIC 
4900-4999) are excluded from the sample.  The dependent variable is the ratio of the market value of assets 
to the book value of assets.  The middle regressions include only firm-year observations that are classified as 
"constrained" according to various criteria.  Please see the in-text definitions for constraint criteria.  Stand-
ard errors are in parentheses below each coefficient estimate.  Standard errors are heteroscedasticity robust 
Rogers standard errors clustered by firm.  ***, **, and * denote significance at the .01, .05, and .1 levels, 
respectively.  Variable definitions are provided in the Appendix.      
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Size Payout Bond ratings Paper 
Convictions per 100,000 -0.112*** -0.111*** -0.087** -0.132** -0.079
(0.036) (0.039) (0.038) (0.052) (0.089)
Constrained Indicator -0.827*** -0.044 -0.489*** -0.706***
(0.143) (0.039) (0.045) (0.056)
Convictions x 0.044 -0.044 0.016 -0.042
      Constrained (0.115) (0.062) (0.064) (0.090)
Real Size -0.116*** -0.275*** -0.125*** -0.160*** -0.142***
(0.011) (0.032) (0.013) (0.014) (0.013)
EBITDA 3.281*** 2.181*** 2.975*** 3.099*** 2.965***
(0.460) (0.555) (0.476) (0.471) (0.464)
Intangibles 0.631*** 0.578*** 0.689*** 0.707*** 0.649***
(0.063) (0.089) (0.070) (0.066) (0.065)
Leverage -0.149 0.338** -0.040 -0.012 0.217
(0.125) (0.167) (0.135) (0.131) (0.134)
R&D 0.285*** 0.422*** 0.278*** 0.267*** 0.261***
(0.039) (0.061) (0.039) (0.040) (0.040)
Cash Flow -6.226*** -5.278*** -5.959*** -5.987*** -5.802***
(0.474) (0.542) (0.482) (0.483) (0.477)
Age -0.028 0.109*** -0.020 -0.030 -0.052**
(0.021) (0.029) (0.022) (0.022) (0.022)
DE Incorporation 0.133*** 0.130*** 0.145*** 0.116*** 0.146***
(0.033) (0.049) (0.036) (0.036) (0.035)
Intercept 1.999*** 2.707*** 2.112*** 2.079*** 2.332***
(0.147) (0.285) (0.172) (0.155) (0.150)
Year dummies? Yes Yes Yes Yes Yes
Industry dummies? No No No No No
Observations 94,711 54,085 83,931 83,177 83,177
Adj. R-squared 0.292 0.355 0.295 0.298 0.302
Financial constraint criteria
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Table 8 
Alternative Cash Holdings Models 
The sample includes all Compustat firm-years from 1980-2009 that include:  headquarter location data, positive book value of assets and sales, and 
accounting data.  Financial firms (SIC 6000-6999) and utilities (SIC 4900-4999) are excluded from the sample, which leaves an unbalanced panel of 
117,410 firm-years for 14,044 unique firms.  The first and second models use the one-year and two-year changes, respectively, for all variables for 
which it is appropriate.  The third model contains dummies for every firm, or firm fixed effects.  The fourth, fifth, and sixth models contain additional 
independent variables.  The seventh model is the second stage of a 2SLS regression and contains the instrumented value of state corruption per 
100,000.  The regressions include previous controls, but they are not reported.  Standard errors are in parentheses below each coefficient estimate.  
Standard errors are all heteroscedasticity robust Rogers standard errors clustered by firm and time.  ***, **, and * denote significance at the .01, .05, 
and .1 levels, respectively.  The weak IV test is a Kleigbergen and Paap (2006) Wald test of a relation between state corruption and the instrument.  
Exogeneity test is a Durbin-Wu-Hausman test.  Variable definitions are provided in the Appendix. 
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Model
(1)
One-year 
Changes
(2)
Two-Year 
Changes
(3)
Firm Fixed 
Effects
(4)
Additional 
Controls
(5)
Additional 
Controls
(6) 
Additional 
Controls
(7)
IV Estimation
Convictions per 100,000 -0.003** -0.006*** -0.007*** -0.016*** -0.018*** -0.028*** -0.009
(0.001) (0.002) (0.002) (0.003) (0.006) (0.006) -0.021
Industry Unionization Rate -0.001***
(0.000)
Inventory -0.393***
(0.013)
Product Market Fluidity 0.015***
(0.001)
Per Capita Income 0.000***
(0.000)
Educational Attainment 0.002***
(0.000)
Unemployment 0.001
(0.001)
Additional control variables not reported
Intercept -0.009*** -0.011*** 0.260*** 0.402*** 0.260*** 0.185*** 0.309***
(0.000) (0.000) (0.007) (0.008) (0.013) (0.020) (0.008)
Weak IV Test 3117.72***
Exogeneity Test 0.603
Observations 103,366 90,690 117,410 90,323 39,582 44,645 105,701
Adj. R-squared 0.093 0.086 0.686 0.431 0.512 0.379 0.359
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Model
(1)
One-year 
Changes
(2)
Two-Year 
Changes
(3)
Firm Fixed 
Effects
(4)
Additional 
Controls
(5)
Additional 
Controls
(6)
IV 
Estimation
Convictions per 100,000 -0.002 0.000 0.009** 0.035*** 0.036*** 0.153***
(0.003) (0.003) (0.004) (0.006) (0.009) (0.036)
Industry Unionization Rate 0.001***
(0.000)
Per Capita Income -0.000
(0.000)
Educational Attainment -0.004***
(0.001)
Unemployment -0.004**
(0.002)
Additional control variables not reported
Intercept 0.008*** 0.009*** 0.091*** 0.104*** 0.218*** 0.078***
(0.001) (0.001) (0.011) (0.016) (0.024) (0.012)
Weak IV Test 3153.74***
Exogeneity Test 8.681***
Observations 103,366 90,690 117,410 90,827 44,645 105,701
Adj. R-squared 0.195 0.219 0.626 0.285 0.365 0.289
Table 9 
Alternative Leverage Models 
The sample includes all Compustat firm-years from 1980-2009 that include:  headquarter location data, pos-
itive book value of assets and sales, and accounting data.  Financial firms (SIC 6000-6999) and utilities (SIC 
4900-4999) are excluded from the sample, which leaves an unbalanced panel of 117,410 firm-years for 14,044 
unique firms.  The first and second models use the one-year and two-year changes, respectively, in the vari-
ables (including cash holdings).  The third model contains dummies for every firm, or firm fixed effects.  
The fourth and fifth models contain additional independent variables.  The sixth model is the second stage 
of a 2SLS regression and contains the instrumented value of state corruption per 100,000. The dependent 
variable is leverage.  The regressions include previous controls, but they are not reported.  Standard errors 
are in parentheses below each coefficient estimate.  Standard errors are all heteroscedasticity robust Rogers 
standard errors clustered by firm and time.  ***, **, and * denote significance at the .01, .05, and .1 levels, 
respectively.  The weak IV test is a Kleigbergen and Paap (2006) Wald test of a relation between state cor-
ruption and the instrument.  Exogeneity test is a Durbin-Wu-Hausman test.  Variable definitions are pro-
vided in the Appendix.   
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Baseline
Financials & 
Utilities Firm Size
Count State 
Operations
Concentration 
Around HQ
Corrupt Indicator -0.021*** -0.021*** -0.010 -0.035*** -0.001
(0.005) (0.005) (0.007) (0.009) (0.006)
Firm Characteristic 0.031*** -0.004*** -0.003*** 0.090***
(0.009) (0.001) (0.000) (0.014)
Indicator x Firm 0.022* -0.002** 0.001** -0.060***
     Characteristic (0.014) (0.001) (0.000) (0.016)
Control variables not reported
Intercept 0.305*** 0.312*** 0.299*** 0.320*** 0.262***
(0.008) (0.008) (0.008) (0.013) (0.012)
Observations 52,683 56,484 52,683 21,399 21,399
Adj. R-squared 0.359 0.357 0.359 0.430 0.432
Corruption Indicator 0.030*** 0.030*** 0.032** 0.063*** 0.021*
(0.007) (0.007) (0.014) (0.013) (0.011)
Firm Characteristic 0.022** 0.015*** 0.003*** -0.092***
(0.010) (0.002) (0.001) (0.020)
Indicator x Firm -0.057*** -0.000 -0.002*** 0.049*
     Characteristic (0.014) (0.002) (0.001) (0.026)
Control variables not reported
Intercept 0.114*** 0.118*** 0.113*** 0.039** 0.102***
(0.018) (0.017) (0.019) (0.020) (0.019)
Observations 52,683 56,484 52,683 21,399 21,399
Adj. R-squared 0.278 0.276 0.278 0.246 0.248
Panel B:  Dependent Variable is Leverage
Panel A:  Dependent Variable is Cash/Assets
 Table 10 
Subsample Regressions of Cash Holdings and Leverage 
The sample includes all Compustat firm-years from 1980-2009 that include:  headquarter location data, pos-
itive book value of assets and sales, and accounting data.  Financial firms (SIC 6000-6999) and utilities (SIC 
4900-4999) are excluded from the sample, which leaves an unbalanced panel of 117,410 firm-years for 14,044 
unique firms.  Corrupt indicator takes a value of 1 (0) if the district is in the top (bottom) quartile of con-
victions in year t.  Each column contains a different indicator or continuous variable and its interaction 
with the corrupt indicator, labeled below the legend. In Panel A (B), the dependent variable is the cash ra-
tio (leverage).  The regressions include all the controls from previous tables, but they are not reported.  
Standard errors are in parentheses below each coefficient estimate.  Standard errors are all heteroscedastici-
ty robust Rogers standard errors clustered by firm and time.  ***, **, and * denote significance at the .01, 
.05, and .1 levels, respectively.  Variable definitions are provided in the Appendix. 
 
