We study poor behavior of Markov chain Monte Carlo methods in large sample framework. We define weak consistency to measure the convergence rate of Monte Carlo procedure. This property is studied by convergence of step Markov process to a diffusion process. We apply weak consistency to a popular data augmentation for simple mixture model. The Monte Carlo method is known to work poorly when one of a mixture proportion is close to 0. We show that it is not (local) consistent but (local) weak consistent. As an alternative, we propose a MetropolisHastings algorithm which is local consistent for the same model. These results come from a weak convergence property of Monte Carlo procedures which is difficult to obtain from Harris recurrence approach.
Introduction
Markov chain Monte Carlo (MCMC) method has become an essential tool in any study that has a complicated posterior calculation problem. Various new MCMC methods have been developed in the last decades. This research focuses on an efficiency of those MCMC methods. One of a useful measure of efficiency is the ergodicity of a transition kernel of a MCMC method. There are many studies related to sufficient conditions for ergodicity: see reviews [14] and [13] and textbooks such as [10] and [9] . See [11] and [12] for other measure of efficiency. In a paper [6] took a different approach to study an efficiency of MCMC methods.
Consider a model {p(dx|θ); θ ∈ Θ} with prior distribution p on Θ. Let x n = (x 1 , x 2 , . . . , x n ) be an observation from the model and write p(dθ|x n ) for its posterior distribution. MCMC generates a sequence of Markov chain θ(0), θ(1), . . . and its empirical mean tends to a posterior mean. The convergence behavior of the Markov chain is important for a practical point of view. Usually, Foster-Lyapounov type drift condition is established for fixed x n to show geometric ergodicity of the Markov chain. However the construction of an efficient drift condition is technically difficult since the transition kernel has a complicated structure defined by p(dθ|x n ) and related probability measures. On the other hand, the behavior of p(dθ|x n ) for n → ∞ is well known and it seems possible to construct a general framework to study the behavior of MCMC. Therefore in theoretical and practical point of view, it seems more natural to consider asymptotics not only on θ(0), θ(1), . . . but also on x n through n → ∞. For that purpose, it is natural to study the law M n (·; x n ) := L(θ(0), θ(1), . . . |x n ) as a random variable. Then M n is just a random variable and it is easy to consider a convergence property with suitable metric. It was the starting point of [6] . In that paper, we defined consistency and local consistency as a measure of good behavior of MCMC.
Unfortunately, sometimes the behavior of MCMC is poor though it is geometrically ergodic. This phenomena can also be studied by the framework of [6] . Using this framework, degeneracy and local degeneracy can be defined as a measure of poor behavior of MCMC [7] . In that paper, for cumulative link model, usual data augmentation (DA) method was shown to be local degenerate and for smaller number of categories, it is shown to improve the behavior by changing latent structure with marginal augmentation.
Thus good and bad behavior of MCMC are studied. One question still unanswered: If a method A is local consistent and B is local degenerate but B requires shorter calculation time-Which should I choose? In this paper we propose a rate of convergence (other than ergodicity) which may be useful for the choice of methods A, B like above. We define (local) weak consistency for MCMC. As an example, we consider a DA for a simple mixture model. Though this model may not be so attractive for application, it is closely related to more general model: for example, DA for pN (t, 1)
under true model N (0, 1) behaves similar to our model which is conjectured to have a rate n −1 . Moreover, we can observe several convergence rate through the model: from n −1/2 to n −1 . Therefore it is useful to know the properties of local weak consistency. For other practical problem see an application paper [5] which has one convergence rate n −1 . More precisely, we consider a model
where F θ is a probability measure on X with uniform prior. Assume we have an i.i.d. sequence x n = (x 1 , . . . , x n ) from above. We can construct a DA strategy θ ← DA(θ) as follows:
1. Each i = 1, . . . , n, flip a coin with head probability θf 1 (
2. Generate θ from Beta(n 0 + 1, n 1 + 1) where n 1 is the head counts and n 0 is the tail counts.
Iterate it θ(i + 1) ← DA(θ(i)) from θ(0) for certain length. The posterior distribution is approximated by
where δ x is a Dirac measure. This DA works quite poorly if the true proportion θ is very small. In fact, DA is local degenerate for such situation and moreover, it has the rate ǫ −1 n 1/2 : it is local ǫ −1 n 1/2 -weakly consistent and local ǫ −1 n 1/2 -strongly degenerate. This result comes from the fact that the trajectory of DA tends to a path of the stochastic process defined by
and I is the Fisher information matrix and z corresponds to the scaled maximum likelihood estimator (Theorem 3.2). It is probably well recognized that the trajectory of poor behaved MCMC looks like a path of a diffusion process (see Figure 1 ). This result is the first validation for this observation.
For comparison, we will construct a local consistent MCMC in Section 3.2, which is a kind of Metropolis-Hastings algorithm. Numerical results show that when θ 0 is apart from 0 and 1, both methods are comparable. However, for θ 0 is close to 0 or 1, the proposed method works much better than DA. These properties may seem strange for Harris recurrence approach, since both MCMC methods are uniformly ergodic, which means that both MCMC have good convergence properties. This indicates that in some cases, the "local" approach (consistency) can explain the behavior of the MCMC algorithm better than the "global" (Harris recurrence) approach.
The goal of the paper is the following:
1. to provide a set of sufficient conditions for weak consistency.
2. to illustrate the difference between consistency and weak consistency. Example for the simple mixture model is provided.
3. to propose an efficient MH algorithm which uses an approximation of the posterior distribution. This method may be applicable to general mixture problems.
This paper is organized as follows. Section 2 we define (local) weak consistency and strong degeneracy with generalization of [6] to continuous Monte Carlo procedure. Theorem 2.8 is the main result in this paper. These results are used in Section 3 to show local weak consistency of DA of (1.1). In Section 3.2, we introduce a new MCMC method which is local consistent for the same model. Numerical results is provided in Section 4 which shows the effect of the rate of weak consistency.
Notation
For measurable space (X, X ), P(X) is the space of probability measures on X. Probability transition kernel (Ptk) from (X, X ) to (Y, Y) is a function K(dy; x) such that K(A; ·) is X -measurable for any A ∈ Y and K(·; x) ∈ P(Y ) for any x ∈ X. We may write "P is a Ptk from X to Y " for short.
We write ν = sup A∈X |ν(A)| for the total variation of a signed measure ν. Denote 2 Local weak consistency of MCMC
Definition of local weak consistency
In this section, we review consistency and degeneracy and define weak consistency and strong degeneracy. Consider a measurable space (X n , X n , P n ). For observation x n ∈ X n , let us denote θ ← M n (θ, x n ) to be an iterative strategy such as DA. Generate θ(i + 1) ← M n (θ(i), x n ) (i = 0, . . .) from an initial guess θ(0). This procedure defines a conditional law of
given x n and we denote it by (the same symbol) M n = M n (dθ ∞ ; x n ), which is a Ptk from X n to Θ ∞ (assuming measurability). Assume that a "target distribution" Π n (dθ; x n ), which we want to obtain, is approximated by an "empirical distribution"
where δ θ is the point mass at θ. 1 A pair M n = (M n , e) is called Monte Carlo procedure in [6] where e = {e m ; m = 1, 2, . . .}. We expect e m (·; θ ∞ ) to be close to Π n (·; x n ) which leads to a notion of a risk function. To construct a risk, consider the bounded Lipshitz metric of them:
It is not a risk function since it depends on non-deterministic variables θ ∞ and x n . We simply integrate out θ ∞ and x n with respect to M n (dθ ∞ ; x n ) and P n (dx n ). Thus we obtain a risk function as follows:
Definition 2.1 (Consistency). A sequence of Monte Carlo procedure {M n ; n = 1, 2, . . .} is said to be consistent to {Π n ; n = 1, 2, . . .
When no confusion can arise, we will omit to write the target, {Π n ; n = 1, 2, . . .}. By consistency of posterior distribution, Π n (dθ; x n ) usually tends to a point mass δθ under weak assumption. Then consistency of Monte Carlo procedure does not provide much information. In such a case, we consider local consistency. We consider a scaling such as θ → r n (θ −θ) or θ → r n (θ − θ 0 ) for some θ 0 and r n → ∞ such as r n = n 1/2 or n. We denote by Π * n and e * m for scaled version of Π n and e m . Let M * n = (M n , e * ) for e * = {e * m ; m = 1, 2, . . .}. Definition 2.2 (Local Consistency). If {M * n ; n = 1, 2, . . .} is consistent to {Π * n ; n = 1, 2 . . .}, {M n ; n = 1, 2, . . .} is said to be local consistent to {Π n ; n = 1, 2, . . .}.
We define degeneracy of Monte Carlo procedure. Let
It measures the distance between empirical distribution using m iteration and only one iteration. When a mixing property of Monte Carlo procedure is quite poor, all θ(0), . . . , θ(m−1) have similar value. Therefore e m (·; θ ∞ ) and e 1 (·; θ ∞ ) are also similar which yields the small value of R ′ m . Definition 2.3 (Degeneracy). A sequence of Monte Carlo procedure {M n ; n = 1, 2, . . .} is said to be degenerate if R ′ m (M n ) → 0 for any m ∈ N. If {M * n ; n = 1, 2, . . .} is degenerate, we call {M n ; n = 1, 2, . . .} locally degenerate.
As discussed in Introduction, as a measure of poor behavior, degeneracy is sometimes too wide. Roughly speaking, among degenerate Monte Carlo procedures, there are relatively good one and bad one. Even if Monte Carlo procedure is degenerate, sometimes it tends to Π n in a slower rate. We call this convergence property weak consistency. Similarly, we also define strong degeneracy. We can distinguish degenerate Monte Carlo procedures by these rates.
Definition 2.4 (Weak Consistency).
A sequence of Monte Carlo procedure {M n ; n = 1, 2, . . .} is said to be r n -weak consistent to {Π n ; n = 1, 2, . . .} if R mn (M n , Π n ) → 0 for any m n such that m n /r n → +∞. When {M * n ; n = 1, 2, . . .} is r n -weak consistent, we call {M n ; n = 1, 2, . . .} local r n -weak consistent.
Continuous Monte Carlo procedures
We prepare some continuous analogous of the previous Section. Let D ∞ = D[0, ∞) be the totality of cadlag functions from [0, ∞) to Θ and let d ∞ (·, ·) be its Skorohod metric on D ∞ . Many results carry over from Section 3 and 4 of [6] , which was the study on Θ ∞ . Let (X, X , P ) be a probability space. Let M be a Ptk from X to D ∞ . For θ = {θ(t); t ≥ 0} ∈ D ∞ , let e t be an "empirical measure" defined by
where ψ is a R d -valued measurable function. We simply write e for {e t (·; θ); t ≥ 0, θ ∈ D ∞ }. Note that "continuous" means that M (·; x) is defined on R + , not discrete time N 0 . It does not mean M (·; x) having continuous path. Throughout in this section, Π is a Ptk from X to Θ. Using a bounded Lipshitz metric w, we measure the difference w(e t (·; θ), Π(·; x)) and define an average loss
As in previous section, we define consistency for a sequence of Monte Carlo procedure M n and Π n on (X n , X n , P n ).
Definition 2.7. Let {M n ; n ≥ 1} be a sequence of continuous Monte Carlo procedure. We call {M n ; n ≥ 1} consistent to {Π n ; n ≥ 1} if for any t n → ∞
Recall some terminology related to ergodicity and stationarity (see also Section 10.1 of [2] and Section 17.1.1 of [9] ). For {x(t); t ≥ 0} ∈ D ∞ , let T s x = {x(t + s); t ≥ 0}.
• Probability measure m on D ∞ is said to be (strictly) stationary if
. Let A be a σ-algebra generated by the invariant sets.
• m is called ergodic if m(A) = 0 or 1 for any A ∈ A.
If m is stationary and ergodic, we have the ergodic theorem (see Theorem 10.2.1 of [2] ). We prepare some terminologies for M = (M, e).
• If M (·; x) is stationary or ergodic in P -almost surely, we call M and M stationary or ergodic.
• A Ptk Π is called an invariant for M if Π(·; x) is an invariant probability measure for M (·; x) P -a.s.
• We call M having no fixed time discontinuity if M (·; x) has in P -a.s.
The following consistency theorem for sequences of stationary random variables is easy extension of Theorem 2.1 of [6] .
Theorem 2.8. Assume that a sequence of stationary continuous Monte Carlo procedure M n (n = 1, 2, . . .) tends to a non-random continuous Monte Carlo procedure m ∞ in the following sense:
and m ∞ is ergodic having no fixed time of discontinuity. Then M n is consistent to its invariant Π n (n = 1, 2, . . .).
Proof. Proof is almost the same as that of Theorem 2.1 of [6] . We only show that for a probability measure π on Θ, 2. Suppose that for t > 0, a sequence of probability measure {m n ; n ≥ 1} converges to m, which is continuous at t.
π)).
First we show 1. We split the interval [0, T ] into subintervals with length t. Then the left hand side of (2.1) is
Since m is stationary, the first term equals to (t/T )[T /t]m(w(e t , π)) and the second term is bounded by
, by taking x = T /t, we obtain 1.
Second we show continuity. It is sufficient to show continuity of θ * → w(e t (·; θ * ), π) at θ * = θ ∈ D ∞ if θ is continuous at t. Take any ǫ > 0 and strictly increasing continuous map λ :
where d t is the Skorohod metric on D t . Observe w(e t (·; θ * ), e t (·; θ)) ≤ w(e t (·; θ * ), e t (·; θλ)) + w(e t (·; θλ), e t (·; θ)) and the first term is bounded by sup u∈[0,t] |θ * (u) − θ(λ(u))| and the second term is bounded by sup
Hence by the same arguments in the proof of Theorem 2.1 of [6] , the claim follows.
Corollary 2.9. Let {M n ; n = 1, 2, . . .} be a sequence of stationary Monte Carlo procedure and M (·; z) be a Ptk from a Polish space D to D ∞ and it is ergodic with no fixed time of discontinuity for each z ∈ D. Assume Z n to be a P n -tight random variable. If
then {M n ; n ≥ 1} is consistent to its invariant {Π n ; n = 1, 2, . . .}.
Proof. It comes from Theorem 2.8 with a similar argument with Corollary A.6.
A lemma for time scaling
Let M n = (M n , e) be a sequence of (discrete) Monte Carlo procedure and r n be a positive increasing sequence tending to ∞. If θ = (θ(0), θ(1), . . .) ∼ M n (dθ; x n ), then consider two different time scaling:
where [x] is the integer part of x and N t is an independent Poisson process with E[N t ] = r n t. This scalings defines two continuous Monte Carlo procedures M i n = (M i n , e) for i = 1, 2 where M i n (dθ; x) is the law of {θ c i (t); t ≥ 0} given x. It is obvious that r n -weak consistency of {M n ; n ≥ 1} is equivalent to consistency of {M 1 n ; n ≥ 1}. Since M 1 n is not stationary even if M n is, we will consider M 2 n instead of it. The following lemma states that consistency of {M 2 n ; n ≥ 1} is sufficient for that of {M 1 n ; n ≥ 1} (in fact, asymptotically equivalent).
Lemma 2.10. If {M 2 n ; n ≥ 1} is consistent to {Π n ; n ≥ 1}, then {M 2 n ; n ≥ 1} is also consistent to the same Ptks.
Proof
where
2 ), Π n (·; x n )) which proves the claim.
Data augmentation for mixture model
Let (X, X ) be a measurable space and let Θ = [0, 1]. For ǫ ∈ [0, 1], let F ǫ (dx) = f ǫ (x)dx be probability measures on (X, X ) having the same support. Consider the following simple mixture model:
We write n i.i.d. observation from F 0 = p(·|θ = 0) by x n = (x 1 , . . . , x n ) and
. We assume ǫ = ǫ n → 0 and ǫn 1/2 → ∞. Write r n = ǫ −1 n 1/2 and λ n = ǫn 1/2 . There is an obvious relation r n = nλ −1
n . There are two remarks to note here. First, the following arguments are also true for ǫ ≡ 1 and the proof are almost the same. Second, although we assume that the true model is F 0 , by contiguity, the consistency results also holds for θ 0 = O(λ −1 n ). In this section, we assume the following. Assumption 3.1. There exists g : X → R such that
The prior distribution is assumed to be p Θ = Beta(α 1 , α 0 ) for α 0 , α 1 > 0.
This assumption is stronger than quadratic mean differentiability of F θ at θ = 0. However, for example, F ǫ = N (ǫ, σ 2 ) and F ǫ = N (0, σ 2 (1 − ǫ) 2 ) satisfies the above conditions. Note that F 0 (g) = 0 and F 0 (r ǫ ) = 0.
Data augmentation strategy
As already discussed in Introduction, data augmentation (DA) θ ← DA(θ) is (a) Each i = 1, 2, . . ., flip a coin with head proportion θf ǫ (
(b) Generate θ from Beta(α 1 + n 1 , α 0 + n − n 1 ). where n 1 is a count of heads.
Run this iteration θ(i + 1) ← DA(θ(i)) for a certain length from θ(0). Write M n for stationary Monte Carlo procedure corresponding to DA. We consider scaling θ → λ n θ and write M * n = (M * n , e) for the scaled Monte Carlo procedure, that is, M * n (·; x n ) is the law of {λ n θ(i); i ≥ 0} given x n . Theorem 3.2. Under Assumption 3.1, {M n ; n ≥ 1} is local r n -weakly consistent and local r n -strongly degenerate.
Proof. We first prove local r n -weak consistency of M n . If θ = (θ(0), θ(1), . . .) ∼ M n (·; x), let θ c (t) be as in (A.6) and let M c n (·; x) be the law of {θ c (t); t ≥ 0} given x n . Then by Lemma 2.10, local r n -weak consistency of M n follows if consistency of M c n = (M c n , e) is proved. However, by Corollary 2.9 and Corollary A.6, the result follows, which completes the proof for the first claim.
The latter claim is an easy corollary of Proposition A.5. Write T m for m-the jump time of θ c . Then for any δ > 0 and for any m n /r n → 0, w(e mn (λ n θ), e 1 (λ n θ)) ≤ sup
in probability as n → ∞ where w ′ x (δ) is a modulus of continuity defined in p.122 of [1] . Since the law of θ c tends to a diffusion process, by upper semi-continuity of x → w ′ x (δ), for P (dz) = N (0, I),
Hence the strong degeneracy follows by taking δ → 0.
Remark 3.3. We assume stationarity of M n . It means that we should generate θ(0) from the posterior distribution. It is just a technical condition and we can replace the initial guess by any good θ(0). See Proposition 7 of [6].
Efficient MCMC method for simple mixture model
When DA does not work well, a Metropolis-Hastings (MH) algorithm often used as an alternative. In our simple mixture model, it works. For Ptk K(dy; x) and F (dx), G(dx), write
For measure H on Θ 2 , write t(H)(dx, dy) = H(dy, dx).
Independent type Metropolis-Hastings algorithm in general
Let F, G be probability measures on Θ and assume F (dx) = r(x)G(dx). Let
where a ∧ b = min{a, b}. Independent type MH (IMH) algorithm h ← MH(h) is the following procedure:
(a) Generate g from G.
(b) Set h = g with probability α(h, g). Otherwise, do noting.
Write M for the Monte Carlo procedure defined by the above procedure with θ(0) ∼ G (not F ). Write K for its Ptk. Then
where A(x) = y G(dy)α(x, y) is an acceptance probability. This representation yields
where δ(x, dy) = δ x (dy). In particular, K has F as an invariant probability measure. Consider a probability space (X n , X n , P n ). Assume that F n , G n are Ptk from X n to Θ having ratio r n (x n , y n ) = dF n /dG n (x n , y n ). Write M n for MH constructed by F n (·; x n ) and G n (·; x n ) with θ(0) ∼ G n (·; x n ). Note that M n is not stationary.
Let D be a Polish space equipped with Borel σ-algebra and d n : X n → D be measurable and let F, G are Ptk from D to Θ and write r = dF/dG. Assume
Proof. First we show that M n can be regard as a stationary Monte Carlo procedure. Observe that for any ǫ > 0, taking a compact set K such that lim sup n→∞ P n (d
Therefore by Proposition of [6] , it is sufficient to check a local consistency of stationary version of M n , that is, replacing the initial distribution G n by F n . Then by Lemma A.3 of [5] and Propositions 2,3 of [6] with continuity of F, G, it is sufficient to show ergodicity of the limit chain. This is clear by F -irreducibility which is shown by
Application to simple mixture model
We consider a general procedure to construct random sequences from p(dθ|x n ), which is the posterior distribution for the parametric family P Θ = {p(dx|θ); θ ∈ Θ} with respect to a prior distribution p Θ . Assume we have n i.i.d. copy
(a) Construct a parametric family Q Θ = {q(dx|θ); θ ∈ Θ}, which is similar to P Θ , and set a prior distribution q Θ . Note that Q Θ may depend on n.
(b) Construct a quasi-posterior distribution q(dθ|x n ), which is the posterior distribution for Q Θ with the prior distribution q Θ .
(c) For each x n , construct θ ← MH(θ) for F = p(dθ|x n ) and G = q(dθ|x n ).
For the simple mixture model (3.1), there are the following two examples of Q Θ . Recall that λ n = ǫn −1/2 and r n = ǫ
where p * (·|d) and Z n are defined in (A.5) and (A.1). In particular, M n has local consistency for θ 0 = 0 by Proposition 3.4 and Propositions 2,3 of [6] and in fact, it is also local consistent for θ 0 ∈ [0, 1] under some regularity conditions. Recall that DA is not local consistent but local r n -weakly consistent for θ 0 = 0 (see Theorem 3.2).
The nearest one of Q from p(dx|θ) in Kullback-Leibler distance is
Set Q θ = {q(·|θ); θ ∈ Θ}. The posterior distribution q(dθ|x n ) with uniform prior is the truncated normal distribution with mean µ Q and variance σ 2 Q where
Then for the scaled version q
tends in P n -probability to 0 and
In particular, M n is also local consistent for θ 0 ∈ [0, 1] by Proposition 3.4 and Propositions 2,3 of [6] .
Numerical results
We compare DA with MH through a numerical simulation. Consider a normal mixture model F ǫ (dx) = N (ǫ, 1). We denote θ(0), θ(1), . . . for a path of a MCMC. First we see paths of
for i = 0, 1, 2, . . . of two MCMC methods for one observation x n = (x 1 , . . . , x n ) whereθ n is the Bayes estimator for L 2 -loss function. The initial guess is the moment estimator. Even for a relatively small sample size (n = 50), the path of DA has much weaker mixing than that of MH. For a large sample size (n = 10 4 ), unlike MH, DA behaves like a path of a stochastic diffusion process (Figure 1) . Writeθ Tables 1-4 show the estimated values of the standard error of λ n (θ
starting from the moment estimator where m is the iteration number of MCMC methods and ǫ = 1 for Tables 1 and 2 and ǫ = n −1/4 for Tables 3 and 4 . MH behaves better than DA in terms of a smaller standard error for both cases. However, in the former case (ǫ = 1), both F 0 and F ǫ is far enough which makes DA relatively good. The former is n 1/2 -weakly consistent and the latter is n 3/4 -weakly consistent. MH is local consistent for both examples. 
A Appendix
A.1 Some properties of simple mixture model
In this subsection, we address some properties of a simple mixture model. The results in this subsection are just simple modifications of well known results. First we show uniform local asymptotic normality. Write
Lemma A.1. Under Assumption 3.1, for L n,h := dP n,h /dP n and H > 0,
Then the first term of the right hand side is h times
by the assumption for r ǫ . By similar arguments,
by lower Berry-Esseen bound [3] . Hence
tends in P n -probability to 0 by Slutky's lemma. By these convergence (A.2) follows.
By Theorem 2.1 of [8] , P n and P n,hn are mutually contiguous for any h n → h > 0, and P n is mutually contiguous to
The support is [0, λ n ] for the scaled distribution.
Lemma A.2. Under Assumption 3.1, for any M n → ∞, there exists a test ψ n : X n → [0, 1] and constants C 1 and C 2 such that
By central limit theorem, the probability of the following event tends to 0 under P n :
Now we have
. Therefore, there exists C > 0 and N ∈ N such that for any n > N ,
where ǫ = ǫ n only depends on n. By definition
where C ′ > 0 is a constant. Hence the claim follows by taking ψ n = 1 An .
The posterior distribution is
Lemma A.3. Under Assumption 3.1, for any M n → ∞,
Proof. Let ψ n be the test defined in Lemma A.2. Since P n (ψ n ) → 0 and mutual contiguity of P n and Q n , it is sufficient to show
We have
We first prove the convergence of E(m|h, x n ):
By a simple calculation yields
By the above, the left hand side of (A.10) is, for θ = λ
The leading two terms in the right hand side is Z n − hI + o Pn (1) and the third term is o Pn (1) since it has the same form as (A.3) removing h 2 term and replacing r(hs n (x)) by s n (x)/(1 + hs n (x)). Thus (A.10) follows. To show (A.11), observe y (y−m(x)) 2 p(dy|x, θ) = θ(1 − θ)f 0 (x)f ǫ (x) (1 − θ)f 0 (x) + θf ǫ (x)) 2 = θ(1 − θ)f ǫ /f 0 (x) (1 + θ(f ǫ /f 0 (x) − 1)) 2 where m(x) = yp(dy|x, θ). By this observation, the left hand side of (A.11) is, by r −1
(1 + hs n (x i )) 2 .
By Slutky's lemma with the same argument with (A.3), the above is
which proves (A.11).
2. Now we check the convergences of drift and diffusion coefficients. Since h * = λ n [λ Then by a simple algebra, it is r n E(( β 1 r n − h) 4 |s, x n ) + 6r
The first term is r −3
n E((α 1 + m − hr n ) 4 |h, x n ) = r Corollary A.6. The Proholov distance w(M * n (·; x n ), M * (·; Z n (x n )) tends in P n -probability to 0.
Proof. Consider a product of the spaces (X n , X n , P n ) and write it (X, X , P ). By a projection x = (x 1 , x 2 , . . .) → x n ∈ X n , we consider any function of x n as that of x. For P n -tightness of the law of Z n , without loss of generality, we can assume Z n (x) ∈ K (n = 1, 2, . . .) for any x ∈ X for a compact set K. For any compact set C ⊂ R + , R n,C (x) = sup h∈C {|b n (h, x) − b(h, Z n (x))| + |c n (h, x) − c(h, Z n (x))| + d n (h, x)}.
tends in P -probability to 0 by Lemma A.5. Let {C i ; i ≥ 1} be an increasing sequence of compact sets such that ∪ ∞ i=1 C i = R + . Then R n := ∞ i=1 2 −i min{R n,Ci , 1} tends in P -probability to 0. Hence for any subsequence n 0 of N, there is a further subsequence n 1 = (n 11 , n 12 , . . .) such that R n and Z n converges to its limits almost surely. Then by Theorem 4.21 of Chapter IX of [4] , the claim is true for the subsequence. Since this is true for any subsequence, the claim follows.
