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Resumen
El capítulo 1, presenta una introducción y estado del arte del planeamiento y
seguimiento de trayectorias en espacios connados. En el capítulo 2, se presenta
el desarrollo completo del modelo matemático general de una embarcación mari-
na, considerando los 6 grados de libertad para posteriormente particularizar este
modelo a un modelo de 3 grados de libertad que es el que se va analizar en esta
tesis.
El propósito del capítulo 3, consiste en realizar el diseño mediante simulación
de un sistema de planeamiento, guía y seguimiento de trayectoria para una em-
barcación marina subactuada con dos hélices, a partir del modelo matemático
de barco de 3 grados de libertad, obtenido en el capítulo 2. En este capítulo se
divide en 3 partes, el planeamiento de trayectoria, estrategia de control y sínte-
sis de planeamiento y seguimiento de trayectoria para embarcaciones marinas en
espacios connados. En la primera parte, se da a conocer la estrategia utilizada
para realizar el planeamiento de trayectoria partiendo de un espacio determina-
do caracterizado por su geometría y obstáculos. Para esta tarea se hace uso del
diagrama de Voronoi, el algoritmo de Dijkstra, y un algoritmo de tal manera
que ltramos algunos puntos para evitar los cambios de dirección innecesarios,
también consideramos una tolerancia de tal manera que la embarcación pueda
circular por lugares estrechos con cierta holgura. En la segunda parte, se presen-
ta la teoría de control backstepping, que es aplicada para sistemas dinámicos
no lineales, se comenta sus ventajas respecto a la técnica de feedback lineariza-
tion . Se muestra el desarrollo de la técnica aplicada al control de embarcaciones
marinas, considerando la dinámica del barco. Se desarrolla el sistema de guía del
barco para lograr el seguimiento de trayectoria, con las consideraciones especiales
que implican controlar un sistema subactuado.
En el capítulo 4, se desarrolla la simulación para dos entornos diferentes,
el primero corresponde a un canal en forma senoidal por el cual el barco se
desplazará, se realizará el planeamiento y control de la ruta, el segundo entorno
corresponde a una aplicación más real, pues se toma como mapa referencia el mar
Báltico, al cual se le aplican las técnicas desarrolladas en esta tesis.
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Capítulo 1
Introducción y estado del arte de
generación y seguimiento de
trayectorias para embarcaciones
marinas en espacios connados
1.1. Introducción
En la actualidad, la navegación de navíos tiene su principal interés en el tema
de la seguridad, por lo cual se vienen desarrollando proyectos de ciencia y tec-
nológica enfocados en este tema, se desarrollan investigaciones de planeamiento
de trayectorias seguras, ó autopilotaje de navíos basado en sistemas inteligentes,
para de esta manera frente a alguna perturbación se puedan tomar las mejores
decisiones a n de evitar algún incidente o accidente como por ejemplo colisión,
encallamiento, etc. Además se debe tener especial cuidado en la navegación que
se da cerca a archipiélagos, puertos o canales debido a que se presentan menos
espacios para realizar maniobras seguras y el margen de error es menor que en
alta mar. El tema de seguridad es mucho más estricto puesto que errores de ma-
niobra pueden generar colisiones entre navíos, contra muelles y con alguna roca
o isla, o frente a algún fenómeno climatológico. En la Maritime Transport Con-
ference en el 2012 se presenta nuevos enfoques de programación de movimiento
en buques (Mironenko, 2012b), basados en experiencias y estas representadas de
forma aproximada por modelos matemáticos.
En el pasado, los sistemas de navegación de embarcaciones eran basadas en
controlar la dirección del barco hacia una dirección deseada por medio de un gi-
roscopio, Skjetne (2003). Con los nuevos sensores que se encuentran disponibles
en el mercado y con el conocimiento de técnicas de control no lineal avanzado, hoy
es posible realizar maniobras complicadas mediante control automático, Fossen
(2011). Esto irá incrementando la funcionalidad y conabilidad de los sistemas
1
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comerciales de control automático de embarcaciones.
Por estos días, las embarcaciones marinas son equipadas con modernos dis-
positivos como sensores, propulsores y motores de alta eciencia,Kurowski et al.
(2013). Con estos nuevos avances en los actuadores y tecnología de control la
maniobrabilidad de las embarcaciones se ha incrementado substancialmente. Ma-
niobras especiales, como atracar el barco en el muelle o una serie de maniobras,
pueden ser realizadas sin la necesidad de usar barcos de remolque, vientos o an-
clas. Además, se debe considerar que la conabilidad de la información de posición
especialmente en puertos o otras áreas críticas, que son de nuestro interés, han
sido mejorados por sistemas auxiliares, Korte et al. (2015). Al tener el usuario
datos de posición conables, puede realizar el control con alta grado de seguridad
de forma automática, en especial en caso de decremento de visibilidad.
La deciencia de estos días en los sistemas de seguimiento de trayectorias
es el método de planeamiento de rutas y en especial para lugares connados,
como canales o cercanía a puertos donde la cantidad de obstáculos es mayor,
Mironenko (2013). La generación de valores de entrada para el sistema de control
por parte del ocial de navegación, especialmente en modos de baja velocidad,
donde el sistema se torna más inestable sigue siendo un problema,Mironenko
(2012b). Con el propósito de hacer frente a esto, nuevos algoritmos de maniobra
han sido desarrollados y agregados a entornos de simulación a n de analizar sus
resultados y encontrar los mejores, en esta tesis se presentaran algunos de ellos y
se analizarán los resultados.
1.2. Antecedentes
El control de ruta de embarcaciones empezó con la invención del giroscopio,
que fue el primer sensor de realimentación del sistema, esto se remonta a 1908
cuando el Dr. Kaempfe desarrolló el primer giroscopio,Skjetne (2003). Esto des-
encadenó en una serie de mejoras para que nalmente Elmer Sperry use este y
genere un piloto automático, giropiloto, para el direccionamiento automático de
un barco, recién en 1922 estuvo disponible comercialmente. El giropiloto, hoy
conocido como autopiloto convencional, que es un sistema de control de simple
entrada simple salida (SISO), donde la dirección es medida por un giroscopio y
el error en dirección es compensado por acción del timón del barco. Debido a su
fácil conguración este tipo de control ha sido ampliamente usado y aun sigue
siendo usado en algunos casos. Sin embargo, con los avances tecnológicos y la
introducción de nuevos sistemas de medición más precisos, conables, en especial
el sistema de posicionamiento global (GPS) que nos permite ubicar un cuerpo
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alrededor del mundo, y la necesidad de mejorar la eciencia y conabilidad de
las maniobras a n de evitar accidentes sobre todo en espacios de difícil tránsito,
donde la generación y seguimiento deben ser precisas,Mironenko (2013), hacen
que se abran nuevas posibilidades y direcciones de investigación. Como resultado
de esto en 1960 se logró realizar control de Posición dinámica (DP), esto se logró
con la implementación de tres controladores PID desacoplados,Fossen (2002).
El sistema DP, es un sistema múltiple-entrada, múltiple-salida con tres grados
de libertad, avance, deriva y guiñada (surge, sway and yaw),Skjetne (2003), que
son controlados por propulsores. El modelo base para controlar DP, es un modelo
hidrodinámico avanzando no lineal, derivado de los principios fundamentales, que
posteriormente es simplicado a un sistema lineal aprovechando que la velocidad
es casi cero para estas aplicaciones. Tomando como referencia la teoría desarro-
llada para lograr el control DP, ahora la nueva dirección de investigación está en
el seguimiento de trayectorias a alta velocidad y la generación de rutas,Skjetne
(2005).
La generación de trayectorias en espacios connados es considerada como cru-
cial y complicada, (Bowditch, 1995), por lo cual este campo de la ciencia marina
se está orientando a trasladar ciertas tareas, que antes realizaba la tripulación, a
sistemas de control y/o inteligencia articial. Existen sistemas actuales que ge-
neran trayectorias pero durante esta generación obvian ciertas leyes de la física,
no consideran el ángulo de deslizamiento del navío, cuando hay alguna curva se
reemplaza directamente por arcos de círculos, Mironenko (2013), esto degenera
en un salto de un ángulo de guiñada cero hacia un valor constante que a la postre
se reeja en un pico en la señal de control. Luego de realizar la generación de
ruta se tendrá que aplicar técnicas de control a n de poder lograr que el navío
cumpla con la trayectoria deseada.
Debido a que las embarcaciones circulan por lugares muy cercanos a zonas
peligrosas como, zonas superciales, con alto tráco, bajo inuencia de fuerte
oleaje, lugares estrechos, etc. todos estos problemas han terminado en colisiones
o encallamientos, como se puede ver todos estos problemas se pueden mejorar
directamente con la generación de una ruta óptima y un seguimiento de trayec-
torias preciso, Mironenko (2013). La variedad de factores que pueden inuenciar
en la generación de trayectorias son diversos por lo cual para hallar las óptimas
se deberán realizar pruebas. Básicamente las trayectorias se denen a partir del
conocimiento de los tripulantes apoyados en sus instrumentos de navegación con
los cuales corrigen posibles desviaciones, pero estos no son de alta precisión.
La importancia de la solución del problema radica en la mejora de la seguridad
de navegación, actualmente se busca que los sistemas inteligentes puedan reem-
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plazar la operación manual consiguiendo con esto eciencia y mejores tiempos de
respuesta frente a perturbaciones.
Anteriormente las maniobras por parte de las embarcaciones eran realizadas
totalmente por los tripulantes, la respuesta y resultados dependían en gran ma-
nera de la experiencia del capitán y de la tripulación en sí. En el pasado, las
soluciones venían dadas por capacitar a la tripulación con simuladores de estos
fenómenos, para medir el tiempo de respuesta y las decisiones que se tomaban
bajo ciertas circunstancias. Las simulaciones básicamente eran para mostrar a
los operadores como manejar el barco en situaciones de mucha proximidad a los
problemas planteados.
La solución que se quiere plantear es realizar las trayectorias aprovechando los
nuevos dispositivos de medición que son más precisos y conables, a n de poder
describir una trayectoria deseada segura, continua y suave. Además, se espera
que este método pueda ser implementado en sistemas de navegación moderno y
pueda servir para desarrollar nuevos esquemas de navegación así como centros de
simulación.
En un sistema convencional de seguimiento basado en puntos de ruta, sola-
mente el ángulo de guiñada (dirección) es controlado, tomando el barco desde un
punto a otro, usando el algoritmo de línea de visión (LOS). La manera más fácil
de convertir este problema en un problema de seguimiento de ruta es conectando
las líneas rectas entre cada punto mediante círculos inscritos, como se muestran
en la Figura 1.1. Como han señalado varios autores, la ruta con distancia más
corta entre 2 puntos es una línea recta y segmentos de arco. Sin embargo, como
la ruta no es factible porque al cambiar de recta a circulo se da un salto en el
ángulo de guiñada deseado. Para tener un mejor resultado la ruta que una dos
puntos debe ser una curva que sea diferenciable al menos dos veces.
1.3. Objetivo general
El presente trabajo tiene como objetivo general el desarrollo de un generador
y seguidor de trayectorias para embarcaciones marinas en espacios connados,
canales y lugares de alto tráco de tal forma que se obtengan trayectorias con-
tinuas, suaves y que se puedan seguir con un pequeño margen de error que no
ponga en peligro la seguridad de la embarcación ni la de su tripulación.
1.4. Objetivos especícos
Los objetivos especícos de este proyecto son los siguientes:
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Figura 1.1: Mapa digital donde la ruta es construida a partir de puntos mediante
líneas rectas y círculos, también se presenta una alternativa usando una curva
suave,Skjetne (2003)
• Obtener un modelo matemático de una embarcación marina considerando
las fuerzas dinámicas actuantes
• Realizar el planeamiento de movimiento a partir de un mapa digital consi-
derando obstáculos o formas especiales
• Relacionar los parámetros cinemáticos a funciones que puedan dar conti-
nuidad y suavidad a las rutas generadas
• Relacionar los parámetros cinemáticos a funciones que puedan dar conti-
nuidad y suavidad a las rutas generadas.
• Generar rutas paramétricas al menos por dos métodos, comparar sus ven-
tajas y desventajas frente a seguimiento de trayectoria basada en puntos de
ruta.
• Generar rutas paramétricas deseadas a partir de coordenadas de posición,
orientación y lograr su seguimiento a través de sistemas de control no lineal
avanzado.
• Demostrar el mejoramiento en el control de trayectoria, comparando los
índices respectivos para los casos: sistema de control considerando fuerzas
dinámicas, sistema de control sin considerar fuerzas dinámicas.
• Realizar una propuesta de implementación económica para la aplicación de
monitoreo de variables marinas.
Cayetano Cáceres, PUCP
1.5. Estado del Arte 6 / 152
Hipótesis, en este trabajo se parte de la hipótesis de que es posible generar y
seguir trayectorias para embarcaciones marinas en espacios connados.
1.5. Estado del Arte
En el presente, en el área de planeamiento de rutas para vehículos marinos,
existen diferencias entre métodos de planeamiento de rutas navales que puedan
ser usadas con los sistemas estándar de planeamiento de trayectoria respecto de
los algoritmos de planeamiento de rutas para aplicaciones de mar abierto así co-
mo para vehículos de alta dinámica, como los vehículos autónomos superciales y
pequeñas embarcaciones, Kurowski et al. (2013). En la navegación comercial, la
generación de la ruta de referencia está a cargo del ocial responsable. Por ello,
idénticos métodos de planeamiento de ruta son usados para un amplio rango de
vehículos desde los barcos largos y lentos hasta los más agiles barcos multipropó-
sito, con sus particulares requerimientos de maniobra,Breivik (2003). Es por esta
razón que los métodos de planeamiento que son usados son muy conservadores,
porque luego estos tendrán que ser adaptados con algunos cambios de paráme-
tros al barco respectivo que puede ser grande o pequeño. Pero muy a pesar del
cuidado con los algoritmos, es posible generar alguna que no sea ejecutable por
cierto vehículo, esto porque cada vehículo tiene particularidades en su dinámica
como su radio de giro, Korte et al. (2015). Esto deriva que el sistema de guiado
para el seguimiento de ruta genere grandes valores en las leyes de control o genere
riesgos en la embarcación. De ahí que muchos métodos en la actualidad son solo
aplicables para realizar maniobras en áreas de mar abierto con suciente espacio
para realizar dichas maniobras.
Ahora revisaremos los métodos de planeamiento usados con los sistemas de
guiado estándar que se manejan en la actualidad para el seguimiento de ruta.
Esto se reere al campo de los métodos de planeamiento por puntos de ruta,
Fossen (2011). Por tanto, un número nito de puntos son indicados y conectados
con líneas rectas. Los arcos circulares son integrados a la ruta automáticamente
en cada punto, para denir así los círculos de giro para cada punto de ruta. Para
estos casos el mínimo radio de giro es denido como radio de circunferencia en
cada punto, esto con el n de poder tener la maniobrabilidad suciente y poder
seguir la ruta sin problemas. Esta metodología puede ser exitosa debido a la mul-
tiplicidad de la mayoría de barcos que solamente cambian muy condicionalmente.
Además, se debe tener en cuenta que la maniobrabilidad del vehículo marino
cambia signicativamente con la variación de la velocidad. Un parámetro entero
sería necesario para mapear estos efectos, Kurowski et al. (2013).
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Figura 1.2: Reproducción de una maniobra manual de encallamiento del ferry
M/V Mecklenburg-Vorpommern, (Kurowski et al., 2013)
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Por esta razón los problemas se dan cuando uno hace planeamiento de rutas en
canales o espacios connados, considerando que los vehículos particularmente en
estos lugares tienen baja velocidad y por ende su maniobrabilidad es menor. Para
esclarecer esta parte vemos que en Kurowski et al. (2013), una ruta fue planeada
con un sistema industrial de guía estándar para seguimiento de ruta. La ruta
planeada muestra una rutina de maniobra para acercar el ferry al terminal de
Rostock, como vemos en la Figura 1.2 que muestra la ruta generada, podemos
apreciar que el radio mínimo de giro no fue lo suciente para calcular la curvatura
de la ruta, especialmente en la parte nal de la aproximación al puerto como se
ve en la Figura 1.3.
Figura 1.3: Maniobra de atracamiento en el puerto con un sistema de guiado
estándar para seguimiento de ruta, (Kurowski et al., 2013)
Lo que se debió hacer, es un análisis para determinar si la maniobrabilidad
del barco es suciente, para seguir la ruta de referencia con la velocidad planeada
y con los actuadores que se tiene.
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El sistema de posición dinámica (DP) ofrece métodos de planeamiento más
ecientes, debido a los modos de operación que presenta. Uno de estos modos es
el modo autotrack, el cual es usado para seguir una ruta dada. La ruta también se
basa en puntos de camino predenidos, donde la velocidad y el ángulo de guiñada
pueden ser seteados independientemente. Los arcos de circunferencia serán usados
en caso de dirección en los puntos de ruta. Adicional a esto también el radio de
giro es denido manualmente o calculado automáticamente.
En el caso de navegación dentro de canales o espacios connados, la denición
de ruta de referencia es realizada por la denición de par de puntos en un mapa
electrónico de rio. Estas coordenadas pueden ser asignadas con un parámetro
de corrida tomado desde la curvatura del rio. Los datos guardados dados serán
interpolados usando funciones cubicas. Estos resultados son generados fuera de
línea, para luego ser cargados al sistema de guiado,(Wahl and Gilles, 2003). La
arquitectura actual para este tipo de sistemas se presenta en la Figura 1.4.
Figura 1.4: Arquitectura usada para el control de embarcaciones, (Korte et al.,
2015)
Otro campo de la investigación son métodos capaces de generar rutas de forma
automática, esto para ser aplicados a vehículos marinos no tripulados o un grupo
de vehículos. El área de movimiento de estos vehículos, es mayormente regiones
limitadas y sin considerable impacto de navegación comercial o de potencial pe-
ligro. Además las maniobras tienen lugar en el rango de visión de un operador,
una esquema frecuentemente usado se muestra en la Figura 1.5, donde se pue-
den diferenciar los diversos procesos que interactuan, para lograr seguir una ruta
deseada.
Un grupo de investigadores han desarrollado diferentes procedimientos para
la generación de ruta. Zizzari et al. (2010), que desarrolla generación de ruta con-
siderando restricciones dinámicas, mientras Pedersen and Fossen (2012), se basan
en ujo de potencial para la generación de rutas, este método sirve para calcular
rutas automáticamente en entornos desordenados. En todos estos casos el ocial
responsable de la navegacion del barco está incluido solo de forma condicional. De
allí que, la realización práctica de estos métodos aun no son ampliamente acep-
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tados. Debido al estado actual de la tecnología computacional, otros métodos de
planeamiento de ruta obtienen cada vez más importancia, como el desarrollado
por Benedict et al. (2010), donde se presenta un software que es capaz de simular
y ser usado como una herramienta de predicción para visualizar la ruta obteni-
da inmediatamente. Con este tipo de algoritmos y software es posible predecir
maniobras, estos métodos usan conocimiento experto de ociales de navegación,
pero de una manera que se requiere alto consumo de tiempo.
Figura 1.5: Diagrama esquemático del planeamiento de maniobra y sistema de
guiado, (Kurowski et al., 2013)
Como hace referencia Breivik (2003), la factibilidad de realizar un ruta por
parte de la embarcación es denida por propiedades particulares de cada bar-
co, su mínimo radio de giro y su respuesta dinámica. Según Breivik, no tiene
que ver la forma de la ruta con el proceso de diseño de control, por lo cual él de-
ne el objetivo de control como el problema de maniobra que se divide en dos:
Tarea geométrica: fuerza y torque necesaria para que el barco converja y
siga la ruta deseada.
Tarea dinámica: hacer que el barco se mueva a la velocidad deseada, o dado
como un perl de velocidad a lo largo de la ruta, o ingresada por el piloto de la
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embarcación.
Esta separación de tareas se hace referencia en Breivik (2003), Alessandretti
et al. (2013), y nos hace ver claramente cuáles son los objetivos de control. Ade-
más, se observa claramente que hay una diferencia que existe entre seguimiento
de ruta y seguimiento de trayectoria.
Problema seguimiento de trayectoria.- Tiene como entrada la trayectoria
deseada en función del tiempo. pd(t) y el objetivo es calcular la ley de control de
tal manera que ‖p(t)− pd(t)‖ = 0, grácamente se puede observar la Figura 1.6.
Figura 1.6: Problema de seguimiento de trayectoria, (Alessandretti et al., 2013)
Problema seguimiento de ruta.- Tiene como entrada una ruta deseada
parametrizada pd(θ), parámetro de velocidad θ y el objetivo es calcular la ley de
control de tal manera que ‖p(t) − pd(θ(t))‖ = 0 y ‖θ̇(t) − θ̇d‖ = 0, grácamente
se puede observar la Figura 1.7.
Figura 1.7: Problema de seguimiento de ruta,(Alessandretti et al., 2013)
Debido a que los problemas de maniobra signican controlar 3DOF, que es
ambas posiciones y el ángulo de guiñada, para lograr esto se requieren actuadores
que sean capaces de brindar fuerza y torque de tal manera que se pueda cumplir
con los objetivos deseados. En Skjetne (2003), se explica el uso de las coordenadas
de Serret-Frenet en estas aplicaciones, ver Figura 1.8, donde se observar que se
pueden caracterizar dos tipos de error, uno perpendicular y otro tangencial a la
trayectoria, además hacen referencia que el timón puede encargarse de compen-
sar el error perpendicular mientras que el error de velocidad deseada puede ser
compensando por las hélices o propulsores.
Fossen (2011), Skjetne et al. (2001) y Triantafyllou and Hover (2003), se ha-
ce referencia que uno de los modelos más conocidos y aplicados para realizar el
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Figura 1.8: Barco con marco inercial y ruta deseada (Línea azul), los respectivos
ejes de Serret-Frenet,(Skjetne, 2003)
control de embarcaciones (autopilotaje), son los modelos de Nomoto.
En Fossen (2011) y Triantafyllou and Hover (2002), se hace referencia a los
modelos de embarcaciones de forma general, y se puede ver que los modelos
dependen de una ecuación cinemática y dinámica, las cuales son derivadas del
análisis de la dinámica de cuerpo rígido y de las fuerzas hidrodinámicas. Los
modelos de alta velocidad presentan algunos problemas como por ejemplo:
• La matriz de inercia del sistema no es simétrica.
• No se ha especicado como modelar las fuerzas que se generan por navegar
cerca de obstáculos o aguas poco profundas.
• La distribución de actuadores, es particular para cada embarcación. De ahí
que, para realizar el control se asigna un nuevo caso a cada barco.
Además de estos problemas, se debe considerar que las ecuaciones cinemáticas
y dinámicas son muy complicadas y además derivan en un análisis matemático
muy difícil. Si la distribución entre actuadores se hace de tal manera que se gene-
ran fuerza y torque de tal manera que se puede realizar el control de cada uno de
los grados de libertad, se dice que es un barco totalmente actuado. Por otro lado,
si existen fuerzas y momentos cercanos al punto de operación que no pueden ser
realizados por el sistema actuador del barco, se dice que el barco es sub-actuado.
Como se ve en Fossen (2011), Skjetne (2003) y Skjetne et al. (2001), para
realizar el control se asume que la matriz de inercias es simétrica entre estribor
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y babor, con esto se logrará desacoplar la velocidad de avance del barco, con lo
cual un control independiente se encarga de mantener la velocidad en la velocidad
deseada. Esta es una de las bases de diseño en Skjetne (2003).
Las consideraciones generales para el control de ruta de un barco, se presentan
en Skjetne et al. (2001), donde se hace referencia que dado una ruta deseada
realizable, los errores de tipo radial y en la orientación son descompuestas en el
sistema coordenado Serret-Frenet. (Ver Figura 1.8). De acuerdo los objetivos de
control son los siguientes: primero, que la velocidad deseada sea alcanzanda y
controlada por el sistema de control desacoplado, en segundo lugar, que el timan
sea usado de tal manera que se elimine el error radial que se presente respecto de
la ruta deseada. Como resultado se obtiene que la embarcación se mueva sobre la
ruta deseada. En Skjetne et al. (2001), se plantea un esquema de control general
donde se muestran los sistemas necesarios para el control de embarcaciones, se
puede diferenciar los sistemas de guiado, control y navegación (Ver Figura 1.9 ).
Además, se tiene un módulo de entradas externas, que podría ser reemplazado
por un sistema de planeamiento de movimiento.
Figura 1.9: Sistemas que interactúan para el control de embarcaciones, (Skjetne,
2003).
Líneas arriba se dijo que los sistemas pueden ser tratados como totalmente
actuados, así como sub-actuados, en Zhang et al. (2015) se explica con mayor
detalle lo referido a sub-actuados, que es lo que se aplicará en esta tesis. Además
de esto se desarrolla la idea de Barco virtual, que se muestra en la Figura 1.10,
y a partir de esta se desarrolla una ley de orientación original, partiendo de que
la referencia de ruta generada son puntos de camino dados, además se observa
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que el diseño del control adaptivo es independiente de la planta.
Figura 1.10: Esquema de barco virtual, (Zhang et al., 2015).
En Lekkas et al. (2014b), se muestra como minimizar los errores en los ejes
radiales y tangenciales respecto a una ruta deseada, considerando que la embar-
cación es sub-actuada. Esto a través del desarrollo del sistema de guiado, para
esto usan la técnica línea de visión (LOS), que se usa para minimizar el error per-
pendicular a la ruta. En Lekkas et al. (2014a), se muestra la generación de ruta
usando los polinomios, teniendo como entrada puntos de camino, obtenidos por el
planeamiento de movimiento, luego muestran el sistema de guiado que usa la ley
de guiado LOS, se puede ver que esta técnica trae como resultado una maniobra
de comportamiento más exible que contribuye a que se alcance la ruta deseada
de forma más rápida y segura. En Bibuli et al. (2014), se presentan resultados
experimentales y además se presentan la modicación del método LOS para cal-
cular la ley del sistema de guiado, la modicación viene dada por la integral que se
agrega, siendo esta para compensar cualquier perturbación o corriente no deseada.
Para la generación de ruta paramétricas, si bien se muestran diferentes técni-
cas y herramientas, lo que se debe garantizar al momento de generar las ecuaciones
de ruta paramétricas es que tenga suavidad en los puntos de camino, por ello ge-
neralmente se busca que las ecuaciones de ruta tenga segunda derivada continua,
en Lekkas et al. (2013) se muestra la generación de ruta paramétrica haciendo
uso de la espiral de Fermat, se aprovecha de esta técnica por sus características
parte con una curvatura igual a cero y va creciendo gradualmente a medida que va
avanzando, esta es una propiedad muy provechosa si lo que se requiere es conectar
con un línea recta sin generar discontinuidades. Candeloro et al. (2013), presenta
la metodología para la generación de rutas a partir de un mapa, usando líneas
rectas y curvas denidas por la espiral de Fermat, el planeamiento de movimiento
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se da mediante el diagrama de Voronoi.
1.6. Solución propuesta
1.6.1. Breve descripción de la solución propuesta
La solución para el problema de generación y seguimiento de trayectoria, par-
tirá de realizar el planeamiento de movimiento, tomando como punto de partida
un mapa, este se pasará a una simplicación poligonal, luego se aplicará la técni-
ca de Diagrama de Voronoi para obtener como resultado los posibles puntos que
denirán la trayectoria. Luego para obtener la trayectoria más corta se aplicará el
algoritmo de Dijkstra, que es siempre capaz de dar proporcionar la mejor solución
en un tiempo razonable y ademas no se requiere una conguración especial para
aplicarlo, seguidamente se realizará un ltrado de los puntos que hacen que el
curso cambie indebidamente. Finalmente con los puntos obtenidos se realizará la
generación de ecuaciones paramétricas de ruta a seguir.
Con la ruta denida se realiza el seguimiento de la misma aplicando el sistema
de guiado línea de visión (LOS) ó de marco de referencia móvil se deniría el
tema de ángulo de guiñada deseado para poder alcanzar la ruta de referencia. Para
lograr seguir la ruta deseada se implementará un controlador no lineal avanzado
de tal manera que se pueda seguir la ruta a la velocidad deseada.
1.6.2. Contribución de la tesis
La enfoque principal de esta tesis esta en el planeamiento y seguimiento de
rutas en espacios connados como archipiélagos, canales, ríos y zonas cercanas a
puertos.
Una contribución importante será es el uso de un modelo y controlador no
lineal para lograr el seguimiento de ruta deseada por la interpolación polinómica
de Hermite y la espiral de Fermat, su comparación y su comportamiento.
Otras contribuciones vienen dadas por:
• Uso de técnica de planeamiento de movimiento usada en la robótica, en
aplicaciones marítimas.
• Revisión de técnicas de planeamiento de ruta y temas de continuidad de
curvas paramétricas.
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• Desarrollo y explicación de los algoritmos de generación de rutas, sistema
de guiado y control no lineal.
• Simulación y resultados de la evaluación de las rutas propuestas y compa-





A continuación se presenta el procedimiento para obtener el modelo matemá-
tico, el cual nos servirá para determinar, simular el comportamiento dinámico del
barco, y también para realizar el diseño del controlador.
El modelamiento matemático es importante para el diseño de control debido
a que los controladores son implementados en software.
El diseño del controlador es posible a través de aproximaciones una vez que
el modelo matemático está disponible. Para aplicaciones marinas es obtener la
fuerza y torque necesario, que se traduce en velocidad de hélices y diferencia de
velocidades, para que el barco tenga el comportamiento deseado. El comporta-
miento deseado se puede reejar a través de posición, velocidad o aceleración
deseada ó la combinación de estos.
Prueba de simulación de controladores, para su realización también se hace uso
de modelos matemáticos. La simulación permite darle al controlador las entradas
para realizar el cálculo de ley de control, de forma segura, sin consumo de tiempo,
sin costo ni peligro innecesario. Otra de las ventajas es la reproductibilidad que
se puede alcanzar.
El modelo es siempre una simplicación, es prácticamente imposible e inne-
cesario describir cada fuerza o fenómeno que interactúa con la planta que se está
analizando. Además, se conoce que algunas leyes o ecuaciones físicas pueden ser
simplicadas, lo único que se requiere es representar el comportamiento, por ello
muchas veces los comportamientos son determinados solamente a través de datos
experimentales a partir de lo cual se aprovecha sus particularidades para poder
traducirlos en formas matemáticas conocidas.
La precisión necesaria del modelo depende naturalmente del uso que se le va a
dar. Para realizar el diseño de los controladores es solamente necesario incluir las
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principales propiedades físicas, Sorensen 2012 (22), caso diferente se da cuando
la necesidad es realizar una simulación del comportamiento de la planta, en ese
caso si se requiere la mayor precisión y delidad posible para poder conocer el
comportamiento del modelo.
Teniendo en cuenta que, nuestro objetivo es generar una ruta segura y hacer
que se siga con escaso margen de error en aplicaciones de espacios connados, es
necesario realizar un correcto diseño de controlador y poder simular de tal manera
que se pueda mostrar el comportamiento más real posible a n de evitarnos riesgos
innecesarios al hacer pruebas reales.
Cuando se habla de modelos matemáticos de embarcaciones marinas, se tie-
nen que considerar la aplicaciones a las que va a ser sometido el modelo, hay
aplicaciones como Dynamic Position que ameritan tener solo modelos para baja
velocidad,Fossen (2011) y Fossen et al. (2003) , mientras otras como en embar-
caciones de alta velocidad donde sí debería considerarse todas las ecuaciones
dinámicas y tener un modelo completo.
Para nuestro caso se ha considerado tener el modelo de 3 grados de libertad
considerando todos los parámetros dinámicos y cinemáticos, a partir del cual se
realizarán acorde a pruebas la deducción de las aproximaciones necesarias a n
de no restringir algún comportamiento dinámico importante.
2.2. Dinámica
Para estudiar la dinámica dividimos dicha tarea en dos partes, según (Fossen,
2011)
• Cinemática, que trata solamente aspectos geométricos y de movimiento.
• Cinética, que analiza las fuerzas que causan el movimiento.
En esta sección se resume la cinemática y cinética necesaria para determinar
un modelo matemático según la referencia vista en Fossen (2011, Cap. 2 y Cap. 3).
2.2.1. Sistemas de referencia:
Para denir el movimiento de una embarcación marina, es necesario denir
seis coordenadas independientes que denan la posición y orientación, las tres
primeras corresponder a su posición y traslación a lo largo de los ejes x, y y z,
mientras que los tres últimos corresponden a su orientación y rotación, para el
caso de embarcaciones marinas se ha desarrollada un estandar que se presenta en
la tabla 2.1.
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EIC: es un sistema de referencia inercial, generalmente se usa para navega-
ción terrestre, en las cuales las leyes de Newton se pueden considerar y trabajar.
El origen de este sistema está en el centro de la tierra y por lo general lo usan los
sistemas de navegación inercial.
ECEF: Tiene origen en el centro de la tierra, pero los ejes rotan relativamente
al sistema inercial. La velocidad de rotación es ωe = 7.2921105 rads . Para sistemas
con baja velocidad relativa se puede considera r como inercial, este sistema se
muestra en la Figura 2.1.
Figura 2.1: Diferentes sistemas inerciales,(Fossen, 2011)
NED: Es un sistema denido en base a la referencia de elipsoide terrestre.
Se encuentra relacionado con el sistema ECEF mediante la longitud y latitud y
tambien se muestra en la Figura 2.1.
BODY: Es un marco referencial móvil que está jado a la embarcación. La
posición y orientación de la embarcación son descritas relativamente respecto del
marco de referencia inercial. El origen OB es elegido usualmente con el punto
medio de las embarcaciones en la línea del agua, esta se puede referencial con el
punto CO, ver Figura 2.2.
Donde:
• CG - Centro de gravedad.
• CB - Centro de otabilidad.
• CF - Centro de otation (localizada a una distacion LCF desde el CO en
la dirección X).
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Figura 2.2: Punto de referencia jados al cuerpo
Como la gran mayoría de cuerpos dinámicos, se consideran seis grados de li-
bertad los cuales serán 3 de posición y 3 de rotación, estos denen 6 movimientos
en el barco los cuales se pueden ver en la Tabla 2.1.
Tabla 2.1: Tabla que contiene los estados de un vehículo marino (η y υ) y sus
descripciones,(Moe, 2013).





x Surge Posición en la dirección X en NED
y Sway Posición en la dirección Y en NED
z Heave Posición en la dirección Z en NED
Θnb
φ Roll Rotación en la dirección Y en NED
θ Pitch Rotación en la dirección Y en NED





u Vel.surge Velocidad en la dirección x en BODY
v Vel. sway Velocidad en la dirección y en BODY
w Vel. heave Velocidad en la dirección z en BODY
ωbb/n
p Vel. roll Velocidad angular sobre el eje-x en BODY
q Vel. pitch Velocidad angular sobre el eje-y en BODY
r Vel. yaw Velocidad angular sobre el eje-z en BODY
Para nuestro caso consideramos 3 grados de libertad o 3 movimientos que
serán surge, sway y yaw, en base a esto realizaremos el modelo matemático.
2.2.2. Dinámica del centro de gravedad
Para lograr tener la dinámica del barco realizamos la dinámica del centro de
gravedad para luego realizar un traslado y tener la dinámica de cualquier punto
dentro del mismo. Tomando como vectores unitarios del sistema coordenado NED
Î , Ĵ , K̂ y del sistema coordenado BODY î, ĵ, k̂, se tiene que:
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{
î = cos (ψ) Î + sin (ψ) Ĵ








cos (ψ) sin (ψ)













cos (ψ) −sin (ψ)






Luego simplemente calculamos la razón de cambio de los vectores:{
d î
d t
= − sin (ψ) ψ̇Î + cos (ψ) ψ̇Ĵ = ĵψ̇
d ĵ
d t
= − cos (ψ) ψ̇Î − sin (ψ) ψ̇Ĵ = −îψ̇
(2.3)
Aplicamos las leyes de Newton para un sistema de referencia inercial:
Primera condición de equilibrio dinámico:∑−→
F = m−→a (2.4)
Segunda condición de equilibrio dinámico:∑−→τ = I−→α (2.5)
Para la primera condición ecuación (2.4) , es la sumatoria de fuerzas aplicadas
sobre el cuerpo en el centro de gravedad sobre el cuerpo,m es la masa del cuerpo y
−→a es la aceleración lineal del centro de gravedad del cuerpo; para la ecuación (2.5)
es la sumatoria de torques aplicados en el centro de gravedad del cuerpo, I es la
matriz de inercias del cuerpo respecto al centro de gravedad y −→α es la aceleración
angular del cuerpo. Se considera que I y m no varían ya que estamos trabajando
con un cuerpo rígido. Para el caso de tres dimensiones que se está planteando,












τG = IGα = IGψ̈ (2.7)
Donde
⇀
F es un vector libre de la suma de fuerzas, p̈G es el vector de aceleración
del centro de gravedad respecto al sistema inercial, τG es la suma de torques
sobre el centro de gravedad (considerando que se encuentra paralela al eje z), IG
la inercia respecto al centro de gravedad y ψ̈ la aceleración angular del cuerpo.
Tomando el vector de posición del centro de gravedad en el sistema inercial:
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pg = NÎ + EĴ (2.8)
Derivando respecto del tiempo:
ṗg = Ṅ Î + ĖĴ (2.9)
La velocidad puede ser descompuesta en cualquier sistema coordenado ya que
es un vector libre. Escogiendo el sistema BODY.
ṗg = Ṅ Î + ĖĴ = pgx î+ pgy ĵ (2.10)
Llamando pgx = ug, pgy = vg, se tiene:
ṗg = Ṅ Î + ĖĴ = pgx î+ pgy ĵ = ug î+ vg ĵ (2.11)
Derivando respecto al tiempo:
p̈g = u̇g î+ ug
d ĵ
d t
+ v̇g ĵ + vg
d ĵ
d t
= u̇g î+ ug ĵψ + v̇g ĵ + vg(−îψ̇) (2.12)
Llamando a ψ̇ = r:
p̈g = (u̇g − vgr)̂i+ (v̇g + ugr)ĵ (2.13)
De donde las ecuaciones de equilibrio dinámico quedarían como:
⇀
F = mp̈g = m(u̇g − vgr)̂i+m(v̇g + ugr)ĵ (2.14)
τG = IGṙ (2.15)
Proyectando el vector de fuerza
⇀
F en en los ejes x e y, las ecuaciones quedarían:
FGX = m(u̇g − vgr)̂i
FGY = m(v̇g + ugr)ĵ
τG = IGṙ
(2.16)
Luego de tener este resultado y a n de tener el control en el punto CO
(Ver Figura 2.3), prácticamente se realizará un traslado de puntos el cual estará
afectado por todas las derivadas y demás, esto se desarrollará en la siguiente
sección a considerar.
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Figura 2.3: Denición de origen de coordenadas de centro y gravedad, (Fossen,
2011).
2.2.3. Dinámica del punto CO
La posición del centro de gravedad puede ser expresada en función a la posición
del centro CO con respecto al sistema inercial:
pg = po = xg î (2.17)
Donde xg es la distancia medida desde el centro CO hacia el centro de gravedad
y pO es un vector libre de posición del centro O con valor po = xg Î + ygĴ (x e y
no son los mismos referidos a los ejes coordenados).
Derivando respecto al tiempo:
ṗg = ṗo + ẋg Î + ẋgĴ + xg
d î
d t
= ṗo + xgĴ ψ̇ (2.18)
Considerando, ẋg = 0 ya que el barco es un cuerpo rígido y sin variaciones en
sus distancias internas. Se puede descomponer la velocidad del centro O (pO ) en
el sistema BODY, teniéndose ṗ0 = u0̂i + v0ĵ usando la explicación análoga a la
descomposición de la velocidad del centro de gravedad.
ṗg = u0̂i+ v0ĵ + xg ĵr (2.19)
Derivando respecto al tiempo:









r + xg ĵṙ (2.20)
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p̈g = (u̇0 − v0r − xgr2)̂i+ (v̇0 + u0r + xgṙ)ĵ (2.21)
Reemplazando p̈g en las ecuaciones de equilibrio dinámico:
⇀
F = mp̈g = m(u̇0 − v0r − xgr2)̂i+m(v̇0 + u0r + xgṙ)ĵ
τG = IGṙ
(2.22)
Descomponiendo el vector de fuerza en sus proyecciones en los ejes x e y, las
ecuaciones quedarían como:
FGX = m(u̇0 − v0r − xgr2)
FGY = m(v̇0 + u0r + xgṙ)
τG = IGṙ
(2.23)
Dado que se trabajará directamente sobre el centro O, se quiere tener las
fuerzas y el torque referidos al mismo. Trasladando las fuerzas al centro O:
FOX = FGX , ya que la fuerza lineal no cambia según sea el punto de aplicación.
FOY = FGY , de la misma forma que el punto anterior. τO = τG + τFOY , ya que
el torque τG se traslada sin modicaciones, la fuerza FOX = FGX no genera
torque ya que pasa por el centro O y la fuerza FOY = FGY genera un torque
τFOY = xgFGY = xgFOY al ser trasladada al punto O.
Expresando las fuerzas y torque respecto al centro O, de la ecuación (2.22) :
τG + τFOY = IGṙ + (xgFOy )→ τO = IGṙ + xgm(v̇o + uor + xgṙ)
= (IG + x
2
gm)ṙ + xgm(v̇o + uor)
(2.24)
Por el teorema de Steiner, la inercia respecto al centro O sería la inercia
respecto al centro de gravedad sumada con la masa del cuerpo por el cuadrado
de la distancia entre el centro O y el centro de gravedad, esto es IO = IG +xg2m.
Entonces:
τO = IOṙ + xgm(v̇o + uor) (2.25)
Renombrando a las variables, FGX = Fu, FGY = Fv, uO = u, vO = v, se tiene:
Fu = m(u̇+ vr + xgr
2)
Fv = m(v̇ + ur + xgṙ)
τo = Ioṙ + xgm(v̇ + ur) (2.26)
Como las ecuaciones están referidas a la velocidad del barco en el sistema
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BODY, se deben calcular las velocidades en el sistema NED para que puedan
ser usadas para el cálculo posterior de posiciones (mediante las ecuaciones di-
ferenciales obtenidas), para eso hacemos uso de la ecuación (2.2), la cual nos
permitirá expresar un vector del sistema BODY hacia el sistema NED. Utilizan-






cos (ψ) − sin (ψ)






Añadiendo la igualdad de velocidad rotacional entre el sistema BODY y el
sistema NED, ψ̇ = r, se tiene:ẋẏ
ψ̇
 =








Donde J(ψ) vendría a ser la matriz de rotación para pasar del sistema BODY
al sistema NED.
2.2.4. Representación del modelo en forma matricial
A efectos de realizar los cálculos respectivos así como las simulaciones se hace
de suma importancia lograr poner las ecuaciones de forma matricial, por lo cual
a continuación se reordenará y dará la forma de tal manera que se logré tener la
forma matricial del modelo.
Del sistema:
Partiendo de la ecuación (2.26) se reordenarán las ecuaciones para realizar










Reordenando las velocidades y aceleraciones para formar matrices:
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 0 0 −mv −mxgr0 0 mu










A partir de la ecuación (2.30) se obtiene el modelo:
FRB = τ = MRB ν̇ + CRB(ν)ν (2.31)
Se considera que el subíndice RB (Rigid Body) denota las ecuaciones que
se obtuvieron considerando al barco como un cuerpo rígido y que no se inclu-
yeron componentes de otra naturaleza, tales como parámetros inducidos por la
interacción con el mar y otros, todos se verán en la siguiente sección.
Estas matrices tienen interesantes propiedades para el diseño de control.
• MRB es simétrica, MRB = MTRB,
• MRB es también positivia denida, cuando su determinante es det(MRB) =
m2(I −m(x2o + y2o)), es positiva.
• CRB es simétrica CRB = −CTRB.
El modelo basado en la ecuacion (2.31) va ser usado en esta tesis.
2.2.5. Fuerzas actuantes sobre la embarcación marina
En esta sección se trabajará la explicación de las fuerzas actuantes sobre el
barco representadas por el lado derecho luego de reordenar la ecuación (2.31):
MRB ν̇ + CRB(ν)ν = FRB = τ (2.32)
Las fuerzas de empuje son el principal medio para llevar el barco al comporta-
miento deseado, mientras la principal fuerza disipadora es la fuerza amortiguadora
hidrodinámica, también se presentará las fuerzas hidrostáticas, así como fuerzas
que se ejercen por fenómenos ambientales, y otras fuerzas más que se puedan
sumar.
τ = τpropuls + τhidrodin + τhidrost + τambiente + τotros (2.33)
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2.2.5.1. Fuerzas de empuje por parte de los actuadores
Las fuerzas de empuje, son las fuerzas de propulsión y direccionamiento com-
binado, es la forma principal de poder controlar una embarcación marina, es parte
fundamental al momento de hacer el diseño del sistema de control.
La controlabilidad del barco depende claramente de la conguración de actua-
dores. Existen diferencias claras entre los barcos totalmente actuados y subactua-
dos, las diferencias se dan en la conguración de actuadores. Existen diferentes
tipos de conguración entre las cuales podemos destacar:
2.2.5.2. Helice con timon para direccionamiento
Es la conguración más simple y común que se puede encontrar, para un
ejemplo se puede ver la Figura 2.4:
Figura 2.4: Hélice con timón para direccionamiento, (Dahl, 2013)
2.2.5.3. Propulsor azimutal
Esta constituido por una hélice, que se puede orientar girando sobre un eje
vertical y generar impulso en cualquier dirección perpendicular al eje. Este gi-
ro puede ser hasta de 360◦, lo que mejora la maniobrabilidad haciendo incluso
innecesario el timón, ver la Figura 2.5.
2.2.5.4. Otras conguraciones
Adicional a estas dos presentadas, existen otras conguraciones como las im-
pulsadas por agua, hélices aéreas, dos propulsores con tunel de propulsión, ver
Figura 2.6 y modernas versiones de veleros aéreos como se muestra en la Figu-
ra 2.7.
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Figura 2.5: Conguración de propulsor azimutal, (Dahl, 2013)
(a) Dos propulsores y tunel (b) Hélices tipo Voith-Schneider
Figura 2.6: Otras conguraciones de propulsores (Dahl, 2013)
Figura 2.7: Propulsor moderno usando paracaádas, (Dahl, 2013)
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2.2.6. Fuerzas hidrodinámicas
Dentro de la navegación, muchos fenómenos hidrodinámicos afectan al barco,
inclusive muchos de ellos aun no han podido ser explicados del todo. Considerando
un modelo simplicado tenemos lo siguiente:
τHidrodinamica = −(MAν̇r + CA(νr)νr)−D(νr)νr (2.34)
Este modelo es lo sucientemente preciso para diferentes aplicaciones donde νr
es la velocidad relativa del barco respecto de la corriente, generalmente se asume
que la componente giratoria no presenta velocidad en la corriente.
2.2.6.1. Desplazamiento de masa de agua
El movimiento del barco sobre un uido, causa el movimiento del mismo.
Como se indica en Fossen (2011). El uido debe moverse al lado y luego cerca
al barco. La energía cinética es aquella agregada al uido. La correspondiente
energía debe ser disipada desde el barco.
Para representar este fenómeno, Fossen hace uso del concepto de masa agre-
gada y se representa a través de esta matriz.
MA =
−Xu̇ 0 00 −Yv̇ −Yṙ
0 −Nv̇ −Nṙ
 (2.35)
Para representar el mismo fenómeno, pero correspondiente a la matriz de masa
agregada por fuerzas de Coriolis y centrifugas.
CA(νr) =
 0 0 Yv̇vr + Yṙr0 0 −Xu̇ur
−(Yv̇vr + Yṙr) Xu̇ur 0
 (2.36)
Los coecientes de estas matrices representan las derivadas parciales efectos
hidrodinámicas respecto a las aceleraciones respectivas.
Se debe tener en cuenta que las derivadas hidrodinámicas no se encuentran
disponibles directamente, diferente de los componentes de masa del cuerpo rígi-
do, que usan los parámetros físicos propios del barco. Para obtenerlos se hacen
aproximaciones numéricas así como técnicas de identicación a n de tenerlos.
2.2.6.2. Amortiguación
La energía es disipada del barco de muchas formas diferentes a la vista en
la sección anterior. Fossen (2011), hace una lista de potencial de amortiguación,
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fricción, fuerza de amortiguamiento por olas, debido al efecto vortex y fuerzas
de elevación. Como resultado de todas estas fuerzas se obtiene un matriz de
amortiguamiento D(νr).
Tomando como referencia a Fedyaevsky and Sobolev (1964) y Norrbin , pro-
ponen el uso de modelos de segundo orden:
D(νr) = Dl +Dq(νr) (2.37)
Donde:
Dl =
−Xu 0 00 −Yv −Yr
0 −Nv −Nr
 (2.38)
La ecuación (2.38) representa el modelo lineal de amortiguamiento.
Dq(ν_r) =
−X|u|u |ur| 0 00 −Y|v|v |vr| − Y|r|v |r| −Y|v|r |vr| − Y|r|r |r|
0 −N|v|v |vr| −N|r|v |r| −N|v|r |vr| −N|r|r |r|
 (2.39)
La ecuación (2.38), representa el amortiguamiento cuadrático. Todos los coe-
cientes presentados son derivadas hidrodinámicas. Como se dijo anteriormente
estas no son obtenidas directamente.
2.2.7. Fuerzas hidrostáticas
Las fuerzas hidrostáticas vienen dadas por el peso y el empuje (otabilidad)
propio del cuerpo. Juntas estas fuerzas son llamadas las fuerzas de restauración
según Fossen (2011).
τHidrostatico = −(g(η) + gO) (2.40)
Donde el primer término representa las fuerzas de restauración mientras el
segundo término es una constante dada por la fuerza debido al lastre del equi-
po. Para el modelo de barco con tres grados de libertad, ó planar, las fuerzas
hidrostáticas pueden ser ignoradas ya que actúan en la dirección vertical.
2.2.8. Fuerzas del ambiente
El ambiente actúa de muchas formas sobre el barco, por ejemplo a través de las
olas, viento y corriente marina, etc. Incluir todas las fuerzas no es algo práctico,
porque lo único que se haría es agregar más variables que quizás no tengan tanta
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incidencia en la dinámica. Comúnmente se incluyen las fuerzas dadas por las olas,
corriente marina y viento.
τ ambiente = τ olas + τ corriente + τ viento (2.41)
2.2.9. Otras fuerzas
Algunas fuerzas de control, no vienen dadas por los actuadores comunes como
hélices o propulsores, sino más bien por algunos particulares como aletas, que
sirven para aplicaciones particulares como estabilización del cabeceo para mejorar
el confort y seguridad de un barco de pasajeros,Perez (2006).
2.3. Modelo de referencia
Para realizar las simulaciones y diseño del controlador no lineal, se tomará
como referencia los parámetros de un modelo que ha sido usado para diferentes
simulaciones en los artículos cientícos revisados,Fossen et al. (2003), Moe (2013),
Breivik et al. (2004),Skjetne (2005), Breivik (2003), además de ser un modelo va-
lidado y basado en la teoría de modelamiento desarrollado en el presente capítulo.
Este modelo es de un barco prototipo de pruebas y muy parecido a los usados
para el tema de monitoreo de variables marinas, por tanto es una referencia ideal
para poder desarrollar el planeamiento y control del mismo. El modelo de referen-
cia será el CyberShip II (Figura 2.8), que es una réplica de 1:70 de un barco real.
La longitud de este es de 1.25m de largo, tiene una conguración de actuadores
de tal manera que resulta un barco totalmente actuado.
Figura 2.8: Barco a escala CyberShip II,(Corneliussen, 2003)
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Este barco ha sido extensivamente estudiado y usado en experimentos en la
Universidad Noruega de Ciencia y Tecnológica. En esta sección se resumirá los
parámetros del CyberShip II, modelo basado en las siguientes referencias, Linde-
gaard (2003), Corneliussen (2003), Skjetne et al. (2004). Además se analizará el
valor máximo de radio de curvatura que se puede alcanzar, que será una restric-
ción y entrada para el sistema de generación de ruta.
2.3.1. Modelo de simulación
El CyberShip II, es implementado como modelo de simulación de la siguiente
forma:
η̇ = R(ψ)ν (2.42)
Mν̇ = τ −C(ν)ν −D(ν)ν (2.43)
Donde las matricesM de masa, C(ν) de coreolis yD(ν) de amortiguamiento,
serán presentadas con mayor detalle más adelante.
La entrada para el sistema viene dada por el vector de fuerzas y torque τ . Se
asume que el sistema de control es implementando de tal manera que el empuje
τ , se consiga instantáneamente.
Se debe considerar que ninguna fuerza ambiental o de alguna corriente de
viento, es considerada en el modelo.
2.3.1.1. Parámetros Dinámicos
La matriz de masa es:
M =
m−Xu̇ 0 00 m− Yv̇ mxg − Yṙ
0 mxg −Nv̇ Iz −Nṙ
 (2.44)
Esto corresponde a:
M = MRB +MA (2.45)
Donde MRB es la matriz de inercia de cuerpo rigido y MA la matriz de masa
agregada.
La matriz de centrifuga−coriolis, viene dada por:
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C(ν) =




c13 = −(m− Yv̇)v − (mxg − Yṙ)r
c23 = (m−Xu̇)u (2.47)
Este corresponde a:
C(ν) = CRB(ν) +CA(ν) (2.48)
Donde análogamente a la matriz de masa, aparecen las matrices asociadas al
cuerpo rígido y a la masa agregada.
La matriz de amortiguamiento es:
D(ν) =
d11 0 00 d22 d23
0 d32 d33
 (2.49)
Donde los elementos de la matriz vienen dados por:
d11 = −Xu −X|u|u |u| −Xuuuu2
d22 = −Yv − Y|v|v |v| − Y|r|v |r|
d23 = −Yr − Y|v|r |v| − Y|r|r |r| (2.50)
d32 = −Nv −N|v|v |v| −N|r|v |r|
d33 = −Nr −N|v|r |v| −N|r|r |r|
Esto corresponde a los términos de amortiguamiento, pero con un término
extra de tercer orden en surge, agregado por Skjetne.
Parámetros usados, algunos se obtienen directamente a través de las pro-
piedades físicas como la masa, longitud, ancho, otros parámetros son estimados.
Lindegaard (2003), obtiene una primera estimación para los parámetros de amor-
tiguamiento para la aplicación de posición dinámica (DP), aunque todos estos
son términos lineales. Este modelo considerando amortiguamiento lineal se pue-
de utilizar para trabajos a baja velocidad, para casos de maniobra a mayores
velocidades se requiere modelos más completos. A continuación se presentan los
parámetros usados en el modelo de referencia obtenido por,Lindegaard (2003)
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Parámetros directamente obtenidos:
m = 23.8000 Iz = 1.7600 xg = 0.0460
Parámetros, primera estimación:
Xu̇ = −2.0 Yv̇ = −10.0 Nv̇ = −0.0
Yṙ = −0.0 Nṙ = −1.0
Parámetros obtenidos por identicación:
Xu = −0.72253 Yv = −0.88965 Nv = 0.03130
X|u|u = −1.32742 Y|v|v = −36.47287 N|v|v = 3.95645
Xuuu = −5.86643
Parámetros obtenidos por estimación adaptativa:
Yr = −7.250 Nr = −1.900
Y|r|v = −0.805 N|r|v = 0.130
Y|v|r = −0.845 N|v|r = 0.080
Y|r|r = −3.450 N|r|r = 0.750
2.3.2. Radio de giro del barco
Uno de los temas centrales cuando se hace planeamiento de trayectorias es el
radio de giro. Los sistemas tienen un mínimo radio de giro que pueden alcanzar






Donde: κmax: Curvatura máxima que puede describir la embarcación. R: Ra-
dio de giro de barco.
La restricción de curvatura es un tema central, cuando se diseña rutas me-
diante técnicas que usan círculos como referencias al momento de hacer los giros.
Se tiene como referencia que el CyberShip II alcanza un radio de giro mínimo de
aproximadamente 2.5 m, por tanto tiene una curvatura máxima de 0.4m−1.
2.3.3. Pruebas con el modelo de referencia
Para probar el modelo matemático realizaremos algunas pruebas de simu-
lación, considerando entradas que nos den resultados lógicos, por ejemplo si le
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damos solo fuerza en surge y torque en yaw sin fuerza en la dirección sway debería-
mos conseguir, una trayectoria circular. Luego de realizar pruebas para obtener
los torques aproximados que generen esta trayectoria circular los resultados se
muestran en la Figura 2.10 y los torques se muestran en la Figura 2.9.
Figura 2.9: Fuerza y torque aplicado, tau1=0.2N y tau3=0.01N.m
Figura 2.10: Respuesta del sistema a entradas (Línea azul).
Como era lógico al usar la fuerza y el torque mencionadas líneas arriba se ha
conseguido una trayectoria circular, de tal manera que se puede, de alguna ma-
nera, comprobar que el modelo esta correcto, ya que se ha obtenido un resultado
lógico.
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2.4. Conclusiones preliminares
• Se obtuvo un modelo matemático de tres grados de libertad considerando
la dinámica del cuerpo rígido y fuerzas que interactúan con el barco, don-
de se puede observar que los parámetros mecánicos como longitud, masa,
distancia al origen de referencia son determinantes para el comportamiento
dinámico.
• Se pudo ver que existen fuerzas que no se pueden considerar para el modela-
do, así que sólo se consideran las que tienen mayor inuencia en la dinámica
del sistema.
• Al buscar implementar un barco autónomo a n de probar los algoritmos,
se investigó y determinó que el CyberShip II, es el prototipo mas cercano al
deseado, por lo cual se tomará sus parámetros dinámicos como referencia.
Este prototipo es ampliamente usados en muchas investigaciones.
• Se comprobó que el modelo de referencia elegido trabaja correctamente, al
obtener un resultado lógico frente a entradas conocidas de fuerza τ1 = 0.2N
y torque τ1 = 0.01N.m.
• La curvatura máxima κmax = 0.4m−1 sera tomada en cuenta en la genera-




Desarrollo de un sistema de
planeamiento y seguimiento de ruta
de un barco de dos hélices en
espacio connado
3.1. Introducción
El propósito del presente capítulo consiste en realizar el diseño mediante simu-
lación de un sistema de planeamiento, guía y seguimiento de trayectoria para una
embarcación marina subactuada con dos hélices a partir del modelo matemático
de barco de 3 grados de libertad, obtenido en el capítulo anterior.
Este capítulo se divide en 3 partes, el planeamiento de trayectoria, estrategia
de control y síntesis de planeamiento y seguimiento de trayectoria para embar-
caciones marinas en espacios connados. En la primera parte se da a conocer la
estrategia utilizada para realizar el planeamiento de trayectoria partiendo de un
espacio determinado caracterizado por su geometría y obstáculos que se puedan
presentar. Para esta tarea se hace uso del diagrama de Voronoi y con un algoritmo
de ltrado se consigue las posibles trayectorias a seguir, luego con estos puntos y
posibles trayectorias obtenidas aplicamos algoritmos de optimización de trayec-
torias a n de obtener la más corta, aquí aplicamos el algoritmo de Dijkstra, a
partir del cual se obtienen puntos que unen la trayectoria más corta. Finalmen-
te aplicamos un algoritmo de tal manera que ltramos los puntos que no sean
necesarios para evitar los cambios de dirección innecesarios, también considera-
mos una tolerancia de tal manera que la embarcación pueda circular por lugares
estrechos, con cierta holgura.
En la segunda parte, se presenta la teoría de control backstepping, que fue
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desarrollada por Petar Kokotovic en los 1990, y es aplicada para sistemas di-
námicos no lineales, se comenta sus ventajas respecto a la técnica de feedback
linearization. Se muestra el desarrollo de la técnica aplicada al control de embar-
caciones marinas, considerando la dinámica del barco. Se desarrolla el sistema de
guía del barco para lograr el seguimiento de trayectoria, con las consideraciones
especiales que implican controlar un sistema subactuado.
En la tercera parte, se desarrolla la simulación de todo el sistema, partimos
del espacio de navegación denido por el mapa que posteriormente simplicamos
mediante puntos, luego aplicamos todo lo desarrollado en la parte de planeamien-
to para nalmente obtener puntos o trayectorias de acuerdo a la técnica de guía
que se requiera usar. Se presenta el modelo matemático usado para las simula-
ciones, con los parámetros del modelo conocidos se desarrolla el controlador y se
presentan las simulaciones respectivas.
3.2. Planeamiento de trayectoria
Para realizar el control o guía de una embarcación es necesario tener co-
mo entrada una descripción matemática del movimiento deseado. El movimiento
deseado puede ser obtenido de diferentes maneras, puede ser calculado automáti-
camente basado en tareas de alto nivel, o podrían ser descritas manualmente con
mayores detalles. Estos, podrían ser líneas que deberían ser seguidas o puntos de
interés que deben ser alcanzados a n de evitar obstáculos o tener la trayectoria
más óptima posible. En esta sección se presentarán las herramientas matemáticas
usadas a n de obtener el planeamiento de trayectoria deseado.
3.2.1. Terminología
Como se describe en LaValle (2006), el planeamiento es inherentemente inter-
disciplinario y comprende los campos de la robótica, ciencias computacionales,
teoría de control y matemáticas entre otras. Para nuestra aplicación que viene a
ser referida a control de embarcaciones, Fossen (2011) dene: La conguración
del espacio n-dimensional es el espacio de posibles posiciones y orientaciones que
una embarcación puede tener, sujeta posiblemente a restricciones externas. En
consecuencia la conguración puede ser descrita:
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Donde: n3DOF : espacio de 3 dimensiones. n6DOF : espacio de 6 dimensiones.
Esto se da cuando operamos en el plano horizontal, 3 grados de libertad ó
cuando operamos en los 6 grados de libertad, Ecuación (3.1).
La mayoría de las embarcaciones marinas son subactuadas y sus componentes
de conguración, N , E, D, φ, θ y ψ no puede ser variados independientemente.
La terminología ajustada para aplicaciones marinas es propuesta. La Figura 3.1
resume la terminología y relación entre pasos a seguir hasta obtener la trayectoria
deseada.
Figura 3.1: Pasos para la generación de trayectoria.
Planeamiento de movimiento, Encuentra una secuencia de posiciones per-
mitidas, de aquí se obtienen waypoints. En el caso de barcos subactuados, es nece-
sario dejar algún grado de liberta libre debido a que no se pueden controlar todos
los grados de libertad. Para una embarcación subactuada por ejemplo el angulo
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de cabeceo ψ, no puede ser controlado en un eje jo y el objetivo de control es
comúnmente limitado a la posición (N ,E).
Generación de ruta, como resultado nos da una ruta. Esta ruta es un con-
junto continuo de posiciones en el espacio geométrico.
Generación de trayectoria, convierte la ruta a una función del tiempo.
Según Fossen (2011), Una trayectoria describe el movimiento de un objeto mo-
viéndose a través del espacio como una función del tiempo.
La diferencia entre planeamiento y generación, es separada a propósito
para enfatizar que ruta y trayectoria mayormente se consiguen implícitamente
a partir de los resultados del planeamiento de movimiento y la aplicación de
restricciones. La principal decisión elaborada es hecha en el planeamiento del mo-
vimiento.
3.2.2. Planeamiento de movimiento
Frecuentemente como salida del planeamiento de movimiento se obtienen pun-
tos. Estos son usualmente puntos en el espacio físico. Estos puntos implícitamente
describen líneas rectas que el barco debe seguir, por ejemplo hoja de ruta para
dejar el puerto, en estos casos la embarcación no pasa necesariamente por los
puntos obtenidos. En algunos casos no es necesario algoritmos ni uso de las ma-
temáticas, esto se da cuando un operador humano dene los puntos de ruta a
seguir, desde el inicio hasta el nal, considerando que no haya riesgo de colisión.
Para lograr el planeamiento de movimiento a partir de datos de mapas, se debe
realizar algunas simplicaciones a polígonos como sugiere LaValle (2006) y como
se puede observar en la Figura 3.2. Depende del grado de simplicación del mapa,
que la creación de obstáculos poligonales pueda perder mucha data.
Figura 3.2: Izquierda mapa y a la derecha su simplicación poligonal.
A continuación se presenta el método de mapeo usado en esta tesis para la
obtención de los posibles puntos de ruta.
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3.2.2.1. Diagrama de Voronoi
El diagrama de Voronoi es llamado así debido a su creador el matemático
Voronoi en 1908. Básicamente este método puede verse con la partición de una
región determinada en base a unos conjuntos de puntos, su visualización en su
forma simple se ve en la Figura 3.3, donde se ha aplicado para un número de
puntos aleatorios.
Figura 3.3: Diagrama de Voronoi para puntos aleatorios.
El diagrama de Voronoi se basa en un conjunto nito de puntos contenidos en
un espacio de trabajo que denimos, de tal manera que la distancia del diagrama
hacia los puntos es la mínima, respecto de otro punto.
d(x, p) = ı́nf {d(x, p)| p ∈ P} (3.2)
La idea del diagrama de Voronoi es expandida hacia obstáculos poligonales:
cada obstáculo tiene un subespacio perteneciente de todos los puntos que están
más cerca de este obstáculo. Una conectividad gráca es creada, donde los ejes
son los bordes de estos subespacios. Los vértices son la intercepción de dos o
más bordes. Una ruta a través del gráco es elegida, como se puede ver en la
Figura 3.4.
3.2.2.2. Algoritmo de Dijsktra
Este algoritmo es muy conocido por sus diversas aplicaciones en el campo
de la busca de la ruta más corta en los métodos grácos. Este algoritmo fue
desarrollado en 1959. Este método asigna a cada nodo en la gráca un valor de
distancia, inicialmente es seteada cada distancia a innito y el nodo de inicio es
seteado a cero. El algoritmo considera todos los nodos excepto el inicial en una
condición de no-vistado, y congura el nodo de inicio como el nodo actual. El
algoritmo consiste en calcular la distancia tentativa, entre el nodo inicial y demás
nodos no-visitados de la vecindad, y compararlo con el valor previo y actualizar
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Figura 3.4: Diagrama de Voronoi aplicado.
si el valor calculado es menor y el nodo que genere este valor menor debe ser
tomado como el nuevo nodo actual. Esto se va desarrollando hasta que el nodo
de destino (Punto nal) es visitado o no existe ninguna conexión entre los nodos
visitados y no-visitados.
En la Figura 3.5, vemos que tenemos un punto inicial a y un punto objetivo b,
que esta unidos a travÃ©s de lineas las cuales simbolizar el peso o distancia entre
cada punto de ruta, el algoritmo de Dijsktra inicia una búsqueda de la menor
ruta según el procedimiento descrito lineas arriba, al iniciar tiene 3 opciones las
cuales se prueban y continúan hasta obtener la mejor ruta, en este caso vendría
dada por los nodos 1-3-6-5.
Figura 3.5: Algoritmo de Dijsktra.
Una vez obtenidos los puntos, gracias al diagrama de Voronoi, se procede a
utilizar el algoritmo de Dijsktra para poder obtener los puntos que hagan menor
el recorrido desde un punto hacia otro evitando los obstáculos.
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3.2.2.3. Obstáculos
La representación de obstáculos en este trabajo será hecha por polígonos en
dos dimensiones, siendo fácilmente extensible esto hacia obstáculos 3D. Natu-
ralmente lo que se busca es evitar los obstáculos para llegar del punto inicial
hacia el punto nal. Una de las ventajas de trabajar con polígonos es que son
fáciles de incrementar en tamaño y se puede fácilmente asignar una distancia de
tolerancia.(Ver Figura 3.6b)
(a) Sin considerar tolerancia (b) Considerando tolerancia
Figura 3.6: Representación de obstáculos grácamente y consideración de tole-
rancia
Al tener los obstáculos como guras geométricas se pueden aprovechar algunas
funciones del software de simulación MATLAB. Para nuestro caso hemos usado las
funciones polyxpoly, la cual comprueba si existen intersecciones entre polígonos
y la función inpolygon , que determina que valores de los puntos están dentro y
fuera o sobre un eje de una región poligonal.
3.2.2.4. Eliminación de puntos no necesarios
Luego de tener la ruta con menor recorrido por la aplicación del diagrama
Voronoi y el algoritmo de Dijsktra, a se procede a realizar la implementación
de un algoritmo que consiste simplemente en remover los puntos que causan
cambio de ruta innecesaria y que esta no implique la colisión, también se toma
en cuenta un valor de tolerancia de distancia respecto a los obstáculos. En la
Figura 3.7a, se muestra un entorno al cual se le aplicó el diagrama de Voronoi,
teniendo como partida el punto verde y como llegada el punto rojo, a partir de
este diagrama se aplicará el algoritmo de Dijsktra y se obtendrá la mejor ruta
considerando los punto del dados por el diagrama de Voronoi, luego se aplicará el
algoritmo de eliminación de puntos innecesarios, para obtener una mejor ruta y
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evitar los cambios de orientación (ángulo del cabeceo) innecesarios, este algoritmo
se implementa en MATLAB, ver Anexo B
(a) Diagrama de Voronoi con obstácu-
los
(b) Ruta inicial y ruta reducida libre de
obstáculos
Figura 3.7: Eliminacion de puntos no necesarios
Finalmente como resultado del planeamiento del movimiento tenemos un con-
junto de puntos de ruta que nos garantizan una trayectoria libre de obstáculos y
con el menor cambio orientación.
3.2.3. Generación de ruta
Como resultado de la generación de ruta tendremos una ruta con consideracio-
nes geométricas, estas consideraciones deben estar relacionadas con la dinámica
del barco. La entrada para obtener la ruta es el conjunto de puntos obtenidos en
el planeamiento de movimiento.
Debido a la complejidad de la dinámica del barco, la ruta solamente respeta
la dinámica del barco hasta cierto punto. Esto puede ser trasladado en conside-
raciones geométricas y otros criterios de evaluación.
Antes de seguir debemos denir de una forma precisa a que se reere con ruta.
Una ruta es un conjunto que puede ser expresado de la siguiente manera:
P , {p ∈ Rn|p = pp($)∀$ ∈ X} (3.3)
Donde $ es la variable escalar de parametrización y pp($) es la posición de un
punto correspondiente sobre la ruta. El intervalo X dene el dominio de pp($).
Para naves de supercie, al menos 2 dimensiones (n=2) son necesarias.
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La notación dada es hecha en Skjetne et al. (2001), Skjetne (2005), Breivik
(2003) y Fossen (2011). Otras notaciones son Pd(q) usdas en Breivik et al. (2004).
Para muchas formas de curva, las ecuaciones paramétricas aproximadas pue-
den ser derivadas, por ejemplo por la serie de Taylor, Fourier o por interpolación
polinomial. Sin embargo, una curva simple no puede representar formas complejas
sin alta complejidad, como si dice en Haugen and Breivik (2010).
Haugen and Breivik (2010), propone construir un ruta a partir de una com-






Donde las sub-rutas serán denidas:
Pi , {pi ∈ Rn|pi = pp,i($)∀$ ∈ Xi} (3.6)
Donde Pi, es la ecuación paramétrica para la curva correspondiente a la sub-
ruta i. Un mínimo requerimiento es que las trayectorias subsecuentes sean conec-
tadas. Es importante notar que si una ruta se paremetriza respecto a una variable
w esta no necesita tener algún signicado físico. En general, estas no denotan la
distancia a lo largo de la ruta ni el tiempo el cual se llega a un punto pp($).
Antes de presentar algunos de los algoritmos de creación de trayectorias, es
bueno revisar cuales son las consideraciones que se deben tener en cuenta al mo-
mento de crear estas curvas.
Estos criterios son explicados en Dahl (2013), entre los cuales tenemos los
siguientes:
• Suavidad de la ruta paramétrica: Descripción de la velocidad a la cual la
curva es trazada.
• Suavidad geométrica: Descripción del comportamiento geométrico de la ru-
ta.
• Longitud de la ruta: La longitud de la ruta a ser recorrida por el barco.
• Tolerancia de ruta: Término conocido como la desviación respecto del desea-
do.
• Trazabilidad: el grado en el cual la ruta puede ser cambiada localmente.
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• Complejidad del algoritmo: Consideraciones sobre los recursos necesarios
para correr el algoritmo y su arquitectura lógica.
3.2.3.1. Generación de ruta usando polinomio cúbico de Hermite
La construcción de rutas usando polinomios no es un tema reciente, y se han
considerado para crear formas geométricas primitivas. Sin embargo, es también
posible usar estos polinomios para describir rutas complejas mediante el uso de
funciones, Lekkas et al. (2014a). El número de sub-rutas es reducido a n − 1,
siendo n el número de puntos que denen la trayectoria.
Figura 3.8: Curvas de generación de ruta entre puntos,(Lekkas, 2014).
La función de una curva polinomial debe soportar una inexión. El polinomio
de menor grado que cumple con estas condiciones es un polinomio cúbico, además





2 + cN$ + dN
aE$
3 + bE$
2 + cE$ + dE
]
(3.7)
Donde a, b, c y d son los coecientes del polinomio. El problema de diseño de
sub-ruta se convierte en la obtención de estos coecientes.
Los coecientes son determinados de tal manera que satisfacen las condiciones
de nal de punto, y las condiciones de nales de derivadas (tangentes). Por tanto
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En la Figura 3.9, se muestran los resultados obtenidos cuando se aplica la
técnica de polinomio cúbico de hermite, las dos primeras curvas nos muestran
las posiciones X y Y obtenidas a partir de los puntos dados, la tercera curva
muestra el ángulo de curso, mientras la última gráca corresponde a la curvatura
se observa ligeros saltos que nos dicen que la curva no es totalmente suave.
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Figura 3.9: Propiedades geométricas de la ruta generada por polinomio cúbico de
Hermite.
3.2.3.2. Generación de ruta usando Espiral de Fermat
La espiral de Fermat presenta una curvatura suave que va desde cero hasta
un valor deseado. Esta puede usarse para suavizar y reejar una curva, como una
opción alternativa a otras como las polinomicas ó Clotoide, Dahl (2013).
Para realizar la curva mediante el espiral de Fermat, se debe trazar 2 grácas






$θfinal cos (ρ$θfinal + χ0)
E0 + κ
√
$θfinal sin (ρ$θfinal + χ0)
]
(3.9)
Donde p0 = [N0, E0]T , es el punto de inicio para la trayectoria, κ es una escala
constante, θfinal corresponde al ángulo polar correspondiente al nal de la curva,
ρ es la dirección de rotación y χ0 es el ángulo de curso inicial.
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Donde Pfinal = [Nfinal, Efinal]T , es el punto nal.
Se debe tener en cuenta que la espiral de Fermat, nos sirve para unir las par-
tes donde hay cambio de ruta y las demas deben ser unidas por lineas rectas.
Tomando como base esta parametrización evaluamos los puntos dados y obtene-
mos el resultado que se muestra en la Figura 3.10, de igual manera que en los
resultados mostrados en la Sección 3.2.3.1. Las dos primeras curvas corresponden
a la posición X-Y, donde se ve claramente la parte denida por lineas y curvas
de Fermat, podemos ver que se presenta curvas mas suaves, respecto a la gráca
de cambios de curso no tienen cambios abruptos, mientras la gráca de curvatura
muestra claramente un mejor comportamiento respecto a la curvatura dada en la
Sección 3.2.3.1.
Figura 3.10: Espiral de Fermat y sus características geométricas.
Aquí solo se han presentado dos métodos que se pueden usar para la generación
de rutas, se debe tener en cuenta que existen más técnicas como los que usan rectas
y círculos, spline, espirales de clothoid, funciones sigma, etc.
3.3. Sistema de guiado
En esta sección se describe los dos métodos para el diseño de sistema de
guiado de embarcaciones marinas, el sistema de guiado es denido por Shneydor
(1998) como El proceso de guiado de la ruta de un objeto a través de un punto
dado, que generalmente puede estar moviendose. De acuerdo a Fossen (2011), el
sistema de guiado en su forma simple, en lazo abierto son usados para generar
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trayectorias de referencia variantes en el tiempo ó, alternativamente, rutas para
hacer seguimiento de rutas invariantes en el tiempo. El sistema de control de
movimiento del barco trabajar de forma muy cercana con el sistema de guiado
a n de que el móvil cumpla con lo deseado, la estructura se puede ver en la
Figura 3.11.
Figura 3.11: Sistema de guiado en lazo cerrado (Lineas punteadas) los estados se
realimentan mientras en lazo abierto solo usan señales de sensores y referencias
de entrada Fossen (2011)
Para cualquier barco o submarino, el sistema de guiado y control usualmente
constan de dos subsistemas:
• Sistema de control de posición.
• Sistema de conrol de seguimiento de ruta.
De forma sencilla se puede decir que, el sistema control de posición es un au-
topiloto de curso,donde los ángulos de roll y pitch son regulados a cero o dejados
sin control. La principal función de sistema de control de curso es mantener al
barco dentro de la ruta deseada sin importar aspectos dinámicos como veloci-
dad o aceleración. Mientras que la tarea del sistema de control de seguimiento,
es mantener a la embarcación sobre la ruta preestablecida a una determinada
velocidad.
Una ley de control es necesaria para seguir una ruta. De acuerdo a lo estu-
diado en secciones anteriores, la ruta puede o no ser estrictamente geométrica o
puede ser una trayectoria parametrizada por el tiempo. Equivalentemente la ley
de control variará de acuerdo al objetivo.
El seguimiento de ruta demanda solamente que el controlador asegure que la
embarcación se mantenga sobre su ruta geométrica. No existen requerimientos
sobre cuando el barco deba estar en una posición dada. Asimismo, la velocidad
a lo largo de la ruta podría variar independientemente, por ejemplo el barco
podría ser controlado a una velocidad a lo largo de la ruta surge acorde a las
necesidades de maniobra.
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A continuación se describirá dos métodos de guiado, el primero será basado en
tres puntos de ruta a partir del algoritmo de linea de visión, teniendo en cuenta
que para cambiar y avanzar al siguiente punto de ruta se utiliza el criterio de
circulo de aceptación, el segundo será basado en la generación de ruta usando la
técnica de lineas rectas unidas a través de la espiral de Fermat, la cual nos facilita
la continuidad hasta la segunda derivada, para de esta manera poder tener rutas
y señales de control mas suaves.
3.3.1. Linea de visión - Basado en 3 puntos
Es la aproximación menos precisa para seguir una ruta implícita denida
por un conjunto de puntos de ruta, el curso del barco es controlado a través
de un punto en el tiempo. Se aplica un criterio de aceptación de tal forma que
se pueda cambiar de referencia y avanzar hacia el siguiente punto de ruta, una
representación gráca de este método se puede ver en la Figura 3.12.
Figura 3.12: Representación de algoritmo, con circulo de aceptación (Breivik,
2003)
El guiado por principio de linea de visión es un forma intuitiva de entender el
comportamiento del barco y de la acción del piloto. El problema principal de este
método viene dado por si el barco es capaz de mantener su curso alineado con
el angulo de linea de visión ψlos, convergiendo a la posición deseada y alcanzada.
Toda estas propiedades se hacen mucho mas interesantes cuando trabajamos con-
trolando barcos subactuados, debido a que se debe reducir las variables de salida,
una posición con 3 GDL (Posición XY y curso ψ) partiendo de 2 GDL (curso ψ
y velocidad surge u).
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El concepto de angulo LOS (ψlos), puede ser ser explicado utilizando los tér-
minos vector LOS y posición LOS. El vector LOS es una vector que apunta desde
la posición actual hacia la posición deseada a lo largo de la ruta deseada, también
llamada posición LOS (pLOS = [xlos, ylos]T ), se puede vericar los términos en la
Figura 3.12. La obtención de la posición se puede hacer de muchas maneras.
3.3.1.1. Cálculo de ángulo LOS ψlos para embarcaciones marinas
Considerando que la posición actual es p = [x, y]T y la posición LOS viene
dada por pLOS = [xlos, ylos]T , esto sugiere que el angulo LOS deseado deberá ser
seleccionado como:
ψlos = atan2(ylos − y, xlos − x) (3.11)
Donde [x, y]T es la posición obtenida a traves de satélites de navegación o
GPS. Al usar la función atan2, aseguramos que el dominio de la función tangente
varíe entre:
− π ≤ atan2(x, y) ≤ π (3.12)
Podemos ver que la Ecuación (3.11) se aplica independientemente del cálculo
de la posición LOS (plos). De acuerdo a lo expuesto por Breivik (2003) existen
tres diferentes métodos para obtener plos.
3.3.1.2. Cálculo de posición LOS plos para embarcaciones marinas
En esta sección, se revisan los tres enfoques dados por Breivik (2003), de forma
breve.
1. La ruta a seguir consiste únicamente de puntos de ruta en una tabla, la
posición plos, es simplemente el punto de ruta actual denotado por pk. Por
tanto, no se realiza cálculo alguno.
2. De igual manera, solo se cuenta con un tabla de puntos de ruta, con la
diferencia que en este método la posición plos se ubica a lo largo de un recta
que une dos puntos de la tabla denotadas por pk−1 y pk. La Figura 3.13
muestra este principio. El principio se basa en considerar una circunferencia
de radio n veces la longitud del barco (nLpp) alrededor de la posición. Este
circulo interceptara a la línea que une puntos en dos puntos de ruta, se se-
lecciona el punto que esta más cerca al siguiente punto de ruta. Se requieren
2 ecuaciones que se deducen fácilmente de la Figura 3.13. A continuación
se presentan las ecuaciones.
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= tan (αk−1) (3.13)
(xlos − x)2 + (ylos − y)2 = (nLpp)2 (3.14)
Se debe tener en cuenta que el sub-indice k representa el actual punto de
ruta mientras k − 1 representa el punto de ruta anterior. Vemos que la
primera Ecuación (3.13) representa la pendiente constante que se da entre
dos puntos de ruta, mientras la Ecuación (3.14)
3. La ruta deseada es una ruta geométrica parametrizada, donde la variable
de parametrización es un escalar denotado por θ, la ruta deseada es dada
por pd(θ), la representación de este enfoque se puede ver Figura 3.14.
Figura 3.13: Ángulo LOS obtenido a partir de resolución de dos ecuaciones. (Brei-
vik, 2003)
.
Para los dos primeros enfoques, es necesario tener un criterio de cambio de
punto de ruta. Un criterio para la selección del siguiente punto de ruta pk+1 =
[xk+1, yk+1]
T viene dado por considerar un circulo de aceptacioón, en la que en
algún instante se satisfaga la siguiente ecuación.
(xk − x)2 + (yk − y)2 ≤ Rk2 (3.15)
Este radio de aceptación puede ser único para todos los puntos de ruta o puede
variar para cada punto, de acuerdo a las restricciones geométricas necesarias.
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Figura 3.14: Ángulo LOS usando la teoria de maniobra. (Breivik, 2003)
.
En esta tesis se aplica la técnica basada en el segundo enfoque , por lo cual
se hace necesario desarrollar las ecuaciones que nos permitan obtener los valores
desconocidos plos = [xlos, ylos]T , por lo cual las Ecuaciones (3.13) y (3.14). Notar
que, la diferencia entre la posición x e y de dos puntos de ruta viene dada por
4x = xk+1−xk y 4y := yk+1−yk, respectivamente. Las ecuaciones son resueltas
de forma analítica considerando como primer caso 4x > 0, y como segundo caso
4x = 0.
Caso 1: 4x > 0






(xlos − xk) + yk (3.16)






e = xk−1 f = yk−1
Insertamos esto en la parte izquierda de la Ecuación (3.14), obtenemos:
(xlos − x)2 + (ylos − y)2 = x2los − 2xxlos + x2 + y2los − 2yylos + y2 (3.17)
Primero se considera el termino y2los, y se inserta en la Ecuación (3.16), y
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(xlos − xk−1) + yk−1
)2
= (dxlos + (f − de))2
= (dxlos + g)
2
= d2x2los + 2dgxlos + g
2 (3.18)
Donde la siguiente abreviación ha sido usada.






Se considera el termino 2yylos, del cual obtenemos:
2yylos = 2y(dxlos + g) = 2dyxlos + 2gy (3.19)
De aquí utilizando las Ecuaciones (3.18) y (3.19) en (3.17), obtenemos:
(1 + d2)x2los + 2(dg − dy − x)xlos + (x2 + y2 + g2 − (nLpp)
2 − 2gy) = 0 (3.20)
Que es una ecuación general de segundo orden, que fácilmente puede ser resuel-
ta. A n de hacer mas clara la ecuación, realizamos algunos cambios de variables
convenientemente.
a = 1 + d2
b = 2(dg + dy − x)
c = x2 + y2 + g2 − (nLpp)2 − 2gy







Para elegir cual de las posibles soluciones tomar, se usa el siguiente criterio.








Una vez obtenido xlos, es fácil obtener ylos, a partir de la Ecuación (3.16). Se
debe tener en cuenta que cuando 4y = 0, ylos = yk−1(= yk).
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Caso 2: 4x = 0
Si 4x = 0, solamente la Ecuación (3.14) es valida, por tanto:
(ylos − y)2 = (nLpp)2 (3.22)
Teniendo como resultado:
ylos = y ± nLpp (3.23)
En base a esto se escoge entre dos posibles soluciones:
• Si 4y > 0 entonces ylos = y + nLpp
• Si 4y < 0 entonces ylos = y − nLpp
En este caso adquirimos xlos de xlos = xk−1(= xk) ya que 4x = 0.
Ahora pondremos a prueba el sistema de guiado, basado en el algoritmo de
linea de visión, para lo cual se tomaran puntos arbitrarios, y se aplicara dicha
técnica, vale decir que la etapa de control aun no esta ajustada plenamente por
ello no se logra un seguimiento con error cero, como se puede ver en la Figura 3.15
donde vemos la trayectoria de la embarcación.
Figura 3.15: Resultado de aplicación de algoritmo linea de visión.
En la Figura 3.16 se puede ver el ángulo LOS obtenido, que es el curso que
sigue el barco a n de cumplir la ruta deseada.
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Figura 3.16: Curso de barco obtenido, ψlos
3.3.2. Sistema de referencia móvil
Esta sección se desarrolla la ley de guiado, requerida para resolver problema
de seguimiento de ruta planar, caso 2D. Tomando como referencia a Breivik et al.
(2004), denimos un sistema de referencia local en pd(x, y) y lo llamamos sistema
paralelo a la ruta (PP). Acorde a la Figura 3.17, este sistema es rotado un ángulo
χt, relativo al sistema de referencia inercial. Debido a esto, la trayectoria deseada
se convierte en una linea recta y no en una ruta curva, con esto tenemos que χt
es una constante.
El sistema de referencia PP, es tangente a la ruta geométrica deseada y ademas
pd es la posición deseada del vehiculo. El error expresado en un vector 2D a partir
de la diferencia entre la posición actual del vehículo p respecto a la posición
deseada pd expresada en el sistema PP es dado por:




cos (χt) − sin (χt)
sin (χt) cos (χt)
]
∈ SO(2) (3.25)
Como resultado del desarrollo de esta técnica que se puede ver en Breivik
et al. (2004), y realizando las consideraciones propias de nuestro modelo y téc-
nica de control se plantea una ruta paramétrica senoidal obtienen los resultados
mostrados en las Figura 3.18 y Figura 3.19.
En la Figura 3.18, podemos observar que el barco logra seguir la ruta deseada
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Figura 3.17: Representación de marco móvil, (Breivik et al., 2004)
sin problemas a pesar de tener una geometría especial como es la senoidal, al no
tener perturbaciones no se generan cambios de dirección forzados. El sistema de
guiado es presentado en la Figura 3.19, donde los ángulos presentados son los que
se muestran en la Figura 3.17, vemos que β ≈ 0 debido a que al no presentarse
perturbaciones no hay deslizamiento considerable, también se puede observar el
ángulo generado por la ruta paramétrica donde se ve a t ≈ 70segundos, el ángulo
del barco logra converger a este valor y luego permanece estable y realizando
el correspondiente seguimiento a pesar de los cambios de dirección, nalmente
vemos que χr que esta asociado al ángulo de rotación del marco móvil, vemos que
cuando los ángulos χp y ψLOS se igualan, entonces χr ≈ 0 debido a que no existe
rotación entre el los sitemas del barco y la ruta.
3.4. Sistema de control
A continuación se presentará la estrategia de control aplicada para lograr el
seguimiento de la ruta obtenida en la sección anterior.
3.4.1. Control Backstepping
Backstepping es una metodología de diseño para la construcción de una ley de
control por realimentación a través de la construcción recursiva de una función de
control Lyapunov. Los diseños por backstepping no lineal son fuertemente rela-
cionados con la técnica de feedback linearization, pero ambos tienen diferencias
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Figura 3.18: Resultado de prueba aplicando Marco móvil, Referencia (líneas pun-
teadas), Resultado obtenido (Linea continua).
Figura 3.19: Curso de barco obtenido, ψlos, por el método Marco Móvil.
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marcadas. Mientras el método de feedback linearization, cancela todas las no
linealidades en el sistema se mostrará que cuando se aplica backstepping se ten-
drá más exibilidad en el diseño. En particular el diseñador podrá aprovechar las
buenas no linealidades del sistema, mientras las malas no linealidades pueden
ser dominadas. Por ello, una robustez adicional es obtenida, las cuales son muy
importantes en los sistemas de control industrial, debido a que para conseguir la
cancelación de todas las no linealidades es necesario tener un modelo muy preciso
que difícilmente es conseguido en la práctica.
3.4.2. Diseño de ley control MIMO backstepping para bar-
cos
Los sistemas convencionales de control de barcos, trabajan bajo la presunción
de que las ecuaciones cinemáticas puedes ser linealizadas de tal manera que se
puedan aplicar técnicas de ganancia programada y teoría de control óptimo Fossen
(1994). Esta no es una buena asunción puesto que la dirección surge, sway y yaw
deben ser controladas simultáneamente. Para lograr esto según Fossen (2002), es
necesario linealizar la matriz de yaw en 36 puntos de operación para lograr una
precisión adecuada.





Que representa la conguración de actuador para nuestro caso. Debido a que
τ2 no es posible de implementar, los términos requeridos para la dirección sway,la
dinámica puede ser impuesta sobre la correspondiente función de estabilización
de tal manera que se cumpla la ley de control.
Partimos del modelo de una embarcación marina de supercie. La cinemática
y cinética para 3 grados de libertad pueden ser representadas como:
η̇ = R(ψ)ν (3.27)





, representa la posición y orientación del barco , re-
presentan las velocidades. R(ψ), representa la matriz de rotación desde el marco
jo hacia el marco de referencia del cuerpo de la embarcación. M es la matriz
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de inercia, C la matriz centrifuga de coreolis, D la matriz de amortiguamiento
hidrodinámico, τ la matriz de fuerza y torque por parte del barco, b describe
todas las fuerzas y momentos del ambiente, por ejemplo efectos causados por el
viento, corrientes del océano y carga por olas de segundo orden, se asume que
estos efectos varían de forma muy lenta en comparación con la dinámica del barco
de tal manera que, se puede considerar que la derivada es cero, ḃ ≈ 0, esta es
una suposición valida.






Luego denimos las variables de error z1 ∈ R y z2 ∈ R3, de acuerdo a:










∈ R3es un vector de la función de estabilización a
ser especicado después.
Paso 1:




z21 > 0 (3.32)
Diferenciando V1 con respecto del tiempo considerando la dinámica de z1, se
obtiene:
V̇1 = z1ż1 (3.33a)
V̇1 = z1(h
T η̇ − ψ̇d) (3.33b)
V̇1 = z1(h
Tν − ψ̇d) (3.33c)
Dado que η̇ = R(ψ)νy hT η̇ = hTR(ψ)ν, de donde obtenemos:
V̇1 = z1(h





Tz2 + z1(α3 − ψ̇d) (3.34c)
Con esto escojemos la función de estabilización α3 como:
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α3 = −k1z1 + ψ̇d (3.35)
Donde k1 > 0, lo cual resulta en:
V̇1 = −k1z21 + z1hTz2 (3.36)
Con esto se concluye la parte 1.
Paso 2:
Aumentando la primera función de control de lyapunov obtenemos:








Γb > 0 (3.37)
Donde b ∈ R3 es un error de adaptación denido como: b = b̂ − b , consi-
derando al vector b̂ como el estimado del vector de perturbación ambiental b,
además consideramos una variación muy lenta de tal manera que ḃ = 0 para
efectos practicos, esto quiere decir que ḃ = ˙̂b y Γ = ΓT > 0, que es la matriz de
ganancia de adaptación.
De igual manera derivamos V2, respecto del tiempo sobre las trayectorias z1,
z2 y b, obtenemos:





A partir de: M = MT y ḃ = ˙̂b, tenemos que:
Mż2 = M(ν̇ − α̇) (3.39a)
Mż2 = τ +R
Tb−C(ν)ν −D(ν)ν −Mα̇ (3.39b)
Reemplazando esta equivalencia en la Ecuacion (3.38) tenemos lo siguiente:





Reescribiendo C(ν) = C y D(ν) = D para abreviar la notación, utilizando
ν = z2 +α y b = b̂− b podemos obtener:
V̇2 = −k1z21 − z2TCz2 − z2TDz2 + z2T (hz1 + τ +R
T b̂−Cα−Dα−Mα̇) + bTΓ−1( ˙̂b− ΓRz2)
(3.41)
Donde zT2Cz2 = 0 debido a que C es skew-simetrica, de donde tenemos:
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τ = Mα̇+Cα+Dα−RT b̂− hz1 −K2z2 (3.42)
Donde: K2 = diag(k2,1, k2,2, k2,3) > 0, y seleccionando:
˙̂
b = ΓRz2 (3.43)
Finalmente obtenemos:
V̇2 = −k1z21 − z2(D +K2)z2 ≤ 0 (3.44)
De donde tenemos que las funciones de estabilizaciónα =
[
ud α2 −k1z1 + ψ̇d
]
Donde α2, es hallado a partir de la dinámica para el sistema subactuado.
3.5. Conclusiones Preliminares
• Se estudió el planeamiento de movimiento basado en el algoritmo de Voronoi
para luego aplicar el Dijstrak y de esta manera obtener los punto de ruta
necesarios para que el barco logre el objetivo.
• Al generar una ruta con los metodos estudiados en la Sección 3.2.3.1 y 3.2.3.2,
se puede apreciar que el primero genera un mayor recorrido al tener una
longitud total de ruta de 134 metros mientras el segundo 121 metros, esto
debido que el segundo solo usa la curvatura en los cambios de curso, luego
usa lineas rectas que haces mas eciente la ruta.
Tabla 3.1: Longitud de ruta generada por ambos métodos
Polinomio Cúbico de Hermite Espiral de Fermat
Longitud de Ruta [m] 134 121
• El control Backstepping propuesto, presenta una metodología que podría
ser aplicada a otros sistemas dinámicos subactuados. Puesto que se contro-
lan tres variables con únicamente 2 variables de control
• La forma planteada para procesar planos reales, es a través de la simplica-
ción poligonal, se debe tener en cuenta que mientras esta simplicación sea




En el presente capítulo se desarrolla la simulación y aplicación de técnicas
estudias, para lo cual hacemos uso del software MATLABr, en el cual se im-
plementan los algoritmos de planeamiento, guiado y control de rutas. Asimismo,
se presentan dos simulaciones, una corresponde a un canal senoidal mientras que
el otro corresponde a un mapa tomado de Google (2015), que corresponde al
mar Báltico, en ambos se aplican las desarrolladas en esta tesis. Cabe resaltar
que al momento de realizar la simulación del mar Báltico no se consideran me-
didas reales, puesto que, lo que se requiere en las simulaciones, son las formas
particulares de un entorno real.
A continuación se detallan las consideraciones hechas para simular:
• Los parámetros y modelos dinámicos del sistema son conocidos.
• Para realizar el control, se considera que todos los estados son medidos. La
posición puede ser medida por un sistema de posicionamiento global (GPS).
Las velocidades se pueden obtener a partir de la integración de velocidades
obtenidos con la unidad de medición inercial (IMU).
• Los valores medidos de posición, velocidad y aceleración, son considerados
libres de ruido.
• Se asume que se puede dar un control ideal.
4.1. Simulación en canal senoidal
4.1.1. Planeamiento de movimiento y trayectoria
En esta sección se trabajará el planeamiento partiendo de un mapa, al cual
se aplicará una simplicación poligonal y a partir del cual se realizará el trabajo
de planeamiento de movimiento.
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A partir de este mapa lo que sea hará es la simplicación poligonal del mismo
para de esta manera aplicarle las técnicas revisadas respecto al planeamiento
de movimiento. Para poder visualizar esto se plantea un canal senoidal que se
presenta en la Figura 4.1a antes de aplicar la simplicación y después de aplicar
la simplicación, Figura 4.1b.
(a) Mapa de canal en forma senoidal. (b) Mapa de canal con simplicación
Figura 4.1: Mapa antes y después de la aplicar la simplicación poligonal.
(a) Aplicando diagrama de Voronoi. (b) Aplicando el algoritmo de Dijstrak.
Figura 4.2: Se obtiene la ruta deseada continuando con el planeamiento de movi-
miento.
Luego aplicamos el diagrama de Voronoi a n de obtener los posibles pun-
tos para generar la ruta deseada.(ver Figura 4.2a). A n de obtener la mejor
ruta partiendo del diagrama de Voronoi, aplicamos el algoritmo de Dijsktra (ver
Figura 4.2b)
4.1.2. Determinación de puntos de ruta WayPoints.
A n de evitar los cambios de dirección innecesarias aplicamos un algoritmo de
tal forma que obtenemos los puntos de ruta necesarios para trazar la trayectoria,
teniendo como resultado la Figura 4.3.
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Figura 4.3: A partir de los puntos obtenidos por el algoritmo, determinamos los
puntos que producen menor ángulo de cabeceo.
4.1.3. Determinación de ruta paramétrica.
Tomando como base los puntos de ruta, se procede a la generación de ruta
paramétrica usando las técnicas de polinomios de Hermite y el espiral de Fermat
revisadas en las Secciones 3.2.3.2 y 3.2.3.1, para esto se implementa un programa
generador de trayectoria en MATLAB.
A continuación se presentará los resultados obtenidos, para nuestro canal de
forma senoidal, se mostrará la ruta obtenida así como la gráca de cada compo-
nente respecto a la longitud recorrida.
4.1.3.1. Polinomio cúbico de hermite
Aplicando la Ecuación (3.7), a partir de los puntos obtenidos en la sección
anterior obtenemos los siguientes resultados, la ruta en X-Y, Figura 4.4, y los
componentes de la ruta respecto de la longitud recorrida, Figura 4.5:
4.1.3.2. Espiral de Fermat
Aplicando las Ecuaciones (3.9) y (3.10), a partir de los puntos de ruta obte-
nidos en la sección anterior tenemos como resultado la ruta en X-Y, Figura 4.6,
y los componentes de ruta respecto de la longitud recorrida, Figura 4.7.
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Figura 4.4: Ruta generada por polinomio de Hermite (magenta)
Figura 4.5: Componentes de ruta vs longitud recorrida
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Figura 4.6: Ruta paramétrica generada por espiral de Fermat
Figura 4.7: Componentes de la ruta paramétrica por espiral de Fermat vs longitud
recorrida
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4.1.4. Seguimiento de trayectoria y control de embarcación
A partir de los resultados de la sección anterior se obtuvieron puntos de ruta,
estos son los que se usarán para la simulación obtener la guía y control de la
embarcación.
4.1.4.1. Resultados de simulación
Luego de realizar la simulación a partir de los puntos de ruta obtenidos, siste-
ma de guiado y control, además considerando la dinámica del barco, por un lapso
de a lo largo de 200 segundos obtenemos la trayectoria de barco mostrada en la
Figura 4.8.
Figura 4.8: Posición de barco incluyendo la dinámica a través del canal (Trayec-
toria en rojo)
Se puede apreciar claramente que el barco logra atravesar el canal sin proble-
mas de colisión, todo esto a partir del buen planeamiento de movimiento y del
funcionamiento correcto del sistema de guiado y control que realiza el seguimiento
de trayectorias sin problemas.
En la Figura 4.9 se presenta la ley de control dada por fuerza y torque, vemos
que el valor de fuerza necesario es constante e igual a τ1 = 0.2N y que se presentan
picos en el torque cuando se hace necesario realizar el cambio de dirección, τ3pico =
0.12N.m.
Las velocidades alcanzadas a lo largo de la ruta se pueden ver en la Figura 4.10,
vemos que la velocidad a lo largo de la ruta surge, se mantiene constante en un
valor ud = 0.1m/s, valor asignado por el capitán del navío o dado por un perl de
velocidad predeterminado, mientras que la velocidad sway, tiene valores cercanos
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a cero vmax ≈ 2.10−3, lo cual es lógico, para garantizar que el barco siga la ruta
deseada y no tenga deslizamiento respecto de la ruta deseada, ademas podemos
comprobar que la velocidad de giro cambia cada vez que se presenta un cambio
de dirección, alcanzando valores pico aproximados de rpico ≈ .015rad/seg.
Los errores de estado se presentan en la Figura 4.11, el error z1 que corresponde
al error en el angulo yaw, vemos que presenta un tiempo de estabilización de
aproximadamente 10 segundos cuando luego de realizar un cambio de dirección,
y tiene un error en estado estacionario z1 ≈ 0, hasta que se produce un cambio
en el curso del navío. Respecto al error de la variable de velocidad surge z21,
podemos ver que el error en estado estacionario es cero z21 = 0 quiere decir que
a lo largo de la ruta se ha logrado alcanzar y mantener la velocidad deseada, el
error de velocidad sway presenta valores pico de z22pico ≈ 0.5x10−6 prácticamente
cero y nalmente el error de la variable de velocidad rotacional yaw tiene valores
pico de z23pico ≈ 2.5x10−5 muy próximo al cero.
El angulo de cabeceo o curso del navío, es presentado en la Figura 4.12, que
presenta tres curvas. La primera curva es el ángulo ψLOS obtenido a través del
algoritmo línea de visión, la segunda curva es este mismo ángulo ψLOS obtenido a
partir de un modelo de referencia de segundo orden, con el n de poder alimentar
al sistema de control, puesto que este requiere la segunda derivada para el calculo
de la ley de control, nalmente la tercera curva es el ángulo yaw obtenido ψobtenido.
Figura 4.9: Ley de control del sistema subactuado, fuerza y torque
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Figura 4.10: Velocidad del sistema body (surge, sway and yaw) durante la simu-
lación
Figura 4.11: Error de estados, cabeceo, velocidad en surge, velocidad en sway y
velocidad en yaw
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Figura 4.12: Resultado de ángulo de cabeceo deseado a partir del sistema de guía
basado en Línea de Visión
4.2. Simulación en el mar Báltico
En esta sección, se realizará la simulación del sistema con el n de poner a
prueba lo desarrollado, para lo cual se usó un mapa real, obtenido de Google Maps,
Google (2015), con las características de espacio connado, toda la simulación se
ha realizado en MATLAB. El mapa corresponde al mar Báltico que se encuentra
al norte de Europa, se muestra en detalle en la Figura 4.13, este será el punto de
partida para realizar la simplicación poligonal, para posteriormente aplicar las
demás herramientas desarrolladas.
4.2.1. Planeamiento de movimiento y trayectoria en el mar
Báltico
Luego de aplicar simplicación poligonal se procede a aplicar el diagrama
de Voronoi, para de esta manera tener el mar caracterizado por posibles puntos
de ruta. A continuación lo que se debe realizar el elegir un punto de partida y
llegada, en el primer caso se plantea que el barco se dirija desde Alemania hacia
Finlandia, con estos datos aplicamos el algoritmo de Dijkstra, como se puede ver
en la Figura 4.14 se obtiene la posible ruta representada en color verde.
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Figura 4.13: Mapa real Navegación localizado el norte de Europa,(Google, 2015)
Figura 4.14: Aplicación de herramientas para navegación de Alemania hacia Fin-
landia
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4.2.2. Determinación de puntos de ruta WayPoints en el
mar Báltico
Luego de aplicar Dijkstra, tenemos una posible ruta, la cual en ciertos casos
hace cambios de dirección innecesarios, para evitar esfuerzos de control innecesa-
rios se plantea un algoritmo de ltrado, y este a la vez considera una tolerancia
respecto a lo cerca que se puede pasar de un obstÃ¡culo, en la Figura 4.15 se
pueden ver rectángulos de color cyan, que representan los puntos de ruta donde
no se cumple ni con el ltrado ni la tolerancia respecto a la orilla, por lo cual en
estos puntos se da un cambio de orientación de forma necesaria.
4.2.3. Determinación de ruta paramétrica en el mar Báltico
También se pueden ver dos curvas, una amarilla y una magenta que están
prácticamente superpuestas, estas corresponden a las rutas generadas, la primera
a usando la técnica de polinomio cúbico de Hermite, y la segunda usando la
técnica de espiral de Fermat, se puede ver que ambas logran el objetivo, con la
diferencia de que una demanda mayor recorrido que la otra, en este caso la que
se basa en el espiral de Fermat es la que usa mayor longitud de recorrido.
Se presenta una cambio en la ruta, ahora la designada será hacia un puerto en
Estonia, para realizar nuevamente obtener los resultados lo único que se debe ha-
cer es cambiar el punto de llegada, y hacer una corrida del algoritmo, obteniendo
el resultado presentado en la Figura 4.16.
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En el espacio connado cerca a Estonia se realiza un movimiento especial, el
cual se muestra en detalle en la Figura 4.17. Se puede observar que para lograr
mejor disposición de los puntos de camino, la simplicación poligonal del mapa
debe ser lo más precisa posible, porque de esta dependen los puntos generados por
el diagrama de Voronoi. Como se puede ver en la Figura 4.17 se hace un recorrido
algo ineciente para llegar al punto nal, precisamente el antepenÃºltimo punto es
el que trae problemas, si se plantea un sistema híbrido de control de ruta manual-
automático, el capitán podría corregir este error a n de tener una longitud de
ruta eciente.
Figura 4.17: Detalle de ruta deseada cerca a Estonia, ruta por polinomio cúbico
(Amarillo) y ruta por espiral de Fermat (Magenta)
4.2.3.1. Polinomio cubico de hermite en el mar Báltico
Aplicando la Ecuación (3.7), a partir de los puntos obtenidos en la sección
anterior obtenemos los siguientes resultados, la ruta en X-Y, Figura 4.18, y los
componentes de la ruta respecto de la longitud recorrida, Figura 4.19:
4.2.3.2. Espiral de Fermat en el mar Báltico
Aplicando las Ecuaciones (3.9) y (3.10), a partir de los puntos de ruta obte-
nidos en la sección anterior tenemos como resultado la ruta en X-Y, Figura 4.20,
y los componentes de ruta respecto de la longitud recorrida, Figura 4.21.
Cayetano Cáceres, PUCP
4.2. Simulación en el mar Báltico 80 / 152
Figura 4.18: Ruta generada por polinomio de Hermite (magenta) en el mar Báltico
Figura 4.19: Componentes de ruta vs longitud recorrida en el mar Báltico
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Figura 4.20: Ruta paramétrica generada por espiral de Fermat en el mar Báltico
Figura 4.21: Componentes de la ruta paramétrica por espiral de Fermat vs lon-
gitud recorrida en el mar Báltico
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Tabla 4.1: Longitud de ruta en el mar Báltico
Polinomio Cúbico de Hermite Espiral de Fermat
Longitud de Ruta [m] 1121 1118
Con esto vemos claramente que la longitud de ruta desarrollada por el uso del
Polinomio de Hermite es mayor a la usada con la espiral de Fermat.
4.2.4. Seguimiento de trayectoria y control de embarcación
en el mar Báltico
A partir de los resultados de la sección anterior se obtuvieron puntos de ruta,
estos son los que se usarán para la simulación obtener la guía y control de la
embarcación.
4.2.4.1. Resultados de simulación en el mar Báltico
Una vez determinada la ruta deseada, se procede a realizar el seguimiento de
la misma haciendo uso del sistema de guiado y control, todo esto a partir de los
puntos obtenidos, teniendo como resultado la ruta mostrada en la Figura 4.22. El
tiempo total de simulación hasta que se llega al punto nal es de aproximadamente
650 segundos. Los parámetros considerados en esta simulación vienen dados por
dos velocidades deseadas, una cerca a los puertos ud1 = 0.5m/s y otra cuando se
esta en mar abierto ud2 = 1m/s, ver Figura 4.25. A partir de estas consideraciones
se puede ver claramente en la Figura 4.24, que a los 100 segundos la fuerza τ1
cambio de un valor generándose un pico de aproximadamente τ1 = 5N , mientras
que a los 510 segundos la fuerza se reduce al valor inicial, esto esta relacionado
claramente con el cambio de velocidad que se hace cerca a los puerto de partida
y llegada. Todo lo contrario ocurre con el momento τ3, que tiene valores cercanos
a cero τ3 ≈ 0.
El resultado del sistema de guiado se muestra en la Figura 4.23, de donde se
observa la curva deseada obtenida en rojo ψd, la curva por parte del sistema de
referencia verde, esta sirve para tener las derivadas necesarias a n de ingresar
los valores al sistema de control, Fossen (2011), nalmente se muestra la curva
del ángulo obtenido como resultado de la simulación, en negro.
A n de obtener un seguimiento de trayectoria más preciso se procede a rea-
lizar un cambio de velocidad en surge, a n de partir y llegar con baja velocidad,
esto se puede mostrar en la Figura 4.25, respecto a las velocidad sway se puede
ver que su tendencia es cero, esto garantiza que no hay un desplazamiento por
parte de la embarcación respecto a la ruta deseada y la velocidad de rotación
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Figura 4.22: Ruta obtenida luego de aplicar el control a la embarcación
Figura 4.23: Resultado de ángulo de cabeceo deseado a partir del sistema de guía
basado en Línea de Visión
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Figura 4.24: Ley de control del sistema subactuado, fuerza y torque
yaw, que de igual manera presenta ciertos cambios en los puntos donde hay un
cambio de dirección pero de igual manera su valor es prácticamente cero.
En la Figura 4.26, se muestran las variables de error, si analizamos z1 que es
el error del angulo yaw vemos que es prácticamente cero z1 ≈ 0 durante toda
la simulación, z21 que es el error de la velocidad surge se puede observar que
a lo largo de la simulación el valor es cero z21 ≈ 0, inclusive en los momentos
donde ocurre el cambio de velocidad, nalmente z22 y z23 que son los errores de
la velocidad sway y velocidad de rotación yaw respectivamente, ambos errores
tienen valores prácticamente cero, lo que nos dice que no ocurre desplazamiento
respecto de la ruta deseada y que el curso del barco siempre es muy cercano al
deseado.
4.3. Conclusiones Preliminares
• Acorde a la Tabla 4.1, podemos concluir que el método de polinomio cubico
de hermite desarrolla mayor longitud de recorrido para llegar al mismo
objetivo, por lo cual se podría concluir que el método de espiral del Fermat
es mas eciente.
• En la simulación en el mar Báltico se realiza un cambio de velocidad surge
de u = 0.5m/s hasta u = 1.25m/s, demostrando lo robusto del control
ya que este cambio no afecto el seguimiento de ruta, esto se puede ver
claramente en las curvas de variables de error, respecto a la ley de control
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Figura 4.25: Velocidad del sistema body (surge, sway and yaw) durante la simu-
lación
Figura 4.26: Error de estados, cabeceo, velocidad en surge, velocidad en sway y
velocidad en yaw
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τ1 vemos que llega a un valor aproximado de τ1 ≈ 5N cuando se eleva la
velocidad y τ1 ≈ −1.25N cuando la velocidad se reduce.
• En la simulación del mar Báltico los valores mostrados en la Figura 4.26,
muestran que los valores de los errores prácticamente son cero en todos los
casos, a pesar de haber existido un cambio de velocidad.
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Conclusiones
• Se obtuvo un modelo matemático no lineal para desarrollar las simulaciones,
en el modelo se consideraron las fuerzas que interactúan con la embarcación,
respecto a los parámetros se tomó como referencia el barco CyberShip II.
• Se estudiaron dos métodos diferentes a n de obtener la ruta partiendo de
puntos, concluyendo que el método mas eciente, es el que usa la espiral de
Fermat y lineas rectas, para las simulaciones realizadas se pudo comprobar
esto, puesto que como resultado siempre genera menor ruta a recorrer.
• Las variables de error, en todas las simulaciones siempre tienen valores ≈ 0,
garantizando un adecuado seguimiento de ruta.
• El sistema de guiado basado en la estrategia línea de visión, muestra un
comportamiento adecuado toda vez que la variable de error asociada z1
siempre tiende a cero z1 ≈ 0.
• Se realizó el diseño del controlador aplicando la técnica de backstepping
para el sistema subactuado (3 variables a controlar, 2 variables de control).
La ley de control es mostrada a través de τ1 y τ3, respecto al primero que
es la fuerza de empuje, se puede concluir que esta directamente relacionada
con la velocidad surge, pues al aumentar dicha velocidad desde u = 0.5m/s
hasta u = 1.25m/s presenta un sobreimpulso llegando hasta un valor pico
de τ1pico = 5N .
• En la Sección 4.2.3, se muestra un cambio de ruta, donde comprobamos
que el sistema implementado cambia de inmediato el curso, para esto se ha




• Considerar el modelo de 6 DOF, a n de poder evaluar el efecto dinámico
que causa navegar por lugares cercanos a la orilla ó de poca profundidad.
• Simular el sistema considerando perturbaciones, como fuerzas debido a co-
rrientes de aire o marinas, analizar el comportamiento de las mismos.
• Implementar el sistema de guiado usando métodos diferentes a linea de
visión, a n de tener otros resultados en ambientes con perturbaciones.
• Simular situaciones donde no se puedan medir todas las variables de estado
y sea necesario desarrollar observadores no lineales, implementar y probar
su ecacia en alta velocidad y baja velocidad.
• Implementar el sistema desarrollado en un barco autónomo para aplica-
ciones en aguas peruanas, inclusive se podría pensar realizar transporte
autónomo en los ríos de la selva, donde se transporta carga por medios
uviales.
• Desarrollar el control aplicando otras técnicas para probar la eciencia de la
técnica backstepping y ver si se puede mejorar el tiempo de procesamiento.
• Revisar otras técnicas de planeamiento de movimiento, a n de establecer
la mas eciente para la aplicación.
• Investigar otras técnicas para generación de rutas, con el n de reducir
la carga computacional y obtener el mejor comportamiento dinámico del
barco.
• Aplicar técnicas de indenticación a n de obtener los parámetros reales del
barco autónomo a implementar.
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