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Let A be an infinite sequence of positive integers a, < a, < and 
put sA(x) = CasA.aGx (1/a)y 4(x) = max,G,,, CoER.oln 1. In Part 1, it was 
proved that lim,, +ou sup &(x)/&(x) = +w. In this paper, this theorem 
is sharpened by estimating D,d(x) in terms of f,(x). It is shown that 
lim x’+ou sup DA(x) exp(-c,(logfA(x))2) = +co and that this assertion is not true if 
c, is replaced by a large constant cI. 
1 
Throughout this paper, we use the following notation: c, c,, c2 ,..., X0,X, ,... 
denote positive absolute constants. We denote the number of elements of the 
finite set S by 1 S 1. We write ex = exp(x). We denote the least prime factor of 
n by p(n), while the greatest prime factor of n is denoted by P(n). We write 
~“11~ ifp”ln but p “+I&. v(n) denotes the number of the distinct prime 
factors of n, while the number of all the prime factors of n is denoted by 
w(n) so that 
v(n) = 1 1 and o(n) = r a. 
PI8 PalIn 
We write 
v(n,y)= x 1, u(n, Y> = 1 a, 
Pin P”lh 
P<Y P<Y 
v+(n,y)= -y 1, wf(n,y)= 21 a 
Pin PO lln 
P>Y P>Y 
and 
v(n,x,y)= y 1 
Pin 
XiP<Y 
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0022-314X/82/0401 15-22$02.00/O 
Copyright C 1982 by Acadernx Press. Inc. 
All rights of reproduction in any form reserved. 
116 ERDijS AND SbrRKCkY 
(so that v(n, n) = v+(n, 1) = v(n), ~(n, n) = u+(n, 1) = w(n) and v(n, X,JJ) = 
v(n, v) - V(IZ, x)). The divisor function is denoted by d(n): 
d(n) = x 1. 
din 
Let A be a finite or infinite sequence of positive integers a, < a2 < . . . . 
Then we write 
d,(n) = y 1 
4EA 
aln 
(in other words, d,(n) denotes the number of divisors among the a,‘s) and 
In Part I (see [2]), we proved that for an infinite sequence A, we have 
DA (X) lim supm= +co. 
X'+oO (1) 
(In [4], Hall proved independently that (1) holds in the special case 
lim X++oD supf,(x)/log x > 0. Note that we have C,6nGx d,(n) = xf(x) + 
O(x).) Furthermore, we proved some other related results in 121. In 
particular, we proved that 
THEOREM 1. Zf 
lim Jd(x) = +co 
.X++CC 
then 
lim 
X*+02 
sup DA(x) (loFgx) PI > 1. 
(This theorem will be needed in the proof of Theorem 2 below.) 
(2) 
(3) 
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We conjectured in [2] that (1) could be sharpened in the following way: 
lim sup DA(x) exp(-(1 - s)(logfA(x))2) = +co. .X-t+02 
Sections 2 and 3 will be devoted to the proof of the following slightly 
weaker estimate: 
THEOREM 2. Assume that for an inj?nite sequence A of positive integers 
a, < a2 < ..a, (2) holds. Then for all E > 0, we have 
lim sup DA(x) exp - -C- - s (logfA(x))2 
x+tm ( (16 ) )=+a. (4) 
Furthermore, we show in Section 4 that Theorem 2 is the best possible 
except for the constant factor in the exponent (and that our conjecture is 
false in its original form): 
THEOREM 3. For all E > 0, there exists an infinite sequence A of positive 
integers a, < a2 < .-- such that 
(i) A has density 1, i.e., 
lim NA(x)/x = 1; (5) X*+00 
(ii) we have 
lim sup DA(x) exp(-($ + s)(logfA(x))2) = 0. (6) x’too 
Finally, we sketch the proof of three other related results in Section 5. (In 
particular, Theorem 5 will show that the factor e/l6 - E in the exponent in 
(4) cannot be replaced by e/8 + E.) 
2 
In order to prove Theorem 1, we need some lemmas. 
LEMMA 1. Assume that for an infinite sequence A of positive integers, 
lim sup f,(x) exp(-(log log x)“‘) > 1 (7) x-tm 
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holds, and let E be a fixed positive number. Then there exist infinitely many 
positive integers x such that 
S,(x) > exp((log loi3 x>“‘> (8) 
and 
log log x 
log logy ‘%t4(Y) < (1 + &I ‘wf4(x) for ally > x. (9) 
Proof. By (7), there exist infinitely many integers z such that 
f,(z) > exp((log log z) 1’2). (‘0) 
Obviously, it is sufficient to show that for such an integer z, there exists an 
integer x satisfying x > z, (8) and (9). In order to prove this, assume that if 
x > z and (8) holds, then there exists an integer y for which (9) does not 
hold. 
Now we are going to show that our assumption implies that there exist 
positive integers (z =) x0 < x1 < x2 < ... such that (8) holds with xk in place 
of x and 
‘ogf,(x,) a (1 + Gk 
log log Xk 
log log x0 ‘%x4 (x0) 
for k = 0, 1, 2 ,.... (‘1) 
In fact, by (IO), x0 = z satisfies (8) (with x0 in place of x) and also (11) 
holds trivially. Assume now that x0 < x, < . . . < xk have been defined so that 
f, W > exp((log log -G)“~) (12) 
and (11) hold. Then by (12) ( an d xk > x,, = z), our assumption yields that 
there exists an integer y for which y > xk and 
lpnpgl~gxy* ‘ogf,(y) > (1 + 6) ‘Qd4W 
Let xk+ 1 =y. Then (with respect to (11) and (12)) we have 
.f&+ J =MY) 2 exp ( (1 + 4 h.LW iloogg~~~~k ) 
> exp 
( 
(1 + s)(log log x~)I’~ 1% lois Y 
log log Xk 1 
=exp ((1 +E) (,h”,~,b”,“::)‘” (log logy)‘/‘) 
> exp((log logy)“‘) = exp((log log xk+ ,)“2) 
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and 
l0gf,(x,+1) = b”f4(Y) > (1 + El log logx, log logy logf, (x/J 
> (1 + E) 
log log xk 
log logy (1 + Elk log log xg lwh(x,:~ log log x/( 
so that both (11) and (12) hold with k + 1 in place of k, and this proves the 
existence of a sequence x0 < x, < +.. having the desired properties. 
But if k is large enough (depending on x0), then (11) yields that 
logf, (Xk) < 2 log log Xk . (13) 
On the other hand, obviously we have 
1od4(xk)=10g (a; f) <‘log ( :I $) 
USXk 
<log(logx,+c,)< 210g10gx,’ (14) 
Inequalities (13) and (14) yield a contradiction which completes the proof of 
Lemma 1. 
LEMMA 2. There exists an absolute constant c2 such that if X, y and t 
are positive numbers satisfying 
and 
1 < f < log log x, (16) 
then 
\‘ -&logy 
( 
elog logx ’ ,,? 
1 . 
“TX n t ) 
r*+(n,Y)<f 
Proof. If n < x and v+(n, y) = m then n can be written in the form 
n = n,p;(’ .--p;“, (17) 
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where n, < x, P(n,) < y, y < pi < x, pi #pj for i fj and a, ,..., a, are positive 
integers. Furthermore, if n is fixed and n, ,p, ,..., pm, a, ,..., a, satisfy all these 
conditions, then also the permutations of the prime powers py’,...,pz satisfy 
them; thus n has m! representations of the form (17). Hence, with respect to 
(15) and (16), 
1 
m. I 
+CC 
\’ 1 m 
- P” a=1 i 
[II 
< x & (11 lYyp) (p;x~+~~)” 
?I?=0 
[tl 
< 5 -$.c,logy. (loglogx+c,)m 
m=O * 
<c,logy x 
If1 (log logx)m , + c, In 
m=0 m! ( log log x 1 
t 
since 
n l 
p<y 1 - VP 
-c c, logy, 
\’ Loglogx+O(l) 
P$X -P 
and 
\‘ \’ 2-< +oc +m 1‘ x +<+a. 
Tni2P - n=l a=2 
By using the Stirling formula, we obtain from (18) that 
which completes the proof of Lemma 2. 
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LEMMA 3. Let E be an arbitrary nonempty set of prime numbers and let 
E(x)= L7 _f_, 
PTE P 
P<X 
Then for pll x> 1 and a> 1, the number of the integers n satisfying 
I<n<xand 
s 1 > aE(x) 
Pin 
PEE 
is <cl0 x exp((a - 1 - a log a) E(x)). 
This lemma is due to K. K. Norton; see (5.16) and (1.11) in [6], also [7]. 
3 
In this section, we complete the proof of Theorem 2. 
Let E be a small but fixed positive number such that E < 1. 
Assume first that 
lim supf,(x) exp(-(log log x)“‘) < 1. 
.Y++OZ 
Then for x > X,, we have 
f,(x) < 2 exp((log log x) I’*). 
Hence 
< exp 
(( 1 
+- - e (log(2 exp((log log x)“*))~ 
i 
< exp 
( 
flog log x < exp 
) ( 
+ (log log x - log log log x)) 
= (lo::x)“2 =O (lo:&)* (19) 
By (2), we may apply Theorem 1, and we find that (3) holds. Inequalities (3) 
and (19) yield (4). 
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Assume now that 
lim 
.X-+00 
supf, (x) exp(-(log log x) “*) > 1. 
Then by Lemma 1 (with s/2 in place of E), there exist infinitely many 
integers x such that 
and 
f,(x) > exp(Oog 1s x>“*> (20) 
log log x 
log logy hd4(Y) < 
( 1 
1 + + aqua for all x < y. (21) 
Obviously, in order to prove that (4) holds also in this case, it is sufficient to 
show that if x > Xi(s) and x satisfies (20) and (21), then there exists an 
integer 24 satisfying 
and 
x < u < exp((log x)l) (22) 
D,(u)>exp ((6-G) (log/,@))2). (23) 
Assume that x is large (in terms of E) and x satisfies both (20) and (2 1). 
Let us write 
and 
Y = ev~Wd.&))‘~ (24) 
g(u)= (e’ogiogx r, h(u)= clo~u)4 (foru>O). 
Obviously, we have 
fA(x)= F‘ -& r i<logx+c,,. 
- a IlEA o<x a 
It can be shown easily that the function h(u) is increasing for u > U,. Thus, 
by (20) and (25), we have 
= ew((log log x>“~> 
(log log x)’ 
(>Uog 1% 4’) (26) 
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and 
wxx)) < wg x + C,l> = ‘dgx+c,, (log(log x + c, ,))4 < log x (27) 
for sufficiently large x. Furthermore, for 1 < u < log log x, the function g(u) 
is continuous and increasing since 
g’(u) = (log log log x - log u) (e’ogulogx)” > o, 
and by (26) and (27), we have 
g(l)=ebbx< W&N 
and 
g(log log x) = log X > h(f,(x)). 
Thus, there exists a uniquely determined real number t such that 
1 <t<loglogx (28) 
and 
go> = w4(x))* (29) 
We need lower and upper bounds for this number t. By (28), we have 
fA (xl 
uwfI4 (4)” = w4 @>I = g(t) = 
( e’ogt’w)’ > e’; 
hence 
f,(x) t < 1% (logfA(x))4 < ‘ogf,(x)- 
On the other hand, by (29), we have 
t log log x t log log x t log log x 
(log /2(&(X)))* = (log g(t))2 = t’(1 + log log log x - log t)’ 
1 = 
t 
( 
1 - log 
t 
log log x log log x 1 
2 
(30) 
1 
= v( 1 - log v)’ (31) 
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where (with respect to (28)) 
o<v= t 
log log x 
(1. 
But a simple computation shows that for 0 < < < 1, the function 
assumes its minimal value at {= l/e so that 
v(v) = 
1 1 e 
v(l-logv)Z 2(p e =4’ ( 1 
(32) 
By (31) and (32) we have 
1 
t= (lois w4w2 
v(1 - log v)’ * log log x 
> e (log(f,(x)l(logf,(~))4))2 = 1 _ 5 5 hL(x))* 
‘4 log log x ( 1 4 4 loglogx 
(33) 
if x is sufficiently large. 
Let A * denote the set of the integers a such that a <x, a E A and 
v++z, y) > t. 
By (24) and (25), we have 
(3<) Y = ew(@gf,(x))3) 
< exp(Ooidlog x + clo)>‘> Kx>- (34) 
By (28) and (34), both (15) and (16) hold; thus Lemma 2 can be used in 
order to estimate f,*(x), and we obtain that 
f,*(x)= x- ‘= \‘ ‘= \’ L 1’ L 
-a -a (ISA* Cl<X.CXEA Cl&LA a -a a<X,a6A 
u+(n.Y)>L I~+(a,Y)$t 
>fAcx) - c2 log Y 
eloglogx ' 
) . 
t’l* 
t 
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Hence with respect to (24), (29) and (30) 
(35) 
Let us write 
k = [log x] 
and let S denote the set of the integers n such that 
and n can be represented in the form 
Ui,Ui2 *.* aiKm = n, (361 
where ail E A *, ai, E A *,..., ai, E A* (and m is positive integer). For fixed 
n E S, let g(n) denote the number of representations of n in the form (36). 
Then by (35), we have 
(37) 
since aEA* implies that a<x, and [u] > $u for all u> 1. 
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On the other hand, we have 
M4)k < 1 v?4(xkNk = (%(xk))k ISI. (38) 
ns.7 
Let S, denote the set of the integers n such that n E S and 
O+(n,y)- “+(n,y) > $kt (39) 
and write 
s,=s-s,. 
Then we have S = S, U S, so that 
I~/~I~1I+/~,/* (40) 
First we estimate /S, 1. Let n E S, , n = (~7’ ... p:‘)’ n, where 
Y <PI <P2 < ... < p,, and p > y implies that p2%n,. Then obviously, 
w+(n,y)--+(n,y)~2(a1+a2+...+a,). (41) 
Inequalities (39) and (41) yield that 
a1 PI ...p;r >y”~ . . . y~,=ya~+~~‘+a,~y(w+(n.Y,-~~+(n.~,)/2 >y(rl12)kf~ 
Thus, writing j =py’ . . . pFr, we obtain that for n E S,, there exists a positive 
integer j such that j’/n and j > y(F’12)k’. Hence with respect to (24) 
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= xk exp 
( 
-+kllogy 
= xk exp - + kr(log&(x))” ) < xk exp(-k(logfA(x))5’Z) (421 
for sufficiently large x. 
Now we estimate IS,/. If n E S, then n G! S,; thus we have 
w+(n,y)-c-(n,4’)~$kt. (43) 
Furthermore, n E S, implies that n E S and thus n can be represented in the 
form (36). Hence with respect to (43), for n E S, we have 
= U(Ui, . . . aikm,y,x)-+kt 
so that 
IS,1 < \- 1. 
-Ii n<x 
r(n,y,x) >(I -c/6)kt 
(44) 
Let E denote the set of the prime numbers such that y < p <x. Then 
K‘ 1 = v(n,y, x) - 
Pin 
DEE 
641/15;1 Y 
128 ERDiiS AND SiRK6ZY 
and we have 
(45) 
(for large enough x) since 
F‘ ii- = log log u + c + 0 
zll p 
Write u = (1 - e/6) kt/E(x). Then for large x, a > 1 holds trivially (by (45)). 
Thus, by Lemma 3, we obtain (with respect to (28), (33), (44) and (45)) that 
for large x, 
IS2lG y, 1 
n<x 
r~ln,y.x)>(l-r/b)kt 
= \’ 
-k 
1 < clOxk exp((a - 1 - a log a) E(xk)) 
n<x u(n,y,x)>nE(x~) 
(1 -q’6)kt 
E(x) 
<xkexp (- (1 -4)kflogk) 
<xAexp (- (1 -G]k (1 -+I+ (~~~~’ logbgx) 
<x”exp (- (1 -+j$k(logS,(x))‘]. (46) 
Inequalities (40), (42) and (46) yield that 
ISI < ISI/ + IS,/ 
< Xk 
( 
exp(-410gh(x))5’2) + exp (- (1 -+) ~Wgf;(x))‘) ) 
< xk exp (41 - +@ghW2 j. (47) 
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By (37, (38) and (47), we have 
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1 
-xk 2 ( 1 
+x4 k < mi(Xk))k ISI 
< (DA(xk))k xk exp (31 -El $wm))* j . 
Thus, writing u = xk, we obtain, in view of (2 1) that 
ol(u)=ol(xk)>~.tfA(x)exp (1 -c)$(logf,(x))*) ( 
> exp ( (1 - E) $ (1mL0)*) 
> exp ((1 -&)f (&I’ (;~~;~~;IogJ~W)2) 
> exp (Cl -&)$ (l-4!’ (,o;;E,l;,:.Y) log/.,(u))2) 
> exp 
i 
(1 - E)’ $ 
( 
+ logJd((u) 
2 
i) 
> exp ((1 - 24 -+- (lopf,(u))*) 
> exp ((+-+)Ow/,(u))*) 
and 
x < u = x~‘~~*I < x’Ogx = exp((log x)‘) 
so that both (22) and (23) hold and this completes the proof of Theorem 2. 
4 
In order to prove Theorem 3, we need the following lemma: 
LEMMA 4. Let F(x) --f fm and 6 be a fixed positive number. Let A 
denote the sequence of positive integers n such that 
(i) iv(n,y) - log logvl < 6 log log!, for all F(n) < J’ < n. (48 1 
Then A, gas density 1. 
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This lemma can be proved by the methods of probabilistic number theory 
(see [l, 51). 
Using the same notations as in Lemma 4, let ,4: denote the set of the 
integers n such that n E A, and 
(ii) 
if j > F(n) then j’jn (49) 
(in other words, A: denotes the set of the integers n satisfying both (i) and 
(ii)). Obviously, (ii) holds for all but o(x) integers n; thus by Lemma 4. also 
AZ has density 1. 
Now we are going to show that choosing F(x) = log log log x and 
6 = &/lo0 in the definition of this sequence A$, we obtain a sequence 
A = A,* which satisfies conditions (i) and (ii) in Theorem 3. 
In fact, (i) holds since A,* has density 1 (by Lemma 4). In order to show 
that also (ii) holds, let n denote an arbitrary integer, and assume that d/n 
and d E A,*. Let k = [4/s] + 1 and write 
n = nOn,nz ... nk, d = d,d,d, ... d,, 
where 
WQ <F(n), 
F(n) <P(n,)~P(n,)~e~p((logn)“~). 
exp((log n)(ip “lk 1 < P(ni) < p(ni) < exp(Vog nli”) 
for i = 2, 3...., k 
and 
dilni for i = 1. 2 ,..., k. 
By (50) and (53), do may assume at most 
(50) 
(51) 
(52) 
(53) 
d(n,)= \‘(a+l>< \‘ 
P”ll% pq” ($2+ l) 
= (2 log n) log log ‘ogn = exp(2 log log n log log log n) 
distinct values for large n. 
Furthermore, by (49) and (5 1), d, In, implies that 
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thus, the prime factors of d, can be chosen from the 
v(n,) ,< log n, < log n 
prime factors of It,, and by (48) and (51), their number is at most 
v(d,) < v(d, exp((log n)““)) < (1 + S) log log(exp(log n)““)) 
= (1 + S) + log log n. 
Thus, d, may assume at most 
\’ v(nJ 
o(i<(l+S)(llk)logloen i ) i 
< Y Wd’ < I \‘ (log n)’ 
O<i<(l+~)~l/k~loglogn O~i<(l+G)(Ilk)loglogn 
< log log n(log ,)(1+s)(~/k)l0glogn 
=exp (logloglognf (1 +$)+(loglogn)‘) 
< exp ((1 +$)+(loglogn)‘) 
distinct values. 
Finally, (49), (52) and (53) imply that for i = 2, 3,..., k, we have 
di [I Pi 
Plni 
thus, the prime factors of di can be selected from the v(q) prime factors of 
ni. By (52), we have 
n > ni 2 n p > n p(ni) > 1.1 exp((log n)+‘)lk) 
PlVi Plni PIGi 
= exp(v(n,)(log n)+‘)lk); 
hence 
v(ni) < (log n)/(log n)+‘)lk = (log n)l-(i-‘)‘k. 
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Furthermore, by (48), (52) and (53), 
v(di) = v(d, exp((log n)‘lk)) - v(d, exp((log ,)+‘)lk)) 
< (1 + 6) log log(exp((log n)““)) - (1 - 6) log log(exp((log n)+ ‘)lk)) 
= 
( 
(1+6)&l -6)~)loglogn 
( 2i- 1 = ++6- 1 log log n < ( 1 + + 26 log log n. 
Thus, di may assume at most 
\- v(ni) 
O(j<(l/kf;S)loglogn ( 1 j 
< \‘ 
O<j<(llkf;d)loglogn 
CvCni)>j 
< log log n((log n)l-‘i-“‘k ) (;+2S)loglogn 
<exp (logloglogn+ ((+-$$)+26) (10g10gn)2) 
<exp (((+-$+)+$)(loglogn)‘) 
values. 
Summarizing our estimates above, we obtain that the product of the d;s, 
i.e., d can be chosen in at most 
d,(n) ( exp(2 log log n log log log n) . exp ((I+~)~(loglogn)‘) 
< exp 
(( 
&+ s2 (i-9) +k-&j . (loglogn)‘) 
< exp 
,- (k- l)k/2 
k2 
+ (log log n)2 
< exp + + & + (k + 2) $ (log log n)’ 
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= exp 
i( 
f_+ 
2 
l + ([$]+3)$)(loglogn)‘) 
2(14/&l + 1) 
< exp 
(( 
++$t2+$ (loglogn)2 
) 1 
<exp ((++$)(loglogn)‘) (54) 
ways. 
Furthermore, A = A,* has density 1; thus, for large x we have 
hence 
f,(x)>;\- ~>flogx: 
- i r<x 
logJ,(x) > log log x - 2. (55) 
Inequalities (54 and (55) yield (6) and this completes the proof of 
Theorem 3. 
5 
In this section, we formulate three results which can be proved by the 
same methods as Theorems 2 and 3, respectively. 
THEOREM 4. For all E > 0, there exists a number X,, =X0(&) such that if 
x > X, and A is a sequence of positive integers satisfying 
N/l(x)> x - exp((log log x)“‘), 
log x 
then there exists an integer u such that 
x < u < exp((log x)‘) 
and 
(56) 
d,&) > Texp ((T-e) (log NA’x~10gX)2) (57) 
(so that for a > 0, x > X,(a, E), N,(x) > ax we have 
d,(u) > exp (( 1 
C-E (log logx)2 
1) 
. 
134 ERDijS AND S/iRKthY 
Note that for “small” values of N,(x), the following trivial inequality can 
be used in order to estimate D,,(exp((logx)‘)): if NA(x) > logx, then we 
have 
Theorem 4 can be proved in the same way as Theorem 2. However, 
Lemma 2 must be replaced by an upper estimate for Cn<x,r,+Cn,y,Gl 1: 
LEMMA 5. There exist absolute constants c,, and c,~ such that if x, .I 
and t are positive real numbers satisfying 
and 
then we have 
\’ 
- 1 < Cl3 
n <.r 
&logy (el~gt~ogx)’ t’l2. 
r~+(n.Y)<f 
This lemma is a consequence of a theorem of Hal&z; see [3], see also 
[ 6, pp. 687-689). 
THEOREM 5. For all E > 0, there exists an infinite sequence A of positive 
integers a, < a2 < ... such that 
0) lim inf~(logx)‘-2~‘+‘=+m, (58) x-tee 
(ii) lim supD,(x)exp (- (++s) (logf,(x))‘) =0. .X*+‘X 
(59) 
(Thus the factor e/16 - E in the exponent in (4) cannot be replaced by 
e/S + E.) 
Sketch of the Proof: Let B, denote the sequence consisting of the 
positive integers n such that 
(i) IV(n, y) - (l/e) log logy 1 < 6 log logy for all log log log n < y < n; 
(ii) if j > log log log n, then j’,/‘n. 
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By using the results of Hal&z and Norton (see 13, 6]), it can be shown 
that if 6 is sufftciently small in terms of E, then for x > X0(s); the sequence 
A = B, satisfies 
N*(x) > & (log X)2’e-E/‘0 (for x > X0(s)); (60) 
and this implies (58). 
On the other hand, it can be proved by the method used in the proof of 
Theorem 3 that if 6 is sufficiently small in terms of E, then for x > X,(E), the 
sequence A = B, satisfies also 
dA(x) < exp ((&++-) (loglogx)‘). 
(60) and (61) yield (59). 
THEOREM 6. If E > 0 and x > X0(&), then there exists a sequence A of 
positive integers a, < a, < ... such that A c { 1, 2 ,..., x), 
(ii) d,&) < !L$L!e,p ((F+e) (log NA’x~10gx)2) 
for all u satisfying (56). 
(This theorem shows that in (57) in Theorem 4, the factor e/4 - E cannot 
be replaced by 3e/8 + E.) 
In order to prove Theorem 6, put A = B, n [0,x] where B, is defined in 
the proof of Theorem 5. By (60) and by using the same method as in the 
proof of Theorem 3, it can be shown that if 6 is suffkiently small and x is 
sufficiently large in terms of F then both (i) and (ii) hold. 
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