Code assignment is important on many levels in the modern hospital, from ensuring accurate billing process to creating a valid record of patient care history. However, the coding process is tedious, subjective, and requires medical coders with extensive training. The objective of this study is to evaluate the performance of deep learning based systems to automatically map clinical notes to medical codes. We applied the state-of-the-art deep learning methods such as Recurrent Neural Networks and Convolution Neural Networks on MIMIC-III dataset. Experiments show that the deep-learning-based methods outperform other conventional machine learning methods. Our evaluations are focused on end-to-end learning methods without manually defined rules. From our evaluations, the best models are able to predict the top 10 ICD-9 codes with 69.57% F1 and 89.67% accuracy; the top 10 ICD-9 categories with 72.33% F1 and 85.88% accuracy. The evaluation tools and resources are available at https://github.com/lsy3/ clinical-notes-diagnosis-dl-nlp.
was one of the first challenges in informatics community 6 in 2007. There are two major categories of approaches for automatically assigning ICD-9 codes using text-free clinical notes. One is rule-based, the other one is learning-based. Rule-based systems are designed by human experts. This type of methods has out-performed other methods in many cases 6, 7 . However, this kind of system heavily relies on the manual intervention of the medical professionals, thus hard to maintain and scale up to more general cases. Learning-based systems do not require any domain knowledge from the medical experts, which only rely on learning algorithms to find the underline distribution of the datasets [8] [9] [10] . A detailed review of extracting information from textual documents in the EHR can be found in 11 and 12 .
End-to-End data-driven approaches have gained popularity in the last few years. Recent methods based on deep learning have demonstrated the state-of-the-art performance in a wide variety of tasks, including computer vision 13 , speech recognition 14 , and NLP 15 . In the clinical domain, Choi el. al. 16 use Recurrent Neural Network (RNN) to predict heart failure. Lipton el. al. 3 use LSTM to classify 128 diagnoses from 13 frequently but irregularly sampled clinical measurements extracted from the structured EHR data. Similarly, DoctorAI 2 and RETAIN 17 also use RNN on structured EHR data for diagnosis classification. Researchers also use deep learning on unstructured free-text to predict the diagnosis. Luo proposed LSTM 18 for classifying relations from clinical notes on the i2b2/VA relation classification challenge dataset. Prakash et. al. 19 exploit raw text from Wikipedia as a knowledge source, and introduced condensed memory neural networks to learn the diagnose on the MIMIC-III dataset. Since Prakash et.al. 19 tackled a similar problem as we do, we compared our results to their's in Section 4.2.4. Figure 1 shows an overview of our methodology pipeline. Our methodology involves the following steps: data preprocessing, feature extraction, and model training and testing. Specifically, we use spark was used for data preprocessing; Spark, sklearn, and gensim for feature extraction; and Spark ML, Keras for model training and testing. We use Azure virtual machines (NC24 with K80 GPU) to run our experiments. Section 3.1 to 3.3 describes each step in more detail. Each model is also evaluated under a set of metrics, as described in section 3.4. 
Methodology

Data Preprocessing
MIMIC-III dataset is a large data set relating to patients admitted to critical care units at a large tertiary care hospital. It contains de-identified medical records of patients who stayed within the intensive care units at Beth Israel Deaconess Medical Center from 2001 to 2012 20 . The goal of this study is to explore useful semantic information using unstructured data, therefore only the free-text clinic note section from the dataset, specifically the noteevents table, was used. Furthermore, we focused on the discharge summaries category as it contains actual ground truth and free-text compared to other categories. Since discharge summaries were written after the diagnosis was made, the notes are sanitized by removing any mention of class-labels (ICD-9 codes). This approach is similar to Prakash et al. 19 . The data was preprocessed to produce separate datasets through two approaches. The first approach is to treat the ICD-9 code independently from each other, find the admissions (unique HADM ID) for each ICD-9 classification, and consider only records related to the top 10 and top 50 common ICD-9 codes. Top 10 and top 50 are chosen because they cover a majority of the dataset (76.9% and 93.6% as can be observed in table 3, and for ease of comparison with the result of 21 . The second approach is to group ICD-9 codes into categories based on its hierarchical nature, with categories for larger sets of similar health conditions (e.g, "Cholera due to vibrio cholerae" has the ICD-9 code 001.0, and is categorized as a type of Cholera, which in turn is a type of Intestinal Infectious Disease), and then find the patients for top 10 and top 50 common categories. Evaluation will be separately performed on the four datasets. The four datasets will hereby be referred as top-10-code, top-50-code, top-10-category and top-50-category respectively. Table 2 shows the top 10 ICD-9 codes and top 10 ICD-9 categories. The filtered datasets will be split to 50-25-25 for training, validation and testing.
Feature extraction
We use two approaches for feature extraction: term frequency -inverse document frequency (TF-IDF) and word2vec 22, 23 . The TF-IDF is served as a baseline to compare with word2vec.
TF-IDF is intended to evaluate how important a word is to a document in a collection of documents or corpus. It is the product of two statistics: TF and IDF. TF is the number of times a word appears in a given document and IDF measures whether a word is common or rare across the corpus. We use the following definition of IDF for our calculations:
where N d is the total number of documents and DF (d, w) is the number of documents that contain word w.
To calculate TF-IDF, first we tokenized all the notes in the filtered training data set, then create a document-word matrix with the count of each word in each note (TF) and finally multiply each word by the corresponding IDF. We used two TF-IDF configurations: (1) one with top 40,000 words with highest TF-IDF scores as the bag of word features and (2) a second one with minimum document frequency of 10 and maximum document frequency of 0.8, which reduces our total number of words to around 20,000 words.
word2vec takes a tokenized text corpus as an input and produces word vectors as output. We used the Continuous Bag of Words (CBOW) architecture which predicts the target word based on the context: words that precede and follow the target word. CBOW is basically a Feed-Forward Neural Network model that consists of inputs, projection and output layers where the traditional non-linear hidden layer is removed to reduce time complexity and the projection layer is shared by all the words. The inputs are words in the context. We use text notes from MIMIC-III as corpus to train our word2vec model. We also use pre-trained word vectors induced from PubMed found on https://github.com/cambridgeltl/BioNLP-2016 24 
Model Training and Testing
One fundamental assumption adopted by traditional supervised learning algorithms is that each sample has only one label assigned to it. In our problem, each sample has multiple (one or more) ICD-9 codes attached to it. Generally, there are two main methods for tackling the multi-label classification problem 25 (1) problem transformation methods and (2) algorithm adaptation methods. Problem transformation methods transform the multi-label problem into a set of binary classification or regression problems, multiple binary classifiers are trained separately for each label. Algorithm adaptation methods adapt the algorithms to perform multi-label classification in its full form and only one classifier are trained for all the labels.
In our study, we first create three baseline approaches: Linear Regression, Random Forests and Feed-Forward Neural Network. Among which, we used problem transformation methods to get the multi-label output for Linear Regression and Random Forest classifiers. Specifically, in order to assign each sample a set of target labels, we simply trained n different models for n different labels, each model independently predicts a mutual exclusive output (0 or 1) for each sample data. For Feed-Forward Neural Network, we used algorithm adaptation based methods, since neural network can be easily adapted to multi-label problem by setting up multiple neurons in the network output layer and set each neuron to a target label correspondingly. Similar to Feed-Forward Neural Network, we also used algorithm adaptation-based methods to our deep learning models. In this section, we will describe our implemented models in detail.
Baseline Models
Logistic Regression: Our first baseline model is a binomial logistic regression model implemented using Spark ML. For each label (ICD-9 code or category), a separate logistic regression model was trained and each model independently predicts the said label (0 or 1 for the corresponding ICD-9 code or category). We tried different configurations; specifically "no. of iterations" was tuned between 5 to 100. Since we only use notes under discharge summaries category, there is 1 note per admission. Features are extracted from this note and are used as inputs for this classifier. For tfidf, the features are directly used as input features. For word2vec, the input features are the average of all the feature vectors of the words in the notes.
Random Forest: Our second baseline model is a random forest model implemented using Spark ML. The same approach and input for the logistic regression were used here (one model for each label). Different configurations were also tried, specifically "tree depth" was tuned between 5 to 30.
Feed-Forward Neural Network: One advantage of Neural Network is that it can be fitted to multi-label problem in just one model with the proper activation function. We implement the Feed-Forward Neural Network as the baseline for algorithm adaptation based (described in 3.3) multi-label classification problem. We use the same input features and train-test data split as previously described. We use ReLU activation function for all the hidden layers and sigmoid function for the output layer, binary cross entropy as the loss function, and stochastic gradient decent as the optimizer. We tried several neural network models with one to four different hidden layers. For each hidden layer, a total of seven models were tried with the combination of neuron size 50, 100, 300, 500 and 1000. The results for different configurations can be found in our experiments spreadsheet on our code repository.
Deep Neural Network Models
In this study, we cast the ICD-9 code assignment from clinical notes as multi-label classification problem on sequential observations x 1 , x 2 , · · · , x n , where x i is the word2vec features we calculated for word i in the discharge summary. Unlike the features we used for the baseline models, where the sequential information is not preserved, we sequentially takes each word from the discharge summary. The input features for this classifier are N most recent word sequences taken from the notes. If we don't have enough feature events, we pad zero vectors at the beginning. The word sequence is then converted into vectors using an embedding matrix based on a word2vec model (See Section 3.2).
Convolutional Neural Networks (CNNs) have achieved remarkable results in image processing related problems. Recently, CNN models have also shown excellent results for NLP such as in semantic parsing 26 , search query retrieval 27 , and sentence classification 28 . Thus we tested on a series of experiments with CNNs for our problem. In general, we applied the same architecture described in 28 . We first concatenate the features into n × k feature vector, where n is the number of words, k is the number of dimensions extracted from word2vec. A set of convolution filters with dimension h × k is then applied to a window of h words to produce new features. The filters are applied to each possible window of words in the sentences to produce a feature map. Finally, we apply a max-overtime pooling operation over the feature map to generate the fully connected layer. A sigmoid activation function is applied to generate the multi-label output.
We tried three to ten convolutional layers with size 64, 128, 256 and one to three fully connected dense layers attached to the last convolutional layer with size 4096, 1024 and 128. Among our model architecture setting, the best performed model pipelines are shown in Figure 11 and 12. Under the hardware setting described, the training time for CNN is less than 30 minutes with 500 maximum epochs and early stop if the validation loss doesn't improve for consecutive 10 epochs.
Recurrent Neural Networks: RNNs have recently shown promising results in many machine learning tasks 29 . We explored several RNN architectures in this study. All the architectures are follow the same patten shown in Figure  2 , where blue circles represent the text feature vectors. The green rectangles represent recurrent hidden layers, and the yellow rectangle represents the multi-label code assignment. Basically, the RNN cells went through the input sentences, when they reached the last word, the hidden layer of the RNN generated the outputsŷ. We use sigmoid cross-entropy as the loss function, RMSprop as the optimizer.
Among those sophisticated recurrent units, in this study, We evaluated two popular ones: Long Short Term Memory (LSTM) unit 30 and Gated Recurrent Units (GRU) unit 31 . Both of them have the ability to capture sequence-based inputs with long-term dependencies.
The input features is the same as we used in CNN. We tried up to three stacked recurrent layers with a combination 64, 128 and 256 units for each layer in our RNNs. We used the well-known LSTM and GRU units for our RNNs. To predict the ICD-9 classification, we only consider the output nodes of the last time step, and apply the same activation Figure 9 and 10. Under the specified hardware setting, the training time is about 6 hours for GRU and 18 hours for LSTM with 200 maximum epochs and early stop if the validation loss doesn't improve for consecutive 5 epochs.
Metrics
Combinations of our dataset, feature extraction methods, and models are evaluated under different performance metrics, including precision, accuracy, F-score and recall metrics for multi-label classification. Specifically, the following metrics are used 32 :
where Y i is the set of predicted labels, Z i is the set of ground truth labels, and n is the number of samples. q is the number of total samples.
Results
This section illustrates the performance in three different aspects: (1) baseline results, (2) performance under different configurations, and (3) best model performance.
Model Performance under Different Configurations
Different model configurations are tried to give us insight into the most appropriate model configuration. Table 4 describes the different methods of feature extraction used and the parameters tweaked. The features extracted are divided into 2 categories: non-sequential and sequential. The non-sequential features include tfidf andword2vec, which were used in Logistic Regression, Random Forest, and Feed-Forward Neural Network. The sequential features includes wordseq (word sequences) used in conjunction with an embedding matrix based on word2vec, which were used in Conv1D, RNN, LSTM, and GRU. Note that we experimented on 1) using our custom word2vec model created from the MIMIC-III dataset and 2) on using pre-train word vectors obtained from 24 . The vector for stop words in the embedding matrix are all zeros. Figure 3 shows the model performance of each model using different feature extraction methods pair on the top-10-code dataset. The raw data are also shown in the appendix (table 13 and 14) . For each model, the configuration that provided the best performance here is used on the top-50-code, top-10-cat, and top-50-cat datasets. The results are further explained in the next section 4.2.
For non-sequential feature extraction, tfidf with 20000 features gave the best f1 results for Logistic Regression and Random Forest, while word2vec m3 with 600 features gave the best results for Feed-Forward Neural Networks (although tfidfv also gave a fairly good result for NN). In general, tfidf configurations generated better results than word2vec, For sequential feature extraction, seq. length 2000 + word2vec m3 w/ 600 features generated the best f1 result for Conv1D, seq. length 1500 + word2vec pm (win30) for LSTM, and seq. length 2000 + word2vec m3 w/ 300 features for GRU. In general, all feature extraction methods generated good and comparable results for Conv1D, LSTM, and GRU. Our word2vec also faired well compared with the pre-trained word2vec models. Although not shown in figure 3(b) (but shown in table 14, the feature extraction methods were also tried for RNN, but the results were bad (0.0 -0.23 f1 at best). This may be because the sequence length is too long (1,500 -2,000). Figure 4 and 5 shows the model performance for the top-10-code, top-10-cat, top-50-code, top-50-cat dataset (the models are ordered from best to worst, from top to bottom). Raw data are also shown in table 7, 10, 8, and 11.
Best Model Performance
Overview
For top-10-code and top-10-cat, GRU generated the best f1 results (at 0.6957 and 0.7233, respectively). In general, top-10-cat generated slightly better results than top-10-code. This makes sense because 1) we have more data per labels in top-10-cat and 2) the labels are less specific (the differences between labels are larger). The baseline models (Logistic Regression and Random Forest) seems to overfit the data (which can be observed from the almost 100% training results but bad test results). Feed-Forward NN is not overfitting, but the results are comparable to the baseline models. Conv1D produced even better results (than NN), but there are more significant improvement with LSTM and GRU (reaching around 70% f1). This signifies that our LSTM and GRU model was able to extract information from the sequence of words, otherwise lost in non-sequential feature extraction, thereby improving the f1 and also the For top-50-code and top-50-cat, Logistic Regression generated the best f1 result (at 0.3662 and 0.4301, respectively). Similar to top10, top-50-cat generated slightly better results than top-50-code. The baseline models (Logistic Regression and Random Forest) also overfit here. However, the models that used sequential feature extraction did not produce better results (in comparison with top10). Table 5 shows the average of overall precision performance of our selected best performance models for GRU, LSTM and Convolution 1D. From this table, we can see that GRU generated the best precision results for top-10-code and top-50-code. Figure 6 shows precision-recall curve for the best performed models for each labels in top-10 and the best performed 10 labels for top-50. 
Precision-Recall Curve
Results Comparison
Prakash and Zhao 19 use bag-of-words from discharge notes and Condensed Memory Neural Network (C-MemNN) to tackle the similar problem as we do. They tested their algorithm with top 50 and top 100 labels under metrics such as macro average of Area Under the Curve (AUC), average precision over the top five predictions, and hamming loss.
To compare our work with theirs, We use macro AUC and hamming loss for our best performed models for top 50 codes (top 100 labels are not compared), and the results are listed in Table 6 .
From this comparison, we can see that while their hamming loss is better than ours, Our work outperformed on macro AUC on GRU model and have significantly better performance on top 5 precision for all of our models. Table 6 : Performance comparison with reference 19 
Conclusion
In this study, we evaluated different NLP deep learning based models and feature extraction methods, effectively establishing an empirical evaluation for learning-based automatic code assignment from the MIMIC-III discharge summary. The models are based on deep learning NLP frameworks that automatically assign clinical ICD-9 codes from free-text clinical notes. The deep learning models for predicting the top 10 ICD-9 codes and categories were better than our baseline models that use traditional learning algorithms (best F1 results: 69.57% GRU to 53.20% Logistic Regression, and 72.33% GRU to 63.13% Feed-Forward Neural Network, respectively). We also observed that the Top 50 ICD-9 codes and categories results did not outperform our baseline (F1 results: 32.63% GRU compare to 36.62% Logistic Regression, and 33.67% GRU compare to 36.51% Feed-Forward Neural Network). We hope our implementation and evaluation of the current state-of-the-art algorithms can serve as a baseline for further research on this topic.
Future Work
To further improve the prediction accuracy, we believe that more advanced networks architectures should be implemented for our data. Although LSTM and GRU are capable of capturing long-term dependencies, the length of our input sequence could still be too long for LSTM and GRU to retain useful information. A different representation may be used to shorten the sequence, e.g. sentence2vec or paragraph2vec 33 . In addition, from the comparison in Section 4.2.4, memory networks provide better results for certain metrics. We believe word2vec representation plus memory network could lead a further progress on this problem.
Our current models for top 50 ICD-9 codes and categories were not as successful. This can be because our current model design lacks "capability" in effectively distinguishing between 50 different labels. To improve our model capability, we can try to run 5 top-10 models in parallel (each model predicting 10 labels), thereby making our top-50 models have the same model capability as our top-10 models. Figure 8 shows the result of trying this approach for Conv1D using the top-50-code dataset. The parallel approach did improve F1 from 0.2609 to 0.3879. We also observed that there are only hundreds of positive samples for labels 11 to 50, which might not be sufficient for the deep neural network to learn enough useful representations. Our custom word2vec model used CBOW. We didn't have the chance to try skip-gram (although the pre-trained word2vec induced from PubMed are skip-gram based). Some previous studies say that skip-gram outperforms CBOW in biomedical domain tasks 24 . Therefore in future work, we would like to see how the different word2vec parameters affect our ICD-9 code or category classifier. 
Appendices
