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Abstract

Nowadays, the use of additive manufacturing (AM) is mainly focused on the production of
prototypes with the purpose of evaluating a design. This industry has become a subject of constant
reinvention; in fact, an emerging application of AM is focused on creating parts with embedded
electronics. However, the development of both traditional and additive manufactured electronics
has led to an increase in power densities and size reduction. Consequently, thermal management
has become essential in electronics, as overheating decreases reliability of the component leading
to a premature failure.
In this study, a polycarbonate component design with integral electrical circuitry that is
fabricated by Material Extrusion process is considered. In addition to copper deposited in the
Material Extrusion process for the circuitry, complementary copper is deposited to help conduct
the heat generated by the joule effect.
The focus of this research is to optimize the placement of metal for heat conduction. A
computational parametric design study was considered, by using Finite Element Analysis (FEA)
that allowed the development of a design that models heat generation and temperature in the
circuitry. In conjunction with the FEA, the development of Response Surface Methodology (RSM)
and linear constrained optimization, assisted in the guidance to achieve a design optimization. This
guided methodology optimized the model by effectively increasing heat dissipation through the
additional copper wire. The optimized model with additional deposited copper wire dissipated
50.43% of the total heat generated, whereas, previous design dissipated only 9.49% of the total
heat generated by the joule heating. In addition, temperature was lowered from 118.05 ℃ to 29.25
℃ degrees. This concludes in an optimization of the heat dissipated through the additional
deposited wires by 81.1%; and a decrease of the overall temperature component by 75.2%.
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1. Introduction
1.1 Additive Manufacturing
Additive manufacturing (AM) is the technology of joining materials by adding layer by
layer of this, with the objective of creating three-dimensional (3D) objects. [1] This technique adds
another form of manufacturing without the need for tools or molds. In contrast to traditional
reductive methods such as milling or lathing which removes material to create a part, additive
manufacturing works by sequentially adding more material to build up a part, reducing cost and
time [2]. Additive manufacturing, also called rapid prototyping offers multiple advantages
compare to traditional manufacturing such as: Manufacturing complex shapes and design
flexibility, that otherwise it would be difficult due to the constraints that some traditional methods
have. Allows the fast production of samples and reduction of error and cost. In other words, since
parts are sketched in CAD, they can be easily corrected and modified before printing. Also, the
fast and low-priced production of prototypes let designers to evaluate and provide feedback during
the design process. By doing this, it becomes easier for engineers or designers to detect any error
in the design such as tolerances, interfacing, among others prior the final manufacturing of the
component.
Moreover, this technique has given the opportunity to provide not only prototypes but
customizable and functional components. Initially, AM was used specifically to create
visualization models for products as they were being developed. It is widely known that models
can be much more helpful than drawings or renderings in fully understanding the intent of the
designer when presenting the conceptual design [3]. Nevertheless, advances in AM has allow this
technology to create functional components such as prosthetic and electrical components among
others, providing all the advantages mentioned before.
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1.2 Material Extrusion Process
As discussed in section 1.1 (AM) builds an object by piling layers of material until the
object is finished. Rapid prototyping offers several techniques such as Material Extrusion process,
stereolithography (SL), selective laser sintering (SLS), laminated object manufacturing (LOM)
and 3D printing and solid ground curing (SGC). One of the most used techniques by extrusion is
Material Extrusion process, where the part is built bottom up layer by layer by heating and
extruding thermoplastic filament [4]. The process can be divided into the following:
Pre-Processing: To create objects with a (FDM) printer, a computer aided design (CAD)
file and converted into a format that the 3D printer will be able to read i.e. .STL file.
Processing: FDM printers use two types of materials. The first one is the modeling
thermoplastic filament material such as polycarbonate or (PLA), (ABS) or polycarbonate which
constitutes the desired object and the second material is often called the support material. The
second material acts like a scaffolding that supports the main object and later removed. During the
printing process the material in form or filament goes out through and extrusion nozzle. The nozzle
melts the filaments and extrudes them onto a base. Both the nozzle and the base are controlled by
a computer that translates the dimensions of an object into X, Y and Z coordinates for the nozzle
and base to follow during printing [5]. In a FDM system, the extrusion nozzle moves over the build
platform horizontally and vertically, "drawing" a cross section of an object onto the platform. This
thin layer of plastic cools and hardens, immediately binding to the layer beneath it. Once a layer
is completed, the base is lowered to make room for the next layer of plastic [5].
Post Processing: After the FDM printer finished with an object is done, the support material
mentioned above can be easily removed.

2

Figure 1.1: Material Extrusion process (Source:
Loughborough University, 2017)

As previously indicated, the used of this advanced technology creates functional
components, such as 3D printed electronics. Traditional electronics systems are usually fabricated
via printed circuit boards (PCBs), which provide both the electrical interconnections between
electronic components and the physical structures for mounting the components [6]. Nowadays,
many applications particularly automotive, industrial systems, medical devices, consumer goods
and aerospace, require high value, on-demand, fully functional electromechanical products with
complex 3D structures, which creates challenges in the production of traditional PCB based
electronics. Due to the manufacturing flexibility, hybrid additive manufacturing (AM) technology
has been hailed to be a potential solution for this purpose [7]. Explained more in detail, hybrid
additive manufacturing for electronics consists in printing polymers with embedded circuit wires.
To achieve this, a combination of (FDM) additive manufacturing technique, and inkjet deposition
are used to build integrated electrical components with wire embedding; where the wire is directly
inserted into the 3D printed polymer [9].
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1.3 3D Printed Electronic Challenges
Electronic circuitry can be defined as a conjunction of basic electrical elements i.e.
resistors, capacitors, diodes, transistors among others. These elements are linked by wires with
high thermal conductivity i.e. copper to allow the flow of electric current. Electrical elements are
classified in two major categories: Active and Passive and both groups form a circuit [13]. Active
components require electrical power to operate and they produce energy in form of voltage such
as diodes and transistors. Passive components do not require energy to operate, they store energy
instead (Capacitors) or they drop energy (Resistors).
As mentioned before, the integration of these elements, create a circuit, thus create
electrical devices. The energy produced by an electrical device generates heat, an undesirable
effect also called ‘The Joule Heating Effect’. Joule heating (also referred to as resistive or ohmic
heating) describes the process where the energy of an electric current is converted into heat as it
flows through a resistance [8]. This effect has the disadvantage in 3D printed embedded
electronics of overheating or a rise in temperature above the operating temperature. Overheating
causes premature mechanical and electronic failure, having consequently a decreased in the
reliability of the component. When these devices are fully enclosed, overheating is a serious
problem if they are not being actively cooled. Moreover, nowadays there have been a decrease
in the size of electronic components. This has increase the complexity of manage thermal effect
due to the increase of concentrated heat fluxes in small components. Excess heat can adversely
affect the mechanical performance of parts, and for every 10° C increase in temperature, the
average reliability of electronic components decreases by 50% [10]. Since electronics have
multiple uses in automotive, industrial systems, medical devices, consumer goods and aerospace
among others; it is crucial for these devices to have a good design that increase reliability. High
power electrical and electronic components continue to have an increasing demand for higher
power dissipation within a relatively confined space. To provide for such higher power dissipation
requirements While remaining suitably compact, several levels of thermal management are usually
required at the device, sub-assembly and component level [14].
4

Figure 1.2: 3D Printed Electronic
Component [49]

1.4 Literature review
In addition to complicated prototypes, additive manufacturing technology seeks to create
functional components such as 3D printed embedded electronics. Researchers have attempt to
address thermal management issue in traditional electronics, mainly through heat sinks, phase
change material (PCM)-based cooling system and heat pipe cooling mechanisms [15]; [16]; [17]:
[20]. Nonetheless, few research studies have been reported on overheating in the emerging
technology of 3D printed embedded electronics. Nowadays, electronic designers pay much more
attention to thermal design simply because they have no other choice. In the future, the two biggest
constraints in the integration of electronics will be the removal of heat and interconnections. The
reason behind the need for thermal modeling is increased power density in electronics [11].
Heat sinks, transfers energy from a higher temperature device to a lower temperature fluid.
The fluid or medium is usually air, water or refrigerants. This form of heat exchanger increases
heat dissipation by increasing the velocity of the fluid that flows through the fins. A heat sink can
be classified in two groups: active and passive heat sinks. Active heat sinks require a power supply
that are usually fan or peltier cooling device. Passive heat sinks do not have mechanical
components and are made of aluminum-finned radiator that dissipates heat through convection
5

[12]. In an experimental investigation (Bhattacharyars and Mahajan, 2002) [17] heat dissipation
in electronics was enhanced by incorporating fins in metal foam. Explained more in detail, finned
metal foam heat sinks were investigated under forced convection with the intent of cooling
electrical components. Investigation found that, that by adding more fins, the heat transfer
coefficient increases as shown in Figure 1.3. However, when a certain number of fins are added,
it retards heat transfer and the pressure drops due to the interference of thermal boundary layers.

Figure 1.3: Heat Transfer coefficient as a function of velocity for the 20 PP1 foam Samples [17]

Another study (Gallego and Klett, 2003) [18] was done to investigate carbon foams for
thermal management. High thermal conductivity carbon foam developed in Oak Ridge National
Laboratory was used to create heat sinks and compare them with conventional heat sinks. Because
of experimental work, it was demonstrated that, carbon foam is an efficient thermal management
material. Compared with aluminum-based heat sinks, it was demonstrated that the foam-based heat
sink can be used to reduce the volume of the cooling fluid required or potentially eliminate the
water cooling system altogether [18]. (Escher et al., 2010) [19] presented an ultra-thin heat sink
for electronics, combining optimized impinging slot-jets, micro-channels and manifolds for
efficient cooling. Furthermore, it was demonstrated that the manifold system has a strong impact
on the optimum choice of design parameters. Consequently, the overall performance of the heat
6

sink is determined by the interaction between the manifold dimensions and the heat transfer
structure. (Escher et al., 2010) [19] demonstrate to have similar thermal resistance to previous
investigations but with a design 20 times smaller than previous designs. Because of their work,
investigation gave a maximum cooling capacity of 750 W/cm2 for a temperature difference
between fluid inlet and chip of 65 K [19].
Another cooling method for electronics with several performed studies and research is the heat pipe
cooling mechanism. Heat pipes are used as a heat transfer device for applications such as electronics.

Heat pipes dissipates heat through thermal conductivity and phase transition. At the hot interface
within a heat pipe, which is typically at a very low pressure, a liquid in contact with a thermally
conductive solid surface turns into a vapor by absorbing heat from that surface [16]. Heat pipe
cooling of electronics has gain popularity due to the advantages that this system offers over heat
sinks and pumped liquid cooling. Some of the advantages includes large equivalent thermal
conductance, excellent packaging flexibility, passive operation and high reliability [20]. A study
(Zuo, North et al., 2000) [15] discusses an advanced heat pipe mechanism capable of achieving
heat fluxed over 250 W/cm2 . The mechanism utilizes thermally driven pulsating two-phase flow
to achieve high heat flux capability and heat transfer coefficient. Moreover, after experimental
work, it was concluded that pulsating heat pipes are feasible approaches to removing increasing
heat dissipation densities in electronic equipment as shown below in Figure 1.4.

Figure 1.4: Prototype Pulsating Heat Pipe Test Results [15]
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(Namba et al., 1998) [21] studied the performance of miniature heat pipes for cooling
electronic equipment. Experiments for the miniature heat-pipe were conducted on their thermal
properties and reliability. Miniature heat pipes with diameters ranging from 3 to 6 mm were
designed for notebook computers. These heat pipes where used with a heat input of 15 W and
maintaining a work temperature of 200 ℃. Results showed that after 10, 000 hours of operation
heat pipes did no show degradation or corrosion; without the miniature heat pipes temperature,
would have increase 10 degrees before 1000 hours of operation.
Lastly, another popular method for cooling is the use of phase change material (PCM)based cooling system. This material is generally a substance that contains high heat of fusion,
which is capable of store and release large amounts of energy when melting and solidifying occurs.
Heat is absorbed or released when the material changes from solid to liquid and vice versa.
Explained more in detail, when PCMs changes from solid to liquid it absorbs heat, that is why is
widely used in electronic cooling [22]. As mentioned before, integrated circuits operate best within
a limited temperature range; hence their packages must be designed to remove the excessive heat.
As an alternative passive cooling technique means, PCMs have been widely investigated for such
transient electronic cooling applications considering their advantages such as high latent heat of
fusion, high specific heat, controllable temperature stability and small volume change during phase
change, etc. [23]. Many researchers have widely investigated the PCM characteristics with the aim
of improving the performance of electric cooling devices. (Weng et al., 2010) [20] experimentally
investigated thermal performances of heat pipe with different phase change materials for cooling
in electronics. Three kinds of PCMs including Lauric, Palmitic acids and Tricosane. These
materials where analyze at different filling volumes, fans speed and heating powers. As a result of
experimental validation, Tricosane showed to save up to 46% of the fan power and a drop-in
temperature of 12.3 °C compare to thermal storage material. Figure 1.5 shows the temperature
evolutions of different PCMs under the condition of various heating powers. As seen from the
figures, Tricosane takes 973 s to reach 60°C at a heating power of 20W, but Lauric and Palmitic
acids take 1041 and 582s to attain 60°C, respectively. At a heating power of 30W and 40W,
8

Tricosane needs 477 and 307s to achieve 60°C, respectively. Lauric acid takes 396 and 239s and
palmitic acid needs 198 and 96s.

Figure 1.5: Heater temperature evolutions in different heating powers for Lauric
acid, Palmitic acid and Tricosane, respectively: (a) 20W, (b) 30W, and (c) 40W [20]

Similarly, (Tan and Tso, 2004] [28] performed an experimental study to cool electronic
devices such as mobiles, and wearable computers by using a heat storage unit (HSU) filled with
phase change material (PCM) of n-eicosane inside the device. Experiments were performed to
observe the temperature rise of the junction temperatures. Moreover, it was found that the use of
HSU helps to stabilize the system temperature to an allowable working temperature of 50 °C.

9

Temperatures increases rapidly without the use of PCM in heat storage units. However, at high
power dissipation, the junction temperature exceeds the working temperature.
As explained above, extensive research and studies have been performed to ensure
reliability on electronics by maintaining them at a safe operating temperature. However, since
additive manufacturing for electronics is relatively new, few research studies have been focus to
cool 3D printed electronic components. Research explained above, showed cooling methods such
as heat sinks, heating pipes and phase change material cooling system; nonetheless, few apply to
additive manufacturing. Explained more in detail, heating pipes show a high potential for heat
dissipation and electronic cooling; yet, it cannot be applied to additive manufacturing electronics
since pipes cannot be embedded by Material Extrusion Process. For this reason, this research aims
to provide another method of cooling electronics devices that is applicable for 3D printed
electronic devices.

1.5 Thesis Motivation
Additive manufacturing offers infinite number of possibilities when creating new objects.
This technology opens new, innovating and efficient ways of manufacturing; as it offers design
flexibility, reduction in cost and time among other advantages. Nowadays, AM promises building
not only complex prototypes but functional components. 3D printed electronics with embedded
wires build by FDM gives the opportunity of integrating circuits into complicated structures.
However, thermal management is a problem that electronics face; the joule heating effect
can cause the degradation or melting of the electrical devices causing the premature failure of the
component. While technology continues to facilitate complexity in 3D printed electronics, few
research has been implemented to reduce overheating and improve long term reliability. Owing to
the need of increasing reliability in the electrical devices; my research motivation is to design,
simulate and optimize a 3D printed component with embedded joule heating by incorporating
additional deposited copper wire. The main purpose of the deposited metal will be to reduce the
overall temperature of the component by extracting the heat generated by the electronic circuitry
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through natural convection using Finite Element Analysis. This research is an effort to contribute
to this promising technology that allows to create unimaginable objects at a low cost with the intent
of improving life quality.

1.6 Thesis Structure
As mentioned in the abstract, the objective of this study is to optimize a polycarbonate
component design with integral embedded electrical circuitry that is fabricated by Material
Extrusion process. To achieve this, additional copper wire without electrical current is deposited
to help conduct heat and lower the overall temperature of the component generated by the heating
source wire. This thesis outline, will briefly explain chapter by chapter the process to achieve this
design optimization of heat dissipation and temperature.
Chapter 1, discusses FDM process, as well as thermal management challenges in 3D printed
electronics, literature review and thesis motivation. Subsequent chapter delineates the theory
needed to calculate boundary conditions used in the FEA model developed in the following
chapter. Then, chapter 3 discusses in detail the finite element method used. First the base model
set up is explained including, model description, geometry, mesh, thermal simulation and results.
After that, the set up for the new model with additional deposited copper wire is discussed, this
comprises model description, geometry, mesh, simulation and the results obtained. From there,
chapter 4, delineates in detail the process of optimizing the new model with additional copper wire,
this chapter explains the methodology employed in detail at each model refinement. Then, the
mathematical optimization employed and the MATLAB code created is explained in the last
section of this chapter. In addition, chapter 5, discusses the results obtained at each model
refinement and for the constrained optimization. Finally, chapter 6, summarizes findings,
conclusions and proposes possible future work in the field.
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2. Thermal Analysis using Analytical Method

2.1 Heat Transfer Analysis
Heat can be defined as “The form of energy that can be transferred from one system to
another as a result of temperature difference.” [24]. Both, thermodynamics and heat transfer
studies and analyzes heat. However, heat transfer differs from thermodynamics since it studies the
rate at which the energy is transferred from one system to another. In other words, while
thermodynamics focuses in the amount of heat transfer as a system experiences a process to
achieve equilibrium; heat transfer focuses on how long the process will take. It is known that, that
when heat is conducted, it may contain the conversion of electrical, nuclear or chemical energy
into thermal energy or heat. This conversion process it is known as heat generation [24].

2.1.1 Heat Generation
To dissipate heat generated in 3D printed electronic components, it is important to
understand the process of heat generation. As discussed before, electronic components need to
operate at low temperatures to ensure reliability. To safely and effectively remove heat from heat
generation i.e. electronic circuits, the use of heat transfer concepts is fundamental to achieve this.
The temperature of a resistance wire rises rapidly when electric current passes through it.
In other words, the electrical energy is being converted to heat. This is a common thermal energy
generation process that involves the conversion from electrical to thermal energy in a currentcarrying medium (Ohmic, or resistance or joule heating) [25].
In 3D-printed electronics, the most commonly used materials are thermoplastics such as
ABS, PLA and PC. These thermoplastics have their own advantages: ABS filament offers harder
and durable objects and can withstand temperatures over 100 degrees before it starts to soften
known as glass transition temperature [29]. On the other hand, PLA is biodegradable since it is
made from plant material, however, is harder yet more brittle and prone to break when bent; it has
12

a glass transition temperature of 60-65 degrees Celsius. Finally, PC has a higher impact strength
than ABS and has a higher glass transition temperature of 147 degrees Celsius [30]. Table 2.1
shown below summarizes the strength and glass transition temperature of the most common
thermoplastics used in 3D printed.

Thermoplastic

Ultimate Tensile Strength
(MPA)

Glass transition temperature
(℃)

PC

70

145-147

ABS

40

100-105

PLA

57.8

60-65

Table 2.1: Average ultimate tensile strength and glass transition temperatures of thermoplastics.

For this reason, polycarbonate (PC) was chosen as the material for the electronic device. It
is expected, that polycarbonate will withstand better the heat generated by the embedded copper
wire. In the following sections, it will be explained how the heat generated by the joule heating
effect dissipates through convection. Moreover, how this research aims to dissipate heat through
additional deposited wire to reduce the overall temperature in PC due to joule heating effect. Figure
2.1 shows geometry and dimensions of the electronic device compose of polycarbonate block with
embedded copper wire. Dimensions are used to calculate body heat flux of copper wire in section
2.1.3.

Figure 2.1: Dimensions of Polycarbonate block with embedded copper wire in mm.
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2.1.2 Joule Heating
The power P absorbed in an electrical resistor of resistance R, current I, and voltage V is
given by: 𝑃 = 𝐼 2 ∙ 𝑅 = 𝑉 2 ⁄𝑅 = 𝑉 ∙ 𝐼 . Even though it has units of power, it is commonly referred
to as joule heat [26]. As mentioned in chapter 1, Joule heating, is also known as ohmic heating and
resistive heating. The process is summarized as the passage of an electric current through a
conductor to produce heat. Joule's first law, also known as the Joule–Lenz law, states that “The
power of heating generated by an electrical conductor is proportional to the product of its
resistance and the square of the current:” [28].

𝑃 ∝ 𝐼2 ∙ 𝑅

(2-1)

2.1.3 Body Heat Flux
The temperature of a medium increases during heat generation due to the absorption of the
generated heat by the medium. As the temperature in the medium rises, the heat transfer does it
too [24]. This will continue until steady condition is reached.
Heat generation or body heat flux is usually expressed per unit volume of medium, and is
denoted by ∆̇, whose units are 𝑊 ⁄𝑚3 . The heat generated by the copper wire of outer diameter
𝑑𝑜 and length L to the electrical component can be expressed as

∆̇=

𝑃
𝑉𝑊𝑖𝑟𝑒

=

φ∙𝐼 2

𝜋∙𝑑 2 ⁄4

(𝑊 ⁄𝑚3 )

(2-2)

The rate at which energy is generated by passing a current I through a medium with
electrical resistivity φ. To calculate total heat generated the following properties of copper from
where used (see Table 2.2):
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Table 2.2: Parameters used to calculate Heat Generation in copper wire.
Diameter (𝒅)
𝒎

Radius (𝒓)
𝒎

Length (l)
𝒎

Area (A)
𝒎𝟐

Current (I)
Amperes

Copper wire
resistivity (𝝋 )
𝛀∙𝒎

𝟑. 𝟐𝟏𝒆−𝟒

1.605𝑒 −4

0.1381

8.092𝑒 −8

5.5

1.724𝑒 −8

First, power was calculated with the formula shown below where ∆𝑉 is the pressure drop
and I is the current.
𝑃 = (∆𝑉∙𝐼)

(2-3)

Pressure drop is defined: R is the resistance and I is the current
(2-4)

∆𝑉 = 𝐼 ∙ 𝑅

To calculate resistance the formula shown below is used. Where A represents the area of
the copper wire φ is the resistivity of copper wire at a diameter of 0.321 mm and the total length
is 0.1381 meters.
𝑙

𝑅 = φ ∙ 𝐴 ∙ 𝐼 = 0.89

(𝑊)

(2-5)

(𝑊)

(2-6)

(𝑊)

(2-7)

Power per unit length:
𝑙

𝑃 = (φ ∙ 𝐴)∙𝐼 2 = 6.44
Power in total length:

𝑙

𝑃 = (φ ∙ 𝐴)∙𝐼 2 = 0.89

Therefore, the rate at which energy is generated by a passing current through a medium
with an electrical resistance known also as body heat flux is calculated. The final answer was
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calculated using millimeters due to the complexity of simulating minute dimensions such as the
diameter of copper wire. Total Body Heat Flux:

2

𝑃
𝜌∙𝐼
𝑊
∆̇= = 2 = 7.96𝑒 7 ( 3)
𝑉

𝐴

𝑚

7.96𝑒 4

(

(2-8)

𝑊
)
𝑚𝑚3

2.2 Heat Dissipation
As discussed before, electrical components are ubicated in an enclosure, that tends to be
smaller each time. For this reason, accumulation of heat rises; which can potentially damage the
electrical and electronic devices. All electronics produce excess heat and overheating can shorten
life expectancy and lead to premature failure.
2.2.1 Convection
There are three mechanisms in which energy in form of can be transferred:


Conduction



Radiation



Convection

To dissipate heat, convection is considered, which is defined as “The mechanism of heat
transfer through a fluid in the presence of bulk fluid motion.” [24]. Conduction and convection
are similar mechanism since both requires the presence of a material medium. Yet, the difference
is that convection requires the presence of fluid motion. Heat transfer through a solid is referred
always by conduction, however, heat transfer through a fluid can be done by conduction or
convection. When it is through a fluid in this case (air), it enhances heat transfer since it brings
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hotter and cooler masses of fluid into contact, giving thus greater rates of heat transferred. The rate
of heat transfer increases as the velocity of the fluid increases since this is a strong function of
velocity [24]. Convection can be classified as natural or free convection and forced convection.
2.2.2 Natural Convection
Typically, airflow is either classified as natural or forced convection. In forced convection,
the fluid is forced to move by an external medium such as fan or a pump. Natural convection is a
condition with no external induced flow and heat transfer depends on the air surrounding the
electrical component. Fluid velocities in natural convection are low, often less than 1 m/s. Thus,
heat transfer coefficients are lower than those in forced convection. However, the intent to dissipate
heat through natural convection was because 3D printed components with integrated circuits are
manufactured without the need to assemble more components. Forced convection would be more
effective to cool electronics; however, a fluid mover would be required. Nonetheless, the objective
of printing electrical components in a single step without assembling would be lost.

2.2.3 Heat Transfer Coefficient
To calculate the heat transfer coefficient on polycarbonate, there are several steps that are
need it to be followed. Forced convection is governed by the dimensionless Reynolds number. On
the other hand, natural convection is governed by the Grashof number; which is a dimensionless
parameter that represents the natural convection effects [25]. In other words, it represents the
correlation of heat and mass transfer due to thermally induced natural convection at a solid
surfaced immersed in a fluid. It is defined as:

𝐺𝑟𝐿 =

𝑔∙𝛽∙(𝑇𝑠 −𝑇∞ )∙𝐿𝑐 3
𝜗2

Where:
𝑔 = gravitational acceleration (𝑚/𝑠 2 )
𝛽 = coefficient of volume expansion, (1/K)
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(2-9)

𝑇𝑠 = temperature of the surface, (℃)
𝑇∞ = temperature of the fluid sufficiently far from the surface, (℃)
𝐿𝑐 = characteristic length of the geometry, (m)
𝜗 = kinematic viscosity of the fluid, (𝑚2 /𝑠)

Properties of the fluid (air) necessary to calculate the heat transfer coefficient where taken
from Table A.4, Heat and Mass Transfer Fundamentals and Applications book; at a film
temperature of 338 kelvins. As shown in Table 2.3 below:
Table 2.3: Properties of air at a film temperature of 338 Kelvins
Film
Temperature
(𝑻𝒇 )
𝑲

Thermal
Conductivity
(𝜿)
𝑾/(𝒎 ∙ 𝒌)

Thermal
Diffusivity (𝜶)
𝒎^𝟐/𝒔

Kinematic
Viscosity
(𝝂)
𝒎^𝟐/𝒔

Prandtl
Number
(𝑷𝒓 )

Volume
Expansion (𝜷)
𝟏/𝑲

𝟑𝟑𝟖

0.028445

2.706𝑒 −5

1.9455𝑒 −5

0.7177
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Natural convection on a surface depends on the geometry, orientation, thermo-physical
properties of the fluid, among other factors. To calculate heat transfer coefficient, a well-known
correlation for the average number Nusselt Number (Nu) in natural convection has the form of:
̅̅̅̅̅

̅̅̅̅𝐿 = ℎ∙𝐿 = 𝐶 ∙ (𝐺𝑟𝐿 ∙ Pr)𝑛 = 𝐶 ∙ 𝑅𝑎𝐿 𝑛
𝑁𝑢
𝑘

(2-10)

Where Rayleigh number is the product of Grashof and the Prandtl number obtained with
the film temperature of the fluid (air). With properties of air at film temperature of 338 kelvins the
Rayleigh number is calculated

𝑅𝑎𝐿 = 𝐺𝑟𝐿 ∙ 𝑃𝑟 =
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𝑔∙𝛽∙(𝑇𝑠 −𝑇∞ )∙𝐿𝑐 3
𝜗∙𝛼

(2-11)

𝑅𝑎𝐿 = 𝐺𝑟𝐿 ∙ 𝑃𝑟 =

9.81∙0.00295∙(100−30)∙𝐿𝑐 3
1.8455𝑒 −5 ∙2.706𝑒 −5

= 3.84𝑒 9 ∙ 𝐿3 = 4.49𝑒 4

As shown above, the free convection boundary layer is laminar. Therefore, the equation
used for the Nusselt number used is the following; since the equation accounts for small Rayleigh
number (104 ≤ 𝑅𝑎𝐿 ≤ 109 ). After calculating the Nusselt number, equation (2-10) is solve for the
𝑊

heat transfer coefficient giving, 10.24 𝑚2∙𝑘
̅̅̅̅̅
𝑁𝑢𝐿 = 0.68 +

̅̅̅̅̅
𝑁𝑢𝐿 = 0.68 +

0.670∙𝑅𝑎𝐿 1⁄4
4⁄9

[1+(0.492/𝑃𝑟)9⁄16 ]

(0.670∙4.49𝑒 4 )1⁄4
4⁄9

[1+(0.492/0.7177)9⁄16 ]

(2-12)

= 8.173

𝑘
𝑊
ℎ = 𝐿 ∙ ̅̅̅̅̅̅
𝑁𝑢𝐿 = 10.24 𝑚2 ∙𝑘

10.24

𝑊
𝑚2 ∙ 𝑘

2.3 Validation
2.3.1 Maximum Temperature in Cylindrical Coordinates
In this section, the maximum temperature in cylindrical coordinates with inner radius
power is calculated. Dimensions of the cylinder are shown in Figure 2.2. The main goal is to
validate the data obtained in FEA simulation explained in chapter 3, and to assure that the
electronic device is corrected modeled in the FEA analysis. In many situations, heat conduction
can be approximated as being one-dimensional, since heat is expected to be dominant in one
direction and negligible in other directions.
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Figure 2.2: Dimensions of Polycarbonate
cylinder with embedded copper wire

Figure 2.3: Boundary Conditions

Heat conduction in cylindrical coordinates follows the general differential equation:
𝜕2 𝑇
𝜕𝑟 2

1 𝜕𝑇

1 𝜕2 𝑇

𝜕2 𝑇

+ 𝑟 𝜕𝑟 + 𝑟 2 𝜕𝜙2 + 𝜕𝑧 2

(2-13)

To get maximum temperature, the assumption of a 1-Dimensional Steady State problem
was made, simplifying the general differential equation to:

1 𝜕𝑇

𝜕2 𝑇

+ 𝜕𝑟 2 = 0
𝑟 𝜕𝑟

(2-14)

With the following Boundary Conditions displayed in Figure 2.3: equation (12-15)
determines the rate of heat transfer and thus the heat flux q (heat transfer rate per unit surface area
𝑊/𝑚2 ); this information is used as the first boundary condition. Where the heat flux can be
expressed by Fourier’s law of heat conduction as:
𝜕𝑇
𝜕𝑟

|𝑟𝑖 = −

𝑞̇ 𝑤
𝑘

(12-15)

Where:
𝑠̇

𝑞𝑤 = 2∙𝜋∙𝑟
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𝑖

(12-16)

Convection was used as a second boundary condition. This is because, heat transfer
cylinder surface is expose to the environment at a specific temperature. The convection boundary
condition is based on a surface energy balance expressed as:
𝜕𝑇

(𝑘 𝜕𝑟 + ℎ𝑇)|𝑟𝑜 =ℎ ∙ 𝑇∞

(12-18)

𝑇(𝑟) = 𝐶1 + 𝐶2 ∙ ln(𝑟)

(12-19)

Double integration will give:

Using boundary conditions 12-15 and 12-16 gives:
𝑠̇

1

1

𝑟

𝑇(𝑟) = 2∙𝜋 ∙ [ℎ∙𝑟 + 𝑘 ∙ ln( 𝑟𝑜 )] + 𝑇∞
𝑜

(12-20)

Properties of polycarbonate [32] are necessary to calculate maximum temperature where
are shown below (see Table 2.4):
Table 2.4: Thermal properties of Polycarbonate

Polymer

Density
(𝝆)
𝑲𝒈/𝒎𝟑

Polycarbonate

1430

Thermal Conductivity
(𝜿)
𝑾/(𝒎 ∙ 𝒌)

Thermal Expansion
(𝜶)
𝑲−𝟏

0.022

70𝑒 −6

Specific Heat
(𝒄𝒑)
𝑱/𝑲 ∙ 𝑲𝒈
1200

To calculate maximum temperature 𝑇𝑚𝑎𝑥 = 𝑇(𝑟𝑖 ), temperature at the inner radius is
calculated with equation 2.18 using thermal conductivity of polycarbonate and the heat transfer
coefficient calculated in section 2.2.3.
𝑠̇

1

1

𝑟

𝑇𝑚𝑎𝑥 = 2∙𝜋 ∙ [ℎ∙𝑟 + 𝑘 ∙ ln( 𝑟𝑜 )] + 𝑇∞
𝑜

𝑖

(2-21)

Where 𝑠̇ refers to the joule heating per unit length. Current was the same used to calculate
body heat flux, 5.5 amperes and the resistivity of copper wire.
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𝐼 2 ∙𝜑

𝑠̇ = 𝜋∙𝑟 2

(2-22)

𝑖

5.52 ∙1.724𝑒 −8

𝑠̇ = 𝜋∙(1.605𝑒 −4 )2 = 6.4
Giving an expected maximum temperature of:

𝑇(𝑟𝑚𝑎𝑥 ) =

6.44
2∙𝜋

1

1

0.0127

∙ [10.24∙0.127 + 0.22 ∙ ln((1.605𝑒 −4 )] + 30

𝑇𝑚𝑎𝑥 (𝑟) = 58.24 ℃
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3. Finite Element Method
3.1 Overview
This chapter will discuss in detail the thermal analysis performed on the Polycarbonate
block with an embedded copper wire acting as joule heating by finite element (FE) methods. As
mentioned before, this section attempts to explain and provide the process followed to simulate
the predicted maximum temperature and heat dissipation in the polymer with joule heating through
natural convection. The main objective of a detailed FE analysis is to predict and modify to
enhance, heat dissipation. Thus, FEA produces a more detailed set of results and information
compared to experimental procedures i.e. 3D manufacturing. Moreover, it is often faster and less
expensive than experimental procedures. Some of the advantages of (FE) analysis are:


Create physical or thermal responses at any location including some that might be
neglected in an analytical approach.



Anticipate failure of the model without risk.



Clear visual representation of parameters (Temperature and Heat Fluxes), allowing a
better analysis and faster modifications if needed.



Relatively low investment and faster calculation time compare to experimental
procedures.



FE analysis allows to test the performance of the component, once obtained the
desirable results it can be manufactured.

The thermal analysis of natural convection in 3D printed electronics was done in the finite
element analysis software Abaqus 6.14 [33]. Additional auxiliary software where used to sketch
and mesh the geometry (NX 8.5) and (Hypermesh 13.0).
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3.2 FEA set up for base model
3.2.1 Model Description
The first thermal simulation was performed on the original polycarbonate block with and
embedded wire with joule heating running along the polymer. The following picture shows the 3D
printed polycarbonate with copper wire printed at the W.M. Keck Center for 3D innovation
laboratory located at The University of Texas at El Paso.

Figure 3.1: 3-D Printed Polycarbonate block with embedded copper wire printed at
the W.M. Keck Center

As mentioned in chapter 2, section 2.1.3, a body heat flux was applied to simulate the joule
heating effect that copper wire will produce. The heat transfer coefficient will be applied to the
faces of the polycarbonate block that are in contact with the fluid (air). The parameters mentioned
before will be explained further in the FEA model set up.
3.2.2 Geometry
As mentioned in section 3.1, geometry was sketched in the computer-aided software (N.X
8.5). This is because, NX provides advance geometry capabilities, making easier to sketch, modify
complex models. Otherwise would be difficult using a software with deficient sketching
capabilities. The base model was sketched in millimeters due to the complexity of modeling very
small diameters and overall dimensions i.e. copper wire. The model was sketched using the
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symmetrical quarter portion of the geometry. This will give a simplified model without altering
the predicted results. The dimensions for the full portion of the polycarbonate block and the copper
wire are shown in Table 3.1
Table 3.1: Base model dimensions
Length
(𝑳)
mm

Height
(𝑯)
mm

Width
(𝑾)
mm

Diameter
(∅)
mm

Polycarbonate

138.1

22.7

30.2

n/a

Copper Wire

140

n/a

n/a

0.321

Component

Below, two sketches are shown where: Figure 3.2 displays the full sketch of the
polycarbonate block (gray) with embedded wire (yellow) and Figure 3.3 shows a quarter portion
of the model; the quarter will be used for mesh and simulation. After the sketching in NX 8.5 was
finalized, the geometries were exported as two separate IGES files.

Figure 3.2: Full sketch of the polycarbonate block

Figure 3.3: Quarter portion of the model

3.2.3 Mesh
Both IGES files were exported as two different components to Hypermesh 13.0; which is
a finite element pre-processor with potent capabilities to mesh complex geometries in automatic
or semi-automatic mode. Hypermesh was chosen to mesh the 3D printed electrical device since
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this software allows manual control over the quality of the mesh, compare to other software with
restricted control over the mesh. The mesh of the base model, was done in two parts. The quarter
of the polymer block is a simple geometry; therefore, 2D finite elements were used to create a
high-quality mesh. 2D elements are used when two of the dimensions are small in comparison to
the third one [34]. In this case, the length of the polymer and the copper wire are large compare to
the height, width and diameter respectively. Quadrilateral elements where used for the mesh,
instead of tria elements due to the simplicity of the figure.
Two main factors where considered to increase the quality of the mesh. The first factor
considered was the effect of mesh density. In other words, the density or number of elements was
increased in the area where the wire is embedded; this is because, temperature and heat fluxes are
expected to have a higher impact in this area (also called critical region), due to the proximity to
the heat source. The second factor considered was the effect of biasing the critical region. In other
words, bias increases the concentration of elements at certain region (critical region) to obtain
accurate results. Figure 3.4 shows a close view of the factors considered, density and bias were
increased at critical region

Figure 3.4: Close view of the increased mesh density and bias at critical region

After creating a high-quality mesh with 2D elements, the elements where drag to create a
3D element component. Same process was performed for the copper wire, and both meshes where
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exported as two different input files to start thermal simulation. Figure 3.5 displays the final mesh
for the base model.

Figure 3.5: 3-D mesh created through 2-D mesh projection

3.2.4 Simulation
As mentioned before, Abaqus 6.14 was used to perform the (FE) thermal analysis on the
polycarbonate with embedded copper wire using standard/explicit model. The thermal analysis
will model and solve for temperature distribution and maximum temperature within the
polycarbonate block at steady state conditions and the heat flux across the block. To do this, the
meshes created in Hypermesh were exported as input files to Abaqus; this created orphan meshes,
which means that there is no geometry in the model. The elements in the mesh were change from
3D stress elements to DC3D4: 4 node linear heat transfer tetrahedron to perform a thermal analysis.
Also, two material properties where define including polycarbonate and copper. As discussed
previously, the geometry was sketched in millimeters as dimensions are too small to sketched in
meters. For this reason, all properties where converted to millimeters, including: density, thermal
expansion, thermal conductivity and specific heat. After that, two sections were created to assign
the material to each component. Then, a step was created with steady state heat transfer as the type
of procedure. For boundary conditions, one interaction and a load were applied to the model, heat
transfer coefficient and body heat flux. First, an interaction is a step dependent object, in this case
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in will be analyze in the heat transfer step. The interaction created will be a film condition on the
surfaces exposed to the fluid (air) in the polycarbonate. was created to define thermal film
conditions. Film condition defines convection from model surfaces and concentrated film
𝑊

conditions from nodes. As calculated in chapter 2, 10.24(𝑚𝑚2 ∙𝑘) was used as the film coefficient
or heat transfer coefficient and 298 kelvins as the sink temperature. To simulate thermal expansion
𝑊

a load must be applied. Calculated in chapter 2 as well body heat flux of 7.96𝑒 4 (𝑚𝑚3 ) was used
to predict heat dissipation and analyze the joule heating effect. Figure 3.6 shows the two boundary
conditions applied to the model.

Figure 3.6: Boundary conditions applied to the model

3.2.5 Results
After the FEA analysis was run in Abaqus the results were analyzed. Results for the
simulation in the base model showed a maximum temperature of 62.65 ℃ and all heat dissipated
through the polycarbonate block. Even though, the temperature is below the glass transition
temperature of 100 ℃ it is important to analyze if the component is within safe operating
temperatures. An operating temperature is known as the temperature range at which an electrical
device operates to remain safe. The device should operate within a specified temperature range
which varies based on the device function, application among others. If the device operates above
or below those temperatures, premature failure may occur. The ranges include a minimum and
28

maximum temperature. For a commercial component, the safe operating temperatures ranges from
0 to 70 ℃ [35]. For this reason, base model increases the temperature of the polycarbonate
considerably, which results in the deformation and decrease in the reliability of the material. Figure
3.7 shows maximum (red) through minimum temperature (blue) expressed in kelvins at nodes
(NT). Maximum NT11 shows 62.65 ℃. In section 2.3., the maximum temperature in cylindrical
coordinates with inner radius power was calculated. The objective was to validate the FEA
simulation trough mathematical calculations. As previously discussed, the maximum temperature
in the mathematical calculation was 58.24 ℃ giving a low error of 6.83% that validates the
reliability of the FE thermal analysis.

Figure 3.7: Base model temperature profile

3.3 Proposed Designs
To improve and dissipate the heat generated by the heating wire and lower the overall
temperature, three designs were proposed. The main goal is to ease heat dissipation by adding
additional “auxiliary” wires with no current. The first and second proposed designs consisted in:


Polycarbonate cylinder



Embedded radial array of six auxiliary copper wires for the first design (See Figure 3.8)



Embedded radial array of eight auxiliary wires for the second design.
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In addition, the second design has radial fins to create a radial heat sink. The objective of
the second design was to carry heat into the fins that provide a large surface are for the heat to
dissipate through natural convection as observe in Figure 3.9. On the other hand, the third design
consisted in a polycarbonate block with additional wires running along the heating source and
going out of the polycarbonate at every determined distance as shown in Figure and 3.10. Similarly
to the second design, the polycarbonate block has rectangular fins that carry the thermal energy
out into the surrounding air. Figures 3.8-3.10 show the thermal analysis performed on the three
proposed designs to improve heat dissipation and to lower temperature. Moreover, it is important
to mention that each design were analyzed using symmetry. In other words, only the quarter
portion of the whole model was simulated for a simplified model without altering the results.
However, these designs were not taken into further consideration for an optimization for the
following reasons:


Thermal Finite Element Analysis performed in Abaqus showed minimum heat dissipation
through the additional wires, less than 2%



The overall decrease of temperature in the component was not significant.



More independent variables would have to be taken into consideration to optimize the
response. This will be explained in detail in Chapter 4.

Figure 3.8: First proposed design with six radial embedded wires

30

Figure 3.9: Second proposed design with eight radial embedded wires

Figure 3.10: Third proposed design with wires running along the heating source

3.4 FEA set up for model with deposited metal
3.4.1 Model Description
This section fully explains the intent to develop a fourth proposed design that will ease heat
dissipation through deposited metal wires with not current as mentioned in section 3.4. The
deposited metal will be additional to the joule heating wire. As explained in previous section, base
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design manufactured at the W.M Keck center for 3D innovation laboratory, rises the temperature
of the overall component at unsafe operating temperature. Therefore, the importance of creating a
new component design that will lower the temperature and increase heat dissipation. New design
consists in:


Deposited copper wires without current. In addition to the copper deposited in the
FDM process for the circuitry, additional metal is deposited to help conduct the
heat generated by the joule effect.



Decrease the overall size of polycarbonate.

Furthermore, this design aims to decrease temperature in the 3D printed polycarbonate
component; by facilitating the dissipation of heat generated by the joule heating wire through the
additional deposited copper wires. To achieve this, copper was chosen as the material for the
additional wires, due to the high thermal conductivity of the material compare to polycarbonate.
Thus, it will facilitate heat dissipation through the wires instead of the polycarbonate. Further
section will explain the geometry, mesh and set up to perform a FE thermal analysis.

3.4.2 Geometry
Using similar base model procedure, the new design was sketched in the computer-aided
software (N.X 8.5) and was also sketched in millimeters. The model was also sketched using the
symmetrical quarter portion of the geometry. This will give a simplified model without altering
the predicted results. The dimensions for the full portion of the polycarbonate block and the copper
wire with the additional copper wire are shown in Table 3.2

32

Table 3.2: New Design dimensions (Full Portion)
Length
(𝑳)
mm

Height
(𝑯)
mm

Width
(𝑾)
mm

Diameter
(∅)
mm

Polycarbonate

101.6

2.54

50.8

n/a

Copper Wire

103

n/a

n/a

0.321

Component

Figure 3.8 displays half of the model sketched in NX 8.5; to the right, the quarter of the
whole design is displayed for a clearer understating of the portion that will be simulated. It is
important to clarify that deposited metal will behave as a pattern along the total length of the
geometry. (Gray) component represents the polycarbonate; then, (orange) component
characterizes the joule heating wire and finally (yellow) component represents the additional
deposited metal. After the sketching in NX 8.5 was finalized, the geometries were exported as
three separate IGES files.

Figure 3.11: Half representation of the model (Left), Quarter representation of the model (Right)

3.4.3 Mesh
The three IGES files were exported as three different components to Hypermesh 13.0. As
mentioned before, the symmetrical portion of the model sketched, this will help to increase the
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density of the mesh to achieve a greater accuracy and still have fewer elements than if the entire
model was analyzed. This design has a more complex geometry; thus, 3D elements where used
instead of 2D elements used in base model. There are several meshing techniques offered in
Hypermesh to create 3D elements. The technique applied for this design was 2D (tria) to 3D (tetra).
Quad or tria meshing was carried out separately for each component. During this process, quad
elements are automatically split into trias, which serves as the basis of the tetra elements. After
creating the mesh, (see Figure 3.9) the size of the element was change to have a maximum element
size of 0.3 and minimum element size of 0.2. Moreover, in the new model there are small areas of
curvature i.e. copper wires. Consequently, curvature and proximity option was applied to the mesh
to refine elements in these areas (see Figure 3.10).

Figure 3.12: Geometry meshed with 3-D Elements

Figure 3.13: 3-D Mesh using curvature and proximity

34

Once every component was meshed with same size elements, it was essential to
equivalence the elements. In other words, since geometries were mesh in different parts, it is
important to check any disconnected elements by equivalent the elements in ‘tool panel’ in
Hypermesh. This will ensure that the three meshes are connected for a high-quality and reliable
simulation of heat dissipation and temperature (see Figure 3.11). Lastly, the quality of the mesh
was checked by testing the tet collapse. In other words, if tetra elements whose collapse values fall
below the value specified are highlighted. The meshes created where tested using 0.3 as the tet
collapse value. The number of failed elements were 0 of the 608363 elements created, an
acceptable number is approximately 120; therefore, the quality of the mesh is high. Figures 3.9
and 3.10 show the meshes of each component of the new circuitry design.

Figure 3.14: Connected mesh by using equivalence in Hypermesh

3.4.4 Simulation
Even though, the set up to perform a FE thermal analysis in Abaqus 6.14 is comparable to
the base model analysis; additional procedures were followed to simulate heat dissipation and
temperature distribution. Comparatively to base model simulation, this thermal analysis simulation
models and solves as an output variables for temperature distribution and heat flux across the
circuitry. Nevertheless, an additional output variable was requested; total flux at nodes, including
flux convected through the node in convection elements and excluding external flux such as film
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conditions and concentrated fluxes is simulated. This variable output is essential for further
calculations explained later in the section.
First, meshes created in Hypermesh were exported in three different input files to Abaqus.
This gave three orphan meshes without geometry; consequently, elements where change to DC3D4
which accounts for 3D elements in solids for heat transfer analysis in Abaqus. As discussed before,
two material properties copper and polycarbonate were defined in Abaqus for base model;
likewise, for the second design simulation. Properties needed to calculate thermal dissipation and
temperature are, density, thermal expansion, thermal conductivity and specific heat for both,
copper and polycarbonate. After three sections were created to assign the material for each
component, two additional sets where created. The first set included the additional deposited wires
and the second set included only the surfaces in contact with air (convection). Then, a step was
created with steady state heat transfer as the type of procedure. For boundary conditions, two
interactions and a load were applied to the model, heat transfer coefficients and body heat flux. To
emphasize, an interaction is a step dependent object, in this case in will be analyze in the heat
transfer step. The interaction created was a film condition on the surfaces exposed to the fluid (air)
in the polycarbonate. In addition to the first interaction, a second film condition was created on the
deposited copper wires to define thermal film conditions. Film condition define convection from
model surfaces and concentrated film conditions from nodes. As calculated in chapter 2,
𝑊

10.24(𝑚𝑚2 ∙𝑘) was used as the film coefficient or heat transfer coefficient and 298 kelvins as the sink
temperature for both interactions created. To simulate thermal expansion a load must be applied.
𝑊

Same body heat flux of 7.96𝑒 4 (𝑚𝑚3 ) was applied to the joule heating wire to predict heat
dissipation. After that, two additional field output were requested. The first one requesting thermal
variable outputs for the wires set previously created, and the second requesting thermal variables
outputs as well, but for the set of surfaces in contact with air. As final step, a job was created to be
analyzed. Figures 3.12 and 3.13 show both interactions and the load applied to the components.
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Figure 3.15: Body heat flux load

Figure 3.16: Surface Film Condition Interactions

3.4.5 Results
Results for the simulation in the new model design showed an undesirable output. As a
matter of fact, the simulation showed a maximum temperature of 118.05 ℃. This design,
increased temperature considerably compare to base design simulation. After the simulation was
completed an additional procedure was done to calculate the total heat flux out the deposited wires
and the polycarbonate surface. After the simulation was ran, an *.inp file (input file) is
automatically created. This is a text file that Abaqus solver reads, and it is possible to manually
create it or modify and request output. In this case, the input file was modified to request the total
heat flux out from the deposited copper wires and the polycarbonate surfaces. As explained before,
sets were created to modify the input file. The following lines are added to the input file and saved:
*Node Print, nset=”Set-Wires”, totals=yes
RFLE11
*Node Print, nset=”Set-Square”, totals=yes
RFLE11
Once it is saved, the input file is run once again in Abaqus command window by calling the job:
Abaqus job=Job name
Old job files exist. Overwrite? (y/n)
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This command will run the model once again to get the heat flux of the specified nodes; as
well as the sum of the total heat flux out of the created node sets. This information will be created
in *.dat file. As observed in Figure 3.14, RFLE11 represents the total flux out convected through
the node in convection elements. In other words, it is the total heat flux out by convection surfaces.
Heat flux is referred as the rate of heat energy transfer through a give surface per unit time [24].
Negative sign shows that heat flux is moving from a high temperature to lower regions. Low values
of RFLE11, demonstrate that most of the heat flux is getting out through these surfaces. In other
words, Figure 3.14 demonstrates that most of the heat is being dissipated from the lower part of
the polycarbonate; which, is the area closer to the joule heating wire.

Figure 3.17: Total Heat Flux out (Polycarbonate)

On the other hand, Figure 3.15 shows another angle of the model showing the deposited
copper wires; which objective is to dissipate heat. This figure clearly demonstrates that heat flux
out through the deposited copper wires is relatively low. As a matter of fact, after analyzing the
*.dat file, it was calculated that only 9.49% is dissipated through the wires and 90.51% is dissipated
through polycarbonate.
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Figure 3.18: Total Heat flux out (Deposited copper wire)

Moreover, as explained before, the temperature is not within safe operating temperature;
not to mention that, temperature is above the glass transition temperature of polycarbonate.
However, a portion of the heat generated by the joule heating wire is being dissipated through the
deposited copper wires. Considering these undesirable results, chapter 4 will discuss in detail the
optimization process to achieve a lower temperature and higher dissipation through the deposited
wires by following a parametric optimization. To accomplish this, more than 50 computational
FEA thermal simulations were made to obtain an optimal design that lowers the overall
temperature of the component and increase heat dissipation through the auxiliary wires. Figure
3.16 displays temperature profile NT of the simulation showing 391.2 kelvins as the higher
temperature.
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Figure 3.19: Temperature Profile (NT11)
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4. Optimization by Response Surface Methodology
4.1 Overview
This chapter will discuss and fully explain the process followed for a parametric
optimization. The word optimization, refers to improving the performance of a system, process or
a product, in order to obtain the maximum benefit from it [40]. Hence, parametric optimization
aims to supply valuable information to find the relevance in variables and to identify possible
optimization potentials [36]. In other words, a parametric analysis provides guided methods to
achieve an ideal design. Based on the existing finite element model developed; a parametric study
is applied to provide sufficient information that enables the optimization of the FE model.
Therefore, an improve in the responses (temperature and heat dissipation).
Traditionally, optimization was carried out considering the influence of one factor at a time
on a response. This means, that only one variable is change while others are kept fixed. This
optimization technique has several disadvantages such as: it does not include the interactive effects
among variables (factors) studied and an increase in the number of simulations to find an optimal
result [41]. For this reason, optimization procedures have been carried out using multivariable
statistics techniques. One of the most used multivariable techniques is Response Surface
Methodology (RSM). Explain more in detail, response surface methodology (RSM) consists of a
group of mathematical and statistical techniques used in the development of an adequate functional
relationship between a response of interest, (Y), and a number of associated control (or input)
variables denoted by (x1, x2,…,xk) [37]. Therefore, (RSM) was chosen to help determine the
optimum design that will maximize heat dissipation through deposited wires and minimize the
temperature of the component having multiple variables (dimensions). Section 4.2 will explain the
employed statistical techniques to achieve a design optimization.
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4.2 Optimization methodology
Often, it is common to assume that the outcome of an experimental or computational
procedure is dependent on the one or multiple variables. In other words, that the result can be
describe as a function base on the independent variables.
𝑌 = 𝑓(𝑥)
In any design optimization, it is known that several variables or factors may influence the
result. For that reason, a screening design or an experimental plan is performed in order to
determine the independent variables and interactions that have significant influence on the result
(response). The main goal is to collect data, analyze data and post process the collected data to
find a result. To achieve this, first it is important to identify the objective of the simulation as well
as the dependent and independent variables.


Design objective: Increase heat dissipation through deposited copper wires and lower
overall temperature of the component



Define Responses (Dependent variables): For the model, the response of interest (Y) is
known to be the dependent variable (heat dissipation and temperature). In other words, this
variable changes in response of the independent variable.



Define input factors (Independent variables): The input variables (x), are defined as
independent; that means they can purposely be changed to alter the response. For our
design, input variable are the dimensions displayed in the following Figure. The Figure
shows the new proposed design for the 3-D printed circuitry, with dimensions (a, b, n, f, h,
and w) considered as the input variables. Where (a) represents the total width of the
deposited copper wires, (b) shows the distance between one set of wires and the other, (n)
is the number of wire passes, (f) represents the distances between the passes, (h) is the
height of the component and (w) represents the total width of the polycarbonate.
42

Once the list of input variables to be analyzed has been completed; an experimental design
is chosen to estimate the influence of the different variables on the result. In screening studies, full
factorial and fractional factorial designs are common models used. A design of experiments (DOE)
is a systematic method used to reunite or collect information that will help find the relationship
between input factors and responses. In other words, fractional and full factorial designs of
experiments where conducted to find information about cause-and-effect relationships. This was
the first approach followed in the optimization process.
After collecting the data from the design of experiments performed an Analysis of Variance
(ANOVA) was conducted. ANOVA is used to compare three or more groups of numbers, in this
case dimensions will be compare. This analysis is used when several number of runs or
experiments are performed i.e. design of experiments. An ANOVA test helps to find out if the
computational results are significant. In other words, this method will help to figure out if the
considered input variables are significant or not [39].
The next step was to perform a regression, which is a method similar to ANOVA. Regression
models describe the relationship between a dependent variable, (Y), and independent variable or
variables, (X). Regression are also known as “predictions” since it used the historical relationship
between an independent and dependent variable to predict future values of the dependent variable
(heat dissipation and temperature) without running simulations. The regression performed was
assumed to be linear; and multivariable since more than two input variables were considered. A
multiple linear regression model is [38]
𝑌 = 𝛽0 + 𝛽1 ∙ 𝑥1 + 𝛽2 ∙ 𝑥2 + 𝛽3 ∙ 𝑥3 + ⋯ + 𝛽𝑖 ∙ 𝑥𝑖

𝑖 = 1, ⋯ , 𝑛,

(4-1)

Where:


Y Symbolizes the response variable (heat dissipation or temperature)



𝜷𝟎 Represents the y-intercept of the regression line constant term in the model, where β0 is the

constant term in the model.
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𝜷𝒏 Represents the slope of the regression line and represent the independent contributions of
each independent variable to the prediction of the dependent variable.



𝒙𝒊 Represents the independent variables (dimensions).

This section explained the methodology employed to optimize the new model. These
statistical techniques can be summarized in the following process methodology:

Design of
Experiments

• Data collection
• Identifies input
and response
variables

ANOVA

• Analyzes the
collected data
• Identifies the
significance of the
input variables

Regression
Analysis

• Data
postprocessing
• Models the
relationship
between
response and
input factors for
future
predictions.

Desing
Optimization

4.3 Model Refinements
4.3.1 First Model Refinement
A factorial design is used to examine the influence of all variables and interaction effects
on the responses investigated; as explained before is the process of collecting data. Normally, the
input factors are denoted by letter k and can be investigated at two or more levels. A factorial
design at two levels is represented as 2𝑘 . Nevertheless, a fractional factorial design was chosen for
the first model refinement, since the main goal of this first factorial design is only to identify
significance of input variables. The fractional factorial design at two levels is represented as 2𝑘−1 .
Thus, giving a 24−1 form of fractional factorial design. In other words, k represents four dimension
parameters including (a, b, n, and f) selected as the input factors, displayed in Figure 4.1
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Figure 4.1: Sketch showing input factors considered

In addition, each variable is measured at two levels that are coded as (1) and (2) to represent
“low” and “high” values, which will give a total of 8 computational runs. Table 4.1 displays the
factors considered for the fractional factorial design with high and low values selected for each
variable.

Table 4.1: Input factors evaluated at two levels
Factors

High (1)

Low (2)

a (mm)

9.7

5.7

b (mm)

1.587

0.396

f (mm)

8.6040

6.6040

n (number of passes)

7

5

.
.
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Also, Table 4.2 shows in detail eight computational runs performed with all possible
combinations coded with (1) and (2) as mentioned earlier.
Table 4.2: Eight computational run combinations
Factor (input)
Run Number
a

b

f

n

1

2

2

2

2

2

1

2

2

1

3

2

1

2

1

4

1

1

2

2

5

2

2

1

1

6

1

2

1

2

7

2

1

1

2

8

1

1

1

1

After the eight computational runs were simulated in Abaqus, the obtained results for heat
dissipation through deposited wires and temperature where analyze in Minitab. As explained
before, ANOVA helps analyzing the obtained data in the design of experiments to find the
relevance on each input variable (Data processing). Results of the Analysis of Variance performed
in Minitab are shown in Table 4.3. To determine whether the input variables are statistically
significant, the P-Values are analyzed. Usually, the significance level (alpha) of 0.05 is an
acceptable value. In other words, if P-Values > alpha, represents little or none significance in input
variable over the output response. On the other hand, P-values ≤ alpha, denotes significance in
input variables [42]. Analyzing the P-Values obtained in the first ANOVA, it can be concluded
that a and f do not have a significant impact on the response (Y). On the contrary, n and b showed
high significance.
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Table 4.3: ANOVA results for First Model Refinement
Term

Coeff.

SE Coeff.

T-Value

P-Value

Constant

74.29

3.85

19.27

0.003

a

0.436

0.149

2.92

0.100

b

3.911

0.502

7.80

0.016

f

0.195

0.299

0.65

0.581

n

-1.293

0.299

-4.32

0.050

The final process as discussed before, is data postprocessing. In other words, use the data
obtained in ANOVA to perform a regression analysis. Explained more in detail, a regression
analysis generates an equation that describes a statistical relationship between the analyzed input
factors and the response variable. The regression coefficients also shown in ANOVA Table 4.3,
represent the mean change in the response variable for one unit of change in the predictor variable
while holding other predictors in the model constant [41].
In other words, coefficients can be seen as “slopes” for each input variable. In addition, the
regression analysis generates residual plots. First, the normal plot of residuals displays the
residuals versus their expected values when the distribution is normal. This plots are used to verify
the assumption that the residuals are normally distributed, and should approximately follow a
straight line.
Figures 4.2 and 4.3 show normal plot of residuals for heat dissipation and temperature.
While Figure 4.2 show that residuals are following a straight line, Figure 4.3, shows discrepancies
since the temperature is already low.
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Figure 4.2: Heat dissipation normal probability plot for First Model Refinement

Figure 4.3: Temperature normal probability plot for First Model Refinement

4.3.2 Second Model Refinement
The conclusion after the ANOVA performed in the first model refinement, was that a and
f does not have a significant effect on the response variables. On the other hand, n and b showed
high influence to increase heat dissipation and lower temperature of the component.
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For this reason, a full factorial design was considered as the second model refinement with
the intent to achieve better responses. A Taguchi L-16 design was considered for the full factorial.
This design has the form 42 where 2 factors (n and b) are considered as input variables. Moreover,
values of a and f where fixed, using the values of the best run obtained in the first model
refinement. Figure 4.4 shows fixed values of a and f and factors considered for Taguchi L-16 (n
and b)

Figure 4.4: Sketch showing input factors n and b with fixed f and a

Also, since this design has the form: 42 , four levels or values for each factor were selected
and coded as (1), (2), (3) and (4); representing, high, medium, standard and low values for each
input factor. Table 4.4 displays factors considered as well as the four values at which they will be
evaluated.
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Table 4.4: Input factors evaluated at four levels.
Factors

High (1)

Medium (2)

Standard (3)

Low (4)

b (mm)

1.65

1.5

0.79375

0.396

11

9

7

5

n (number
of passes)

In addition, Table 4.5 shows in detail the 16 computational runs completed with all possible
combinations coded with (1), (2), (3) and (4).
Table 4.5: Sixteen computational run combinations
Factor (input)
Run Number
n

b

1

1

1

2

1

2

3

1

3

4

1

4

5

2

1

6

2

2

7

2

3

8

2

4

9

3

1

10

3

2

11

3

3

12

3

4

13

4

1

14

4

2

15

4

3

16

4

4
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Comparatively to the first model refinement, the sixteen results obtained through Abaqus
were analyzed in Minitab to perform an Analysis of Variance. Table 4.6 displays the results
obtained from the ANOVA. As expected, P-Values for n and b are below alpha (0.05), meaning
that they have high impact on response variables.

Table 4.6: ANOVA results of Second Model Refinement
Term

Coeff.

SE Coeff.

T-Value

P-Value

Constant

77.00

0.238

323.84

0.00

b

-1.1697

0.0249

-47.03

0.00

n

4.491

0.108

41.40

0.00

For the post processing of the data (Regression Analysis). For this second model
refinement, the data obtained in the ANOVA was used to generate the residual plots for heat
dissipation percentage in copper wires and temperature of the component. Figures 4.5 and 4.6
display the normal plot of residuals. As mentioned before, this plots are used to confirm that the
residuals are normally distributed and that approximately follows a straight line.
In addition, 4.6, shows a better distribution compare to first model refinement, this can
attribute to the fact that less input variables were considered.

Figure 4.5: Heat dissipation normal probability plot for Second Model Refinement
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Figure 4.6: Temperature normal probability plot for Second Model Refinement

4.3.3 Third Model Refinement
A third model refinement was considered; nevertheless, new parameters were considered
to design this full factorial. On the second model refinement, the analysis of variance showed that
n and b have a positive effect on the responses. However, the normal probability plots started to
show certain patterns; which suggests that n and b are getting normalized. In other words, the
value of b (0.396) is already too small to consider even smaller values of this variable for further
factorial designs. For this reason, new parameters where considered since b cannot get any smaller
and n increases volume fraction considerably. A full factorial Taguchi L-9 was performed. Input
parameters were, h and w done at three levels. Also, the variables a, b, f, and n were fixed using
the values for the best run achieved in second model refinement (see Figure 4.7).
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Figure 4.7: Sketch showing input factors h and w with fixed a, b, n and f

Input factors were coded as (1), (2) and (3). Taguchi design L-9 was done with the
following configuration: 32 and 9 computational runs (see Table 4.8).

Table 4.7: Input variables evaluated at three levels
Factors

High (1)

Standard (2)

Low (3)

w (mm)

1

0.73

0.46

h (mm)

15.933

14.933

13.933
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Table 4.8: Nine computational run combinations
Factor (input)
Run Number
w

h

1

1

1

2

1

2

3

1

3

4

2

1

5

2

2

6

2

3

7

3

1

8

3

2

9

3

3

Same process than the first and second model refinement was performed for the third model
refinement. After the nine runs where simulated in Abaqus, the data is analyzed in Minitab to
perform an Analysis of Variance. Table 4.9 displays P-Values obtained from ANOVA. These
values demonstrate that w and h also have an impact on response variables since they are smaller
than the value of alpha (0.05).

Table 4.9: ANOVA results for Third Model Refinement
Term

Coeff.

SE Coeff.

T-Value

P-Value

Constant

46.33

1.94

23.91

0.00

w

5.142

0.472

10.89

0.00

h

0.785

0.128

6.16

0.00
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4.3.4 Fourth Model Refinement
After three model refinements, results showed that; the higher the volume fraction
percentage of copper, the higher high dissipation through the deposited copper wires is obtained.
In other words, volume fraction has a significant effect over heat dissipation and temperature. For
that reason, volume fraction behavior became an important aspect to analyze.
Therefore, a fractional factorial design was performed to understand how heat dissipation
increases as volume fraction increases. A Taguchi L12 fractional design was evaluated with the
following input factors: (a, b, n, f, h and w). Moreover, each factor was evaluated at two levels
coded as (1) and (2), representing “low” and “high” values, resulting in 12 computational runs.
The main goal of this factorial is to obtain a regression equation that will help normalize volume
fraction explained in section 4.4.2. In other words, identify the percentage of volume fraction at
which starts to normalize and decrease the significance of the response factors (heat dissipation
and temperature). Below, Table 4.10 and 4.11 show input factors considered for the fractional
design and evaluation levels and the configuration for the 12 computational runs.

Table 4.10: Input factors evaluated at two levels
Factors

Low (1)

High (2)

a (mm)

5.7

9.7

b (mm)

0.396

.73

f (mm)

6.604

8.604

n (number of wire passes)

7

11

h (mm)

11.933

15.933

w (mm)

0.43

1.27
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Table 4.11: Twelve computational run combinations
Factor (input)
Run Number
a

b

f

n

h

w

1

1

1

1

1

1

1

2

1

1

1

1

1

2

3

1

1

2

2

2

1

4

1

2

1

2

2

1

5

1

2

2

1

2

2

6

1

2

2

2

1

2

7

2

1

2

2

1

1

8

2

1

2

1

2

2

9

2

1

1

2

2

2

10

2

2

2

1

1

1

11

2

2

1

2

1

2

12

2

2

1

1

2

1

Analysis of Variance (see Table 4.12) showed that variables with P-Values lower than 0.05
are b, n, h, w, and VF; however, similar to previous model refinements, f shows no significance
and did not appear on the table due it low impact. In addition, Figure 4.8 and 4.9 displays the
normal plot of residuals for heat dissipation and temperature. As mentioned before, this plots
confirm that residuals are normally distributed since they approximately follow a straight line;
therefore, validates the DOEs.
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Figure 4.12: ANOVA results for Fourth Model Refinements
Term

Coeff.

SE Coeff.

T-Value

P-Value

Constant

25.93

3.61

7.19

0.001

b

-0.912

0.334

-2.73

0.041

f

-0.680

0.269

-2.53

0.053

n

-4.789

0.481

9.96

0.000

h

-3.475

0.326

-10.67

0.000

w

2.52

1.47

1.72

0.046

VF

1.147

0.302

3.79

0.013

Figure 4.8: Heat dissipation normal probability plot for Fourth Model Refinement

Figure 4.9: Temperature normal probability plot for Fourth Model Refinement
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4.3.5 Fifth Model Refinement
Results obtained with the fourth model refinement, demonstrate that heat dissipation
percentage did not increase considerably when the volume fraction was increase by more than 7%.
Therefore, a final model refinement using fractional factorial design Taguchi L-8 was considered
with the intent to comprehend how volume fraction behaves with volume fraction higher than 10%.
For this design, factors that showed higher influence in ANOVA where chosen as the input
variables; these include (n, b and w). Input variables where analyzed at two level coded as (1) and
(2). Taguchi Design L-8 was done with the following configuration: 23 giving a total of eight
computational runs as shown in Table 4.13.
Figure 4.13: Eight computational run combinations
Factor (input)
Run Number
n

b

w

1

1

1

1

2

1

1

2

3

1

2

1

4

1

2

2

5

2

1

1

6

2

1

2

7

2

2

1

8

2

2

2

Results showed what expected: The higher the volume fraction, an increase in heat
dissipation will occur. However, heat dissipation increments in percentage are increasing relatively
slow even if volume fraction increasing by more than 17%. For this reason, after conducting five
model refinements, and a total of 54 computational runs. The behavior of Heat Dissipation and
Temperature vs. Volume fraction were plotted for all runs. In other words, all factorial designs
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were plotted to see the performance of heat dissipation and temperature having different volume
fractions. As shown in Figure 4.10 Heat Dissipation vs. Volume Fraction; heat dissipation through
copper wires increases considerably when having a volume fraction ranging from 1.5% to 7%
approximately. However, when volume fraction increase more than 7%, (VF) starts to lose impact
as shown in the figure. On the other hand, Figure 4.11 displays the normal plot of residuals of the
54 computational runs. This plot confirms that residuals are normal distributed since it has the
tendency to follow the straight line as shown.

Figure 4.10: Heat dissipation vs. Volume Fraction

Figure 4.11: Heat dissipation normal probability plot for all Model Refinements
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Nonetheless, in Figure 4.12 showing Temperature vs. Volume Fraction; temperature
remains constant with a volume fraction of 2% and higher. This can be contributed to the fact that;
temperature cannot drop below room temperature. Figure 4.13, which displays the normal plot of
residuals for all the simulations performed, confirms that temperature does not follow a normal
distribution, since the temperature cannot drop below room temperature.

Figure 4.12: Temperature vs. Volume Fraction

Figure 4.13: Temperature normal probability plot for all Model Refinements
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4.4 Constrained Optimization
4.4.1 Overview
Based on the results obtained; simulations showed that as volume fraction increases, heat
dissipation percentage increases as well. However, data in Figure 4.10 suggests that volume
fraction does not have a linear behavior; compare to the input variables previously used. In
addition, after volume fraction is increased more than 7%, this variable starts to lower its
significance over the response variables. In other words, heat dissipation and temperature starts to
have little improvement when having volume fractions higher that 7% compare to lower
percentages. Being that said, the objective of this section is to develop an algorithm that will
optimize the existent design using a constrained volume fraction. In other words, this algorithm
will allow to find the optimum input variable combination that will give a high heat dissipation
percentage in deposited wires and a low temperature in the component.
As discussed in previous sections; optimization refers to the improvement of the
performance of a system in order to obtain the maximum benefit from it using different methods
such as RSM optimization. This section on the other hand, seeks to find an “optimal” output and
express it as a numerical value, this is called a mathematical optimization; which is widely used in
the areas of engineering design. There is a lot of techniques to achieve a mathematical
optimization, but in general, all techniques follow the same concept. Mathematical optimization
techniques, consist in having an objective function and a set of constraints expressed in the form
of a system of equations or inequalities. This optimization differs from traditional optimization
which goal is to find global optima; on the other hand, mathematical optimization looks to obtain
an optimization using constraints [43]. In other words, a function is either maximized or minimized
relative to a given set of alternatives called feasible region or constraint region. The constraint
region is taken to be a subset of ℝ𝑛 (real n-dimensional space) and the objective function is a
function from ℝ𝑛 to ℝ [44].
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4.4.2 Objective Function
The objective function is a mathematical equation that describes the response with respect
of input variables. In a constrained problem, the objective function minimizes or maximizes a
numerical value. Also, it is an indicator on how much the independent variables (design
parameters) contributes to the response (Heat dissipation through additional copper wires and
Temperature). The objective function takes the following general form:
𝑐1 𝑥1 + 𝑐2 𝑥2 + ⋯ + 𝑐𝑛 𝑥𝑛

(4-1)

Where 𝑥𝑛 represent the input variables 𝑥 = {𝑎, 𝑏, 𝑛, 𝑓, 𝑤, ℎ … 𝑣𝑓} and 𝑐𝑛 are the constant
coefficients or multipliers that describe the size of the effect the independent variables are having
on your dependent variable. To obtain an objective function, a regression analysis was performed
in section 4.3.4. In this section, the first part was to perform a fractional design of experiments
Taguchi L12. Afterwards, the ANOVA determined the relationship of the input and output factors;
this analysis will discard the input variables without impact on the response from the objective
function. Finally, the regression analysis found that the connection between the independent and
dependent variables is linear logarithmic. For this reason, the following linear regression equation
was generated by the data obtained during Taguchi L12. This linear equation will allow to
optimized the responses with a constrained optimization. As mentioned before, the coefficients of
the objective function indicate the contribution to the value of the objective function of one unit of
the corresponding variable
ℎ(𝑥) = 50.75 + 1.1331𝑛 − 4.202𝑏 − 1.246ℎ − 3.694𝑤 − 0.3417𝑎 − 0.0180𝑣𝑓

(4-2)

4.4.3 Constraint Optimization with Lagrange Multipliers
The first approach to perform a mathematical optimization was a constrained optimization
using Lagrange Multipliers. This optimization minimizes 𝐻(𝑠), subject to the condition 𝑔(𝑠) = 0,
where 𝑠 are the input factors or design variable i.e. 𝑠 = {𝑎, 𝑛, 𝑤, ℎ, 𝑓 … 𝑣𝑓}. The objective function
(4-2) was obtained from the equation generated in the linear regression performed in the fourth
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model refinement (Taguchi L-12). This equation describes heat dissipation behavior. In addition,
a constrained equation (4-13) was developed to express volume fraction as a function of the design
factors including volume fraction 𝑓
H(𝑠) = H(𝑠1 , 𝑠2 , 𝑠3 , … . 𝑠𝑛 )

(4-3)

g(𝑠) = 𝑣𝑓(𝑎, 𝑛, 𝑤, ℎ) − 𝑓 = 0

(4-4)

Hence, to minimize 𝐻(𝑠) follows the following: Find s such that 𝐻(𝑠) is minimized and
g(𝑠) = 0. To achieve this, the idea is to find point where the gradient vectors 𝐻 and 𝑔 are parallel
to each other. This process consists on setting the gradient of a certain function, called the
Lagrangian equal to the zero vector [46]. In other word, by adding an additional variable (Lagrange
multiplier) to the (𝑠𝑛 ) factors that creates the following Lagrangian Function: where 𝜆 is the
Lagrange multiplier [47].
𝐿(𝑠, 𝜆) = 𝐻(𝑠) − 𝜆[𝑔(𝑠) − 𝑓]

(4-5)

The constraint optimization problem consists on finding the critical points of 𝐿 𝑖𝑛 ℝ𝑛
.More specifically, let find a point (𝑠, 𝜆) such that:
∇ℎ(𝑠) + ∑𝑛𝑖=1 ∇𝑔𝑖 (𝑠)
∇ 𝐿(𝑠, 𝜆)
𝑔1 (𝑠)
∇𝐿(𝑠, 𝜆) = [ 𝑥
]=[
]
∇𝜆 𝐿(𝑠, 𝜆)
⋮
𝑔𝑛 (𝑠)

(4-6)

equals zero. This will give an equation with (n) number of variables; to solve this, an
iterative method is commonly used. Where the objective function and the constrained equation are
differentiated twice to find the root of the multivariable problem [48].
𝑠𝑡+1 , 𝜆𝑡+1 = (𝑠𝑡 , 𝜆𝑡 − ∇2 𝐿(𝑠𝑡 𝜆𝑡 )−1 ∇𝐿(𝑠, 𝜆)
Then, Hessian of the Lagrangian is given by the following matrix
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(4-7)

∇2 ℎ(𝑠) + ∑𝑛𝑖=1 ∇2 𝑔𝑖 (𝑠) ⋯∇𝑔1 (𝑠) … ∇𝑔𝑛 (𝑠)
∇𝑔1 (𝑠)𝑇
⋮
∇2 𝐿(𝑥, 𝜆) =
⋮
0
⋮
∇𝑔𝑛 (𝑠)𝑇
[
]

(4-8)

MATLAB was used to iterate and solve the unknowns by Newton-Raphson scheme iterate.
*MATLAB A1. And A2. codes are attached in Appendix
while |r| > TOL
compute J
solve J * ds = - r for ds
s = s + ds
compute r
end while. [47]
4.4.4 Linear Programming Constraint Optimization
After running the code for solving the constrained problem using Lagrange multipliers, the
results obtained where not feasible i.e. negative values. For this reason, a second approach was
made, by taking into consideration that equations are linear; also, more constraints were included.
The second mathematical optimization performed in this section is said to be linear and will be
solve through linear programming. Linear programming optimizes over the real n-dimensional
space where the objective function is a linear function. The constraint region is the set of solution
to a finite number of linear inequalities, equalities or bounds constraints of form [44]:
𝑎1 𝑥1 + 𝑎2 𝑥2 + ⋯ + 𝑎𝑛 𝑥𝑛 ≤ 𝑏𝑖
𝑐1 𝑥1 + 𝑐2 𝑥2 + ⋯ + 𝑐𝑛 𝑥𝑛 = 𝑏𝑖

𝑙≤𝑥≤𝑢
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𝑖 = 1, … . , 𝑠

(4-9)

𝑖 = 𝑠 + 1, … . . , 𝑛

(4-10)

(4-11)

4.4.4.1 Linear Programming Problem Formulation
The first step to formulate an optimization problem is to identify the input variables or
independent factors. As discussed in previous sections, the analyzed independent factors where
the dimensions of the design. RSM methodology process, helped identify which input factors (x)
have the most beneficial impact on the responses (Y). For this mathematical optimization,
independent variables are (a, b, n, w, h and VF). Note that volume fraction is now considered as
an input variable instead of a response variable. Once the input variables are identified, the next
step is to define the objective function that will be minimize. In section 4.4.2 the definition and the
procedure to get the objective function is explained. As mention in this section, a design of
experiments Taguchi L-12 was performed using six input factors including (a, b, f, n, w, and h);
however, for the linear regression, VF was used as the seventh input factor since we wish to
optimized the design having a limit for VF. The performed linear regression created a regression
equation that will serve as the objective function for the constrained linear optimization. The
following formula represents the objective function obtained from the linear regression performed
in Minitab with a Taguchi L12 design.
ℎ(𝑥) = 50.75 + 1.1331𝑛 − 4.202𝑏 − 1.246ℎ − 3.694𝑤 − 0.3417𝑎 − 0.0180𝑣

(4-2)

The next step is to define the constraints. Constrains are known to be the relations between
input variables and response variables. A set of constraints allows some of the input variables to
take on certain values and exclude other i.e. a constraint is applied so all dimensions are positive;
otherwise it would not make sense to have negative input variables. For this optimization problem
two types of constraints will be use: Equalities and bounds. The equality constraint equation was
developed to normalize volume fraction. In other words, the equality constraint equation has the
following form:
𝑣𝑤𝑖𝑟𝑒
𝑣𝑝𝑜𝑙𝑦𝑐𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑒 +𝑣𝑤𝑖𝑟𝑒
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∙ 100 = 𝑣𝑓

(4-12)

Where:

𝑣𝑤𝑖𝑟𝑒 = 𝑇𝑜𝑡𝑎𝑙 𝑣𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑑𝑒𝑝𝑜𝑠𝑖𝑡𝑒𝑑 𝑐𝑜𝑝𝑝𝑒𝑟 𝑤𝑖𝑟𝑒.
𝑣𝑝𝑜𝑙𝑦𝑐𝑎𝑟𝑏𝑜𝑛𝑎𝑡𝑒 = 𝑇𝑜𝑡𝑎𝑙 𝑣𝑜𝑙𝑢𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑝𝑜𝑙𝑦𝑐𝑎𝑟𝑏𝑜𝑛𝑡𝑒 𝑏𝑙𝑜𝑐𝑘.

The equation was developed in terms of input variables; in other words, this formula
describes volume of copper wires and polycarbonate in terms of (a, b, n, …w), that creates a
volume fraction constraint equation. The following equation shows the expanded volume fraction
equation:
28𝑣𝑓
𝑔(𝑥) = 2 ∙ ℎ − 𝑛 + (
) + 𝑎 ∙ 𝑛 + 2 ∙ ℎ ∙ 𝑣𝑓 + 𝑛 ∙ 𝑣𝑓 − 𝑎 ∙ 𝑛 ∙ 𝑣𝑓
5
−𝑎 ∙ ℎ ∙ 𝑣𝑓 ∙ 𝑤 − 2 ∙ 𝑏 ∙ ℎ ∙ 𝑣𝑓 ∙ 𝑤 +

38
5

(4-13)

Lastly, bound constraints are defined considering the input parameters used in the design
of experiments. Bound constraints are widely used in constrained optimization problems because,
many algorithms tend to give “undesirable results” i.e. negative values. For this reason, bounds
are used to give a range of solutions to the input variables. The following equations where used as
bound constraints for the linear optimization:
5 ≤ 𝑎 ≤ 10

(4-14)

0.4 ≤ 𝑏 ≤ 0.8

(4-15)

7 ≤ 𝑛 ≤ 25

(4-16)

0.73 ≤ 𝑤 ≤ 1.27

(4-17)

14 ≤ ℎ ≤ 17

(4-18)

4 ≤ 𝑣𝑓 ≤ 7

(4-19)

Hence, the final set up for the linear constrained optimization is the following:
66

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒:
ℎ(𝑥) = 50.75 + 1.1331𝑛 − 4.202𝑏 − 1.246ℎ − 3.694𝑤 − 0.3417𝑎 − 0.0180𝑣𝑓 (4-2)
𝑆𝑢𝑏𝑗𝑒𝑐𝑡𝑒𝑑 𝑡𝑜:
→ 𝑔(𝑥) = 2 ∙ ℎ − 𝑛 + (

28𝑣𝑓
) + 𝑎 ∙ 𝑛 + 2 ∙ ℎ ∙ 𝑣𝑓 + 𝑛 ∙ 𝑣𝑓 − 𝑎 ∙ 𝑛 ∙ 𝑣𝑓
5

−𝑎 ∙ ℎ ∙ 𝑣𝑓 ∙ 𝑤 − 2 ∙ 𝑏 ∙ ℎ ∙ 𝑣𝑓 ∙ 𝑤 +

38
5

(4-13)

→ 5 ≤ 𝑎 ≤ 10

(4-14)

→ 0.4 ≤ 𝑏 ≤ 0.8

(4-15)

→ 7 ≤ 𝑛 ≤ 25

(4-16)

→ 0.73 ≤ 𝑤 ≤ 1.27

(4-17)

→ 14 ≤ ℎ ≤ 17

(4-18)

→ 4 ≤ 𝑣𝑓 ≤ 7

(4-19)

Linear programming problem will find the point that minimizes h(x) yet, satisfy the
constraints that create the feasible regions.
4.4.4.2 Linear Programming with MATLAB
As explained in previous section, the main goal of this optimization process is to find the
values of the input variables that minimize the objective function while satisfying the constraints
that will give an “optimal solution” [43]. It is known that there are widely developed algorithms
to optimize problems. However, for this optimization problem, linear programing with MATLAB
was used since both the objective function and the constraints are in linear. The command to
optimize the constraint problem is linprog command. The command linprog from the optimization
toolbox, implements the algorithm to solve a linear program with the following form [45].
*MATLAB code will be attached in Appendix
min 𝑓 ∗ 𝑥
Subject to 𝐴 ∗ 𝑥 ≤ 𝑏

67

Where f is any vector and the matrix A and the vector b define the linear constraints.
Giving the following:
min

50.75 + 1.1331𝑛 − 4.202𝑏 − 1.246ℎ − 3.694𝑤 − 0.3417𝑎 − 0.0180𝑣𝑓

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜:
28𝑣𝑓
2∙ℎ−𝑛+(
) + 𝑎 ∙ 𝑛 + 2 ∙ ℎ ∙ 𝑣𝑓 + 𝑛 ∙ 𝑣𝑓 − 𝑎 ∙ 𝑛 ∙ 𝑣𝑓
5
38
−𝑎 ∙ ℎ ∙ 𝑣𝑓 ∙ 𝑤 − 2 ∙ 𝑏 ∙ ℎ ∙ 𝑣𝑓 ∙ 𝑤 +
5
5 ≤ 𝑎 ≤ 10
0.4 ≤ 𝑏 ≤ 0.8
7 ≤ 𝑛 ≤ 25
0.73 ≤ 𝑤 ≤ 1.27
14 ≤ ℎ ≤ 17
{
4 ≤ 𝑣𝑓 ≤ 7

As a summary, this section explained the process employed for a constrained
optimization. This process can be summarized in the following:

Regression
Equation

Obtained in
Taguchi L-12

Develop
Constraint
equations

Develop
constrains for
each input
variable
including
volume
fraction

Linear
Optimization
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Develop a
Matlab code
for a linear
optimization

Desing
Optimization

5.

Results and Discussion

5.1 Overview
This chapter will explain in detail the best result obtained in the (FEA) thermal simulations
in Abaqus for every model refinement. In other words, when a design of experiments was
conducted, a computational run obtained the highest dissipation percentage through deposited
copper wire. Then, the following model refinement was made considering results in previous and
so on. In addition, section 5.7 will provide the result obtained with the linear constrained
optimization. In other words, a simulation will be performed using the optimum input variables
that will give a high dissipation percentage having a constrained volume fraction ranging from 4
to 7%.

5.2 First Model Refinement
For first model refinement, a fractional factorial design was performed to collect data as
part of the optimization process. The factorial design was chosen to identify the significance on
suggested input variables. In addition, four input variables (a, b, n, and f) were evaluated at two
levels “low” and “high” giving a 24−1 form of fractional factorial design. Therefore, giving a
combination of eight computational simulation.
Table 5.1 shows the results obtained at each computational run. This table is divided in
three mayor sections. The first section shows the number of simulation, second section shows the
input factors considered as well as the combination used; final section shows the response outputs
which includes: the percentage of heat dissipated through deposited copper wires, maximum
temperature (Celsius) of the 3D printed component with heating joule and the Volume Fraction
for the additional copper wires. As shown in table, best results were obtained in Run 5 with the
combination code (2), (2), (1) and (1) for a, b, f and n respectively. The percentage of heat
dissipated through deposited copper wires is 29.53% with a maximum temperature of 29.85 ℃ and
a copper volume fraction of 2.052%
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Table 5.1: Results at each computational run for First Model Refinement

Factor (input)

Response (output)

Run Number

Heat

Temp

Volume Fraction

(𝒚𝟏 ) %

(𝒚𝟐 ) ℃

(𝒚𝟑 ) %

2

26.85

30.05

1.797

2

1

27.75

30.35

1.722

1

2

1

24.23

30.55

1.502

1

1

2

2

20.93

30.95

1.199

5

2

2

1

1

29.53

29.85

2.052

6

1

2

1

2

24.17

30.65

1.471

7

2

1

1

2

21.86

73.45

1.315

8

1

1

1

1

24.16

72.95

1.444

a

b

f

n

1

2

2

2

2

1

2

3

2

4

5.2.1 Thermal FEA Results
After the eight different combinations of the fractional factorial design were simulated; the
*.inp file was modified for each run to create a new *.dat files. As discussed before, the generated
*.dat file, displays the total heat dissipated through the deposited copper wires as well as the heat
dissipated through polycarbonate. This process allows to get the percentage to heat dissipated
through the wires displayed in Table 5.1.
In addition, the results for the run that obtained a higher percentage of heat dissipation are
displayed below (Run5). Figures 5.1 and 5.2 displays RFLE11 values of the polycarbonate block
with additional deposited copper wire at different angles. RFLE11, accounts for the total heat flux
out (𝑊⁄𝑚𝑚3 ) by convection surfaces. As observed, negative or low values of RFLE11 represents
that most of the heat is being dissipated though these surfaces. On the other hand, higher numbers
suggest that less heat is going through those surfaces. The main goal of the design optimization is
to dissipate great amounts of heat through the deposited copper wires. In other words, to achieve
this, deposited copper wires should display low values of RFLE11. Figure 5.1 shows that
approximately −4.725𝑒 −1 𝑊 ⁄𝑚𝑚3 are being dissipated through this surfaces. On the other hand,
70

Figure 5.2 displays the total heat flux out from polycarbonate ranging from −2.006𝑒 1 𝑡𝑜 −
6.349 𝑒 0 . 𝑊 ⁄𝑚𝑚3. Therefore, a great amount of heat is still being dissipated through
polycarbonate.

Figure 5.1: Total Heat Flux out from deposited copper wire for First Model Refinement

Figure 5.2: Total Heat Flux out from polycarbonate for First Model Refinement
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Next, Figure 5.3 show temperature profile NT11 which shows a maximum temperature of
303 kelvins. In comparison to the first design that was simulated using deposited copper wires, the
temperature decrease 74.71%. In addition, temperature is now within safe operating temperature
range for electronics.

Figure 5.3: Temperature profile for First Model Refinement

5.3 Second Model Refinement
After the Analysis of variance was performed for the first model refinement, it was found
that a and f does not have a significant effect over the responses. For that reason, a full factorial
design Taguchi L-16 with form 42 was conducted using n and b as input factors, and evaluated at
four levels. These variables were chosen since they show high impact on the responses during
ANOVA. Therefore, sixteen combinations of dimensions of n and b were simulated in Abaqus.
Table 5.2 displays the results obtained in this factorial design. Highest percentage of heat
dissipation was achieved at run number 4 having a combination of (1), (4) for n and b respectively.
Results showed that 34.33% of the total heat generated by joule heating was dissipated through
the deposited copper wires. In addition, temperature decrease by a small percentage compare to
the first model refinement, giving 29.55℃ as the maximum temperature.
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Table 5.2 show the results obtained in the sixteen runs performed. The table is divided in
three main sections. The first section shows the number of simulation, second section shows the
input factors considered as well as the combination used; final section shows the response outputs
which includes: the percentage of heat dissipated through deposited copper wires, maximum
temperature (Celsius) of the 3D printed component with heating joule and the Volume Fraction
for the deposited copper wires.
Table 5.2: Results at each computational run for Second Model Refinement

Factor (input)

Response (output)

Run
Heat

Temp

Volume Fraction

(𝒚𝟏 ) %

(𝒚𝟐 ) ℃

(𝒚𝟑 ) %

1

28.24

30.25

1.84

1

2

28.85

30.15

1.91

3

1

3

32.13

29.75

2.28

4

1

4

34.33

29.55

2.56

5

2

1

26.25

30.35

1.84

6

2

2

26.82

30.35

1.90

7

2

3

29.97

29.95

2.27

8

2

4

32.08

29.75

2.56

9

3

1

23.98

30.55

1.84

10

3

2

24.53

30.45

2.54

11

3

3

27.5

30.15

2.27

12

3

4

29.53

29.85

2.54

13

4

1

21.64

30.75

1.83

14

4

2

22.15

30.65

1.90

15

4

3

24.93

30.35

2.26

16

4

4

26.83

30.05

2.54

Number

n

b

1

1

2
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5.3.1 Thermal FEA Results
Figures below displays the results for the run that achieved the highest heat dissipation
through deposited wires (Run 4). In addition, the results for the run that obtained a higher
percentage of heat dissipation are displayed below. Figure 5.4 displays the values for total heat
flux out by convection surfaces (𝑊⁄𝑚𝑚3 ). The displayed RFLE11 values show that
approximately −8.121𝑒 −1 𝑊 ⁄𝑚𝑚3 are being dissipated through deposited copper wires. In
addition, Figure 5.5 displays the total heat flux out from polycarbonate. As shown by the color
code, small sections have a RFLE11 of −9.309𝑒 0 ; on the other hand, larger areas show heat flux
out of −6.123 𝑒 0 . 𝑊 ⁄𝑚𝑚3 . In addition, Figure 5.6 displays the temperature values obtained in
the simulation. The maximum temperature obtained was 302.7 Kelvins; in comparison with first
model refinement, temperature decrease by a small percentage.

Figure 5.4: Total Heat Flux out from deposited copper wire for Second Model Refinement

74

Figure 5.5: Total Heat Flux out from polycarbonate for Second Model Refinement

Figure 5.6: Temperature profile for Second Model Refinement

5.4 Third Model Refinement
As explained in section, new parameters were considered for the third model refinement.
This is because, the analysis of variance performed in the second model refinement suggested that
b and n were getting normalize; in other words, they started to lose effect over the responses.
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Therefore, two new variables w and h were taken into consideration and evaluated with a full
factorial Taguchi L-9 design of experiments. Input variables where evaluated at three levels giving
a total of nine computational runs. Table 5.3 shows the results obtained during this design; the
combination of input factors that gave a higher percentage of heat dissipation through deposited
wires was run 9. The combination used is (3), (3) for w and h respectively, giving a total of 40.53%
of heat dissipated through the wires and a maximum temperature of 30.85 ℃.Table 5.3 is divided
in three sections as explained with previous model refinements, showing the results (output)
obtained at each run that was simulated.
Table 5.3: Results at each computational run for Third Model Refinement

Factor (input)

Response (output)

Run
Heat

Temp

Volume Fraction

(𝒚𝟏 ) %

(𝒚𝟐 ) ℃

(𝒚𝟑 ) %

1

36.18

71.35

3.37

1

2

37.08

66.75

3.51

3

1

3

38.02

30.45

3.68

4

2

1

37.33

30.05

4.61

5

2

2

38.26

30.35

4.81

6

2

3

39.23

30.65

5.03

7

3

1

38.56

30.25

7.30

8

3

2

39.52

68.25

7.61

9

3

3

40.53

30.85

7.96

Number

w

h

1

1

2

5.4.1 Thermal FEA Results
Results for the run that obtained a higher percentage of heat dissipation are displayed
below. Figure 5.7 displays the values for total heat flux out by convection surfaces (𝑊⁄𝑚𝑚3 ).
The displayed RFLE11 values show that approximately −1.288𝑒 0 𝑊 ⁄𝑚𝑚3 are being dissipated
through deposited copper wires. In addition, Figure 5.8 displays the total heat flux out from
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polycarbonate. As shown by the color code, “blue” sections in polycarbonate are smaller than past
model refinements; RFLE11 value for this sections is −1.080𝑒 1 . In addition, larger sections in
polycarbonate are getting “greener” showing a heat flux out of −2.501 𝑒 0 . 𝑊 ⁄𝑚𝑚3 . In other
words, these figures demonstrate that heat flux out is starting to be evenly distributed in the model;
considering that, RFLE11 values for polycarbonate do no differ much from RFLE11 values for
the deposited copper wire.
In past model refinements, RFLE11 values for polycarbonate where much lower compare
to RFLE11 values of the deposited wires. In addition, Figure 5.9 displays the temperature values
obtained in the simulation. The maximum temperature obtained was 304.0 Kelvins; in comparison
with second model refinement, temperature increased. This can be attributed to the fact that copper
volume fraction increased considerably (7.96%); therefore, temperature increased slightly.

Figure 5.7: Total Heat Flux out from deposited copper wire for Third Model Refinement
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Figure 5.8: Total Heat Flux out from polycarbonate block for Third Model Refinement

Figure 5.9: Temperature profile for Third Model Refinement

5.5 Fourth Model Refinement
Results showed after model refinements that, heat dissipation increases when copper
volume fraction is increased too. In other words, volume fraction has a significant impact on
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response variables. For this reason, a fractional factorial design was conducted in order to
understand volume fraction behavior. A Taguchi L-12 design was chosen to understand how heat
dissipation increases as the volume fraction increase. This design evaluated the input factors (a, b,
n, f, h and w).at two levels, giving a total of twelve computational runs. Table 5.4 displays the
results obtained at each run divided by: percentage of heat dissipation, maximum temperature and
percentage of copper volume fraction. Run seven showed the highest heat dissipation, having a
combination of (2), (1), (2), (2), (1) and (1) for a, b, n, f, h and w respectively. 42.73% of total
heat was dissipated through the deposited wires, with a maximum temperature of 31.65℃ with a
copper volume fraction of 9.11%.

Table 5.4: Results at each computational run for Fourth Model Refinement

Factor (input)

Response (output)

Run
Number

a

b

f

n

h

w

Heat

Temp

(𝒚𝟏 ) %

(𝒚𝟐 ) ℃

Volume
Fraction
(𝒚𝟑 ) %

1

1

1

1

1

1

1

36.9

32.25

7.29

2

1

1

1

1

1

2

33.13

31.45

2.48

3

1

1

2

2

2

1

37.89

30.35

7.81

4

1

2

1

2

2

1

36.97

30.45

7.68

5

1

2

2

1

2

2

28.24

30.35

1.91

6

1

2

2

2

1

2

37.00

31.15

2.90

7

2

1

2

2

1

1

42.73

31.65

9.11

8

2

1

2

1

2

2

28.34

30.55

1.83

9

2

1

1

2

2

2

35.15

30.05

2.51

10

2

2

2

1

1

1

33.72

30.75

6.21

11

2

2

1

2

1

2

38.20

31.35

2.91

12

2

2

1

1

2

1

29.56

31.25

5.08
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5.5.1 FEA Thermal Results
Run 7, which obtained the highest percentage of heat dissipation is displayed below. Figure
5.10 displays the values for total heat flux out from the deposited copper wires. Values of RFLE11
show that approximately 1.377𝑒 0 𝑊 ⁄𝑚𝑚3 are being dissipated through deposited copper wires.
In addition, Figure 5.11 displays the total heat flux out from polycarbonate. As discussed in
previous model refinements, color code “blue” suggest high heat flux getting out from these
surfaces. For this run, bluish are sections in polycarbonate are getting larger. This can be attributed
to the fact that, when having volume fraction higher than 9%, this variable starts to lose effect over
response variables. However, values are lower than previous model refinements, RFLE11 values
for the bluish sections ranges from −7.508𝑒 0 𝑡𝑜 − 3.700𝑒 0 . Additionally, Figure 5.12 displays the
temperature values obtained in the simulation. The maximum temperature obtained was 304.8
Kelvins. As well as previous model refinement, temperature increased since volume fraction of
copper is getting higher (9.11%); therefore, temperature increased slightly.

Figure 5.10: Total Heat Flux out from deposited copper wire for Fourth Model Refinement
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Figure 5.11: Total Heat Flux out from polycarbonate block for Fourth Model Refinement

Figure 5.12: Temperature profile for Fourth Model Refinement

5.6 Fifth Model Refinement
As discussed in section, and as observed in previous results, heat dissipation percentage
does not increase by much when volume fraction is increased by more than 7%. In fact, when
volume fraction of copper is more than 7% it starts to have a negative effect on temperature, since
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it starts to present a slight increase. Therefore, a final model refinement using fractional factorial
design Taguchi L-8 was considered with the intent to comprehend how volume fraction behaves
with volume fraction higher than 10%. For this design, the input variables considered where: (n,
b and w), analyzed at two level, giving eight computational runs. Table 5.5, displays the results
obtain at each run. Run 6 obtained the highest percentage in heat dissipation through deposited
copper wires with a combination of (2), (1) and (2) for n, b and w respectively. Run six, obtained
a percentage of 42.0840% of heat dissipated through deposited wires, a maximum temperature of
29.95 ℃ and a volume fraction of 17.15%.
Table 5.5: Results at each computational run for Fifth Model Refinement

Factor (input)

Response (output)

Run
Heat

Temp (𝒚𝟐 )

Volume Fraction

(𝒚𝟏 ) %

℃

(𝒚𝟑 ) %

1

39.5655

30.05

11.2944

1

2

40.0431

30.15

16.9011

1

2

1

38.0152

30.25

10.5650

4

1

2

2

38.4777

30.35

15.8141

5

2

1

1

41.5972

29.95

11.4074

6

2

1

2

42.0840

29.95

17.1554

7

2

2

1

39.0276

30.15

10.2135

8

2

2

2

39.4827

30.25

15.3589

Number

n

b

w

1

1

1

2

1

3

5.6.1 FEA Thermal Results
Run 6 obtained the highest percentage of heat dissipation and results are displayed below.
Figure 5.13 displays the values for total heat flux out from deposited copper wires. Values of
RFLE11 show that approximately −6.452𝑒 1 𝑊 ⁄𝑚𝑚3 are being dissipated through deposited
copper wires. In addition, Figure 5.14 display the total heat flux out from polycarbonate. As shown
in this figures, polycarbonate is getting “greenish” colors ranging from −6.452𝑒 0 𝑡𝑜 4.819𝑒 −1 . In
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other words, these figures demonstrate that heat flux out is evenly distributed in the model;
considering that, RFLE11 values for polycarbonate do no differ much from RFLE11 values for
the deposited copper wire; however, this is also attributed to the fact that volume fraction increased
considerably. However, this is not considered a good design since the measurements are too small
to be manufactured. Additionally, Figure 5.15 display the temperature values obtained in the
simulation. The maximum temperature obtained was 303.1 Kelvins.

Figure 5.13: Total Heat Flux out from deposited copper wire for Fifth Model Refinement

Figure 5.14: Total Heat Flux out from polycarbonate for Fifth Model Refinement
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Figure 5.15: Temperature profile for Fifth Model Refinement

5.7 Constrained Optimization
As discussed in section 4.4.5, a MATLAB code was created to solve the linear constrained
optimization problem. This code solved for the for 𝑥𝑛 (design parameters) that minimizes the
objective function 𝑓(𝑥) (Metamodel function obtained from Taguchi L-12)
In other words, this code gave the optimum parameters to achieve a high percentage of heat
dissipation through the deposited copper wires and an overall low temperature in the 3-D printed
component. After the MATLAB code created to solve a linear constrained problem was run, it
gave thus six parameters. The following Table 5.6 displays the results obtained for each input
parameter.
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Table 5.6: Results for each input variable obtained through MATLAB code
Design Parameters

Optimal Dimension

(Input Variables)
a

10 mm

b

0.80 mm

n

25 (Number of passes)

w

1.27 mm

h

14 mm

VF

7%

5.7.1 FEA Thermal Results
A final computational simulation was conducted in Abaqus, using the dimensions obtained
from the MATLAB code. Figure 5.16 displays the values for total heat flux out. Values of RFLE11
show that approximately −6.108𝑒 −2 𝑊 ⁄𝑚𝑚3 are being dissipated through deposited copper
wires. This value, is the lowest value for RFLE11 achieved among all simulations performed. In
addition, Figure 5.17 displays the total heat flux out from polycarbonate. As shown, polycarbonate
show small sections having the lowest values of RFLE11 −7.448𝑒 0 . However, larger sections are
showing greater values of RFLE11 values ranging from −5.601𝑒 0 𝑡𝑜 1.908𝑒 0 . In other words,
these figures demonstrate that heat flux out is evenly distributed in the model; considering that,
RFLE11 values for polycarbonate do no differ much from RFLE11 values for the deposited copper
wire. Additionally, Figure 5.18 displays the temperature profile, having 302.4 Kelvins as the
maximum temperature. In addition to the simulation, the *.inp file was modified to create a new
*.dat file, to calculate the total heat dissipated through the additional deposited wire. Table 5.7
display the total heat dissipated through the wires, maximum temperature and the wire volume
fraction. As observed, linear optimization obtained the highest percentage of heat dissipated
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through deposited wires among all simulations performed; while maintaining a low volume
fraction and temperature.
Table 5.7: Results of the computational run for linear optimization

Factor (input)

Response (output)

Linear
Optimization

a

b

n

w

h

1

10

0.8

25

1.27

14

Heat

Temp

Volume Fraction

(𝒚𝟏 ) %

(𝒚𝟐 ) ℃

(𝒚𝟑 ) %

50.43

29.25

4.69

Figure 5.16: Total Heat Flux out from deposited copper wire for Linear Optimization
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Figure 5.17: Total Heat Flux out from polycarbonate for Linear Optimization

Figure 5.18: Temperature profile for Linear Optimization
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6. Conclusions
6.1 Summary
The industry of additive manufacturing (AM) has become a subject of constant reinvention;
in fact, one emerging application of AM is focused on creating 3D printed parts with embedded
electronics. As this application of AM continues to innovate by creating complex embedded
electronic components, thermal management is of particular interest since high power densities
and size reduction of electronic components has led to an overheating issue. In other words,
electronic components operating above “safe operating temperatures” decreases considerably its
reliability leading to a premature failure.
In this study, a polycarbonate component design with integral electrical circuitry that is
fabricated by Material Extrusion process was considered. After Finite Element Analysis was
conducted to analyze the joule heating effect, results where the following:


Maximum temperature of 62.65 ℃

In addition to copper deposited in the FDM process for the circuitry, complementary
copper was deposited to help conduct the heat generated by the joule effect. FEA results where the
following:


First Model Refinement design using a, b, n, and f as input factors showed the
following results after a thermal FEA was conducted:
 29.53% of total heat was dissipated through the deposited copper wires
 29.85 ℃ was the maximum temperature of the electrical component
 2.052% Copper volume fraction



Second Model Refinement using n and b as input factors showed the following
results after a thermal FEA was performed:
 34.33% of total heat was dissipated through the deposited copper wires
 29.55 ℃ was the maximum temperature of the electrical component
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 2.56% Copper volume fraction


Third Model Refinement using w and h as input factors showed the following
results after a thermal FEA was performed: 5
 40.53% of total heat was dissipated through the deposited copper wires
 30.85 ℃ was the maximum temperature of the electrical component
 7.96% Copper volume fraction



Fourth Model Refinement using a, b, n, f, h and w as input factors showed the
following results after a thermal FEA was conducted:
 42.73% of total heat was dissipated through the deposited copper wires
 31.65℃ was the maximum temperature of the electrical component
 9.11% Copper volume fraction



Fifth Model Refinement using b, n, and w as input factors showed the following
results after the thermal FEA was conducted:
 42.08% of total heat was dissipated through the deposited copper wires
 29.95 ℃ was the maximum temperature of the electrical component
 17.15% Copper volume fraction



Linear optimization shows the following results after a FEA was performed
 50.43% of total heat was dissipated through the deposited copper wires
 29.25 ℃ was the maximum temperature of the electrical component
 4.69% Copper volume fraction

This guided methodology optimized the model by effectively increasing heat dissipation
through the additional copper wire. The optimized model with additional deposited copper wire
dissipated 50.43% of the total heat generated, whereas, previous design dissipated only 9.49% of
the total heat generated by the joule heating; also, temperature was lowered from 118.05 ℃ to
29.25 ℃ degrees. That is, an increase in percentage of the heat dissipated through the additional
deposited wires by 81.1 and a decrease of the overall temperature of the component by 75.2%.
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In addition, the first three model refinements suggested that volume fraction was the main
contributor to the increase in heat dissipation; as percentage continued to increase as the volume
fraction got higher. However, after the fourth model refinement, it was observed that the change
in heat percentage from third to fourth model refinement was not as large as the change in
percentage of copper volume fraction. Therefore, a fifth model refinement was conducted to
analyze the behavior of volume fraction. Volume fraction was increased from 9.11% (fourth model
refinement) to 17.15% (fifth model refinement) giving an increment of in VF of 8.04%. However,
heat dissipation did not show an increase in percentage as expected; in fact, it showed a decrease
of .06%. These results, confirmed that, when volume fraction is higher than 7%, it loses effect over
the response. On the other hand, linear optimization achieved the highest percentage of heat
dissipation (50.43%) having a 4.96% of copper volume fraction. MATLAB code showed that
volume fraction was going to be 7%; the difference can be attributed to the fact that, the constrained
equation for volume fraction did not consider the curvature of copper wire at each pass (n).
6.2 Research Contributions
Many Research studies have attempt to address thermal management issue in traditional
electronics, mainly through heat sinks, phase change material (PCM)-based cooling system and
heat pipe cooling mechanisms, and most of these systems cooled by forced convection.
Nonetheless, few research studies have been reported on overheating in 3D printed embedded
electronics. Results obtained in this research have introduced new findings that will benefit the
field of embedding electronics in AM parts. The main research contributions of this work are as
follows:


Finite Element model to simulate heat generation and maximum temperature.



Dissipate heat generated by joule heating effect though natural convection.



Increase of heat dissipation by 81.1% compared to first design with deposited copper wires.



Lowered the temperature of the 3D printed embedded electronic by 75.2%
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6.2.1 Proposed Research Applications
Also, the methodology followed to optimize a response during this study can be applied to
cooling or heating systems such as thermoelectric. Explained more in detail, these systems
undergoes the thermoelectric effect; which is defined as the direct conversion of temperature
differences to electric voltage and vice versa [56]. The thermoelectric effect encompasses three
different phenomena including [57]:


Seebeck effect



Peltier effect



Thomson effect.

A significant amount of energy we consume each year is rejected as waste heat to the
ambient. Optimization studies have been performed to determine the effect of system size, exhaust
and coolant flow conditions, and thermoelectric material on the net gains produced by the
Thermoelectric system and on the optimum system design [58]. Therefore, Finite Element
Analysis and Response Surface Methodology can be applied to optimize response variables:


Increase electrical energy produced from heat waste

That is influenced by the following independent or input factors:


Design parameters (That will determine the optimum system size and design)



Thermoelectric materials



Exhaust and coolant flow conditions

6.3 Future Work
The W.M Keck Center for 3D Innovation, located at the University of Texas at El Paso, is
a laboratory dedicated to advanced manufacturing technology. As explained throughout this study,
AM fabricated 3D structures with complex geometries. The Keck Center focuses on research to
enhance this technology to include the ability to print multifunctional structures i.e. Embedded
electronics [49]. The W.M Keck Center, will start to fabricate some of the suggested designs in
this study. Manufacturing will be through Material Extrusion process which is based on an
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extrusion process. Then, the fabricated components will be tested by applying voltage and
analyzing the behavior of the component fabricated.
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Nomenclature
AM

Additive Manufacturing

ABS

Acrylonitrile butadiene styrene

ANOVA

Analysis of Variance

CAD

Computer Aided Design

DOE

Design of Experiments

FEA

Finite Element Analysis

FEM

Finite Element Method

FDM

Fused deposition modeling

LOM

Laminated object manufacturing

NT11

Temperature Profile

PC

Polycarbonate

PLA

Polylactic Acid

PCB

Printed circuit boards

RFLE11

Total Heat flux out

RSM

Response Surface Methodology

SL

Selective laser sintering

STL

Stereolithography

VF

Volume Fraction

𝐴

Area

𝛽

Coefficient of volume expansion, (1/K)

𝑐𝑝

Specific heat

𝑑

Diameter

𝐺𝑟𝐿

Grashof number

𝑔

Gravitational acceleration (𝑚/𝑠 2 )

ℎ

Heat transfer coefficient

𝐼

Current

J

Jacobian Matrix

𝐽

Joule

𝐾

Kelvin
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𝑘𝑔

Kilogram

𝑙

Length

𝐿𝑐

Characteristic length of the geometry, (m)

𝑚

Meters

𝑚𝑚

Millimeters

̅̅̅̅̅
𝑁𝑢𝐿

Nusselt number

𝑃𝑟

Prandtl number

𝑃

Power

𝑞𝑤

Heat flux

𝑟

Radius

𝑟𝑜

Outer radius

𝑟𝑖

Inner radius

𝑅𝑎𝐿

Rayleigh number

ℝ𝑛

Real n-dimensional space

𝑅

Resistance

𝑠̇

Joule heating per unit length

𝑇𝑚𝑎𝑥

Maximum temperature

𝑇𝑓

Film temperature

𝑇∞

Ambient temperature

𝑇𝑠

Temperature of the surface(℃)

𝑉

Voltage

𝑊

Watts

∆̇

Heat generation

∆𝑉

Pressure drop

𝜑

Resistivity

𝜌

Density

𝛼

Thermal expansion

𝜆

Lagrange Multiplier

𝜅

Thermal conductivity

𝜗

Kinematic viscosity of the fluid, (𝑚2 /𝑠)
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Appendix A
MATLAB code (.M file)
A MATLAB code implemented to solve a constrained optimization problem with Lagrange
Multipliers is shown below. Code A1. Finds Hessian Matrix. Code A2. Evaluates Hessian Matrix.
Code A1.
clear all
clc
syms b n w h vf LAMBDA a r
theta = 1;
lambda1 = 3.7;
delta = .4;
s = [a; b; n; w; h;LAMBDA];
%Objective Function
H = (35.01-3.86*b-1.3734*n-.9574*h+62.78*vf);
%Volume Fraction Constrained Equation
g = (((2*(h-delta+lambda1))+a+((n-1)*(a-theta)))-(vf*(((a+(2*b))*h*w)-(2*(hdelta+lambda1))+a+((n-1)*(a-theta)))))
F = H-(g*LAMBDA);
%First partial derivate
Pa = diff(F,a);
Pb = diff(F,b);
Pn = diff(F,n);
Ph = diff(F,h);
Pw = diff(F,w);
PLAMBDA = diff(F,LAMBDA)
PA = Pa;
PB = Pb;
PN = Pn;
PH = Ph;
PW = Pw;
PLAMBDA2 = PLAMBDA;
% Residual Matrix (7x1)
r = [PA; PB; PN; PH; PW; PLAMBDA2]
%Jacobian- Heissen Matrix
J = jacobian([r], [a, b, n, h, w, LAMBDA])
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Appendix B
Code A2.
function s = lagrange_evaluation
syms b n w h vf LAMBDA a r theta lambda1 delta
%Parameters used for optimization
m = 0;
% Initialize in zero
TOL = 0.002;
% Tolerance
max_m = 1000;
% max iterations
%(initial guess)
a = 5;
b
= .5;
n
= 11;
w
= 1;
h
= 16;
vf = .9;
LAMBDA = 2;
% Initialize residual matrix (7x1)
r = [-LAMBDA*(n - vf*(n + h*w));
2*LAMBDA*h*vf*w - 193/50;
LAMBDA*(vf*(a - 1) - a + 1) - 6867/5000;
LAMBDA*(vf*(w*(a + 2*b) - 2) - 2) - 4787/5000;
LAMBDA*h*vf*(a + 2*b);
vf*(a - 2*h + (a - 1)*(n - 1) + h*w*(a + 2*b) - 33/5) - 2*h - a - (a - 1)*(n - 1) - 33/5];
% while loop
while ((norm(r) > TOL) && (m < max_m))
J=[
0,
0, LAMBDA*(vf - 1),
LAMBDA*vf*w,
LAMBDA*h*vf,
vf*(n + h*w) - n;
0,
0,
0,
2*LAMBDA*vf*w,
2*LAMBDA*h*vf,
2*h*vf*w;
LAMBDA*(vf - 1),
0,
0,
0,
0,
vf*(a - 1) - a +
1;
LAMBDA*vf*w, 2*LAMBDA*vf*w,
0,
0, LAMBDA*vf*(a +
2*b), vf*(w*(a + 2*b) - 2) - 2;
LAMBDA*h*vf, 2*LAMBDA*h*vf,
0,
LAMBDA*vf*(a + 2*b),
0,
h*vf*(a + 2*b);
vf*(n + h*w) - n,
2*h*vf*w, vf*(a - 1) - a + 1, vf*(w*(a + 2*b) - 2) - 2,
h*vf*(a +
2*b),
0]
% Solve for ds
ds = -1*(J\r)
102

% add ds to s ------ s = s + ds
a = a + ds(1);
b
= b + ds(2);
n
= n + ds(3);
h
= h + ds(4);
w
= w + ds(5);
LAMBDA = LAMBDA + ds(6);

% Recalculate r
r = [-LAMBDA*(n - vf*(n + h*w));
2*LAMBDA*h*vf*w - 193/50;
LAMBDA*(vf*(a - 1) - a + 1) - 6867/5000;
LAMBDA*(vf*(w*(a + 2*b) - 2) - 2) - 4787/5000;
LAMBDA*h*vf*(a + 2*b);
vf*(a - 2*h + (a - 1)*(n - 1) + h*w*(a + 2*b) - 33/5) - 2*h - a - (a - 1)*(n - 1) - 33/5];
m = m + 1;
end
% final values of s
s = [a; b; n; h; w; LAMBDA]
% final results
if ((m >= max_m) && (norm(r) > TOL))
fprintf(1, 'WARNING: maximum number of iterations reached without a solution!\n');
fprintf(1, 'Current solution...\n');
fprintf(1, 'a = %4.4f\nb = %4.4f\nn = %4.4f\nw = %4.4f\n', a, b, n, w);
fprintf(1, 'h = %4.4f\nvf = %4.4f\nLAMBDA = %4.4f', h, vf, LAMBDA);
else
fprintf(1, 'A solution was found after %d iterations!\n', m);
fprintf('a = %4.4f\nb = %4.4f\nn = %4.4f\nw = %4.4f\n', a, b, n, w);
fprintf('h = %4.4f\nvf = %4.4f\nLAMBDA = %4.4f', h, vf, LAMBDA);
end
return
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Appendix C
MATLAB code (.M file)
A MATLAB code (A3.) implemented to solve a constrained optimization problem using linear
programming (lingprog) to find the optimal input variables.
Code A3.
clear all
clc
syms b n w h vf LAMBDA a r
theta = 1;
lambda1 = 3.7;
delta = .4;
%Objective Function:
h = [-.3417;-4.202;1.1331;-3.694;-1.246;-0.0180;0;0;0;0;0;0];
%Constraints:
% g(x) = 2*h - n + (28*vf)/5 + a*n + 2*h*vf + n*vf - a*n*vf - a*h*vf*w - 2*b*h*vf*w + 38/5
A = zeros(12,12);
b = zeros(12,1);
Aeq = [0 0 -1 0 2 (28/5) 1 2 1 -1 -1 -2;
0 0 0 0 0 0 0 0 0 0 0 0;
0 0 0 0 0 0 0 0 0 0 0 0;
0 0 0 0 0 0 0 0 0 0 0 0;
0 0 0 0 0 0 0 0 0 0 0 0;
0 0 0 0 0 0 0 0 0 0 0 0;
0 0 0 0 0 0 0 0 0 0 0 0;
0 0 0 0 0 0 0 0 0 0 0 0;
0 0 0 0 0 0 0 0 0 0 0 0;
0 0 0 0 0 0 0 0 0 0 0 0;
0 0 0 0 0 0 0 0 0 0 0 0;
0 0 0 0 0 0 0 0 0 0 0 0];
beq = [-38/5;0;0;0;0;0;0;0;0;0;0;0];
lb = [5;.4;7;.73;14;7;0;0;0;0;0;0];
ub = [10;.8;25;1.27;17;10;0;0;0;0;0;0];
x = linprog(h,A,b,Aeq,beq,lb,ub);
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Appendix D
Metal Sintering
7. Metal Sintering
7.1 Overview
In this section, a research opportunity in the field of Stainless Steel Power metallurgy and
Sintering process is explained briefly. The powder metallurgy (PM) process, involves mixing
metal powders, compacting the mixture in a mold, and then sintering, or heating, the resultant
shapes in an atmosphere-controlled furnace to metallurgically bond the particles [50]. Sintering is
described as the process where metal powder metals are transformed to solids by using
temperatures below their melting point. During the sintering process, powder particles are bonded
together by diffusion and other atomic transport mechanisms; thus, the porous solid acquires
mechanical strength [51]. Powder metallurgy offers advantages in the process of forming
materials. Sintering can form a dimensionally high precision, complex solid shapes in a single
step. In other words, sintering often eliminates machining process. Reduced assemblies, since
multiple parts and assembly steps are consolidated into a single PM component that minimizes
manufacturing steps and reduces cost. Also, mechanical strength of sintered parts is increased since
the final density approaches to a continuous solid [52]. The sintering process is governed by the
following parameters:


Temperature and time



Geometrical structure of the powder particles



Composition of the powder mix



Density of the powder compact



Composition of the sintering furnace

7.2 Powder Metallurgy of Stainless Steel
Stainless steel, a class of ferrous alloys, is well known for their resistance to corrosion,
creep and high temperature applications. In fact, it is known that the resistance to oxidation as well
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as resistance to creep at high temperatures by stainless steel are normally excellent as compared to
other alloys [53]. Due to high increase in demand of powder metallurgy components made from
stainless steel in variety of applications, including aerospace, automotive, biomedical field, among
others; it has become of a great interest in the research domain [54].
Understanding of the proper processing techniques is critical in producing such
components with significant properties and to extend the use of powder metallurgy technology for
its considerable economic value of increasing number of applications. The following sections
briefly describes the process of powder metallurgy and sintering.
7.2.1 Mold
The first step in creating a metal through powder metallurgy is to design a mold. It is
important to consider shrinkage of the molded parts; since there is a decrease in size of
approximately 20% when they are heated in a furnace during the sintering process [55]. For the
mold design the measurements from the “Standard Test Method for Flexural Properties of
Unreinforced and Reinforces Plastics and Electrical Insulating Materials by Four-Point Bending”
was considered. The material chosen for the mold was steel due to its high strength. Then, the
geometry was sketched in NX 8.5; and later machined in CNC milling machine. The following
Figures 7.1 and 7.2 show the top and bottom part of the mold where the stainless-steel powder will
be deposited
Table 7.1: Top and bottom mold dimensions (mm)
Length
(𝑳)
mm

Height
(𝑯)
mm

Width
(𝑾)
mm

Top

79.756

10.16

24.638

Bottom

80.264

7.62

25.146

Mold
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Figure 7.1: Top part of the mold

Figure 7.2: Bottom part of the mold

7.2.2 Stainless Steel Pre-Processing
7.2.2.1 Stainless Steel Powder Mixture
The 316 L Stainless steel powder mixture was prepared for this research as follows: The
micro powder (Alfa Aesar) with an average size ranging from -40 to +80 mesh. The binder
employed to prepare the feedstock (𝟔𝟎% 𝐒𝐭𝐚𝐢𝐧𝐥𝐞𝐬𝐬 − 𝐒𝐭𝐞𝐞𝐥 𝐏𝐨𝐰𝐝𝐞𝐫 + 𝟒𝟎% 𝐁𝐢𝐧𝐝𝐞𝐫) was
composed of paraffin wax. The feedstock was mixed until fully blended. The desired thickness of
the specimen according to the ASTM standards mentioned in 7.2.1 is 2.28 mm. To achieve this,
19.89 grams of feedstock are needed to fill 𝟒. 𝟒𝟑 𝒄𝒎𝟑 of the bottom mold. Then, the mixture was
deposited into the mold at room temperature under the pressure of 30, 000

𝑵
𝒎𝟐

using the Instron

5969 under compression testing. Because of an applied high pressure, the powder will turn into a
“green compact.” as is comes out of the steel mold. The compact has the size and shape of the
finished product. The strength of the compact is just sufficient for in the careful handling and
transportation to the sintering furnace.
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7.2.2.2 Stainless Steel Sintering Temperature
The next stage in the production of powder metal stainless steel is called sintering. As
mentioned in section 7.1, sintering is defined as “The thermal treatment of a powder or compact
at a temperature below the melting point of the main constituent, for the purpose of increasing its
strength by bonding together of the particles.” [55]. To achieve this, a specially designed furnace
with the capability of having a controlled atmosphere is used. In these type of furnaces, the “green
compacts” are brought to a temperature just below the stainless-steel melting point. For 316L
Stainless-steel, this temperature is approximately 1400-1450 °C.
Sintering process can be divided in different stages. The stage of sintering, impurities and
binder materials (Paraffin wax) are melted or removed. Then, to prevent oxidation of the metal
powder, an argon atmosphere is created inside the furnace. As the part approaches the stainlesssteel melting temperature a process called solid state bonding occurs forming a solid metal part. It
is important that the temperature not go above this point or the part may melt. [54].
7.2.3 Process and Results
The stainless-steel “green compacts” were subjected to heat treatments of debinding and
sintering. In the debinding process, the molded parts were heated to 400 °C for 1 hour in an argon
atmosphere argon (Ultra high purity 99.99%) at different heating rates of 3 to 10 °C/min. After the
debinding process, the sintering process was carried out in different ways by heating up from
400 °C to different temperatures and different sintering times.
Table 7.2 shows in detail the sintering temperatures as well as the results obtain at each
temperature and sintering time. Empirical evidence showed that, when using temperatures above
1300 °C powder metals achieve a fully solid state. However, stainless-steel specimen loses its
shape due to the melting of the metal. Also, in temperatures ranging from 1300 °C to 1360 °C,
Widmannstätten structure or needle patterns were formed in the specimen due to the overheating
of the stainless-steel powder as observed in Figure 7.3
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Figure 7.3: Stainless-Steel sintered at 1360 °C for 5 hours

In addition, several specimens that were sintered at temperatures ranging from 1250 °C to
1230 °C, demonstrated that these temperatures are the boundaries between melted or brittle
specimens as observed in the table below. Even though some of the specimens were melted at
these temperatures, they also showed low strength properties as shown in Figure 7.4

Figure 7.4: Stainless-Steel sintered at 1250 °C for 1 hour

For this reason, a specimen was sintered for 24 hours at a temperature of 1225 °C to see if
sintering time has an impact over the strength of the specimen. Best results were obtained at this
sintering time, the specimen increased its strength properties and did not lose shape. As it is
observed in the table, small (∆𝑇) changes in temperature i.e. 1230 °C to 1228 °C shows huge
difference between a brittle specimen and a melted specimen. However, if the sintering time is
increased in the temperatures ranges where specimens are brittle, the strength is increased.
Therefore, the proposed time and temperature for the stainless steel “green compacts” is 1228 °C
for 24 hours to see how the strength is increased from 1225 °C for 24 hours to 1228 °C for 24
hours.
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Table 7.2: Sintering Temperatures, time and results for Stainless-Steel specimens

Sintering
Temperature
(Celsius)

0.5 hours

1 hour

5 hours

7 hours

24 hours

1360

Melted

Melted

Melted

-

-

1300

Melted

Melted

Melted

-

-

1250

Melted

Melted

Melted

-

-

1230

Brittle

Melted

Melted

Melted

1228

Brittle

-

-

-

Proposed Temp
and time

1225

Brittle

Brittle

Brittle

-

1200

Brittle

Brittle

-

-
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Sintered (Brittle)
-
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