Differently from the Milnor number, no formula relating the Tjurina number of a reducible algebroid curve to invariants of its branches was known. The aim of this work is to provide such a formula for a complete intersection algebroid curve with several branches in terms of invariants of its branches and the maximal points of the set of values of Kähler differentials on components of the curve.
determine an O-modules monomorphism π : O → r i=1 O i , which induces an O-modules homomorphism π * : Ω(O) → r i=1 Ω(O i ). Let O J be the integral closure of O J in its total ring of fractions K J . It is 
where the dash means derivative with respect to t i . We define the value map v : K → (Z∪{∞}) r , where v i = ord t i and where (Z ∪ {∞}) r is endowed with the product order. This allows us, by composition with ϕ and ϕ * , to define value maps on O and on Ω(O), respectively.
A fractional ideal I of O is an O-submodule of K such that there exists a regular element d ∈ O such that d I ⊂ O. We define the value set of I as being E = v(I) ⊂ (Z ∪ {∞}) r . In particular, the value set Γ(O) = v(O) will be called the semigroup of values of O.
Properties of value sets of the form E = Γ(O) were studied in [1] , but it is not difficult to extend them to any value set E. We list below some of their remarkable properties.
A value set E has an infimum inf(E) (for the product order) and a conductor c(E) defined by c(E) = inf{β ∈ Z r ; ∀α ∈ Z r , α ≥ β ⇒ α ∈ E}.
The fiber with respect to a subset J ⊂ I = {1, . . . , r} of an element α ∈ E is the set
This means that there is no element in E with one coordinate equal to the corresponding coordinate of α and the others bigger.
From the fact that E has an infimum inf(E) and a conductor c(E), one has immediately that all maximal points of E are in the limited region {x ∈ Z r ; inf(E) ≤ x < c(E), i = 1, . . . , r}, so E has finitely many maximal points.
A maximal point α of E is called an absolute maximal if F J (E, α) = ∅ for every J ⊂ I, J = I; and a relative maximal if F J (E, α) = ∅, for every J ⊂ I with #J ≥ 2.
When r = 2, maximal, relative maximal and absolute maximal coincide. For r = 3 there are only relative maximals and absolute maximals.
We denote by M (E), RM (E) and AM (E) the sets of maximals, of relative maximals and absolute maximals of the set E, respectively.
In [1, Theorem 1.5] it is proved that the finite set RM (E) and E i = Γ(O i ), i = 1, . . . , r, determine E = Γ(O) in a combinatorial sense. However, it is not difficult to extend this property for a general value set E. We will denote by T and by T i the torsion modules of Ω(O) and of Ω(O i ), respectively. One has the following:
, it follows that π j (h) = 0, for all j = 1, . . . , r, hence a nonzero divisor in O j . Since 0 = π * j (hω) = π j (h)π * j (ω), this implies that π * j (ω) ∈ T j , proving the result.
We will make an essential use of the following theorem.
Theorem 3 (Piene [7] ). If O is the ring of an algebroid complete intersection curve, then
where J and C are, the Jacobian ideal of O and the conductor ideal O : O, respectively, while R is the ramification ideal generated in O by the elements (ϕ 1 (x i ) , . . . , ϕ r (x i ) ), i = 1, . . . , n.
If we denote c(Γ(O)) by c, then one has that C = {g ∈ K; v(g) ≥ c}.
From now on we will assume that the curve C is a complete intersection, this means that C = Spec k[[X 1 , . . . , X n ]]/ f 1 , . . . , f n−1 , for some f 1 , . . . , f n−1 ∈ k[[X 1 , . . . , X n ]].
By choosing properly the coordinates in k[[X 1 , . . . , X n ]], we may assume that the hyperplane X 1 does not contain any line of the tangent cone of the curve C, so (ϕ 1 (x 1 ), . . . , ϕ r (x 1 )) is not in the set Z( O) of zero divisors of O; hence the maximal ideal M of O is a fractional ideal of O and v(x 1 ) = (mult(C 1 ), . . . , mult(C r )) = inf v(M).
Since char(k) = 0, it follows that R is a regular fractional ideal of O, that is, a fractional ideal that contains a regular element, and
In this situation, one has that J = |M 1 |, . . . , |M n | , where |M i | is the determinant of the matrix M i obtained by deleting the i-th column of the matrix Jac(f 1 , . . . , f n−1 ). From Theorem 3, after reordering the series f 1 , . . . , f n−1 , we may assume that
This implies that |M 1 | is not a zero divisor in K.
Writing the relations df
we get, by Cramer's Rule,
From Equations (1) and (2) one gets that, for all i = 1, . . . , r,
Theorem 4. For a complete intersection O one has that
. . , r (cf. Proposition 1). Consider |M 1 | ω, which in view of relations (2) may be written as
Applying ϕ * i to both sides of (4), one gets, for all i = 1, . . . , r,
Corollary 5. Let O be the ring of an algebroid complete intersection curve, then one has ω = n l=1 g l dx l ∈ T if and only if
Proof We have seen in the course of the proof of Theorem 4 that ω ∈ T if and only if |M 1 | ω = 0, and this is equivalent, in view of (4), to the condition n l=1 σ(l)g l |M l | = 0, which in turn is equivalent to the vanishing of the determinant in the statement of the corollary.
From Proposition 1 and Theorem 4 it follows that, if C is a complete intersection, then we have inclusions
which allow us to view Ω(O)/T and Ω(O 1 )/T 1 × · · · × Ω(O r )/T r as fractional ideals of O, one contained in the other. Now, it is easy to verify that the map
is a differential operator on O, that may be written as
This operator and the universal differentiation on O may be extended in a standard way to the total ring of fractions K of O. Proposition 6. For any g ∈ O, and any i = 1, . . . , r, one has
Proof Since df j = 0, for all j = 1, . . . , n − 1, from the relations ϕ * i (df j ) = 0, i = 1, . . . , r, and the chain rule applied to ϕ i (g), one gets the following equalities:
Again, from Cramer's Rule, for 1 ≤ i ≤ r and 1 ≤ j ≤ n, one gets that
From this, in view of Equation (3), we get that v i (ϕ i (D(g) 
Using the determinantal definition of D(u) and the relations (2) one gets
So, one has that D(u) is not a zero divisor, because, otherwise, |M 1 | du would be a torsion differential, that implies du is torsion, a contradiction, since in caracteristic zero, no exact non-zero differential is torsion. So,
is well defined for u ∈ k and independent from u; furthermore, v(ξ) = −c+e. Consider now the O-modules homomorphism multiplication by ξ:
Recalling that J and C are respectively the jacobian and conductor ideals of O, we have the following theorem: Proof (i) This is so, because the homomorphism ϕ : O → O is injective,
Conversely, let ρ = (ρ 1 , . . . , ρ r ) ∈ (t 1 , . . . , t r ) O. Let h = (h 1 , . . . , h r ) , where h i = ρ i /ξ i , then h ∈ C and m ξ (h) = ρ.
(iii) Notice that any element in J may be written in the form
Conversely, let ϕ * ( n l=1 g l dx l ) ∈ ϕ * (Ω(O)), then defining
we get m ξ (h) = ϕ * ( n l=1 g l dx l ), concluding the proof. Proof This is just Theorem 8 (iii) and a computation of values.
The Tjurina number of O is defined as
where O stands for the length as O-module.
Corollary 10. Let O be the ring of a complete intersection curve, then one has
Proof By computing values, it is easy to check that J ⊂ C, so
Now, from Theorem 8 one gets
which proves the result. Corollary 11. Let O be the ring of a complete intersection curve, then one has
On the other hand, from the chain of monomorphisms
the proof follows in view of the formula given in Corollary 10.
, which we will do next.
Let us fix some notation. Let I be a fractional ideal with value set E and α 0 = inf(E). For γ ∈ Z r , we define I(γ) = {x ∈ I; v(x) ≥ γ}. For J = {j 1 < · · · < j s } ⊂ I = {1, . . . , r}, we also denote by π J : K → K J the natural projection and by pr J : Z r → Z s the projection (α 1 , . . . , α r ) → (α j 1 , . . . , α js ). It is true that the value set of π J (I) is E J = pr J (E). For 1 ≤ m ≤ r, Let us put [1, m] = {1, . . . , m} = [1, m + 1). We also denote by pr * (α 1 , . . . , α s ) = α s and by G(
If J ⊂ I are fractional ideals of O, and for γ ∈ Z r sufficiently large (in the order product of Z r ), we have that
In particular, for such a γ, we have that
Let us define Θ 1 = 0, and Θ i = # {i} J⊆ [1,i] pr * (RM(Λ J )), 2 ≤ i ≤ r, and recall the following result, adapted to our situation: [1,r) 
Applying Theorem 12 and Formulas (5) and (6) to I = Ω(O)/T and
So, we proved the following result:
Theorem 13. Let O be a complete intersection curve, then
For r = 2 and r = 3, from [3, Proposition 7] and [3, Theorem 18], respectively, one gets the more explicit formulas:
Corollary 14. Suppose that O and each O i are complete intersections (this is the case for plane curves), then
Proof This is so, because 2δ i − r i = τ i and due to the formula (cf. [6] )
In particular, for r = 2, our formula specializes as 
Corollary 15 (Additive formula). Let f = f 1 · · · f r ∈ k[[X, Y ]] be the equation of an algebroid reduced plane curve. Let J, K ⊂ I = {1, . . . , r} be a partition of I. Then one has
where I(f j , f κ ) stands for the intersection multiplicity of f j and f κ , and for any J = {j 1 < · · · < j s } ⊂ I,
Example
In what follows we give an example where our formula is applied.
By using the algorithm decribed in [5] , we get This number is validated by using the routine implemented in Singular [2] to calculate the Tjurina number: LIB "sing.lib"; ring r=0,(x,y),ds; //local ring poly f=(y3-x7)*(y3-3*x5y-x7-x8)*(y4-2*x5y2-4*x7y-x9+x10); tjurina(f); //-> 157 //Tjurina number at 0.
