I. INTRODUCTION Texture is one of the main features used in visual-based systems to describe the content of an image [1] , [2] . As well as being an important feature, it is also one of the most difficult to be characterized due to the imprecision of the concept itself [3] , [4] . In fact, there is not an accurate definition for the concept of texture but some widespread intuitive ideas. In this way, texture is described by some authors as local changes in the intensity patterns or gray tones which is used in opposition to the homogeneity idea. Other authors consider texture as a set of basic items called texels (or texture primitives), arranged in a certain way [5] .
Furthermore, it is usual for humans to describe visual textures according to some vague "textural concepts" like coarseness/fineness, orientation or regularity [6] , [7] , [8] . From all of them, the coarseness/fineness is the most popular one, being common to associate the presence of fineness with the presence of texture (from this point of view, texture is defined as local variations against the idea of homogeneity). In this sense, a fine texture is considered as small texture primitives with big gray tone differences between neighbor primitives (e.g. the image in figure 1(A)), whereas a coarse texture corresponds to bigger primitives formed by several pixels (e.g. the image in figure 1(I) ). By considering the importance of this textural concept, in this paper we will focus our study on the "fineness" modelling (let us remark that 'This work has been supported by the MEC under the TEC2006 13845 project "coarseness" and "fineness" are opposite but related textural concepts).
The own imprecision of the concept of texture suggests the use of representation models that incorporate the uncertainty. Nevertheless, the majority of the approaches that can be found in the literature are crisp proposals [9] , [10] , [5] , [6] where uncertainty is not properly taken into account. To face this problem, fuzzy logic has been recently employed for representing the imprecision related to texture. However, in many of these approaches, fuzzy logic is usually applied just during the process but the output do not habitually model the imprecision (being often a crisp one). Examples of this fact are frequently found in the literature, like those approaches that use texture to perform image segmentation or classification on the basis of fuzzy clustering [11] , [12] , [13] , fuzzy rules [14] , [15] , [16] , etc.
Other interesting approaches emerge from the content-based image retrieval scope, where semantic data is managed by means of fuzzy sets [17] , [18] . In To face this problem, we propose to model the fineness perception as a fuzzy set defined on the domain of a given measure. For this purpose, two questions will be faced:
(i) what reference set should be used for the fuzzy set, and (ii) how to obtain the related membership functions.
As reference set, a wide variety of measures of fineness will be considered. Concretely, we have selected the 18 measures indicated in the first column of table I, that includes classical statistical measures well known in the literature, measures in the frequency domain, fractal dimension analysis, etc. All of them are automatically computed from the texture image. From now on, we will note P {P1,... , PK} the set of measures of fineness and Tk the fuzzy set defined on the domain of a given Pk C P.
To obtain the membership function' of the fuzzy set Tk, a functional relationship between the measure Pk and the presence degree of fineness related to it will be learnt. To do it, we will use a set I = {I1,. .. ,IN} of N images that fully represent the different degrees of fineness. Thus, for each image Ii C 1, we will obtain (a) a value calculated applying the measure Pk C P to the image Ii, noted as mk, and (b) a human assessment of the fineness degree perceived, noted as vt, which will be collected by means of a poll with human subjects (section II-A). From the multiset Tk {(mk, v1),... , (mnf, vN)}, the membership function Tk will be estimated (section Il-B).
A. Assessment collection
In this section, the way to obtain a vector
of the assessments of the perception degree of fineness from the image set I = {I1, . . . , IN} will be described. Thus, firstly the image set I will be selected. After that, a poll which allows to get assessments of the perception degree of fineness will be designed. These assessments will be obtained for each image in 1, so an aggregation of the different assessments will be performed.
1) The texture image set: A set I {'1,... , IN} of N 80 images representative of the concept of fineness has been selected. Figure 1 shows some images extracted from the set IT. The selection was done to cover the different perception degrees of fineness with a representative number of images. Furthermore, the images have been chosen so that as far as possible, just one perception degree of fineness is perceived.
2) The poll: Given the image set 1, the next step is to obtain assessments about the perception of fineness from a set of subJects. From now on we shall note as W = [ol,...., ] the vector of assessments obtained from L subjects for the image Ii. To get 9i, subjects will be asked to assign images to classes, so that each class has associated a perception degree of fineness.
In particular, 20 subjects have participated in the poll and 9
classes have been considered. The first nine images in figure  1 show the nine representative images for each class used in this poll. It should be noticed that the images are decreasingly ordered according to the presence degree of the fineness concept. The first class (Figure 1(A) ) represents a presence
To simplify the notation, as it is usual in the scope of fuzzy sets, we will use the same notation hk for the fuzzy set and for the membership function that defines it [28] 
2Note that this function is defined for measures that increase according to the perception ot fineness but tor those that decreases, the tunction needs to (2) be changed appropriately In our proposal, the parameters a ... ao, and /3 of the function Tk are calculated by carrying out a Least Squares Fitting on Tk taking into account the restriction of obtaining a monotonic function and considering n=1,2,3 (i.e. linear, quadratic and cubic functions) to define the polynomial function. Table I shows for each measure Pk C P the least RMSE fitting error obtained, the corresponding parameters (a3, .. ., ao) and the knot values a and Q necessary to define the spline function. Note that the fitting error can be viewed as a goodness measure of the ability of the measure to represent the perception of fineness. Table I has been sorted in increasing order of the errors and it can be noticed that the five first measures obtain a similar RMSE which difference is as much of 0.03 what implies that these measures will give similar results when employed. Furthermore, the last measures appearing in table I have associated a high RMSE very distant from the above mentioned measures which implies that these measures are not providing a representative information about the perception of fineness.
III. RESULTS
In this section, the membership function Tk obtained for each measure Pk (and defined by the parameter values shown in table I) will be applied in order to analyze the performance of the proposed model. For this purpose, some experiments using images with different associated fineness presence degrees will be performed, analyzing the goodness of the fuzzy sets for each case. Let's consider figure 3(A) corresponding to a mosaic made by several images, each one with a different increasing perception degree of fineness. The perception degree of fineness for each subimage has been calculated using the Tamura measure (the one with least fitting error according to table I) and the results are shown in figure 3 (B) where a white grey level means maximum perception of fineness, while a black one corresponds to no perception of fineness (the numeric value is also shown on each subimage). It can be noticed that our model captures the evolution of the perception degrees of fineness. Table III shows a comparative between our model and the assessments obtained from subjects for the images in figure   3 . To get such asessments, showed in the second column in table III, we have aggregated the assessments of 20 subjects following the steps explained in section I1-A. The third column shows the fineness degree obtained by applying our model, the fourth column shows the difference between the computed degree and the human assessment. In the case of the fifth column we calculate the differences between the assessment given by each subject and the computed degree, and we obtain as error measure the mean from these 20 differences. Finally, the average errors shown in the last row with values of 0.011 and 0.029 show the goodness of our approach to represent the Avg: 0011 Avg: 0029 subjectivity found in fineness perception. Figure 4 presents an example where the proposed fuzzy sets have been employed for pattern recognition. Concretely, the figure shows a microscopy image (Figure 4(A) ) corresponding to the microstructure of a metal sample [30] . The lamellae indicates islands of eutectic, which are to be separated from the uniform light regions. The brightness values in regions of the original image are not distinct, so texture information is needed for extracting the uniform areas. This fact is showed in Figure 4 (B13,B2), where a thersholding on the original image is displayed (homogeneous regions cannot be separated from the textured ones as they "share" brightness values).
Figure 4(C1) shows a mapping from the original image to its "fineness" membership degree (in this example, the fuzzy set corresponding to the edge density measure has been used). For each pixel in the original image, a centered window of size 15 x 15 has been analyzed and its fineness membership degree has been calculated. Thus, Figure 4 (C1) represents the degree in which the human perceives the texture, with a white grey level meaning maximum perception of fineness, and a black one meaning no perception of fineness (i.e., maximum perception of coarseness). It can be noticed from Figure 4 (C1) that uniform regions correspond to areas with low degrees of fineness (i.e., high coarseness), so if only the pixels with fineness degree lower than 0.1 are selected (which it is equivalent to a coarseness degree upper than 0.9), the uniform light regions emerge with ease ( Figure 4(C2,C3) ). on vectors of measures. Furthermore, the performance of the fineness functions will be analyzed in applications like textural classification or segmentation.
