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ABSTRACT 
The construction sector serves as the engine of growth to the South Africa economy because of 
its catalytic role in the growth and development of the country. This study focuses mainly on the 
influence of the macro-economic environment on the contribution of the private sector to 
construction in the South Africa economy from 1984 to 2011. Government construction work is 
considered to be an injection into the economy; in this regard, state construction is regarded as 
public investment in the economy; and therefore, it is anti-cyclic (Keynes, 1936). The aim of this 
study has been to develop an econometric model for predicting the influence of the macro-
economic environment on the contribution of the private sector to the construction sector in the 
South Africa economy. The research design adopted in this study was an “ex-post facto” type, 
otherwise known as a causal-comparative design. The data were extracted from the published 
sources of the South African National Statistics, namely SARB, Stats SA and Quantec SA. The 
estimation technique used in this study was the ARDL model using quarterly data from 1984 to 
2011. This is because in the construction sector, the influence of the independent variables is 
always felt over time – rather than all at once. The results of this study show that there is a long-
run causal relationship between inflation rate, interest rate, real exchange rate, GDP and gdp in 
the construction sector. The descriptive statistical analysis show that there is a negative 
relationship between variables inflation rate and interest rate and the private sector spending in 
construction. However, economic growth as well as growth in the construction sector have a 
positive relationship with the private sector spending in construction. Likewise, the real 
exchange rate and labour productivity in construction have a negative relationship with the 
private sector‟s spending in construction and they are statistically insignificant. The variance 
decomposition analysis show that the private sector spending in construction explains about 75 
per cent of it variations, followed by inflation rate that explains 21 per cent on the average; while 
the remaining variations, comprising about 4 per cent, were shared among the other independent 
variables, such as GDP, GDP in construction, the interest rate and the real exchange rate. It was 
discovered that only the inflation rate does Granger-cause the private sector spending in 
construction. From the finding it can be concluded that inflation rate is a significant explanatory 
variable in explaining the variation in the dependent variable during period under review. Policy 
recommendations are as follows: firstly, the monetary authorities in South Africa should embark 
on sound policies that would bring about low prices of the construction materials. This would 
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ensure growth and development in the construction sector; secondly, a stimulating development 
plan that would encourage private sector investment in properties and infrastructural 
development must be instituted; thirdly, an alternative policy to the present inflation targeting is 
recommended that would bring about low inflation, high growth, low unemployment and stable 
exchange rate; fourthly, the present policy on interest rate must be reviewed to allow for more 
participation in construction projects by the private sectors of the economy; fifthly, due to the 
fact that fluctuation in the crude oil prices in the international market is one of the major factors 
causing high inflation rate in South Africa, government must source local alternative products 
that would bring down prices of construction materials. 
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DEFINITION OF TERMS 
 
 Construction environment  
 This refers to various governmental monetary and fiscal policies that affect the performance of 
the construction industry (Oyediran, 2006: 63). 
 
Construction fluctuation  
This refers to a change in the construction performance or behaviour, as a result of the 
contraction or expansion, burst or boom, in the economy (Knoop, 2004: 32). 
 
Private sector  
This is defined as engine of economic development of any nation and it includes wide variety of 
actors, such as large private enterprises who aim is to maximize profits for shareholders, to 
millions of individuals that are in business activities to support themselves and their family 
(Reality of Aid Network International Coordinating Committee, 2012: 2). 
 
Private sector spending in construction  
This is defined as the total output of the private sector in construction to the GDP at a particular 
period.  
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CHAPTER ONE 
 
BACKGROUND OF THE STUDY 
 
1.1 INTRODUCTION 
The behaviour and performance of the construction sector of any economy are strongly 
influenced by the macro-economic environment in which it operates. The macro-economic cycle 
is characterised by macro-economic variables such as the inflation rate, the interest rate, the 
exchange rate and other economic indicators that affect the behaviour, performance, well-being 
and profitability of an organisation in any given economy (Bhattacharjee & Higson, 2007: 3).  
 
Empirical studies in the United Kingdom (UK) on macro-economic business performance have 
revealed that movements in aggregate failure, or the success rate of business establishments, or 
any investment tend to coincide with volatility in the macro-economic performance 
(Bhattacharjee & Higson, 2007: 3). The macro-economic environment of a given economy 
consists of the following sectors: Fiscal; monetary; the exchange rate; income; and other policies 
that are used to regulate the production activities (Eyo, 2008: 281).  
 
A stable macro-economic environment is of paramount importance in the economic growth and 
development of any nation; and this can only be accomplished by sound macro-economic policy.  
One of the factors that can create a stable macro-economic environment ensuring that the macro-
economic variables in a given economy are performing satisfactorily so as to bringing about 
stable economic conditions, lowering the user cost of capital, and also reducing the volatility in 
the exchange rate (Faulkner & Leowald, 2008: 4).  
 
The relationship between growth and macro-economic stability is a well-established 
phenomenon in which long-term growth requires a higher level of investment, and a stable 
economic environment that promotes domestic savings and attracts foreign savings (Basyal, 
2006: 3).   
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The prime objective of a macro-economic policy is to create full employment, thereby ensuring 
equitable and sustainable economic growth that guarantees the wellbeing of the citizens (UN 
System Task Team on the Post-2015 UN Development, 2012: 16). Myers (2008: 204) gives five 
key macro-economic objectives as the following: Stable prices; full employment; sustainable 
economic growth; external balance, and the protection of the environment. However, Lean and 
Smith (2011: 10) state that although macro-economic stability guarantees and forms the basis or 
the foundation of any economic growth, it is not a sufficient condition. For Young (2008: 52), a 
stable macro-economic environment ensures improvement, efficiency, effectiveness, and a 
consistent business level that is characterised by a reduction in the seriousness of common 
shocks. 
 
The importance and the significance of a sound well-managed macro-economic environment in 
terms of its contributions to the construction sector in any economy cannot be overemphasized. 
In terms of sustainability and growth, it may be argued that the construction sector – with 
favourable macro-economic policies – can contribute enormously to ensure a stable macro-
economic environment, especially in some emerging and developed countries (Arcila, 2012: 45; 
Memon, Rahman & Azis, 2012: 21). For instance, the construction industry in Malaysia has 
contributed significantly to the growth and sustainability of the economy through its contribution 
to revenue generation, capital formation, employment generation, and socio-economic 
development – because of the favourable macro-economic environment prevailing in the country 
(Khan, Liew & Ghazali, 2014: 507). According to Khan et al. (2014: 507), the construction 
sector‟s contributions in Malaysia are strongly dependent on economic growth in the context of a 
favourable macro-economic environment. 
 
In China, the construction sector accounts for a large percentage of the country‟s Gross Domestic 
Product (GDP); since it represents the cornerstone of the country‟s domestic economy (European 
Small & Medium-Sized Enterprise Centre, 2013: 2). The construction sector in China has 
received a boost in the world record,  its percentage share of the world construction market in 
1990 was only one per cent; and it has since then increased to a 15 per cent share in 2010 (Spire 
Research & Consulting Pty Ltd, 2011: 2). 
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The economic development in some of the afore-mentioned countries of the world, have been 
based on sound and disciplined macro-economic policies. For instance, after the introduction of 
“economic reform and opening policies” in China, its construction industry started to grow very 
fast. Now, the country‟s economy is the second largest in the world, after the United States, with 
an average of a 10% growth trend for the past 30 years (Spire Research & Consulting Pty Ltd, 
2011: 2). Also in Malaysia; under the former Prime minister Dr Mahathir Mohummad, the 
country introduced an economic reform called Vision 2020 in February 1990. The objective was 
to make it a strong industrialized and modernized economy (Khan et al., 2014: 507). 
 
Some of the developed countries of the world attained economic growth through the 
implementation of reliable policies; but the contrary is the case with developing countries – 
especially in Africa. Macro-economic uncertainty prevails; and this plays a prime role in 
determining the investment performance in developing countries of Africa (Udah, 2010: 262). 
Most countries in Africa are characterized by uncertainties, because of the high and unstable 
inflation rate, unstable fiscal deficits, and volatility in the external trade balance, these issues 
were largely caused by political instability and poor macro-economic management. 
 
South Africa is no exception. In the 1980s and 1990s, the country battled with political 
instability – due to internal and external crises; and during this period, economic sanctions were 
imposed on it by its trade partners because of the apartheid regime (Harmse, 2006: 222; Faulkner 
& Leowald, 2008: 2). This caused a lot of macro-economic distortion in the economy. During 
this time of economic sanctions in South Africa, Faulkner and Leowald (2008: 1) stated that the 
economy was depressed, and that the macro-economic policies caused higher inflation, increased 
uncertainty, and declining investment.  
 
The period of sanctions brought about a low performance in economic growth in South Africa; 
and unemployment recorded seven years of negative trends; while the inflation rate reached 15 
per cent and above in 1991 (Harmse, 2006: 222). 
 
On the issue of unstable macro-economic environment in South Africa, Calitz, du Plessis and 
Siebrits (2013: 5) state their reasons as follows: Firstly, there are pressures to satisfy the socio-
4 
 
economic needs, in order to reduce racial disparities in the supply of public services. Secondly, 
the economy is characterised by a fluctuation in commodity prices, business cycles, political 
instability, international financial and trade sanctions. They went further stating that, from 1961 
to 2008, South Africa‟s structural budget balance fluctuated between -6 per cent and +2 per cent 
of GDP; while the cyclical fluctuation in public debt hovered between 23.8 per cent and 50.4 per 
cent of GDP. 
 
 After the sanctions era came the emergence of the democratic government in 1994. According to 
du Plessis and Smit (2006: 2), the appearance of the democratic government created a great 
expectation that the economy would experience drastic transformation. Bhorat, Hirsch, and 
Ncube (2013: 2) confirm the improvement in the economic growth during this democratic 
dispensation. However, they went further by stating that the growth was not sustainable.  
 
According to Glamporcaro and Pretorius (2012: 1), an economy must grow. How it grows is 
important. In the real sense, financial instruments and markets, which are largely products of 
macro-economic policies have great impact on the social, economic, and environmental 
outcomes and these are the keys to sustainable and responsible investment (SRI) (Glamporcaro 
& Pretorius, 2012: 1). 
 
Knowledge on the influence of the macro-economic environment on the contributions of the 
construction sector could bring about sustainable construction, thereby assisting in the economic 
sustainability of South Africa, and make it a viable nation. In any event, there is a close 
relationship between the construction sector and the economy. There will be more explanation on 
this in the course of this study. 
 
1.1.1 Construction and economic development 
The importance of the construction industry in any economy cannot be over-emphasized. Ofori 
(2012: 2) states that the construction industry is important because of its outputs; and it 
contributes to the national socio-economic development by providing the buildings, which are 
used in the provision of all goods in the economy. The construction industry is responsible for 
supplying roughly 40% to 60% of the national gross capital formation (NGCF) of most of the 
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developing countries of the world; and this makes the construction industry sensitive to changes, 
which would, in turn, affect the level of investment in the economy (Wibowo, 2014: 2).  
 
The construction sector is one of the top-five sectors used in measuring the NGCF, the GPD of 
any country; and its effect on every other sector makes it a significant front for sustainable 
development (Isa, Jimoh & Achuenu, 2013: 2). According to Baloyi and Bekker (2011: 8), the 
construction sector is always used to invigorate national economies during times of recession. 
Investment in the construction industry has a multiplier effect on the economy. This follows the 
notion of Keynes; who maintains that a country spends its way out of recession, by taking the 
lead in investing in a public works programme, which would stimulate demand in the 
construction industry.  
 
Investment in construction sector would boost certain sectors of the economy; while at same time 
providing employment opportunities (Dlamini, 2011: 7). Yong and Mastaffa (2013) maintain 
that the construction industry contributes immensely to employment in most nations. They 
further contend that the sector contributed about 9.2 per cent of Malaysia‟s total labour force in 
2011. 
 
According to Ofori (2012:1), the government uses investment in construction to introduce 
changes into the national economy. This was evident in the form of “Stimulus packages”, where 
various policies were launched in a number of countries – especially during times of recession; 
and this occurred during the global economic and financial crisis between 2008 and 2009. This 
approach was used in China to tackle the 2008 global recession (Csanadi, Zihan & Shi, 2013: 4), 
and in Canada during the same period (Construction Sector Council, 2009: 3).  
 
Mahamid and Dmaidi (2013:861) maintain that the construction industry is a tool for the 
development of urban and rural areas in any economy. Moreover, various other authors claim 
that the construction industry contributes immensely to economic growth of nations. It forms a 
regulatory instrument for economies; and also globally, it contributes to the GDP of most 
industrialized countries with figures of 10.7%; 6.3%; and between 5% and 8% for the United 
States of America, Australia and the European Union countries, respectively (Best & Langstone, 
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2005: 13; Ajai, 2006: 40; Ajanlekoko, 2006: 12; Olowookere, 2006: 42; Ahmad & Kitchen, 2008 
5; Wahab, 2010, 93; Mukumbwa & Muga, 2013: 16).  
 
The construction industry can also be viewed as a business entity in any given environment. It is 
influenced by various factors, and its output is time consuming, volatile, depending on the 
macro-economic policies prevailing, influenced by inflation rates, import and export duties, as 
well as other economic control mechanisms (Odediran, Babalola & Adebiyi, 2013). 
 
Another important attribute of the construction industry that makes it a unique sector in any 
economy is its strong linkage with other sectors of the economy. The linkage between the 
construction industry and the economy was confirmed by Ogunsemi and Aje (2005: 22), as well 
as Bielsa and Duarte (2011: 319). According to these authors, whatever happens to the 
construction industry would directly or indirectly influence all other sectors of the economy, and 
ultimately the wealth of the country.  
 
Ajanlekoko (2006: 13) ascribes the uniqueness of the construction industry to its movement 
along the path of macro-economic development – with the result that the industry is up-beat in a 
boom period, but only downsizes during periods of recession. According to Hosein and Lewis 
(2005: 186), the construction industry is a dynamic and responsive sector; and it serves as a 
strong source of employment, especially in most low-income countries. This gives it political 
appeal, as well as having strong backward and forward linkages with other industries; and this 
makes it a powerful tool for economic manipulation.  
 
1.1.2 Construction industry cyclical fluctuations 
Despite the important role of the construction industry in nation building, it is still seen as the 
most volatile, dynamic, easily influenced by business cycles and the cyclical nature of any 
economy – especially in the developing countries. According to Kun (2014: 334), the 
construction investment can be regarded as one of the most volatile components of the GDP, due 
to its large and extensive fluctuations, when it goes through cycles of contraction and expansion, 
depending on the macro-economic environment.  
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Chileshe and Yirenkyi-Fianko (2011: 117) attribute the behaviour of the construction industry to 
the operating environment in most of the world.  This changes regularly because of the market‟s 
volatility, a shifting political climate, as well as a highly competitive market. These issues can be 
linked to the government, being the biggest client to the construction industry: and one that 
continuously changes its policies (Chileshe & Yirenkyi-Fianko, 2011: 117).  Kolhatkar and Dutta 
(2013: 16) state that the construction companies are vulnerable to financial risk because of the 
nature of the industry, the extreme competition, a relatively low entry barrier, the high levels of 
uncertainty and risk involved, and the capricious fluctuations in construction volume.  
 
According to Collard-Wexter (2013: 1003), fluctuations in the construction industry are caused 
by the fact that the government is the major client in the construction sector; and the outlay is 
volatile because of the year-to-year variations in the tax revenue of most economies. The 
fluctuations and other related issues on the volatility of the construction industry are more 
pronounced in the nations that rely largely on oil; because the effect of the rising oil prices on the 
construction industry is devastating (Wong, 2005: 86).  
 
1.1.3 South African macro-economic environment 
South Africa is a rapidly changing environment, because of various political, economic and 
global influences (Mbachu & Nkado, 2007: 40). According to Harmse (2006: 222), in the 1980s 
and the 1990s, the South African economy was faced with external pressures in the form of 
economic sanctions by the Western economies, and the ongoing internal structural inadequacies. 
The era of sanctions led to import substitution and self-sufficient policies on strategic products 
by the State; and this caused huge government investment in oil from coal, and in the weapons 
industries. This period of economic recession saw about 420 000 workers lose their jobs 
(Harmse, 2006: 223).  
 
The unstable macro-economic environment of South Africa, during the sanctions era, improved 
when the first democratically elected government came into power in 1994 (Harmse, 2006: 21). 
According to the analysis of the macro-economic environment, as carried out by Frankel, Smit 
and Sturzenegger (2006: 17), the income per capita increased rapidly during the 1960-1980 
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period; but then the economy experienced a downward trend that lasted for 15 years. And, it was 
only from mid-1994, that the economy began its upward trend.  
 
Ntsama (2010: 120) and Lysenko and Barnard (2011: 15) state that after a prolonged period of 
declining economy growth, South Africa has had an improved macro-economic management 
since the mid-1990s; and this can be attributed to the introduction of inflation targeting by the 
South African Reserve Bank (SARB), as well as the introduction of the Growth Employment and 
Redistribution (GEAR) programme in 1996. 
 
In South Africa the improved economic growth is very slow; and the impact has not been felt by 
all the people, because the rates of poverty and unemployment were still very high (Moller, 
2007: 183). Cassim (2006: 55) reviewed the economic reform in South Africa within the period 
between 1994 and 2004, and came to the conclusion that the macro-economic policies in South 
Africa concentrated more on issues to address macro-economic instability, external pressure, 
balance of payments crises, and exchange rate volatility, instead of on long-run structural 
problems, like the problems of employment generation, unequal income distribution, poverty and 
crime.  
 
Moller (2007: 184) states that, despite low inflation, economic performance in terms of other 
indicators, especially employment, has been poor. According to the South African Resource 
Centre (SARC) (2012: 13), one of the key constraints to development in South Africa is the 
problem of the unequal distribution of income; and this must be addressed by instituting a 
reliable structural reform programme.  
 
According to the South African Forum of Civil Engineering Contractors (2014: 4), inflation has 
increased, as the weaker exchange rate filters through to higher import prices. Stiglitz (2008: 1), 
who delivered a paper at the 2014 Discovery Leadership Summit, strongly criticized the Global 
Central Bank for continuing to focus primarily on inflation targeting; and this author described 
this as a “discredited” instrument, and a wrong priority for the current phase of economic 
recovery. The last speaker based his emphases on the fact that the present monetary policy in 
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South Africa is only economically oriented; but it has neglected other aspects of economic 
sustainability, such as the social welfare of the citizens and environmental issues. 
 
 1.1.4 South African construction industry 
According to a study carried out by Windapo and Cattell (2013: 68), the key challenges 
perceived by stakeholders causing the fluctuations and poor performance of the construction 
industry in South Africa are: The increasing costs of building material; access to mortgage and 
credits; high interest rates; and the high rate of failure of contracting enterprises.  
 
The Construction Industry Development Board (CIDB) (2013: 11) reveals the following on the 
key challenges faced by sub-contractors: “The lack of security of payment; bid price pressure 
from the main contractors; weak management practices; poor attitudes within sub-contracting 
organizations; and general industry-wide factors, including the lack of working capital, high 
levels of competition, and skills shortages.” 
 
These challenges testify to the fluctuations and the poor performance of emerging contractors. 
These individuals have all faced some challenges in their bid to deliver infrastructural projects 
effectively – because of the sharp decline in employment, a decline in NGCF, the slow execution 
of construction projects owing to poor capacity, low productivity, poor-quality workmanship, 
and low profit margins for contractors (Perkins, Fedderke & Luiz, 2005: 3). Dlungwana, 
Nxumalo, Huysteen, Rwelamila and Noyana (2002:6) attribute some of the challenges 
confronting the construction industry to the rapid globalization of the South African economy, 
whereby large contracting firms are increasing their offshore markets, in order to grow their 
revenue, and to survive the current economic recession.  
 
They went further, by maintaining that, in an attempt of the government to improve the present 
situation of the industry, the National Department of Public Works (NDPW) was tasked to 
develop a remedial strategy, which was done. This has led to the formation of the CIDB, which 
is now in charge of construction industry development. 
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The South African construction sector‟s contributions to the GDP show its input to the economic 
growth and development of the country at any given period of time, normally on a quarterly or 
an annual basis. Figure 1.1 below shows the contribution of the construction industry to GDP, 
from 1980 to 2004. The contribution of the South African construction sector to the GDP was 
between 2 and 5 per cent during the period 1980 to 2004 (Aiyetan, 2010: 2). Figure 1.1 also 
shows the fluctuating nature of the construction sector‟s contributions to the economy of South 
Africa, as a result of the macro-economic environment prevailing in the country. 
 
 
 
Figure: 1.1 Economic growth versus growth in the South African construction industry (Aiyetan, 
2010: 2) 
 
Figure 1.1 also shows the pattern of the volatility of the construction sector contribution to the 
GDP due to the prevailing macro-economic environment in the country. From Figure 1.1, one 
can figure out a strong correlation between the economic growth and the contribution of the 
construction sector to the GDP. This pattern follows a similar study carried out by Khan et al. 
(2014: 24) on the Malaysian economy and its construction industry. From the study, it was 
discovered that there was a strong correlation between the construction sector and the economy. 
In the same study, it was also discovered that the construction sector grows faster than the GDP 
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during boom periods; and during a recession, the construction sector declines more rapidly than 
does the GDP. 
 
1.2 PROBLEM STATEMENT 
The prime motive and objective of any macro-economic policy is to ensure full employment, 
thereby guarantee equitable and sustainable growth that would increase the standard of living of 
people; but the reverse is the case for the South African economy between 1984 and 2011 (UN 
System Tank Team on the Post-2015 UN Development, 2012: 16). In the 1980s and 1990s, the 
South African economy was faced with internal pressure, due to political and economic reasons, 
which resulted in economic stagnation (Harmse, 2006: 222).  
 
During the democratic dispensation in South Africa, there is an improvement in the economic 
performance, compared to the earlier period of stagnation in the 1980s and the 1990s (Harmse, 
2006: 224; Moller, 2007: 189). Economic growth was negative in the 1980s; for instance, around 
-2 per cent; but during the first decade of democracy, growth in the economy recorded more than 
2 per cent (Moller, 2007: 189). According to Bhorat et al. (2013: 2), although the economy 
experienced some improvement in growth, this was not sustainable; and the economy was too 
slow to achieve much sustainable development. A sustainable economy is one that would meet 
the demands of its people, by managing its available limited resources adequately to the benefit 
of the current and future generations (Department of Environment Affairs, Republic of South 
Africa, 2011: 3). 
 
On the South African economy, Bowen, Edwards and Lingard (2013: 398) stated that South 
Africa is a developing economy characterized by economic hardship, crime, unemployment, 
poverty and unequal distribution of income. According to Moller (2007: 189), the South African 
macro-economic policies find it difficult to provide employment to new entrants into the labour 
market each year. He went further by stating that more than two-thirds of South Africans 
between the ages of 18 to 35 years are unemployed. 
 
In South Africa there is evidence of exchange-rate volatility. The volatility in the exchange rate 
of the rand relative to other currencies is a macro-economic policy strategy to prevent 
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employment losses; and it is not suitable for economic sustainability (Fedderke & Schaling, 
2005: 80). They also contend that exchange-rate devaluation increases inflation and causes 
labour unions to agitate for further wage increases. Agitation for wage increases is very common 
in South Africa, and is even causing civic unrest. 
 
The foregoing show that South Africa‟s macro-economic environment is unstable, and is 
characterized by poverty, unemployment, insecurity, hardship and unequal distribution of 
income (Bowen et al., 2013: 398). The unstable macro-economic situation in South Africa is not 
allowing sectoral growth; and thereby it is making it difficult to achieve sustainable 
development. One of the important sectors that could have assisted greatly in economic 
liberation of the country is the construction industry; but this point was overlooked. 
 
The construction sector is a significant and important sector in any economy. The construction 
industry accounts for a sizeable proportion of most countries‟ GDP and NGCF; but despite this 
vital fact, the sector is not performing satisfactorily in South Africa (Dlamini, 2011: 8). Ncwadi 
and Dangalazana (2005: 27) state the following, in the light of the current challenges facing the 
construction industry in South Africa: Firstly, the industry is faced with intensive sub-
contracting; poor working conditions; and insecure employment. Secondly, there is poor 
information regarding the markets, due to the unstable environment. Thirdly, there is the problem 
of racial marginalization. In terms of education and skills, the majority of the Coloureds are 
artisans; while the Blacks are unskilled labourers. Fourthly, there is evidence to show that the 
productivity and output quality of the South African construction industry have fallen drastically 
ever since the early 1970s, due to political and economic reasons. 
 
The deficiencies in the construction sectors‟ contributions to economic growth are clearly shown 
in the poor infrastructural development in South Africa; and this is hindering development. 
Studies on infrastructural development by Smith and Lomber (2008: 32), and those of the South 
African Forum of Civil Engineering Contractors (2014: 3) and Kumo (2012: 16) testify to the 
poor and deplorable condition of the infrastructure in South Africa. Part of the problem 
confronting South Africa‟s development can be attributed to the decline in infrastructural 
investment between the mid-1970s and 2002. During this period, there was a decline in the 
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NGCF as a percentage of GDP (Perkins et al., 2005: 6). These authors went further by stating 
that as a percentage of GDP, South Africa‟s gross saving also fell or reduced between the 1980s 
and 1990s, thereby resulting in falling infrastructural investment. All these incidents are the 
consequences of macro-economic problems. 
 
Judging the growth trend of the South African economy in 2006, Faulkner and Leowald (2008: 
1) pointed out that the infrastructural deficiency has been the major constraint to the economy, 
which they attributed to macro-economic policy performance. Another problem of the economy, 
according to these authors is the economic uncertainty caused by variations in the macro-
economic variables, such as inflation rates, interest and exchange rates, to mention but three. 
 
The CIDB (2007: 2) also raised the challenge of the shortage of skills in the South African 
construction industry. This was evident during the announcement of a large government 
infrastructural spending programme in 2005, such as the construction of the Gautrain Rapid Rail 
link, and the provision for the infrastructure towards the 2010 Federation International de 
Football Association (FIFA) World cup. According to Azhar, Faroqui and Ahmed (2008: 6), cost 
overruns are common in the construction industry; but the trend is more severe in developing 
countries like South Africa. 
 
Macro-economic strategies, such as Redistribution and Development Programme (RDP) in 1994, 
GEAR in 1996 and Accelerated and Shared Growth Initiative (ASGISA) in 2006, to mention but 
three, have failed to realize the desired objectives (Cassim, 2006: 55; Ntsama, 2010: 122). The 
failure of these macro-economic strategies has had a great influence on the contributions of the 
construction industry to the South African economy. 
 
1.2.1 Main problem statement 
The macro-economic environment prevailing in South Africa between 1984 and 2011, such as 
inflation rate, interest rate, exchange rate, money supply, price of crude oil in the international 
market, GDP in the economy, has impacted on the contribution of the private sector in 
construction to the economy. 
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1.3 SUB-PROBLEMS. 
1.3.1 Sub-problem 1 
There have been fluctuations in the contribution of the South African private sector in 
construction to the economy between 1984 and 2011, because of the inflationary dynamics in the 
macro-economic environment.    
 
1.3.2 Sub-problem 2  
There have been fluctuations in the contribution of the South African private sector in 
construction to the economy between 1984 and 2011, because of the high interest rate in the 
macro-economic environment.     
 
1.3.3 Sub-problem 3   
There have been fluctuations in the contribution of the South African private sector in 
construction to the economy between 1984 and 2011, because of the volatility in the exchange 
rate in the macro-economic environment.      
 
1.3.4 Sub-problem 4 
There have been fluctuations in the contributions of the South African private sector in 
construction to the economy during the period of 1984 to 2011, because of the increase in the 
money supply in the macro-economic environment.   
 
1.3.5 Sub-problem 5 
There have been fluctuations in the contribution of the South African private sector in 
construction to the economy during the period 1984 to 2011, because of the low level of labour 
productivity in the sector.    
 
1.3.6 Sub-problem 6 
There have been fluctuations in the contribution of the South African private sector in 
construction to the economic during the period 1984 to 2011, because of the high price of crude 
oil in the international market. 
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1.3.7 Sub-problem 7    
There have been fluctuations in the contribution of the South African private sector in 
construction, because of the unstable total output in the South African economy between 1984 
and 2011. 
 
1.4 THE HYPOTHESES  
A review of the related literature (books, publications, journals, conference proceedings, world-
wide web), as well as the interviews with stakeholders in the construction industry, specifically 
professionals and academics, have provided the necessary background for the formulation of the 
following hypotheses: 
 
The first hypothesis is that the unstable macro-economic environment, as a result of the inflation 
dynamic, has led to the fluctuations in the contribution of the South African private sector in 
construction to the economy between 1984 and 2011. 
 
The second hypothesis is that the unstable macro-economic environment necessitates the high 
interest rate; and this has caused the fluctuations in the contribution of the South African private 
sector in construction to the economy, between 1984 and 2011. 
 
 The third hypothesis is that the unstable macro-economic environment has created the volatility 
in the exchange rate, and caused the fluctuations in the contribution of the South African private 
sector in construction to the economy between 1984 and 2011. 
 
The fourth hypothesis is that the unstable macro-economic environment has created the increase 
in the money supply, and caused the fluctuations in the contribution of the South African private 
sector in construction to the economy between 1984 and 2011. 
 
The fifth hypothesis is that the unstable macro-economic environment has created the low 
productivity in construction, and caused fluctuations in the contribution of the South African 
private sector in construction to the economy between 1984 and 2011.  
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The sixth hypothesis is that the unstable macro-economic environment due to the increase in the 
price of crude oil in the international market has caused the fluctuations in the contributions of 
the South African private sector in construction to the economy between 1984 and 2011. 
 
The seventh hypothesis is that the unstable macro-economic environment has created a decrease 
in the total output in the South African economy, and caused fluctuations in the contributions of 
the private sector in construction between 1984 and 2011. 
 
 1.5 THE DELIMITATIONS   
The study focuses mainly on the private sector‟s contribution in construction to the South 
African economy; since the construction driven by government is not likely to be subjected to 
macro-economic factors, such as interest rates, the inflation rate and other macro-economic 
variables. Government construction work is considered to be an injection into the economy; in 
this regard, State construction is regarded as public investment to the economy; and therefore, it 
is anti-cyclical (Keynes, 1936). It would only cover the influence of the macro-economic 
environment (fiscal and monetary policies) prevailing in South Africa between 1984 and 2011 on 
issues relevant to the fluctuations in the contributions private sector in construction to the 
economy.  
 
The study covers a period of 28 years, in order to be able to take care of some major political and 
economic events in South Africa. Among these events are: The era of economic sanctions in 
South Africa in the 1980s and the 1990s during the apartheid regime, and also the democratic 
regime between 1994 and 2011. The following selected macro-economic indicators will be 
useful for the study: The inflation rate in the economy; the foreign exchange rate of the Rand to 
the US Dollar, using the official and parallel market rate; the interest rate charged by the 
commercial banks, and money supply; labour productivity in the construction industry; and the 
price of crude oil in the international market. The choice was dictated by the relevance of these 
macro-economic indicators to this study.  
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1.6 IMPORTANCE OF THE STUDY 
 “No political democracy can survive and flourish if the masses remain in poverty, without land, 
without tangible prospects for a better life. Attacking poverty and deprivation must therefore be 
the first priority of a democratic government” (National Planning Commission, 2011: 13).  
 
The present problems of the unstable macro-economic environment that are characterized by 
poverty, unequal distribution of income, unemployment and insecurity in South Africa can only 
be addressed by strong fiscal and monetary policies that can stimulate the construction sector of 
the economy, thereby assisting in the sustainability of the economy. Keynes asserts that 
increasing spending in the construction industry can stimulate economic growth. This is because 
the construction sector deals with the provision of capital infrastructure, which has an immense 
impact on the economic growth and sustainable development in any nation (Dlamini, 2011: 4). 
 
The construction sector plays an important role in the economic development of any nation, in 
particular its ability to provide employment and to consume more materials (both basic and 
finished) than any other sector of the economy. This has made it necessary to embark on this 
study. Studies on the construction sector in developing countries are important, because 
constructed items are vital inputs into other productive activities in the economy; hence, time is 
of the essence with regard to the execution of projects; and from the cost perspectives, effective 
and efficient construction should be able to save money and provide value for the client and for 
society (Buys, 2004: 17; Aiyetan, 2010: 54; Ofori, 2012: 1).  
 
It is disheartening in the developing economies, especially in Africa, that the importance of the 
construction industry is not generally realised, owing largely to the unstable macro-economic 
environment and the poor knowledge on the contributions of the industry by policymakers, 
thereby causing them to be misguided or even destructive (Dlamini, 2011: 1). Adequate 
knowledge of the contribution of the construction sector by policy-makers in South Africa would 
go a long way in the realization of vision 2030, and also in the implementation of the Black 
Economic Empowerment Strategy (BEES).  
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Empirical studies show that there is poor performance of the construction industry in South 
Africa (Emuze, 2011: 64). In South Africa, the construction industry is not performing 
satisfactorily, because of the macro-economic environment and the instability in policy 
implementation, thereby causing fluctuations in the contributions of the construction sector to the 
generation of employment, GDP, NGCF, and other sectors of the economy.  
 
According to Akanni and Osinowo (2013: 124), “The need for a more stable macro-economic 
environment through sound fiscal and monetary actions is still very paramount in the world of 
research.” This is mostly applicable to developing countries. Additionally, the application of 
wrong macro-economic policies to solve the economic problems in developing countries is 
causing more crises and affecting economies adversely (Akinwunmi, Gameson, Hammond & 
Olomolaiye, 2008: 4). 
 
The study on the influence of the macro-economic environment on the South African 
construction industry is an attempt to explain the inflationary dynamics in relation to the 
construction sector of the economy. Little work is known to have been done in this area of 
research. The macro-economic understanding of the relationship between some key construction 
economics parameters, such as construction industry inflation dynamics, technological and 
managerial development, and the macro-economic indicators have not yet been fully explored, 
especially in developing countries like South Africa (Oyediran, 2006: 13).  
 
This study could assist the South African government policy on BEES to reduce the high level of 
poverty, unemployment and the unequal distribution of income in the country. The econometric 
model from this study should prove useful to all the stakeholders in the construction industry. 
This would improve construction efficiency in the South African construction industry. 
According to Ogunsemi and Jagboro (2006: 254), any effort to improve construction efficiency 
by means of cost-effectiveness would be worthwhile, and would certainly contribute to the 
economic development of the economy. 
 
This study should also prove to be of great significance to policy-makers, especially in the area 
of the construction sector, because of the importance of the industry to the economic 
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development of the country. It would also help academics, because it would be an addition to the 
existing knowledge. It would also assist in other studies in the area of construction economics 
and econometrics. It would equally assist in curriculum development in both Universities and 
other tertiary institutions. Likewise, it would help in training professionals seeking knowledge in 
the areas of construction economics, macro-economics and econometrics. 
 
1.7 AIM AND OBJECTIVES OF THE STUDY 
 
1.7.1 Aim of the study 
The aim of the study is to develop an econometric model to predict the long run relationship 
between South African private sector spending in construction and the macro-economic 
variables. 
 
1.7.2 The Objectives of the study 
The objectives of the study are as follows: 
 to investigate the influence of inflationary dynamics on the contributions of South 
African private sector spending in construction to the economy between 1984 and 2011. 
 to investigate the influence of high interest rates on the contributions of South African 
private sector spending in construction to the economy between 1984 and 2011. 
 to investigate the influence of the volatility of the exchange rate on the contributions of 
South African private sector spending in construction to the economy between 1984 and 
2011. 
 to investigate the influence of the increase in money supply on the contributions of the 
South African private sector spending in construction to the economy between 1984 and 
2011.  
 to investigate the influence of the low level of labour productivity in construction on the 
contribution of South African private sector spending in construction to the economy 
between 1984 and 2011. 
 to investigate the influence of increase in international crude oil prices, resulting in an 
unstable macro-economic environment, on the fluctuations of the South African private 
sector spending in construction to the economy between 1984 and 2011. 
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 to investigate the influence of the South African economy on the fluctuations of the 
private sector in construction between 1984 and 2011. 
 
1.8 STRUCTURE OF THE THESIS 
The thesis comprises seven chapters that are systematically structured to explain the study. The 
structure of the thesis is shown in Figure 1.2 and the summary of the chapters is as follows: 
 
Chapter 1: This chapter forms the background of the study. It begins with an introduction that is 
followed by a statement of the problem, which subdivides into background to the problem, the 
main problem statement and the sub-problem. This is followed by the hypotheses, delimitations, 
definition of terms, assumptions, importance of the study, as well as the aim and objectives of 
the study. The final part describes the thesis structure. 
 
Chapter 2: This chapter presents an overview of the South African economy and its performance. 
It also explains the relationship between the construction industry and the economy, as well as 
the role of the construction sector in economic development, the characteristics of the 
construction industry, the South African construction industry and the contributions of the 
construction industry to the national economy. 
 
Chapter 3: This chapter dwells on the following: the macro-economic environment; fiscal and 
monetary policies; fiscal and macro-economic policy strategies such as RDP, GEAR, ASGISA 
and NGP in South Africa; South Africa‟s monetary policy; an overview of macro-economic 
variables; the macro-economic variables influencing the construction sector‟s contributions in 
South Africa, such as the inflation rate, the interest rate, the exchange rate, the money supply, the 
crude oil price, and labour productivity in the construction industry. 
 
Chapter 4: This chapter describes the theoretical concepts used for the study. The following 
theories are discussed: Keynes‟s Theory of Employment, Interest, and Money; Keynes‟ Theory 
on Liquidity Preference; the Theory of Price; the Classical Monetary Theory and the Phillips‟ 
Curve Theory.  
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Chapter 5: This chapter discusses the research methodology under the following rubrics: the 
research method adopted, the research design for the study, the population and sampling design 
procedure used, the implementation of the data-collection instrument, the data processing and 
procedure, as well as the model specification and estimation technique adopted. 
 
Chapter 6: This chapter analyses and interprets the findings. 
 
Chapter 7: This chapter presents the summary, conclusions and recommendations of the study. 
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CHAPTER TWO 
 
2.0 SOUTH AFRICAN ECONOMY AND THE CONSTRUCTION SECTOR 
 
2.1 INTRODUCTION 
The chapter reviews the South African economy from 1984 to 2011 and its performance. It also 
discusses issues on the relationship between the construction industry and the economy; 
characteristics of the construction sector and the contribution of the construction sector to the 
economy. 
 
2.2 AN OVERVIEW OF THE SOUTH AFRICAN ECONOMY 
The structure of South Africa is made up of a unitary constitutional State, divided into three 
spheres: national, provincial, and local. These are further divided; for example, the provincial 
sphere is divided into nine sectors; while the local sphere is also divided into 238 municipalities. 
The 283 municipalities were divided again into categories: Category A: 6 metropolitan 
municipalities; Category B: 231 local municipalities; Category C: 46 district municipalities 
(Patel, 2010: 6).  
 
South Africa is the largest country in Africa, and the wealthiest economy in the South African 
Development Community (SADC) (Pretorius, 2005: 62). They became politically independent in 
1994. Prior to this period, South Africa were ruled by the Apartheid regime. 
 
2.2.1 South African economic performance 
Table 2.1 below shows the economic growth of South Africa from 1946 to 2000. From Table 
2.1, between 1946 and 1970 the economy of South Africa was stable and sustainable because the 
mining industry played a key role in the industrial development at this time (Dollery, 2005: 9). 
Between 1970 and 1980 there was a downward trend in the economy because of political reasons 
and this led to mass emigration of about 30000 people yearly and because the economy was built 
on international technological dependence affected it (Chamber of Mines Of South Africa, 2012: 
6; Deloitte, 2012: 23). Between 1970 and the end of sanction era prior to the democratic rule in 
1994, there was a serious decline in the economy of South Africa (Dollery, 2005: 16).  
24 
 
During the period between the 1970s and the early 1990s, there was a decline in the economy 
and this can attributed to the economic sanctions imposed by the Western economies on the 
government of South Africa because of the prolonged rule of the apartheid regime, and the 
internal crises within the country (Harmse, 2006: 222). Gordhan (2014: 2) states that between 
1985 and 1986, there was an exodus of large numbers of skilled workers from South Africa. 
During this era of sanctions, there was a misappropriation of government funds by the apartheid 
government for security reasons (Gordhan, 2014: 2).  
 
In the periods between 1991 and 2000, there was an improvement in the economic atmosphere in 
the country; and this can be attributed to the democratic government, and because of peace that 
returned to the country after the prolonged rule of the apartheid government (Harmse, 2006: 
223). 
 
Table 2.1: Economic Growth Rates in South Africa from 1946-2000 
   Time period                                               Mean annual growth rate (%) 
   1946-1950                                                                     4.2 
   1951-1960                                                                     4.5 
   1961-1970                                                                     5.7 
   1971-1980                                                                     3.4 
   1981-1990                                                                     1.6 
   1991-2000                                                                     1.7 
 
 Source:  Dollery (2005: 9) 
 
There is a decline in the economy during the democratic dispensation in South Africa, despite the 
initiative programmes implemented by the government, the economy remained unstable, 
sluggish; and it was characterized by poverty, unemployment and unequal distribution of income 
(Patel, 2010: 7; Botha, 2014: 4).  
 
According to Abedian (2012: 74), after 15 years of democratic rule in South Africa, the problem 
of structural unemployment, widespread poverty and unequal distribution of income still 
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persisted. Also the economy is characterized by an unstable macro-economic environment with 
fiscal stress, a high inflation rate, high interest rates, rising public debt, poor revenue collection 
ability and volatile global macro-financial conditions (Abedian, 2012: 74). Musyoki (2012: 23) 
and Marcus (2013: 3) attribute the present economic situation in South Africa to the gap between 
policy and implementation. 
 
To some researchers, although there has been an improvement in the economy of South Africa 
during this democratic dispensation; this has been too slow for economic sustainability. 
According to Moller (2007: 189), the economic growth in South Africa is very slow and the 
impact is not felt by people, because the rate of poverty and unemployment are still very high. 
SARC (2012: 13) attributed the key constraints to development in South Africa to the problem of 
unequal distribution of income, poverty, and unemployment which are structural problems. and 
must be addressed by reliable structural reforms. Table 2.2 below shows the distribution of 
income in South Africa. 
            
                          Table 2.2: Distribution of Income in South Africa between 1994 and 2011 
      % of South Africa Households                                  Approximate Household Monthly (Rand) 
                         14.8 %                                                                          R 15 000+ 
                         32.7%                                                                           R    3 500 – R 15 000 
                         52.5%                                                                           R     0 – R3 500 
 
Source: Wittenber (2014: 3) 
 
From table 2.2 above only 14.8 percent of the South African households earn R 15 000 or more 
monthly. 32.7 percent of the country‟s households earn between R 3 500 and R 15 000 monthly 
and more than half (52.5 percent) of the entire South Africa households earn less than R 3 500 
monthly. This shows the pattern of an unequal distribution of income which need to be addressed 
by reliable macro-economic reforms. 
The World Bank (2013: 10) states that in 2011, South Africa‟s growth slowed down from 3.5 
percent to 2.5 percent in 2012, this was caused by a sluggish external environment and domestic 
labour strife. At this period there was a decline in eight of the ten major sub-sectors in South 
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Africa (World Bank, 2013: 10). According to the World Bank (2013: 10) one of the problems 
causing the low economic growth in South Africa can be attributed to the macro-economic 
indicators building up of inflationary pressures, thereby resulting in the continuous weakness of 
Rand. 
 
Another problem to the rapid economic growth in South Africa is that the economy is vulnerable 
to external shock. According to the International Monetary Fund (IMF) (2013: 3) in 2009 the 
economy of South Africa‟s real GDP growth average was 3 percent compared to 5 recorded by 
its peer emerging markets, this was attributed to weak trade partners and domestic factors such as 
labour disruptions. 
 
The Organization for Economic Co-Operation and Development (OECD) (2013: 4) survey of the 
economic performance of South Africa reveals that the growth has been sluggish since the weak 
recovery from the 2008-2009 recession. The OECD (2013: 4) states South Africa‟s economy of 
high inactivity and the responsiveness of wage and price inflation to changes in unemployment is 
low. The economic performance of South Africa is very low compared to other emerging 
economies like China, India and Indonesia (OECD, 2013: 5). The GDP growth rate of China in 
2013 was 7.7 percent average, India 4.7 percent, Indonesia 5.8 percent, while South Africa was 
1.9 percent (OECD, 2013: 5). 
 
In 2012, there was labour unrest in South Africa that affected the output of some sectors of the 
economy such as automobile and agriculture (Kumo, Rielander & Omolola, 2014: 2). During 
2012, the slow pace of international economies also affected South Africa, and caused low 
investment. Unemployment and labour unrest continued to cause hindrance to economic growth 
in South Africa. For instance, the labour unrest reduced the output in 2013 especially in 
agricultural sector and manufacturing to 1.9 percent compared with 2.5 percent in 2012.   
 
The private sector contributes a lot to the economic growth of Africa. It accounts for two-third of 
NGCF of the country (Kumo et al., 2014: 3). South African companies refuse to invest because 
of low confidence in the environment due to the current business cycles and political atmosphere 
in the country (Kumo et al., 2014: 4). Another problem cited by Kumo et al. (2014: 4) causing 
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low growth of the economy is the downward trend of the Rand to US Dollar, which for example 
at the end of January 2014 the Dollar was exchanged for 11.1 Rand, 20 percent lower than at the 
end of 2012, and 66 percent below its exchange rate 2011. 
 
2.2.2 Macro-economic policy strategies in South Africa 
It was a known fact that the South African fiscal policy management towards the end of the 
apartheid rule was poor, and that the democratic government inherited serious fiscal imbalances 
(Kearney & Odusola, 2011: 14). South Africa experienced an improvement in growth after a 
long-term decline, due to the change in the political leadership of the country in 1994 (Faulkner 
& Loewald, 2008: 4). They attributed the changes to the policy response to re-integrate of the 
country‟s external trade policy with the world economy, which is one of the primary objectives 
of macro-economic policy decisions.  
 
National Treasury (2008: 4) admitted that South Africa, since 1994, has tried through fiscal 
adjustment to stabilize the economy, and to ensure an improvement in the economy. The 
government has embarked on various macro-economic policy strategies that will be examined in 
this study. 
 
2.2.2.1 The Reconstruction and Development Programme (RDP) 
The RDP was adopted by the democratic government in South Africa immediately they resumed 
power in 1994 – because of the need to address the basic necessity of the people, and to strive for 
and create an equal society. The RDP objectives comprised the provision of water, electricity, 
sanitation, employment, houses, education, social protection, quality healthcare, clean 
environment, public transportation and also adequate nutrition to all citizens (National Treasury, 
2013: 7). The reason for introducing RDP was that growth is in relation to development; and that 
growth precedes development; furthermore, development implies a marginal effort of 
redistribution, thereby reducing poverty and unemployment (Batyi, 2009: 24). 
RDP is a macro-economic policy strategy that was designed to address the socio-economic 
inequalities of the past regime, to reconstruct and develop South Africa by President Mandela 
when he came to power in 1994 (Ncongwane, 2011: 13). The RDP focus was to address some of 
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the social issues, such as housing, electricity, education, health, among many others, which could 
bring development and growth to South Africa. 
 
To solve the problem of the imbalance in the rural development created by the past government, 
the policy of RDP was introduced by the South African democratic government in 1994, in 
addition to various other policies – to improve service delivery in the rural areas, such as: 
 the Rural Development Strategy, 1995; 
 the Constitution of the Republic of South Africa; 
 the Rural Development Framework, 1997 (Obasire, Mudau, Sarfo-Mensah & 
Zuwarimwe, 2013: 277). 
 
Gigadi (2013: 2) contends that the RDP recognized that: 
“Our history has been a bitter one dominated by colonialism, racism, apartheid, sexism and 
repressive labour policies. The result is that poverty and degradation exist side by side with 
modern cities and a developed mining, industrial and commercial infrastructure. Our income 
distribution is racially distorted and ranks one of the most unequal in the world, lavish wealth 
and abject poverty characterize our society.” 
 
In 1996, the government observed that the social objectives of RDP were slow in 
accomplishment; and it then introduced another macro-economic policy strategy, called GEAR 
(Reitzes, 2009: 10). 
 
2.2.2.2 The Growth, Employment and Redistribution policy (GEAR) 
GEAR as a macro-economic strategy had four objectives: Firstly, to achieve a fast-growing 
economy that would encourage employment generation; secondly to solve the problem of 
unequal income distribution prevailing in the economy; thirdly to provide the society with sound 
health-care facilities, education, and other amenities for a comfortable living environment; 
fourthly, to achieve a secure and protective environment (The Presidency Republic of South 
Africa, 2008: 17). 
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GEAR was one of the macro-economic policy measures adopted by the African National 
Congress (ANC) government in 1994 and the primary aim of GEAR was to fast-track the 
economy, to achieve an increase in employment generation, and to redistribute the income 
among the citizens (Maree, 2007: 3). Although GEAR tried in its little way but it failed to fulfil 
its principal objective of rapid employment generation; because it fell short of its projection of a 
6 per cent annual growth rate of employment (Maree, 2007: 4).  
 
During the GEAR period, employment was on the increase. This is shown in the table 2.3 below; 
and it shows that GEAR failed to achieve its aim of economic growth by generating employment 
in South Africa. 
 
Table 2.3 Unemployment trends in South Africa (as percentages) 
                                        1996                    1997               1998                  1999                          2000 
Strict definition                 19.3                   21.0                 25.2                    23.3                         25.8 
Broad definition                34.9                   39.9                 37.5                    36.2                         35.9               
 
         Source: Adapted from Maree (2007: 4). 
 
The target of GEAR when launched in 1994 was to fast-track economic growth to 4.2 per cent 
between 1996 and 2000, inflation to 8.2 per cent, and the fiscal deficit to 3.7 per cent of the 
GDP. Although the inflation rate was below the projected rate of 6.7 per cent; the growth rate 
was only 2.5 per cent against the projected growth rate of 4.2 per cent (Gauteng Provincial 
Government, 2012: 21). GEAR was described as a restrictive policy that had failed to achieve its 
primary aim of employment generation (Hodge, 2009: 4).  
 
The failure of GEAR led to the introduction of another macro-economic policy strategy called 
ASGISA, in 2006. 
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2.2.2.3 Accelerated Shared Growth Initiative-South Africa (ASGISA).  
The aim of the ASGISA policy was to halve unemployment in South Africa by the year 2014, 
while the objectives were to eliminate the following constraints to economic development in 
South Africa: 
 infrastructure constraints; 
 to solve the problem of the skills deficit; 
 to reduce volatility in the currency; and 
 to provide a favourable environment for small and medium-sized businesses (The 
Presidency Republic of South Africa, 2008: 4). 
 
ASGISA identified infrastructure as one of the key constraints to development in South Africa; 
and it allocated R426 billion to be spent on infrastructural development and maintenance 
(Fedderke & Garlick, 2008: 7). McGrath and Akoojee (2009: 151) assessed the performance of 
the ASGISA policy; and they came to the conclusion that although there was little success in 
some areas, such as economic growth, and the exchange-rate volatility; but the problem of 
electricity supply has since then further deteriorated; and the problem of skilled workers is 
mixed. 
 
Another area of recognition by ASGISA was the creative industry, and in particular craft and 
firm sectors, as key areas for economic development, if well developed. This led to the creation 
of the Cultural Industries Growth Strategy (CIGS) (Department of Labour South Africa, 2008: 
2). 
 
2.2.2.4 New Growth Path (NGP) 
Due to the fact that the RDP, GEAR and AsgiSA had failed to achieve their objectives, the 
government of South Africa instituted another macro-economic policy strategy called NGP on 
23
rd
 November, 2010. The aim of NGP was to increase the economic growth rate, and to reduce 
both unemployment and the unequal distribution of income; and in order to achieve this, the 
government implemented the NGP, GEAR and AsgiSA (Van Aardt, Ligthelm & Van Tonder, 
2011: 1). 
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According to Nattrass (2011: 112), the aim of the NGP was to create 5 million jobs by 2020, 
with other macro- and micro-economic policies well-aligned both monetary and fiscal policy 
measures. 
 
2.3 SOUTH AFRICAN CONSTRUCTION INDUSTRY  
The South African construction industry is divided into building and civil engineering sectors. 
Figure 2.1 below shows the construction activity in comparison with other sectors such as 
manufacturing and non-gold mining for the period between 2004 and 2009. 
 
 
Figure 2.1:  Level of activity in the South African construction industry 2004 to 2009 
                                          Source: Adapted from Aiyetan (2010: 1) 
 
From Figure 2.1 above, it can be seen that the construction sector experienced an upward trend 
from 2004 to 2008; because the South African construction industry was supported by 
infrastructure-related programmes (Aiyetan, 2010: 1). 
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The construction sector is an important sector in the economic development of South Africa. The 
sector contributes about 35 percent of the total NGNF in 1999 and employed 230000 workers 
(Ncwadi & Dangalazana, 2005: 1; Ntili & Allopi, 2014: 572). 
 
The South African construction industry suffered a setback in the early 1980s and 1990s, 
because of political and economic uncertainties at this period. This led to drastic changes in the 
South Africa construction industry pattern of operation from its former predominant first world 
class construction structure to a second class- developing world construction structure that 
concentrate mainly on people‟s welfare (Thwala & Mathonsi, 2012: 14).  
 
One of the problems facing the South Africa construction industry is human capital deficiency. 
Between 1994 and 2001, there was a reduction in the number of construction civil servants from 
1.2 million to 1 million and this affected the management staff strength of most infrastructure 
departments and ministries in South Africa (Rwelamila, 2007: 58). 
  
Between the period of 1970s and 2002, the South African construction sector experienced a 
setback due to a decline in infrastructure development and this incidence also affected the NGCF 
as a percentage of GDP over this period (Pertins et al., 2005: 9). One of the challenges 
confronting the construction sector in South Africa is the inability of the government to stimulate 
the sector through infrastructure development (Ugwu & Haupt, 2007: 668). 
 
2.4 THE RELATIONSHIP BETWEEN THE CONSTRUCTION SECTOR AND THE 
ECONOMY 
There is a close relationship between the construction sector and economy of any nation. The 
importance of viable economy on the development of the construction sector can not be 
overemphasis.   
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                     Figure 2.2 The South African economy (Kumo et al. 2014: 4) 
 
Figure 2.2 presents the economic trend in South Africa between 2004 and 2015. There was an 
upward trend in the economy between 2004 and 2007. Between 2007 and 2009, the South Africa 
economy experienced a downward trend. There was a negative growth in the economy of South 
Africa in the year 2009 and this can be attributed to the world economic recession at this period. 
From 2009 to 2015 the South African economy experienced an upward trend. 
 
The relationship between the construction industry and the economy has been widely studied by 
researchers. The work of Bon, cited in Dlamini (2011: 3), and Lopes, Numes and Balsa (2011: 
49) really dealt with the issue of the relationship between the construction sector and the 
economy. He used an inverted U-shape to explain the relationship between the construction 
industry and the economy. Bon‟s study was on the changes in the construction sector at every 
stage of economic development. This study was carried out during World War in Finland, 
Ireland, Italy, Japan, UK, and USA. The data he used spanned a 50 year period. He discovered 
that growth in the construction sector in these countries followed the bell-shaped pattern of 
development that is an inverted U-shaped relationship as shown in the Figure 2.3. His findings 
was based on the fact that the share of construction gross national product (GNP) first grows and 
then declines with the level of economic development. 
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 Figure: 2.3 Relationship between economy and construction sector 
 Source: Adapted from Lopes et al. (2011: 50). 
 
In a study carried out by Lopes et al. (2011: 49) on the long-run relationship between the 
construction sector and the economy using time-series data gathered from United Nations, they 
applied econometric methodology and their findings follows the assumptions of earlier 
researchers such as Bon and Dlamini to mention just two researchers. They discovered that when 
there is an upward growth trend in developing countries, the growth of their construction 
industry too will follow the same upward pattern. 
 
Osei (2013: 56) conducted work on the construction industry and its linkages to Ghana‟s 
economic policies, in order to improve the sector‟s performance, using the Engel-Granger 
causality and the Johansen co-integration methodology. His findings confirmed that the 
construction sector is very vital to the economic growth of Ghana and also confirmed a positive 
relationship between the construction industry and the economy. To confirm the last statement, 
he states that the contribution of the construction sector to GDP in 1993-2011 was 9.1 percent. 
 
According to a study by Zhang and Yao (2013: 12) on the coordination between the construction 
sector and economic growth in Shaanxi; they slated their data from 2001 to 2010 and used 
coordination formula for their analysis; their findings was that the coordination between 
construction sector and the economic growth is high but at times slightly cyclical fluctuate.  
 
NICs 
LDCs
Cs 
AICs 
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In Figure 2.4, it can be seen that between 2001 and 2010, the movement of GDP and the 
construction sector in Shaanxi experienced an upward trend. Also in Figure 2.5, two peaks were 
noticed in 2003 and 2007, also declined after 2008. From figure 2.5, with openness and market-
orientation, construction and economic growth in Shaanxi experienced a rapid growth and also 
the construction growth rate was higher than the GDP growth rate, but both had consistent 
growth. 
 
 
        
  Figure 2.4: The trends of GDP and construction output value of Shaanxi Province 
  Source: Zhang and Yao (2013: 13)    
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      Figure 2.5: The trends of GDP growth rate and construction growth rate in Shaanxi Province 
                                    Source: Zhang and Yao (2013: 13) 
 
Another study by Ramachandra, Rotimi and Rameezdeen (2013: 49) on the direction of the 
causal relationship between construction and the national economy of Sri Lanka, using empirical 
data for selected economic and construction variables between 1990 and 2009 they discovered 
that national economic activities precede construction activities. They were able to conclude that 
a unidirectional relationship exists between the national economy and the construction industry, 
with the economy inducing construction growth and not vice versa. 
 
According to a study carried out by Khan et al., (2014: 507) on the Malaysian economy and the 
construction industry, they discovered a strong correlation between its construction sector and 
the economy. This is shown in Figure: 2.6 below. Following from Figure: 2.6, the construction 
industry growth follows the movement of the aggregate economy growth, except in 2000-2001 
and 2008 and 2009. The construction sector grows faster than the GDP when there is a doom 
period, and during recession the construction sector declines more rapidly than the GDP. 
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Figure: 2.6 Relationship between the construction sector and the economy in Malaysia 
Source: Khan, et al. (2014: 512). 
 
Tiwari (2011: 27), on the relationship between the construction industry and the economy, 
discovered a bi-directional Granger-causality relationship between the two. His findings 
indicated that for the first ten years, construction had a positive impact on the GDP, but in the 
long run it was negative. The reverse was the case between the economy and the construction 
sector. 
 
 On the relationship between the construction industry and the economy, Ruddock and Ruddock 
(2014: 5) believe in the empirical studies on positive relationship between economic growth and 
the level of construction activities. According to their study, the pattern of the growth in the 
construction output as a share of GDP at any particular time is shown in Figure 2.6. 
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Figure 2.7: Construction output as a share of GDP (%). Source: Ruddock and Ruddock (2014: 5) 
 
Figure 2.7 shows the average construction output as a percentage share GDP for the three 
categories of economies: Low Income; Emerging Economy and High Income. The growth 
pattern of the Low Income shows that there was a decline over the first two decades; then 
increased over the last two decades to the extent that it rose above the level of the High Income 
economy. The Emerging economy experienced less variation over the period under 
consideration. For the High Income economy, the level of construction output growth was 
relatively steady decline over the four decades.  
 
2.5 THE ROLE OF THE CONSTRUCTION SECTOR IN ECONOMIC DEVELOPMENT  
The construction industry is a key focus in government development policies, due to the 
importance of this sector to the national economy. In the 27 countries of the European Union, the 
construction sector accounted for 10.4 per cent of the economic activity on average in 2006 
(Myers, 2008: 217). According to Business Innovation and Skills (BIS) (2013: 12), UK 
construction sector is one of the key sectors for the UK economic development. The construction 
sector plays an important role in the socio-economic development of any nation; and it provides 
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the following facilities: hospitals; schools; townships; offices; houses; water supply; sewage; 
drainage; highways; telecommunications; irrigation; and agriculture systems. (Lean, 2001: 358; 
Khan, 2008: 21; Osei, 2013: 58).  
 
The construction sector is the foundation on which any efficient infrastructural and industrial 
development of a nation is built, because of its demand for industrial products, such as cement, 
steel, paint and chemicals, glass, timber, earth-moving equipment and machinery (Osei, 2013: 
58). The global output of the construction industry and employment is shown in Tables 2.2 and 
2.3 below. These tables show the significance of the construction sector in terms of its output and 
employment generation to millions of unskilled, semi-skilled and skilled workforce. From Table 
2.2, the output is mostly concentrated in the advanced countries, such as Western Europe, North 
America, Japan and Australasia, about 77 percent, while 23 percent of the total world 
construction output are from low and middle income countries (Khan, 2008: 280). The global 
construction employment contribution is a reverse to the output contribution. The Western 
countries such as Western Europe, North America, Japan and Australasia contributed about 77 
percent output with 26 percent employment, while the low and middle income countries 
produced only 23 percent of output but contributed 74 percent world employment generation. 
 
Table 2.4 Global contribution of the construction output: 1998   
Number of       Region                                Output in Millions in $ 
countries                                    High income               Low-income              Total 
                                                      countries                     countries 
     09                 Africa                     -                               20,962 
     23                 America             723,569                      243,247 
     22                 Asia                    666,556                     387,831             
     02                 Oceania                46,433                            - 
     34                 Europe                876,546                      123,345  
     90                   Total                    2,312,104                        701,755                  3,013,859 
 % of Total                                            77                               23 
 
Source: Adapted from Khan (2008: 280) 
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Table 2.5 Global Employment situation in the Construction Sector: 1998  
 Number of           Region                        Employment (.000s)  
 countries                                 High-income                  Low-income              Total 
                                                    countries                       countries                                                     
      09                     Africa                  -                                   1867 
      23                     America           9275                              10917 
      22                     Asia                 7258                              60727 
      02                     Oceania              685                                  - 
      34                      Europe           11820                               8978 
      90                      Total              29038                             82439                   111527 
  % of Total                                          26                                  74 
 
                       
                          Source: Adapted from Khan (2008: 281) 
 
From Tables 2.4 and 2.5, it can be seen that the African region has performed too low in terms of 
the global output and employment contributions. This shows under-development, backwardness 
and a lack of competitiveness in the construction sector. This also reflects the poor development 
of the construction sector, and the reason for a poor economy. This bad performance also reflects 
the nature and the characteristics of the construction industries in the African region. 
 
According to Lopes et.al (2013: 52), construction sector has historically been linked to the early 
industrial development and civilization when railways and canals played a vital role as medium 
of transportation. During this period transportation infrastructure facilitated trade and co-
operation among nations. 
 
Khan (2008: 279) comments on the importance of the construction sector as one of the major 
sources of economic development in any country. He went further to state that the construction 
sector can be regarded as a mechanism for employment generation to millions of unskilled, semi-
skilled and skilled workforce and also it generates foreign exchange earnings. 
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Mallick and Mahalik (2010: 40) state that the impact construction sector can be viewed in the 
area of employment generation and increasing aggregate output in the economy. They were also 
of the opinion that the construction sector with public and private have direct have indirect 
contributions to GDP because of their strong linkages with other sectors of the economy. 
 
PricewaterhouseCoopers (2011: 5) states that the construction sector in New Zealand accounts 
for 10 percent jobs in the country. The sector also contributes 50 percent of the NGCF, making it 
a significant driver of economic growth in New Zealand. El-namrouty (2012: 2) admits that the 
construction sector in Palestine has positive effects on the GDP and the economic development 
of the country. 
 
2.6 CHARACTERISTICS OF THE CONSTRUCTION INDUSTRY 
The construction industry is fragmented, according to Matijevic (2008: 2), construction works 
are complex and involve technology of construction operations, the maintenance of the 
construction facilities, thereby resulting in the participation of a large number of industries in 
construction projects. He went further by saying that construction projects are made up of many 
diverse and competing organizations and professional partnerships, such as various consultancy 
firms e.g. Architectural and Quantity Surveying firms, which are brought together as a team – 
usually for a temporary period depending on the duration of the project. 
 
 According to Chow, Then and Skitmore (2005: 16), no one person can conceive design, 
construct and commission a construction project. However small, projects are divided into 
smaller tasks and are assigned to specialists: architects; engineers; contractors; sub-contractors 
and suppliers. According to Yong and Mustaffa (2013: 962) there is a linkage between the 
construction sector and other sectors of the economy such as manufacturing, transportation, and 
finance, because the activities of the construction sector generate the demand for raw, semi-
processed and processed materials. The commercial sector also supplies the materials and 
equipment required by the construction sector; while the financial sector provides the loans 
required by the construction sector.  
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Hosein and Lewis (2005: 189) stated that the construction sector‟s output is highly visible and 
this gives it a political appeal, as well as having strong backward and forward linkages with other 
industries, which makes it a powerful tool for economic manipulation and development. They 
were also of the opinion that the construction sector assists some countries where per capita 
incomes are low, because it gears the trend of economic growth through employment generation. 
 
However, according to Kim (2002: 13), the construction industry is perennially referred to as a 
backward industry, especially in the developing economies, because it still maintains a very low 
technology image, and is also strongly dependent on a manual workforce. Dzeng and Wu (2013: 
337) state that construction industry is a resource-intensive venture that requires large numbers 
of manpower, equipment, money and materials and in addition the output of the construction 
industry is unique and complex. 
 
 The construction industry in developing countries is also energy-intensive. Ofori (2012: 2) states 
that the construction activities in the developing economies may involve excessive resource 
consumption, and cause land degradation, loss of habitats, air and water pollution, and involve 
high energy usage. 
 
Furthermore, a functional and improved construction industry in the developing countries in 
Africa would require government support and sustainable policies. According to Faroque, Arif 
and Rateeqi (2008), the government of any nation plays a key role in the development of the 
construction sector; since they are a direct purchaser of the construction services; and also 
develop legislation, policies and tools that influence the private-sector behaviour. They went 
further by saying that government must ensure a stable macro-economic environment that would 
improve capital forecasting, in order to provide certainty in planning for construction works. 
 
To Bowen et al. (2013: 396), the construction is highly stressful, delicate and highly risky. They 
went further to state that most construction projects are dynamic and unpredictable in nature, 
because often delays and time overrun is common. 
 
43 
 
The construction industry of any nation has peculiar characteristics that render the sector 
unpredictable, such attributes are as follows: 
 the environment of operation is highly uncertain, for instance, uncertain ground 
conditions, unpredictable weather and labour availability. 
 the case of pricing a product before delivery. 
 the problems of the contractors making a lot of assumptions concerning a project, such as 
contact duration, adequacy of the weather conditions and other contingencies. 
 the case of competitive tendering as medium of pricing. 
 the challenges of the ease of entry into the industry due to lack of reliable legislation 
(Ntuli & Allopi, 2014: 573). 
 
 2.7 CONTRIBUTION OF THE CONSTRUCTION SECTOR TO THE NATIONAL 
ECONOMY  
The construction sector of any economy is one of the key sectors and is the major sector through 
the world that contributes a reasonable proportion of a country GPD and GNCF (Dlamini, 2011 
2). The construction sector contributes immensely to employment generation and provides 
infrastructure for production activities in any economy (Wibowo, 2014: 1). Isa, et al., (2012: 16) 
asserted that some countries in the world spend over 55% of their GNCF in the provision of 
infrastructure facilities to improve the standard of living of their citizens. Table: 2.1 below shows 
the trends in the construction output and GDP in South Africa between 1996 and 2011. 
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Table: 2.6 Trends in construction output and GDP in South Africa: 1996-2011 
        Year GDP constant 
   (Million) 
Growth (GDP) 
         (%) 
Total construction 
output (Million) 
        1996 
        1997 
        1998 
        1999 
        2000 
        2001 
        2002 
        2003 
        2004 
        2005 
        2006 
        2007 
        2008 
        2009 
        2010 
        2011 
    1173600 
    1204721 
    1221086 
    1249881 
    1301813 
    1336962 
    1386435 
    1427322 
    1492330 
    1571082 
    1659122 
    1751165 
    1814532 
    1786637 
    1838264 
    1895668 
          4.3 
          2.7 
          0.5 
          2.4 
          4.2 
          2.7 
          3.7 
          2.9 
          4.6 
          5.3 
          5.6 
          5.6 
          3.6 
         -1.5 
          2.9 
          3.1 
          27056 
          27987 
          26338 
          25980 
          27448 
          28800 
          30473 
          31575 
          34451  
          38558 
          42582 
          48971 
          53145 
          57279 
          57781 
          58241 
   
 
 The South African Reserve Bank (2006) 
 
The construction sector‟s contribution in the area of infrastructural development is deficient due 
to various institutional constraints and poor economic performance. Fadderke (2005: 1) states 
that the declining growth rate of South Africa in the area of infrastructure development was 
caused because of uncertainty in the environment as a result of institutional constraints on 
economic performance. 
 
Figure 2.7 below shows the economic infrastructure investment per the GDP rates for South 
Africa between 1960 and 2009. This shows that infrastructure development has been neglected 
for a long time in South Africa. The average investment in infrastructure development as a 
percentage of the GDP between 1995 and 2007 was 2.91 and this is below the World Bank 
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standard of between 7 percent and 9 percent in order to achieve reasonable economic growth that 
will reduce poverty and unemployment in an environment. 
 
 
         Figure 2.8: Economic Infrastructure Investment / GDP rate in South Africa 1960-2009 
                                                     Source: Kumo (2012: 13) 
 
The construction sector experienced a boom between 2008 and 2009.  Kumo (2012: 13) 
described the period between 2005 and 2009 as a period of economic infrastructural investment 
in South Africa. During this period, the economic infrastructural investment gradually recovered 
– rising from 2.76 per cent of the GDP in 2004 to 2.90 per cent in 2005; and thereafter it 
accelerated to 6.05 and 7.64 per cent of the GDP in 2008 and 2009, respectively. This recovery 
was attributed to a shift in government policy (ASGISA), or possibly due to the preparation for 
the 2010 FIFA World Cup (Kumo, 2012: 13).  
 
2.8 PRIVATE SECTOR 
Private sector in any economy is regarded as the engine of the economic development and it 
includes wide variety of actors, such as large private enterprises whose aim is to maximize 
profits for shareholders, to millions of individuals who are in business activities to support 
themselves and their family (Reality of Aid Network International Co-ordination Committee, 
2012: 12). 
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According to the United Nation Development Programme (UNDP) (2012: 4), private sector is 
not homogeneous but is made up of various types of businesses and organizations. It is basically 
an organizing principle of economic activity in a market-based economy, in which competition is 
essential to drive the production capability and where risk and private initiative form the core of 
the business operation. 
 
UNDP (2012: 4) classified the private sector as follows: Multinational companies with global 
spread and operations in many countries of the world; large domestic companies; Micro, Small 
and Medium Enterprises (MSMES); Business intermediaries such as Chambers of Commerce 
and Industries, business associates, innovative alliance, business roundtables, stock exchanges 
and new generation of co-operatives; social enterprises and other innovative organizations 
formed to address some specific development issues; Mutual organizations, example Visa, 
Master Card, Asset Management companies, corporate banks, mutual saving banks, credit 
unions; also State Own Enterprises (SOE), established by government and engaged in 
commercial activities as part of an open market system.  
 
IFC (2011: 3) describes the private sector as a critical stakeholder and partner in economic 
development of any nation because of the role it plays in provision of income, jobs and good 
services to enhance the standard of living of the people and to reduce the level of poverty. IFC 
(2011: 3) continues by elaborating on the challenges confronting the developing nations of 
Africa such as promotion of growth, creation of jobs, poverty reduction, improved health and 
education, all these can only be adequately tackled by incorporation of vibrant private sector in 
government system. 
 
The OECD (2007: 14) states that the shortage of infrastructure development in developing 
countries of Africa is causing hindrance to meeting population needs. It estimated the level of 
infrastructure investment in areas such as telecommunication, power, transport, water and 
sanitation to be US $ 1800billion per year to meet up with the infrastructure challenges. Many 
countries infrastructure challenges cannot be financed by public sector alone and it would require 
private sector support (OECD, 2007: 14). 
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The problems of private sector in Africa are as follows: inadequate government regulations, 
restrictive policies, poor infrastructure especially in the areas of power and transportation; severe 
skills shortages and mismatches between employer‟s needs and available workers; finance, trade 
restrictions such as tariff and non-tariff barriers to export and a large informal sector 
(Farquharson, Mastle & Yescombe, 2011: 7). 
  
2.9 THE PRIVATE SECTOR AND THE NATIONAL ECONOMY 
The role of the private sector in the economic development of any nation cannot be under-
estimated. According to the African Development Bank Group (AfDB) (2013: 3), the future of 
millions of people in any economy depends on the private sector; therefore, the public sector 
must create a conducive environment in which it can operate effectively. 
 
The AfDB (2013: 3) ascribes two-thirds of African‟s investment, three-quarters of the economic 
output, and nine-tenths of the employment generation both formal and informal sectors, all to 
private sector. The private sector is a very crucial arm of government and partner in economic 
development (IFC, 2011: 7). 
 
The problems of the private sector in Africa varies from inadequate government regulations, 
restrictive policies, poor infrastructure, severe skill shortages, trade restrictions, tariff and non-
tariff barriers to export, difficulties in obtaining medium and long-term finance on affordable 
terms, and a large number of informal operators (AfDB, 2013: 4). 
 
According to the (OECD) (2004: 4), “The private sector is where much of the focus is going to 
have to be, in order to meet the overarching challenges of poverty-reduction and human 
development. Growth, employment and opportunity belong there – and not in the gift of 
government”. 
 
In any economy, it is the private sector comprising the individual, household or businesses that is 
regarded as the engine of growth (OECD, 2004: 5).  The OECD (2004: 5) provides five key 
factors, including a reliable institutional framework and good policies, which can assist the 
growth of the private sector: firstly, the provision of incentives and a conducive environment for 
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entrepreneurship and investment; secondly, increasing productivity through competition and 
innovation; thirdly, the provision of an adequate mechanism for harnessing international 
economic linkages; fourthly, improving market accessibility and functioning; and fifthly, by 
reducing risk and vulnerability to external shocks. 
 
The private sector drives the economy in the developing countries, in order to alleviate poverty 
by supporting employment generation and wealth creation; but this can only take place when 
there is a sound policy basis and a reliable institutional framework (ODI, 2010: 22). 
 
In Ireland, Spain and Cyprus for example, the extraordinary growth that took place in these 
countries between 2000 and 2008 was attributed to rapid growth in the construction industry, due 
to the real estate boom in the private sector. The same thing happened in the Baltic countries and 
Croatia in the Emerging Europe (Sun, Mitra & Simone, 2013: 9).  
 
In the implementation of the New Partnership for Africa‟s Development (NEPAD) great 
emphasis was placed on the private sector by African leaders – especially in the area of 
infrastructural development (UN, 2006: 1). Some of the constraints of the private investment in 
infrastructure in Africa and in engaging in NEPAD projects are: the lack of financial resources; 
governance and capacity problems; currency volatility and the lack of co-ordination (UN, 2006: 
2).   
 
The target of the South African vision 2030 is to eliminate poverty and to reduce unequal 
distribution of income in the country; and to achieve this noble objective, effort must be geared 
towards growing an inclusive economy, building capacities, promoting leadership and 
encouraging active participation of the private sector in infrastructural development (National 
Planning Commission, 2011: 13). 
 
The Government must create a favourable macro-economic environment for the implementation 
of Private Finance Initiative (PFI). PFI is a procurement system in the form of public-private 
partnerships (PPP), mainly for the provision of infrastructural facilities; and where the 
responsibility for providing these services is transferred from the public to the private sector 
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(Alshawi, 2009: 12). Globally, PFI is gaining in popularity, because of its huge contribution in 
infrastructural development; and because of the high demand for infrastructural development in 
the developing nations, government must encourage the private sector to invest in infrastructural 
projects (Alshawi, 2009: 12).          
 
2.10 CONCLUDING REMARKS 
This chapter has reviewed the literature on the South African economy and its relationship with 
the construction sector. It has also discussed the roles and characteristic features of the 
construction sector, as well as the contribution of the construction sector to the economy. 
According to the chapter, the economic performance of South Africa between 1946 and 1970 
was stable and sustainable. This was attributed to the growth in the mining sector, which played 
an important role in economic development at the period. From 1970 to the beginning of 
democratic rule in 1994, there was a decline in the economy because of the economic sanctions 
imposed on the country. During the democratic dispensation, there has been an improvement in 
the economy but this is unstable, sluggish and characterised by poverty, unemployment and 
unequal distribution of income. 
 
The different macro-economic policy strategies that have been adopted by the South African 
government were discussed, such as: RDP, GEAR, ASGISA, and NGP. The objectives of these 
policy strategies are to assist in economic growth and development. According to this chapter, 
despite implementation of these policy strategies, the economy still remains slow and poverty, 
unemployment and unequal distribution of income persist. 
 
The chapter also explains issues on the relationship between the construction sector and the 
economy. An inverted U-shape was used to explain the relationship between the construction 
sector and the economy. According to the chapter, changes in the construction sector follows an 
inverted U-shape pattern at every stage of economic development. In a study by Zhang and Yao 
(2013: 13) on movement of GDP and the construction sector in Shaanxi, it was discovered that 
during a boom in the economy the construction sector also experienced rapid growth. In South 
Africa, movement in the construction sector goes in line with economic growth. 
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The chapter also showed that the construction sector is the foundation for all efficient 
infrastructure and industrial development, as it generates employment for millions of unskilled, 
semi-skilled and skilled workers while equally being a medium for generating foreign exchange 
earnings in an economy. Thus, issues on the importance of the private sector in economic 
development were also discussed in this chapter. The private sector is not homogeneous but is 
comprised by various types of businesses and organisations. Indeed, the sector provides 
employment opportunities, thereby enhancing the standard of living of the people and reducing 
the level of poverty in a given economy if adequately aided by government and availability of 
efficient infrastructural facilities. The problems of the private sector in South Africa include 
inadequate government regulations, restrictive policies, poor infrastructure especially in the areas 
of power and transport, skills shortage, finance, and trade restriction in forms of tariff and non-
tariff barriers to export.   
 
The next chapter will present a literature review of the study, but it will concentrate on issues of 
macro-economic policies and economic indicators affecting the construction sector‟s 
contributions. 
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CHAPTER THREE 
 
MACRO-ECONOMIC POLICIES AND ECONOMIC INDICATORS AFFECTING THE 
PRIVATE CONSTRUCTION SECTOR’S CONTRIBUTIONS 
 
3.1 INTRODUCTION  
The macro-economic environment has a vital influence on the construction sector of any nation. 
According to Chileshe and Yirenkyi-Fianko (2011: 116), the operating environment for the 
construction sector in developing economies is unstable – due to political and economic unrest, 
as well as the highly competitive market mechanism; and consequently, the construction industry 
is strongly affected by this phenomenon, because of its direct linkage with the economy, and 
with the government being the biggest client in the construction industry.  
 
The majority of the developing economies of Africa are unstable because of their macro-
economic instability. Macro-economic instability is usually understood as a situation where an 
economy is not performing satisfactorily, or has not yet been settled in a steady position; and 
where, eventually, something needs to be done to get it back on track (Jalil, Harun & Mat, 2012: 
156).  
 
The objectives of any macro-economic goals are: Full employment; stability of price level; high 
and sustainable growth; and external balance (Myers, 2008: 207). These issues have been the 
priorities of most economies, whether developed or developing. Fiscal, monetary policies are the 
main instruments used for achieving these macro-economic targets (Akanni & Osinowo, 2013: 
124). The macro-economic environment is the product of the macro-economic policies. The 
macro-economic environment of a given economy can be grouped into two broad policy 
categories, namely: 
 Fiscal policy; and 
 Monetary policy (Myers, 2008: 207). 
 
Meller (2011: 12) described monetary policy and fiscal policy as the two policies that 
government is using to regulate, manage and influence economic activities to ensure good 
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performance of the economy. Adequate fiscal and monetary policies must be in place to improve 
the private sector‟s contribution in construction – especially in the area of infrastructural 
facilities. This should complement government‟s effort in infrastructural finance, and would 
reduce the problem of heavy dependence on government (Chileshe & Yirenkyi-Fianko, 2011: 
116). The prime objective of a macro-economic policy is to ensure full employment, thereby 
guaranteeing equitable and sustainable economic growth for the wellbeing of every citizen (UN 
System Task Team on Post-2015 UN Development, 2012: 4).   
 
3.2 FISCAL POLICY  
The fiscal policy depends largely on taxation and government spending; and it is also concerned 
with the flow of government money in and out of the exchequer (Myers, 2008: 207). 
Undoubtedly, the fiscal policy is central to the health of any economy, as government‟s power to 
tax and to spend affects the disposable income of citizens and corporations, as well as the general 
business climate in any economy (Akanni & Osinowo, 2013: 124). One of the primary objectives 
of the fiscal policy is to regulate the economic performance of an environment, so as to prevent 
domestic economic crises and external interventions that might lead to a serious distortion of the 
economy (Calitz et al., 2013: 1). 
 
A typical fiscal policy would either take the expansionary or the contractionary form. Following 
the Keynesianism school of thought, an expansionary fiscal policy occurs when government 
makes use of the fiscal policy tools, such as taxation and expenditures – in order to effect some 
changes in the economy when it believes the economy is not growing fast enough. It 
accomplishes this by increasing public spending or cutting down on taxes. This measure can 
bring about more money in circulation and increase investment. The contractionary fiscal policy 
occurs when government uses taxation to increase or decrease public spending, in order to 
restrict demand – and then to slow down the growth of the economy, or to reduce the volume of 
money in circulation.   
 
 Government as a custodian of fiscal policy, must take into consideration various factors, such as 
the level of economic growth, employment to be generated in the near future, and whether to run 
a deficit budget, or not – when formulating its policies. Following the Keynesian theory, fiscal 
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policy operates along the same lines, with various components of domestic demand, such as 
private and government consumption; investment or fixed capital formation (Morabe, 2008: 13). 
A good fiscal policy must be aligned with government macro-economic strategies.  
 
3.3 MONETARY POLICY  
Monetary policy is implemented by the Central Bank of some countries, for example, the South 
African Reserve Bank, the Bank of England, Federal Reserve Bank in the United States of 
America (USA) (Myers, 2008: 208). Prior to 1997 in the UK, monetary policy was determined 
by government; and the Bank of England simply followed government instructions. This was 
changed in 1997; and a new body was established called the monetary-policy committee (MPC). 
It was supposed to set interest rates every month, in order to meet the government‟s overall 
inflation target (Myers, 2008: 208).  
 
Imoughele and Ismaila (2014: 2) state that the monetary policy is one of the macro-economic 
instruments with which monetary authorities in a country control the management of their 
economy – in order to attain the fundamental objectives of price stability, maintenance of 
balance of payments equilibrium, and the promotion of employment, output growth, and 
sustainable development. 
 
According to Batini (2005: 6), the degree of openness of a country influences the choice of a 
monetary-policy regime, because openness determines the reactions of an economy to both 
commodity and financial market shocks. He went further by maintaining that since the optional 
monetary policy response depends on the source of shock, openness requires that the monetary 
authority be able to discern between international commodity shocks and shocks to the local 
financial markets. Monetary policy involves the actions of the Central Bank of a country – to 
control and regulate the circulation of money in such a way as to curb inflation.  
 
A sound monetary policy facilitates the emergence of a functional money market where treasury 
bills, a financial instrument used for open-market operation, as well as government debt would 
grow at an acceptable rate (Imoughele & Ismaila, 2014: 4). The major control mechanism of 
monetary policy can be classified into two categories: 
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 direct instruments, and 
 indirect instruments (Imoughele & Ismaila, 2014: 5). 
 
3.3.1 South African monetary policy   
South Africa has adopted different types of monetary policies in the past. Some examples are: 
the liquid asset ratio; a mixed system; the cash reserve-based system; and the daily tender of 
liquidity through repurchase. However, all these policies have failed to yield the expected growth 
rate for sustainable development (Oni, 2013: 6). According to Powers (2005: 4), for some time 
now, the South African monetary policy has undergone significant changes. The SARB has 
adopted different monetary policies – ranging from credit ceilings and credit control in the 1960s 
and 1970s; money supply growth targets in the 1980s; and an eclectic monetary policy in the 
1990s – and now inflation targeting since 2000 up to the present. 
 
A formal inflation targeting monetary policy framework started in South Africa in February, 
2000; but prior to that year, there had been informal inflation targeting – described as eclectic or 
pragmatic inflation targeting (Merwe, 2004: 5; Mnyande, 2007: 3; Klein, 2012: 6). Various 
macro-economic problems resulted in the implementation of monetary targeting in the 1970s and 
1980s; and some countries in the 1990s adopted inflation targeting. An inflation targeting 
framework was started in New Zealand in 1990; and this was followed by Canada in 1991; and 
thereafter, it spread to other countries in the world (Oster, 2004: 54). 
 
Maumela (2010: 25) defines inflation targeting as: A framework for monetary [policy] 
characterized by the public announcement of official quantitative targets (target ranges) for the 
inflation rate over one or more time horizons, and by explicit acknowledgement that low, stable 
inflation is monetary policy’s primary long-run goal. 
 
The important features of the inflation targeting comprise the vigorous efforts of effective 
communication with the public on the plans of the monetary authorities on issues that strengthen 
the Central Bank‟s accountability for the attainment of its objectives (Maumela, 2010: 25).  
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The prime objective of inflation targeting is price stability. Inflation targeting is a monetary-
policy framework that cannot achieve many of the objectives, such as low inflation, high growth, 
low unemployment, and a stable exchange rate – at the same time (Kaseeram, 2012: 20). This 
author further maintains that price stability occurs in a situation where inflation is sufficiently 
low; so that the private sector does not have to take inflation into consideration when making 
decisions. For example, in industrialized countries, price stability is between 1 and 3 per cent; 
while in the emerging or developing countries, it is usually between 3 and 8 per cent, because of 
the volatility of their economies (Kaseeram, 2012: 21). 
 
The elements of inflation targeting, according to Mashele (2011: 32), are as follows: The regular 
public announcement of the target range for inflation; A strong commitment to price stability; 
Variables – not only monetary aggregates and exchange rates – comprise the information used 
for deciding the setting of the policy framework; Inflation targeting is a monetary policy that 
ensures transparency through communication with the public and markets regarding its plans and 
its inflation objective; Inflation targeting increases the Central Bank‟s level of accountability for 
attaining its inflation objectives. 
 
The performance of inflation targeting as a monetary-policy framework has been articulated by 
some authors. Comert and Epstein (2011: 23) stated that between 2000 and 2008, the inflation 
rate was marginally lower at 6.8 per cent compared to between 1995 and 1999, when the 
inflation rate was about 7.49 per cent. They were also of the opinion that during this period – 
between 2000 and 2008 – the inflation rate was within the target range in 39 months of 82 
months; and they concluded that the performance of inflation targeting in South Africa is at best 
ambiguous. 
 
Kabundi, Schaling and Modeste (2014: 5) contend that there was a lot of fluctuation in the 
inflation rate in South Africa in 2000 (the first quarter) to 2009 (the third quarter) with two big 
negative shocks in 2002 (in the fourth quarter) because of the massive depreciation of the rand; 
and in 2008 (the third quarter) due to the increasing global food prices, a rise in the crude oil 
price, and also a depreciation of the South African Rand. Kabundi et al. (2014: 5) maintain that 
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the inflating targeting system in South Africa is not properly anchored; since it can so easily be 
affected by external shocks. 
 
Muhanna (2006: 67) states that in 2002, the inflation rate was 10 per cent, 4 percentage points 
above the upper limit of the target range; and they suggested four exogenous factors that caused 
this variation: Firstly, the nominal value of the rand declined by about 34 per cent at the end of 
June, 2001. Secondly, the prices of domestic food items increased by about 17 per cent in 2002. 
Thirdly, the price of crude oil in the international market increased from US$20 per barrel in 
February 2002, to US$28 per barrel in December 2002. Fourthly, the administrative prices 
increased at a very high rate – approximately 10 per cent in 2002. 
 
According to Mukherjee and Bhattacharya (2011: 2), a successful implementation of inflation 
targeting would require a sound understanding of the monetary policy transmission mechanism 
to be adopted. The monetary policy transmission mechanism describes the way and manner 
whereby the monetary policy influences the real sector of an economy and inflation (Brink & 
Kock, 2011: 4). To Thlaku (2011: 35), the monetary policy-transmission mechanism is the 
process whereby the monetary policy-induced changes in the short-term nominal interest rate 
impact on real variables, such as aggregate output and employment. 
 
The different channels by which the monetary policy can influence the aggregate demand in a 
given environment are, the traditional interest-rate channel; the credit channel; the exchange rate; 
and the asset-price channel (Mukherjee & Bhattacharya, 2011: 2). The interest-rate channel is 
regarded as the most important channel compared to other channels, such as the exchange-rate 
channel, the expectation and credit channels as transmitters of economic shock (Gumata, 
Kabundi & Ndou, 2013: 15) 
 
The effects of the fiscal policy, the monetary policy, and their operation mechanism on the 
construction sector can be explained through the performance of the following macro-economic 
indicators: inflation; the interest rate; the exchange rate; and the money supply. (Gumata et al. 
2013, 15)  
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3.4 OVERVIEW OF THE MACRO-ECONOMIC VARIABLES 
The macro-economic goals are determined by government as a representative of society; and 
their decisions influence all sectors of the economy. An empirical study conducted on the UK on 
firm entry and exit rates by Bhattacharjee and Higson (2007: 4) found that changes in the macro-
economic performance influence firm entry and exit rates in the UK. They further maintained 
that the economic cycle is characterized by macro-economic variables, such as the interest rate, 
the exchange rate, the unemployment rate, and the retail sales growth rate, all have an influence 
on the performance and growth of firms. 
 
According to Kanyama and Thobejane (2013: 2), two major macro-economic variables that are 
very important to both government and every citizen in an environment are inflation and the 
GDP growth. They are important because they serve as indicators of the performance of the 
economy. These macro-economic variables are important to prospective investors, and provide 
guidance on which country to invest their capital in; because most investors consider not only the 
liquidity of the stock or bond market; but they also keep a close eye on the inflation rate, as an 
important indicator of the stability of the macro-economic environment and the growth of the 
GDP. These indicate the performance of a nation‟s economy. 
 
Forecasting the macro-economic variables is an important weapon to policy-makers, government 
and monetary authorities; because when the economic variables are properly projected, they 
provide a clear picture or state of the economy in the near future (Kanyama and Thobejana, 
2013: 2). 
 
The performance of the macro-economic variables – whether unstable or volatile – depends on 
the state of the prevailing economy in any environment and policies implementation. For 
instance, the cross-border currency flow in an environment due to foreign investment 
transactions, and other services rendered by institutions, such as banks, insurance companies, and 
the education sector, may cause exchange-rate fluctuations (Ramasamy & Abar, 2015: 27). 
 
On the importance of the macro-economic variables for the performance of an economy, 
Aclkalin, Aktas and Unal (2008: 10) state that the domestic market performance can be linked to 
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some of the domestic macro-economic variables and macro-economic policies. For instance, in 
the last decade, the weak macro-economic policies, such as over leveraged banks, in some 
emerging economies, such as those of Argentina and Russia, have caused serious financial crises, 
which have led to increased market volatility and sharp economic declines. 
 
The reason for companies defaulting has been traced to macro-economic variables, like the 
volatility in South Africa. According to Senkoto (2012: 32), during the Asian crisis, and other 
global financial crises, these incidents have affected the South African market negatively, 
thereby causing an upward trend in the companies defaulting at that time. 
 
The macro-economic variables influence the performance of the real sector of any economy; and 
such variables comprise the inflation rate, the interest rate, the exchange rate, and the money 
supply – to mention but a few. 
 
3.4.1 Inflation rate 
Inflation is one of the major concerns to the economist; and the control thereof is a primary goal 
of any economy. According to Oyediran (2006: 1), it is a general belief that the success of any 
price stabilization in any given economy depends on the knowledge and understanding of the 
dynamics of inflation.  Inflation can be simply conceived and operationally defined as the rising 
price levels in a given environment at a given time; and it is described by many leaders as public 
enemy number one (Oyediran, 2006: 3).  
 
The knowledge of the movement of the overall price level is an important consideration in 
setting prices in the regulated industries (Independent Pricing & Regulatory Tribunal, 2009: 1).  
Cheng and Tan (2002: 112) contended that it is important to study inflation in each country; 
because it is devastating; and because inflation creates problems and causes distortions in the 
functioning of an economy, thereby affecting its growth and development. Moyo & Craffold 
(2010: 54) state that citizens who survive a hyperinflationary process never find words to 
describe the pain that envelops the nation during this period of agonies, tension and suffering.  
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Hyperinflation in Zimbabwe brought about a serious lack of construction projects – due to the 
collapse of the economy for the following reasons: The lack of a stable national currency; too 
much money in circulation; high interest rates – leading to investor shortage and labour 
emigration. Most accidents in the construction sites can be attributed to the high-price 
environment that is chasing the profit of the workers (South African Construction, 2013: 28). 
 
Following a study carried out by Gunhan and Arditi (2005: 273) on the factors affecting 
international construction, using a Delphi survey; the following factors were identified: the track 
record; specialist expertise; and project-management capability; the loss of key personnel; the 
shortage of financial resources; inflation and currency fluctuations. These are the most important 
threats relative to international markets that involve the construction sector in any country.  
 
In Cheng and Tan (2002: 412), a review of the literature on the causes of inflation, has shown 
that the inflationary effect of major macro-economic variables, such as an excessive money 
supply, and a fiscal deficit in the domestic economic environment, deserve further investigation. 
Besides the domestic factors, which include private consumption, government expenditure, the 
interest rate and the money supply, there are other external factors that also have a significant 
influence on a nation‟s inflation rate. 
 
3.4.2 Interest rates 
According to West and Worthington (2006: 105), interest rates and interest rate spreads are good 
indicators of growth and development in any given environment. They contribute to the property 
return movement; and the interest rate is an important factor in investment decisions; since it has 
a link with the returns on an investment, and is also connected with the present and future state 
of the economy and business conditions. Ferrer and Gonzalez (2010: 432) state that the interest 
rate is a vital factor in any sector of an economy because it represents a major source of 
uncertainty for the value of companies, because of its influence on both the future cash flow and 
discount rate employed to value them.  
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These authors also maintain that interest-rate volatility and the level of financial leverage for 
most firms constitute additional factors that have contributed to the increasing relevance of the 
corporate exposure to interest-rate risk.  
 
Bickerton and Gruneberg (2013: 24) highlight the importance of the interest rate in the decision-
making process, especially when an investor is considering an investment. The interest rate of 
the return must be both greater than the interest rate charged; and it must allow for risk, before 
decision-makers can accept the proposal to build. The speed of recovery of the construction 
industry may be affected by several factors, including the level of investment demand for 
construction; this, in turn, depends partly on interest rates. If the interest rates follow a cyclical 
pattern, rising when there is a demand for investment funds, and falling when investment is low, 
then spending on construction can be expected to be at least partly related to the interest rate. 
 
Interest rate is significantly influential, an important determining factor for both the supply and 
demand sides of the construction business, because of its close relationship to the area of finance; 
since the loans needed by suppliers of projects and buyers are generally determined by the 
interest rate (Kim, Lee & Kim, 2011: 208).  
 
According to Berger-Thomson and Ellis (2004: 1), housing investment is one of the cyclical 
components of the GDP, and one which is very sensitive to the interest rate. The degree of 
sensitivity varies between countries. They also state that the operation of the interest rate in a 
typical housing sector follows the mechanism of demand and supply: When there is a demand 
shock, it would necessitate a gradual supply adjustment, thereby generating an effect on prices 
and quantity supply. In turn, this would create a change in the housing stock, such that demand 
could become much larger than supply in a given period.  
 
Abedian (2009: 2) suggests two factors that can support the construction sectors‟ prospects in the 
short term: Public-sector infrastructural project, are dependent – at the local government level – 
on interest rates. Following a study on the United States construction industry undertaken by 
Langdon (2014: 1), when the interest rate and the inflation rate remained at a historically low 
level, this author found that this creates an environment that should encourage investments in 
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construction, since the cost of financing developments is low; and successful developers can 
offer better rates of return than can be found in many other forms of investment. 
 
3.4.3 Money supply 
Money is a significantly important macro-economic variable for the development of any nation, 
because of its relationship with inflation, which was earlier described as enemy number one for 
the emancipation of countries‟ economies. According to Tse and Raftery (2001: 10), the issue of 
money-supply fluctuation in relation to the changes in the construction activities is a prime 
concern to the construction economist, as well as policy-makers; and therefore, government 
policy is normally built and based on the knowledge of how it affects economic activities, 
especially the more volatile components of national output, such as construction.  
 
The cyclical nature of the construction industry makes it sensitive to the credit condition. For 
example, the mortgage loan has an influence on the residential construction, since most of the 
residential buildings are financed by mortgage loans. Therefore, the money supply would affect 
the national output (Tse & Raftery, 2001: 10). The transmission channel of money supply in an 
economy could be that of a traditional channel, which flows from credit to finance construction 
projects. A restrictive credit supply can cause a decrease in demand for real estate, bonds, stock, 
and other assets (Tse & Raftery, 2001: 11).  
 
The relationship between the financial sector and the construction sector can be explained in two 
scenarios, according to Figure 3.1 below. In scenario 1, both the financial and real sectors would 
affect the construction industry; while in scenario 2, the construction industry would affect the 
real sector first, and then the financial sector. This is applicable when there is a high demand for 
construction output. 
 
 
                                                
 
        Scenario 1 
          
Money supply 
         GDP 
Construction 
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        Scenario 2                
                                                               
 Figure: 3.1 Relationships between the construction industry, GDP, and the money. Source: Tse 
and Raftery (2001: 11) 
 
According to Georgantopoulos and Tsamis (2011: 115), the money supply must be allowed to 
grow in accordance with the real output of the economy; but this must be monitored, to ensure 
that it does not result in inflationary pressure. The theory of money is based on two core 
elements for policy purposes: the quantity theory of money, and the natural rate of employment – 
and also on the variation in the money supply, which has a major influence on the national output 
in the short run, as well as on the price level over longer periods. But conclusively, the main 
objective of the monetary policy is best met by targeting the growth rate of the money supply 
(Georgantopoulos & Tsamis, 2011: 116).  
 
Monetary aggregates are very vital for the performance of the monetary policy; and they have 
been historically constructed to guide monetary policy, of which the long-run price 
developments are determined by the growth rate in the money supply. Price stability, a vital 
objective of any monetary policy, can only be attained by instituting an appropriate long-run 
money-growth policy (Lazaretou, 2009: 5). A study carried out by Tse and Raftery (2001: 9) on 
the effects of the money supply on construction flows reveals that there is a strong causal 
relationship between the construction activities and the broadly defined money supply, and that 
positive money supply shocks have a larger effect on construction output than do negative 
money supply shocks. 
 
3.4.4 The foreign-exchange rate 
Currency value has been a prime concern of policy-makers because of the influence of the 
foreign exchange rate on economic development and growth. In any open economy, the 
exchange rate movement has an effect on the performance of every sector. Depreciation in the 
exchange rate would make the export of the domestic goods more competitive, causing an 
expansion in the domestic production. However, for a country that relies on imported inputs, a 
Construction GDP Money supply 
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real depreciation rate would serve to increase the cost of these inputs, thereby causing a 
contractive impact on the domestic products (Al-Rashidi & Lahiri, 2012: 25).  
 
Al-Rashidi and Lahiri (2012: 26) maintained that the impact of the exchange rate on an economy 
can be explained – depending on the degree of its integration, the cross-border trade and 
investment. The national macro-economic policies influence the exchange rate; and the more the 
exchange rate varies, the greater the influence on other important socio-economic factors. 
 
According to El-Masry (2006: 116), the exchange-rate volatility in a given environment affects 
the individual investor, who owns a portfolio, consisting of securities in different currencies, a 
multi-national establishment, having branches in different foreign locations, an exporter and 
importer, who concentrate on international trade. He concludes that the degree of the exchange-
rate influence on an industry would depend on its exposure to international business.  
 
El-Masry (2007: 741) also states that exchange-rate movement has been a primary concern for 
investors, analysts, managers, and shareholders since the abolishment of the fixed exchange-rate 
system of Bretton-Woods in 1971. This was replaced by floating rates, in which the price of 
currencies is determined by the demand and supply of money. He went further by attributing the 
fluctuations in the foreign exchange rate to some external factors caused by the market 
mechanism of demand and supply, and the exposure of companies to foreign-exchange risk. 
 
The frequent changes in foreign exchange remain a matter of primary concern to firms, financial 
analysts and economists, because of their effect on a firm‟s operations, revenue and valuation; 
and thus the exchange-rate variability is a source of cash-flow risk for most firms that are 
exposed to international trade (Salifu, Osei & Adjasi, 2007: 380; Bartram, 2007: 642). El-Higzi 
(2002: 491) suggests that companies must engage in international business because of the 
benefits, such as the need to become less vulnerable to competitive attacks on diversification and 
relocation. Another reason he gives is that, by operating off-shore, companies are able to offset 
seasonal and cyclical fluctuations in their domestic market demand; and they are thus able to 
diversify in their market portfolio, products, or service, as well as retaining their competitive 
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position. This would increase the size of a company‟s market share, thereby achieving survival 
and growth. 
 
3.4.5 The Crude Oil Price 
Empirical studies show that South Africa depends very heavily on the importation of crude oil; 
and crude oil accounted for 6 per cent of imported items in 2004 and 2003 (Nkomo, 2006: 25). 
From the 96 per cent of the oil consumption in South Africa, 45.8 per cent comes from Saudi 
Arabia; 33.7 per cent comes from Iran; and 16.6 per cent comes from Nigeria (Nkomo, 2006: 
25). Nkomo (2006: 29) also states that any increase in the international crude oil prices affects 
the South African economy negatively, thereby causing an escalation in the domestic inflation 
and volatility in the domestic currency. 
 
Mboweni (2005: 6) states that the increase in the price of crude oil was felt in 2004 when the 
price increased from US$18 to US$ 37 per barrel. This slowed down the global economy by 0.5 
per cent; and inflation increased by 0.3 per cent; and in South Africa, the economy declined by 
0.6 per cent; while inflation increased by 1.6 per cent; and the trade balance went down by 1.4 
per cent. 
 
Wakeford (2006: 101) accounts for the effect of the increase in the oil price on the global 
economy and in South Africa as follows: Firstly, he was of the opinion that the oil shock gave 
rise to serious inflation internationally between 1979 and 1980. This incident caused many 
central banks to raise their interest rate, for example, the US Federal Reserve Bank; secondly, the 
weaker Rand can be attributed to oil price increases internationally; and this phenomenon is 
causing increasing inflation. 
 
The issue of the effect of the increase in domestic petroleum price on the exchange rate was 
emphasized by Marcus (2013: 12). This author maintains that the pressure from the oil price 
increase is affecting the depreciation of the Rand. He, therefore, called on the MPC to look for a 
way to prevent further depreciation of the Rand, and to prevent inflation from going beyond the 
target. In response to the last statement, the MPC increased the repo rate by 50 basis points to 5.5 
per cent per annum on 30
th
 January, 2014 (Marcus, 2013: 12).  
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According to Wabiri and Amusa (2011: 22), the oil market is known to be volatile; and it is 
recognized to be the most imbalanced of all energy markets. Therefore, any small changes in the 
price of oil would inevitably have an effect on the economy – both globally and locally. Wabari 
and Amusa (2011: 22) maintain that the high dependence on imported oil from high-risk regions, 
such as the middle-East and some African regions makes South Africa prone to the devastating 
negative effect of rising oil prices. They went further by stating that the high oil price is one of 
the major threats to the South African economy; and this has caused high direct costs to South 
African consumers. 
 
Sibanda and Mlambo (2014: 193) confirm the effect of oil price increases on the nominal 
exchange rates between 1994 and 2012. They were of the opinion that the oil price is one of the 
major variables that determines the strength of the Rand and its volatility. They also support the 
assertion of some authors that oil prices are vital global determinants of economic performance; 
and therefore, any country that is highly dependent on oil imports would be extremely vulnerable 
to external shocks. 
 
To Swanepoel (2006: 126), one of the factors affecting economic growth in South Africa is the 
vulnerability to external shock, due to some international economic development; and this must 
be taken into consideration by policy-makers. He listed these factors as: high oil prices, strong 
movement in the exchange rate of the rand, which can be caused by high oil prices, international 
natural disasters, financial crises, diseases and war. 
 
Swanepoel (2006: 128) and Aye (2015: 4) give reasons why oil is volatile and impacts the South 
African economy, as follows: firstly, there is no substitute for mineral oil; and therefore, it has a 
strong effect on the global economy; secondly oil is extensively used as an input product in the 
.production process, and also as a final consumption product. 
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3.4.6 Labour Productivity in Construction 
Shehata and El-Gohary (2011: 322) give reasons for the low productivity in the construction 
industry as industry-related factors, management-related factors and labour-related factors. To 
them, the industry-related factors are design issues, such as building codes, construction 
technology, laws and regulations, employment and uncertain weather conditions. The 
management-related factors are planning and scheduling, leadership motivation and 
communication; while the labour-related factors are labour skills, motivation and labour 
availability. 
 
According to Gundecha (2012: 34), to achieve higher productivity in the construction industry, 
the following must be observed: education and the training of personnel; the best work method 
must be ensured; personal health; motivational factors; anticipated work quality; work location; 
supervisory personnel; the necessary equipment; and finally, the right tools and machines. 
 
Master Builder Australia (2012: 13) states that better productivity can be achieved by improved 
workplace practices; and this would lower the cost of construction. This study was carried out in 
the private, government and individual projects; and the results showed a lower cost, based on 
improved workplace practices. They maintain that because of the adoption of improved 
workplace practices, government could lower the cost of public investment in schools, hospitals, 
roads and other infrastructure, and also cut down personal income tax, thereby improving the 
standard of living of people. 
 
Atter, Gupta and Desai (2013: 12) attribute the poor productivity of construction workers as the 
major cause of cost and time overruns in construction projects, especially in developing 
countries. They are of the opinion that construction is labour-intensive; and productivity is very 
important for the overall performance of projects; therefore, organizations must study and 
identify the factors that assist in labour productivity – so that profits can be maximized. 
 
Emuze (2013: 16) comments on the poor performance of the construction sector in South Africa. 
He was of the opinion that a range of project-performance gaps were identified; for example, in 
an empirical study on completed projects in 2007, with respondents comprising 282 clients and 
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1204 contractors from the nine provinces in South Africa, it was found that there is a need for 
improvement in the following areas: client satisfaction, contractor satisfaction, profitability and 
payment delays, procurement indicators, and health and safety. 
 
According to a study by McCarthy (2005: 17) on the factor use and productivity performance in 
South Africa, it was found that there is an increase in labour productivity compared to factor 
productivity which was attributed to increasing capital-deepening production and poor 
performance of the economy to generate employment opportunities. The study also discovered a 
wide gap between labour and total factor productivity between South Africa and the United 
States of America. 
 
Wakeford (2005: 7) conducted a study on productivity, wages and employment in South Africa. 
This showed that any increase in productivity could lead to positive changes in real wages as 
follows: firstly, by labour unions bargaining for increased wages, due to improvement in 
productivity; secondly, through an increase in wages, because of a boom in exports in labour-
intensive sectors, and because of volatility in the exchange rate; thirdly, when there is an 
improvement in technological processes, this can cause a positive effect on wages via their 
impact on productivity. 
 
3.5 CONCLUDING REMARKS 
This chapter has reviewed the literature on macro-economic policies, such as fiscal, monetary in 
South Africa. The chapter also discussed the economic indicators affecting the construction 
sector‟s contributions, such as the inflation rate, interest rates, the exchange rate, money supply, 
labour productivity in construction, and crude oil prices.  
 
The macro-economic environment has a significant influence on the construction sector‟s 
contributions to development in any nation. Many countries in Africa are unstable because of the 
behaviour of their macro-economic variables. Adequate fiscal and monetary policies must be in 
place to improve the performance of all sectors of the economy. 
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Chapter three also explains the importance of fiscal policy in economic development, noting that 
absence of a reliable fiscal policy would lead to an unhealthy macro-economic environment. 
South African monetary policy was also discussed in this chapter. Different monetary policies 
were adopted in South Africa prior to inflation targeting, such as liquid asset ratio, the mixed 
system, and cash reserve repurchase. Inflation targeting was extensively discussed in this 
chapter. The prime objective of inflation targeting is price stability; other economic objectives 
such as low inflation, high growth, low employment and a stable exchange rate are beyond its 
scope of operation. On the performance of inflation targeting in South Africa, it was argued that 
it is at best ambiguous because the economy is not properly anchored, since it can easily be 
affected by external shock. The next chapter presents the theoretical concepts on the study. 
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CHAPTER FOUR 
 
THE THEORETICAL CONCEPTS  
 
4.1 INTRODUCTION 
The chapter starts with a discussion on macro-economic policies, their genesis and the Great 
Depression. Section 4.2 is divided into sub-sections that discuss issues on popular macro-
economic theories propounded by great economists, such as Keynes and Phillips. The theories 
discussed are: Keynes‟s Theory of Employment, Interest, and Money; Keynesian‟s Theory on 
Liquidity preference; the Classical Theory of Money; the Theory of Price; and Phillip‟s Theory. 
Section 4.3, presents some models on the macro-economy. The conceptual framework for the 
study and the model are presented in section 4.4.     
 
4.2 MACRO-ECONOMIC THEORIES 
Economic theories come into play when there is a depression or a recession in an economy; and 
thereby, the economists exercise their knowledge by formulating policies to address the cyclical 
behaviour. An example is the incident of the Great Depression in the United States. The Great 
Depression of 1929 to 1933 was a macro-economic phenomenon that occurred as a result of 
market distortion – especially in the industrial labour sector, where real wages coincide with 
substantial employment losses (Ohanian, 2009: 2). 
 
According to Wheelock (2014: 6), the Great Depression was the worst economic shock that had 
ever happened in the history of the west; and during this period, the quantity of goods and 
services produced in US fell by one-third; unemployment grew to 25 per cent; the stock market 
lost 80 per cent of its value; and almost 7000 banks failed. Fluctuation and volatility in the 
monetary and exchange rate variables were indicated as being part of the problems that caused 
the Great Depression. For instance, at that time the gold standard, which was the global system 
of fixed exchange rates, was cited as the transmission mechanism that resulted in sharp 
deflationary shocks that characterized the Great Depression (Mathy & Meissner, 2011: 366). 
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Edwards (2005: 3) attributed the Great Depression to policy lapses or mistakes on the part of the 
policy-makers in some key areas, such as: monetary; taxation; international trade restrictions; the 
high prices of goods and services; high employment costs and business operation. The Great 
Depression marked the first time in American history that the Federal government would 
stimulate the economy; and this was during the Hoover administration (Snell, 2009: 6). 
According to Steindl (2007: 1), it was the fiscal stimulus after the Second World War that moved 
the economy completely from depression via a monetary expansion policy that produced 
productivity and new growth. 
 
The Great Depression generated a great vehicle for economic concepts and theories on macro-
economic fluctuations, business cycles, inflation, deflation, GDP growth and unemployment. 
Knoop (2004: 4) maintains that the key development in the macro-economic theory before and 
after the Keynes issue is centred on two questions: Firstly, why is there a negative growth in an 
economy? And secondly, how can one explain the phenomena of economic contractions, 
fluctuations, volatility or economic dynamics?  
 
The influence of the macro-economic environment on the construction industry can be explained 
theoretically by the classical theories, Keynes‟s theory, the theory of price, monetary theories, 
the Keynesian theory, and Phillips‟ curve theory – to mention but few. 
 
4.2.1 Keynes’s Theory of Employment, Interest, and Money 
The Keynes‟s theory came into existence because of his experience of the Great Depression, 
which changed his views on economic theory (Farmer, 2008: 20). During this period of the Great 
Depression, Keynes realized that some of the basic assumptions of classical theories did not 
apply, when the economy entered a deep recession. This led to his General Theory of 
Employment, Interest and Money (Jesperson, 2011: 6). 
 
According to Simpson (2010: 22), Keynes ideas gave birth to neo-Keynesian economics and 
new-Keynesians economics; and Keynes is still popular in economics and government policies, 
such as fiscal policy – especially during times of recession, where there is a need for a “stimulus 
packages” to kick-start economic growth. 
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One of the key subjects in the Keynes‟s theory is „the principle of effective demand‟ or 
„aggregate demand‟. According to this principle of effective demand, the volume of employment 
is fixed by entrepreneurs, when one look at the issue of profit maximization, and the volume of 
employment that would ensure maximum profit. This would also depend on the aggregate 
demand (Keynes, 1936: 77). 
 
Keynes‟s Theory of Employment, Interest, and Money can be summarized as follows: Firstly, 
the realization of “full employment” by any entrepreneur would depend on his ability to make 
sufficient or excess income over the expenditure incurred in consumption by the income 
recipients; secondly, the amount of investment to be undertaken by an entrepreneur would be 
related to the marginal efficiency of capital to the interest rates at which the money would be 
borrowed; thirdly the amount of consumption by any respective income earner would depend 
primarily on his/her income (Keynes, 1936: 79). 
 
The above assertion leads us to the Keynes‟s Theory of Consumption. According to Miller 
(2014: 8), consumption is the total quantity of goods and services in an economy to be purchased 
by the citizens for immediate use; and this is one of the key determinants of aggregate demand. 
However, for a closed economy, the aggregate demand (y
d.
) is defined as the sum of 
consumption, investment and government expenditure. 
                                            y
d.
 = c + I + g………………………….equation 4.1 
                     y
d.
 represents aggregate demand 
                     c represents consumption 
                     g represents government expenditure. 
 
Meanwhile, the target of any macro-economic policy is to influence the aggregate demand in an 
economy, and not necessarily to increase the government expenditure (Miller, 2014: 9). 
Keynes‟s theory was based largely on the equation below: 
                                            c = a + by……………………………...equation 4.2 
                       c represents consumption 
                        y represents income 
                        a represents a constant 
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                        b represents the co-efficient of income 
From the equation 4.2, consumption is determined by (a) and the co-efficient of income (b). 
According to Keynes‟s theory, (a) should always be positive; and the co-efficient of income 
would lie between one and zero, depending on the individual‟s income in an economy. The 
factor of the income is called the „marginal propensity to consume‟ (MPC). 
 
One key variable that is also important to equation 2 is savings. Savings comprise the money not 
spent on consumption. With savings, the equation 2 is as follows: 
                                            c = a + b(y – t)…………………………..equation 4.3 
The above equation 3 represents a three- or four-sector economy, where the money not spent 
may be given as tax. This money may then be spent by the government, or as consumption, or it 
may be saved. In equation 4.3, t represents tax. 
 
However, in Keynes‟s theories on macro-economic imbalance, we have the Keynesian 
ideologies. Keynesian economics were prominent after the Second World War up until the 1970s 
when there was another serious economic recession in some advanced countries that caused 
inflation. This turned into stagflation; and this time around, the recession was beyond the 
theories propounded by the Keynesians (Jahan, Mahmud & Papageorgion, 2014: 53). 
 
4.2.2 Keynesian’s Theory on Liquidity Preference 
Keynesian‟s theory was patterned after the Keynesian ideologies and principles. Keynesian‟s 
theories focus on three main ideologies concerning how an economy can be kept stable: Firstly, 
it was established that aggregate demand is affected by public and private sector decisions; and 
that some of the private-sector decisions had caused an adverse macro-economic imbalance. This 
led to low demand, which could only be corrected through adequate fiscal stimulus packages; 
Secondly, the Keynesians believed that prices and wages react slowly to changes in supply and 
demand; then they can cause periodic shortages and surpluses, especially in labour. Thirdly, 
when there is a change in aggregate demand, this would also have a short-run effect on the 
output and employment in an economy (Jahan et al., 2014: 54).  
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Keynesian economics came into prominence through the theory of liquidity preference. It was 
admitted by Hanin (2009: 2) that liquidity preference is still a very important concept in 
economics; and he described it from the micro-economic perspective as the application of 
marginality theory of choice to the demand for money. The importance of the liquidity 
preference was recognized by the Central Bank, as a controlling mechanism for financial assets, 
in order to set the rate of interest based on the demand for money (Hanin, 2009: 2). Hanin also 
mentioned how the post Second World War Macro-economic policies had placed the emphasis 
on the relationship between money and asset markets in the liquidity preference. 
 
Juniper (2005: 3) highlights the role of liquidity preference in Minsky‟s work. He was of the 
opinion that, while Keynes‟ main idea of liquidity preference was based on conventional 
methods of decision-making in the face of uncertainty, Minsky work was based on the financial 
positions of banks, investors and consumers. 
 
Keynesian theory of liquidity preference is also called „the loanable fund theory‟. This theory of 
loanable fund was derived from the dilemma on whether to consume now, or to consume in the 
future. According to this theory, the interest rate is determined on the basis of investment 
demand and real saving (Oster, 2004: 58). The theory of loanable funds is explained further in 
Figure 4.1 below:    
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Figure 4.1: Theory of Loanable Funds, Source: Adapted from Oster (2004: 59) 
 
From Figure 4.1 above, it can be seen that real investment is negatively related to interest rate. 
All things being equal, a low interest rate would increase investment when the interest rate is 
high. This might cause investment to come down because the cost of capital has gone up. Also, 
from Figure 4.1, S represents savings, while I represents the interest rate. The interest rate is 
plotted on the vertical axis and the volume of saving and investment on horizontal axis. The 
intersection of saving and investment is called the equilibrium rate of interest.  
 
At the equilibrium rate of interest, savings equal the interest rate. According to the loanable 
theory, given an exogenous shock, any system maintains equilibrium at full employment. From 
Figure 4.1, it can be seen that a fall in investment, that is, when there is a shift to the left, interest 
would be perfectly offset by an increase in consumption, and vice versa for a rise in investment 
demand (Oster, 2004: 60). 
 
 
Saving 
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However, other theories that are of great importance on matters relating to macro-economic 
fluctuation and business cycles are the theories on inflation, such as the theory of price, monetary 
theories, and Phillip‟s curve theory, to mention but few. According to Ireland (2014: 16), the 
theory of price is based on how the aggregate price level is determined by the interaction of 
money supply and money demand. 
 
4.2.3 The Theory of Price 
Every theory of inflation originates from the theory of price. According to the theory of price, for 
any item, the equilibrium price exists only at the point when the demand for the good equals its 
supply; and when the price of the good rises above its equilibrium level, its demand would be 
greater than its supply (Mohr, 2012: 12). Likewise, when the price of a good is below the 
equilibrium price, the supply would be greater than the demand.    
 
Figure 4.2: Theory of Price 
 
 From Fig. 4.2, p1= Q1 at the equilibrium price; and this is when the demand is equal to the 
supply. 
 
However, since the rise in price level in any given economy is defined as inflation, then from the 
above theory of price, inflation is caused by the shortage of aggregate output in an economy; and 
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the cure lies on the implementation of adequate and functional macro-economic policies 
(Oyediran, 2005: 234).  
 
4.2.4 The Classical Quantity Theory of Money 
In the classical school of thought, the equilibrium equation between the aggregate demand and 
the aggregate supply in an economy is: 
                                                    MV = PQ-------------------------Equation (4.4) 
M= Quantity of money 
 V= Velocity of money 
P = General Price level in an economy at any given period of time 
Q= Quantity of output 
 
MV is the quantity of money multiplied by the velocity of money. This is the determinant of the 
aggregate demand for goods and service in an economy; while PQ is the price level multiplied by 
the quantity of output, and also the determinant of the aggregate supply of goods and services in 
the economy. From Equation (4.4) above, one can determine the aggregate demand and supply, 
and the general price level.  
                                                     P = V (M/Q) ------------------------- Equation (4.5) 
V is the velocity of money; and in the above equation, it is a constant. To the classical 
economist, the velocity of money does not play much of a role in the determination of the 
general price level. The determination of a price level in a given economy comprises the quantity 
of money and the quantity of output. This shows that there is a relationship between price level, 
the quantity of output, and the money supply in any economy. 
 
Meanwhile, according to the Classical theory, an increase in the quantity of money would create 
a higher aggregate demand for goods; but if the quantity of money increases faster than the 
quantity of goods, then the aggregate demand is greater than the aggregate supply; and the 
general price level would surely rise. It is the belief of the classical economist that there is too 
much money chasing a few goods and this is what causes inflation in the economy. That is why 
it is called the “monetarist” school of inflation.  
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However, the monetarist theory stands on the issue of fiscal expansion. The monetary expansion 
was discussed in Friedman theory, as cited in McCallum and Nelson (2006: 12): “Government 
spending may or may not be inflationary. It clearly would be inflationary if it were financed by 
creating money; but if it is [accomplished] by taxes or by borrowing from the public, the main 
effect is that the government spends the fund, instead of the taxpayer, or instead of the lenders, 
or instead of the person – who would otherwise have borrowed the funds”.   
 
The monetarist doctrine maintains that there is no relationship between deficit creation and 
inflation principles. They also quote the opinion of Friedman on the matter as follows: 
“Essentially, all major inflations, especially hyperinflation, have resulted from resort by 
governments to the printing press to finance their expenditures under conditions of great stress, 
such as defeat in war, or internal revolution”. 
 
4.2.5 The Phillips’ Curve Theory 
The theory behind the Phillips‟ curve is connected to the aggregate supply. It explains the 
phenomenon of inflation that leads to a fall in the aggregate supply. The curve theory also 
explains how in an empirical study, there is an inverse relationship between unemployment and 
inflation in an economy. 
 
The Phillips‟ curve theory is based on a study carried out in the UK economy between 1861 and 
1957. Phillips studied the relationship between the rate of increase in the wage rate, and the rate 
of unemployment of the UK economy. He then came up with a curve in order to determine the 
nature of the relationship between these two variables. The curve is non-linear in nature, as 
follows: 
                                                      WR = -0.9 + 9.638*UR
-1.394
 
Where WR = the % rate of change in the wage rate 
               UR = % of the unemployment rate 
 
From the above equation for WR, Phillips discovered that as the economy approaches the zero 
unemployment rate, (i.e. full employment), the rate of increase in the wage rate increases very 
much faster. The theory also explains why a higher increase in the wage rate would reduce the 
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profits of an organization and this would at the same time reduce the rate of investment; and 
hence, it would reduce the level of aggregate output in the economy. 
 
4.3 CONCLUDING REMARKS 
This chapter has presented the theories underpinning the study, viz: Keynes‟s Theory of 
Employment, Interest, and Money; the Theory of Liquidity Preference; the Theory of Price; and 
Phillips‟ Curve Theory. 
 
The construction sector is a sub-set of any economy and the study under review is on the macro-
economic environment; thus, all the theories mentioned in this chapter are relevant. Keynes‟ 
theory was developed after the Great Depression in the US between 1923 and 1933 and it forms 
the foundation of any study on macro-economic environment in any country of the world. 
 
The Keynesian theory on liquidity preference centres on economic stability and focuses on issues 
such as: how aggregate demand affects public and private sector decisions; how prices and 
wages react to changes in supply and demand in any economy; and how aggregate demand in an 
economy causes a short-run effect on output and employment. The aforementioned issues make 
the Keynesian theory on liquidity preference relevant to this study because of the linkages of the 
construction sector and the economy. 
 
The Theory of Price is equally relevant in this study because every theory of inflation originated 
from the theory of price. Any study on the influence of the macro-economic environment on the 
construction sector‟s contribution to the South African economy is a study on inflationary 
dynamics, thus this makes the theory of price very relevant. 
 
The Classical Monetary Theory explains the relationship between the quantity of money, general 
price level and quantity of output in an economy. The linkages of these variables affects the 
construction sector of any economy, hence the relevance of the Classical Monetary Theory to the 
study. 
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The Phillips‟ Curve Theory is also relevant to this study because of its connection with inflation 
rate and the aggregate supply in an economy. It was developed in the UK to explain the 
relationship between the rate of increase in the wage rate and the resulting influence on the 
unemployment rate in the economy. This phenomenon is used in any study on the macro-
economic environment to explain issues relating to matters such as inflation, wage rate and 
labour productivity.  
 
The next chapter presents the theoretical understanding of the methodology, and it describes the 
approach adopted for this research.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
80 
 
CHAPTER FIVE 
 
THE RESEARCH METHODOLOGY 
5.1 INTRODUCTION 
The chapter presents the research methodology on this study. It begins by presenting the research 
method and the research design to be used. This followed by explaining the population and 
sampling design procedure; and the administration of data collection sources adopted. The 
chapter concludes by presenting the estimation technique used in the study.  
 
5.2 THE RESEARCH DESIGN 
The research design adopted in the study was an “ex-post facto” type, otherwise known as a 
“causal-comparative design” because the researcher does not have any direct control over the 
independent variables and the manifestations that have already occurred. According to Bernard 
(2006: 16), ex-post is a non-experimental research design that is used to explore possible causal 
relationships among variables that cannot be controlled by the researcher. Also, according to 
Capella University (2011: 5), an ex-post facto or causal comparison is a research design in which 
the researcher identifies the already-existing causal factors between groups, over which the 
researcher does not have any control.  
 
Furthermore, it is a study that employs an analytical-survey method by virtue of the essentially 
quantitative nature of all the variables and the data. The data to be used in the study comprise the 
data collected from various variables of the same sample at one point in time (cross-sectional 
study) (Olsen & George, 2004: 7; Thirted, 2006: 3; Clinical Epidemiology Workshop, 2012: 227; 
Creswell, 2003: 18), as well as those collected over a period of time (longitudinal or panel study 
or a time-series study). 
 
According to Williams (2007: 66) causal comparative research determines the effect of the 
independent variables on the dependent variables. He also went further that the causal 
comparative research design provides the researcher the ability to examine the interaction 
between independent variables and their dependent variables.  
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5.3 SOURCES OF THE DATA COLLECTION  
The sources of the research information dictate the method of the sampling design. The study 
used secondary data sources of information because of the nature of the data that were involved; 
and because of the well-developed knowledge in the field of economics; the economic data can 
easily be sourced from national statistical sources. 
 
According to Farrell (2011: 64), secondary data comprise those that already exist. These may be 
recent or historic in nature; and they are often published in the public domain, either paper-based 
or electronically. The secondary data are the data prepared by another person, or an organization, 
for research purposes in any field of study. Some organization acquires, achieves and 
disseminates the data, in order to assist the prospective researcher in his/her work (Hox & 
Bereije, 2005: 595). 
 
The data were extracted from published sources of the South African National Statistics, such as 
SARB, Stats SA, and Quantec SA. The data were extracted on a quarterly basis. The 
administration of the data-collection from these sources did not pose any problem; since the 
extraction could be done either at the information unit of the SARB or the research units of the 
Stats SA. 
 
 Sources of the data available to the construction professionals in South Africa are as follows: 
Stats SA is a government agency, mandated to undertake surveys, as well as the collection and 
processing of the data for research purposes.  
 
5.4 MODEL SPECIFICATIONS 
This section explains the selected models that are relevant to the study. This is necessary for the 
realization of the aim and the objectives of the study. 
5.4.1 Relevant model to the study 
The relevant models to the study are stated below: 
5.4.1.1 The Cobb-Douglas Model 
The Cobb-Douglas functional form of production function is widely used in the field of macro-
economics to represent the relationship between output and input. According to Bao Hong (2008: 
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1), the Cobb-Douglas model was proposed by Knut Wicksell between 1851 and 1926; but it was 
tested against the statistical evidence by Charles Cobb and Paul Douglas in 1928. 
The Cobb-Douglas function is expressed as follows: 
                                     P (L, K) = b L
∞ 
K
β
    
From the above function,  
P = Total production (the monetary value of all goods produced in a year). 
L = Labour input (the total number of man-hours work in a year). 
K = Capital input (the monetary worth of all machinery, equipment and buildings). 
b = Total factor productivity  
∞ and β are the output elasticity values of labour and capital, respectively. These values are 
constants determined by the available technology. 
 
Also from the Cobb-Douglas function above, the output elasticity measures the degree of 
responsiveness of output to a change in the level of labour or capital employed. For instance, if ∞  
= 0.15, a 1 per cent increase in labour would lead to about a 0.15 per cent increase in output. 
 
5.4.1.2 Model on the effects of the macro-economic variables on the construction prices 
The model on the effects of the macro-economic variables on the construction prices was 
developed by Oyediran (2005: 12). The model is formulated as follows: 
Price = f (Foreign exchange variables, Monetary variables, Fuel variables, real sector variables, 
Government expenditure variables). 
The above function is symbolically represented as follows: 
Pi = ∞1 + β1Ed46 + β2Ed47 + β3Ed48 + β4Ed50 + β5Ed51 + β6Ed52 + β7Ed57 + β8Ed58 
Where, Pi is the price of an i
th
 item of the selected construction prices (as detailed in the 
methodology) and  
Ed46 = Foreign Exchange rate of the Naira to Dollar (using official and parallel market values) 
Ed47 = Interest Rate 
Ed48 = Money Supply 
Ed50 = Aggregate Credit to the economy 
Ed51 = Index of Industrial Production for all sectors 
Ed52 = Petroleum pump price 
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Ed57 = Real GDP 
Ed58 = Government Expenditure 
The a priori expectations of the parameters are as follows 
∞1 > 0; β1 > 0; β2 > 0; β3 > 0; β4 > 0; β5 < 0; β6 > 0; β7 < 0; β8 > 0; 
The quarterly time series values spanning 1986 and 1999 were used in the study. Various 
transformations of the original series were also explored. 
 
5.4.1.3 Model on construction growth 
According to Mallick (2011: 197), the construction sector‟s output growth in any economy is 
mainly dependent on the prices of raw materials (such as cement, iron rods, aluminum products, 
etc.). Labour rates, credit availability and all these depend on the aggregate money supply in the 
economy. Also, investment in the construction industry depends on the returns on other assets, 
such as stock/share and holding bank deposits. According to Mallick (2011: 197), the 
construction output growth function is as follows: 
 
Constgrowth = S (Pi, W, BC)                 and               Constgrowth = D (GDPGR, BSEGR) 
Constgrowth denotes construction sector output growth 
S and D denote supply and demand respectively; 
Pi is the percentage change in price of different raw materials or percentage change in aggregate 
prices; W is the wages of the workers in construction. 
BC, refers to the bank credit available to the construction sector; 
GSEGR, is overall output/income growth; 
BSEGR represents the stock market return. 
By combining the demand and supply functions together, the construction output growth 
function is as follows: 
Constgr = (Pi, W, BC, Income growth, Return on stock, Exchange rate, Interest rate).   
 
5.4.2 Model for the study 
The model developed by Oyediran (2005: 12) and Mallick (2011: 197) were both on macro-
economic environment in the construction sector. The work of Oyediran (2005: 12) majorly on 
construction material prices; while the work of Mallick (2011: 197) is on construction sector‟s 
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output growth. Influence of the macro-economic environment on the construction sector‟s 
contribution to South African economic is a new study in the area macro-economy environment 
different from Oyediran (2005) and Mallick (2011), all in the same field of study. Cobb-Douglas 
production function model is also relevant to this study because of its widely used in the field of 
macro-economics. The quarterly data from the period 1984-2011 of the selected variables are 
used in the study. The functional form of the model for this study is developed from Oyediran 
(2005: 12); Mallick (2011: 197) and Cobb-Douglas production function as follows:  
 
PRIVATE_SP.  = β0 + β1INT_RATEt+ β2RERt + β3INFL_RATEt + β4Mst + β5Lprodt + β6Copt + 
β7GDPt + GDP_CONSTRt + μt…   .(1)            
Where: PRIVATE_SP. = Private sector spending in construction  
  INT_RATE = Interest rates (Repo rate) 
  RER = Real exchange rates of Rand to US Dollar 
  INFL_RATE = Inflation rate  
             M3  = the money supply  
  Lprod = Labour productivity in construction  
               Cop = Crude oil price 
               GDP = Real Gross Domestic Product 
               GDP_CONSTR = Gross Domestic Product in construction sector 
                μ = error term 
   t = time period 
βo, β1, β2, β3, β4, β5, β6, β7,  are the coefficients of the variables to be estimated. 
Since the relationship amongst these variables may not be a linear relationship, the 
variables will be transformed into natural logs. Equation (1) then takes the following 
functional form: 
In PRIVATE_SP. = β0 + β1In INT_RATEt +β2InRERt + β3InINFL_RATEt + β4InMst + 
β5InLprodt + β6InCopt  + β7InGDPt + β8InGDP_CONSTRt + μt  .....................(2) 
Where In = natural logarithm   . 
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5.5 DEFINITION OF VARIABLES 
 Private Sector Spending in Construction: This represents the total cost of completed 
projects by private sector in South Africa between the period of the study 1984 and 2011. 
It is measured in million rand.  
 Real Interest Rate: The real interest rate is the nominal interest rate adjusted for expected 
inflation rate and is measured as the difference in the nominal interest rate and the 
expected inflation rate in an economy. It is measured in percentage. 
 Broad Money Supply: Money supply represents the broad money in an economy and it 
includes all bank notes and coins in circulation and also the deposits of the private sector 
in the financial institutions. The total money supply in an economy has a relationship 
with the domestic demand and is not affected by deposit shifts between different 
maturities. It is measured in percentage. 
 Real Exchange Rate: The real exchange rate is defined as the nominal exchange rate that 
takes into account the inflation difference among nations. It is the rate at which a country 
currency is compared with the currencies of other countries.  
 GDP: GDP is used to assess the level of performance of a country economy with another 
country. South Africa is measured in billion rand. 
 Crude Oil Price: The price of crude price in the international market. It is measured in 
dollar per barrel. 
 Labour Productivity in Construction: Labour productivity in construction is the measure 
of output of construction employee per a period. It is used to measure the efficiency of 
the employee in the construction sector. It is measured in percentage. 
 Inflation Rate: Inflation rate is based on the consumer price index (CPI). It is a 
percentage change in the price of goods and services in the economy within a given 
period of time. 
 
5.6 THE ESTIMATION TECHNIQUE AND PROCEDURE  
To develop an econometric model on the influence of the macro-economic environment on the 
contribution of the private sector in construction to the South African economy, the study 
employed the Auto-Regression Distributed Lag (ARDL) model, developed by Pesaran, Shin, and 
Smit (2001: 302). 
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This approach can be used to test both long-run and short-run dynamics of private sector 
spending in construction using the co-integration technique. However, this approach is too 
simple to use as compared to other co-integration techniques for the following reasons: Firstly, 
the ARDL bound test does not require variables to be integrated of the same order, that is, they 
can be either I (0) or I (1); Secondly, the test solves the serial correlation and endogeneity 
problems by specifying appropriate lags, the long-run and the short-run parameters can be 
estimated simultaneously; Thirdly, the ARDL bound test has superior small sample properties 
(Pesaran & Shin, 1997: 564; Pesaran, et al., 2001: 302). 
 
5.6.1 Testing for Stationary/ Unit Root  
A series is referred to as (weakly or covariant) stationary if its mean and variance remain 
constant over time; and “the value of the covariance between the two time periods depend only 
on the distance or lag between the two time periods, not on the time at which the covariance is 
calculated” (Gujarati, 2003:797).  
 
A series that is not stationary is referred to as non-stationary. In addition, a series is said to be 
integrated and is denoted as I(d), where d is the order of integration. The order of integration 
refers to the number of unit roots in the series, or the number of difference operations it takes to 
make a variable stationary. 
 
The classical regression model deals with the relationship between the stationary variables; but 
most of the economic indicators usually follow a non-stationary path.  Variables that have a 
linear relationship (non-stationary) can lead to misleading results; as they might well show 
trends. Stationarity refers to testing and making sure that the series are integrated of the same 
order. Gujarati (1995: 604) shows that if the dependent variable is a function of a non-stationary 
process, the regression might produce spurious results (a nonsense regression).  
 
In other words, the dependent variable would follow the trend of its explanatory variables. In 
such a case, the results would be meaningless. In fact, it is likely that significant t-ratios and a 
high R
2
 would be obtained – even though the trending variables are completely unrelated. 
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Consequently, unit root or stationarity tests should be done on all the variables before proceeding 
with the tests for co-integration and estimation of the parameters.  
 
In order to determine the degree of stationarity on the time series data in the study, the following 
stationary/unit test were carried out: Augmented Dickey fuller (ADF) test and Phillips Perrons 
(PP) unit root test; for the purposes of robustness, this study also conducted other tests namely; 
Kwialkowski-Phillips-Schmidt-Shin (KPSS) test and Ng-Perron (NP) test. 
 
5.6.1.1 The Augmented Dickey Fuller Test 
The ADF test is a stricter version of the DF test. The ADF test estimates three models for each of 
the variables, as shown below: 
The equation with no constant and no trend is represented by: 
∆yt = γ yt-1  ∑   
 
    ∆yt-1+1 + μt ................................................................................(1) 
The equation with a constant and no trend is represented by: 
∆yt = a0 + γ yt-1 +  ∑   
 
    ∆yt-1+1 + μt.......................................................................(2) 
The equation with both a trend and a constant is given by: 
∆yt = a0 + γ yt-1 a2  ∑   
 
    ∆yt-1+1 + μt.....................................................................(3) 
In these models: 
   = γ - (1- ∑       ) 
            And 
β = - ∑        
 
The ADF test corrects for high-order serial correlation by adding a lagged differenced term on 
the right-hand side in the DF equations. The null (γ = 0) and alternative hypothesis for the ADF 
test is the same as the DF test. In both tests, if the calculated statistic is less (in absolute terms) 
than the MacKinnon (1991, 117) values, which are used by the E-views 7 software, the null 
hypothesis is accepted; and this would, therefore, mean that there is a unit root in the series.  
In other words, it means the time series is not stationary. The opposite is true when the calculated 
statistic is greater than the MacKinnon critical values. However, in this ADF equation, the 
coefficient of interest is γ, if γ = 0. The equation is entirely in first difference form; and so, it has 
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no unit root. If the coefficients of a difference equation sum up to 1, at least one characteristic 
root has unity. In these equations, if ∑ai =1, γ = 0, then the system has a unit root. 
 
5.6.1.2 The Phillips Perron (PP) test 
Phillips (1987: 289), Perron (1989: 339) and Phillips and Perron (1988: 341) argued that the 
ADF tests were inadequate for unit root testing in time series. They suggested non-parametric 
alternatives to the ADF test. These tests are the Z∞ and Zt tests (also known as the PP tests). The 
non-parametric procedure in unit root testing was postulated in order to account for the serial 
correlation in the model. 
 
Hence, these are nothing but modified DF type statistics. Their greatest advantage is that the Z-
statistics eliminate asymptotically the nuisance parameters that are present in the DF-statistics 
when the errors are not independently and identically distributed (IID). 
 
However, the main drawback in computing these Z-statistics is that the researcher has to decide a 
priori the number of residual auto covariance which are to be used in implementing the 
corrections suggested by Phillips and Perron (Muscatelli, 1995: 175). 
 
5.6.1.3 Kwialkowski-Phillips-Schmidt-Shin (KPSS) test 
The ADF and PP unit root tests are used when the null hypothesis of that series is I (1). The 
stationary test on the other hand, is that the null hypothesis is I (0). The most commonly used 
stationary test is the KPSS test (Kwiatkwoski, Phillips, Schmidt & Shin, 1992: 162). It tests the 
null hypothesis of stationarity against alternative hypothesis of a non-stationary. The test 
equation is derived from the model 
                                  Yt = β
1
Dt + Ut + Vt 
 
5.6.1.4 Ng-Perron (NP) test 
Ng and Perron (2001: 156) apply the GLS de-trending procedure of Elliot, Rothenberg and Stock 
(1996: 820) to create a modified version of the PP tests. These modified PP tests do not exhibit 
the severe size distortions of the PP tests for error with large negative roots and they can have 
substantial higher power than the PP test.  
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5.6.2 Co-integration analysis and vector error correction model 
If a group of time series variables are individually integrated of the same order and if at least one 
linear combination of these variables is stationary, then the variables are said to be co-integrated 
(Harris, 1999; 126; Enders, 2004: 123). This means there could be a long-run equilibrium 
relationship between these variables. Testing for co-integration implies testing for the existence 
of such long-run relationship between economic variables. This test could be done through the 
Engle-Granger procedure, the Johansen‟s co-integration procedure and the Autoregressive 
Distributed Lag (ARDL) method of co-integration etc. 
 
The Engle-Granger approach is one of the widely used tests of co-integration. It is a residual 
based test of co-integration. In order to apply the Engle-Granger procedure, first, all the variables 
must be integrated of the same order. Once the variables are found to have the same order of 
integration, the next is estimating the co-integrating parameter through OLS and test for co-
integration (Yaffee, 1999: 74). To do this, we have to calculate residuals from the estimated 
equation and test its stationarity, usually by ADF test (Ssekuma, 2012: 46). 
 
If the residuals are stationary, it implies that the variables are co-integrated (Enders, 1996: 156). 
The second stage involves forming the error correction model, where the error correction term is 
the residual from the co-integrating relationship, lagged once. This term tells us that the speed of 
adjustment to the long-run equilibrium (Ibid). However, using the Engle-Granger method has 
some weaknesses. For instance, if there are more than two variables, there may be more than one 
co-integrating vectors. Also a co-integration test may depend on the direction of the variable put 
in the left side of the co-integration. That means the method does not allow the variables in the 
right hand side to be potentially endogenous (Enders, 2004: 34). In addition, since the Engle-
Granger‟s method is a two-step estimation procedure, any error introduced in the first step may 
carry over into the second step, making the results unreliable.  
 
The Johansen maximum likelihood co-integration method is one of the techniques that solves the 
above short comings of the Engle-Granger procedure (Johansen, 1991: 1561; 1995: 78). 
Basically, it can estimate more than one co-integration relationship, if the data set contains two 
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or more time series. It relies heavily on the relationship between the rank of a matrix and its 
characteristics roots (Ssekuma, 2012: 67). 
 
However, the Johansen co-integration technique require that all the variables in the system must 
have equal order of integration, especially when some of the variables are I (0) (Pesaran et al., 
2001: 78). That means the trace and maximum Eigenvalue tests may lead to erroneous co-
integrating relations with other variables in the model when I (0) variables are present in the 
system (Harris, 1999: 56). 
 
Fortunately, to overcome the above problem, Pesaran and Shin (1997: 304) have developed a 
new ARDL model which have more advantages than the Johansen co-integration approach. 
Firstly, the ARDL approach can be applied irrespective of whether the regressors are I (1) and I 
(0). Secondly, while the Johansen co-integration technique require large data samples for 
validity, the ARDL procedure provides statistically significant results in small samples (Pesaran 
& Shin, 1997: 302; Pesaran & Shin, 1999: 65; Narayan, 2005: 938; Udoh & Ogbuag, 2012: 55). 
That means, it avoids the problem of biasness that arise from a small sample size (Chaudhry & 
Chaudhry, 2006: 14). Thirdly, the ARDL procedure provides unbiased and valid estimates of 
long-run models even when some of the regressors are endogenous (Harris & Sollis, 2003: 64) 
 
Further, in using the ARDL approach, a dummy variable can be included in the co-integration 
test process, which is not permitted in the Johansen‟s method (Rahimi & Shahabadi, 2011; 37). 
Therefore, due to the above mentioned advantages, this research has used the ARDL method of 
the co-integration. 
  
5.6.3 Diagnostics check 
After model specification, a battery of diagnostic instrument is applied to check if the model is 
statistically adequate. Most of them are more focused on diagnosing regression pathologies 
through regression residuals. The presence of regression pathologies such as serial correlation, 
multi-collinearity and heteroscedasticity violates the classical assumptions of ordinary least 
squares (OLS) and hence invalidate statistical validity of parameter estimates. In this section 
graphical tools as well as conventional tests to check the properties of residuals are discussed. 
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Tests for structural and parameter instability are also discussed to check for model stability and 
robustness  
 
5.6.3.1 Autocorrelation test 
A common problem in using time series regression is that the estimated residuals tend to be 
correlated across time. For example, the residuals at times could be correlated with residuals in 
time t-1. The presence of serial correlation in OLS regressions leads to estimates that have small 
standard errors, inefficient, biased and inconsistent especially when lagged dependent variables 
are included on the right hand side of the test equation (Hamilton, 1994: 121). This study tests 
for the presence of autocorrelation using Breusch-Godfrey test. 
The Breusch-Godfrey serial correlation test is said to test for autocorrelation among the errors 
and is applicable whether or not there are lagged dependent variables (Green, 2000: 75). The null 
hypothesis is that there is no serial correlation up to a pre-specified lag order against the 
alternative of the presence of serial correlation. If also correlation is present, ARDL model is 
estimated using the robust standard error‟s to account for the presence of autocorrelation. 
 
5.6.3.2 Stability tests 
It is tradition in modern empirical analysis to check for model stability over time. As such 
parameter instability and structural changes are inspected if there is a reason to suspect structural 
breaks in the underlying data generation process. Thus, is deemed important in econometric 
modeling due to the weaknesses of the assumptions of the Box-Jenkins methodology that 
coefficients of parameter estimates are constant in different periods. In South Africa for example, 
there are various reasons to suspect for structural changes in macro-economic environment due 
to so many important turn around in economic and political spheres of the nation. 
 
Thus, there are different diagnostic instruments to examine structural and parameter stability in 
models, depending on whether the breaking points in the time series are known or not. In this 
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subsection, the Chow test, Recursive analysis, CUSUM and CUSUMQ tests are discussed as 
alternative diagnostic strategies in line with their pros and cons. 
 
Chow test: If there is a reason to suspect a structural break at a particular data, it is straight 
forward to use a Chow test (Enders, 2004: 104). Chow test offers a classical possibility for 
testing for structural change. In this testing procedure, different variants are often reported, that 
is the split, break point and forecast tests. For instance, if the structural break may have occurred 
in period T, the sample-split and break-point tests compare the estimates from the observations 
associated with the period before T and after period T. Residuals are generated and compared 
within each split and compared against each other to see if there are significant changes in 
variances, autoregressive coefficients and deterministic terms. The constancy of the white noise 
variance is also checked. Both the test statistics are derived from likelihood ratio principles based 
on their respective null hypothesis (Lulkepohl & Kratzig, 2004:48). The parameter constancy 
hypothesis is rejected if the values of the test statistics are large. This study is not utilizing this 
approach for model stability tests due to its weaknesses over the CUSUM and the CUSUMQ 
tests. 
 
Recursive analysis: Many recursive statistics are often computed and plotted to get an impression 
of the stability of a model through time. For this purpose, the model is estimated using only data 
from t = 1,    , r and letting π run from small value T1 to T. The estimates and their estimated 
confidence intervals are then plotted for different π values (Lutkepoht and Kratzig, 2004:50). 
Additional data points of X and Y can be added and running a regression as each addition is 
made to observe changes in β1 and β2. Changes on estimated parameters are observed against 
each iteration. According to Gujarati and Porter (2009: 36) the model is structurally stable if the 
changes in the estimated values of parameters are small and essentially random. Ideally if there 
are notable and significant changes on the values of estimated parameters, then the model is 
structurally unstable and there is an indication of a structural break. 
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CUSUM tests: The cumulative sum of recursive residuals (CUSUM) tests are proposed by 
Brown, Durbin and Evans (1975). The CUSUM and CUSUMQ are quite general tests of 
structural change in that they do not require prior determination of where the structural break 
takes place. To test for model misspecification and for stability of the ARDL model, cumulative 
sum (CUSUM) test is used whereby the null hypothesis of this test, that is, the regression 
equation is correctly specified. If the plotted CUSUM line graph remains inside the 5 percent 
significance level then it‟s concluded that the model is correctly specified otherwise the model is 
not accurately specified. 
 
5.6.4 Impulse response analysis 
According to Brooks (2008: 124) impulse response analysis traces out the responsiveness of the 
dependent variable in the model to shocks to each of the other variables. In this study therefore, 
it shows the sign, magnitude and persistence of real and nominal shocks to growth. Brooks 
(2008: 124) further states that impulse response analysis is applied on the ARDL model and, 
provided that the system is stable, the shock should die away. This study applied the generalized 
impulse response analysis. Rusike (2007: 45) explains that this approach fully takes into account 
historical patterns of correlations amongst the different shocks. 
 
5.6.5 Variance decomposition analysis 
After performing the impulse response analysis further information of the link between 
PRIVATE_SP in construction and the macro-economic variables is found using the variance 
decomposition analysis. Brooks (2008: 164) explains that variance decomposition analysis 
provides the proportion of movements in the dependent variable that are due to its own shocks, 
against shocks to other variables.   
 
5.7 CONCLUDING REMARKS 
Chapter Five has presented the methodology adopted, comprising the following: the research 
design; the population and sampling procedures; the reliability and the accuracy of the data used; 
94 
 
the data processing and procedure, mode specification; and the estimation technique adopted. 
The study adopted a quantitative research method involving numerical data. The research design 
was an “ex-post facto”, otherwise known as a “causal-comparative design”, since the researcher 
does not have any control over the dependent variables used in the study. The data used in the 
study were extracted from published sources of the South African National Statistics, such as 
SARB; Stats SA; and Quantec SA. 
 
The model for this study was developed from Oyediran (2005: 12); Mallick (2011: 197) and 
Cobb-Douglas‟ production function model. The variables for the study are as follows: 
PRIVATE_SP is the private sector spending in construction representing the dependent variable. 
The independent variables are: interest rate; real exchange rate; inflation rate; money supply; 
labour productivity in construction; crude oil price; GDP and gdp in construction sector. This 
study is different from earlier studies in the area of macro-economic environment in the 
construction sector because it employed the ARDL model.  
 
The ARDL model was developed by Pesaran, Shin and Smit (2001: 302). This approach is 
simple to use when compared with other co-integrated techniques. The chapter also presented the 
stationary/unit root tests adopted in the study as follows: the Augmented Dickey Fuller test; the 
Phillips Perron test; the Kwialkowski-Phillips-Schmidt-Shin test and the Ng-Perron test. The 
chapter equally presented the diagnostic checks for the study, viz: the Breusch-Godfred serial 
correlation test and stability tests such as the CUSUM and CUSUMQ tests. This section 
discussed the impulse analysis and variance decomposition analysis used in the study.  
 
The next chapter presents the analyses and interpretations of the findings from the processed 
data. 
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CHAPTER SIX 
 
 
ANALYSIS AND INTERPRETATION OF FINDINGS 
 
 
6.1 INTRODUCTION 
 
This chapter presents the empirical findings of the study, beginning with the descriptive statistics 
on the variables of analysis. This is followed by stationary/unit-root tests used to determine the 
integration of the variables. The chapter concludes by developing an autoregressive distributed 
lag (ARDL) model of the variables.  
 
6.2 DESCRIPTIVE STATISTICS 
6.2.1 Trends of the macro-economic variables in South Africa  
This section presents the trends of the macro-economic variables in South Africa, viz: percentage 
change (annual rate) in GDP; crude oil prices; percentage change (annual rate) in gdp 
construction; inflation rate; interest rate; labour productivity in construction; the percentage 
change (annual rate) in broad money supply; the percentage change in exchange rate and the 
trend of private sector spending in construction. The trends were considered between 1984 and 
2011.   
 
6.2.1.1 The trend of the percentage change (annual rate) of GDP in South Africa between 
1984 and 2011 
Figure 6.1 below presents the trend of the percentage change (annual rate) of GDP in South 
Africa for the period between 1984 and 2011. This is important because of the influence of the 
GDP on the private sector spending in construction in South Africa. The linkages between the 
construction sector and the economy have been expressed in some studies. Ajanlekoko (2006: 
13) attests to the uniqueness of the construction sector in its movement along the same path as 
the macro-economic cycles, with the result that the sector is upbeat in a boom period but 
downsizes in periods of recession. On the linkages of the construction sector and the economy, 
Lewis (2004: 541) observes that the construction sector is dynamic and responsive; it is a sector 
whose output is normally highly visible, thus giving it political appeal and imbuing it with 
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backward and forward linkages with other sectors. Consequently, this attribute makes it a 
powerful tool for economic manipulation. 
 
The trend of the percentage change (annual rate) in GDP below reflects an unstable macro-
economic environment comprising recession and expansion. The years 1984 to 1993 represent 
part of the era of economic sanction in South Africa. 
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         Figure 6.1: % Change (Annual Rate) GDP in South Africa 
 
According to Harmse (2006), during the period between 1980 and 1990 in South Africa, the 
economy was faced with external pressure in the form of economic sanctions by international 
trading partners, in addition to political instability due to its internal crises. Concerning the 
sanctions in South Africa, Fraukel et al. (2006: 17) observed that income increased rapidly 
during the 1960-1980 period, but the economy subsequently experienced a downward trend that 
lasted for 15 years. From Figure 6.1 above, it can be seen that there was a positive growth rate 
between 1984 and the peak year of 1987. Again, from 1987 the GDP experienced a downward 
positive growth rate. In 1993, there was a negative growth rate in GDP.  
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The downward positive trend and the negative growth rate experienced between 1987 and 1993 
occurred prior to 1994, according to studies like Harmse (2006: 20) and Fraukel et al. (2006: 17). 
This can be attributed to the economic sanctions imposed by the western world on South Africa 
because of the prolonged rule of the apartheid government.  
 
From 1993 through to 1994, the GDP growth rate was on an upward trajectory. The GDP growth 
rate somewhat stabilised to yield positive figures from 1994 through to the 2000s. Nevertheless, 
during the period between 2007 and 2008, due to the global economic recession, the GDP 
growth rate declined, but it soon increased positively from 2009 through to 2010. This positive 
trajectory was mainly due to the FIFA World Cup in 2010. During the period many construction 
projects were undertaken in infrastructural development, especially accommodations, stadia and 
power generation. This development indicates the significance of the construction sector in the 
economic development of South Africa.  
 
On the improvement in the economy compared to the period of economic sanctions and political 
instability in the 1980s to 1990s, Du Plessis and Smit (2008: 2) assert that the appearance of a 
democratic government led to great expectations that the economy would experience drastic 
transformation. Bhoret et al. (2013: 2) also noted an improvement in the South African economy 
during the democratic dispensation, but equally observed that the growth was not sustainable. 
From 2007 to 2009, there was another downward movement in GDP growth that may be 
attributed to the global economic recession during this period. From 2009 to 2011, there was a 
gentle rise in the trend of GDP growth. According to Padayachee (2014: 7), South Africa 
historically plays a role in international trade. The weak global linkages of most African 
countries led to the serious impact of the global crisis on the continent. 
 
Padayachee (2014: 8) was also of the opinion that the South African economy depends on 
foreign trade for its domestic investment growth; hence, the serious impact of the global 
recession on the economy. He therefore suggested a strong buffer in the form of reliable policies 
from the government against global economic recession. Furthermore, he maintained that the 
impact of the financial recession of 2008 to 2009 on South Africa was so severe that the 
manufacturing sector output in the first quarter of 2009 declined by 6.8 per cent and the mining 
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sector by 12.8 per cent. During this period, 480 000 workers lost their jobs in the third quarter of 
2009. In addition, the inflation rate exceeded the limit of the target range (3 to 6 per cent) and 
stood at an average of 9.9 per cent. According to a study carried out by the IMF (2013: 3), in 
2009 the economy was very low compared to some other emerging markets. This was attributed 
to weak trade partners and domestic factors such as labour disruptions. The phenomenon of the 
low economic performance was also confirmed by the OECD (2013: 4). It was found that the 
South African economy has been sluggish since the weak recovery from the recession in 2008 to 
2009. 
 
The next important trend to be discussed is the trend of the crude oil price in the international 
market and its influence on the private sector spending in the construction. 
 
6.2.1.2 Trend in Crude oil prices in South Africa 
Figure 6.2 portrays the trend of crude oil prices during the period under investigation. Oil price 
influences the private sector spending in construction because of its connection with the 
economy.                          
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                            Figure 6.2: The trend of crude oil price per barrel 
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Figure 6.2 shows the trend of the price of crude oil per barrel in dollars for the period between 
1984 and 2011. In 1984 and 1985, the price of crude oil in the international market was on 
average 25 dollars per barrel. There was a downward trend in crude oil price in the middle of the 
period between 1985 and 1986. During this period, the price was on average around 18 dollars 
per barrel. The price rose again in 1987 and thereafter maintained a gentle parallel growth until 
1997. Between 1997 and 2000, there was another gentle downward-upward movement in the 
crude oil price. However, in 2002 there was a sudden rise in the price of crude oil that reached a 
peak in 2008. Similarly, between 2008 and 2009 there was a sudden fall in the price from around 
100 dollars per barrel to about 63 dollars per barrel. After this, the price experienced another 
increase until 2011, when it peaked at above 110 dollars per barrel. 
 
Crude oil is the natural fuel used by all the countries of the world to meet their energy demands; 
thus, its price volatility has a significant impact on economic growth in most countries. 
According to Petkov and Stratiev (2008: 64), increase in crude oil price can be attributed to 
increase in population and economic output; consequently, this leads to increase in energy 
demand. The second reason advanced by the authors is the increasing cost of finding and 
developing oil production. They also found that the cost of finding and developing oil per barrel 
in 2006 was three times greater than it had been in 1999. However, Wakeford (2006: 99) 
presents other factors for the unstable trend in the prices of crude oil. Firstly, the shock in crude 
oil price in 1973-74 was caused by the Israeli war; secondly, the upward trend in the 1980s was 
attributed to the Iranian revolution; thirdly, the shock in 1990 was caused by the Iraq invasion of 
Kuwait in August 1990; fourthly, the oil shock of 2003-2006 was as a result of the rising 
increase in demand due to economic growth in the USA and some emerging economies such as 
China. The shocks have had a severe consequence in the form of high inflation in South Africa. 
 
Nkomo (2006: 11) argues that variation in the trend of crude price can be attributed to the 
firmness of the US dollar against other major currencies, as well as to political tension and unrest 
in the Middle East. Volatility in crude oil price is the result of the interplay of demand and 
supply. For instance, the price of crude oil increases or decreases when the demand for fossil fuel 
exceeds the supply, and this situation can arise as a result of political, natural or economic 
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reasons (Central Bank of Lesotho [CBL], 2011: 3). For example, the political unrest in Libya and 
the post-election violence in Nigeria depressed the two countries‟ output of crude oil production 
in 2011, but the increase in oil price was attributed to investor‟s speculative behaviour; and this 
is what caused the rise in the price during this period (CBL, 2011: 3). 
 
A comparison of the trends of crude oil prices in Figure 6.2 and those of the private sector in 
construction in Figure 6.9 will show that crude oil prices and the private sector in construction 
have a positive relationship. This can be attributed to the following factors: firstly, most of the 
private sector projects were financed by government through tenders; secondly, most of the 
property owners got loans from mortgage institutions; thirdly, the developer too could have 
financed most of their projects through loans from commercial banks; and lastly, government 
may have decided to stimulate the economy through infrastructural development. With these 
factors in mind, the influence of the high prices of crude oil products could possibly have 
affected the private sector‟s spending on construction. 
 
The next section is on the analysis of the trend of the percentage change (annual rate) in GDP in 
the construction sector in South Africa.   
 
6.2.1.3 Trends in the percentage change (annual rate) of GDP in the construction sector in 
South Africa 
Figure 6.3 presents the trends in the percentage change (annual rate) in GDP in the construction 
sector in South Africa. The construction industry has two categories of stakeholders: the public 
and the private sectors. The sectors affect each other. Government represents the public sector 
and it influences the performance of the private sector in construction. The total budget by the 
government for the construction sector inevitably influences the private sector spending in 
construction.  
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                 Figure 6.3: % Change (Annual Rate) gdp in construction in South Africa 
 
Figure 6.3 shows at a glance the pattern of trend in change in the annual rate of gdp in 
construction in South Africa. During the sanction era, between 1984 and 1986, there was a 
negative downward trend in gdp in the construction growth rate. From 1986, there was a positive 
rise in the gdp in construction growth rate and this reached a peak in 1989. However, after the 
peak of 1989, there was a sudden fall in the annual percentage rate of gdp in construction to a 
negative value of around 0.3 per cent, with this trend continuing until the end of the apartheid 
regime.  
 
During the democratic dispensation, from 1994 to 2011, there was little improvement in the 
percentage change in the annual growth rate in the construction sector. In 1994, the percentage 
change in construction output rose from a negative value to around 4 per cent in 1995. This can 
be attributed to the government policy on RDP, which was instituted to make life comfortable for 
the people by providing social amenities such as water, electricity, sanitation, employment, 
housing, education, social protection, quality healthcare, clean environment, public 
transportation and adequate nutrition (National Treasury, 2013: 7). The provision of some of 
these facilities boosted construction growth during this period. From 1995 to 1997, there was 
almost no percentage change in the annual construction sector growth. After this period of very 
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slow growth, there was a fall in the growth rate to a negative value of around 0.35 per cent, 
which continued till 1999. However, from 1999, the construction sector experienced a sudden 
rise in growth, which was attributed to the 2010 FIFA World Cup. The rise peaked in 2009, but 
thereafter there was a sudden fall in construction output till 2011. 
 
The construction sector experienced a boom between 2008 and 2009. Kumo (2012: 13) described 
the period between 2005 and 2009 as a period of economic infrastructural investment in South 
Africa. During this period, the economic infrastructural investment gradually recovered, rising 
from 2.76 per cent of the GDP in 2004 to 2.90 per cent in 2005. It later accelerated to 6.05 and 
7.64 per cent of GDP in 2008 and 2009 respectively. This recovery was attributed to a shift in 
government policy (ASGISA), or it could possibly have been due to preparations for the 2010 
FIFA World Cup (Kumo, 2012: 13).  
 
Dlamini (2011: 5) accounts for the trend of the South African percentage change (annual rate) in 
GDP in the construction sector for 1986 to 2010. Firstly, the decline in construction output 
between 1986 and 1988 was caused by international isolation at this period. Secondly, from 1990 
to 1994, the construction sector experienced a steady growth output. This was because when 
President F.W. de Klerk assumed power in 1989 he committed to undertaking some political 
reforms, such as the release of Nelson Mandela in 1990, the unbanning of political parties, and 
repeal of some of the apartheid laws. This growth continued until the release of President 
Mandela in 1990. Thirdly, in 1994, when the African National Congress (ANC) assumed power, 
the annual change in construction output continued – with a slow growth of 0.7 per cent in 1995 
– with the implementation of RDP. Fourthly, in 1997 and 1998 there was a decline in the overall 
economy due to international economic movements that occurred in some regions, such as a drop 
in the price of gold, the weakness in the United States‟ economy, European and Japanese 
economies, the East Asia financial crisis, and also the delayed effects on the stronger rand in 
1997. In commenting on the rise of construction output during the global financial recession, 
Dlamini (2011: 5) maintains that the South African construction sector was able to survive the 
worst effects of the crisis because of the infrastructural projects in preparation for the hosting of 
the 2010 FIFA World Cup even though there was a subsequent slump in the construction sector‟s 
activities.  
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By comparing the trends in the gdp in construction (in Figure 6.3) and the private sector 
spending in construction (in Figure 6.9), it was discovered that there was a positive relationship 
between the variables. This can be noticed in the positive rise in both gdp construction and 
private-sector spending in construction between 2005 and 2008 due to the infrastructural 
development – as a result of the preparation for the 2010 FIFA World Cup. Thereafter both these 
variables experienced downward trends. The next section is the trend of inflation rate in South 
Africa. 
 
6.2.1.4 Trend of inflation rate in South Africa 
Figure 6.4 presents the trend of the inflation rate in South Africa over the period under review. 
Inflation has a major influence on private sector spending in construction. This starts from its 
impact on the prices of materials to other related resources in connection with project executions.  
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                  Figure 6.4: Inflation rate in South Africa 
 
From Figure 6.4, it may be seen that 1984 to 1993 represents the era prior to democratic period 
in South Africa. During this era of economic sanctions there was high inflation. In 1984, for 
example, the inflation rate was around 12 per cent and later rose to a high of 18 per cent on 
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average, peaking in 1987. The high inflation rate from 1984 to 1987 can be attributed to the 
economic sanctions imposed by the Western world on the South African government. After 
1987, there was a sudden fall in the inflation rate to 11 per cent in 1989. Between 1989 and 1993, 
the inflation rate maintained a slow increase of 13 per cent per annum, on average. 
 
The changes in inflation rate can be attributed to the policies of President F.W. de Klerk, who 
embarked on the release of President Mandela, the unbanning of political parties, and the repeal 
of some of the apartheid laws (Dlamini, 2011: 5). During the democratic government, from 1993 
to 2002, there was a considerable fall in the South Africa inflation rate. This could be as a result 
of the policy strategies embarked on by government, such as the RDP in 1994. The RDP was 
instituted by the government to provide social amenities such as water, electricity, employment, 
housing, education, clean environment, public transportation and adequate nutrition (National 
Treasury, 2013: 7). 
 
Other strategic policies implemented included GEAR, ASGISA and NGP. GEAR was instituted 
to fast-track the economy, to increase employment, and to redistribute income among the citizens 
(Maree, 2007: 3). During the GEAR era, inflation was below the projected rate of 6.7 per cent, 
but the only problem was that the growth rate was below the projected rate of 4.2 per cent 
(Gauteng Provincial Government, 2012: 21). However, during this period of the downward trend 
of inflation, the South African monetary authority adopted an informal system of inflation 
targeting. But this was later changed to a formal inflation targeting in 2000. There was an 
upward trend in the inflation rate between 4 and 6 per cent beyond the inflation target boundary 
in 2002 and 2003. According to Kabundi et al. (2014: 5), there was a lot of fluctuation in the 
inflation rate in South Africa in 2000 (the first quarter), with two big negative shocks in 2002 (in 
the fourth quarter), because of the massive depreciation of the rand. These incidents caused the 
upward trend in the inflation rate in this period. 
 
Muhanna (2006: 67) reports that in 2002 the inflation rate was 10 per cent, 4 percentage points 
above the upper limit of the target range. Four exogenous factors were suggested as being 
responsible for this variation. Firstly, the nominal value of the rand declined by about 34 per cent 
at the end of June 2001. Secondly, the prices of domestic food items increased by about 17 per 
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cent in 2002. Thirdly, the price of crude oil in the international market increased from US$20 per 
barrel at a very high rate – approximately 10 per cent in 2002. According to the World Bank 
(2013: 10), one the problems causing the low economic growth in South Africa can be attributed 
to the macro-economic indicators of inflationary pressure that result in the continuous weakness 
of the rand. 
 
 The inflation rate was around 9 per cent in 2003 but there was a sudden fall in the same year to 2 
per cent in 2004. After 2004, there was another sudden increase in the inflation rate that peaked 
in 2009, during the global economic recession. After the global economic recession, there was 
another fall in the inflation rate, with the average inflation rate being 4.2 from 2010 to 2011. 
 
The next variable to discuss is the trend in the interest rate in South Africa. 
 
6.2.1.5 Trend of interest rate in South Africa 1984-2011 
Since it influences investment decisions, the interest rate in any economy is crucial to the growth 
and development of its private sector. According to West and Worthington (2006: 105), the 
interest rate and the interest rate spreads are good indicators of growth and development in any 
economy. The authors maintain that the interest rate contributes to the property return movement 
since it is an important factor in investment decisions and a link to the returns on an investment, 
in addition to being connected with the present and future state of the economy as well as 
business conditions. Bickerton and Gruneberg (2013: 24) highlight the importance of the interest 
rate in the decision-making process, especially when an investor is considering an investment.  
 
The interest rate of the return must be both greater than the interest rate charged and must allow 
for risk before decision-makers can accept the proposal to build. The speed of recovery of the 
construction industry may be affected by several factors, including the level of investment 
demand for construction. This, in turn, depends partly on interest rates. If the interest rates follow 
a cyclical pattern, rising when there is a demand for investment funds and falling when 
investment is low, then spending on construction can be expected to be at least partly related to 
the interest rate.  
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                                  Figure 6.5: Interest rate in South Africa 
 
However, the interest rate is significantly influential, an important determining factor for both 
the supply and demand sides of the construction business, because of its close relationship to the 
area of finance since the loans needed by suppliers of projects and buyers are generally 
determined by the interest rate (Kim, et al., 2011: 208).  
 
Figure 6.5 shows the interest rate in South Africa over the years under study: between 1984 and 
2011. In 1984, the average interest rate was 18 per cent; thereafter, there was a sudden rise in the 
interest rate, which peaked in 1985 with an annual percentage average of 21 per cent. In the same 
1985, there was a fall in the interest rate from 21 per cent to around 13 per cent in 1987. During 
the period from 1985 to 1987, the inflation rate was high, and according to Mohr (2012: 163), the 
high inflation rate was caused by the low interest rates and, consequently, the low interest rate 
was the result of high levels of investment.  
 
After 1987, there was another sudden increase in the interest rate that peaked in 1991 with a 22 
per cent average annual interest rate. From 1991, the interest rate in South Africa recorded a 
downward trend to 16 per cent, a trend that was maintained until the end of the apartheid regime 
in 1993. The increase in the interest rate at this period can be attributed to the low inflation rate 
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due to the policy adopted by the government to mop up the excessive money in circulation. 
Frederick and Fouri (2009: 6) see the high interest rate as the result of low growth in the money 
supply.  
 
During the democratic dispensation in 1994, the interest rate was around 15 per cent. The rise in 
the interest rate between 1994 reached a peak in 1997 and this can be attributed to the low 
inflation rate at this period due to policy strategies embarked upon by the government, such as 
informal inflation targeting. In the year 2000, a full inflation-targeting monetary policy was 
implemented. In 1997, there was a downward trend in the interest rate to 2000. Thereafter, there 
was a rise in interest rate in 2001 and it reached a peak in 2002. Another rise in the interest rate 
was between 2006 and 2008. From 2009 to 2011, there was a downward trend in interest rates in 
South Africa. The high interest rate in 2000 and 2008, according to Kabundi et al. (2014: 5), can 
be attributed to two big negative shocks in 2002 (in the fourth quarter) because of the massive 
depreciation of the rand; and in 2008 (the third quarter) due to the increasing global food prices, 
a rise in the crude oil price and also a depreciation of the South African rand, as well as the 
global financial crisis.  
 
The trends in the productivity of labour will now be discussed. 
 
 6.2.1.6 The trends of labour productivity in the construction industry in South Africa 
Labour productivity is one of the macro-economic variables that influence private sector 
spending in any economy. High productivity is very important in order to achieve growth in the 
private sector, thereby increasing its contributions to the national economy. According to 
Gundecha (2012: 34), to achieve higher productivity in the construction industry, the following 
must be observed: education and the training of personnel; adoption of the best work method; 
personal health; motivational factors; anticipated work quality; work location; supervisory 
personnel; the necessary equipment; and finally, the right tools and machines. 
 
Master Builder Australia (2012: 13) states that better productivity can be achieved by improved 
workplace practices and this would lower the cost of construction. This study was carried out in 
the private, government and individual projects. The results showed a lower cost, based on 
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improved workplace practices. It is maintained that because of the adoption of improved 
workplace practices, government could lower the cost of public investment in schools, hospitals, 
roads and other infrastructure, and could also cut down personal income tax, thereby improving 
the standard of living of people. Atter, Gupta and Desai (2013: 12) cite the poor productivity of 
construction workers as the major cause of cost and time overruns in construction projects, 
especially in the developing countries. They are of the opinion that construction is labour-
intensive and productivity is very important for the overall performance of projects; therefore, 
organisations must study and identity the factors that assist in labour productivity so that their 
profits can be maximised. 
 
These authors were of the opinion that a range of project-performance gaps were identified; for 
example, in an empirical study on completed projects in 2007, with respondents comprising 282 
clients and 1204 contractors from the nine provinces in South Africa. It was discovered that there 
is a need for improvement in the following areas: client satisfaction, contractor satisfaction, 
profitability and payment delays, procurement indicators, and health and safety.                
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 Figure 6.6: Labour productivity in South Africa construction sector 
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Figure 6.6 shows the labour productivity in the South Africa construction sector over the years 
under review (1984 to 2011). In 1984, during the apartheid regime, labour productivity in the 
construction sector was approximately 2.1 per cent on average. During the period 1984 to 1986, 
labour productivity in the construction sector was on a downward spiral. However, from 1986 
through to 1988, labour productivity was on an upward trajectory. This upward trajectory was 
followed by a downward swing through to 1990. From 1990 through 1998, productivity in the 
construction sector was on an upward trend, reaching a peak of approximately 6 per cent in 1998. 
Nevertheless, from 1998 through to 2008, there was a downward swing in labour productivity in 
the construction sector. From 2008 through to 2010, as a result of the FIFA World Cup, labour 
productivity in the construction sector improved somewhat. 
 
However, during the democratic dispensation that started in 1994, the labour productivity in the 
construction sector was 2 per cent and there was later a sudden and high upward trend that 
peaked in 2000, at a value of 6.3 percent. The increase during this period can be attributed to 
policy strategies by government to motivate workers. After the year 2000, labour productivity in 
the construction industry fell to 2.9 per cent in 2002; it later rose and peaked in 2003, with an 
average of 4.3 per cent. In 2003, there was another sudden fall in labour productivity in 
construction to around 2 per cent in 2004 and it continued at this rate until 2005, when there was 
a rise again to 3.2 per cent. Afterwards, it fell to 1.2 per cent between 2008 and 2009. After 
2009, the labour productivity in construction again increased, peaking at the rate of 3.5 per cent 
in 2010 and subsequently falling again to 1 per cent in 2011. 
 
Fluctuation in the labour productivity in any economy can be attributed to a number of factors. 
One, this can be as a result of design issues, such as building codes, construction technology, 
laws and regulations, employment, and uncertainty in weather conditions. Two, this can be as a 
result of management-related issues, such as planning and scheduling, leadership motivation, and 
communication. Three, there could be labour-related issues, such as labour skills, motivation, 
and labour availability (Shehata and El-Gohary, 2011: 322).  
 
The next macro-economic variable to be treated is the percentage change (annual rate) in M3 in 
South Africa. 
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6.2.1.7 Trends in the percentage change (annual rate) money supply M3 in South Africa 
Money supply influences the contribution of private sector spending in construction. This can be 
attributed to the fact that the money supply in an economy would determine the level of prices. 
According to classical economics, the velocity of money does not play much of a role in the 
determination of the general price level. The determination of price level in a given economy 
comprises the quantity of money and the quantity of output. This shows that there is a 
relationship among price level, the quantity of output, and the money supply in any economy. 
 
According to Tse and Raftery (2001: 10), the issue of money-supply fluctuation in relation to the 
changes in construction activities is a prime concern to the construction economist, as well as to 
policymakers; therefore, government policy is normally built and based on the knowledge of 
how money supply affects economic activities, especially the more volatile components of 
national output, such as construction.  
 
The cyclical nature of the construction industry makes it sensitive to credit conditions. For 
example, the mortgage loan situation has an influence on residential construction since most of 
the residential buildings are financed by mortgage loans. Therefore, the money supply would 
affect the national output (Tse & Raftery, 2001: 10). The transmission channel of money supply 
in an economy could be that of a traditional channel, which flows from credit to finance 
construction projects. A restrictive credit supply can cause a decrease in the demand for real 
estate, bonds, stock, and other assets (Tse & Raftery, 2001: 11).  
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 Figure 6.7 % Change (Annual Rate) money supply in South Africa 
 
Figure 6.7 presents the percentage change in the money supply per annum in South Africa over 
the years under study between 1984 and 2011. In 1984, there was a high upward jump of the 
percentage change in money supply in South Africa and this peaked in 1989 at a rate of 26 per 
cent per annum. This high rate can be attributed to high inflation rates at the time, following the 
economic sanctions imposed on the country by her trading partners. After the high percentage 
change in M3 in 1989, there was a downward trend of the money supply to 5 per cent per annum 
in the year 1993. 
 
However, in 1994 when the democratic government came to power, the percentage change in M3 
was 6 per cent per annum; this later moved up to 16 per cent per annum in 1996. After 1996, the 
percentage change in the money supply recorded another downward trend to 8 per cent per 
annum in 2000. After 2000, there was another sudden upward movement in the percentage 
change in the M3. It peaked in 2003 at 18 per cent per annum. In the same 2003, the percentage 
change in M3 showed another downward trend to 13 per cent per annum in the year 2004. After 
2004, there was again an upward trend in the percentage change in money supply that reached a 
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peak in 2005. Post-2005, there was a downward trend in M3 to 2009. After 2010, there was a rise 
in money supply from 3 per cent per annum to 7 per cent per annum in 2011.  
 
After the percentage change in money supply, the trend in the percentage change (annual rate) 
RER in South Africa again increased between 1984 and 2011. 
 
6.2.1.8 Trends in the percentage change (annual rate) of Real Exchange Rates in South 
Africa 
The exchange rate is an important macro-economic variable that influences the performance of 
every sector in an economy. Both classical and modern theories maintain that depreciation in the 
exchange rate of any nation‟s currency would make the export of its domestic goods more 
competitive, while at the same time causing an expansion in domestic production. According to 
Al-Rashidi and Lahiri (2012: 25), for a country that relies on imported inputs, a real depreciation 
rate would result in an increase in the cost of its inputs, thereby exerting a contractive impact on 
domestic products. 
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                      Figure 6.8: % Change (Annual Rate) RER in South Africa 
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The degree of the influence of the exchange rate on an economy would depend on its integration, 
cross-border trade, and investment. The national macro-economic policies influence the 
exchange rate; the more the exchange rate varies, the greater the influence on other important 
socioeconomic factors (Al-Rashidi & Lahiri, 2012: 26). Figure 6.8 shows the percentage change 
in the real exchange rates in South Africa over the years under review (1984 and 2011). In the 
year 1984, there was a rise in the percentage change in the real exchange rate to 11 per cent per 
annum in the year 1987; this was followed by a downward trend to a negative value of 2 per cent 
per annum in 1988. In 1988 there was again a rise in the percentage change in the real exchange 
rate to 5 per cent per annum in 1991; subsequently, the rate maintained its downward trend, 
falling to 3 per cent per annum in 1993. 
 
However, during the democratic era in 1994, the percentage change in the real exchange rate 
rose from -2 per cent per annum to a positive value of 8 per cent per annum in 1997. After 1997, 
there was another downward movement in the percentage change in the real exchange rate to a 
negative value of -10 per cent in 1998. With regard to the percentage change in the real exchange 
rate in South Africa, Takaendesa (2006:12) expresses the view that after the elections in April 
1994 the economy experienced an improvement in form of a relatively large inflow of 
investments, thereby resulting in a stable and strong rand between the years of 1994 and 1997. 
 
From 1998 onwards, there was a rise in the percentage change in the real exchange rate to 1 per 
cent in 2000. After 2000, there was then another downward movement to a negative value of -0.5 
per cent in the exchange rate in 2003. The depreciation of the rand at the end of 2000 was 
attributed to the relaxation of exchange controls over residents; there was also at this time the 
Asian financial crisis, which caused a decrease in commodity prices in South Africa, especially 
in precious metals (Takaendesa, 2006: 13). The depreciation in the rand that started in 2000 to 
2002, according to Mnyande (2010: 3), was because of the attacks on America in September 
2001, and also because of the political situation in Zimbabwe that caused capital withdrawals 
from South Africa.  
 
In 2003, there was a rise in the percentage change in the real exchange rate from -0.5 to 26 per 
cent per annum in 2004. This rise in the rand during this period was attributed to a rise in 
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international commodity prices and to the fact that there was an improvement in the balance of 
payments (Mnyande, 2010: 4). After 2004, there was a sudden drop in the percentage change in 
the real exchange rate, from 26 per cent to -0.8 per cent in 2008.  In the period between 2006 and 
2008, there were the oil shocks, the world price crisis – especially in financial matters – and also 
a further depreciation in the Zimbabwean economy that resulted in the abandonment of their 
currency to the rand. Another rise in the percentage change in the real exchange rate occurred 
during the global economic recession between 2008 and 2009; this peaked at 11 per cent per 
annum. From 2009, there was a downward trend in the percentage change in the real exchange 
rate to 3 per cent per annum in 2011.  
 
The outlined macro-economic trends clearly had a bearing on private sector expenditure on 
construction. The following section presents the trends in private sector expenditure in the 
construction industry. 
 
6.2.1.9 Trends in the private sector spending in construction in South Africa 
Private sector spending in construction is the total amount of money spent by individuals, 
companies and organisations, apart from government, on construction projects, such as 
residential buildings, non-residential buildings, roads, and addition/alteration works in South 
Africa over a period of time. The private sector is a very important arm of government and is 
essential for economic development and growth. According to AfDB (2013: 3), the future of 
millions of people in any economy depends on the private sector; therefore, the public sector 
must create an effective operating environment. The AfDB (2013: 3) ascribes two-thirds of 
Africa‟s investment, three-quarters of economic output, and nine-tenths of employment 
generation in both the formal and informal sectors to the private sector. 
 
Figure 6.9 below presents the trends of private sector spending in construction between 1984 and 
2011. The trend in the private sector in construction experienced a stable growth during the 
apartheid era, between 1984 and 1993. This can be attributed to the economic sanctions imposed 
by international trading partners and to political instability caused by internal crises. According 
to Fraukel et al. (2006: 17), during the period of sanctions in South Africa the economy 
experienced a downward trend that lasted for about 15 years and this affected all sectors of the 
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economy, including the construction sector. During this period, GDP growth was negative 
between 1984 and 1986, but there was positive growth again from 1986 to 1987 (Harmse, 2006: 
20). 
 
 
                 Figure 6.9: Trend of PRIVATE_SP in construction in South Africa 
 
At the advent of democratic governance in 1994, the economy experienced some slow growth. 
Between 1994 and 2004, there was a sharp rise in the trend of private sector spending in 
construction, compared to the previous period between 1984 and 1993. This could due to the 
policy strategies then introduced by the government, such as RDP and GEAR, to boost economic 
growth. Between 2005 and 2009, there was a sudden upward rise in private sector spending in 
construction. However, the rise experienced could have been as a result of the boom in the 
construction sector in that period.  
 
According to Kumo (2012: 13), the period between 2005 and 2009 was a period of economic 
infrastructural investment in South Africa. He also attributed the growth in infrastructural 
investment to either the shift in government policy (ASGISA) or preparations for the 2010 FIFA 
World Cup. Dlamini (2011: 5) attributes the rise in construction sector growth between 2005 and 
2009 to the infrastructural projects initiated in preparation for the hosting of the 2010 FIFA 
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World Cup. After this boom period, there was a downward trend in private sector spending on 
construction between 2010 and 2011. This could be attributed to a policy shift or to the influence 
of the global financial crisis of 2008 and 2009. 
 
Having outlined the macro-economic trends, it is important to examine the analysis of the 
relationships between these macro-economic variables. The following section presents a 
covariance analysis of these macro-economic variables. 
 
6.2.2 Covariance analysis 
The table 6.1 below shows the covariance analysis of the relationship between the dependent 
variable and independent variables in the study. 
 
Table 6.1: Covariance analysis   
 
INDEPENDENT 
VARIABLE 
CORRELATION 
COEFFICIENT 
T- 
STATISTICS 
RER -0.211388 -1.102790 
M3 0.745978 5.711592 
LAB_PROD 0.190270 0.988246 
INT_RATE -0.615145 -3.978415 
INFL_RATE -0.497769 -2.926442 
GDP_CONSTR 0.719480 5.282329 
GDP 0.776070 6.274815 
COPrice 0.718323 5.264750 
 
Table 6.1 indicates the correlation and t-statistics between the dependent variable, Private Sector 
Spending in Construction and the independent variables: Real Exchange Rate; Money Supply 
(M3); Labour Productivity in Construction; Interest Rate; Inflation; gdp in Construction; GDP in 
the economy; and the Crude Oil Price.  
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The above table presents the relationship between the real exchange rate and private sector 
spending on construction; the correlation represented by r is -0.211 and the t-statistics is 1.102. 
This indicates a weak statistically significant relationship between the variables under 
consideration. However, the negative relationship between private spending and the exchange 
rate implies that when the currency appreciates, private sector spending in construction declines. 
Similarly, when the currency depreciates, private sector spending in construction increases. This 
result can be attributed to the lower dependence of the private sector in construction in South 
Africa on foreign import materials, since the construction sector relies significantly on domestic 
resources.  
 
From Table 6.1, it is important to consider the relationship between the money supply and 
private sector spending in construction. The correlation value of r is 0.74 and the t-statistic is 
5.71. The figures indicate a strong positive relationship between money supply and the private 
sector spending in construction. It is indicated from the value of r and the t-statistics that when 
there is an increase in the money supply, private spending in construction would also increase; 
and when there is a decrease in money supply, private sector spending in construction would also 
decrease. This follows Keynes‟s theory that government can use an expansionary policy to 
stimulate the economy, thereby increasing the amount of money in circulation while at the same 
time boosting investment. 
 
Labour productivity in the construction sector shows that the value of r is 0.19 and the t-statistic 
is 0.99. The two values indicate a weak but positive statistical relationship between labour 
productivity in construction and private sector spending in construction. This indicates that the 
contributions of the private sector to the economy are less dependent on labour productivity in 
construction. The fact that the relationship between private sector spending in construction and 
labour productivity in construction shows a statistically insignificant but positive relationship, 
equally implies that labour productivity in construction is essential to private sector spending in 
construction. However, this could mean that the construction sector is increasingly becoming 
more capital-intensive.  
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For the interest rate and private sector spending in construction, the r value is -0.62 and the t-
statistic is -3.93. This phenomenon indicates that the relationship between private sector 
spending and the interest rate is significant, but negatively correlated. This implies that when the 
interest rate is increased, the contributions of the private sector in construction will drop. 
Similarly, when the interest rate is low, the contributions of the private sector to construction will 
be high. This follows classical and modern monetary theories that when the interest rate is high 
investors will hesitate to invest their money and when the interest rate is low investors will be 
more likely to invest.   
 
According to Brickerton and Gruneberg (2013: 24), the interest rate is very important in 
investment decisions, since the returns from investment must be greater than the interest rate 
charged. Therefore, an investor may prefer not to invest when s/he discovers that the interest rate 
is high. Langdon (2012: 1) cites the case of the US construction industry, where low interest 
rates create an environment that is conducive to investment. According to liquidity theory, 
investment is determined on the basis of the interest rate in the economy. A low interest rate will 
increase investment while an increase in the interest rate will tend to reduce the rate at which 
people invest. According to Lim et al. (2011: 203), the interest rate is very important in both the 
supply and demand sides of the construction business because of its close relationship to finance, 
since the loans used by the suppliers of projects and by buyers are generally determined by the 
interest rates offered by financial institutions. 
 
According to Berger-Thomson and Ellis (2004: 1), housing investment is one of the cyclical 
components of the GDP, which is very sensitive to the interest rate. The degree of sensitivity of 
the interest rate varies between countries. Berger-Thomson and Ellis (2004: 1) also state that the 
operation of the interest rate in a typical housing sector follows the mechanism of demand and 
supply. When there is a demand shock, it would necessitate a gradual supply adjustment, thereby 
generating an effect on price and quantity supply. In turn, this would create a change in the 
housing stock, such that demand might be more than the supply in any given period (Berger-
Thomson & Ellis, 2004: 1). From Table 6.1, for the inflation rate and the private sector spending 
in construction, the value of r is -0.43 and the t-statistic is -2.926. This indicates that there is a 
strong and significant relationship between inflation rate and private sector spending in 
119 
 
construction, but this is negative. That means that when the inflation rate in the economy is high, 
there will be lower contributions from the private section in construction. 
 
The aforementioned phenomenon is in line with both modern and classical economic theories, 
which observe that inflation tends to reduce investment. Inflation is a persistent increase in the 
price of goods and services in an economy. Therefore, when material costs and labour costs of 
construction products increase, this will automatically reduce development as the aggregate 
demand will be reduced. This last statement follows the theory of price, which states that 
inflation is caused by a decrease in the aggregate output of an economy. According to classical 
monetary theory, the price level in any given economy is determined by the quantity of money 
and the quantity of output. Therefore, if the price level in an economy is high, this implies that 
the quantity of money in circulation is higher than the output. To correct this mechanism so as to 
favour growth would require sound monetary and fiscal policies with disciplinary action on the 
part of the government.  
 
From Table 6.1, for the gdp in construction and the private sector spending in construction, the 
value of r is 0.719 and the t-statistic is 5.28. This implies that if the gdp in construction increases, 
the private sector spending in construction will also increase. This is what happened between 
2005 and 2010, when South Africa was preparing for the FIFA World Cup. During this time, 
government stimulated the economy through infrastructural development. In addition, most of 
the monetary policies at this period favoured infrastructural development. Likewise, between 
GDP in the economy and private sector spending in construction, there is a strong positive 
relationship. From Table 6.2, the values of correlation and the t-statistic for GDP in the economy 
and the private sector spending in construction are 0.78 and 6.27 respectively. These values 
imply that there exists a strong relationship between GDP and private sector spending in 
construction. 
 
Empirical studies indicate that there is a relationship between the construction sector and the 
economy. Dlamini (2011: 3) and Lopes et al. (2011: 49) used the inverted U-Shape phenomenon 
to describe the relationship between the construction sector and the economy. These studies 
demonstrate that changes in the construction sector follow the bell-shaped pattern of 
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development (that is an inverted U-shaped relationship). It follows that the share of construction 
in NGCF first grows, and then declines with the level of development. Osei (2013: 56) 
conducted a study on the construction industry and its linkages to Ghana‟s economic policies. 
His findings confirmed that the construction sector is vital to economic development and that the 
construction industry has a positive relationship with the economy. 
 
Another study was conducted by Ramachandra et al. (2013: 49) on the direction of the causal 
relationship between construction and the national economy of Sri Lanka, using empirical data 
for selected economic and construction variables between 1990 and 2009. They discovered that 
national economic activities precede construction activities. They also came to the conclusion 
that a unidirectional relationship exists between the national economy and the construction 
industry, with the economy inducing construction growth and not vice versa. In Khan et al.‟s 
(2014: 507) study on the Malaysian economy and the construction industry, they found a strong 
correlation between the construction sector and the economy. It was discovered that the 
construction sector grows faster than GDP during a boom period and that during a recession the 
construction sector declines more rapidly than GDP. 
 
According to a study carried out by Aiyetan (2010: 2) on the relationship between the 
construction sector and the economy in South Africa indicates the pattern of volatility of the 
construction sector‟s contributions and the economy. From Figure 1.1, in Chapter One of this 
thesis, one can figure out a strong correlation between the economy and the construction sector. 
This pattern follows a similar study carried out by Khan et al. (2014: 24) on the Malaysian 
economy and its construction sector.  
 
Another important variable that influences private sector spending in construction is crude oil 
price. From Table 6.2, the values of r and the t-statistic are 0.72 and 5.26 respectively. These 
values indicate a strong and positive statistical relationship between private sector spending in 
the construction industry. From the relationship above, it is clear that if there is an increase in the 
price of crude oil, this means that the amount expended by the private sector in construction will 
increase. This is because crude oil price has an impact on the economy. In reality, the price of 
crude oil in the international market is supposed to have a negative effect on the private sector in 
121 
 
construction since South Africa is an importer of the product. This is because an increase in the 
price of crude oil would result in inflation in South Africa. The above finding on the relationship 
between private sector spending in construction and crude oil price shows that the construction 
sector is protected against inflationary dynamics in South Africa. It also implies that most 
projects in the South African construction industry are done in partnership with the government.  
 
The main objective of policy strategies such as RDP, GEAR and ASGISA in South Africa was to 
provide an environment conducive to growth of the construction sector of the economy. One of 
the ways of doing this is to provide some incentives, such as the availability of loans to any 
investor in building and in the development of the infrastructure. Additionally, most of the 
infrastructural development is being done by government in partnership with the private sector 
via the tendering process. Most social houses in the country are jointly financed by government 
and the private sector.  
 
According to Mboweni (2005: 6), the increase in the price of crude oil was felt in 2004, when the 
price increased to US$ 37 per barrel. This slowed down the global economy by 0.5 per cent and 
inflation increased by 0.3 per cent. In South Africa, the economy declined by 0.6 per cent while 
inflation jumped up by 1.6 per cent and the trade balance went down by 1.4 per cent. Wakeford 
(2006: 101) presented two factors accounting for the effect of the increase in oil price on the 
global economy and its multiplier effects on the South African economy. Firstly, he was of the 
opinion that the oil shock gave rise to serious inflation internationally between 1979 and 1980. 
This incident caused many central banks to raise their interest rates, such as the US Federal 
Reserve Bank. Secondly, he noted that the weaker rand is partly caused by increases in the oil 
price internationally, a phenomenon that causes increasing inflation. 
 
Marcus (2014: 12) maintains that the pressure from oil price increase will impact the 
depreciation of the rand. He therefore called on the MPC to look for a way to prevent further 
depreciation of the rand in order to prevent inflation from going beyond the target. According to 
Wabiri and Amusa (2011: 22), the oil market is known to be volatile; is in fact the most volatile 
of all energy markets. Therefore, any slight change in the price of oil would inevitably have 
effects on the economy both globally and locally. Wabiri and Amusa (2011: 22) also maintain 
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that the high dependence on imported oil from high-risk regions, such as the middle-East and 
some African regions makes South Africa prone to the devastating negative effect of rising oil 
prices. The authors further noted that high oil price is one of the major threats to the South 
African economy and this has caused a high and direct cost to South African consumers. 
 
However, the construction sector is an important sector in the economy of South Africa. It is 
used to stimulate the economy during recession. During the global financial recession of 2008 
and 2009, the construction sector was used to invigorate the economy and to protect it from 
recession. According to Baloyi and Bekker (2011: 8), the construction sector is always used to 
invigorate national economies during periods of recession. This follows the notion of Keynes, 
who stated that a country spends its way out of recession, by taking the lead in investing in a 
public works programme which would stimulate demand in the construction industry. This, in 
turn, would boost certain sectors of the economy while at the same time providing employment 
opportunities (Baloyi & Bekker, 2011: 9). 
 
Having analyzed and outlined the descriptive trends of macro-economic variables and their 
relationship with the dependent, namely private sector, spending in construction, the following 
sections present econometric modelling of these variables. In this analysis, the data will be 
subjected to stationary tests before running of the ARDL model. 
 
6.3 STATIONARY/UNIT ROOT TESTS 
The essence of the unit-root test is to provide a useful insight into either a deterministic or 
stochastic secular component in any time series. Therefore, due to the aforementioned fact, the 
macro-economic variables for this study were subjected to various forms of unit root/stationary 
tests, as a measure to determine whether there are unit roots (non-stationary) or whether one is 
dealing with a stationary series. However, in addition to the famous Augmented Dickey-Fuller 
(ADF) test and the Phillips-Perron (PP) unit-root test, for the purposes of robustness, this study 
also conducted other tests, namely: the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test and the 
Ng-Perron (NP) test. 
 
123 
 
Table 6.2 presents the results of the ADF unit-root test for the variables in the study. From the 
table, one can ascertain that virtually the majority of the variables follow a random walk process. 
This is because they contain a unit root and therefore the null hypotheses of their unit root cannot 
be rejected at the conventional significance level. Meanwhile, by first differencing the series, 
those variables that were not stationary in levels now become stationary, thus implying that the 
series are integrated to the order of one (I(1)). Inflation rate and labour productivity in 
construction were the only variables that are stationary at level 1 in Table 6.2. (I [1]).  
Meanwhile, the inflation rate and the labour productivity in construction were stationary at level 
1 and they are therefore integrated to the order of I (0). 
Table 6.2: ADF test results 
 
Variable 
  ADF test in level ADF test in first difference  
Model 
Test 
Statistics 
Critical value Test  
Statistics           
Critical value 
      1%      5%       1%      5% 
INT_RATE -1.86 -3.49 -2.89 -7.18 -3.49* -2.89** I 
 -2.98 -4.04 -3.45 -7.20 -4.04* -3.45** T & I 
LAB_PROD. -4.99 -3.51* -2.89** -11.36 -4.08* -2.90** I 
 -4.97 -4.07* -3.47** -11.19 -2.60* -3.47** T & I 
GDP_CONSTR 0.73 -3.49 -2.89 -9.99 -3.49* -2.89** I 
 -1.11 -4.05 -3.45 -10.46 -4.05* -3.45** T & I 
GDP    -4.73 -3.49 -2.89 -10.64 -3.49* -2.88** I 
 --1.58 -4.04 -3.45 -10.67 -4.04* -3.45** T & I 
INFL_RATE -3.47 -3.49* -2.89** -7.87 -3.49* -2.89** I 
 -4.63 -4.04* -3.45** -7.85 -4.05* -3.45** T & I 
M3 0.22 -3.49 -2.89 -7.41 -3.49* -2.89** I 
 -4.46 -4.04 -3.45** -7.38 -4.04* -3.45** T & I 
PRIVATE_SP      -0.63 -3.89 -2.89 -3.29 -3.49 -2.89** I 
 -2.64 -4.05 -3.45 -3.27 -4.04 -3.45 T & I 
COPrice 0.09 -3.49 -2.89 -10.55 -3.49* -2.89** I 
 -2.25 -4.04 -3.45 -10.88 -4.04* -3.45** T & I 
RER -2.87 -3.49 -2.89 -10.35 -3.49* -2.89** I 
 -3.07 -4.04 -3.45 -10.30 -4.04* -3.45** T & I 
Note: I denotes constant, T, I denotes trend and constant, none denotes no trend and no constant, 
* denotes significance at 1%, ** denotes significance at 5%: Ho: Unit root. The decision to reject 
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null hypothesis is made at 5% level of significance. Lag length selection is based on Schwarz‟s 
information criterion. 
 
Table 6.3: PP test results 
 
Variable 
  PP test in level PP test in first difference  
Model 
Test 
Statistics 
Critical value Test  
Statistics           
Critical value 
      1%      5%       1%      5% 
INT_RATE -1.48 -3.49 -2.89 -7.10 -3.49* -2.89** I 
 -2.51 -4.04 -3.45 -7.12 -4.04* -3.45** T & I 
LAB_PROD -4.98 -3.52* -2.89** -11.26 -3.52* -2.89** I 
 -4.96 -4.08* -3.45** -11.10 -4.09* -3.47** T & I 
GDP_CONSTR -4.34 -3.51* -3.02** -10.06 -3.49* -2.89** I 
 -1.10 -4.05 -3.45 -10.47 -4.05* -3.45** T & I 
GDP -1.04 -3.49 -2.88 -10.26 -3.49* -2.88** I 
 -1.81 -4.04 -3.45 -10.45 -4.04* -3.45** T & I 
INFL_RATE -4.09 -3.49* -2.89** -23.50 -3.49* -2.89** I 
 -5.28 -4.04* -3.45** -25.10 -4.05* -3.45** T & I 
M3 0.04 -3.49 -2.89 -7.88 -3.49* -2.89** I 
 -2.85 -4.04 -3.45 -7.84 -4.04* -3.45** T & I 
PRIVATE_SP -0.52 -3.49 -2.89 -11.14 -3.49* -2.89** I 
 -2.16 -4.05 -3.45 -11.10 -4.04 -3.45 T & I 
COPrice 0.06 -3.49 -2.89 -10.49 -3.49* -2.89** I 
 -2.10 -4.45 -3.45 -11.32 -4.04* -3.45** T & I 
RER -2.90 -3.49 -2.89 -10.35 -3.49* -2.89** I 
 -3.14 -4.04 -3.45 -10.30 -4.04* -3.45** T & I 
Note: I denotes constant, T, I denotes trend and constant, none denotes, no trend and no constant, 
* denotes significance at 1%, ** denotes significance at 5%: Ho: Unit root. The decision to reject 
null hypothesis is made at 5% level of significance. Bandwidth is based on Newey-West. 
 
Table 6.3 presents the PP test result of the unit root test for the variable for the study. From the 
Table 6.3, the majority of the variables under consideration follow a random walk process. This 
is because they contain unit root and therefore the null hypotheses of their unit root cannot be 
rejected at the conventional significance level. Those variables that were not significant at level, 
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by first differencing of the series became stationary, which implies that the series are integrated 
of order one. 
 
Table 6.4: KPSS test results  
 
Variable 
  KPSS test in level KPSS test in first difference  
Model 
Test 
Statistics 
Critical value Test  
Statistics           
Critical value 
      1%      5% 1%      5% 
INT_RATE 0.76 0.73 0.46 0.10 0.74* 0.46** I 
 0.18 0.21 0.15 0.03 0.23* 0.15** T & I 
LAB_PROD. 0.35 0.74* 0.46** 0.05 0.74* 0.46** I 
 0.27 0.21 0.15 0.04 0.21* 0.15** T & I 
GDP_CONSTR. 0.72 0.74 0.46 0.54 0.74* 0.46 I 
 0.28 0.22 0.15 0.06 0.23* 0.15** T & I 
GDP 1.21 0.74 0.46 0.14 0.74* 0.46** I 
 0.27 0.21 0.14 0.05 0.22* 0.15** T & I 
INFL_RATE 1.85 0.73 0.46 0.15 0.74 0.46** I 
 0.12 0.21* 0.15** 0.14 0.22* 0.15** T & I 
M3 1.21 0.73 0.46 0.07 0.74* 0.46** I 
 0.07 0.21* 0.14** 0.06 0.22* 0.15** T & I 
PRIVATE_SP 1.11 0.74 0.46 0.09 0.74* 0.46** I 
 0.15 0.22* 0.15** 0.09 0.22* 0.15** T & I 
COPrice 0.89 0.73 0.46 0.37 0.74* 0.46** I 
 0.31 0.22 0.14 0.06 0.23* 0.14** T & I 
RER 0.32 0.73* 0.46 0.03 0.73* 0.46** I 
 0.11 0.22* 0.14* 0.02 0.22* 0.15** T & I 
Note: I denotes constant, T, I denotes trend and constant, none denotes, no trend and no constant, 
* denotes significance at 1%, ** denotes significance at 5%: Ho: Stationary. The decision to 
accept null hypothesis is based on 5% level of significance. Bandwidth based on Newey-West 
 
 
 
 
 
126 
 
Table 6.5: NP test results for the variables 
 
Variable 
  NP test in level NP test in first difference  
Model 
Test 
Statistics 
Critical value Test  
Statistics           
Critical value 
      1%      5% 1%      5% 
INT_RATE -9.43 -13.80 -8.10* -48.07 -13.80* -8.10** I 
 -15.34 -23.80 -17.30 -48.33 -23.80* -17.30** T & I 
LAB_PROD -16.27 -13.80* -8.10** -26.42 -13.80* -8.10** I 
 -20.51 -23.80 -17.30** -28.22 -23.80* -17.30*8 T & I 
GDP_CONTR -1.03 -13.80 -8.10 -54.87 -13.80* -8.10** I 
 -0.91 -23.80 -17.30 -54.99 -23.80* -17.30** T & I 
GDP -0.08 -13.80 -8.10 -54.99 -13.80* -8.10** I 
 -0.18 -23.80 -17.30 -54.99 -23.80* -17.30** T & I 
INFL_RATE -26.41 -13.80* -8.10** -51.54 -13.80* -8.10** I 
 -34.22 -23.80* 17.30** -53.13 -23.80* -17.30** T & I 
M3 -5.32 -13.80 -8.10 -2.60 -13.80 -8.10 I 
 -78.09 -23.80* -17.30** -22.20 -23.80* -17.30** T & I 
PRIVATE_SP 0.77 -13.80 -8.10 -5.97 -13.80 -8.10 I 
 -20.38 -23.30 -17.30** -6.47 -23.80 -17.30 T & I 
COPrice -0.51 -13.80 -8.10 -54.99 -13.80* -8.10** I 
 -3.31 -23.80 17.30 54.90 -23.80* -17.30** T & I 
RER -14.74 -13.80* -8.10** -54.99 -13.80* -8.10** I 
 -15.82 -23.80 -17.30 54.97 -23.80* -17.30** T & I 
Note: I denotes constant, T, I denotes trend and constant, none denotes, no trend and no constant, 
* denotes significance at 1%, ** denotes significance at 5%: Ho: Unit root. The decision to reject 
null hypothesis is made at 5% level of significance. Lag length is based on Schwarz‟s 
information criterion. 
 
Table 6.4 presents the KPSS test results of the unit-root test for the variables in the study. From 
Table 6.4, some of the variables under consideration can be seen to follow a random walk 
process. This is because they are not stationary, and thus the null hypotheses of their stationarity 
cannot be rejected at the conventional significance level. Those variables that were not 
significant at level, by the first differencing of the series became stationary; this implies that the 
series are integrated to the order of one (I (1)). The variables that fell under such categories are: 
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crude oil price; interest rate; private sector spending in construction; GDP and gdp in 
construction. 
 
However, from the KPSS test, it was seen that some variables were not stationary in the 
conventional level; therefore, their null hypotheses were accepted at level. This implies that these 
variables are integrated to the order of (I (0)). These variables are: inflation rate; exchange rate; 
money supply and labour productivity in construction.   
 
Table 6.5 presents the NP test results of the unit-root test for the variables in the study. From 
Table 6.5, some of the variables under consideration follow a random walk process. This is 
because they are not stationary; consequently, the null hypotheses cannot be rejected at the 
conventional significance level. Those variables that were not significant at the level, by the first 
differencing of the series, were stationary, which implies that the series are integrated to the 
order of one (I (1)). The variables that fell under such categories were: the crude oil price; gdp in 
construction; GDP; money supply; and private sector spending in construction; exchange rate; 
and labour productivity in construction.  
 
From all the tests, it was found that variables were not consistent in all the tests, especially at all 
levels. Meanwhile, the variables reacting to all the tests at the first level of difference were found 
to be significant. Therefore, all the variables were regarded as integrated to the first difference, 
which is to the order of (1(1)).  
 
6.4 TESTS FOR MULTI-COLLINEARITY 
The test for the multi-collinearity is essential in model building because of its consequences. 
Probability value determines the significance of a variable in a model and a variable is said to be 
significant if its probability value is below 5 percent. Multi-collinearity will cause the probability 
value to be large in a model building. Therefore, effort must be made to remove the problem of 
collinearity before embarking on a model building. According to Brooks (2008: 172), multi-
collinearity is a process whereby the explanatory variables or independent variables in a model 
are very highly correlated with each other and when this happens it is not possible to estimate all 
the co-efficients in the model. It occurs when the standard error is big, thus causing the t-statistic 
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to be small; when the t-statistic is small, the probability value will be large. Brooks (2008: 172) 
offers possible solutions to the problem of multi-collinearity. First, one can ignore it if the model 
is otherwise adequate. Second, one may drop one of the collinear variables to eliminate the 
problem. Three, one can transform the highly correlated variables into a ratio and include only 
the ratio and not the individual variables in the regressing. 
 
Table 6.6: Correlation matrix  
 
 INFL_ 
RATE 
GDP LAB_ 
PROD 
CRUDE_ 
OIL 
INT_ 
RATE 
GDP_ 
CONSTR 
RER M3 
INF_ 
RATE 
 
1.000 
 
-0.626 
 
-0.590 
 
-0.368 
 
0.533 
 
-0.212 
 
0.098 
 
-0.608 
 
GDP 
 
-1.626 
 
1.000 
 
0.542 
 
0.734 
 
-0.579 
 
0.626 
 
-0.282 
 
0.994 
LAB_ 
PROD 
 
-0.590 
 
0.542 
 
1.000 
 
0.182 
 
-0.245 
 
0.017 
 
-0.281 
 
0.514 
CRUDE_ 
OIL 
 
-0.368 
 
0.734 
 
0.182 
 
1.000 
 
-0.683 
 
0.914 
 
-0.222 
 
0.787 
INT_ 
RATE 
 
0.533 
 
-0.579 
 
-0.245 
 
-0.683 
 
1.000 
 
-0.628 
 
0.152 
 
0.694 
GDP_ 
CONSTR 
 
-0.212 
 
0.626 
 
0.017 
 
0.914 
 
-0.628 
 
1.000 
 
-0.235 
 
-0.601 
 
RER 
 
0.098 
 
-0.282 
 
-2.281 
 
-0.222 
 
0.152 
 
-0.235 
 
1.000 
 
-0.297 
 
M3 
 
-0.608 
 
0.994 
 
0.514 
 
0.787 
 
-0.601 
 
0.694 
 
-0.297 
 
1.000 
 
Table 6.6 also shows the correlation matrix of the independent variable as a way to detect which 
of the variables are highly correlated. However, another way of detecting whether there is a 
multi-collinearity in the study is shown in Figure 6.10, where if there is no multi-collinearity in 
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the model the circle will be perfectly round but if there is multi-collinearity some of the circles 
will not be perfectly round. 
 
From Table 6.6 and Figure 6.10, it has been discovered that there is multi-collinearity in the 
model under investigation. To solve the problem of multi-collinearity in the model, this study 
adopted one of the solutions proposed by Brooks (2008: 172), by dropping one of the collinear 
variables so as to eliminate the problem. The following variables were dropped: Crude oil price; 
Labour productivity in construction and money supply. The behaviour and characteristics of the 
remaining variables are indicated graphically at difference stages, for instance in level and at the 
first differencing in figures 6.10 and 6.11. 
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Figure 6 10 Plot of variables in levels from 1984-2011 
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Figure 6.11 Plot of variables in first difference from 1984-2011 
-.4
-.2
.0
.2
.4
84 86 88 90 92 94 96 98 00 02 04 06 08 10
DPRIVATE_SP
-1.6
-1.2
-0.8
-0.4
0.0
0.4
84 86 88 90 92 94 96 98 00 02 04 06 08 10
DGDP
-.2
-.1
.0
.1
.2
.3
84 86 88 90 92 94 96 98 00 02 04 06 08 10
DLRER
-.8
-.6
-.4
-.2
.0
.2
84 86 88 90 92 94 96 98 00 02 04 06 08 10
DGDP_CONSTR
-2
-1
0
1
2
84 86 88 90 92 94 96 98 00 02 04 06 08 10
DINFL_RATE
-.4
-.2
.0
.2
.4
.6
84 86 88 90 92 94 96 98 00 02 04 06 08 10
DINT_RATE
132 
 
    
 Figure 6.12: Problem of multi-collinearity 
 
6.5 ESTIMATION OF AUTOREGRESSIVE DISTRIBUTED LAG (ARDL) MODEL 
The ARDL model is normally used to estimate the long-run relationship between the dependent 
and independent variables of a model, especially when the effect of a regressor x on y occurs 
over time rather than all at once. However, when considered in the study under review, the 
influence of the independent variables would be felt over time rather than all at once. Another 
important guideline for using the ARDL model is that the variables from the model must be 
integrated of either order I(0) or I(1) and none must be in order of I(2). In this study all the 
variables are of the order of I(1) and none is of the order I(2). Therefore, the ARDL model can 
be applied for the study. 
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Estimation of ARDL is in steps as follows: Checking that all the variables are stationary; None 
of the variable must be in I(2); Selection of optimal lag; Test for the long-run relationship by 
using Wald test statistics and run ordinary least squares model; Save residual and copy it as error 
correction term (ECT) and run ordinary least squares model including ECT as one of the 
regressors; Ensure ECT is negative and significant. Thereafter follows the explanation of the 
results and the diagnostics test. 
 
From the above steps, already the issue of stationarity has been resolved in section 6.3, under the 
stationary and unit root test and the variables are order I(1). The next is the selection of the 
optimal lag model. The model for study comprises of nine variables initially and they were as 
follows: private sector spending in construction as the dependent variable; others such as 
inflation rate; interest rate; exchange rate; GDP; gdp in construction; labour productivity in 
construction; money supply; and price of crude oil, all as independent variables. Meanwhile, due 
to the problem of multi-collinearity the model was reduced to six variables. The six variables are 
as follows: private sector spending in construction as the dependent variable; others such as 
inflation rate; interest rate; exchange rate; GDP; and gdp construction as independent variables. 
The specification is below: 
PRIVATE_SP = F (INFL_RATE; INT_RATE; GDP; RER; GDP_CONSTR) 
 
6.5.1 Selection of optimal lag 
The selection of the optimal lag is very important in the model build because it is the process that 
produced the best and good model. The process that we used in this study is as follows. 
Estimates for models with lags were taken and compared to the values of their Akaike and 
Schward information criteria and the one for the lowest values of AIC and SIC was taken. The 
procedure for the selection of the optimal lag is presented in Table 6.7 below: 
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Table 6.7 Results of optimal lag selection 
 
No of lag 
 
AIC 
 
SIC 
 
Comments 
 
1 
 
-2.14 
 
-1.81 
 
Not the lowest lag 
with AIC and SIC 
 
2 
 
-2.09 
 
-1.61 
Not the lowest lag 
with AIC and SIC 
 
3 
 
-2.17 
 
-1.45 
Not the lowest lag 
with AIC and SIC 
 
4 
 
-2.56 
 
-1.76 
The lowest lag with 
AIC and SIC 
 
5 
 
-2.49 
 
-1.52 
Not the lowest lag 
with AIC and SIC 
 
6 
 
-2.47 
 
-1.33 
Not the lowest lag 
with AIC and SIC 
 
From Table 6.7 above, the model with four lags is the optimal and the best to be used to produce 
a reliable and acceptable model. Other lag models cannot give a good model. After determining 
the optimal lag the next step is to test whether the model with four lags has serial correlation or 
not. 
 
Table 6.8 Serial Correlation LM test 
 
F-statistic                           1.360671 
 
Prob.      F(4, 66)                       0.2571 
 
Obs‟R-squared                   7.694437 
 
Prob. Chi-squared (4)                0.1034 
 
From Table 6.8, the Probability Chi-squared is more than 5 percent, meaning that we cannot 
reject the null hypothesis but accept the null hypothesis. That implies that the model with four 
lags has no serial correlation. 
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After the test for serial correlation has been done, the next step is to test the model with four lags 
whether it is stable or not. 
 
   
 Figure 6.13 Optimal lag four test for stability 
 
From Figure 6.13, the blue line is within the two red lines, which implies that the model with 
four lags is stable. After the test of stability, the next is to determine log-run relationship among 
the variables by running an ordinary least squares model having four lags. 
 
6.5.2 Determination of long-run model or bound test using Wald test 
To develop a long-run model with four lags, the model is estimated as follows: 
PRIVATE_SP C d(PRIVATE_SP(-1)) d(PRIVATE_SP(-2)) d(PRIVATE_SP(-3)) 
d(PRIVATE_SP(-4)) d(GDP(-1)) d(GDP(-2)) d(GDP(-3)) d(GDP(-4)) d(INT_RATE(-1)) 
d(INT_RATE(-2)) d(INT_RATE(-3)) d(INT_RATE(-4)) d(INFL_RATE(-1)) d(INFL_RATE(-
2)) d(INFL_RATE(-3)) d(INFL_RATE(-4)) d(RER(-1)) d(RER(-2)) d(RER(-3)) d(RER(-4)) 
d(GDP_CONSTR(-1)) d(GPD_CONSTR(-2)) d(GDP_CONSTR(-3)) d(GDP_CONSTR(-4)) 
PRIVATE_SP(-1) GDP(-1) INT_RATE(-1) INFL_RATE(-1) RER(-1) GDP_CONSTR(-1) 
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The above model can be divided into three parts. Part one is the dependent variables and the 
constant. Part two is for the short-run relationship comprising d(PRIVATE_SP(-1)) to 
d(GDP_CONTR(-4)). Part three comprises all the variables both dependent and independent 
with lag one. The model is estimated and results are as follows: 
 
Table 6.9 presents the result of the long-run estimate, the coefficient, t-statistic and the 
probability value of every variable. PRIVATE_SP is the dependent variable and C1 is the 
constant; C2 to C5 are the PRIVATE_SP lag one to PRIVATE_SP lag four; C6 to C9 are the 
GPD lag one to GDP lag four; C10 to C13 are the RER lag one to RER lag four; C14 to C17 are 
the GDP_CONTR lag one to GDP_CONSTR lag four; C18 to C21 are the INFL_RATE lag one 
to INFL_RATE lag one to INFL_RATE lag four; C22 to C25 are the INT_RATE lag one to 
INT_RATE lag four; C26 to C31 are the long-run coefficient for PRIVATE_SP lag one; GDP 
lag one; RER lag one; GDP_CONSTR lag one; INFL_RATE lag one and INT_RATE lag one.  
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Table 6.9 Results of long-run estimate 
 
Variables Coefficient T-statistic Probability 
C1=CONSTANT 0.570624 1.336896 0.1856 
C2=PRIVATE_SP(-1) -0.256034 -2534880 0.0135 
C3=PRIVATE_SP(-2) -0.346896 -3.346441 0.0013 
C4=PRIVATE_SP(-3) -0.173218 -1.598259 0.1145 
C5=PRIVATE_SP(-4) 0.289232 -2.847396 0.0058 
C6=GDP(-1) -0.222756 -2521006 0.0140 
C7=GDP(-2) -0.179141 -2.120194 0.0375 
C8=GDP(-3) -9.45E-07 -2.735433 0.0079 
C9=GDP(-4) -7.47E-07 -2.219657 0.0297 
C10=RER(-1) 0.179019 1.391373 0.1685 
C11=RER(-2) 0.273465 1.937374 0.0567 
C12=RER(-3) -0.052627 -0.407012 0.6852 
C13=RER(-4) 0.008184 0.060844 0.9517 
C14=GDP_CONSTR(-1) 0.480119 0.671648 0.0094 
C15=GDP_CONSTR(-2) 0.462315 2.652248 0.0099 
C16=GDP_CONSTR(-3) 0.421222 2.532573 0.0136 
C17=GDP_CONSTR(4) 0.547076 3.260778 0.0017 
C18=INT_RATE(-1) 0.089040 4.207859 0.0001 
C19=INT_RATE(-2) 0.011237 0.565730 0.5734 
C20=INT_RATE(-3) 0.014259 0.859781 0.3928 
C21=INT_RATE(-4) -0.025210 -1.804191 0.0755 
C22=INFL_RATE(-1) 0.129525 1.333104 0.1868 
C23=INFL_RATE(-2) 0.006521 0.065839 0.9477 
C24=INFL_RATE(-3) 0.274534 2.632363 0.0104 
C25=INFL_RATE(-4) 0.085057 0.775772 0.4405 
C26=PRIVATE_SP(-1) -0.038469 -1.900337 0.0615 
C27=GDP(-1) 0.178584 3.874000 0.0002 
C28=RER(-1) -0.022709 -0.324357 0.7466 
C29=GDP_CONSTR(-1) -0.188714 -3.691176 0.0004 
C30=INT_RATE(-1) -0.028188 -1.391719 0.1684 
C31=INFL_RATE(-1) -0.132796 -3.089133 0.0029 
 
Following the model estimation is testing the long-run relationship using the Wald test and the 
hypotheses are stated below: 
Null hypothesis  is that C(26)=C(27)=C(28)=C(29)=C(30)=C(31)=0 
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Alternative hypothesis is that C(26)=C(27)=C(28)=C(29)=C(30)=C(31)≠0 
 
Table 6.10 Results of the Wald test for the long-run relationship 
 
 
Test statistic 
 
Value 
 
df 
 
Probability 
 
F-statistic 
 
5.126701 
 
(6.70) 
 
0.0002 
 
Chi-square 
 
30.76020 
 
6 
 
0.0000 
 
Table 6.10 presents the results of the Wald test for long-run relationship between the dependent 
variable and the independent variables in the model under consideration that contain four lags. 
From the result, the F-statistics is 5.126701 and the probability is 0.0002 while the Chi-square 
value is 30.76020 with a probability value of 0.0000. However, to know whether the variables 
have long-run association or not, the F-statistic 5.126701 is compared with the Pesaran critical 
value at 5 percent level. The model is unrestricted intercept and no trend. From the Pesaran table, 
the lower bound value is 3.79 and the upper bound value is 4.85. 
 
The guideline principle for acceptability in the Pesaran table is that if the F-statistic is more than 
upper bound level value we reject null the hypothesis and accept the alternative hypothesis. 
 
Therefore, from the Wald test the F-statistic is 5.126701 greater than the Pesaran upper bound 
value of 4.85. That is 5.12> 4.85. Therefore, the null hypothesis is rejected: 
                              C(26)=C(27)=C(28)=C(29)=C(30)=C(31)=0 
However, the alternative hypothesis is accepted: 
                              C(26)=C(27)=C(28)=C(29)=C(30)=C(31)≠0 
 
From the Wald test the six variables in the model – private sector spending in construction; GDP; 
exchange rate; interest rate; inflation rate and gdp in construction all have long-run relationship 
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and can move together in the long run. The next step is to develop a model of short-run with 
error correction term as one of the regressors. 
 
6.5.3 Development of short-run and error correction term (ECT) 
 
The study developed the residual and generate ECT to be part of the model with four lags. The 
new model is as follows:  
PRIVATE_SP C d(PRIVATE_SP(-1)) d(PRIVATE_SP(-2)) d(PRIVATE_SP(-3)) 
d(PRIVATE_SP(-4)) d(GDP(-1)) d(GDP(-2)) d(GDP(-3)) d(GDP(-4)) d(INT_RATE(-1)) 
d(INT_RATE(-2)) d(INT_RATE(-3)) d(INT_RATE(-4)) d(INFL_RATE(-1)) d(INFL_RATE(-
2)) d(INFL_RATE(-3)) d(INFL_RATE(-4)) d(RER(-1)) d(RER(-2)) d(RER(-3)) d(RER(-4)) 
d(GDP_CONSTR(-1)) d(GPD_CONSTR(-2)) d(GDP_CONSTR(-3)) d(GDP_CONSTR(-4)) 
ECT(-1) 
 
ECT (-1) is incorporated into the above model to form the long-run component. ECT (-1) is the 
speed-up adjustment towards the long run and it must be negative and significant. 
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Table 6.11 Results of short-run and ECT 
 
Variables Coefficient T-statistic Probability 
C1=CONSTANT 0.003575 0.391716 0.6964 
C2=PRIVTE_SP(-1) 0.250492 1.856706 0.0674 
C3=PRIVATE_SP(-2) -0.092698 -0.969825 0.3353 
C4=PRIVATE_SP(-3) 0.110317 1.053663 0.2955 
C5=PRIVATE_SP(-4) 0.573009 5.160574 0.0000 
C6=GDP(-1) 0.035467 0.517007 0.6067 
C7=GDP(-2) 0.041208 0.593963 0.5544 
C8=GDP(-3) -0.038230 -0.519078 0.6053 
C9=GDP(-4) 1.03E-07 0.353810 0.7245 
C10=RER(-1) 0.116388 0.870204 0.3870 
C11=RER(-2) 0.231701 1.627113 0.1080 
C12=RER(-3) -0.196558 -1.440137 0.1541 
C13=RER(-4) 0.051169 0.367542 0.7143 
C14=GDP_CONSTR(-1) -0.015909 -0.113630 0.9098 
C15=GDP_CONSTR(-2) -0.010843 -0.074700 0.9407 
C16=GDP_CONSTR(-3) -0.017197 -0.118713 0.9058 
C17=GDP_CONSTR(4) 0.068569 0.482203 0.6311 
C18=INT_RATE(-1) 0.053898 3.390943 0.0011 
C19=INT_RATE(-2) -0.042741 -2.402194 0.0188 
C20=INT_RATE(-3) -0.011129 -0.716076 0.4762 
C21=INT_RATE(-4) -0.038681 -2.7021569 0.0086 
C22=INFL_RATE(-1) 0.099285 0.669986 0.5050 
C23=INFL_RATE(-2) -0.121388 -1.106820 0.2720 
C24=INFL_RATE(-3) 0.229467 2.053836 0.0436 
C25=INFL_RATE(-4) -0.125003 -1.067612 0.2892 
C26=ECT(-1) -0.538070 -2.850634 0.0057 
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Table 6.11 presents the results of the short-run and ECT for the model with four lags. The table 
6.11 comprises of C1 as the CONSTANT; C2, C3, C4 and C5 as the PRIVATE_SP lag one to 
lag four; C6, C7, C8 and C9 as GDP lag one to lag four; C10, C11, C12 and C13 are the RER 
from lag one to lag four; C14, C15, C16 and C17 as GDP_CONSTR from lag one to lag four; 
C18, C19, C20 and C21 as INT_RATE from lag one to lag four; C22, C23, C24 and C25 are the 
INFL_RATE from lag one to lag four and finally C26 is the ECT(-1). From the table 6.11, C2 to 
C25 are short-run estimates while C26 is the long-run estimate. ECT is the speed-up adjustment. 
 
However, Table 6.11 presents the test for the short-run causality between the independent 
variables and dependent variable using the Wald test. The independent variables are: GDP; RER; 
GDP_CONSTR; INT_RATE; and INFL_RATE and the dependent variable is PRIVATE_SP. 
In the process of testing for causality between the independent variables and dependent variable, 
we started with GDP. 
The null hypothesis: 
C(6)=C(7)=C(8)=C(9)=0 
The alternative hypothesis: 
 C(6)=C(7)=C(8)=C(9)≠0 
 
The Table 6.12 below shows the result of the Wald test to explain the short-run causality from 
GDP to PRIVATE_SP. 
 
Table 6.12 Results of Wald test for the short-run causality from GDP (-1), (-2), (-3), and (-4) to 
PRIVATE_SP  
 
 
Test statistic 
 
value 
 
df 
 
Probability 
 
F-statistic 
 
0.304189 
 
(4, 73) 
 
0.8743 
 
Chi-square 
 
1.216756 
 
     4 
 
0.8753 
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Table 6.12 presents the results of Wald test to investigate whether there is a short-run causality 
from GDP (-1), (-2), (-3) and (-4) to PRIVATE_SP. From Table 6.12, the F-statistic is 0.304189, 
the Chi-square is 1.216756 and the probability is 0.8753. The probability is more than 5 percent. 
This implies that we cannot reject the null hypothesis, meaning that GDP (-1), (-2), (-3) and (-4) 
did not have short-run causality with PRIVATE_SP.  
 
Table 6.13 results of Wald test for the short-run causality from RER (-1), (-2), (-3) and (-4) to 
PRIVATE_SP. 
 
 
Test statistic 
 
value 
 
df 
 
Probability 
 
F-statistic 
 
1.735259 
 
(4, 73) 
 
0.1514 
 
Chi-square 
 
6.941037 
 
     4 
 
0.1390 
 
To test the short-relationship between exchange rate and private sector spending in construction, 
hypotheses were formulated as follows: 
The null hypothesis: 
C(10)=C(11)=C(12)=C(13)=0 
The alternative hypothesis: 
 C(10)=C(11)=C(12)=C(13)≠0 
Table 6.13 presents the results of Wald test to investigate whether there is a short-run causality 
from RER (-1), (-2), (-3) and (-4) to PRIVATE_SP. From Table 6.13, the F-statistic is 1.735259; 
the Chi-square is 6.941037 and the probability is 0.1390. The probability is more than 5 percent. 
This implies that we cannot reject the null hypothesis, meaning that RER (-1), (-2), (-3) and (-4) 
did not have short-run causality with PRIVATE_SP.  
 
However, to test the short-relationship between gdp in construction and private sector spending 
in construction, hypotheses were formulated as follows: 
 
143 
 
The null hypothesis: 
C(14)=C(15)=C(16)=C(17)=0 
The alternative hypothesis: 
 C(14)=C(15)=C(16)=C(17)≠0 
 
Table 6.14 Results of Wald test for the short-run causality from GDP_CONSTR (-1), (-2), (-3) 
and (-4) to PRIVATE_SP. 
 
 
Test statistic 
 
value 
 
df 
 
Probability 
 
F-statistic 
 
0.052501 
 
(4, 73) 
 
0.9947 
 
Chi-square 
 
0.210003 
 
     4 
 
0.9949 
 
Table 6.14 presents the results of Wald test to investigate whether there is a short-run causality 
from GDP_CONSTR (-1), (-2), (-3) and (-4) to PRIVATE_SP. From Table 6.14, the F-statistic is 
0.052501, the Chi-square is 0.210003 and the probability is 0.9949. The probability is more than 
5 percent. This implies that we cannot reject the null hypothesis, meaning that GDP_CONSTR (-
1), (-2), (-3) and (-4) did not have short-run causality with PRIVATE_SP. Meanwhile, to test the 
short-relationship between interest rate and private sector spending in construction, hypotheses 
were formulated as follows: 
The null hypothesis: 
C(18)=C(19)=C(20)=C(21)=0 
The alternative hypothesis: 
 C(18)=C(19)=C(20)=C(21)≠0 
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Table 6.15 Results of Wald test for the short-run causality from INT_RATE (-1), (-2), (-3) and (-
4) to PRIVATE_SP. 
 
 
Test statistic 
 
value 
 
df 
 
Probability 
 
F-statistic 
 
7.163371 
 
(4, 73) 
 
0.0001 
 
Chi-square 
 
28.65349 
 
     4 
 
0.0000 
 
Table 6.15 presents the results of Wald test to investigate whether there is a short-run causality 
from INT_RATE (-1), (-2), (-3) and (-4) to PRIVATE_SP. From Table 6.15, the F-statistic is 
7.163371, the Chi-square is 28.65349 and the probability is 0.0000. The probability is less than 5 
percent. This result led to the rejection of the null hypothesis and the alternative hypothesis was 
accepted, which implies that INT_RATE (-1), (-2), (-3) and (-4) can jointly cause short-run 
causality with PRIVATE_SP. INT_RATE (-1), (-2), (-3) and (-4) have a short-run relationship 
with PRIVATE_SP. 
 
Equally, as with other variables, to test the short-relationship between inflation rate and private 
sector spending in construction, hypotheses were formulated as follows: 
The null hypothesis: 
C(22)=C(23)=C(24)=C(25)=0 
The alternative hypothesis: 
 C(22)=C(23)=C(24)=C(25)≠0 
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Table 6.16 Results of Wald test for the short-run causality from INFL_RATE (-1), (-2), (-3) and 
(-4) to PRIVATE_SP. 
 
 
Test statistic 
 
value 
 
df 
 
Probability 
 
F-statistic 
 
1.400768 
 
(4, 73) 
 
0.2423 
 
Chi-square 
 
5.603071 
 
     4 
 
0.2308 
 
Table 6.16 presents the results of Wald test to investigate whether there is a short-run causality 
from INFL_RATE (-1), (-2), (-3) and (-4) to PRIVATE_SP. From Table 6.14, the F-statistic is 
1.400768, the Chi-square is 5.603071 and the probability is 0.2308. The probability is more than 
5 percent. This implies that we cannot reject the null hypothesis, meaning that INFL_RATE (-1), 
(-2), (-3) and (-4) did not have short-run causality with PRIVATE_SP. 
 
However, in the long-run issue, the guideline is that the ECT (-1) coefficient must be negative 
and the probability value also must be less than 5 percent confidence level. From Table 6.11, the 
ECT (-1) coefficient is -0.538070 and the probability value is 0.0057 less than 5 percent. This 
implies that our model fulfilled the conditions of long-run association among the variables. The 
system is getting adjusted towards long-run equilibrium at the speed of 53 percent. 
 
The model with four lags is the best model because it has no serial correlation and it is stable and 
getting to long-run equilibrium at the speed of 53 percent. For the short-run association, only 
INT_RATE (-1), (-2), (-3) and (-4) can jointly cause short-run causality with private sector 
spending in construction. The other independent variables did not have short-run association 
with private sector spending in construction. Having developed an econometric modelling of the 
variables, the next sections present impulse response and variance decomposition analysis of the 
variables, with emphasis on responses of the dependent variable private sector spending in 
construction in construction to shock and variation from the independent variables.    
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6.6 IMPULSE RESPONSE ANALYSIS  
Impulse response analysis is on how a regression system model performs when its residual is 
given a positive shock, that is, how the variables react. In this study, we examined in what 
manner the dependent variable private sector spending in construction reacts when a positive 
shock of one standard deviation is given to the independent variables such as GDP, exchange 
rate, gdp in construction, interest rate and inflation rate. The analysis also indicates the directions 
and persistence of the response to each of the shocks over 10 quarters.  
 
Figure 6.12 presents the impulse response of the private sector spending in construction. This 
measures what happens to the dependent variable when a shock is applied to an independent 
variable. The analysis begins with shock from private sector spending in construction to private 
sector spending in construction. Figure 6.12 shows that when one standard deviation shock is 
applied to private sector spending in construction, the effect was positive all through the ten-
quarter period. Meanwhile, when one standard deviation shock is applied to GDP, the reaction of 
the private sector spending in construction is statistically significant through the tenth quarter. 
Similarly, when one standard deviation shock is applied to exchange rate, the private sector 
spending in construction, it has a dampening effect throughout the ten quarters. 
 
From Figure 6.12, when one positive standard deviation shock is applied to gdp in construction, 
the private sector spending in construction, the first quarter to third quarter has a positive impact 
and is followed by a dampening impact from the third quarter to the fifth quarter, then from fifth 
quarter to the tenth quarter, there is a negative effect on the private sector spending in 
construction. When one positive standard deviation shock is applied to interest rate, the private 
sector spending in construction, from first quarter to fifth quarter there is a positive impact, then 
equilibrium is achieved. From the fifth quarter to the tenth quarter the impact is negative and 
statistically significant. 
 
However, when one standard deviation shock is applied to inflation rate, the reaction of private 
sector spending in construction is as follows: From the first to the fourth quarter there is a 
positive impact, with equilibrium being reached in that same fourth quarter. Thereafter, from the 
fourth quarter to the tenth quarter the impact is negative and statistically significant. 
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         Figure 6.14 Impulse response of PRIVATE_SP 
 
6.7 VARIANCE DECOMPOSITION ANALYSIS 
The essence of the variance decomposition analysis is to explain variation or fluctuation caused 
due to shock in one variable to another variable. It is used to forecast into the future. According 
to Andren (2007: 23), variance decomposition analysis is an important tool in the determination 
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of the relative importance of shocks in explaining variations in a given variable under 
investigation. In the study under review, variance decomposition is used to determine the relative 
importance of shocks to independent variables such as GDP, exchange rate, gdp in construction, 
inflation rate and interest rate in explaining variations in private sector spending in construction. 
 
The results of the variance decomposition analysis are presented in Table 6.17 below and these 
show the proportion of the forecast error variance in private sector spending in construction as 
explained by its own innovations and innovations of other macro-economic variables such as 
GDP, exchange rate, gdp in construction, inflation rate and interest rate. 
 
Table 6.17 Variance decomposition of PRIVATE_SP 
 
Period S.E 
 
PRIVATE_    
SP 
GDP RER GDP_  
CONSTR 
INFL_   
RATE 
INT_  
RATE 
 
1 
 
0.068937 
 
100.000 
 
0.000000 
 
0.000000 
 
0.000000 
 
0.000000 
 
0.000000 
 
2 
 
0.074654 
 
85.43301 
 
0.293990 
 
0.030559 
 
0.000976 
 
14.02864 
 
0.212827 
 
3 
 
0.077488 
 
79.31638 
 
0.589651 
 
0.585821 
 
0.061685 
 
19.2345 
 
0.211867 
 
4 
 
0.078319 
 
77.76628 
 
0.676061 
 
0.573703 
 
0.068453 
 
20.32060 
 
0.594900 
 
5 
 
0.084649 
 
77.99368 
 
0.757997 
 
0.705183 
 
0.848138 
 
18.97636 
 
0.724639 
 
6 
 
0.087340 
 
73.34283 
 
0.725750 
 
1.211694 
 
0.957770 
 
22.99264 
 
0.769317 
 
7 
 
0.087736 
 
72.68646 
 
0.801148 
 
1.463793 
 
1.017276 
 
22.78825 
 
1.198624 
 
8 
 
0.088395 
 
72.13061 
 
0.918493 
 
1.830490 
 
1.331101 
 
22.48788 
 
1.301421 
 
9 
 
0.090178 
 
71.80767 
 
0.913725 
 
1.951250 
 
2.124932 
 
21.79215 
 
1.410276 
 
10 
 
0.090631 
 
71.09209 
 
0.982423 
 
2.154810 
 
2.486783 
 
21.85973 
 
1.424162 
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Since this study focuses on the private sector spending in construction as the dependent variable 
following shocks to itself or some macro-economic variables as the independent, the study 
reports only on the variance decomposition in private sector spending in construction and it 
analyses the relative importance of independent macro-economic variables such as GDP, 
exchange rate, gdp in construction, inflation rate, and interest rate in influencing its movements. 
The study is allowed the variance decomposition for ten quarters in order to ascertain the effects 
properly when the variables are allowed to affect private sector spending in construction for a 
relatively long time (Brooks, 2008: 179). In the first quarter, all of the variance in private sector 
in construction is explained by its own innovations. For the fourth quarter ahead forecast 
variance, reported in column 2 of Table 6.17 under S.E, private sector spending in construction 
itself explains 77 percent of its own variations, while the other variables explain only the 
remaining 23 percent. Of this GDP explains 0.67 percent; exchange rate explains 0.57 percent; 
gdpn in construction explains 0.06 percent; inflation rate explains 20.00 percent and interest rate 
explains about 0.59 percent. 
 
However, after a period of ten quarters, private sector spending in construction explains about 71 
percent of its own variations, while other variables explain the remaining 29 percent. The impact 
of GDP was also below 1 percent; exchange rate influence increased from 0.57 percent in fourth 
quarter to 2.15 percent in the tenth quarter; gdp in construction too increased its influence to 2.15 
in the tenth quarter from 0.06 in the fourth quarter; inflation rate remains the variable with the 
highest influence of 21.8 percent in the tenth quarter, while interest rate increases from 0.59 
percent in the fourth quarter to 1.42 percent in the tenth quarter. From the variance 
decomposition analysis, private sector spending in construction explains most of its variations, 
followed by inflation rate; other variables such as GDP, exchange rate, gdp in construction, and 
interest rate do not explain much of the variations in private sector spending in construction. 
Using the variance decomposition analysis it can be seen that inflation rate is very important to 
explain private sector spending in construction in South Africa. 
 
Following analysis of the impulse response and variance decomposition of the dependent 
variable in the above sections, the next section presents the Pairwise Granger Causality tests of 
the variables. 
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6.8 PAIRWISE GRANGER CAUSALITY TESTS 
Pairwise Granger Causality test is employed in this section to test whether a variable causes a 
change or has an impact on another variable. Table 6.18 below presents the Pairwise Granger 
tests between the dependent variable and independent variables in this study. 
 
Table 6.18 Pairwise Granger causality tests 
 
Null hypothesis F-statistics Probability value 
GDP does not Granger cause PRIVATE_SP 
PRIVATE_SP does not Granger cause GDP  
0.23102 
0.17855 
0.9204 
0.9490 
RER does not Grange cause PRIVATE_SP 
PRIVATE_SP does not Granger cause RER 
0.51335 
0.35275 
0.7261 
0.8416 
GDP_CONSTR does not Granger cause PRIVATE_SP 
PRIVATE_SP does not Granger cause GDP_CONSTR 
0.90223 
0.27647 
0.4658 
0.8925 
INFL_RATE does not Granger cause PRIVATE_SP 
PRIVATE_SP does not Granger cause INFL_RATE 
5.26197 
2.14425 
0.0007 
0.0817 
INT_RATE does not Granger cause PRIVATE_SP 
PRIVATE_SP does not Granger cause INT_RATE 
0.72228 
1.71761 
0.5788 
0.1522 
 
However, because this study focuses on private sector spending in construction, it presents only 
tests on whether private sector spending in construction Granger cause all the dependent 
variables and also, in the other way round, whether each of the independent variable Granger 
causes private sector spending in construction. 
From Table 6.18, analysis of the Pairwise Granger causality tests starts with GDP and private 
sector spending in construction. The null and alternative hypotheses are as follows: 
Null hypothesis: GDP does not Grange cause private sector spending in construction. 
Alternative hypothesis: GDP does Granger cause private sector spending in construction. 
 
The conditionality for the acceptance or rejection of the hypotheses under the Pairwise Granger 
causality tests are as follows: If the probability value is less than 5 percent, null hypothesis is 
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rejected and alternative hypothesis is thereby accepted. Likewise, if the probability value is 
greater than 5 percent, null hypothesis is accepted and also alternative hypothesis is rejected.  
In Table 6.18, between GDP and private sector spending in construction, probability value is 
0.9204. This is greater than 5 percent. Null hypothesis could not be rejected but accepted. 
Therefore, GDP does not Granger cause private sector spending in construction. 
 
Next is between private sector spending in construction and GDP 
Null hypothesis: private sector spending in construction does not Granger cause GDP 
Alternative hypothesis: private sector spending in construction does Granger cause GPD  
From Table 6.18, between private sector spending in construction and GDP, probability value is 
0.9490. This is greater than 5 percent. Null hypothesis could not be rejected but accepted. 
Therefore, private sector spending in construction does not Granger cause GDP. 
Next is between exchange rate and private sector spending in construction. 
Null hypothesis: exchange rate does not Granger cause private sector spending in construction. 
Alternative hypothesis: exchange rate does Granger cause private sector spending in 
construction.  
 
From Table 6.18, between exchange rate and private sector spending in construction, probability 
value is 0.7261. This is greater than 5 percent. Null hypothesis could not be rejected but 
accepted. Therefore, exchange rate does not Granger cause private sector spending in 
construction. 
Next is private sector spending in construction and exchange rate, 
Null hypothesis: private sector spending in construction does not Granger cause exchange rate. 
Alternative hypothesis: private sector spending in construction does Granger cause exchange 
rate. 
 
From Table 6.18, between private sector spending in construction and exchange rate, probability 
value is 0.8416. Probability value is greater than 5 percent. Null hypothesis could not be rejected 
but accepted. Therefore, private sector spending in construction does not Grange cause exchange 
rate. 
Followed by gdp in construction and private sector spending in construction. 
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Null hypothesis: gdp in construction does not Granger cause private sector spending in 
construction. 
Alternative hypothesis: gdp in construction does Granger cause private sector spending in 
construction. 
 
From Table 6.18, between gdp in construction and private sector spending in construction, 
probability value is 0.4658. Probability value is greater than 5 percent. Null hypothesis could not 
be rejected but accepted. Therefore, gdp in construction does not Granger cause private sector 
spending in construction. 
Followed by private sector spending in construction and gdp in construction. 
Null hypothesis: private sector spending in construction does not Granger cause gdp in 
construction. 
Alternative hypothesis: private sector spending in construction does Granger cause gdp in 
construction.  
 
From Table 6.18, between private sector spending in construction and gdp in construction, 
probability value is 0.8925. Probability value is greater than 5 percent. Null hypothesis could not 
be rejected but accepted. Therefore, private sector spending in construction does not Granger 
cause gdp in construction. 
After the above, then inflation rate and private sector spending in construction 
Null hypothesis: inflation does not Granger cause private sector spending in construction. 
Alternative hypothesis: inflation rate does Granger cause private sector spending in construction. 
 
From Table 6.18, between inflation rate and private sector spending in construction, probability 
value is 0.0007. Probability value is less than 5 percent. Null hypothesis could not be accepted 
but rejected. Alternative hypothesis was accepted. This implies that inflation rate does Granger 
cause private sector spending in construction. 
Followed by private sector spending in construction and inflation rate 
Null hypothesis: private sector spending in construction does not Granger cause inflation rate. 
Alternative Hypothesis: private sector spending in construction does Granger cause inflation rate. 
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From Table 6.18, between private sector spending in construction and inflation rate, probability 
value is 0.0817. Probability value is greater than 5 percent. Null hypothesis could not be rejected 
but accepted. Therefore, private sector spending in construction does not Granger cause inflation 
rate.  
Followed by interest rate and private sector spending in construction: 
Null hypothesis: interest rate does not Granger cause private sector spending in construction. 
Alternative hypothesis: interest rate does Granger cause private sector spending in construction. 
 
From Table 6.18, between interest rate and private sector spending in construction, probability 
value is 0.5788. Probability value is greater than 5 percent. Null hypothesis could not be rejected 
but accepted. Therefore, interest rate does not Granger cause private sector spending in 
construction. 
Followed by private sector spending in construction and interest rate 
Null hypothesis: private sector spending in construction does not Granger cause interest rate 
Alternative hypothesis: private sector spending in construction does Granger cause interest rate 
From table 6.18, between private sector spending in construction and interest rate, probability 
value is 0.1522. Probability value is greater than 5 percent. Null hypothesis could not be rejected 
but accepted. Therefore, private sector spending in construction does not Granger cause interest 
rate.   
 
However, from the Pairwise Granger causality tests in Table 6.18, it was discovered that 
inflation rate is very important in the growth and development of private sector spending in 
construction in South Africa. This is because inflation rate is the only independent variable that 
Granger causes private sector spending in construction. Other independent variables such as 
GDP, exchange rate, gdp in construction, and interest rate do not Granger cause private sector 
spending in construction. In addition, from the Pairwise Granger causality tests, private sector 
spending in construction does not Granger cause any of the independent variables. 
 
6.9 CONCLUDING REMARKS 
Chapter six is divided into seven sections. Section one presents the introduction of the analysis 
and interpretations of the findings and section two is on the descriptive statistics used. Section 
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three presents the stationary/unit root tests, while section four is the test of multicollinearity. 
Section five is the estimation of the ARDL model and section six presents the impulse response 
analysis. Section seven is the variance decomposition analysis and the last section in the chapter 
is Pairwise Granger causality tests. 
 
The chapter starts with descriptive statistics by discussing the trends and variation analysis of the 
macro-economic variables in the study. From the descriptive statistics, the trends of the variables 
reflect the unstable macro-economic environment in South Africa comprising of recession and 
expansion. Following the covariance analysis, the relationship between the dependent variable 
and the independent variables are as follows: exchange rate has a negative relationship with the 
private sector in construction; the relationship between money supply and private sector 
spending in construction is positive; the relationship between labour productivity in construction 
and the private sector in construction is positive but weak; the relationship between interest rate 
and private sector spending in construction is negative and highly significant; it is also the case 
that inflation rate has a strong significant relationship with private sector spending in 
construction and negative correlation. 
 
The chapter presents the stationary/unit root tests of all macro-economic variables used in the 
study and they are as follows: the Augmented Dickey Fuller (ADF) test; Phillips Perrons (PP) 
test; Kwiakowski-Phillips-Schmidt-Shin (KPSS) test; and Ng-Perrons (NP) test. However, from 
the aforementioned tests, the variables were not consistent to the test, especially at levels, but the 
variables reacted to all the tests at first difference to be significant. Therefore, all the variables 
were considered to be integrated at first difference, in the order (I(1)). The test for multi-
collinearity was also carried out to ensure a stable model. Multi-collinearity was detected and the 
solution was to remove the affected variables such as crude oil price, labour productivity in 
construction, and money supply. 
 
This chapter also presents the results of the ARDL model adopted in the study. Selection of 
optimal lag was carried out using AIC and SIC. The lag with the lowest AIC and SIC was 
selected. The study determined the long-run model or bound testing using the Wald test. From 
the Wald test, F-statistics is 5.126701 greater than the Peseran upper bound value of 4.85. 
155 
 
Therefore, the six variables in the model, private sector spending in construction, GDP, exchange 
rate, interest rate, inflation rate and gdp in construction have a long-run relationship and can 
move together in the long run. 
 
The next chapter presents the summary of the whole study, as well as conclusions and 
recommendations. The chapter also highlights the contributions of the study to the body of 
knowledge while suggesting areas for further research. 
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CHAPTER SEVEN 
 
 
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
 
7.1 INTRODUCTION 
The private sector in the construction industry is considered crucial to the development and 
sustainable growth of any country; however, the unstable macro-economic environment in South 
Africa is depriving the country of this great benefit. Studies on individual project economics are 
not uncommon, but studies relating to the influence of the macro-economic environment on the 
contributions of the construction sector in the South African economy have not received 
adequate attention in the literature. Thus, this study is an attempt to fill this gap by developing an 
econometric model to forecast the long-run relationship between private sector spending on 
construction and the macro-economic environment in South Africa. This chapter presents a 
summary of the research processes, the findings, the contributions of the study to knowledge, as 
well as suggestions in the area of further research. 
 
7.2 SUMMARY 
A stable macro-economic environment is very important to economic growth as well as in the 
developmental sustainability of any nation. This manifests in some of the world‟s developed and 
emerging economies, such as the USA, the UK, China, India and Malaysia, to mention just a 
few. Economic stability would need prudent, sound macro-economic policy management, 
together with stable macro-economic variables that would ensure both domestic and foreign 
savings. Stability in the macro-economic environment of the countries cited above helped them 
to develop both their private and public construction sectors. The construction sector is one of 
the top-five sectors used in measuring the NGCF, the GDP of any country; indeed, its effect on 
every other sector makes it a significant front for sustainable development (Isa, Jimoh & 
Achuenu, 2013: 2). According to Baloyi and Bekker (2011: 8), the construction sector is always 
used to invigorate national economies during times of recession, as investment in the 
construction industry has a multiplier effect on the economy. As Keynes argued, a country 
spends its way out of recession by taking the lead in investing in a public works programme that 
would stimulate demand in the construction industry. 
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Mbachu and Nkado (2007: 4) note that South Africa is a rapidly changing environment because 
of various political, economic and global factors. The South African economy is reported as 
having been struggling since the 1980s. In the 1980s and the early 1990s, there were economic 
sanctions that led to import substitution and self-sufficient policy strategic products by 
government. These inevitably caused an economic recession that saw about 420 000 workers 
lose their jobs (Harmse, 2006: 223). After 1994, various policies were instituted. For instance, 
RDP was instituted in 1994 to address the basic needs of the people, such as the provision of 
infrastructure and social amenities like hospitals, water, electricity, schools and housing. GEAR 
was also instituted in 1996. According to Hodge (2009: 4), however, GEAR failed to achieve its 
primary aim of employment generation. After GEAR, there was ASGISA, which was aimed to 
halve unemployment by the year 2014. The objectives of ASGISA were: to promote 
infrastructural development; to solve the problem of skills deficit; to reduce volatility in the 
currency; and to provide a favourable environment for small and medium-sized business (The 
Presidency Republic of South Africa, 2008: 4).  
 
Following the failure of RDP, GEAR and ASGISA to achieve their objectives, the South African 
government instituted another macro-economic policy strategy called NGP on November 23, 
2010. In addition to the above-mentioned government policy strategies, certain monetary and 
fiscal policies also played an important role in the economic development of the country. 
According to Oni (2013: 6), South Africa has adopted different types of monetary policies in the 
past, such as: the liquid-asset ratio; a mixed system; the cash reserve-based system; and the daily 
tender of liquidity through repurchase. All of these failed to yield the expected results.  
 
A formal inflation-targeting monetary policy framework started in South Africa in February 
2000, but prior to that year there had been informal inflation targeting – described as eclectic or 
pragmatic inflation targeting (Merwe, 2004: 5; Mnyande, 2007: 3; Klein, 2012: 6). The 
performance of inflation targeting as a monetary-policy framework has been articulated by some 
authors. Comert and Epstein (2011: 23) stated that between 2000 and 2008 the inflation rate was 
marginally lower at 6.8 per cent compared to what it had been between 1995 and 1999, when the 
inflation rate was about 7.49 per cent. They were also of the opinion that during this period – 
between 2000 and 2008 – the inflation rate was within the target range in 39 months of 82 
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months; they thus concluded that the performance of inflation targeting in South Africa has, at its 
best, been ambiguous. The poor performance of these government strategies and monetary 
policies has been responsible for the unstable macro-economic environment in South Africa. 
Likewise, the unstable macro-economic environment in South Africa has in turn led to 
fluctuation and low contributions of the private sector construction firms, hence the sub-
problems, aim and objectives of this study. 
 
This study has been able to systematically review the works of some notable scholars in the area 
of macro-economics and the construction sector. First, issues on the South African economy 
from 1984 to 1993, during the apartheid regime, were reviewed; this was followed by an 
economic review of the democratic era, from 1994 to 2011. Second, this study reviewed issues 
on the relationship between the economy and the construction sector. It was discovered that the 
construction sector has a positive relationship with the economy. It was also discovered that the 
growth in the construction sector follows an inverted U-shape, in the same direction as that of 
economic growth. In addition, the study reviewed various issues on the importance and 
contributions of the private sector in the construction sector to the South African economy. 
 
Third, macro-economic policy matters, such as fiscal and monetary policies, were reviewed. 
Furthermore, policy strategies of the government during the democratic regime, such as RDP, 
GEAR, ASGISA and NGP, were reviewed. The impact of the macro-economic variables on the 
construction sector contributions were also reviewed in this study. Fourth, the theoretical 
framework for this study reviewed the works of pioneers in the field of macro-economic 
theories, such as Keynes, Keynesians and monetary economists. Also reviewed were theories 
such as Keynes‟ Theory of employment, interest and money; the Keynesian Theory on Liquidity 
Preference; the Theory of Price; and the Classical Monetary Theory and Phillips‟ Curve Theory.  
 
All the aforementioned literature sources, both the theoretical and empirical studies, were very 
useful to this study. They contributed to the formulation of the conceptual framework, the model 
and the findings of this study. However, the present study is unique compared with some of the 
studies reviewed in the area of inflationary dynamics. Most of the studies reviewed, apart from 
Oyediran‟s (2005) “The effect of macro-economic variables on construction prices in Nigeria”, 
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used simple multiple regression as their estimation technique. Most of the other studies used 
descriptive statistics. However, the estimating technique used in this study was the Auto-
Regressive Distributed Lag (ARDL) model. This study is further unique in the area of 
inflationary dynamics in the South African macro-economic environment. This is an area that 
has not enjoyed adequate attention in research and the literature.  
 
After presentation of the literature review, the research methodology was presented in Chapter 
Five, with the aim of specifying how the sub-problems identified in Chapter One would be 
solved. The data for the study were time-series data and an appropriate format was designed to 
collect them. The research design adopted in the study was an „ex-post facto‟ type, otherwise 
known as a „causal-comparative design‟; this was adopted because the researcher does not have 
any direct control over the independent variables and those manifestations that have already 
occurred. The data were extracted from the published sources of South African National 
Statistics, such as SARB, Stats SA, and Quantec SA. The data were extracted on a quarterly 
basis via an instrument designed for the purpose. The data collected for the research were 
processed using the E-view (Econometric view) software package. The suitability of the package 
is enhanced by the interactive nature of the programme, which makes it user-friendly and time-
efficient in terms of output and the robustness of the statistics generated.  
 
The model specifications for the study were based on the empirical literature review, as well as 
on the theoretical and conceptual framework earlier discussed. The following variables were 
considered for the formulation of the model for the study: PRIVATE_SP represents the private 
sector spending in construction; INT_RATE represents the interest rate in the economy; M3 
represents the broad money in the economy, which includes bank notes and coins in circulation 
and the deposits of the private sector in the financial institutions; exchange rate represents the 
nominal exchange rate; GDP represents the level of performance of the economy; price COP 
represents the crude oil price in the international market; LAB_PROD represents labour 
productivity in the construction industry; and also GDP_CONSTR represents the contributions 
of the construction sector to the economy. 
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The estimation technique used in this study is ARDL, which was adopted because of the 
problems relating to the construction sector and because the influence of the independent 
variables are always felt over time rather than all at once. The following stationary/unit root tests 
were conducted: the ADF test; the PP test; the NP test for unit root; and the KPSS test for the 
stationary test, to ascertain the integration of the variables. Next, there was the test for multi- 
collinearity, which was meant to ascertain that the variables were not highly correlated. After the 
development of the ARDL model, the following diagnostic tests were conducted: the serial-
correlation LM test and the CUSUM stability test.  
 
This study also carried out an impulse-response analysis and a variance decomposition analysis, 
in addition to conducting Pairwise Granger causality tests. The summary of the methodology 
adopted in this study was followed by the presentation of the summary of the findings. This 
began with the trends of the macro-economic variables in South Africa. The trends explain the 
movement of the variables over a period of time. The trend of the percentage change (annual 
rate) of GDP in South Africa between 1984 and 2011 reveals that the macro-economic 
environment was unstable. This can be attributed to political, economic and external factors.  
 
Prior to 1994, there were economic sanctions as well as political unrest between 1984 and 1993. 
These incidents slowed down the economy. During the democratically elected government 
between 1994 and 2011 there was an improvement in the economy, but the growth was slow in 
comparison to other emerging countries like China, India and Malaysia. The little improvement 
in the economy can be attributed to the freedom attained after a long period of economic 
sanctions and to the various policy strategies embarked upon by the government, such as RDP, 
GEAR, ASGISA, and NGP. From the trend of the percentage change (annual rate) GDP in South 
Africa between 1984 and 2011, it was discovered that external factors have had a great impact on 
the economy. This was confirmed during the global financial crisis between 2008 and 2009, 
when the economy dropped to a negative GDP. Another factor militating against the growth of 
the economy is the rampant labour disruption in the country.  
 
On the trend of crude oil prices in the international market and its effects on the South African 
economy between 1984 and 2011, evidence shows that the price of crude oil is one of the factors 
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causing the high inflation rate in the country. Whenever the price of crude oil increases in the 
international market, the South African economy is affected. There is a positive relationship 
between crude oil price and the GDP of South Africa, since the country is an importer of the 
product. Between 2002 and 2008 there were sudden rises in crude oil prices, rises that were 
attributed to factors such as the political crises in the Asian countries and the increasing demand 
for the product from countries like China and the USA. These shocks in oil prices have severe 
consequences on the South African economy as manifested in high inflation rates, low 
production and low growth in every sector of the economy. 
 
The trend in the percentage change (per annum rate) of GDP in the construction sector in South 
Africa reveals an unstable macro-economic environment. Prior to 1994, the construction sector 
experienced both upward and downward trends. This can be attributed to the political and 
economic crises recorded during this period. During the democratic government between 1994 
and 2011, there was little improvement in the construction sector owing to policy strategies 
embarked upon by the government, such as RDP, GEAR, ASGISA, and NGP. Between 1995 
and 1997, there was a fall in construction sector growth owing to high inflation rates. The decline 
in the economy at this period was attributed to the international economic movement that 
occurred in some regions, such as a drop in the price of gold, the weakness in the American as 
well as European and Japanese economies, the East Asian financial crisis, and the delayed effects 
of the crises on the rand in 1997. 
 
However, from 2005 to 2009, economic infrastructural investment rose from 2.76 per cent of 
GDP in 2004 to only 2.90 per cent in 2005, but it accelerated to 6.05 and 7.64 per cent in 2008 
and 2009 respectively. This growth was attributed to preparations for the 2010 FIFA World Cup.  
This study also determined, from the trend of the inflation rate in South Africa between 1984 and 
2011, that the macro-economic environment in the economy was unstable. The inflation trend 
towards the end of apartheid rule between 1984 and 1993 was high, at 12 per cent, and it peaked 
in 1987 with a high of 18 per cent. This can be attributed to economic sanctions and the self-
sufficient policies of government at this period. After 1994, there has been a reduction in the 
inflation rate because of government policies such as RPD and GEAR on social amenities such 
as water, electricity, housing and hospital and employment opportunities. In 2000, the 
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government introduced IT but this could not curb the high inflation rate. In 2002, the inflation 
rate jumped beyond the targeted inflation rate of between 4 and 6 per cent. The rise in the 
inflation rate was attributed to a number of factors. First, there was a decline in the nominal 
value of the rand by about 34 per cent at the end of 2001. Second, there were increases in the 
prices of domestic food items by 17 per cent in 2002. Third, there was an increase in the price of 
crude oil in the international market. Between 2004 and 2009, the South African economy also 
experienced a high rise in the inflation rate due to the prevailing global financial crisis. 
 
The trend in the interest rate in the South African macro-economic environment between 1984 
and 2011 shows an unstable pattern of growth. The interest rate in 1984 was 18 per cent, 
dropping to 12 per cent in 1985 and then moving to 13 percent in 1987. Also in 1993, the interest 
rate was at a high of 22 per cent. The high interest rate at these periods was the result of the 
economic sanctions, political crises and policy measures recorded toward the end of the 
apartheid regime in South Africa. In 1994, the interest rate was 15 per cent. The fall can be 
attributed to the RDP policy introduced in 1994. South Africa experienced a fall in the interest 
rate during the ASGISA policy strategy, which was instituted to fast-track the economy during 
these periods. 
 
The trend in labour productivity in the construction industry between 1984 and 2011 shows an 
unstable pattern. Labour productivity in the construction sector during the apartheid era between 
1984 and 1993 was low, at an average of around 0.5 per cent. There was an appreciable 
improvement in labour productivity during the democratic era between 1994 and 2011. This can 
be attributed to the implementation of various policies. For instance, labour productivity in 
construction in 2000 was at 6.3 per cent. The variations in labour productivity in the construction 
sector can be attributed to: design issues, such as building codes, construction technology, laws 
and regulations, weather conditions; management-related issues, such as planning and 
scheduling, leadership motivation and communication problems. 
 
The trend of the money supply in South Africa between 1984 and 2011 shows a pattern of 
unstable movement due to economic volatility. During the apartheid era, from 1984 to 1993, 
there was high money supply in the economy of around 26 per cent in 1989 because of the high 
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inflation rate at the period. This can be attributed to economic sanctions and political instability. 
From 1994 to 2011, the money supply was not as high as it had been prior to 1994. This was 
probably the result of policies such as RDP, GEAR, ASGISA, NGP and inflation targeting. The 
trend of the percentage change (annual rate) and the real exchange rate in South Africa between 
1984 and 2011 reveals an unstable macro-economic environment. During the apartheid regime, 
there was an upward trend in the exchange rate in 1987, at around 11 per cent per annum. This 
can be attributed to economic sanctions, policies of self-sufficiency and political crises. During 
the democratic period, the exchange rate was stable between 1994 and 2002 but went up again in 
the period between 2002 and 2004. This was attributed to relaxation in the exchange controls 
over residents and the Asian financial crisis that caused a decrease in commodity prices in South 
Africa. 
 
In the same vein, the trend of private sector spending in construction in South Africa between 
1984 and 2011 shows that the macro-economic environment is unstable. The trend of the private 
sector in construction experienced a low growth during the apartheid era between 1984 and 
1993. This can be attributed to economic sanctions, the policy of self-sufficiency and political 
instability during the period. Between 1994 and 2004, there was little improvement compared to 
the period between 1984 and 1994 due to government policies such as RDP and GEAR. Between 
2005 and 2009 there was an appreciable increase in the growth of the private sector spending in 
construction. This was attributed to growth in infrastructure investment owing to the shift in 
government policy ASGISA, as well as to the infrastructural projects being embarked upon by 
the government in preparation for the hosting of the 2010 FIFA World Cup. 
 
The covariance analysis shows the correlation and significance of the private sector in 
construction as the dependent variable, in comparison to other independent variables such as the 
inflation rate, the interest rate, GDP, GDP construction, the money supply, the exchange rate and 
the crude oil price. The covariance analyses were carried out between the private sector spending 
in construction and the real exchange rate between the period 1984 and 2011. The study found a 
statistically weak relationship in the correlation value r at -0.211 and the t-statistic at -1.102. 
Covariance analysis between the private sector spending in construction and the money supply 
showed a strong positive relationship. The correlation value r was 0.70 and the t-statistic was 
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5.71. This can be attributed to the government‟s stimulation of the economy to allow for project 
investment.  
 
According to the covariance analysis, the relationship between the interest rate and the private 
sector in construction shows a strongly significant and negative relationship. The correlation 
value r is -0.62 and the t-statistic is -3.93. This implies that if the interest rate is high, then 
private sector spending in construction will be low. This applies when the interest rate is low; 
thus, the contributions of the private sector in construction is expected to be high. This follows 
classical and modern theories of economics. However, with the result from ARDL, it was 
discovered that inflation depressed private sector spending in construction in the first two 
quarters; in the tenth quarter it revealed a significantly strong negative relationship as usual.   
 
The covariance analysis also reveals a significantly strong negative relationship between 
inflation rate and private sector spending in construction during the period between 1984 and 
2011. The correlation value r was -0.43 and the t-statistic value was -2.926. This implies that 
when the inflation rate is high, then private sector spending in construction will be low. 
Similarly, when the inflation rate is low, the contributions of the private sector in construction 
will be high. This is equally in line with classical and modern theories of economics. However, 
the covariance analysis shows that there is a positive relationship between GDP in construction 
and private sector spending in construction. The correlation value r is 0.719 and the t-statistic is 
5.28. This implies that if the GDP in construction increases, private sector spending in 
construction will also increase. This was the experience between 2005 and 2009, when South 
Africa was preparing for the FIFA World Cup; during this period there was an increase in 
government spending in the area of infrastructural development, as tenders were used to sponsor 
the private sector for projects to be executed. Following the covariance analysis, the relationship 
between privative sector spending in construction and GDP in the South African economy is 
significant, positive and strong. The correlation value of r is 0.78 and the t-statistic is 6.27. There 
is a positive relationship between the two variables. This agrees with the observation by Dlamini 
(2011: 37), Lopes et al. (2011: 49) and Osei (2013: 56) that a positive relationship exists between 
the construction sector and the economy. When there is a boom in the economy, this will equally 
be reflected in the construction sector in terms of an improvement in infrastructural development. 
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One of the conditions to be fulfilled in model building is that variables must be integrated. To 
meet this condition, stationary/ unit-root tests were conducted on the variables used in the study. 
The tests that were performed were: the ADF test; the PP test; the KPSS test and the NP test. 
However, during the tests, it was discovered that all the variables follow a random-walk process 
because they contain unit roots. For the purposes of the model estimation in this study, all the 
variables were integrated at the level of the first difference, which is the order (I (1)). Another 
condition that must be fulfilled to create a good model is that the variables must not be serially 
correlated. Therefore, correlation analysis was carried out to ensure that the variables were not 
serially correlated. Brooks (2008: 172) adopted this method by dropping some of the variables 
that were highly correlated. The final variables for our ARDL model were: private sector 
spending in construction; GDP; exchange rate; gdp in construction; interest rate and inflation 
rate. 
 
ARDL was the estimation model technique used in the study owing to the fact that in the 
construction sector the influence of the independent variables are always felt over time rather 
than all at once. Another reason for using the ARDL estimation technique was that all the 
variables were integrated at the first difference; none was at the order of I (2). Steps used in the 
ARDL model for the study are as follows: stationary conditions of the variables were fulfilled; 
none of the variables were in the order I(2); optimal lag was selected; there was a test for the 
long-run relationship among the variables using Wald test statistics and ordinary least squares 
model. This was then developed with ECT as one of the regressors. The variables for the 
estimation of the ARDL model were: PRIVATE_SP as the dependent variables and GDP, 
exchange rate, gdp in construction, interest rate and inflation rate as the independent variables. 
 
The selection of the optimal lag was carried out using AIC and SIC criteria. Tests were 
performed on six models, from one to six. It was discovered that the model with four lags has the 
lowest AIC and SIC; the model was therefore chosen as the best. The model was tested for serial 
correlation and stability. It was certified as acceptable for the serial correlation and the stability 
test. Next, the model with the four lags was tested for whether the variables have long-run 
association. This was carried out using the Wald test. The hypotheses for the Wald test are as 
follows: 
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The null hypothesis  is that C(26)=C(27)=C(28)=C(29)=C(30)=C(31)=0 
The alternative hypothesis is that C(26)=C(27)=C(28)=C(29)=C(30)=C(31)≠0 
From the results of the Wald test, F-statistics was 5.126701, the probability was 0.0002 and the 
Chi-square value was 30.76020, with a probability value of 0.0000. However, the F-statistics 
from the Wald test with 5.12 was greater than the Pesaran upper bound level of 4.85, that is, 
5.12> 4.85. We therefore rejected the null hypothesis and accepted the alternative hypothesis. 
The results imply that the six variables in our ARDL model with four lags have a long-run 
relationship and they can move together in the long run.  
 
However, the short-run issues and the ECT were investigated. The study generated ECT from the 
residual to form a model whereby short-run parameters and the speed-up adjustment towards the 
long run were generated. Findings from the model showed that the ECT(-1) was 0.538070 and 
the probability value was 0.0057, which was less than 5 per cent. This implies that the results 
met the conditions for log-run association among the variables. The entire system would be 
adjusted towards a long-run equilibrium at the speed of 53 per cent. On the short-run issue, only 
INT_RATE (-1), (-2), (-3) and (-4) can jointly cause short-run causality with private sector 
spending in construction. The other independent variables did not have any short-run association 
with private sector spending in construction. On the impulse-response analysis, the study 
examines how the dependent variable private sector spending in construction reacts when a 
positive shock of one standard deviation is given to the independent variables of GDP, exchange 
rate, gdp in construction, interest rate and inflation rate. It was discovered that private sector 
spending in construction reacts differently to the variables. 
 
A variance decomposition analysis was also conducted. The study allows for the variance 
decomposition for ten quarters in order to properly ascertain the effects of the independent 
variables on the dependent variable. Throughout the ten quarters, private sector spending in 
construction explains most of its variations, approximately around 74 per cent on average, 
followed by inflation rate. It explains about 21 per cent also on average throughout the ten 
quarters while the other independent variables of GDP, exchange rate, gdp in construction, and 
interest rate do not explain much of the variation in the private sector spending in construction. 
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After the variance decomposition analysis, the Pairwise-Granger causality test was conducted to 
ascertain the influence of one variable over another. The Pairwise-Granger causality test showed 
that inflation rate Granger-causes private sector spending in construction. Other independent 
variables – GDP, exchange rate, gdp in construction and inflation rate – do not Granger-cause 
private sector spending in construction. Likewise, private sector spending in construction does 
not Granger-cause any of the independent variables.   
 
7.3 CONCLUSIONS 
The study focused mainly on the contributions of the private sector in construction to the South 
African economy, since construction driven by government is not likely to be subject to macro-
economic factors such as interest rates, the inflation rate and other macro-economic variables. 
Government construction work is considered to be an injection into the economy; in this regard, 
State construction is regarded as a public investment to the economy and is thus anti-cyclical 
(Keynes, 1936). It was established in this study, from the trends of the macro-economic variable, 
that the South African economy is turbulent and unstable owing to political and economic 
reasons. The unstable macro-economic environment in South Africa dates back to the period of 
economic sanctions in the 1980s and the early 1990s during apartheid rule. During this 
democratic era, from 1994, the economy improved at a very slow pace but this improvement was 
not sustainable despite various policy strategies such as RDP, GEAR, ASGISA and NPG. 
 
It was equally established that the unstable macro-economic environment in South Africa, 
through its policy implementation, influenced the performance of private sector spending in 
construction. The impact of the inflationary dynamics in South Africa, although low due to the 
inflation targeting adopted by the monetary authorities, is not felt on the economy. The economy 
is moving at a very slow pace compared to some other emerging economies, such as China, India 
and Malaysia. The South African economy is still struggling with a high percentage of 
unemployment, poverty and unequal distribution of income. This is not ideal for sustainable 
development. 
It has been observed that one of the reasons why the economy is not performing satisfactorily is 
that the monetary and fiscal policies as well as the government reforms have not been properly 
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anchored. It is certainly the case that the economy is easily affected by external shocks. This fact 
is reflected in the volatility of the exchange rate of the rand to the dollar. The economy depends 
largely on commodity products and the income from these products depends on the world 
economy. Another important external factor militating against the South African economy is the 
price of crude oil in the international market. Each time there is an increase in the price of crude 
oil in the international market, the South Africa economy is affected because of an increase in 
the inflation rate. This unstable macro-economic environment in South Africa has a negative 
effect on infrastructural development in the country. Adequate infrastructural development 
would boost private sector spending in construction and would also improve the economy, 
thereby reducing the unemployment level, poverty and the unequal distribution of income. The 
reasons for poor infrastructural development are high levels of inflation, high interest rates, slow 
economic growth, volatility in the exchange rate of the rand to the dollar, and poor growth in the 
construction sector.  
 
This study found that the inflation rate plays a major role in the determination of private sector 
spending growth in South Africa. This is reflected in the descriptive statistics, the covariance 
analysis, the ARDL model, the impulse-response analysis, the covariance-decomposition 
analysis and the Pairwise-Granger causality test. For instance, in the Pairwise-Granger causality 
test, the inflation rate is the only independent variable that Granger-causes private sector 
spending in construction. Another important factor in this study is the interest rate. The interest 
rate is very important in private sector spending in construction. It is a well-established fact in 
both classical and modern theories that the interest rate affects investment. The higher the 
interest rate the lower the investment. This implies that there is a strong relationship between the 
interest rate and investment. It was established in this study that the interest rate influences the 
private sector spending in construction in both the short run and long run. 
 
This study also found that the gdp in construction influences private sector spending in 
construction. There is a positive relationship between the gdp in construction and private sector 
spending in construction. When there is an increasing growth in the construction sector, this 
affects the private sector in the construction industry. This phenomenon can arise when, through 
its stimulating policies, government makes use of fiscal policy tools such as taxation and 
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expenditures in order to effect some changes in the economy, when it believes that the economy 
is not growing fast enough. It accomplishes this by increasing public spending or cutting down 
on taxes. This measure would bring about more money in circulation and increase the sectors‟ 
development, such as private spending in construction. Indeed, the importance and significance 
of the private sector in construction cannot be overemphasized. The private sector in construction 
could assist the present government, especially in the area of infrastructural development. Private 
sector construction can serve as a catalyst for the economic policies of the present regime. 
Moreover, the proper functioning of the private sector in the construction industry would require 
a conducive and sustainable environment. This would require functional and well-planned policy 
strategies that would lead to a stable macro-economic environment.  
 
This study has come up with some policy implications for private sector construction 
development in South Africa that could go a long way to assist the present government‟s policy 
initiatives, such as NGP, BEES, as well as monetary and fiscal policies, thereby reducing the 
level of unemployment, poverty and the unequal distribution of income prevailing in the 
economy. 
 
7.4 POLICY IMPLICATIONS AND RECOMMENDATIONS 
This study has observed that the only option for the development of private sector spending in 
construction in the South African economy would be through policies on sustainable 
development. This section presents policy implications and recommendations that would boost 
private sector participation in construction development and thereby enhance the growth of the 
South African economy. The study developed a predictive and comprehensive model that can 
assist policymakers, consultants, developers, contractors and other stakeholders in the 
construction sector for increasing the contribution of the private sector in construction to the 
South African economy.   
 
One of the key challenges facing the construction sector in South Africa is the high cost of 
construction materials. This phenomenon can be attributed to inflation rates in the South African 
macro-economic environment. From the findings of the study it was established that inflation is a 
significant explanatory variable in explaining variation in private sector spending in construction 
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in South Africa. To solve the problem of high cost of construction materials in South Africa, the 
monetary authorities must come up with policies aimed at increasing capacity utilization of 
construction materials production companies, thereby enhancing indigenous material production 
capacity. This policy will discourage the use of imported materials and improve the industrial 
production capacity of industries that are closely related to construction materials manufacturing 
companies.      
 
The primary objective of the present monetary policy of inflation targeting in South Africa is 
price stability and it cannot achieve other objectives such as low inflation, high growth, low 
unemployment and stable exchange rate (Kaseeram, 2012: 20). Policies should be put in place to 
bring about low inflation rate, high growth, low unemployment and a stable exchange rate. These 
policies would reduce the production cost in the construction sector of the economy. The efforts 
of the South African monetary authorities must be geared towards a stable macro-economic 
environment via policies that would bring about low interest rate and a stable exchange rate of 
the rand to the dollar. 
 
The unstable macro-economic environment in South Africa has led to a deficit of infrastructure 
development and this has a multiplier effect on private sector spending in the country. Adequate 
infrastructure development would boost private sector spending in South Africa and also 
improve the economy. A development plan is recommended mainly for infrastructure 
development. This can be tagged “5-Year Infrastructure Development Stimulus Package”. This 
would have a high impact on the construction sector and at the same time affect other sectors of 
the economy. For proper funding of the stimulus package, government should come up with 
policies that would encourage high savings in the economy. More foreign investors should be 
allowed into the country through the creation of an enabling environment for them to operate, 
especially in the construction sector. Efforts must also be geared toward ensuring more foreign 
financial aid to assist in infrastructure development. The viability of the construction sector in 
any economy is important for growth and development, because of the multiplier effect on the 
other sectors.  
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Based on the descriptive statistics used in this study, it was discovered that there is a strong 
positive relationship between private sector spending in construction and the broad money 
supply in an economy. Since money supply is very critical to the economic development of any 
nation, it is necessary that an effective government policy must be instituted through adequate 
understanding of the mechanism by which money supply fluctuation would contribute 
significantly to the growth of the national economy, especially through a considerable increase in 
the output of the construction sector. Also appropriate steps must be taken that would ensure that 
the growth in broad money supply is in line with the level of growth in the economy so that 
inflationary pressure which may retard the performance of the construction sector is prevented. 
 
The construction sector is one of the cyclical components of the aggregate demand in any 
economy and is thus highly sensitive to movement in the broad money supply in any nation. 
Government can stimulate the economy by implementing policies that would bring about the 
development and maintenance of infrastructure in the economy through adequate involvement of 
private sector organizations. This follows the monetarist assertion that changes in money supply 
cause fluctuations in the national output. Changes in the national output can occur through 
policies to boost the involvement of the private sectors in construction by creating an enabling 
environment for them to operate. 
 
While interest rate does not Granger-cause private sector spending in construction, it remains an 
important variable in this study. From the variance decomposition analysis in the study, private 
sector spending in construction explains most of its variation, followed by interest rate. The 
ARDL model shows a long-run relationship between private sector spending in construction and 
interest rate. The descriptive statistics in the study also show that there is a strong negative 
relationship between private sector spending in construction and interest rate. In the South 
African macro-economic environment the interest rate is high compared to what is obtainable in 
most of the developed and emerging economies of the world. Policies must be instituted that 
would make loan acquisition for development more attractive for the private sector. This policy 
can take the form of low interest rates and an attractive maturity period. The present policy on 
interest rate for infrastructure development must be reviewed to allow for more participation in 
construction projects by private sectors of the economy. 
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Another important variable in this study is crude oil price in the international market. Because 
South Africa is an importer of crude oil, the product remains vital to the economic development 
of the country. Fluctuations in the price of crude oil in the international market tend to influence 
the performance of every sector of the economy. Indeed, the descriptive statistics of the study 
indicate that crude oil price has a relationship with the private sector spending in construction. 
Studies by researchers such as Nkomo (2006: 25), Mboweni (2005: 6) and Wakeford (2006: 101) 
argued that the price of crude oil in the international market contributes to the weakness of the 
Rand and the high inflation rate in South Africa. Consequently, government must institute 
policies that would substitute local sources of energy for the present crude oil from the 
international market. This would bring down the price of construction materials and also enhance 
development in the economy. 
 
From the findings of this study, GDP also influences the contribution of private sector spending 
in construction to economic development in South Africa. South Africa‟s macro-economic 
environment needs rapid growth for sustainability. Policies must therefore be instituted on the 
sustainable development of all sectors of the economy. The said policies must be well planned, 
monitored and controlled to ensure their success. However, formulators of such policies must 
understudy the sustainable development programmes of some of the world‟s advanced and 
emerging economies, and the experience acquired must be well utilised for the economic 
development of all sectors of the economy. 
 
However, studies on the inflationary dynamics in the construction sector are inexhaustible; 
therefore, this research study has come up with some areas for further research. Some of these 
areas for further research are presented in the next section.   
 
 
 
 
7.5 RECOMMENDATIONS FOR FURTHER RESEARCH 
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Based on the extent of work undertaken in the study, the following areas are identified as 
needing further research:   
 
 evaluation of the contributions of the private sector to infrastructure development in 
South Africa this would boost the level infrastructural facilities in the country and also 
assist all the sectors of the economy. 
 
 evaluation of the influence of the exchange rate on construction costs in South Africa. 
This will involve comparing the costs of imported and local construction materials in 
South Africa. 
 
 a comparative study on the influence of the macro-economic environment on the 
contributions of the private sector in construction to the South African economy and 
some emerging or developed countries of the world 
 
 the influence of the macro-economic environment on the contributions of foreign private 
firms in construction to the South African economy 
 
 the influence of the macro-economic environment on the contributions of local 
indigenous private firms in construction to the South African economy 
 
 a comparative study on the contributions of the public and private sectors in construction 
to the South African economy. 
 
 a study on the influence of the macro-economic environment on the contribution of 
private sector in construction to the economic of South Africa employing Dynamic 
Computable General Equilibrium (DCGE) modeling. 
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APPENDIX 1 STATIONARY/UNIT ROOT TESTS 
 
Null Hypothesis: D(LCPRIVATE_SP) has a unit root 
Exogenous: Constant   
Lag Length: 4 (Automatic - based on SIC, maxlag=12) 
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   t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -3.292144  0.0177 
Test critical values: 1% level  -3.493129  
 5% level  -2.888932  
 10% level  -2.581453  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LCPRIVATE_SP,2)  
Method: Least Squares   
Date: 07/09/15   Time: 22:52   
Sample (adjusted): 1985Q3 2011Q4  
Included observations: 106 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCPRIVATE_SP(-1)) -0.957979 0.290989 -3.292144 0.0014 
D(LCPRIVATE_SP(-1),2) -0.417207 0.264496 -1.577364 0.1179 
D(LCPRIVATE_SP(-2),2) -0.608086 0.213245 -2.851589 0.0053 
D(LCPRIVATE_SP(-3),2) -0.655366 0.156339 -4.191946 0.0001 
D(LCPRIVATE_SP(-4),2) -0.272187 0.097566 -2.789778 0.0063 
C 0.021417 0.013777 1.554536 0.1232 
     
     R-squared 0.711817    Mean dependent var 0.000733 
Adjusted R-squared 0.697408    S.D. dependent var 0.224701 
S.E. of regression 0.123604    Akaike info criterion -1.288522 
Sum squared resid 1.527805    Schwarz criterion -1.137762 
Log likelihood 74.29168    Hannan-Quinn criter. -1.227418 
F-statistic 49.40029    Durbin-Watson stat 1.932604 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCPRIVATE_SP) has a unit root 
Exogenous: Constant, Linear Trend  
Lag Length: 4 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
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Augmented Dickey-Fuller test statistic -3.277270  0.0757 
Test critical values: 1% level  -4.046925  
 5% level  -3.452764  
 10% level  -3.151911  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LCPRIVATE_SP,2)  
Method: Least Squares   
Date: 07/09/15   Time: 22:53   
Sample (adjusted): 1985Q3 2011Q4  
Included observations: 106 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCPRIVATE_SP(-1)) -0.960709 0.293143 -3.277270 0.0014 
D(LCPRIVATE_SP(-1),2) -0.414563 0.266541 -1.555343 0.1231 
D(LCPRIVATE_SP(-2),2) -0.606082 0.214825 -2.821284 0.0058 
D(LCPRIVATE_SP(-3),2) -0.653926 0.157482 -4.152375 0.0001 
D(LCPRIVATE_SP(-4),2) -0.271559 0.098161 -2.766466 0.0068 
C 0.018392 0.026550 0.692715 0.4901 
@TREND(1984Q1) 5.28E-05 0.000395 0.133518 0.8941 
     
     R-squared 0.711869    Mean dependent var 0.000733 
Adjusted R-squared 0.694406    S.D. dependent var 0.224701 
S.E. of regression 0.124216    Akaike info criterion -1.269834 
Sum squared resid 1.527530    Schwarz criterion -1.093947 
Log likelihood 74.30122    Hannan-Quinn criter. -1.198546 
F-statistic 40.76555    Durbin-Watson stat 1.932869 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCPRIVATE_SP) has a unit root 
Exogenous: Constant   
Bandwidth: 8 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
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     Phillips-Perron test statistic -13.75158  0.0000 
Test critical values: 1% level  -3.490772  
 5% level  -2.887909  
 10% level  -2.580908  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.018526 
HAC corrected variance (Bartlett kernel)  0.014849 
     
          
     
Phillips-Perron Test Equation   
Dependent Variable: D(LCPRIVATE_SP,2)  
Method: Least Squares   
Date: 07/09/15   Time: 23:05   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCPRIVATE_SP(-1)) -1.246799 0.093577 -13.32373 0.0000 
C 0.028750 0.013267 2.167076 0.0324 
     
     R-squared 0.621745    Mean dependent var 0.000585 
Adjusted R-squared 0.618243    S.D. dependent var 0.222319 
S.E. of regression 0.137363    Akaike info criterion -1.114364 
Sum squared resid 2.037811    Schwarz criterion -1.065264 
Log likelihood 63.28999    Hannan-Quinn criter. -1.094448 
F-statistic 177.5218    Durbin-Watson stat 2.111434 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCPRIVATE_SP) has a unit root 
Exogenous: Constant, Linear Trend  
Bandwidth: 8 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -13.70611  0.0000 
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Test critical values: 1% level  -4.043609  
 5% level  -3.451184  
 10% level  -3.150986  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.018511 
HAC corrected variance (Bartlett kernel)  0.014729 
     
          
     
Phillips-Perron Test Equation   
Dependent Variable: D(LCPRIVATE_SP,2)  
Method: Least Squares   
Date: 07/09/15   Time: 23:06   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCPRIVATE_SP(-1)) -1.246844 0.093977 -13.26751 0.0000 
C 0.022008 0.026927 0.817323 0.4156 
@TREND(1984Q1) 0.000119 0.000414 0.288079 0.7738 
     
     R-squared 0.622038    Mean dependent var 0.000585 
Adjusted R-squared 0.614974    S.D. dependent var 0.222319 
S.E. of regression 0.137950    Akaike info criterion -1.096957 
Sum squared resid 2.036232    Schwarz criterion -1.023308 
Log likelihood 63.33264    Hannan-Quinn criter. -1.067084 
F-statistic 88.04874    Durbin-Watson stat 2.112987 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCPRIVATE_SP) is stationary 
Exogenous: Constant   
Bandwidth: 8 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
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     Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.076114 
Asymptotic critical values*: 1% level   0.739000 
  5% level   0.463000 
  10% level   0.347000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
     
     
     Residual variance (no correction)  0.019596 
HAC corrected variance (Bartlett kernel)  0.010101 
     
          
     
KPSS Test Equation   
Dependent Variable: D(LCPRIVATE_SP)  
Method: Least Squares   
Date: 07/09/15   Time: 23:11   
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.023882 0.013347 1.789282 0.0763 
     
     R-squared 0.000000    Mean dependent var 0.023882 
Adjusted R-squared 0.000000    S.D. dependent var 0.140621 
S.E. of regression 0.140621    Akaike info criterion -1.076532 
Sum squared resid 2.175162    Schwarz criterion -1.052122 
Log likelihood 60.74752    Hannan-Quinn criter. -1.066629 
Durbin-Watson stat 2.476799    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCPRIVATE_SP) is stationary 
Exogenous: Constant, Linear Trend  
Bandwidth: 8 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.064408 
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Null Hypothesis: D(LCPRIVATE_SP) has a unit root 
Exogenous: Constant   
Lag length: 4 (Spectral GLS-detrended AR based on SIC, maxlag=12) 
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
      
      
Asymptotic critical values*: 1% level   0.216000 
  5% level   0.146000 
  10% level   0.119000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
     
     
     Residual variance (no correction)  0.019590 
HAC corrected variance (Bartlett kernel)  0.010039 
     
          
     
KPSS Test Equation   
Dependent Variable: D(LCPRIVATE_SP)  
Method: Least Squares   
Date: 07/09/15   Time: 23:12   
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.019599 0.026995 0.726055 0.4694 
@TREND(1984Q1) 7.65E-05 0.000418 0.182767 0.8553 
     
     R-squared 0.000306    Mean dependent var 0.023882 
Adjusted R-squared -0.008865    S.D. dependent var 0.140621 
S.E. of regression 0.141243    Akaike info criterion -1.058820 
Sum squared resid 2.174496    Schwarz criterion -1.010000 
Log likelihood 60.76453    Hannan-Quinn criter. -1.039015 
F-statistic 0.033404    Durbin-Watson stat 2.477554 
Prob(F-statistic) 0.855320    
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     MZa    MZt    MSB    MPT 
      
      Ng-Perron test statistics -1.91215 -0.93930 0.49123 12.3593 
Asymptotic critical values*: 1% -13.8000 -2.58000 0.17400 1.78000 
 5% -8.10000 -1.98000 0.23300 3.17000 
 10% -5.70000 -1.62000 0.27500 4.45000 
      
      *Ng-Perron (2001, Table 1)    
      
      
      HAC corrected variance (Spectral GLS-detrended AR)  0.000864 
      
      
      
 
 
 
Null Hypothesis: D(LCPRIVATE_SP) has a unit root 
Exogenous: Constant, Linear Trend  
Lag length: 4 (Spectral GLS-detrended AR based on SIC, maxlag=12) 
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
      
           MZa    MZt    MSB    MPT 
      
      Ng-Perron test statistics -2.65152 -1.06592 0.40200 31.5074 
Asymptotic critical values*: 1% -23.8000 -3.42000 0.14300 4.03000 
 5% -17.3000 -2.91000 0.16800 5.48000 
 10% -14.2000 -2.62000 0.18500 6.67000 
      
      *Ng-Perron (2001, Table 1)    
      
      
      HAC corrected variance (Spectral GLS-detrended AR)  0.001152 
      
      
      
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCINFL_RATE) has a unit root 
Exogenous: Constant   
 
Lag Length: 3 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -7.640968  0.0000 
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Test critical values: 1% level  -3.492523  
 5% level  -2.888669  
 10% level  -2.581313  
     
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LCINFL_RATE,2)  
Method: Least Squares   
Date: 07/09/15   Time: 23:54   
Sample (adjusted): 1985Q2 2011Q4  
Included observations: 107 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCINFL_RATE(-1)) -1.171950 0.153377 -7.640968 0.0000 
D(LCINFL_RATE(-1),2) 0.480895 0.127330 3.776755 0.0003 
D(LCINFL_RATE(-2),2) 0.381871 0.110953 3.441744 0.0008 
D(LCINFL_RATE(-3),2) 0.290845 0.094850 3.066377 0.0028 
C -0.010514 0.026465 -0.397293 0.6920 
     
     R-squared 0.422844    Mean dependent var -0.000149 
Adjusted R-squared 0.400211    S.D. dependent var 0.352964 
S.E. of regression 0.273357    Akaike info criterion 0.289526 
Sum squared resid 7.621858    Schwarz criterion 0.414425 
Log likelihood -10.48966    Hannan-Quinn criter. 0.340159 
F-statistic 18.68218    Durbin-Watson stat 1.955083 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCINFL_RATE) has a unit root 
Exogenous: Constant, Linear Trend  
Lag Length: 3 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -7.600659  0.0000 
Test critical values: 1% level  -4.046072  
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 5% level  -3.452358  
 10% level  -3.151673  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LCINFL_RATE,2)  
Method: Least Squares   
Date: 07/09/15   Time: 23:56   
Sample (adjusted): 1985Q2 2011Q4  
Included observations: 107 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCINFL_RATE(-1)) -1.171636 0.154149 -7.600659 0.0000 
D(LCINFL_RATE(-1),2) 0.480531 0.127990 3.754434 0.0003 
D(LCINFL_RATE(-2),2) 0.381535 0.111533 3.420839 0.0009 
D(LCINFL_RATE(-3),2) 0.290594 0.095337 3.048060 0.0029 
C -0.016208 0.056510 -0.286815 0.7748 
@TREND(1984Q1) 9.82E-05 0.000860 0.114192 0.9093 
     
     R-squared 0.422919    Mean dependent var -0.000149 
Adjusted R-squared 0.394350    S.D. dependent var 0.352964 
S.E. of regression 0.274689    Akaike info criterion 0.308089 
Sum squared resid 7.620874    Schwarz criterion 0.457967 
Log likelihood -10.48275    Hannan-Quinn criter. 0.368847 
F-statistic 14.80373    Durbin-Watson stat 1.955276 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCINFL_RATE) has a unit root 
Exogenous: Constant   
Bandwidth: 109 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -12.09187  0.0000 
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Test critical values: 1% level  -3.490772  
 5% level  -2.887909  
 10% level  -2.580908  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.080764 
HAC corrected variance (Bartlett kernel)  0.003583 
     
          
     
Phillips-Perron Test Equation   
Dependent Variable: D(LCINFL_RATE,2)  
Method: Least Squares   
Date: 07/10/15   Time: 00:06   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCINFL_RATE(-1)) -0.655038 0.090332 -7.251426 0.0000 
C -0.003625 0.027351 -0.132541 0.8948 
     
     R-squared 0.327451    Mean dependent var 0.000112 
Adjusted R-squared 0.321224    S.D. dependent var 0.348121 
S.E. of regression 0.286810    Akaike info criterion 0.358018 
Sum squared resid 8.884048    Schwarz criterion 0.407117 
Log likelihood -17.69097    Hannan-Quinn criter. 0.377933 
F-statistic 52.58318    Durbin-Watson stat 1.895262 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCINFL_RATE) has a unit root 
Exogenous: Constant, Linear Trend  
Bandwidth: 109 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
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Phillips-Perron test statistic -12.29646  0.0000 
Test critical values: 1% level  -4.043609  
 5% level  -3.451184  
 10% level  -3.150986  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.080757 
HAC corrected variance (Bartlett kernel)  0.003333 
     
          
     
Phillips-Perron Test Equation   
Dependent Variable: D(LCINFL_RATE,2)  
Method: Least Squares   
Date: 07/10/15   Time: 00:07   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCINFL_RATE(-1)) -0.655001 0.090750 -7.217619 0.0000 
C -0.008351 0.056075 -0.148930 0.8819 
@TREND(1984Q1) 8.37E-05 0.000865 0.096686 0.9232 
     
     R-squared 0.327510    Mean dependent var 0.000112 
Adjusted R-squared 0.314940    S.D. dependent var 0.348121 
S.E. of regression 0.288134    Akaike info criterion 0.376112 
Sum squared resid 8.883272    Schwarz criterion 0.449762 
Log likelihood -17.68617    Hannan-Quinn criter. 0.405985 
F-statistic 26.05510    Durbin-Watson stat 1.895490 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCINFL_RATE) is stationary  
Exogenous: Constant   
Bandwidth: 23 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.143754 
Asymptotic critical values*: 1% level   0.739000 
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  5% level   0.463000 
  10% level   0.347000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
     
     
     Residual variance (no correction)  0.090942 
HAC corrected variance (Bartlett kernel)  0.023932 
     
          
     
KPSS Test Equation   
Dependent Variable: D(LCINFL_RATE)  
Method: Least Squares   
Date: 07/10/15   Time: 00:12   
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.004649 0.028753 -0.161701 0.8718 
     
     R-squared 0.000000    Mean dependent var -0.004649 
Adjusted R-squared 0.000000    S.D. dependent var 0.302933 
S.E. of regression 0.302933    Akaike info criterion 0.458360 
Sum squared resid 10.09454    Schwarz criterion 0.482770 
Log likelihood -24.43897    Hannan-Quinn criter. 0.468262 
Durbin-Watson stat 1.308581    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCINFL_RATE) is stationary  
Exogenous: Constant, Linear Trend  
Bandwidth: 23 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.143363 
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Asymptotic critical values*: 1% level   0.216000 
  5% level   0.146000 
  10% level   0.119000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
     
     
     Residual variance (no correction)  0.090942 
HAC corrected variance (Bartlett kernel)  0.023841 
     
          
     
KPSS Test Equation   
Dependent Variable: D(LCINFL_RATE)  
Method: Least Squares   
Date: 07/10/15   Time: 00:13   
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.005621 0.058162 -0.096638 0.9232 
@TREND(1984Q1) 1.73E-05 0.000901 0.019239 0.9847 
     
     R-squared 0.000003    Mean dependent var -0.004649 
Adjusted R-squared -0.009171    S.D. dependent var 0.302933 
S.E. of regression 0.304319    Akaike info criterion 0.476374 
Sum squared resid 10.09451    Schwarz criterion 0.525195 
Log likelihood -24.43878    Hannan-Quinn criter. 0.496179 
F-statistic 0.000370    Durbin-Watson stat 1.308585 
Prob(F-statistic) 0.984685    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCINFL_RATE) has a unit root 
Exogenous: Constant   
Lag length: 0 (Spectral GLS-detrended AR based on SIC, maxlag=12) 
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
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     MZa    MZt    MSB    MPT 
      
      Ng-Perron test statistics -46.9975 -4.84705 0.10313 0.52264 
Asymptotic critical values*: 1% -13.8000 -2.58000 0.17400 1.78000 
 5% -8.10000 -1.98000 0.23300 3.17000 
 10% -5.70000 -1.62000 0.27500 4.45000 
      
      *Ng-Perron (2001, Table 1)    
      
      
      HAC corrected variance (Spectral GLS-detrended AR)  0.082942 
      
      
      
 
 
 
Null Hypothesis: D(LCINFL_RATE) has a unit root 
Exogenous: Constant, Linear Trend  
Lag length: 0 (Spectral GLS-detrended AR based on SIC, maxlag=12) 
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
      
           MZa    MZt    MSB    MPT 
      
      Ng-Perron test statistics -48.0770 -4.89880 0.10190 1.91626 
Asymptotic critical values*: 1% -23.8000 -3.42000 0.14300 4.03000 
 5% -17.3000 -2.91000 0.16800 5.48000 
 10% -14.2000 -2.62000 0.18500 6.67000 
      
      *Ng-Perron (2001, Table 1)    
      
      
      HAC corrected variance (Spectral GLS-detrended AR)  0.081373 
      
      
      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCGDP) has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
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Augmented Dickey-Fuller test statistic -8.049832  0.0000 
Test critical values: 1% level  -3.490772  
 5% level  -2.887909  
 10% level  -2.580908  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LCGDP,2)  
Method: Least Squares   
Date: 07/10/15   Time: 10:36   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     
Variable 
Coeff 
icient Std. Error t-Statistic Prob.   
     
     D(LCGDP(-1)) -0.750462 0.093227 -8.049832 0.0000 
C 0.022529 0.003021 7.457333 0.0000 
     
     R-squared 0.374999    Mean dependent var -2.70E-05 
Adjusted R-squared 0.369212    S.D. dependent var 0.014913 
S.E. of regression 0.011844    Akaike info criterion -6.015923 
Sum squared resid 0.015151    Schwarz criterion -5.966823 
Log likelihood 332.8758    Hannan-Quinn criter. -5.996008 
F-statistic 64.79979    Durbin-Watson stat 2.082616 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCGDP) has a unit root  
Exogenous: Constant, Linear Trend  
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -9.372319  0.0000 
Test critical values: 1% level  -4.043609  
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 5% level  -3.451184  
 10% level  -3.150986  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LCGDP,2)  
Method: Least Squares   
Date: 07/10/15   Time: 10:37   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCGDP(-1)) -0.899031 0.095924 -9.372319 0.0000 
C 0.034943 0.004304 8.119363 0.0000 
@TREND(1984Q1) -0.000141 3.66E-05 -3.844328 0.0002 
     
     R-squared 0.450848    Mean dependent var -2.70E-05 
Adjusted R-squared 0.440584    S.D. dependent var 0.014913 
S.E. of regression 0.011154    Akaike info criterion -6.127119 
Sum squared resid 0.013312    Schwarz criterion -6.053469 
Log likelihood 339.9915    Hannan-Quinn criter. -6.097246 
F-statistic 43.92297    Durbin-Watson stat 2.015998 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCGDP) has a unit root  
Exogenous: Constant   
Bandwidth: 4 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -8.248611  0.0000 
Test critical values: 1% level  -3.490772  
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 5% level  -2.887909  
 10% level  -2.580908  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.000138 
HAC corrected variance (Bartlett kernel)  0.000162 
     
          
     
Phillips-Perron Test Equation   
Dependent Variable: D(LCGDP,2)  
Method: Least Squares   
Date: 07/10/15   Time: 10:46   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCGDP(-1)) -0.750462 0.093227 -8.049832 0.0000 
C 0.022529 0.003021 7.457333 0.0000 
     
     R-squared 0.374999    Mean dependent var -2.70E-05 
Adjusted R-squared 0.369212    S.D. dependent var 0.014913 
S.E. of regression 0.011844    Akaike info criterion -6.015923 
Sum squared resid 0.015151    Schwarz criterion -5.966823 
Log likelihood 332.8758    Hannan-Quinn criter. -5.996008 
F-statistic 64.79979    Durbin-Watson stat 2.082616 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCGDP) has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 4 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -9.374152  0.0000 
Test critical values: 1% level  -4.043609  
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 5% level  -3.451184  
 10% level  -3.150986  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.000121 
HAC corrected variance (Bartlett kernel)  0.000121 
     
          
     
Phillips-Perron Test Equation   
Dependent Variable: D(LCGDP,2)  
Method: Least Squares   
Date: 07/10/15   Time: 10:48   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCGDP(-1)) -0.899031 0.095924 -9.372319 0.0000 
C 0.034943 0.004304 8.119363 0.0000 
@TREND(1984Q1) -0.000141 3.66E-05 -3.844328 0.0002 
     
     R-squared 0.450848    Mean dependent var -2.70E-05 
Adjusted R-squared 0.440584    S.D. dependent var 0.014913 
S.E. of regression 0.011154    Akaike info criterion -6.127119 
Sum squared resid 0.013312    Schwarz criterion -6.053469 
Log likelihood 339.9915    Hannan-Quinn criter. -6.097246 
F-statistic 43.92297    Durbin-Watson stat 2.015998 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCGDP) is stationary  
Exogenous: Constant   
Bandwidth: 6 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
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Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.882096 
Asymptotic critical values*: 1% level   0.739000 
  5% level   0.463000 
  10% level   0.347000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
     
     
     Residual variance (no correction)  0.000146 
HAC corrected variance (Bartlett kernel)  0.000316 
     
          
     
KPSS Test Equation   
Dependent Variable: D(LCGDP)   
Method: Least Squares   
Date: 07/10/15   Time: 10:53   
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.030020 0.001150 26.09701 0.0000 
     
     R-squared 0.000000    Mean dependent var 0.030020 
Adjusted R-squared 0.000000    S.D. dependent var 0.012120 
S.E. of regression 0.012120    Akaike info criterion -5.979023 
Sum squared resid 0.016157    Schwarz criterion -5.954613 
Log likelihood 332.8358    Hannan-Quinn criter. -5.969121 
Durbin-Watson stat 1.500368    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCGDP) is stationary  
Exogenous: Constant, Linear Trend  
Bandwidth: 2 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.101741 
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Asymptotic critical values*: 1% level   0.216000 
  5% level   0.146000 
  10% level   0.119000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
     
     
     Residual variance (no correction)  0.000122 
HAC corrected variance (Bartlett kernel)  0.000144 
     
          
     
KPSS Test Equation   
Dependent Variable: D(LCGDP)   
Method: Least Squares   
Date: 07/10/15   Time: 10:54   
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.038506 0.002130 18.07610 0.0000 
@TREND(1984Q1) -0.000152 3.30E-05 -4.589241 0.0000 
     
     R-squared 0.161933    Mean dependent var 0.030020 
Adjusted R-squared 0.154244    S.D. dependent var 0.012120 
S.E. of regression 0.011146    Akaike info criterion -6.137662 
Sum squared resid 0.013541    Schwarz criterion -6.088842 
Log likelihood 342.6402    Hannan-Quinn criter. -6.117857 
F-statistic 21.06114    Durbin-Watson stat 1.790392 
Prob(F-statistic) 0.000012    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCGDP) has a unit root  
Exogenous: Constant   
Lag length: 0 (Spectral GLS-detrended AR based on SIC, maxlag=12) 
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
      
           MZa    MZt    MSB    MPT 
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Ng-Perron test statistics -51.4750 -5.07155 0.09852 0.48020 
Asymptotic critical values*: 1% -13.8000 -2.58000 0.17400 1.78000 
 5% -8.10000 -1.98000 0.23300 3.17000 
 10% -5.70000 -1.62000 0.27500 4.45000 
      
      *Ng-Perron (2001, Table 1)    
      
      
      HAC corrected variance (Spectral GLS-detrended AR)  0.000138 
      
      
      
 
 
 
 
NP FD (T & I) 
 
Null Hypothesis: D(LCGDP) has a unit root  
Exogenous: Constant, Linear Trend  
Lag length: 0 (Spectral GLS-detrended AR based on SIC, maxlag=12) 
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
      
           MZa    MZt    MSB    MPT 
      
      Ng-Perron test statistics -53.2792 -5.16120 0.09687 1.71112 
Asymptotic critical values*: 1% -23.8000 -3.42000 0.14300 4.03000 
 5% -17.3000 -2.91000 0.16800 5.48000 
 10% -14.2000 -2.62000 0.18500 6.67000 
      
      *Ng-Perron (2001, Table 1)    
      
      
      HAC corrected variance (Spectral GLS-detrended AR)  0.000129 
      
      
      
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCRUDE_OIL) has a unit root 
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -10.47527  0.0000 
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Test critical values: 1% level  -3.490772  
 5% level  -2.887909  
 10% level  -2.580908  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LCRUDE_OIL,2)  
Method: Least Squares   
Date: 06/26/15   Time: 10:21   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCRUDE_OIL(-1)) -1.007951 0.096222 -10.47527 0.0000 
C 0.012195 0.013108 0.930380 0.3542 
     
     R-squared 0.503976    Mean dependent var 0.000000 
Adjusted R-squared 0.499383    S.D. dependent var 0.193536 
S.E. of regression 0.136935    Akaike info criterion -1.120610 
Sum squared resid 2.025121    Schwarz criterion -1.071510 
Log likelihood 63.63356    Hannan-Quinn criter. -1.100695 
F-statistic 109.7312    Durbin-Watson stat 2.000127 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCRUDE_OIL) has a unit root 
Exogenous: Constant, Linear Trend  
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
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Augmented Dickey-Fuller test statistic -10.72006  0.0000 
Test critical values: 1% level  -4.043609  
 5% level  -3.451184  
 10% level  -3.150986  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LCRUDE_OIL,2)  
Method: Least Squares   
Date: 06/26/15   Time: 10:22   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCRUDE_OIL(-1)) -1.036164 0.096656 -10.72006 0.0000 
C -0.028406 0.026535 -1.070490 0.2868 
@TREND(1984Q1) 0.000725 0.000413 1.754441 0.0822 
     
     R-squared 0.517846    Mean dependent var 0.000000 
Adjusted R-squared 0.508833    S.D. dependent var 0.193536 
S.E. of regression 0.135636    Akaike info criterion -1.130789 
Sum squared resid 1.968494    Schwarz criterion -1.057140 
Log likelihood 65.19341    Hannan-Quinn criter. -1.100917 
F-statistic 57.46033    Durbin-Watson stat 2.001762 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCRUDE_OIL) has a unit root 
Exogenous: Constant   
Bandwidth: 6 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -10.49534  0.0000 
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Test critical values: 1% level  -3.490772  
 5% level  -2.887909  
 10% level  -2.580908  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.018410 
HAC corrected variance (Bartlett kernel)  0.016227 
     
          
     
Phillips-Perron Test Equation   
Dependent Variable: D(LCRUDE_OIL,2)  
Method: Least Squares   
Date: 06/26/15   Time: 10:40   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCRUDE_OIL(-1)) -1.007951 0.096222 -10.47527 0.0000 
C 0.012195 0.013108 0.930380 0.3542 
     
     R-squared 0.503976    Mean dependent var 0.000000 
Adjusted R-squared 0.499383    S.D. dependent var 0.193536 
S.E. of regression 0.136935    Akaike info criterion -1.120610 
Sum squared resid 2.025121    Schwarz criterion -1.071510 
Log likelihood 63.63356    Hannan-Quinn criter. -1.100695 
F-statistic 109.7312    Durbin-Watson stat 2.000127 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCRUDE_OIL) has a unit root 
Exogenous: Constant, Linear Trend  
Bandwidth: 10 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -11.32113  0.0000 
Test critical values: 1% level  -4.043609  
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 5% level  -3.451184  
 10% level  -3.150986  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.017895 
HAC corrected variance (Bartlett kernel)  0.009584 
     
          
     
Phillips-Perron Test Equation   
Dependent Variable: D(LCRUDE_OIL,2)  
Method: Least Squares   
Date: 06/26/15   Time: 10:42   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LCRUDE_OIL(-1)) -1.036164 0.096656 -10.72006 0.0000 
C -0.028406 0.026535 -1.070490 0.2868 
@TREND(1984Q1) 0.000725 0.000413 1.754441 0.0822 
     
     R-squared 0.517846    Mean dependent var 0.000000 
Adjusted R-squared 0.508833    S.D. dependent var 0.193536 
S.E. of regression 0.135636    Akaike info criterion -1.130789 
Sum squared resid 1.968494    Schwarz criterion -1.057140 
Log likelihood 65.19341    Hannan-Quinn criter. -1.100917 
F-statistic 57.46033    Durbin-Watson stat 2.001762 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCRUDE_OIL) is stationary  
Exogenous: Constant   
Bandwidth: 6 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.370469 
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Asymptotic critical values*: 1% level   0.739000 
  5% level   0.463000 
  10% level   0.347000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
     
     
     Residual variance (no correction)  0.018247 
HAC corrected variance (Bartlett kernel)  0.015884 
     
          
     
KPSS Test Equation   
Dependent Variable: D(LCRUDE_OIL)  
Method: Least Squares   
Date: 06/26/15   Time: 10:48   
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.011990 0.012879 0.930959 0.3539 
     
     R-squared 0.000000    Mean dependent var 0.011990 
Adjusted R-squared 0.000000    S.D. dependent var 0.135693 
S.E. of regression 0.135693    Akaike info criterion -1.147871 
Sum squared resid 2.025394    Schwarz criterion -1.123461 
Log likelihood 64.70682    Hannan-Quinn criter. -1.137968 
Durbin-Watson stat 2.015758    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LCRUDE_OIL) is stationary  
Exogenous: Constant, Linear Trend  
Bandwidth: 11 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.056896 
Asymptotic critical values*: 1% level   0.216000 
  5% level   0.146000 
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  10% level   0.119000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
     
     
     Residual variance (no correction)  0.017764 
HAC corrected variance (Bartlett kernel)  0.008154 
     
          
     
KPSS Test Equation   
Dependent Variable: D(LCRUDE_OIL)  
Method: Least Squares   
Date: 06/26/15   Time: 10:49   
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.026429 0.025705 -1.028154 0.3062 
@TREND(1984Q1) 0.000686 0.000398 1.721962 0.0879 
     
     R-squared 0.026483    Mean dependent var 0.011990 
Adjusted R-squared 0.017551    S.D. dependent var 0.135693 
S.E. of regression 0.134497    Akaike info criterion -1.156693 
Sum squared resid 1.971756    Schwarz criterion -1.107872 
Log likelihood 66.19644    Hannan-Quinn criter. -1.136888 
F-statistic 2.965155    Durbin-Watson stat 2.070619 
Prob(F-statistic) 0.087913    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ADF FIRST D (I) 
Null Hypothesis: D(LGDP_CONSTR) has a unit root 
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
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Augmented Dickey-Fuller test statistic -9.997254  0.0000 
Test critical values: 1% level  -3.490772  
 5% level  -2.887909  
 10% level  -2.580908  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LGDP_CONSTR,2)  
Method: Least Squares   
Date: 06/26/15   Time: 12:44   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LGDP_CONSTR(-1)) -0.961501 0.096177 -9.997254 0.0000 
C 0.010658 0.007994 1.333334 0.1852 
     
     R-squared 0.480632    Mean dependent var -9.75E-05 
Adjusted R-squared 0.475823    S.D. dependent var 0.114748 
S.E. of regression 0.083077    Akaike info criterion -2.120075 
Sum squared resid 0.745400    Schwarz criterion -2.070975 
Log likelihood 118.6041    Hannan-Quinn criter. -2.100159 
F-statistic 99.94509    Durbin-Watson stat 1.994608 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LGDP_CONSTR) has a unit root 
Exogenous: Constant, Linear Trend  
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -10.46367  0.0000 
Test critical values: 1% level  -4.043609  
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 5% level  -3.451184  
 10% level  -3.150986  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LGDP_CONSTR,2)  
Method: Least Squares   
Date: 06/26/15   Time: 12:45   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LGDP_CONSTR(-1)) -1.013246 0.096835 -10.46367 0.0000 
C -0.021860 0.015993 -1.366824 0.1745 
@TREND(1984Q1) 0.000586 0.000251 2.332262 0.0216 
     
     R-squared 0.505757    Mean dependent var -9.75E-05 
Adjusted R-squared 0.496519    S.D. dependent var 0.114748 
S.E. of regression 0.081421    Akaike info criterion -2.151479 
Sum squared resid 0.709340    Schwarz criterion -2.077829 
Log likelihood 121.3313    Hannan-Quinn criter. -2.121606 
F-statistic 54.74644    Durbin-Watson stat 1.999741 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LGDP_CONSTR) has a unit root 
Exogenous: Constant   
Bandwidth: 6 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -10.05670  0.0000 
Test critical values: 1% level  -3.490772  
 5% level  -2.887909  
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 10% level  -2.580908  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.006776 
HAC corrected variance (Bartlett kernel)  0.007807 
     
          
     
Phillips-Perron Test Equation   
Dependent Variable: D(LGDP_CONSTR,2)  
Method: Least Squares   
Date: 06/26/15   Time: 13:01   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LGDP_CONSTR(-1)) -0.961501 0.096177 -9.997254 0.0000 
C 0.010658 0.007994 1.333334 0.1852 
     
     R-squared 0.480632    Mean dependent var -9.75E-05 
Adjusted R-squared 0.475823    S.D. dependent var 0.114748 
S.E. of regression 0.083077    Akaike info criterion -2.120075 
Sum squared resid 0.745400    Schwarz criterion -2.070975 
Log likelihood 118.6041    Hannan-Quinn criter. -2.100159 
F-statistic 99.94509    Durbin-Watson stat 1.994608 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LGDP_CONSTR) has a unit root 
Exogenous: Constant, Linear Trend  
Bandwidth: 5 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -10.46721  0.0000 
Test critical values: 1% level  -4.043609  
 5% level  -3.451184  
 10% level  -3.150986  
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     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.006449 
HAC corrected variance (Bartlett kernel)  0.006069 
     
          
     
Phillips-Perron Test Equation 
   
Dependent Variable: D(LGDP_CONSTR,2)  
Method: Least Squares   
Date: 06/26/15   Time: 13:02   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LGDP_CONSTR(-1)) -1.013246 0.096835 -10.46367 0.0000 
C -0.021860 0.015993 -1.366824 0.1745 
@TREND(1984Q1) 0.000586 0.000251 2.332262 0.0216 
     
     R-squared 0.505757    Mean dependent var -9.75E-05 
Adjusted R-squared 0.496519    S.D. dependent var 0.114748 
S.E. of regression 0.081421    Akaike info criterion -2.151479 
Sum squared resid 0.709340    Schwarz criterion -2.077829 
Log likelihood 121.3313    Hannan-Quinn criter. -2.121606 
F-statistic 54.74644    Durbin-Watson stat 1.999741 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LGDP_CONSTR) is stationary  
Exogenous: Constant   
Bandwidth: 6 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.541032 
Asymptotic critical values*: 1% level   0.739000 
  5% level   0.463000 
  10% level   0.347000 
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     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
     
     
     Residual variance (no correction)  0.006726 
HAC corrected variance (Bartlett kernel)  0.008304 
     
          
     
KPSS Test Equation   
Dependent Variable: D(LGDP_CONSTR)  
Method: Least Squares   
Date: 06/26/15   Time: 13:09   
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.010989 0.007820 1.405314 0.1627 
     
     R-squared 0.000000    Mean dependent var 0.010989 
Adjusted R-squared 0.000000    S.D. dependent var 0.082386 
S.E. of regression 0.082386    Akaike info criterion -2.145824 
Sum squared resid 0.746627    Schwarz criterion -2.121414 
Log likelihood 120.0932    Hannan-Quinn criter. -2.135922 
Durbin-Watson stat 1.922253    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LGDP_CONSTR) is stationary  
Exogenous: Constant, Linear Trend  
Bandwidth: 5 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.056040 
Asymptotic critical values*: 1% level   0.216000 
  5% level   0.146000 
  10% level   0.119000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
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     Residual variance (no correction)  0.006395 
HAC corrected variance (Bartlett kernel)  0.005903 
     
          
     
KPSS Test Equation   
Dependent Variable: D(LGDP_CONSTR)  
Method: Least Squares   
Date: 06/26/15   Time: 13:10   
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.020807 0.015424 -1.349017 0.1801 
@TREND(1984Q1) 0.000568 0.000239 2.375098 0.0193 
     
     R-squared 0.049207    Mean dependent var 0.010989 
Adjusted R-squared 0.040484    S.D. dependent var 0.082386 
S.E. of regression 0.080702    Akaike info criterion -2.178265 
Sum squared resid 0.709888    Schwarz criterion -2.129444 
Log likelihood 122.8937    Hannan-Quinn criter. -2.158460 
F-statistic 5.641092    Durbin-Watson stat 2.021802 
Prob(F-statistic) 0.019291    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LGDP_CONSTR) has a unit root 
Exogenous: Constant   
Lag length: 0 (Spectral GLS-detrended AR based on SIC, maxlag=12) 
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
      
           MZa    MZt    MSB    MPT 
      
      Ng-Perron test statistics -54.8730 -5.23734 0.09544 0.44810 
Asymptotic critical values*: 1% -13.8000 -2.58000 0.17400 1.78000 
 5% -8.10000 -1.98000 0.23300 3.17000 
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 10% -5.70000 -1.62000 0.27500 4.45000 
      
      *Ng-Perron (2001, Table 1)    
      
      
      HAC corrected variance (Spectral GLS-detrended AR)  0.006837 
      
      
      
 
 
 
Null Hypothesis: D(LGDP_CONSTR) has a unit root 
Exogenous: Constant, Linear Trend  
Lag length: 0 (Spectral GLS-detrended AR based on SIC, maxlag=12) 
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
      
           MZa    MZt    MSB    MPT 
      
      Ng-Perron test statistics -54.9983 -5.23887 0.09526 1.68154 
Asymptotic critical values*: 1% -23.8000 -3.42000 0.14300 4.03000 
 5% -17.3000 -2.91000 0.16800 5.48000 
 10% -14.2000 -2.62000 0.18500 6.67000 
      
      *Ng-Perron (2001, Table 1)    
      
      
      HAC corrected variance (Spectral GLS-detrended AR)  0.006537 
      
      
      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LINT_RATE) has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -7.182484  0.0000 
Test critical values: 1% level  -3.490772  
 5% level  -2.887909  
 10% level  -2.580908  
     
     *MacKinnon (1996) one-sided p-values.  
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Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LINT_RATE,2)  
Method: Least Squares   
Date: 06/26/15   Time: 14:17   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LINT_RATE(-1)) -0.646515 0.090013 -7.182484 0.0000 
C -0.003382 0.006795 -0.497643 0.6197 
     
     R-squared 0.323258    Mean dependent var 0.000000 
Adjusted R-squared 0.316992    S.D. dependent var 0.086030 
S.E. of regression 0.071099    Akaike info criterion -2.431479 
Sum squared resid 0.545944    Schwarz criterion -2.382379 
Log likelihood 135.7313    Hannan-Quinn criter. -2.411564 
F-statistic 51.58807    Durbin-Watson stat 1.973923 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LINT_RATE) has a unit root  
Exogenous: Constant, Linear Trend  
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -7.201312  0.0000 
Test critical values: 1% level  -4.043609  
 5% level  -3.451184  
 10% level  -3.150986  
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*MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LINT_RATE,2)  
Method: Least Squares   
Date: 06/26/15   Time: 14:19   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LINT_RATE(-1)) -0.653116 0.090694 -7.201312 0.0000 
C 0.005237 0.013890 0.377049 0.7069 
@TREND(1984Q1) -0.000153 0.000215 -0.711991 0.4780 
     
     R-squared 0.326449    Mean dependent var 0.000000 
Adjusted R-squared 0.313859    S.D. dependent var 0.086030 
S.E. of regression 0.071262    Akaike info criterion -2.418024 
Sum squared resid 0.543369    Schwarz criterion -2.344374 
Log likelihood 135.9913    Hannan-Quinn criter. -2.388151 
F-statistic 25.92974    Durbin-Watson stat 1.970570 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LINT_RATE) has a unit root  
Exogenous: Constant   
Bandwidth: 4 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -7.106527  0.0000 
Test critical values: 1% level  -3.490772  
 5% level  -2.887909  
 10% level  -2.580908  
     
     *MacKinnon (1996) one-sided p-values.  
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     Residual variance (no correction)  0.004963 
HAC corrected variance (Bartlett kernel)  0.004673 
     
          
     
Phillips-Perron Test Equation   
Dependent Variable: D(LINT_RATE,2)  
Method: Least Squares   
Date: 06/26/15   Time: 14:33   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LINT_RATE(-1)) -0.646515 0.090013 -7.182484 0.0000 
C -0.003382 0.006795 -0.497643 0.6197 
     
     R-squared 0.323258    Mean dependent var 0.000000 
Adjusted R-squared 0.316992    S.D. dependent var 0.086030 
S.E. of regression 0.071099    Akaike info criterion -2.431479 
Sum squared resid 0.545944    Schwarz criterion -2.382379 
Log likelihood 135.7313    Hannan-Quinn criter. -2.411564 
F-statistic 51.58807    Durbin-Watson stat 1.973923 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LINT_RATE) has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 4 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -7.123992  0.0000 
Test critical values: 1% level  -4.043609  
 5% level  -3.451184  
 10% level  -3.150986  
     
     *MacKinnon (1996) one-sided p-values.  
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     Residual variance (no correction)  0.004940 
HAC corrected variance (Bartlett kernel)  0.004647 
     
          
     
Phillips-Perron Test Equation   
Dependent Variable: D(LINT_RATE,2)  
Method: Least Squares   
Date: 06/26/15   Time: 14:34   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LINT_RATE(-1)) -0.653116 0.090694 -7.201312 0.0000 
C 0.005237 0.013890 0.377049 0.7069 
@TREND(1984Q1) -0.000153 0.000215 -0.711991 0.4780 
     
     R-squared 0.326449    Mean dependent var 0.000000 
Adjusted R-squared 0.313859    S.D. dependent var 0.086030 
S.E. of regression 0.071262    Akaike info criterion -2.418024 
Sum squared resid 0.543369    Schwarz criterion -2.344374 
Log likelihood 135.9913    Hannan-Quinn criter. -2.388151 
F-statistic 25.92974    Durbin-Watson stat 1.970570 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LINT_RATE) is stationary  
Exogenous: Constant   
Bandwidth: 2 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.100770 
Asymptotic critical values*: 1% level   0.739000 
  5% level   0.463000 
  10% level   0.347000 
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*Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
     
     
     Residual variance (no correction)  0.005621 
HAC corrected variance (Bartlett kernel)  0.008617 
     
          
     
KPSS Test Equation   
Dependent Variable: D(LINT_RATE)  
Method: Least Squares   
Date: 06/26/15   Time: 14:39   
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.005183 0.007148 -0.725121 0.4699 
     
     R-squared 0.000000    Mean dependent var -0.005183 
Adjusted R-squared 0.000000    S.D. dependent var 0.075313 
S.E. of regression 0.075313    Akaike info criterion -2.325355 
Sum squared resid 0.623928    Schwarz criterion -2.300945 
Log likelihood 130.0572    Hannan-Quinn criter. -2.315453 
Durbin-Watson stat 1.292975    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LINT_RATE) is stationary  
Exogenous: Constant, Linear Trend  
Bandwidth: 1 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.032889 
Asymptotic critical values*: 1% level   0.216000 
  5% level   0.146000 
  10% level   0.119000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
233 
 
     
     
     Residual variance (no correction)  0.005565 
HAC corrected variance (Bartlett kernel)  0.007494 
     
          
     
KPSS Test Equation   
Dependent Variable: D(LINT_RATE)  
Method: Least Squares   
Date: 06/26/15   Time: 14:41   
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.007888 0.014388 0.548263 0.5846 
@TREND(1984Q1) -0.000233 0.000223 -1.046739 0.2975 
     
     R-squared 0.009952    Mean dependent var -0.005183 
Adjusted R-squared 0.000869    S.D. dependent var 0.075313 
S.E. of regression 0.075280    Akaike info criterion -2.317339 
Sum squared resid 0.617719    Schwarz criterion -2.268519 
Log likelihood 130.6123    Hannan-Quinn criter. -2.297534 
F-statistic 1.095663    Durbin-Watson stat 1.305981 
Prob(F-statistic) 0.297536    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LRER) has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -10.58246  0.0000 
Test critical values: 1% level  -3.490772  
 5% level  -2.887909  
 10% level  -2.580908  
     
     *MacKinnon (1996) one-sided p-values.  
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Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LRER,2)   
Method: Least Squares   
Date: 06/26/15   Time: 20:31   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LRER(-1)) -1.028779 0.097216 -10.58246 0.0000 
C -0.000650 0.005468 -0.118907 0.9056 
     
     R-squared 0.509065    Mean dependent var -0.000789 
Adjusted R-squared 0.504519    S.D. dependent var 0.081466 
S.E. of regression 0.057345    Akaike info criterion -2.861464 
Sum squared resid 0.355147    Schwarz criterion -2.812364 
Log likelihood 159.3805    Hannan-Quinn criter. -2.841548 
F-statistic 111.9884    Durbin-Watson stat 1.994278 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LRER) has a unit root  
Exogenous: Constant, Linear Trend  
Lag Length: 0 (Automatic - based on SIC, maxlag=12) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -10.53346  0.0000 
Test critical values: 1% level  -4.043609  
 5% level  -3.451184  
 10% level  -3.150986  
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*MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LRER,2)   
Method: Least Squares   
Date: 06/26/15   Time: 20:32   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LRER(-1)) -1.028663 0.097657 -10.53346 0.0000 
C 0.001076 0.011210 0.095997 0.9237 
@TREND(1984Q1) -3.06E-05 0.000173 -0.176642 0.8601 
     
     R-squared 0.509208    Mean dependent var -0.000789 
Adjusted R-squared 0.500034    S.D. dependent var 0.081466 
S.E. of regression 0.057603    Akaike info criterion -2.843573 
Sum squared resid 0.355043    Schwarz criterion -2.769924 
Log likelihood 159.3965    Hannan-Quinn criter. -2.813701 
F-statistic 55.50750    Durbin-Watson stat 1.995010 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LRER) has a unit root  
Exogenous: Constant   
Bandwidth: 1 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -10.58248  0.0000 
Test critical values: 1% level  -3.490772  
 5% level  -2.887909  
 10% level  -2.580908  
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*MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.003229 
HAC corrected variance (Bartlett kernel)  0.003203 
     
          
     
Phillips-Perron Test Equation   
Dependent Variable: D(LRER,2)   
Method: Least Squares   
Date: 06/26/15   Time: 20:43   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LRER(-1)) -1.028779 0.097216 -10.58246 0.0000 
C -0.000650 0.005468 -0.118907 0.9056 
     
     R-squared 0.509065    Mean dependent var -0.000789 
Adjusted R-squared 0.504519    S.D. dependent var 0.081466 
S.E. of regression 0.057345    Akaike info criterion -2.861464 
Sum squared resid 0.355147    Schwarz criterion -2.812364 
Log likelihood 159.3805    Hannan-Quinn criter. -2.841548 
F-statistic 111.9884    Durbin-Watson stat 1.994278 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LRER) has a unit root  
Exogenous: Constant, Linear Trend  
Bandwidth: 1 (Newey-West automatic) using Bartlett kernel 
     
        Adj. t-Stat   Prob.* 
     
     Phillips-Perron test statistic -10.53330  0.0000 
Test critical values: 1% level  -4.043609  
 5% level  -3.451184  
 10% level  -3.150986  
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     *MacKinnon (1996) one-sided p-values.  
     
     
     Residual variance (no correction)  0.003228 
HAC corrected variance (Bartlett kernel)  0.003203 
     
          
     
Phillips-Perron Test Equation   
Dependent Variable: D(LRER,2)   
Method: Least Squares   
Date: 06/26/15   Time: 20:44   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 110 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LRER(-1)) -1.028663 0.097657 -10.53346 0.0000 
C 0.001076 0.011210 0.095997 0.9237 
@TREND(1984Q1) -3.06E-05 0.000173 -0.176642 0.8601 
     
     R-squared 0.509208    Mean dependent var -0.000789 
Adjusted R-squared 0.500034    S.D. dependent var 0.081466 
S.E. of regression 0.057603    Akaike info criterion -2.843573 
Sum squared resid 0.355043    Schwarz criterion -2.769924 
Log likelihood 159.3965    Hannan-Quinn criter. -2.813701 
F-statistic 55.50750    Durbin-Watson stat 1.995010 
Prob(F-statistic) 0.000000    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LRER) is stationary  
Exogenous: Constant   
Bandwidth: 1 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.032288 
Asymptotic critical values*: 1% level   0.739000 
  5% level   0.463000 
  10% level   0.347000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
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     Residual variance (no correction)  0.003202 
HAC corrected variance (Bartlett kernel)  0.003112 
     
          
     
KPSS Test Equation   
Dependent Variable: D(LRER)   
Method: Least Squares   
Date: 06/26/15   Time: 20:49   
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.000648 0.005395 -0.120127 0.9046 
     
     R-squared 0.000000    Mean dependent var -0.000648 
Adjusted R-squared 0.000000    S.D. dependent var 0.056844 
S.E. of regression 0.056844    Akaike info criterion -2.888047 
Sum squared resid 0.355435    Schwarz criterion -2.863637 
Log likelihood 161.2866    Hannan-Quinn criter. -2.878144 
Durbin-Watson stat 2.035468    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LRER) is stationary  
Exogenous: Constant, Linear Trend  
Bandwidth: 1 (Newey-West automatic) using Bartlett kernel 
     
         LM-Stat. 
     
     Kwiatkowski-Phillips-Schmidt-Shin test statistic  0.029560 
Asymptotic critical values*: 1% level   0.216000 
  5% level   0.146000 
  10% level   0.119000 
     
     *Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)  
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     Residual variance (no correction)  0.003201 
HAC corrected variance (Bartlett kernel)  0.003111 
     
          
     
KPSS Test Equation   
Dependent Variable: D(LRER)   
Method: Least Squares   
Date: 06/26/15   Time: 20:50   
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.001053 0.010912 0.096528 0.9233 
@TREND(1984Q1) -3.04E-05 0.000169 -0.179642 0.8578 
     
     R-squared 0.000296    Mean dependent var -0.000648 
Adjusted R-squared -0.008876    S.D. dependent var 0.056844 
S.E. of regression 0.057096    Akaike info criterion -2.870325 
Sum squared resid 0.355330    Schwarz criterion -2.821504 
Log likelihood 161.3030    Hannan-Quinn criter. -2.850520 
F-statistic 0.032271    Durbin-Watson stat 2.036056 
Prob(F-statistic) 0.857767    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Null Hypothesis: D(LRER) has a unit root  
Exogenous: Constant   
Lag length: 0 (Spectral GLS-detrended AR based on SIC, maxlag=12) 
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
      
           MZa    MZt    MSB    MPT 
      
      Ng-Perron test statistics -54.9639 -5.19136 0.09445 0.57134 
Asymptotic critical values*: 1% -13.8000 -2.58000 0.17400 1.78000 
 5% -8.10000 -1.98000 0.23300 3.17000 
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 10% -5.70000 -1.62000 0.27500 4.45000 
      
      *Ng-Perron (2001, Table 1)    
      
      
      HAC corrected variance (Spectral GLS-detrended AR)  0.003239 
      
      
      
 
 
Null Hypothesis: D(LRER) has a unit root  
Exogenous: Constant, Linear Trend  
Lag length: 0 (Spectral GLS-detrended AR based on SIC, maxlag=12) 
Sample (adjusted): 1984Q2 2011Q4  
Included observations: 111 after adjustments  
      
           MZa    MZt    MSB    MPT 
      
      Ng-Perron test statistics -54.9975 -5.20961 0.09472 1.82270 
Asymptotic critical values*: 1% -23.8000 -3.42000 0.14300 4.03000 
 5% -17.3000 -2.91000 0.16800 5.48000 
 10% -14.2000 -2.62000 0.18500 6.67000 
      
      *Ng-Perron (2001, Table 1)    
      
      
      HAC corrected variance (Spectral GLS-detrended AR)  0.003301 
      
      
      
 
 
 
 
 
 
 
 
 
 
 
 
 
APPENDIX 2 OPTIMAL LAG SELECTION AND ARDL MODEL 
 
Dependent Variable: D(LPRIVATE_SP)  
Method: Least Squares   
Date: 07/18/15   Time: 15:31   
Sample (adjusted): 1984Q3 2011Q4  
Included observations: 107 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.293511 0.490923 0.597875 0.5514 
D(LPRIVATE_SP(-1)) -0.186457 0.103990 -1.793033 0.0762 
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D(LGDP(-1)) -0.096138 0.080707 -1.191201 0.2366 
D(LINT_RATE(-1)) 0.201505 0.115198 1.749198 0.0835 
D(LINFL_RATE(-1)) 0.041229 0.016127 2.556591 0.0122 
D(LRER(-1)) 0.028588 0.142217 0.201015 0.8411 
D(LGDP_CONSTR(-1)) 0.225059 0.156123 1.441550 0.1528 
LPRIVATE_SP(-1) -0.005967 0.016822 -0.354713 0.7236 
LGDP(-1) 0.096861 0.036314 2.667327 0.0090 
LINT_RATE(-1) -0.061857 0.043708 -1.415239 0.1603 
LINFL_RATE(-1) -0.019606 0.016351 -1.199029 0.2335 
LRER(-1) -0.026425 0.076998 -0.343193 0.7322 
LGDP_CONSTR(-1) -0.119309 0.043816 -2.722958 0.0077 
     
     R-squared 0.191147    Mean dependent var 0.019886 
Adjusted R-squared 0.087889    S.D. dependent var 0.082029 
S.E. of regression 0.078342    Akaike info criterion -2.142017 
Sum squared resid 0.576918    Schwarz criterion -1.817280 
Log likelihood 127.5979    Hannan-Quinn criter. -2.010373 
F-statistic 1.851161    Durbin-Watson stat 2.079747 
Prob(F-statistic) 0.050815    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dependent Variable: D(LPRIVATE_SP)  
Method: Least Squares   
Date: 07/18/15   Time: 15:50   
Sample (adjusted): 1984Q4 2011Q4  
Included observations: 105 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.482170 0.511528 0.942607 0.3485 
D(LPRIVATE_SP(-1)) -0.234639 0.109268 -2.147379 0.0346 
D(LPRIVATE_SP(-2)) -0.248195 0.111983 -2.216359 0.0293 
D(LGDP(-1)) -0.112183 0.083063 -1.350579 0.1804 
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D(LGDP(-2)) 0.004808 0.081785 0.058794 0.9533 
D(LINT_RATE(-1)) 0.201249 0.121348 1.658454 0.1009 
D(LINT_RATE(-2)) 0.077362 0.123095 0.628471 0.5314 
D(LINFL_RATE(-1)) 0.050633 0.018900 2.678957 0.0088 
D(LINFL_RATE(-2)) -0.004134 0.016984 -0.243416 0.8083 
D(LRER(-1)) 0.048967 0.145698 0.336083 0.7376 
D(LRER(-2)) 0.243866 0.154756 1.575816 0.1187 
D(LGDP_CONSTR(-1)) 0.272904 0.161414 1.690705 0.0945 
D(LGDP_CONSTR(-2)) 0.069050 0.164217 0.420482 0.6752 
LPRIVATE_SP(-1) 0.004054 0.018862 0.214911 0.8303 
LGDP(-1) 0.112849 0.039723 2.840896 0.0056 
LINT_RATE(-1) -0.077002 0.046569 -1.653507 0.1019 
LINFL_RATE(-1) -0.010701 0.019802 -0.540412 0.5903 
LRER(-1) -0.064791 0.081283 -0.797110 0.4276 
LGDP_CONSTR(-1) -0.156666 0.048188 -3.251159 0.0016 
     
     R-squared 0.259667    Mean dependent var 0.020265 
Adjusted R-squared 0.104713    S.D. dependent var 0.082768 
S.E. of regression 0.078314    Akaike info criterion -2.093881 
Sum squared resid 0.527449    Schwarz criterion -1.613641 
Log likelihood 128.9288    Hannan-Quinn criter. -1.899279 
F-statistic 1.675771    Durbin-Watson stat 2.093997 
Prob(F-statistic) 0.059682    
     
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dependent Variable: D(LPRIVATE_SP)  
Method: Least Squares   
Date: 07/17/15   Time: 02:36   
Sample (adjusted): 1985Q1 2011Q4  
Included observations: 103 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.515965 0.493001 1.046579 0.2985 
D(LPRIVATE_SP(-1)) -0.277876 0.106710 -2.604036 0.0110 
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D(LPRIVATE_SP(-2)) -0.414969 0.113177 -3.666542 0.0004 
D(LPRIVATE_SP(-3)) -0.328913 0.114218 -2.879698 0.0051 
D(LGDP(-1)) -0.186509 0.091376 -2.041109 0.0446 
D(LGDP(-2)) -0.065106 0.079031 -0.823798 0.4126 
D(LGDP(-3)) -0.230892 0.091670 -2.518720 0.0138 
D(LINT_RATE(-1)) 0.196509 0.113249 1.735192 0.0867 
D(LINT_RATE(-2)) 0.011086 0.119918 0.092445 0.9266 
D(LINT_RATE(-3)) 0.394273 0.122398 3.221252 0.0019 
D(LINFL_RATE(-1)) 0.082093 0.021762 3.772243 0.0003 
D(LINFL_RATE(-2)) 0.015078 0.018657 0.808175 0.4214 
D(LINFL_RATE(-3)) 0.016697 0.016772 0.995534 0.3226 
D(LRER(-1)) 0.088041 0.153472 0.573664 0.5678 
D(LRER(-2)) 0.255564 0.146639 1.742807 0.0853 
D(LRER(-3)) -0.131966 0.152152 -0.867333 0.3884 
D(LGDP_CONSTR(-1)) 0.395235 0.185071 2.135586 0.0359 
D(LGDP_CONSTR(-2)) 0.221453 0.160211 1.382258 0.1708 
D(LGDP_CONSTR(-3)) 0.457754 0.181435 2.522957 0.0137 
LPRIVATE_SP(-1) -0.005616 0.020502 -0.273946 0.7849 
LGDP(-1) 0.177317 0.041533 4.269353 0.0001 
LINT_RATE(-1) -0.125456 0.046983 -2.670234 0.0092 
LINFL_RATE(-1) -0.017124 0.021540 -0.795005 0.4290 
LRER(-1) -0.049352 0.078960 -0.625031 0.5338 
LGDP_CONSTR(-1) -0.225410 0.050886 -4.429698 0.0000 
     
     R-squared 0.423026    Mean dependent var 0.020658 
Adjusted R-squared 0.245495    S.D. dependent var 0.083526 
S.E. of regression 0.072552    Akaike info criterion -2.201597 
Sum squared resid 0.410581    Schwarz criterion -1.562099 
Log likelihood 138.3822    Hannan-Quinn criter. -1.942578 
F-statistic 2.382833    Durbin-Watson stat 1.992437 
Prob(F-statistic) 0.002174    
     
     
 
 
 
 
 
 
 
 
 
 
 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 0.817237    Prob. F(3,75) 0.4884 
Obs*R-squared 3.260436    Prob. Chi-Square(3) 0.3532 
     
          
Test Equation:    
Dependent Variable: RESID   
Method: Least Squares   
Date: 07/17/15   Time: 02:40   
Sample: 1985Q1 2011Q4   
Included observations: 103   
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Presample and interior missing value lagged residuals set to zero. 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.050303 0.510023 0.098629 0.9217 
D(LPRIVATE_SP(-1)) -0.082024 0.235806 -0.347843 0.7289 
D(LPRIVATE_SP(-2)) -0.209993 0.198194 -1.059529 0.2928 
D(LPRIVATE_SP(-3)) 0.094623 0.162117 0.583672 0.5612 
D(LGDP(-1)) -0.031461 0.097317 -0.323286 0.7474 
D(LGDP(-2)) -0.013729 0.083838 -0.163757 0.8704 
D(LGDP(-3)) -0.014843 0.097062 -0.152920 0.8789 
D(LINT_RATE(-1)) 0.016099 0.114613 0.140462 0.8887 
D(LINT_RATE(-2)) 0.006975 0.128567 0.054253 0.9569 
D(LINT_RATE(-3)) 0.033375 0.128812 0.259100 0.7963 
D(LINFL_RATE(-1)) 0.004326 0.022671 0.190803 0.8492 
D(LINFL_RATE(-2)) 0.009510 0.021804 0.436141 0.6640 
D(LINFL_RATE(-3)) 0.012407 0.019420 0.638888 0.5248 
D(LRER(-1)) 0.054265 0.159812 0.339558 0.7351 
D(LRER(-2)) -0.037950 0.149387 -0.254041 0.8002 
D(LRER(-3)) 0.050531 0.162779 0.310423 0.7571 
D(LGDP_CONSTR(-1)) 0.056614 0.193788 0.292143 0.7710 
D(LGDP_CONSTR(-2)) 0.002240 0.168198 0.013319 0.9894 
D(LGDP_CONSTR(-3)) 0.056247 0.189164 0.297347 0.7670 
LPRIVATE_SP(-1) -0.004182 0.021204 -0.197208 0.8442 
LGDP(-1) 0.017236 0.048289 0.356936 0.7221 
LINT_RATE(-1) -0.005944 0.050219 -0.118354 0.9061 
LINFL_RATE(-1) -0.007907 0.022872 -0.345720 0.7305 
LRER(-1) -0.002852 0.080743 -0.035327 0.9719 
LGDP_CONSTR(-1) -0.017329 0.060198 -0.287862 0.7742 
RESID(-1) 0.093584 0.270330 0.346183 0.7302 
RESID(-2) 0.278439 0.234579 1.186972 0.2390 
RESID(-3) -0.238443 0.215029 -1.108889 0.2710 
     
     R-squared 0.031655    Mean dependent var 9.79E-16 
Adjusted R-squared -0.316950    S.D. dependent var 0.063445 
S.E. of regression 0.072809    Akaike info criterion -2.175511 
Sum squared resid 0.397584    Schwarz criterion -1.459274 
Log likelihood 140.0388    Hannan-Quinn criter. -1.885410 
F-statistic 0.090804    Durbin-Watson stat 2.055367 
Prob(F-statistic) 1.000000    
     
     
 
 
 
 
Dependent Variable: D(LPRIVATE_SP)  
Method: Least Squares   
Date: 07/17/15   Time: 02:56   
Sample (adjusted): 1985Q2 2011Q4  
Included observations: 101 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.785192 0.423205 1.855347 0.0678 
D(LPRIVATE_SP(-1)) -0.255471 0.100175 -2.550249 0.0130 
D(LPRIVATE_SP(-2)) -0.345829 0.102757 -3.365489 0.0012 
D(LPRIVATE_SP(-3)) -0.192902 0.109832 -1.756340 0.0834 
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D(LPRIVATE_SP(-4)) 0.291506 0.101652 2.867694 0.0055 
D(LGDP(-1)) -0.215938 0.085418 -2.528010 0.0137 
D(LGDP(-2)) -0.177101 0.083065 -2.132070 0.0365 
D(LGDP(-3)) -0.240981 0.085198 -2.828478 0.0061 
D(LGDP(-4)) -0.186024 0.083728 -2.221754 0.0295 
D(LINT_RATE(-1)) 0.125188 0.096849 1.292607 0.2004 
D(LINT_RATE(-2)) -0.001969 0.098843 -0.019921 0.9842 
D(LINT_RATE(-3)) 0.281092 0.104471 2.690614 0.0089 
D(LINT_RATE(-4)) 0.094684 0.109611 0.863817 0.3906 
D(LINFL_RATE(-1)) 0.090838 0.021219 4.281060 0.0001 
D(LINFL_RATE(-2)) 0.016245 0.020265 0.801611 0.4255 
D(LINFL_RATE(-3)) 0.016120 0.016690 0.965841 0.3374 
D(LINFL_RATE(-4)) -0.025006 0.013921 -1.796267 0.0768 
D(LRER(-1)) 0.194033 0.128864 1.505715 0.1366 
D(LRER(-2)) 0.294430 0.141406 2.082165 0.0410 
D(LRER(-3)) -0.038815 0.129641 -0.299400 0.7655 
D(LRER(-4)) -0.002258 0.133691 -0.016893 0.9866 
D(LGDP_CONSTR(-1)) 0.477025 0.176012 2.710185 0.0085 
D(LGDP_CONSTR(-2)) 0.474290 0.174381 2.719849 0.0082 
D(LGDP_CONSTR(-3)) 0.454742 0.170862 2.661462 0.0096 
D(LGDP_CONSTR(-4)) 0.546559 0.169934 3.216294 0.0020 
LPRIVATE_SP(-1) -0.040964 0.020409 -2.007145 0.0486 
LGDP(-1) 0.167180 0.043027 3.885443 0.0002 
LINT_RATE(-1) -0.134317 0.042787 -3.139158 0.0025 
LINFL_RATE(-1) -0.029835 0.020266 -1.472151 0.1455 
LRER(-1) -0.028196 0.069885 -0.403465 0.6878 
LGDP_CONSTR(-1) -0.189199 0.050815 -3.723307 0.0004 
     
     R-squared 0.617145    Mean dependent var 0.017794 
Adjusted R-squared 0.453065    S.D. dependent var 0.080203 
S.E. of regression 0.059314    Akaike info criterion -2.564692 
Sum squared resid 0.246274    Schwarz criterion -1.762031 
Log likelihood 160.5169    Hannan-Quinn criter. -2.239752 
F-statistic 3.761236    Durbin-Watson stat 2.059057 
Prob(F-statistic) 0.000003    
     
     
 
 
 
 
 
 
 
 
 
 
Breusch-Godfrey Serial Correlation LM Test:  
     
     F-statistic 1.360671    Prob. F(4,66) 0.2571 
Obs*R-squared 7.694437    Prob. Chi-Square(4) 0.1034 
     
          
Test Equation:    
Dependent Variable: RESID   
Method: Least Squares   
Date: 07/17/15   Time: 02:58   
Sample: 1985Q2 2011Q4   
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Included observations: 101   
Presample and interior missing value lagged residuals set to zero. 
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C -0.167834 0.428676 -0.391516 0.6967 
D(LPRIVATE_SP(-1)) 0.124537 0.162476 0.766495 0.4461 
D(LPRIVATE_SP(-2)) 0.118440 0.140547 0.842706 0.4024 
D(LPRIVATE_SP(-3)) 0.206928 0.153116 1.351446 0.1812 
D(LPRIVATE_SP(-4)) 0.173710 0.137950 1.259220 0.2124 
D(LGDP(-1)) 0.103344 0.100637 1.026897 0.3082 
D(LGDP(-2)) 0.087474 0.093298 0.937582 0.3519 
D(LGDP(-3)) 0.106258 0.096849 1.097146 0.2766 
D(LGDP(-4)) 0.090291 0.095460 0.945853 0.3477 
D(LINT_RATE(-1)) -0.020946 0.098322 -0.213038 0.8320 
D(LINT_RATE(-2)) -0.012212 0.100023 -0.122089 0.9032 
D(LINT_RATE(-3)) -0.028416 0.105017 -0.270586 0.7876 
D(LINT_RATE(-4)) -0.083736 0.121223 -0.690759 0.4921 
D(LINFL_RATE(-1)) -0.016157 0.022585 -0.715416 0.4769 
D(LINFL_RATE(-2)) -0.021314 0.023866 -0.893064 0.3751 
D(LINFL_RATE(-3)) -0.012157 0.017919 -0.678429 0.4999 
D(LINFL_RATE(-4)) -0.008023 0.014532 -0.552094 0.5827 
D(LRER(-1)) -0.043722 0.130232 -0.335728 0.7381 
D(LRER(-2)) -0.059139 0.145588 -0.406206 0.6859 
D(LRER(-3)) -0.070239 0.136476 -0.514664 0.6085 
D(LRER(-4)) -0.013912 0.136050 -0.102255 0.9189 
D(LGDP_CONSTR(-1)) -0.201965 0.201525 -1.002182 0.3199 
D(LGDP_CONSTR(-2)) -0.176668 0.193978 -0.910760 0.3657 
D(LGDP_CONSTR(-3)) -0.207766 0.195529 -1.062583 0.2918 
D(LGDP_CONSTR(-4)) -0.180564 0.192536 -0.937819 0.3518 
LPRIVATE_SP(-1) 0.011486 0.020927 0.548882 0.5849 
LGDP(-1) -0.059225 0.053635 -1.104216 0.2735 
LINT_RATE(-1) 0.025700 0.045690 0.562492 0.5757 
LINFL_RATE(-1) 0.008554 0.020554 0.416148 0.6787 
LRER(-1) 0.019584 0.069906 0.280153 0.7802 
LGDP_CONSTR(-1) 0.061723 0.061699 1.000389 0.3208 
RESID(-1) -0.202612 0.205007 -0.988316 0.3266 
RESID(-2) -0.163981 0.170101 -0.964023 0.3386 
RESID(-3) -0.288534 0.173365 -1.664319 0.1008 
RESID(-4) -0.234122 0.175558 -1.333590 0.1869 
     
     R-squared 0.076183    Mean dependent var 1.05E-15 
Adjusted R-squared -0.399723    S.D. dependent var 0.049626 
S.E. of regression 0.058712    Akaike info criterion -2.564725 
Sum squared resid 0.227512    Schwarz criterion -1.658495 
Log likelihood 164.5186    Hannan-Quinn criter. -2.197857 
F-statistic 0.160079    Durbin-Watson stat 2.025524 
Prob(F-statistic) 1.000000    
     
     
 
Dependent Variable: D(LPRIVATE_SP)  
Method: Least Squares   
Date: 07/17/15   Time: 03:05   
Sample (adjusted): 1985Q3 2011Q4  
Included observations: 99 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
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     C 0.956120 0.467177 2.046589 0.0449 
D(LPRIVATE_SP(-1)) -0.260834 0.123677 -2.108992 0.0390 
D(LPRIVATE_SP(-2)) -0.342966 0.116546 -2.942745 0.0046 
D(LPRIVATE_SP(-3)) -0.249606 0.119970 -2.080568 0.0416 
D(LPRIVATE_SP(-4)) 0.262845 0.117764 2.231967 0.0292 
D(LPRIVATE_SP(-5)) -0.013864 0.112028 -0.123753 0.9019 
D(LGDP(-1)) -0.221605 0.087888 -2.521440 0.0143 
D(LGDP(-2)) -0.206292 0.092437 -2.231709 0.0293 
D(LGDP(-3)) -0.288671 0.094021 -3.070288 0.0032 
D(LGDP(-4)) -0.222344 0.094105 -2.362719 0.0213 
D(LGDP(-5)) -0.045593 0.102587 -0.444429 0.6583 
D(LINT_RATE(-1)) 0.141395 0.143598 0.984658 0.3286 
D(LINT_RATE(-2)) -0.032116 0.111235 -0.288725 0.7738 
D(LINT_RATE(-3)) 0.266527 0.106644 2.499211 0.0151 
D(LINT_RATE(-4)) 0.073047 0.114911 0.635689 0.5273 
D(LINT_RATE(-5)) -0.022188 0.120263 -0.184493 0.8542 
D(LINFL_RATE(-1)) 0.100314 0.023907 4.195960 0.0001 
D(LINFL_RATE(-2)) 0.031337 0.024883 1.259368 0.2126 
D(LINFL_RATE(-3)) 0.024646 0.021503 1.146161 0.2561 
D(LINFL_RATE(-4)) -0.006136 0.017715 -0.346380 0.7302 
D(LINFL_RATE(-5)) 0.017540 0.016222 1.081289 0.2838 
D(LRER(-1)) 0.226858 0.143231 1.583857 0.1183 
D(LRER(-2)) 0.317965 0.149410 2.128138 0.0373 
D(LRER(-3)) 0.072960 0.152521 0.478362 0.6341 
D(LRER(-4)) 0.012106 0.143388 0.084426 0.9330 
D(LRER(-5)) 0.237373 0.137937 1.720875 0.0903 
D(LGDP_CONSTR(-1)) 0.428166 0.196052 2.183943 0.0328 
D(LGDP_CONSTR(-2)) 0.547292 0.196021 2.792005 0.0070 
D(LGDP_CONSTR(-3)) 0.575988 0.195914 2.939998 0.0046 
D(LGDP_CONSTR(-4)) 0.597883 0.189836 3.149473 0.0025 
D(LGDP_CONSTR(-5)) 0.199958 0.212625 0.940427 0.3506 
LPRIVATE_SP(-1) -0.050852 0.024540 -2.072191 0.0424 
LGDP(-1) 0.175039 0.050360 3.475720 0.0009 
LINT_RATE(-1) -0.120397 0.051917 -2.319040 0.0237 
LINFL_RATE(-1) -0.039466 0.024344 -1.621186 0.1101 
LRER(-1) -0.049913 0.078985 -0.631937 0.5298 
LGDP_CONSTR(-1) -0.193691 0.063095 -3.069830 0.0032 
     
     R-squared 0.649258    Mean dependent var 0.018154 
Adjusted R-squared 0.445601    S.D. dependent var 0.080977 
S.E. of regression 0.060294    Akaike info criterion -2.499687 
Sum squared resid 0.225391    Schwarz criterion -1.529794 
Log likelihood 160.7345    Hannan-Quinn criter. -2.107267 
F-statistic 3.188003    Durbin-Watson stat 2.000179 
Prob(Ftatistic) 0.000030    
     
     
 
 
Dependent Variable: D(LPRIVATE_SP)  
Method: Least Squares   
Date: 07/17/15   Time: 03:15   
Sample (adjusted): 1985Q4 2011Q4  
Included observations: 97 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
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C 1.023489 0.534292 1.915600 0.0607 
D(LPRIVATE_SP(-1)) -0.262707 0.129302 -2.031729 0.0471 
D(LPRIVATE_SP(-2)) -0.398147 0.138537 -2.873935 0.0058 
D(LPRIVATE_SP(-3)) -0.363130 0.131681 -2.757646 0.0079 
D(LPRIVATE_SP(-4)) 0.188005 0.127868 1.470309 0.1473 
D(LPRIVATE_SP(-5)) -0.095178 0.127130 -0.748663 0.4573 
D(LPRIVATE_SP(-6)) -0.040954 0.114157 -0.358755 0.7212 
D(LGDP(-1)) -0.254901 0.092955 -2.742188 0.0083 
D(LGDP(-2)) -0.206050 0.094915 -2.170900 0.0344 
D(LGDP(-3)) -0.346266 0.102939 -3.363791 0.0014 
D(LGDP(-4)) -0.238651 0.105032 -2.272164 0.0271 
D(LGDP(-5)) -0.112818 0.111286 -1.013770 0.3152 
D(LGDP(-6)) -0.081044 0.106677 -0.759716 0.4507 
D(LINT_RATE(-1)) 0.239865 0.181570 1.321060 0.1921 
D(LINT_RATE(-2)) -0.115323 0.180285 -0.639668 0.5251 
D(LINT_RATE(-3)) 0.346069 0.120767 2.865584 0.0059 
D(LINT_RATE(-4)) 0.070291 0.116389 0.603931 0.5484 
D(LINT_RATE(-5)) -0.025945 0.126528 -0.205053 0.8383 
D(LINT_RATE(-6)) 0.176479 0.126048 1.400091 0.1672 
D(LINFL_RATE(-1)) 0.096054 0.027278 3.521355 0.0009 
D(LINFL_RATE(-2)) 0.029779 0.027972 1.064602 0.2918 
D(LINFL_RATE(-3)) 0.040618 0.026145 1.553550 0.1261 
D(LINFL_RATE(-4)) 0.006022 0.023603 0.255116 0.7996 
D(LINFL_RATE(-5)) 0.026940 0.019429 1.386568 0.1713 
D(LINFL_RATE(-6)) -0.002066 0.017492 -0.118116 0.9064 
D(LRER(-1)) 0.201054 0.158013 1.272385 0.2087 
D(LRER(-2)) 0.183069 0.171585 1.066927 0.2908 
D(LRER(-3)) 0.115938 0.163101 0.710832 0.4802 
D(LRER(-4)) 0.008440 0.172506 0.048926 0.9612 
D(LRER(-5)) 0.266858 0.148074 1.802193 0.0771 
D(LRER(-6)) -0.091114 0.162992 -0.559010 0.5785 
D(LGDP_CONSTR(-1)) 0.471967 0.201854 2.338157 0.0231 
D(LGDP_CONSTR(-2)) 0.503540 0.219305 2.296072 0.0256 
D(LGDP_CONSTR(-3)) 0.720540 0.218079 3.304034 0.0017 
D(LGDP_CONSTR(-4)) 0.659418 0.218752 3.014451 0.0039 
D(LGDP_CONSTR(-5)) 0.357990 0.229087 1.562679 0.1240 
D(LGDP_CONSTR(-6)) 0.282665 0.219121 1.289998 0.2025 
LPRIVATE_SP(-1) -0.051902 0.028688 -1.809152 0.0760 
LGDP(-1) 0.225381 0.057367 3.928752 0.0002 
LINT_RATE(-1) -0.188857 0.060122 -3.141238 0.0027 
LINFL_RATE(-1) -0.039695 0.028126 -1.411297 0.1639 
LRER(-1) -0.014085 0.091384 -0.154126 0.8781 
LGDP_CONSTR(-1) -0.266854 0.073727 -3.619484 0.0007 
     
     R-squared 0.692458    Mean dependent var 0.018528 
Adjusted R-squared 0.453259    S.D. dependent var 0.081773 
S.E. of regression 0.060465    Akaike info criterion -2.472643 
Sum squared resid 0.197423    Schwarz criterion -1.331276 
Log likelihood 162.9232    Hannan-Quinn criter. -2.011130 
F-statistic 2.894905    Durbin-Watson stat 2.239860 
Prob(F-statistic) 0.000135    
     
     
(lprivate_sp) c d(lprivate_sp(-1)) d(lprivate_sp(-2)) d(lprivate_sp(-3)) d(lprivate_sp(-4)) d(lgdp(-
1)) d(lgdp(-2)) d(lgdp(-3)) d(lgdp(-4)) d(lrer(-1)) d(lrer(-2)) d(lrer(-3)) d(lrer(-4)) d(lgdp_constr(-
1)) d(lgdp_constr(-2)) d(lgdp_constr(-3)) d(lgdp_constr(-4)) d(linfl_rate(-1)) d(linfl_rate(-2)) 
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d(linfl_rate(-3)) d(linfl_rate(-4)) d(lint_rate(-1)) d(lint_rate(-2)) d(lint_rate(-3)) d(lint_rate(-4)) 
ect(-1) 
 
  
Dependent Variable: D(LPRIVATE_SP)  
  
Method: Least Squares   
Date: 07/17/15   Time: 13:49   
Sample (adjusted): 1985Q3 2011Q4  
Included observations: 99 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.003738 0.009072 0.412008 0.6815 
D(LPRIVATE_SP(-1)) 0.248847 0.134387 1.851727 0.0681 
D(LPRIVATE_SP(-2)) -0.093728 0.095568 -0.980748 0.3300 
D(LPRIVATE_SP(-3)) 0.110621 0.104522 1.058350 0.2934 
D(LPRIVATE_SP(-4)) 0.517234 0.100331 5.155266 0.0000 
D(LGDP(-1)) 0.034213 0.068610 0.498660 0.6195 
D(LGDP(-2)) 0.042991 0.069134 0.621850 0.5360 
D(LGDP(-3)) -0.039515 0.073750 -0.535801 0.5937 
D(LGDP(-4)) 0.033368 0.074265 0.449314 0.6545 
D(LRER(-1)) 0.116452 0.133439 0.872699 0.3857 
D(LRER(-2)) 0.230765 0.142079 1.624210 0.1086 
D(LRER(-3)) -0.197897 0.136185 -1.453146 0.1505 
D(LRER(-4)) 0.050759 0.138944 0.365322 0.7159 
D(LGDP_CONSTR(-1)) -0.012088 0.140350 -0.086128 0.9316 
D(LGDP_CONSTR(-2)) -0.014114 0.144006 -0.098012 0.9222 
D(LGDP_CONSTR(-3)) -0.014554 0.145101 -0.100305 0.9204 
D(LGDP_CONSTR(-4)) 0.055966 0.145284 0.385217 0.7012 
D(LINFL_RATE(-1)) 0.054249 0.015907 3.410288 0.0011 
D(LINFL_RATE(-2)) -0.043057 0.017727 -2.428872 0.0176 
D(LINFL_RATE(-3)) -0.011385 0.015558 -0.731732 0.4667 
D(LINFL_RATE(-4)) -0.038762 0.014293 -2.711905 0.0083 
D(LINT_RATE(-1)) 0.097284 0.148252 0.656206 0.5138 
D(LINT_RATE(-2)) -0.120567 0.109654 -1.099522 0.2752 
D(LINT_RATE(-3)) 0.231333 0.111848 2.068281 0.0422 
D(LINT_RATE(-4)) -0.127904 0.117349 -1.089949 0.2793 
ECT(-1) -0.535731 0.188329 -2.844650 0.0058 
     
     R-squared 0.506353    Mean dependent var 0.018154 
Adjusted R-squared 0.337296    S.D. dependent var 0.080977 
S.E. of regression 0.065921    Akaike info criterion -2.380140 
Sum squared resid 0.317223    Schwarz criterion -1.698593 
Log likelihood 143.8169    Hannan-Quinn criter. -2.104385 
F-statistic 2.995160    Durbin-Watson stat 1.786960 
Prob(F-statistic) 0.000145    
     
     
 
 
 
 
GPD short run relationship 
Wald Test:   
Equation: Untitled  
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    Test Statistic Value df Probability 
    
    F-statistic  0.304189 (4, 73)  0.8743 
Chi-square  1.216756  4  0.8753 
    
        
Null Hypothesis: C(6)=C(7)=C(8)=C(9)=0 
Null Hypothesis Summary:  
    
    Normalized Restriction (= 0) Value Std. Err. 
    
    C(6)  0.034213  0.068610 
C(7)  0.042991  0.069134 
C(8) -0.039515  0.073750 
C(9)  0.033368  0.074265 
    
    
Restrictions are linear in coefficients. 
 
 
 
Wald Test:   
Equation: Untitled  
    
    Test Statistic Value df Probability 
    
    F-statistic  1.735259 (4, 73)  0.1514 
Chi-square  6.941037  4  0.1390 
    
        
Null Hypothesis: C(10)=C(11)=C(12)=C(13)=0 
Null Hypothesis Summary:  
    
    Normalized Restriction (= 0) Value Std. Err. 
    
    C(10)  0.116452  0.133439 
C(11)  0.230765  0.142079 
C(12) -0.197897  0.136185 
C(13)  0.050759  0.138944 
    
    
Restrictions are linear in coefficients. 
 
 
 
 
 
GDP_CONSTR 
 
Wald Test:   
Equation: Untitled  
    
    Test Statistic Value df Probability 
    
    F-statistic  0.052501 (4, 73)  0.9947 
Chi-square  0.210003  4  0.9949 
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Wald Test:   
Equation: Untitled  
    
    Test Statistic Value df Probability 
    
    F-statistic  7.163371 (4, 73)  0.0001 
Chi-square  28.65349  4  0.0000 
    
        
Null Hypothesis: C(18)=C(19)=C(20)=C(21)=0 
Null Hypothesis Summary:  
    
    
Normalized Restriction (= 0) Value Std. Err. 
    
    C(18)  0.054249  0.015907 
C(19) -0.043057  0.017727 
C(20) -0.011385  0.015558 
C(21) -0.038762  0.014293 
    
    
Restrictions are linear in coefficients. 
 
Interest rate short run relationship 
 
Wald Test:   
Equation: Untitled  
    
    Test Statistic Value df Probability 
    
    F-statistic  1.400768 (4, 73)  0.2423 
Chi-square  5.603071  4  0.2308 
    
        
Null Hypothesis: C(22)=C(23)=C(24)=C(25)=0 
Null Hypothesis Summary:  
    
    Normalized Restriction (= 0) Value Std. Err. 
    
    C(22)  0.097284  0.148252 
C(23) -0.120567  0.109654 
C(24)  0.231333  0.111848 
C(25) -0.127904  0.117349 
    
    
    
Null Hypothesis: C(14)=C(15)=C(16)=C(17)=0 
Null Hypothesis Summary:  
    
    Normalized Restriction (= 0) Value Std. Err. 
    
    C(14) -0.012088  0.140350 
C(15) -0.014114  0.144006 
C(16) -0.014554  0.145101 
C(17)  0.055966  0.145284 
    
    
Restrictions are linear in coefficients. 
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Restrictions are linear in coefficients. 
 
Dependent Variable: D(LPRIVATE_SP)  
Method: Least Squares   
Date: 07/17/15   Time: 09:13   
Sample (adjusted): 1985Q2 2011Q4  
Included observations: 101 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.570624 0.426828 1.336896 0.1856 
D(LPRIVATE_SP(-1)) -0.256034 0.101005 -2.534880 0.0135 
D(LPRIVATE_SP(-2)) -0.346896 0.103661 -3.346441 0.0013 
D(LPRIVATE_SP(-3)) -0.173218 0.108379 -1.598259 0.1145 
D(LPRIVATE_SP(-4)) 0.289232 0.101578 2.847396 0.0058 
D(LGDP(-1)) -0.222756 0.088360 -2.521006 0.0140 
D(LGDP(-2)) -0.179141 0.084493 -2.120194 0.0375 
D(GDP(-3)) -9.45E-07 3.45E-07 -2.735433 0.0079 
D(GDP(-4)) -7.47E-07 3.37E-07 -2.219657 0.0297 
D(LRER(-1)) 0.179019 0.128664 1.391373 0.1685 
D(LRER(-2)) 0.273465 0.141152 1.937375 0.0567 
D(LRER(-3)) -0.052627 0.129301 -0.407012 0.6852 
D(LRER(-4)) 0.008184 0.134509 0.060844 0.9517 
D(LGDP_CONSTR(-1)) 0.480199 0.179739 2.671648 0.0094 
D(LGDP_CONSTR(-2)) 0.462315 0.174311 2.652248 0.0099 
D(LGDP_CONSTR(-3)) 0.421222 0.166322 2.532573 0.0136 
D(LGDP_CONSTR(-4)) 0.547076 0.167775 3.260778 0.0017 
D(LINFL_RATE(-1)) 0.089040 0.021160 4.207859 0.0001 
D(LINFL_RATE(-2)) 0.011237 0.019864 0.565730 0.5734 
D(LINFL_RATE(-3)) 0.014259 0.016585 0.859781 0.3928 
D(LINFL_RATE(-4)) -0.025210 0.013973 -1.804191 0.0755 
D(LINT_RATE(-1)) 0.129525 0.097160 1.333104 0.1868 
D(LINT_RATE(-2)) 0.006521 0.099046 0.065839 0.9477 
D(LINT_RATE(-3)) 0.274534 0.104292 2.632363 0.0104 
D(LINT_RATE(-4)) 0.085057 0.109642 0.775772 0.4405 
LPRIVATE_SP(-1) -0.038469 0.020243 -1.900337 0.0615 
LGDP(-1) 0.178584 0.046098 3.874000 0.0002 
LRER(-1) -0.022709 0.070013 -0.324357 0.7466 
LGDP_CONSTR(-1) -0.188714 0.051126 -3.691176 0.0004 
LINFL_RATE(-1) -0.028188 0.020254 -1.391719 0.1684 
LINT_RATE(-1) -0.132796 0.042988 -3.089133 0.0029 
     
     R-squared 0.613972    Mean dependent var 0.017794 
Adjusted R-squared 0.448531    S.D. dependent var 0.080203 
S.E. of regression 0.059560    Akaike info criterion -2.556437 
Sum squared resid 0.248316    Schwarz criterion -1.753776 
Log likelihood 160.1000    Hannan-Quinn criter. -2.231496 
 
 
 
 
 
 
 
 
 
 
tic 3.711129    Durbin-Watson stat 2.066025 
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Prob(F-statistic) 0.000003    
     
     
 
Wald Test:   
Equation: Untitled  
    
    Test Statistic Value df Probability 
    
    F-statistic  5.126701 (6, 70)  0.0002 
Chi-square  30.76020  6  0.0000 
    
        
Null Hypothesis: C(26)=C(27)=C(28)=C(29)=C(30)=C(31)=0 
Null Hypothesis Summary:  
    
    Normalized Restriction (= 0) Value Std. Err. 
    
    C(26) -0.038469  0.020243 
C(27)  0.178584  0.046098 
C(28) -0.022709  0.070013 
C(29) -0.188714  0.051126 
C(30) -0.028188  0.020254 
C(31) -0.132796  0.042988 
    
    
Restrictions are linear in coefficients. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Dependent Variable: D(LPRIVATE_SP)  
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Method: Least Squares   
Date: 07/17/15   Time: 09:36   
Sample (adjusted): 1985Q3 2011Q4  
Included observations: 99 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     C 0.003575 0.009126 0.391716 0.6964 
D(LPRIVATE_SP(-1)) 0.250492 0.134912 1.856706 0.0674 
D(LPRIVATE_SP(-2)) -0.092698 0.095582 -0.969825 0.3353 
D(LPRIVATE_SP(-3)) 0.110317 0.104698 1.053663 0.2955 
D(LPRIVATE_SP(-4)) 0.513009 0.099236 5.169574 0.0000 
D(LGDP(-1)) 0.035467 0.068600 0.517007 0.6067 
D(LGDP(-2)) 0.041208 0.069378 0.593963 0.5544 
D(LGDP(-3)) -0.038230 0.073649 -0.519078 0.6053 
D(GDP(-4)) 1.03E-07 2.92E-07 0.353810 0.7245 
D(LRER(-1)) 0.116388 0.133748 0.870204 0.3870 
D(LRER(-2)) 0.231701 0.142400 1.627113 0.1080 
D(LRER(-3)) -0.196558 0.136486 -1.440137 0.1541 
D(LRER(-4)) 0.051169 0.139219 0.367542 0.7143 
D(LGDP_CONSTR(-1)) -0.015909 0.140006 -0.113630 0.9098 
D(LGDP_CONSTR(-2)) -0.010843 0.145154 -0.074700 0.9407 
D(LGDP_CONSTR(-3)) -0.017197 0.144863 -0.118713 0.9058 
D(LGDP_CONSTR(-4)) 0.068569 0.142200 0.482203 0.6311 
D(LINFL_RATE(-1)) 0.053898 0.015895 3.390943 0.0011 
D(LINFL_RATE(-2)) -0.042741 0.017792 -2.402194 0.0188 
D(LINFL_RATE(-3)) -0.011129 0.015542 -0.716076 0.4762 
D(LINFL_RATE(-4)) -0.038681 0.014315 -2.702159 0.0086 
D(LINT_RATE(-1)) 0.099285 0.148190 0.669986 0.5050 
D(LINT_RATE(-2)) -0.121388 0.109672 -1.106820 0.2720 
D(LINT_RATE(-3)) 0.229467 0.111726 2.053836 0.0436 
D(LINT_RATE(-4)) -0.125003 0.117087 -1.067612 0.2892 
ECT(-1) -0.538070 0.188755 -2.850634 0.0057 
     
     R-squared 0.505835    Mean dependent var 0.018154 
Adjusted R-squared 0.336601    S.D. dependent var 0.080977 
S.E. of regression 0.065955    Akaike info criterion -2.379091 
Sum squared resid 0.317556    Schwarz criterion -1.697545 
Log likelihood 143.7650    Hannan-Quinn criter. -2.103337 
F-statistic 2.988962    Durbin-Watson stat 1.781663 
Prob(F-statistic) 0.000149    
     
     
 
 
 
 
