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Abstract
Multivariate circular observations, i.e. points on a torus are nowa-
days very common. Multivariate wrapped models are often appropri-
ate to describe data points scattered on p−dimensional torus. How-
ever, the statistical inference based on this model is quite complicated
since each contribution in the log-likelihood involve an infinite sum of
indices in Zp where p is the dimension of the problem. To overcome
this, two estimation procedures based on Expectation-Maximization
and Classification Expectation-Maximization algorithms are proposed
that works well in moderate dimension size. The performance of the
introduced methods are studied by a Monte Carlo simulation and il-
lustrated on three real data sets.
keyword: CEM algorithm, EM algorithm, Estimation procedures,
Multivariate Wrapped Distributions, Torus.
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1 Introduction
There are many problems in applied sciences where a quantity of interest is
measured as a direction. Mardia [1972] is one of the first reference in this
field and describing how to deal with this kind of data in many subjects. As
a simple example of directional data, one can consider one vector with unit
length. Clearly, such variable can be specified by an angle on a unit circle
provided an initial direction and orientation of the circle have been chosen.
This type of data are often refers as circular data as well. One aspect of di-
rectional data is that they cannot analyzed using standard methods/models
developed for data in the Euclidean space. In other words, one encounters
with different topological properties in compare to common Euclidean space.
Mardia and Jupp [2000] and Jammalamadaka and SenGupta [2001] con-
tain theoretical advances about this field of statistics. Another important
reference is Batschelet [1981].
The Wrapped Normal and the Von Mises are two important distributions
on the circle, which resemble on circle the Normal distribution on Euclidean
space. For instance, the Von Mises distribution belong to the Exponential
family and it is a natural circular analogue of the univariate Normal distribu-
tion to which it reduces when the variability in the circular variable are small.
In the multivariate setting, its conditional distributions are also Von Mises
while its marginal distributions are not. The Wrapped Normal is another
circular distribution similar to the univariate Normal. It is symmetric and
obtained by wrapping a Normal distribution around the circle. It does not
belong to the Exponential family, however, the convolution of two Wrapped
Normal variables is also Wrapped Normal [Jammalamadaka and SenGupta
, 2001]. Its conditional and marginal distribution are Wrapped Normal, too.
It appears in the central limit theorem on the circle and in connection with
Brownian Motion on the circle (see [Stephens , 1963]).
The von Mises distribution is perhaps the most famous in literature, and
its fame is due to the possibility of calculating the maximum likelihood pa-
rameter estimations analytically, but the extension to multivariate case is
still an open problem. In last recent works, Mardiaet al [2007], Mardiaet al
[2008] and Mardia [2010] introduced applications of bivariate and trivariate
von Mises distribution. Furthermore, Mardia and Voss [2014] studied some
properties of a Multivariate Von Mises distribution but its inference requires
quite complex estimation procedure. These are some of the reasons of why
the Wrapped Normal is often preferred to the Von Mises in the multivariate
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setting. Moreover, in most of the wrapped distributions there is a correspon-
dence between the in line parameters and wrapped parameters. This allows
an easy interpretability of circular parameters and, then, of the inference
results.
The Bivariate Wrapped Normal distribution is proposed by Johnson and
Wehrly [1978] while Multivariate Wrapped Normal distribution is presented
in Baba [1981]. Estimation of the Wrapped Normal parameters even in
univariate case leads to tough numerical solution since it involves an infi-
nite series. This is one of the main reasons in which some authors, e.g.
Fisher [1987] and Breckling [1989] proposed to approximate this distri-
bution by the Von Mises distribution. Kent [1987] showed that, the von
Mises and Wrapped Normal distributions can be well approximated by one
another. Agostinelli [2007] proposed an Iterative Reweighting Maximum
Likelihood Estimating Equations algorithm (MLE) for univariate Wrapped
Normal which is available in the R package circular [Agostinelli and Lund
, 2017]. Fisher and Lee [1994] used the Expectation-Maximization (EM)
algorithm techniques to obtain parameter estimates from the Wrapped Nor-
mal distribution for AR model with low order. The E-step involves ratios of
large infinite sums which need to be approximated at each step making the
algorithm computationally inefficient. Moreover, Coles [1998], Ravindran
[2011] and Ferrari [2009] adopted a data augmentation approach to estimate
the missing unobserved wrapping coefficients and the other parameters in a
Bayesian framework.
As mentioned before, the main difficulty in working with Wrapped Nor-
mal is that the form of the density function is constituted by large sums, and
cannot be simplified as close form. The likelihood-based inference for such
distribution can be very complicated and computationally intensive. We fo-
cus on estimating parameters for both univariate and multivariate Wrapped
Normal distribution. Particular, we proposed two innovative algorithms to
obtain parameter estimation.
The reminder of this paper is organized as follows. Section 2 describes the
multivariate wrapped model. Section 3 introduces two new algorithms based
on Expectation–Maximization and Classification Expectation–Maximization
methods for the estimation of the parameters when dealing with the wrapped
multivariate normal model. The methods can be extended easily to other
multivariate wrapped models. It also includes a description of a method
to obtain initial values and a way to extend the proposed estimation meth-
ods for the mixed case of torus and linear observations. Section 4 provides
3
two illustrative examples based on real datasets, while Section 5 reports the
results of an extensive Monte Carlo experiment. Section 6 gives final com-
ments and remarks. A third example, further results on the two real datasets
and complete Monte Carlo summaries can be found in the Supplementary
Material.
2 Multivariate Wrapped Normal
The wrapping approach consists on wrapping a known distribution in the
line around a circumference of a circle with a unit radius. A rich class of
distributions on the circle can be obtained using the wrapping technique.
The procedure is as follows: given a r.v. X in the line then Y = X mod 2pi
is a r.v. in the circle, accumulating probability over all points X = (Y +2pij)
where j ∈ Z. If G represents the distribution function on the line, the
resulting wrapped distribution F on the circle is given by
F (y) =
+∞∑
j=−∞
[G(y + 2pij)−G(2pij)] , 0 ≤ y ≤ 2pi .
In particular, if Y has a circular density function f and g is the density
function of X then
f(y) =
+∞∑
j=−∞
g(y + 2pij) , 0 ≤ y ≤ 2pi .
By this technique, both discrete and continuous wrapped distributions may
be constructed [Mardia and Jupp , 2000]. Among the continuous wrapped
distributions, Wrapped Normal and Wrapped Cauchy play an important role
in data analysis. A Wrapped Normal distribution (WN(µ, σ2)) is obtained
by wrapping a N(µ, σ2) distribution around the circle. This distribution is
unimodal and symmetric about the mean µ, the mean resultant length is
ρ = exp[−σ2/2], and as ρ → 0 the distribution converges to the uniform
distribution while as ρ→ 1, it tends to a point mass distribution at µ.
Here we concentrate on the multivariate Wrapped Normal distribution
which is obtained by wrapping component-wise a p-variate Normal distribu-
tion on p-variate torus. Similar results and algorithms can be obtained for
other multivariate wrapped models.
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The bivariate Wrapped Normal distribution is proposed by Johnson and
Wehrly [1978] and multivariate Wrapped Normal distribution is presented in
Baba [1981]. Evaluation of the Wrapped Normal density function can appear
difficult even in univariate case because it involves an infinite series. This is
one of the main reasons that some authors [e.g. Fisheret al , 1987, Breckling ,
1989, Mardiaet al , 2008] use the multivariate Von Mises distribution, instead.
2.1 Equivariance in Wrapper Normal models
Before move to the estimation problem, discussed in the next Section, we
would like to point out that the Wrapper Normal model does not enjoy a full
equivariance. LetX be a p-variate random vector, and given p-vector b and a
full rank p×pmatrix A consider the affine transformationW = AX+b. A lo-
cation estimate T is affine equivariant if T (W ) = AT (X)+b, while a scatter
estimate S is affine equivariant if S(W ) = AS(X)A>. LetX ∼ Np(µX ,ΣX),
b so that W ∼ Np(µW ,ΣW ) where µW = AµX + b and ΣW = AΣXA>. De-
fine U = X mod 2pi and V = W mod 2pi as two multivariate wrappped
normal models on the p-torus. In Section SM-1 of the supplementary mate-
rial we show that the likelihood L(µW ,ΣW |v1, · · · ,vn) of the parameters µW ,
ΣW based on the samples v1, · · · ,vn is proportional to L(µX ,ΣX |u∗1, · · · ,u∗n)
where u∗i is a sample from U
∗ = X mod (2piA−1j) and j is a p-vector of
ones and hence it is not proportional to L(µX ,ΣX |u1, · · · ,un). This fact
shows that MLE estimates are not affine equivariant for the multivariate
wrapped normal model.
3 Parameters estimation
Let y1, . . . ,yn be a i.i.d. sample from a Wrapped Normal model Y ∼
WNp(µ,Σ) in the p-torus with mean vector µ and variance-covariance ma-
trix Σ. We can think of yi = xi mod 2pi where xi is a sample from
X i ∼ Np(µ,Σ).
The log-likelihood of the unknown parameters Ω = (µ,Σ) of a multivari-
ate wrapped normal model is represented by
`(Ω;y1, . . . ,yn) =
n∑
i=1
log
∑
ji∈Zp
φ(yi + 2piji; Ω)
 (1)
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where φ is the multivariate normal density in Rp and ji is a vector of indices
in Zp. For the univariate case Agostinelli [2007] proposed an Iteratively
Re-Weighting Least Square algorithm which maximizes the log-likelihood.
The details of this method are in Agostinelli [2007] and in the function
mle.wrappednormal available in R package circular [Agostinelli and Lund
, 2017]. For the multivariate case (p > 1) a similar algorithm seems to be
unfeasible and different technique should be considered. Direct maximization
of the log-likelihood is somehow possible for moderate small dimesion, says
p ≤ 5, provided a good reparametrization of the parameter space is used.
For instance, while dealing with multivariate wrapped normal models, the
variance-covariance matrix Σ can be reparametrized as described in Pinheiro
and Bates [1996]. In our implementationi the Log-Cholesky parameteri-
zation, which allows for uncostrained optimization while ensuring positive
definite estimate of Σ, is used. Let σ be the set of the p(p+ 1)/2 parameters
needed to represent Σ uniquely and let Σ(σ) = R(σ)>R(σ) be the Cholesky
decomposition, where R(σ) is a full rank p×p upper triangular matrix which
depends on σ. To ensure that the diagonal elements of Σ are positive, the
logarithms of the diagonal elements of R is used. In the next two subsec-
tions we are going to describe algorithms based on Expectation-Maximization
(EM) method [Dempsteret al , 1977]. Fisher and Lee [1994] used the EM
algorithm to obtain parameter estimates for (low order) autoregressive mod-
els with wrapping normal distributions. However their procedure presents
high computational complexity: the E-step involves ratios of large multi-
variate infinite sums which need to be approximated at each step making
the algorithm computationally inefficient. Coles [1998], Ravindran [2011]
and Ferrari [2009] adopted a data augmentation approach to estimate the
missing unobserved wrapping coefficients in a Bayesian framework.
3.1 EM algorithm
Instead of the log-likelihood in Equation (1) the EM algorithm works with
the complete log-likelihood function given by
`C(Ω;y1, . . . ,yn) =
n∑
i=1
log
∑
ji∈Zp
vijiφ(yi + 2piji; Ω)
 . (2)
where viji is an indicator of the ith unit having the ji vector as wrapping
coefficients. The algorithm alternates between two steps: Expectation (E)
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and Maximization (M).
• E step: Compute the (posterior) expectation of the complete log-
likelihood by setting viji equals to the posterior probability that yi
have ji as wrapping coefficients, i.e.
viji =
φ(yi + 2piji; Ω)∑
hi∈Zp φ(yi + 2pihi; Ω)
, ji ∈ Zp, i = 1, . . . , n ;
• M step: Compute the updated estimates of Ω by maximizing the com-
plete log-likelihood conditionally on viji , i = 1, . . . , n.
At the implementation stage Zp is replaced by the Cartesian product ×ps=1J
where J = (−J,−J + 1, . . . , 0, . . . , J − 1, J) for some large enough J .
Since the M step still involves a complicated maximization problem, we
introduce a modification based on the variance decomposition formula. We
call this final algorithm the Variance Decomposition EM algorithm. Fixing J ,
at stage k of the algorithm, let µ(k) and Σ(k) the estimates, for ith observation
we are going to recompute yi (i = 1, · · · , n) such that each components of
yi − µ(k) are expressed in the interval (−pi, pi], this prevents the use of large
values of J in order to have a good approximation. We build a data matrix
Y˜i of dimension (2× J + 1)p × p with row entries on the form
y˜r = yi+2piJ r = (yi1+2pijr1, yi2+2pijr2, . . . , yip+2pijrp) r = 1, . . . , (2×J+1)p
where the vector J r = (jr1, · · · , jrp) is one of the (2 × J + 1)p rows of the
matrix obtained by the Cartesian product ×ps=1J . Let w˜i be a weights vector
with entries w˜r = φ(y˜r,µ
(k),Σ(k)) where φ(·,µ,Σ) is the density of the p-
multivariate normal distribution with mean vector µ, and covariance matrix
Σ.
Let µ˜i and Σ˜i be the weighted sample mean and weighted sample covari-
ance based on the Y˜i data and weights w˜i. Let M be the matrix with row
entries µ˜i and C the sample covariance of M data. Then, we update the
parameters as follows
µ(k+1) =
1
n
n∑
i=1
µ˜i
Σ(k+1) =
1
n
n∑
i=1
Σ˜i + C ,
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where µ˜i and Σ˜i are the conditional means and conditional (within) variance
matrix respectively, while C is the between variance matrix. This algorithm
can be easily implemented in a parallel way. First, computations for each
observations can be performed independently at each stage. Second, the
computation of each of the component of the weights vector w˜i can also be
performed in parallel. Notice that, at each step, the log-likelihood is not
decreasing and hence the algorithm convergences.
3.2 Classification EM algorithm
An alternative algorithm for this estimation problem is the Classifiction EM
(CEM) algorithm [Celeux and Govaert , 1992] where the E step is followed by
a C step (Classification step) in which viji is estimated either 0 or 1, so that
to the ith observation is associated the most likely ji vector. In our context
this reduces the complete log-likelihood to the following “classification” log-
likelihood
`C(Ω, j1, . . . , jn;y1, . . . ,yn) =
n∑
i=1
log φ(yi + 2piji; Ω) . (3)
in which the ji ∈ Zp (i = 1, . . . , n) are treated as unknown parameters. The
procedures at stage k is then performed as follows
• E step: Compute as before
viji =
φ(yi + 2piji; Ω)∑
hi∈Zp φ(yi + 2pihi; Ω)
, ji ∈ Zp i = 1, . . . , n ;
• C step: Let jˆi = arg maxhi∈Zp vihi
• M step: Compute the updated estimates of Ω by maximizing the clas-
sification log-likelihood conditionally on jˆi (i = 1, . . . , n).
As in the EM algorithm at the implementation stage Zp is replaced by
the Cartesian product ×ps=1J for some large enough J . The jˆi plays the
role of an offset in the classification log-likelihood and hence the M step is
straightforward. Note that, at each stage, the classification algorithm pro-
vides also an estimate of the original unobserved sample x1, . . . ,xn, obtained
as xˆi = yi + 2pijˆi, (i = 1, . . . , n).
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3.3 Extending to torus and linear variables
Extension to the mixed case of torus and linear observations can be obtained
easily for both the EM and the CEM algorithm. Suppose that
X =
[
X1
X2
]
∼ Np1+p2
([
µ1
µ2
]
;
[
Σ11 Σ12
Σ21 Σ22
])
.
Here, our samples are from the joint vector (Y 1,X2) where Y 1 = X1
mod 2pi that is Y 1 ∼ WNp1(µ1; Σ11). For the CEM algorithm, we sug-
gest to perfom the algorithm in the previous Section 3.2 and obtain the final
estimate xˆ1i, (i = 1, . . . , n). Consider, for the ith observation the whole
p1 + p2 vector (xˆ1i,x2i) and perform the MLE in order to obtain estimate of
the remaining components µ2, Σ12 and Σ22. Notice that only the estimate
of Σ12 really need the joint vector. For the EM algorithm, we suggest to
perform the algorithm in the previous Section 3.1 and obtain the final µ˜1i,
(i = 1, . . . , n). These, can be used as an estimate of the unknown observa-
tions x1i. By considering the whole p1 + p2 vector (µ˜1i,x2i) an estimate of
Σ12 can be obtained. The other missed components can be estimate using
only the complete samples x2i.
3.4 Initial values
The introduced algorithms need initial values. We suggest to use the circular
means and −2 log(ρˆr) where ρˆr is the sample mean resultant length for mean
vector µ(0) and the variances σ
(0)
rr (r = 1, . . . , p), respectively. Following
[Jammalamadaka and SenGupta , 2001] the circular correlation coefficient
between two samples of angles x and y is defined as
ρc(x,y) =
∑n
i=1 sin(xi − x¯) sin(yi − y¯)
(
∑n
i=1 sin(xi − x¯)2
∑n
i=1 sin(yi − y¯)2)1/2
where x¯ and y¯ are the circular means. We let σ
(0)
rs = ρc(yr,ys)σ
(0)
rr σ
(0)
ss (r 6= s)
for the covariances initial values, this ensures that the initial matrix Σ(0) is
a full rank covariance matrix.
4 Real Data Application
We consider two examples. The first example is concerned about a Protein
data set which is bivariate. The results of this example are reported in the
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next Section 4.1. The second example is on RNA and it is analyzed in Section
4.2, in this case observations are on 7-torus, i.e. the 7-dimensional variable
lying on torus. A third example related to wind direction is univariate and
its analysis is reported in Section SM-2 of the Supplementary Material.
4.1 Protein data set: bivariate case
A collection of data sets called SCOP.1 about protein structure analyzed in
Najibiet al [2017] and described in their Supplementary Material are used as
an illustrative example. The collection contains bivariate information about
63 protein domains that were randomly selected from three remote Protein
classes in the Structural Classification of Proteins (SCOP). The class labels
are available and we can check the homogeneity in each of three clusters by
appling our techniques.
The constituents of the collection of protein domains are as follows.
Cluster 1: 19 domains from “All beta proteins/ Immunoglobulin-like beta-
sandwich /Immunoglobulin/ V set domains (antibody variable domain-like)/
Immunoglobulin light chain kappa variable domain, VL-kappa/ Human (Homo
sapiens)”. Sample sizes are in the range between 104 and 106. Cluster 2:
26 domains from “Alpha and beta proteins (a/b)/TIM beta, alpha-barrel/
Triosephosphate isomerase (TIM)/ Triosephosphate isomerase (TIM)/ Triosephos-
phate isomerase/ Chicken (Gallus gallus)”. Sample sizes are in the range
between 233 and 244. Cluster 3: 18 domains from “Alpha and beta proteins
(a+b)/ Microbial ribonucleases/ Microbial ribonucleases/ Bacterial ribonu-
cleases/ Barnase/ Bacillus amyloliquefaciens”. Sample sizes are in the range
between 104 and 107.
Here the protein domains are identified by their locations in the SCOP
tree. Figures 1, 2 and 3 reports the results for the three clusters separately.
For each Figure the first row shows the estimated means (+) and the 95%
confidence ellipsoid for the data based on the three considered procedures.
The second row help on evaluating the performance of each method by com-
paring the log-likelihood at the estimates. From these plots we can see that,
for almost all situations the EM and CEM report a larger value of the log-
likelihood with respect to the direct optimization of the log-likelihood, this
is particularly the case for Clusters 2 and 3. For those clusters, few data sets
(one or two) show a dis-homogeneity with respect to the others.
10
0.5 1.0 1.5 2.0 2.5 3.0
−
2
0
2
4
6
8
10
Optim
y1
y 2 ++
0.5 1.0 1.5 2.0 2.5 3.0
−
2
0
2
4
6
8
10
EM
y1
y 2
++
0.5 1.0 1.5 2.0 2.5 3.0
−
2
0
2
4
6
8
10
CEM
y1
y 2
+++
++
+
+
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
−6000 −5500 −5000 −4500
−
33
5
−
33
0
−
32
5
−
32
0
−
31
5
−
31
0
−
30
5
Optim vs EM LogLik
Optim
EM
l
lll
l
ll
l
l
l
ll
l
l
l
l
l l
l
−6000 −5500 −5000 −4500
−
40
0
−
38
0
−
36
0
−
34
0
−
32
0
−
30
0
Optim vs CEM LogLik
Optim
CE
M
l
lll
l
l l
l
l
l
ll
l
l
l
l
l l
l
−335 −330 −325 −320 −315 −310 −305
−
40
0
−
38
0
−
36
0
−
34
0
−
32
0
−
30
0
EM vs CEM LogLik
EM
CE
M
Figure 1: Protein data set, cluster 1. First row: estimated means and 95%
ellipsoid confidence using optim, EM and CEM. Second row: comparison of
the log-likelihood at the estimated values.
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Figure 2: Protein data set, cluster 2. First row: estimated means and 95%
ellipsoid confidence using optim, EM and CEM. Second row: comparison of
the log-likelihood at the estimated values.
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Figure 3: Protein data set, cluster 3. First row: estimated means and 95%
ellipsoid confidence using optim, EM and CEM. Second row: comparison of
the log-likelihood at the estimated values.
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4.2 RNA data set: 7-torus
In this example, we consider a data set on Ribonucleic acid (RNA). RNA is
a polymeric molecule essential in various biological roles in coding, decod-
ing, regulation, and expression of genes. RNA and DNA are nucleic acids,
and, along with lipids, proteins and carbohydrates, constitute the four major
macromolecules essential for all known forms of life. In RNA, each nucleic
base corresponds to a backbone segment described by 6 dihedral angles and
one angle for the base, giving a total of 7 angles. The distribution of these 7
angles over large samples of RNA strands have been studied, among others,
by Eltzneret al [2018] using a Torus Principal Component Analysis. The
original data set contains 8301 observations, but based on a clustering proce-
dure the data set was split in 23 clusters and all the observations with more
than 50 in angular distance from their nearest neighbor removed. So, the
final data set contains 7390 observations grouped in 23 clusters. We apply
the EM and CEM algorithms in each of these clusters to estimate the param-
eters and study the homogeneity of the groups. Due to moderate dimension
on both sample size and number of variables, direct optimization of the log-
likelihood become unfeasible and was not performed. In the Supplementary
Material, in Tables SM-2 and SM-3 we reported estimated mean angles for
each of the 23 clusters based on EM and CEM algorithm respectively. Also,
Figures SM-1 – SM-6 represents the estimated correlation structures for all
the 23 clusters.
As seen in both Tables SM-2 and SM-3, the mean estimation in each clus-
ter is close to each other. Also, Figures SM-1 – SM-6 depict each correlation
by an ellipse whose shape tends towards a line with slope 1 for correlations
near 1, to a circle for correlations near zero, and to a line with negative slope
1 for negative correlations near 1. In addition, a colour indicates strong neg-
ative (red) to strong positive (blue) correlations. An inspection of these plots
shows a nice agreement of the two (EM and CEM) algorithms.
5 Monte Carlo experiments
To compare the performance of the proposed methods we consider two Monte
Carlo experiments, the first for the univariate case; the second for the multi-
variate case. In the univariate case the experiment has the following factors:
sample size n = 10, 50, 100, 500, µ0 = 0, σ0 = (pi/8, pi/4, pi/2, pi, 3/2pi, 2pi),
14
and number of Monte Carlo replications 500. We compare the following
methods, EM, CEM algorithms, direct maximization of the log-likelihood
perfomed using the R function optim with default values. As initial values
for all these methods we use the circular mean and −2 log(ρˆ) respectively
for µ and σ, where ρˆ is the sample mean resultant length. We also con-
sider the algorithm implemented in function mle.wrappednormal available
in the R package circular [Agostinelli and Lund , 2017] which is based on
an iterative re-weighting algorithm that computes the maximum likelihood
estimate.
In the multivariate case the experiment has the following factors: number
of variables p = 2, 5, 10, and sample size depending on p in the range n =
50, 100, 500, µ0 = 0 and number of Monte Carlo replications 500.
To account for the lack of affine equivariance of the wrapped model we
consider different covariance structures Σ0 as in Agostinelliet al [2015]. For
each sample in our simulation we create a different random correlation matrix
with condition number fixed at CN = 20. We use the following procedure to
obtain random correlations with a fixed condition number CN:
1. For a fixed condition number CN, we first obtain a diagonal matrix
Λ = diag(λ1, . . . , λp), (λ1 < λ2 < . . . < λp) with smallest eigenvalue
λ1 = 1 and largest eigenvalue λp = CN. The remaining eigenvalues
λ2, . . . , λp−1 are (p − 2) sorted independent random variables with a
uniform distribution in the interval (1,CN).
2. We first generate a random p × p matrix Y , in which its elements
are independent standard normal random variables. Then we form
the symmetric matrix Y >Y = UV U> to obtain a random orthogonal
matrix U .
3. Using the results of 1 and 2 above, we construct the random covariance
matrix by Σ = UΛU>. Notice that the condition number of Σ is equals
to the desired CN.
4. Convert the covariance matrix Σ into the correlation matrix R as fol-
lows:
R = D−1/2ΣD−1/2
where
D = diag(d1, . . . , dp)
and (d1, . . . , dp) are the variances of Σ.
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5. After the conversion to correlation matrix in step 4 above, the condition
number of R is no longer necessarily equal to CN. To remedy this
problem, we consider the eigenvalue diagonalization of R
R = UΛU> , (4)
where
Λ = diag(λ
(R)
1 , . . . , λ
(R)
p ), λ
(R)
1 < λ
(R)
2 . . . < λ
(R)
p
is the diagonal matrix formed using the eigenvalues of R. We now
re-establish the desired condition number CN by redefining
λ(R)p = CN× λ(R)1
and using the modified eigenvalues in (4).
6. Repeat 4 and 5 until the condition number of R is within a tolerance
level (or until we reach some maximum iterations). In our Monte Carlo
study convergence was reached after a few iteration in all the cases.
Once a desidered correlation matrix is obtained, covariance matrices are con-
sidered so that variances in the main diagonal are the square of σ0, chosen
among the values (pi/8, pi/4, pi/2, pi, 3/2pi, 2pi) as in the univariate case.
We compare the following methods, EM, CEM algorithms, direct maxi-
mization of the log-likelihood (1) perfomed using the R function optim with
the default setting. As initial values for all these methods we use the ap-
proach reported in Section 3.4 which proved to be fast and effective. We also
start the algorithms from the true values µ0 and Σ0 in order to better under-
stand the effect of the initial values in the performance of the methods. A
“T” is added at the end of the labels for these cases. For evaluation of the log-
likelihood, the covariance matrix Σ is parametrized using the Log-Cholesky
parameterization [Pinheiro and Bates , 1996] as described in Section 3 which
allows for uncostrained optimization while ensuring positive definite estimate
of Σ.
In all cases the performance is evaluated using three measures: (i) the
Wilks’ test statistics based on log-likelihood, i.e.
Λ(µˆ, Σˆ) = −2(`(µ0,Σ0)− `(µˆ, Σˆ)) ,
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where µ0 and Σ0 are the true values; (ii) the angle separation:
AS(µˆ) =
p∑
i=1
(1− cos(µˆi − µi0)) ,
with a range in [0, 2 p]; (iii) the performance of a given scatter estimator Σˆ
between two Gaussian distribution with the same mean and covariances Σˆ
and Σ0 can be evaluated using:
∆(Σˆ) = trace(ΣˆΣ−10 )− log(|ΣˆΣ−10 |)− p .
This divergence also appears in the likelihood ratio test statistics for testing
the null hypothesis that a multivariate normal distribution has covariance
matrix Σ = Σ0.
In Figures 4 – 11 we report results for n = 100 and σ = pi/4, 3pi/2 for
p = 1, 2, 5, 10 and all the considered methods, whenever their computational
time were feasible. Figure 12 provides information on the execution time for
n = 100, 500 and σ = pi/8, 3pi/2. Complete results are available in Section
SM-4 of the Supplementary Material.
For dimension p = 1, small values of σ, says smaller than pi/2 and all the
sample sizes, all the methods perform equally well. For σ = pi/2 and n = 10
CEM shows an slight larger AS while EM shows relatively larger ∆. For
larger sample size CEM and CEMT show a slight smaller Λ and larger ∆.
As σ increases further we notice that MLEoptT and EMT algorithms tend
to do not move from the starting (true) values. For σ ≥ pi MLEopt, CEM
and CEMT show lower Λ, and for n = 500 EM still provides similar results
as the exact algorithm MLE.
For p = 2 an IRWLS algorithm is not available. As before for all sample
sizes and σ < pi/2, all the methods perform equally well. For σ = pi/2 EM
and CEM shows higher AS and ∆ and a smaller Λ. This is also the case for
σ = pi, however methods starting from the true values still perform well and
all similarly. For larger σ methods show somewhat similar behavior, CEM
and CEMT for larger sample size has a smaller Λ which do not have a big
impact on AS and ∆ performance.
For p = 5 MLEopt and MLEoptT are only feasible until sample size
n = 100. As it is shown in Figure 12 average execution time in this setting
is about 400s for σ = pi/8 and 3000s for σ = 3pi/2. For n = 100 MLEopt
and MLEoptT show smaller Λ but often also smaller AS and ∆. Algorithms
17
starting from true values show better performance for σ ≥ pi/2. For n = 500
and σ < pi/2 EM, EMT, CEM and CEMT show similar performance, while
for larger σ EM/EMT has larger Λ wich has low impact on AS and ∆ where
methods starting from the true values still perform better.
For p = 10 only EM and CEM are feasible. Their perfomance is similar
to the case p = 5.
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Figure 4: Performance of the estimators in the univariate case p = 1, sample
size n = 100, σ = pi/4.
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Figure 5: Performance of the estimators in the univariate case p = 1, sample
size n = 100, σ = 3pi/2.
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Figure 6: Performance of the estimators in the bivariate case p = 2, sample
size n = 100, σ = pi/4.
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Figure 7: Performance of the estimators in the bivariate case p = 2, sample
size n = 100, σ = 3pi/2.
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Figure 8: Performance of the estimators in the case p = 5, sample size
n = 100, σ = pi/4.
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Figure 9: Performance of the estimators in the case p = 5, sample size
n = 100, σ = 3pi/2.
24
ll
l
l
ll
l
l
l
ll
l
l
l
l
ll
l
l
l
ll
EM EMT CEM CEMT
40
60
80
10
0
12
0
Λ(
µ^,
 
Σ^ )
ll
l
l
l
l
l
l
ll
l
l
l
l
l
l
EM EMT CEM CEMT
−
5.
5
−
5.
0
−
4.
5
−
4.
0
−
3.
5
−
3.
0
−
2.
5
−
2.
0
lo
g(A
S(
µ^))
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
ll
l
l
l
l
ll
l
EM EMT CEM CEMT
0.
4
0.
6
0.
8
1.
0
∆(Σ
^
)
Figure 10: Performance of the estimators in the case p = 10, sample size
n = 100, σ = pi/4.
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Figure 11: Performance of the estimators in the case p = 10, sample size
n = 100, σ = 3pi/2.
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Figure 12: Log of mean execution time for n = 100, 500 first and second rows
respectively and σ = pi/8, 3pi/2 first and second columns respectively. Black
line: optim, red line: EM and green line: CEM.
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6 Conclusions
We introduced two new algorithms based on Expectation-Maximization and
Classification Expectation-Maximization methods for the estimation of the
parameters in a Wrapped Normal Models for data in torus. They perform
well in comparison with the direct maximization of the logarithm of the like-
lihood and they are still feasible in moderate high dimension data. Real
examples indicate that for large dimension the introduced methods outper-
forms direct maximization of the log-likelihood in finding the global maxi-
mum. The methods can be easily extended to most wrapped multivariate
elliptical symmetric distributions indexed by a location and scatter matrix.
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