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We have developed a screening tool to visualize and conceptualize the filtering properties of a layered vadose zone. Climate projections indicate that rainfall timing and magnitude may change and impact groundwater resources. This increases the importance of understanding how the vadose zone filters infiltration variability and ultimately affects recharge and groundwater resources. An approximate solution for the filtering of surface forcings through soil layers was developed previously, and the soil and conditions where its approximations are appropriate was evaluated. Here we present a screening tool based on the solution for estimating how periodic infiltration forcings filter in a layered vadose zone for different soil properties and surface flux conditions. The solutions identify time-varying elements of surface forcings that persist to the depth of the water table, leading to transient recharge. We investigated the filtering properties of the vadose zone in Central Valley, California, and identified areas where surface forcings are essentially damped and recharge can be approximated as steady. We also determined the travel time for infiltration pulses to reach the depth of the water table.
Infiltration and downward percolation of water in the vadose zone are important processes that define water resources in many areas of the world. Flow in the vadose zone can vary spatially and temporally because of the complex exchange of water and energy between the land surface and atmosphere (Liang et al., 1994; Famiglietti and Wood, 1994; Ferguson and Maxwell, 2010) . Episodic and periodic forcings in water flux at the land surface can produce time-varying water content and downward-moving wetting fronts in the vadose zone (Kurtzman and Scanlon, 2011; Rimon et al., 2007; Dickinson et al., 2014a) . The vadose zone filters surface forcings, leading to water content and flux responses that are time lagged and damped with increasing depth (Bakker and Nieber, 2009; Dickinson et al., 2014a; Corona et al., 2017) . Surface forcings that reach the water table can lead to temporal variations in recharge, which ultimately affect the availability of groundwater resources (Dickinson et al., 2004; Gurdak et al., 2007; Healy, 2010; Lerner et al., 1990) .
The results of climate projections indicate that the magnitude and timing of surface forcings may change, and predictions of the effects of climate change on groundwater resources require an understanding of how the vadose zone filters infiltration forcings and the effects of these processes on recharge. Surface forcings are often assumed in water resource investigations to propagate through the vadose zone and reach the water table, especially in areas of relatively shallow water tables (for example, Hunt et al., 2016) . Time-varying recharge that results in significant changes in aquifer storage, water table elevations, and groundwater and surface water interactions can be important for resource management. Tools for estimating recharge to groundwater models can provide time-varying recharge at daily (PRMS, Markstrom et al., 2015) or daily, monthly, or annual intervals (SWB, Westenbroek et al., 2010) . Surface forcings are important for water resource investigations when groundwater levels vary at similar frequencies. In areas of sparse groundwater level data, the relation between surface forcings and time-varying recharge may be unknown. Unfortunately, fully accounting for cyclical variations in recharge in models, including delays between surface forcing and recharge cycles, can be computationally expensive. Data for characterizing the variability of high-frequency surface forcings might not be necessary if the recharge signals from those forcings are damped prior to reaching the water table. Therefore, it may be advantageous for modelers and water resource managers to be able to understand which cycles reach the water table and to identify areas within a domain within which recharge can be represented more simply. We have developed a screening tool to visualize and conceptualize how periodic infiltration forcings filter in a layered vadose zone. The tool can conservatively identify areas of steady recharge while avoiding misidentification of areas within which these timedependent processes may be important. The screening tool produces plots of damping and time lags by using an approximate solution of filtering of periodic surface forcings in soil layers. The solutions identify time-varying elements of surface forcings that persist to the depth of the water table, which can lead to transient recharge. If surface forcings are effectively damped above the depth of the water table, recharge may be considered to be steady (Dickinson et al., 2014a) , which may greatly reduce the computational effort of integrated land surface and subsurface hydrologic models. The solution provides the time lag between a forcing and flux response at any depth. This capability can be used to identify if lags are needed between surface forcing and recharge events in models (e.g., Niswonger et al., 2006; Markstrom et al., 2015) or if recharge variations can be approximated to be synchronous with surface forcings (e.g., Prudic, 1989; Prudic et al., 2004; Hughes et al., 2015) . We represent the surface forcing as a specified flux below the depth of the root zone. However, the flux can be specified as upward to represent water uptake by evapotranspiration processes, and solutions may be superimposed to approximate multiple periodic forcings (Bakker and Nieber, 2009 ). We represent flow as vertical and one dimensional, and to be diffuse through porous media. We do not consider preferential flow, which can be dominant under many vadose zone conditions (Ebel and Nimmo, 2013; Nimmo, 2012) . Dickinson and Ferré (2018) presented the mathematical formulation of the approximate solution and compared it with a more complete numerical model. Here, we explore the relations between soil properties and flux characteristics on damping and time lags in layered soil using the screening tool, which is an extension of the tools provided by Dickinson et al. (2014a) , which apply to homogeneous conditions. We demonstrate the use of the screening tool by identifying areas of steady recharge in the regional aquifer system of Central Valley, California. In this application, we demonstrate that soil heterogeneity affects the filtering by comparing of areas of steady recharge determined from a homogeneous or heterogeneous representation of soils in the vadose zone. In the appendix, we describe freely available software for generating plots of the damping factor, damping depth, and time lag at any depth for any combination of layered soils and sinusoidal infiltration.
Overview of Approximate Solution
The approximate solution for the damping and lag time of cyclical flux forcings in a layered vadose zone is summarized below.
Full details of the solution were provided by Dickinson and Ferré (2018) and Bakker and Nieber (2009) . Consider one-dimensional vertical flow described by the Richards equation:
where where q p is a complex number that represents the periodic component, w = 2p/P is the angular frequency (radians per cycle) of period P [T], and i is the imaginary number. The damping and time lag are based on approximations for the Richards equation adopted by Bakker and Nieber (2009) and the following additional approximations in the application to layered soil: (i) the diffusive properties within each layer are uniform, (ii) the damping and time lag is based on responses in overlying soil, and responses in lower soil are not considered, and (iii) the steady component is uniform within a layer. The damping of the amplitude of the periodic component to depth z in the jth layer with top depth z j is approximated by the damping factor d (Bakker and Nieber, 2009) , which is the ratio of the amplitude of the variation at the land surface (z = 0):
The characteristic length l j [L] (Bakker and Nieber, 2009) 
where, for the jth soil layer, a 1rj is the real part of a constant given by Bakker and Nieber (2009) (Gardner, 1958) . The damping depth, d, is the depth where periodic infiltration is approximated to have damped to be steady. We define this as the depth where the damping factor equals 0.05 (Dickinson et al., 2014a) . The damping in overlying layers l = 1 to l = j − 1 with thickness L j can be accumulated into a constant g j for each jth layer:
The damping depth can be written as
The phase lag of a pulse to move through a jth layer of thickness L j is 1i 1/4 2 2 2 4 1 4 1 sin arctan 2
The phase lag in overlying layers l = 1 to l = j − 1 can be accumulated into a constant:
The lag time t z [T] for an infiltration pulse at the land surface reaching depth z within the jth layer can be written as
6 Visualizing the Filtering of Flux Variability
We present plots of the damping factor, damping depth, and time lag as tools for visualizing and conceptualizing how a cyclical flux forcing of any period and mean flux filters in the vadose zone. The plots are based on the premise that infiltration can be approximated as a composite of a sinusoidally varying forcing, with amplitude q pa superimposed on a constant, long-term average infiltration q s . As presented by Bakker and Nieber (2009) and Dickinson et al. (2014a) , the filtering of surface forcings can be related to the diffusivity of the vadose zone. The filtering produces a delay in the time between the surface forcing and a response at depth, and a damping in the amplitude q pa of the periodic component, which eventually is diminished, leaving only the steady percolation q s below some depth. The depth below which percolation or recharge can be considered to be steady, called the damping depth, depends on the range of fluxes and on the soil properties (Dickinson et al., 2014a) . Generally, finer textured soils experiencing lower average fluxes had shallower damping depths. The diffusivity also affected the speed with which the surface forcing propagates through the vadose zone. The filtering plots can be used to address the following example questions. Where is recharge to an aquifer affected by short-term irrigation cycles, seasonal infiltration variations, or interannual or longer climate variations? How long after an infiltration pulse will recharge peak? Plots of the relation between the cycle period, flux, and damping depth can be used to assess whether recharge is affected by a cycle. Plots of the cycle period, flux, and time lag can indicate the time before an infiltration pulse, resulting from a range of flux configurations, reaches the depth of the water table.
The filtering plots include the impact of horizontal soil layers. Specifically, we examine how the damping and time lags can accumulate as periodic forcings are transmitted through sequences of soil layers to conceptualize these responses at any depth. Dickinson and Ferré (2018) demonstrated that the approximate solution generally overpredicts these responses but provides the conditions in which the error in the responses is relatively small. Here we identify areas in a model that can be treated as having steady recharge or cyclical recharge with no significant time delays by using the approximate solution. We discuss the implications of the bias in the approximate solution on the screening results. For example, the solution overestimates the damping depth, so areas that are screened as steady state are conservatively overestimated. While the solution is not guaranteed to find all areas that could be reliably removed, this bias ensures that no areas will be misidentified as such. That is, the tool can only misidentify areas of steady recharge as transient. Areas of transient recharge cannot be identified to be have steady recharge, which could result in omitted temporal dynamics in a model.
We describe the damping and time lag plots here and in more depth below. We used the damping factor plots ( Fig. 1 ), computed using Eq. [3] , to estimate the amount of damping of the flux variability with depth. A damping factor of 1.0 indicates that 100% of the variation remained at a specific depth, and a damping factor of 0.5 indicates that 50% remained. The damping depth plots ( Fig. 2) , computed using Eq. [6], shows the depth below which the damping factor was 0.05 and we approximated the flux to be steady (e.g., Dickinson et al., 2014a) . The time lag plots (Fig. 3) , computed using Eq. [9] , show the time between a surface forcing and a response at any depth. Users can recreate the damping factor, damping depth, and lag time plots for any soil, layer thickness, and sinusoidal flux using the software described in the appendix.
Damping Factor
We use damping factor plots calculated using Eq.
[3] to show how q s and P of the infiltration cycle and soil heterogeneity affect the damping factor d and damping depth d (Fig. 1) in the upper 10 m of a soil. The top 1.66 m of the soil was either silty clay underlain by sandy loam (Fig. 1A ) or sandy loam underlain by silty clay (Fig. 1B) . The soil-water properties of the soils were defined by the Gardner (1958) and Gardner-Kozeny (Mathias and Butler, 2006) soil models (Table 1) . We translated van Genuchten parameters for the soils described in the Rosetta soil catalog (Schaap et al., 2001) to Gardner soil parameters by following the procedure described by Wraith and Or (1998) and implemented by Dickinson et al. (2014a) .
Contours of the damping factor are shown between depths 0 and 10 m as a function of q s , which ranged between 1 ´ 10 −4 and 1 ´ 10 −2 m d −1 , and P, which ranged between 30 and 365 d (Fig.  1 ). These fluxes are common in semiarid to arid environments (e.g., Coes and Pool, 2007; Stonestrom et al., 2007) , and the damping and time lag plots can be recreated for different fluxes for other environments using the software described in the appendix. The top and bottom parts of Fig. 1 have three vertical panels that are perpendicular at the sides. In the left panel, q s increased from 1 ´ 10 −4 to 1 ´ 10 −3 m d −1 and P was constant at 365 d. In the center panel, q s was constant at 1 ´ 10 −3 m d −1 and P decreased from 365 to 30 d. The flux q s increased from 1 ´ 10 −3 to 1 ´ 10 −2 m d −1 and P was constant at 30 d in the right panel.
For these soils and ranges of q s and P, the damping factor d approached zero (blue areas) when q s and P were relatively small, meaning that most of the variability at those depths was damped. The damping depth (indicated by the white line) was shallower as either q s or P decreased. Most of the variability was preserved (the damping factor approaches a value of 1.0) near the land surface (z = 0). The damping factor decreased more quickly with depth in silty clay than in the same depth interval in sandy loam because of the lower diffusivity D and Gardner a of silty clay, as indicated by Eq. [3] for d and Eq.
[4] and [7] for D and a. As a result, the damping factor increased (contours flatten) at the soil interface when moving from sandy loam to silty clay and decreased (contours steepen) when moving from silty clay to sandy loam. Based on our evaluation of these soils (Dickinson and Ferré, 2018) , the damping factor is likely to be less accurate at the layer boundary when y increased in an underlying sandy loam (Fig. 1A) , and more accurate when y decreased in an underlying silty clay (Fig. 1B) .
Damping Depth
We define the damping depth as the depth at which only 5% of the initial infiltration variability is preserved as percolation variability. The damping depth can also be plotted (Fig. 2) using Eq.
[6] to visualize how q s , P, and soil heterogeneity affect the damping depth. In application, the damping depth at any location could be compared with the depth to the water table in an aquifer; if the damping depth is shallower than the water table, then recharge could be approximated to be steady. In Fig. 2A , the upper soil was silty clay and the lower soil was sandy loam. The soil order was switched in Fig. 2B . The heavy white line follows the contour where the damping depth is at the depth of the soil interface, which was 10 m in both soil configurations. The damping depth occurred in the upper soil for q s , P combinations that plot to the lower left of the white line, and in the lower soil above and to the right of the white line.
The damping depth plots indicate that the damping depth was relatively shallow (blue areas) and remained in the upper layer when q s and P were small. As q s and P increased, the damping depth was deeper (green and yellow areas) and occurred in the lower layer. Because the rate of damping with depth was lower in the silty clay, the damping depth remained in the upper silty clay layer across larger ranges and values of q s and P. For the combinations of q s and P evaluated here, the damping depth was four times as deep when the upper layer was silty clay, the finer textured soil, instead of the coarser textured sandy loam. At the lower ranges of q s and P, the damping depth was deeper when the sandy loam was over the silty clay. However, it was deeper for the higher ranges of q s and P when the silty clay was the soil at the land surface. That is, the plots show that the damping depth may be incorrectly estimated with only knowledge of the surface soil type.
Sections across the middle of the plots (Fig. 2) where q s = 0.055 m d −1 and P = 197.5 d show how q s and P affected the damping depth within each layer and at the layer interface. The damping depth d was in the silty clay in the gray shaded parts of the sections. The sections were steeper (greater change in damping depth) in the sandy loam when both q s and P increased. That is, the damping depth was deeper in sandy loam because of its higher diffusivity D and a for obtaining d . In Fig. 2A , the sections were relatively flat when the damping depth was in the upper silty clay and steepened at the layer interface as the damping depth moved into the sandy loam. The damping depth occurred in the lower sandy loam layer when q s was >0.6 ´ 10 −3 m d −1 and P was >200 d. In Fig. 2B , the sections were steep when the damping depth was in the upper sandy loam layer but became flatter at the layer interface as the damping depth moved into the underlying silty clay when q s and P were >0.2 ´ 10 −3 m d −1 and 90 d, respectively.
The evaluation of the damping depth (Dickinson and Ferré, 2018, Fig. 7 ) indicated that the damping depths for these cases were generally overestimated, and the plots are more accurate when the damping occurred mainly in the finer silty clay soil (white areas along sections). The error was also larger at the layer boundary when the underlying soil was sandy loam (Fig. 2A) . If the damping depth was below the soil layer boundary, the error increased steadily with larger P and q s . Overall, the damping depths were more accurate when the soils were the finer textured silty clay over the coarser sandy loam (Fig. 2B ).
Time Lag
The time lag plots (Fig. 3) illustrate how the lag between a surface forcing and a response at any depth in the vadose zone varies as a function of q s and P. Here we show the time lag, in years, for a forcing to reach depths from 0 to 10 m in layered silty clay and sandy loam where q s and P have the same range shown in Fig.  1 and 2 . The layer interface is at depth 1.66 m.
The plots indicate that the lag time was shorter (blue areas) as q s increased and relatively constant as P increased. That is, at higher q s the wetting fronts (waves) move downward more quickly as the soil becomes wetter and more diffusive. The P of the surface forcing does not affect the diffusive properties of the soils, so the lag time changes little with P. The lag time to reach a depth of 10 m was as long as 3 yr (green and yellow areas) when the soil was relatively dry (low q s ). These results matched findings by Smith (1983) that wetting fronts during (Gardner, 1958) and van Genuchten (vG) (van Genuchten, 1980 ) parameters a, saturated hydraulic conductivity (K s ), saturated water content (q s ) at porosity n 0 , fitting parameter m, and airentry pressure head (y e ) for silty clay and sandy loam in Fig. 1 higher antecedent water contents percolate more quickly than wetting fronts under drier conditions. The time lags were generally shorter at all depths when silty clay was the upper soil for the ranges of q s and P examined here. That is, at the soil interface, the wetting fronts moved downward more quickly in sandy loam because of the larger D and a (Eq.
[7]) of sandy loam. As a result, the contours of the time lags at the soil interface steepen slightly in the sandy loam and flatten in the silty clay.
The evaluation of the time lag (Dickinson and Ferré, 2018, Fig. 8) indicated that the approximate solution can over-or underestimate the lag. If the solution overestimates the diffusivity, the lag will also be overestimated. If the solution underestimates the diffusivity, the lag is also underestimated. The solution can underestimate diffusivity at transitions between some soils-we found this to occur when transitioning from a coarser to finer soil with depth. Diffusivity can be overestimated at transitions from fine to coarse soil. Generally, we found that the time lag is more accurate at depths of several meters below a soil transition.
Application to Central Valley, California
We applied the approximate solution to the regional aquifer in Central Valley, California, to quantify how cyclical surface forcings are filtered in the vadose zone and identify where these forcings affect groundwater recharge (Fig. 4 , 5, and 6). To apply Fig. 4 . Maps of the damping factor d and areas of steady and transient recharge in Central Valley, California, determined using the approximate solution. The damping factor is the fraction of the surface flux variation that is preserved at depth. We computed the damping factor at the depth of the water table in 1961 to delineate areas where the flux variation was essentially damped and recharge was approximated to be steady. The steady component of the flux, q s , was 0.5 ´ 10 −3 m d −1 and the amplitude of the periodic component, q pa , was 0.45 ´ 10 −3 m d −1 . The flux varied at 30-, 90-, and 365-d periods. The white line indicates the areas where the damping factor is 0.05 and recharge can be considered to be steady. These areas of steady recharge are in a larger portion of the total area when layered soil textures were used than when only surface soil textures were used because soils were finer and damping was greater at depth. The section X-X¢ is shown in Fig. 6 . the screening tool, we assumed that the surface forcing is sinusoidal with time, and vadose flow is one-dimensional and downward through a series of layers. That is, we applied the one-dimensional solution at discrete grid locations and we combined the results to create maps of the filtering properties for the regional aquifer. Percolation cannot occur laterally, thus any effects of soil heterogeneity on lateral flow, such increased time lags in areas of laterally heterogeneous soil (Cook et al., 1989) are not considered. However, if tracer data were available, effective soil parameters could be identified to account for lateral interactions and timing. We approximated the forcing to be sinusoidal because spectral approaches such as singular spectrum analysis (Broomhead and King, 1986; Vautard et al., 1992) and wavelet analyses (Torrence and Compo, 1998) have identified quasi-sinusoidal patterns in hydrologic time series (e.g., Hanson et al., 2004; Gurdak et al., 2007; Dickinson et al., 2014b; Kuss and Gurdak, 2014; Velasco et al., 2017) .
We created maps of the damping factor (Fig. 4) , time lag (Fig.  5) , and a section through the vadose zone that shows the damping factor and time lag with depth ( Fig. 6) . Maps of the damping factor at the water table depth are used to visualize the amount that cyclical surface forcings of different periods can be damped in the vadose zone prior to reaching the regional aquifer (Fig. 4) . We applied the solution to demonstrate how to "screen" subregions of the aquifer where groundwater recharge can be approximated to be steady. In these areas, the damping factor was <0.05. In this application, data were limited to soil texture and depth to the water table. This example also demonstrates that soil heterogeneity affected the regional-scale estimates of damping by comparing areas of steady recharge based on either a homogeneous (Dickinson et al., 2014a) representation of the vadose zone using only surface soils or using detailed soil layering based on extensive subsurface information (Faunt et al., 2010) . That is, we identified the conditions where surface soil information may be adequate or if detailed soil data with depth are needed to assess how surface forcings from climate variability and change may affect recharge and groundwater resources.
The maps were created using soil texture information described in the groundwater water availability assessment by Faunt (2009) and Faunt et al. (2010) . Their soil texture model of the Central Valley regional aquifer described the percentage of coarse material at 1.6-by 1.6-km grid cells of 1-m thickness in the upper 100 m of the subsurface. The grid cells in the soil model overlap horizontally with the cells in the numerical groundwater flow model by Faunt (2009) . To obtain Gardner soil parameters for each texture, we first estimated a soil type from the USDA soil texture triangle (Soil Science Division Staff, 2017) by assuming the percentage of coarse material corresponded to the percentage of sand. The remaining portions of silt and clay are unknown, and we used coarser soils to represent an increasing percentage of coarse material (Table 2) . We followed the previously described procedure to obtain Gardner soil parameters from van Genuchten parameters for the soils described in the Rosetta soil catalog (Schaap et al., 2001 ). We calculated the damping factor with depth using the 100 soil layers at each spatial location in the texture model. Thus, the amount of damping at the depth of the water table resulted from the accumulated damping in the 1-m thick soil layers in the texture model between the land surface and the water table. In applications to other study areas with limited data, the screening tool can be developed using spatially distributed soil texture, and water- . We chose these fluxes to represent a range of relatively low infiltration from precipitation. Infiltration, however, can be much higher near surface water or areas of irrigation. We explored forcings that varied with either 30-, 90-, and 365-d periods to represent possible irrigation, or seasonal or annual cycles.
A map of the damping factor is shown for the 30-, 90-, and 365-d cycles (Fig. 4) . In this example, the steady component, q s , may be viewed as a long-term average of infiltration that does not vary spatially or temporally. For other applications, it would be a simple matter to use a spatially variable steady component to represent different averages of long-term recharge. Other periods can be used to estimate the filtering of other infiltration cycles, such as interannual climatic variability, and other values of q s could represent long-term wet or dry conditions. The damping in the solution is independent of q pa , thus changes in extreme wet and drought conditions, indicated by greater variability, are already accounted for in any application.
The damping factor maps indicate that surface forcings of shorter periods were more damped and that the damping at the depth of the water table varied spatially. The damping factor varied spatially in each map because of different depths to the water table and soil texture. Surface forcings were least damped (high damping factors) where the water table was shallow because the vadose zone thins along the northwest axis through the center of the Central Valley (Faunt et al., 2010) and thins toward the center from the east and west sides of the valley (Fig. 6) . The infiltration forcings were most damped (low damping factors) along basin margins where the water table was deeper (up to 150 m) (Faunt et al., 2010) and the vadose zone was thicker.
The damping factor approaches zero in blue areas, indicating that most of the surface forcing was damped in the vadose zone table for 1961 by Faunt (2009) and the top is the land surface. The white line in (A) indicates the depths where the damping factor is 0.05 and below which recharge due to the cyclical infiltration can be considered steady. Table 2 . Gardner (G) (Gardner, 1958) and van Genuchten (vG) (van Genuchten, 1980 ) parameters a, saturated hydraulic conductivity (K s ), saturated water content (q s ) at porosity n 0 , fitting parameter m, and air-entry pressure head (y e ) for soil categories in the Central Valley example in Fig. 4 A map of the time lag between a surface forcing and vadose flow response at the depth of the water table showed that time lags vary spatially across the aquifer system (Fig. 5) . The shortest time lags of <0.1 yr occurred across 28% of the aquifer (shown in blue) and were generally in the center of the basin where the vadose zone was thinner due to a shallow water table. That is, the cyclical flux pulses traveled a shorter distance in less time. Time lags of <0.5 yr covered 59% of the aquifer. The longest time lags, between 5 and 16 yr, covered only 2% (areas in yellow) and were generally along the basin margin where the vadose zone was thick and flux pulses traveled a longer distance to reach the water table. However, there is some spatial variability in the time lag because of soil heterogeneity. The time lags were generally extended in finer textured that had lower diffusivity. We tested time lags for 30-, 90-, and 365-d periods and found that the time lag is relatively insensitive to the frequency of the forcing, which is consistent with small differences in lags with period shown in Fig. 3 .
The section X-X¢ (Fig. 6 ) through the vadose zone in the southern part of Central Valley illustrates how the damping factor (Fig. 6A ) and time lags (Fig. 6B) varied with depth and corresponded to soil texture (Fig. 6C) . The period of the surface forcing was 90 d, which corresponds to the middle map in Fig. 4 . The section follows Row 375 and is bound by Columns 20 and 76 in the groundwater flow model (Faunt, 2009) , and the trace is shown on the maps in Fig. 4 and 5. The inset maps show more detail with depth in the center of the basin. The top of the section is the top elevation of the model grids and corresponds to the land surface elevation. The bottom of the section is the water table from the simulated steady-state water table elevation from Faunt (2009) . In the section, the vadose zone is generally <40 m thick at the east and west parts of the section and <4 m thick at the center. The soil texture is considered coarse (>35% coarse material) for most of the section and finer at parts of the center of the basin and an area approximately 15 m deep at the eastern part of the section near Column 70.
In the section, the damping factor (Fig. 6A ) was highest (near 1.0) near the land surface (shown as yellow) and decreased with depth. Depths where the damping was £0.05, shown as the white line, are shown in dark blue. The infiltration at the land surface can approximated to be steady below the white line. The damping factor was generally closer to 0.05 near the water table in areas of a thicker vadose zone. The damping factor was >0.05 along the west side of the section, which indicates that the variability from a 90-d infiltration cycle persisted to the water table, and recharge from that cycle can be considered transient. In the center of the section, the damping factor was approximately 0.4 to the west and <0.05 to the east, despite a relatively uniform water table depth. Coarser sediments to the west in the center of the section resulted in a higher diffusivity (Eq. [4]), which decreased the damping, whereas finer sediments to the east reduced the diffusivity, and the 90-d infiltration cycle can be approximated to be steady. The fine sediments in the eastern part of the section near Column 70 reduced the diffusivity, which increased the damping such that infiltration can be considered steady within a relatively shallow depth of 10 m in this area. Here, the sediments coarsen at the 30-m depth, but the flux had already become steady in the overlying soil, which demonstrates that information about the texture of sediments close to the surface are important for determining the damping.
The section showing time lags (Fig. 6B) indicates the time required for an infiltration pulse to reach the depth in the section. The time lags are shortest near the land surface and are longest in deep parts of the vadose zone and in areas where the soil texture is generally fine. In deep areas, the damping is approximately 4 yr in the western part of the section and from 3 to >5 yr in the eastern part. The longest time lags correspond to the area of fine sediments where the diffusivity is lower ( Eq. [7] ). In the inset, the time lags are greater with depth in the eastern part where the sediments are finer and the diffusivity is lower.
The heterogeneous and homogeneous representations of the soil layers (Fig. 4 and 5 ) result in different spatial distributions of the damping and time lag. The homogeneous representation used soil texture data only at the land surface. That is, the layered heterogeneous model identified some subareas as having steady recharge, while the homogeneous model identified those same areas as having transient recharge. Areas where recharge was screened to be steady by only the layered model are shown in purple (Fig. 4) , and areas where only the homogeneous model identified steady recharge are shown in orange. The areas where the time lag is longer when soil layers are included are shown in purple (Fig. 5) , while orange areas indicate that the time lag was longer when the soil was homogeneous in the vertical direction. These areas were mainly along the basin margin where the vadose zone was thicker and water pulses percolated through a larger variety of soil layers and textures. The 365-d cycle was damped in 25% more area of the fully damped region of the aquifer when layered soil information was used instead of only the surface soil, and damped across 14% more area of the fully damped region when only surface soil textures were used. The layers can more important for the 365-d cycle because the variability propagated deeper into more soil layers. This is indicated by a higher portion of purple areas outside of the 0.05 contour for the damping factor. The 30-d cycle was damped in essentially the same area whether layered or surface soil information was used because this cycle was damped relatively shallow, and most of the variability occurred in a few layers near the surface. The time lag could be greater in the homogeneous models because the soil texture, using only data near the land surface, was misrepresented to be fine across the entire one-dimensional profile. The time lag could be greater in the layered models when the soil texture became finer with depth. This analysis suggests that soil layers are important for determining the relation between a surface forcing and a response at the depth of the water table, and soil data only at the land surface may result in misleading filtering properties.
The maps of damping and subregions of steady recharge are likely to be more accurate in areas with relatively homogeneous fine soils and for cyclical infiltration with shorter periods and low q s . Soil textures range across the Central Valley from few coarse sediments (near 30%) in the northern part of the valley to larger amounts of coarser sediments (>80%) in the southern areas (Faunt et al., 2010) . Thus, the damping and time lag were likely to be accurate in the northern areas and for shorter infiltration cycles. The evaluation of the damping depth (Dickinson and Ferré, 2018, Fig. 7) provides insight into the accuracy of the damping maps. The approximate solution was acceptably accurate for silty clay and sandy loam soils at the long-term flux used here (0.5 ´ 10 −3 m d −1 ) and the tested periods. However, the error is likely to increase where y increases across thick transitions (z T in Dickinson and Ferré, 2018) between fine soils, which often have lower (more negative) y e , to a coarser underlying soil. That is, when soils coarsen with depth. The error decreases when y transitions to lower values in soils that become finer with depth. Thus, the estimates of damping in Central Valley are likely to be more accurate where the damping occurs in soil sequences that become finer textured with depth.
Our analysis provides insight into which surface forcings are filtered and which produce time-varying flow and water content in the vadose zone and transient recharge in Central Valley. Short-term variations in infiltration are sufficiently damped prior to reaching the water table across much of the regional aquifer. Thus, monthly variations from surface and subsurface processes along the margins of the aquifer may not be necessary in integrated hydrologic models to assess the impact of surface forcings at these frequencies. In some areas along the margin, the 90-d cycle is damped, and those cycles may also not be necessary, but only where the vadose zone is relatively thick and soils are coarse. The 1-yr cycle is preserved throughout the aquifer, suggesting that annual cycles may be needed in models for this entire system. In the center of the regional aquifer where water tables are shallow, shorter cycles are preserved at the water table, thus feedback processes between land surface processes and the vadose zone, as well as the effects of conjunctive water use, may be essential to characterize recharge and water resource variability.
Conclusions
We present an approach to rapidly determine whether filtering of cyclical infiltration in a layered vadose zone can justify model simplification, representing recharge as steady for some or all of the domain. Specifically, different frequency components of a complex surface forcing can be assessed based on the likelihood that they will be damped above the water table. That is, we can identify which frequencies, such as episodic flooding, or seasonal or interannual variability, result in time-varying infiltration and recharge. Knowledge of these filtering characteristics may be used to simplify inputs and reduce the complexity of computationally expensive numerical approaches. In addition, our approach may be used to evaluate simulations of the impacts of irrigation practices, managed aquifer recharge, and climatic variability on vadose zone flow and water resources.
We present plots of the damping factor, damping depth, and time lag as tools for visualizing and conceptualizing how surface forcings in infiltration are filtered in any system. The damping factor plot provides the amount that the variation of the surface forcing is damped between the land surface and the 10-m depth. The damping depth is the depth below which a surface forcing may be approximated to be essentially damped. If the water table is below the damping depth, groundwater recharge may be approximated to be steady with time. The time lag plot provides the time required for a wetting front to reach depths from the land surface to 10 m. Plots of the time lag can be used to assess whether infiltration and recharge can be considered synchronous in hydrologic models or if a lag is needed between infiltration and recharge at the water table. The appendix describes software for generating these plots for any cyclical infiltration and any soil properties and number of layers.
We found that surface forcings that vary at annual or longer cycles are less filtered and probably result in time-varying recharge even when the depth to the water table is relatively deep. Shorter forcings are likely to be damped in the upper parts of the vadose zone and may not affect time-varying recharge. However, surface forcings that vary with monthly, seasonal, and annual periods are likely to be preserved at shallow water tables. Our analysis provides insight into how atmospheric and land surface processes are filtered in the vadose zone and which forcings may needed to have their impact on groundwater recharge and water resources assessed.
An application to the Central Valley in California demonstrates that the filtering properties of the regional aquifer system and subareas of steady recharge can be estimated if available data are limited to the soil texture, period and q s of the flux, and the water table depth. Surface forcings that vary at 30-d periods were damped in the vadose zone prior to reaching the water table across 65% of the regional aquifer. Thus, recharge resulting from the 30-d cycle was approximated to be steady in most of the Central Valley. Forcings from the 365-d period were transmitted to the water table across most the regional aquifer (96%). That is, the 365-d variations in recharge may be needed to accurately represent variability in recharge and water resources. Time lags of <0.5 yr occur across 59% of the aquifer, while the longest time lags (5-16 yr) occurred only in 2% of the aquifer. We compared the subregions of steady recharge obtained by using a highly detailed distribution of the soil texture at 1-m vertical increments or by using only soil information at the land surface. The area of the subregions was 25% different when the infiltration forcing varied at a 365-d period because the damping occurs in a thicker range of the vadose zone in a larger variety of soils. The subregions are nearly identical when infiltration varies at 90-and 30-d cycles because the damping is shallower and occurs in soils mainly near the surface. Thus, heterogeneous soil information may be needed when the filtering from longer cycles and higher fluxes occurs in a thick range of the vadose zone. Otherwise, surface soil information may be adequate to characterize the filtering if the surface forcing from shorter periods and relatively low fluxes are damped near the surface.
Appendix
The computer program DAMPLayers (Dickinson, 2018) produces two-dimensional plots of the damping factor, damping depth, and lag time for any number of layers and any soil. The program uses the approximate solution presented here for the filtering of vertical sinusoidal infiltration through layered soils. The plots can be created for any period and flux configuration of the sinusoidal infiltration. This appendix describes how to obtain and use the program, which can be run in MATLAB and Octave.
DAMPLayers is executed by running the .m file named DAMPLayers.m within the MATLAB or Octave environment.
The program was written and tested using MATLAB Version R2016a, and it may run on previous and future versions of MATLAB and Octave. The program DAMPLayers can be downloaded at https://doi.org/10.5066/P9BHD74M.
User Interface
The user interface contains a list of options for creating the damping factor, damping depth, and time lag plots. The main menu is displayed on executing the program. The main menu contains the following list of options: 
Define Soil Layers
Selecting Option 1 allows the user to add new layers, delete layers, and edit the depth to the bottom of existing layers. When this option is selected, the program displays a table with rows that correspond to each defined layer and columns for the soil type and the bottom elevation of each layer. The program loads a default table of layers defined in a tab-delimited text file called LayersTable_meters.txt, which is in the same directory as the DAMPLayers.m file. This file can be edited so that different soils and layers are loaded on program execution. The units of values in the text file is meters.
Define Soil Parameters
Selecting Option 2 allows the user to add, remove, and change soil depth. When this option is selected, the program displays a 
Define Infiltration Period
Selecting Option 3 provides options for specifying a minimum and maximum of periods P, in days, that will be used to create the plots. The program creates plots using 11 different periods between the specified minimum and maximum periods.
Define Infiltration Flux
Selecting Option 4 provides options for specifying the range of the mean flux (steady component of the flux, q s ) that will be displayed in the plots. The program creates the plots using 11 different mean fluxes between the minimum and maximum fluxes.
Define Water Table Depth
Selecting Option 5 provides options for specifying the range of the depths that will be used to create the plots. The program uses 11 different depths that are inclusive of the maximum and minimum depths specified. Default values of 0 m for the minimum and the bottom of the lowest layer specified in the option "Define Soil Layers" for the maximum will be assigned if blank values are entered.
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