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Abstract
Closure systems (i.e. families of subsets of a set S containing S and closed by set intersection)
or, equivalently, closure operators and full implicational systems appear in many &elds in pure
or applied mathematics and computer science. We present a survey of properties of the lattice
of closure systems on a &nite set S with proofs of the more signi&cant results. In particular we
show that this lattice is atomistic and lower bounded and that there exists a canonical basis for
the representation of any closure system by “implicational” closure systems. Since the lattices of
closure operators and of full implicational systems are anti-isomorphic with the lattice of closure
systems they have the dual properties.
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1. Introduction
A closure system on a set S is a family F of subsets of S, the so-called closed
sets, containing S and any intersection of subsets of F. A closure operator on a set S
is an isotone, extensive and idempotent map  de&ned on the set P(S) of all subsets
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of S. It is well known that closure systems and closure operators are cryptomorphic 1
mathematical structures: the closure operator associated with a closure system de&nes
the closure of a subset A of S as the least closed set containing A and the closure
system associated with a closure operator is the family of its &xed points. It is also
well known that these mathematical structures are closely linked to lattices: any closure
system is a (complete) lattice with respect to the inclusion order between closed sets
and any (complete) lattice can be represented as the lattice of closed sets of a closure
operator. Moreover these two structures have many other cryptomorphic versions, one
of them less known but very important for its applications being the notion of (full)
implicational system on S i.e. a preorder de&ned on P(S) and satisfying some “com-
patibility” properties with respect to inclusion and set union. So one understands why
closure systems and closure operators occur, directly or cryptomorphically, in a quantity
of domains: algebra, topology, geometry (see for instance [70]), logic (see e.g. [51]),
combinatorics, computer science (see e.g. [16]), relational data bases (see e.g. [21]),
data analysis (see e.g. [29,34]), “knowledge structures” (see e.g. [23]), mathematics
of social sciences (see e.g. [43,55]) etc. In several of these &elds, one is interested
in closure systems (operators) satisfying additional axioms. For instance in topology a
closure operator  must also be a ∪-morphism such that (∅)=∅ (Kuratowski axioms)
and in combinatorics matroids and convex geometries are de&ned by closure operators
satisfying exchange and antiexchange properties. But in other domains, for instance
relational databases or data analysis, one can meet arbitrary closure systems.
A signi&cant fact on the set K of all closure systems de&ned on a set S is that
it is itself a closure system (on the set P(S)) and so the poset (K;⊆) is a lattice.
The poset (;6) of all closure operators on S (where 6 is the natural pointwise
order between maps) is a dual lattice of (K;⊆) just as the poset (D;⊆) of all (full)
implicational systems (thus  and D are two isomorphic lattices). Historically BirkhoH
[73] and Monteiro [74] were the &rst to exhibit the lattice theoretic structure of some
sets of closure operators on S. Next as soon as 1943 Ore made a thorough study of the
lattice of all closure operators satisfying (∅) = ∅ in a paper which was unfortunately
somewhat forgotten. Afterwards, several properties of this lattice were discovered (or
rediscovered) sometimes in the study of cryptomorphic versions of closure operators
(so not necessarily in a lattice theoretic language) or in the study of more general
lattices. Indeed the notion of closure operator and notions generalizing the notion of
closure system can be de&ned on any poset P (and in particular on any complete
lattice). When the sets of all closure operators (systems) de&ned on P are lattices, for
instance when P is &nite or a complete lattice, the results on these lattices can be
applied to the particular case where P is the lattice (P(S);⊆).
In this paper we intend to present a uni&ed view of the known properties of the
lattice (K;⊆) of all closure systems on S (then by duality of the lattices  of closure
1 Informally a structure
∑
on a set E can be seen as a set of axioms bearing on mathematical objects
(operations, maps, families of subsets,: : :) de&ned on E. Let
∑
and
∑′ be two structures de&ned on E.
They are cryptomorphic if there exists maps between the objects of the two structures which transform any
assertion true in one of these structures into an assertion true in the other one. For instance the structure of
boolean algebra is cryptomorphic with the structure of boolean ring (see [61] for a more precise formulation).
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operators and D of implicational systems) where S is a &nite set. We do not prove all
the stated results: many proofs are easy or can be easily found in the literature (see in
particular [15] an earlier version of this paper). But we are as self-contained as possible
for the more signi&cant results and in particular for the theory of meet-representations
of closure systems presented in Section 4. In Section 2 we recall the needed de&ni-
tions and tools of lattice theory (irreducible elements, dependence and arrows relations,
A-table of a lattice, special classes of lattices: : :). In Section 3 we give a short proof of
a fundamental property of the lattice K: it is lower bounded (the proof is based on the
Day’s characterization of lower boundedness by the properties of a dependence relation
de&ned on the set of join-irreducible elements of a lattice). Since K is also atomistic
it has many other properties (semidistributivity, local distributivity, semimodularity: : :).
We also point out several other results on the lattice K. We devote Section 4 to
the study of representations of arbitrary closure systems by simpler closure systems.
Whereas the theory of such representations by the join-irreducible closure systems is
rather trivial the theory of these representations by the implicational closure systems
(containing strictly the meet-irreducible closure systems) has led to deep results (the
existence of a canonical basis) whose lattice theoretic proofs are given here. As a matter
of fact these results have been &rst proved in terms of implicational systems (Arm-
strong, Guigues and Duquenne, etc.). In Section 5 we present the notions of implication
(the so-called functional dependency of relational databases) and of implicational sys-
tems. Since it is easy to show that the poset (D;⊆) of all full implicational systems
is a lattice dual of the lattice K of all closure systems, we reobtain immediately the
results on the canonical basis in terms of implications. The conclusion mentions some
points not dealt with here but which (we hope) will be dealt with in another paper.
The paper contains many remarks in order to point out the terminological variations
in the terms used by people in diHerent domains, the sameness or not of their results,
some related topics and (to try) to credit correctly the results to their &rst authors.
N.B: the symbol + (resp. −) denotes the union of disjoint sets (resp. diHerence of
sets). We will write X + x (resp. X − x) rather than X + {x} (resp. X − {x}).
2. Denitions and preliminaries
In this section we recall the necessary notions and results on lattices, closure systems
and closure operators and on some binary relations, namely the dependence and the
arrow relations, de&ned on lattices.
2.1. Lattices
A lattice L is a poset (L;6) such that two elements x and y have a join (i.e. a
least upper bound) denoted by x ∨ y and a meet (i.e. a greatest lower bound) denoted
by x∧y. Throughout this paper all lattices are assumed to be &nite. So “lattice” means
&nite lattice. The least element of a lattice L is denoted by 0L (or simply 0) and its
greatest element by 1L (or simply 1). The cover relation ≺ on L is the binary relation
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de&ned on L by x ≺ y if there exists no z ∈L such that x¡ z¡y. If x ≺ y, we say
that y covers x, or x is covered by y.
JL (or simply J if no ambiguity is allowed) denotes the set of all join-irreducible
elements of L i.e. the set of all (non-zero) elements j that are not the join of two
elements diHerent from j. Equivalently j is a join-irreducible if it covers a unique
element denoted by j−, which is then the unique lower cover of j. Dually ML, or simply
M , denotes the set of all meet-irreducible elements of L i.e. the set of all (non-unit)
elements m that are not the meet of two elements diHerent from m. Equivalently m is
a meet-irreducible if m is covered by a unique element denoted by m+, which is then
the unique upper cover of m. The atoms of L are all elements of L covering 0, so
they are all minimal elements of J . Dually the coatoms of L are all elements covered
by 1 i.e. all maximal elements of M .
For any de&nition on posets or lattices not given here see e.g. [6,7,16,35,69].
2.2. Closure systems and closure operators
Let S be a &nite set. The cardinality |S| of S will always be denoted by n.
A family F on S is a set of subsets of S (F ⊆ 2S where 2S = P(S) is the set of
all subsets of S). We note Fc the family (2S −F);minF the family of all minimal
elements of F and ∩F the set ⋂{F ∈F} intersection of all elements in F.
Denition 1. A family F on S is a closure system if it is ∩-stable and contains S i.e.
if it satis&es the following conditions:
(1) F1; F2 ∈F⇒ F1 ∩ F2 ∈F:
(2) S ∈F.
If F ∈F, F is said to be F-closed or simply closed. K will denote the set of all
closure systems on S.
Remark 2. (1) Since P(S) is an ∩-semilattice one can also say that a closure system
is a meet-subsemilattice of P(S) containing its greatest element.
(2) In the case where S is an arbitrary set a closure system is de&ned as a family
containing S and containing any intersection of elements of F (∀ G ⊆F; ∩G∈F).
Obviously for S &nite De&nition 1 is an equivalent de&nition. Instead of the term
“closure system” one also &nds (sometimes for such a family containing the empty set)
the terms Moore family, intersection ring (of sets), protopology, topped intersection
structure, intersection semilattice; : : : Another term sometimes used is alignment (or
convexity) but it should be reserved to a closure system de&ned on an in&nite set and
stable for nested unions (see [70]). Instead of the term “closed set” one also &nds the
terms =at or convex set.
(3) The number of diHerent closure systems on a set S of cardinality n is known only
up to n=6. These numbers are 2, 7, 61, 2480, 1.385.552 (see [39]) and 75.973.751.474
[37]. Bounds on the number of closure systems containing ∅ are given in [21] and
asymptotic formulas for this number are given in [3,12,13].
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Let us consider the following example of closure system that will be useful later:
For two subsets A and B of S, we note FA;B the family de&ned on 2S by
FA;B = {X ⊆ S: A* X or B ⊆ X }:
It is easy to check that FA;B is a closure system on S. In particular:
• For A= ∅, F∅;B = {X ⊆ S: B ⊆ X }
In particular F∅;{i} (denoted by F∅; i) is the ultra>lter of base i on S.
• For B= {i}, FA;{i} = {X ⊆ S: A* X or i∈X } is denoted by FA; i.
In particular F{j}; i = {X ⊆ S: j ∈ X or i∈X } is denoted by Fj; i.
One remarks that FA;B =FA;B−A and that a closed set F of FA;B contains B as
soon as it contains A (in other words A “implies” B). For this reason (and others
developed in Section 5) such a closure system FA;B will be called an implicational
closure system.
There is a well-known correspondence between the notion of closure system and the
notion of closure operator de&ned below:
Denition 3. A closure operator on S is a map  on 2S which is isotone (A ⊆ B ⇒
(A) ⊆ (B)), extensive (A ⊆ (A)) and idempotent (2(A) = (A)). We note  the
set of all closure operators on S.
The sets K of all closure systems and  of all closure operators are in a 1–1
correspondence. The closure system F corresponding to the closure operator , is
the set of all &xed points of  i.e. the set of all subsets F of S such that F = (F).
These subsets are called the closed sets of  and for any closed set F of , F denotes
the set of all X ⊆ S satisfying (X ) = F .
Conversely the closure operator F corresponding to the closure system F is such
that, for all X ⊆ S, F(X ) =
⋂{F ∈F: X ⊆ F}.
For a closure system F the poset (F;⊆) is a lattice with the meet operation ∧
equal to the set intersection on F : F1 ∧ F2 = F1 ∩ F2. So a meet-irreducible of the
lattice F will rather be called an ∩-irreducible.
The join operation is de&ned as follows:
F1 ∨ F2 = F(F1 ∪ F2) =
⋂
{F ∈F: F1 ∪ F2 ⊆ F}:
The following results are due to Ore [62] and Wild [71]:
Proposition 4. For a closure system F the sets of join-irreducibles and of
∩-irreducibles of the lattice F are characterized as follows:
(1) JF = {F({x}): x∈ S and [F({x})− {y∈ S: F({x}) = F({y})}]∈F}.
(2) MF = {F ∈F: ∃x∈ S with F maximal in S − {x}}.
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Example 5. Let S = {1; 2; 3; 4; 5} and F = {∅; 1; 2; 3; 4; 12; 13; 45; 234; 12; 345} a clo-
sure system on S. In the associated lattice (F;⊆), 45 is a join-irreducible and a
∩-irreducible element. Indeed, F(5)=45 and {y∈ S: F({x})=F({y})}=5. Now
45− 5 = 4∈F implies 45∈ JF. Also 45 is a maximal closed set in 2345. The other
join-irreducibles (resp. ∩-irreducibles) are 1,2,3 and 4 (resp. 12,13,234). This partic-
ular closure system will be used in all the paper to illustrate de&nitions and results
(Fig. 1).
Remark 6. (1) Above a closure operator has been de&ned by three axioms. There
exists two ways to de&ne it by a unique axiom : either A∪2(B) ⊆ (A∪ B) [56,40]
or A ⊆ (B) if and only if (A) ⊆ (B) [57]. Also an extensive operator  is a
closure operator if and only if  satis&es the path independence axiom: (A ∪ B) =
[(A) ∪ (B)] (see [48]).
(2) Instead of the term “closure operator” one also &nds (sometimes for such an
operator satisfying (∅) = ∅) the terms closure, closure map, closure relation, clo-
sure operation, join operation; : : : On the other hand the term “closure operator” is
sometimes used for maps that are only isotone and extensive (Dikranjan and Tholen
[22]; the iteration of such a map leads to a closure operator in the usual
sense).
(3) In the relational databases terminology a subset A of S satisfying (A) = S and
minimal with this property (A∈min S) is called a key (or a candidate key) of S. It
is easy to see that an element x of S belongs to (at least) a key if and only if there
exists a coatom of the lattice F not containing x.
There are several other notions cryptomorphic to the notion of closure system (or
closure operator). The &rst one concerns kinds of families that are obviously in a
one-to-one correspondence with closure systems:
• Family J on S such that an element I of J is never the intersection of other
members of J (for a closure system F, J is the set of its ∩-irreducibles).
• Family O on S containing the empty set and the union of any subset of O (for a
closure system F, O= {Fc; F ∈F}).
4321
12 13 234
12345
45
Fig. 1. The lattice corresponding with the closure system F of Example 5.
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• Family J on S such that an element J of J is never the union of other members
of J.
These kinds of families appear naturally in some &elds. For instance in the theory
of knowledge structures developed by Doignon and Falmagne [23] and several other
authors the basic notion is the notion of knowledge space de&ned as a family of subsets
closed by union and containing ∅ and S.
Other notions cryptomorphic to the notion of closure system and relative to the
notion of implication will be described in Section 5. Here we still give three other
examples:
• Dependence relation  (on S × P(S)):
Such a dependence relation is a subset  of S×P(S) satisfying the two conditions:
(1) for every A ⊆ S and every x∈A, xNA and (2) for every x∈ S and for all
A; B ⊆ S, [xNA and for every y∈A, yNB] imply [xNB].
The 1–1 correspondence between this dependence relation and closure systems
(resp. closure operators) is given by F ∈F if and only if for every x∈ S, xNF
implies x∈F (resp. x∈(A) if and only if xNA). This dependence relation has
been in particular considered in the case of closure operators satisfying exchange
properties (see for instance [30]) but also in the general case (Buchi [9], Doignon
and Falmagne [23] who call it an entailment).
• Sperner village:
A Sperner family F on S is a family such that for all distinct X; Y ∈F, X and
Y are incomparable for set inclusion. A Sperner village V=(F1; : : : ;Fi ; : : : ;Fn)
on S is a set of n Sperner families satisfying certain properties. These Sperner
villages are in a 1–1 correspondence with closure operators [19].
• Congruence relation on [P(S);∪]:
Such a congruence relation is an equivalence relation  on P(S) such that for all
A; B; C ⊆ S, AB implies (A ∪ C)(B ∪ C). The congruence associated with the
closure operator  is the equivalence de&ned by AB if (A)=(B). Conversely
given a congruence  on P(S), the associated closure  is such that (A)=
⋃{B ⊆
S: BA} (see [18] in a more general context).
These congruences have also been studied in the &elds of the so-called information
systems and rough set analysis under the names of respectively dependence relations
and dependence spaces (see references in [25]).
The &rst three above families, the closure operators, the dependence relation ,
the Sperner villages, the congruences all provide cryptomorphic axiomatizations of
closure systems. Then any result on closure systems can be translated to results on
these structures and conversely. Note that for special kinds of closure systems one can
&nd many other useful cryptomorphic axiomatizations. It is for instance the case for
topologies (closure systems closed by union and containing the empty set) and for (the
closure systems that are) the sets of =ats of matroids (see [61]), or the closed sets of
an antiexchange closure (see [53]).
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2.3. Dependence and arrow relations on a lattice, A-table of a lattice
We give below the de&nition of two dependence relations on the set J of join-
irreducible elements of a lattice L. The &rst one has been introduced by Monjardet
[52] in order to study consensus problems in lattices. The second has been de&ned by
Day [17] in his study of lower bounded lattices.
Denition 7. Let j; j′ be two join-irreducible elements of a lattice L. We set:
(1) jj′ if j = j′ or if there exists x in L such that j¡ j′ ∨ x, j  x and j′  x.
(2) jdj′ if j = j′ or if there exists x in L such that j¡ j′ ∨ x and j  j′− ∨ x.
 is called the dependence relation on J and d the strong dependence relation on
J . Indeed Proposition 8 below shows that d is a subrelation of .
Proposition 8. The three binary relations6,  and d satisfy the following conditions:
(1) j¡ j′ ⇒ jj′.
(2) j¡ j′ ⇒ j(d)cj′ (where j(d)cj′ means (j; j′) ∈ d).
(3) d ⊆ .
There exists characterizations of relations  and d by means of the arrow relations.
We &rst recall the de&nition of these relations (for their basic properties see for instance
[34]).
Denition 9. Let x and y be two elements of the lattice L. We set:
(1) x ↑ y if y is maximal in {t ∈L : x  t}.
(2) x ↓ y if x is minimal in {t ∈L : t  y}.
(3) x  y if x ↑ y and x ↓ y.
Note that x ↑ y implies that y is meet-irreducible and that x ↓ y implies that x is
join-irreducible.
Proposition 10. Let j, j′ be two join-irreducibles of L. The following are satis>ed:
(1) jj′ ⇔ ∃m∈M : j ↑ m and j′  m.
(2) jdj′ ⇔ ∃m∈M : j ↑ m and j′ ↓ m.
Proof. See [54] for Point (1) and [31] for Point (2).
In Section 3 we shall use the following simple characterization of the class of
atomistic lattices (see De&nition 15) by means of the dependence relations.
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Fig. 2. The A-table of the lattice (F;⊆) given in Example 5.
Proposition 11. Let L be a lattice and  and d its dependence and strong dependence
relations. Then the following conditions are equivalent:
(1) L is atomistic.
(2) ∀ j∈ J; ∀ m∈M; j  m implies j ↓ m.
(3) d = .
Let us now recall the de&nition of the A-table of a lattice L.
Denition 12. For a lattice L the A-table of L is the tuple (J;M;6 ; ↓; ↑; ) of the
sets of join-irreducible and of meet-irreducible elements of L and of the four binary
relations 6 ; ↓; ↑;  between these two sets.
The A-table of L is usually described by a two-dimensional table whose rows are in-
dexed by the join-irreducibles of L and the columns are indexed by its meet-irreducibles.
Each cell (j; m) in the A-table contains a cross × if j6m, and an arrow ↓, ↑, or 
according to the adequate case. A cell is empty if the corresponding couple (j; m) does
not satisfy any of these conditions. It is easy to see that each column and each row of
the A-table contain at least one double arrow .
Example 13. The A-table of the lattice (F;⊆) of our example is given in Fig. 2.
The fact that this A-table contains no empty cell and no ↓ shows that this lattice is
coatomistic (result dual from the one given in Proposition 11 above).
Remark 14. According to a construction due to BirkhoH one can associate with any
binary relation between two sets a Galois connection 2 between their power sets and so
a Galois lattice. The fact that any &nite lattice L is isomorphic with the Galois lattice
2 A Galois connection between two lattices L and L′ is an ordered pair (f; g) of applications f : L→ L′
and g : L′ → L satisfying the following condition: for all x∈ L and y∈ L′: x6 g(y)⇔ y6′ f(x). Such a
connection between two lattices L and L′ implies the existence of two anti-isomorphic lattices L1 and L2,
meet-subsemilattices of L and L′. The lattice obtained by taking the direct product of L1 and the dual lattice
of L2 has been called the Galois lattice of the Galois connection [6].
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of a binary relation was discovered by Barbut [5,6], Markowsky [50] and by Armstrong
with a formulation bearing on closure operators [4]. Barbut uses the sub-table (J;M;6)
of the A-table of L, while Markowsky uses the complementary relation. Armstrong uses
the so-called (in database analysis) Armstrong relation, which is equivalent with a table
(J ′; M;6) with J ′ ⊇ J (this table is not “reduced” in the sense where one can suppress
some of its rows without changing the lattice L). This fact allows a study of lattices
by means of binary relations, an approach developed in formal concept analysis where
(J;M;6) is called the standard (or reduced) context of L and its associated Galois
lattice, the concept lattice of this context (see [34]).
In this paper we consider certain particular classes of lattices whose de&nitions are
recalled below.
2.4. Classes of lattices
Denition 15. (1) A lattice L is atomistic if each element x in L is a join of atoms
of L (i.e. if J is the set of all atoms of L).
(2) L is lower-semimodular (LSM) if: ∀ x; y∈L; x ≺ x∨y ⇒ x∧y ≺ y, (where ≺
denotes the cover relation on L).
(3) L is join-semidistributive (SD∨) if: ∀ x; y; z ∈L; x∨y=x∨z ⇒ x∨y=x∨(y∧z).
(4) L is join-pseudocomplemented if for any x in L, {t ∈L: x∨ t=1} has a smallest
element.
(5) L is lower locally distributive (LLD) if L is SD∨ and LSM . A LLD lattice is
also called a meet-distributive lattice.
(6) L is ranked if for any x in L, all maximal chains between 0 and x have the
same length, called the rank of x and denoted by r(x).
(7) L is distributive if: ∀ x; y; z ∈L; x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z).
(8) L is Boolean if it is distributive and atomistic.
(9) L is lower bounded (LB) if the strong dependence relation d de&ned on J
is acyclic (i.e. there does not exist j1; j2; : : : ; jp distinct elements of J (p¿ 1) with
j1dj2; : : : ; jp−1djp; jpdj1).
Remark 16. (1) Each of these classes of lattices has several other characterizations.
In particular there often exists nice characterizations by means of the A-table (see e.g.
[34]).
(2) The de&nition given here for lower bounded lattices is in fact a characterization
result given by Day in 1979 [17]. For the original de&nition and other characterizations
of lower bounded lattices, see e.g. [31].
(3) These classes of lattices (except for the ranked lattices, the distributive lattices
and the boolean lattices that are autodual classes) all admit a dual class, respectively
called the coatomistic, upper-semimodular, meet-semidistributive, meet-
pseudocomplemented, upper locally distributive (or join-distributive) and upper bounded
lattices.
(4) It is well-known that a &nite Boolean lattice is isomorphic to the lattice (2S ;⊆)
of all subsets of a set S, for S a given set.
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(5) Lower bounded lattices are join-semidistributive (and so join-pseudo-
complemented). Moreover atomistic and lower bounded lattices are lower locally
distributive and, since the lower locally distributive lattices are exactly the join-semi-
distributive and lower semimodular lattices, atomistic and lower bounded lattices are
lower semimodular.
3. The latticeK of closure systems: basic properties
In the &rst section we have recalled the notions of lattice and closure system. It is
obvious that the set K of all closure systems on a set S is itself a closure system (on
the set 2S). The closure operator on 2S associated with this closure system is given by
K(F) =
⋂
{F′ ∈K: F ⊆F′};
where F is an arbitrary family on S.
Since K is a closure system the poset (K;⊆) is a lattice whose meet- and join-
operations are given by
• F ∧F′ =F ∩F′.
• F ∨F′ = K(F ∪F′) = {F ∩ F ′: F ∈F; F ′ ∈F′}.
Henceforth this lattice will be simply denoted by K. The following subsections give
its main properties.
3.1. Cover relation and irreducible elements of the lattice K
Denition 17. For A ⊂ S, we set FA = {A; S}.
It is clear that each FA is a closure system, that these FA’s are all the atoms of
the lattice and that any other closure system is a join of such closure systems. Thus
we obtain the following result:
Proposition 18. The lattice K is atomistic.
Now we give the characterization of the cover relation of K (the following proof
due to Nation and Pogel [60] is diHerent from the proof given in [15]).
Proposition 19. Let F and F′ be two closure systems on S. If ≺ denotes the cover
relation on K the following conditions are equivalent:
(1) F′ ≺F.
(2) F=F′ + {Q} with Q an ∩-irreducible element of F.
Proof. (1) ⇒ 2: Let F and F′ be two closure systems with F′ ≺ F in K and let
A and B be two elements of F −F′. Then F =F′ ∨FA =F′ ∨FB and so there
exists F1 and F2 in F′ satisfying B=F1∩A and A=F2∩B. This &nally implies A=B
and F=F′ + {A} where A is necessarily a ∩-irreducible of F.
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(2)⇒ (1): Obvious since |F|= |F′|+ 1.
We now want to characterize the meet-irreducible elements of K. To do so we
recall that for any A; B ⊆ S, the implicational closure system FA;B is de&ned by
FA;B= {X ⊆ S: A* X or B ⊆ X }. The set (FA;B)c= {X ⊆ S : A ⊆ X and B* X }
is denoted by FcA;B. Let GK = {FA;B; A; B ⊆ S} denote the set of all implicational
closure systems.
Proposition 20. Let FA;B be an element of GK. The following are satis>ed:
(1) FA;B =FA;B−A.
(2) FcA;B =
⋃
b∈B [A; S − b] (where [A; S − b] = {X ⊆ S: A ⊆ X ⊆ S − b}).
(3) FA;B =
⋂
b∈B FA;b.
(4) FA;B is ∪-stable if and only if |A|6 1.
(5) FA;B ⊆FA′ ;B′ if and only if (A ⊆ A′ and B′ ⊆ B).
Proof. See [15].
In the following results the closure operator F associated with a closure system F
is denoted by . We have the obvious lemma:
Lemma 21. Let F be a closure system, FA;B a closure system in GK and  the
closure operator associated with F.
F ⊆FA;B ⇔ (∀ F ∈F; A ⊆ F ⇒ B ⊆ F)⇔ B ⊆ (A):
We can now show that any closure system can be obtained in several ways by
intersections of elements of GK.
Proposition 22. Let F be a closure system and  the associated closure operator.
F=
⋂
{FA;B ∈GK: B ⊆ (A)}; (1)
=
⋂
{FA;(A) ∈GK: A ⊆ S}; (2)
=
⋂
{FA;F ∈GK: F ∈F and A∈min F}: (3)
Proof. See [15].
It is now clear that ∩-irreducible closure systems of K are particular implicational
FA;B. We give their expression below:
Corollary 23. Let F be a closure system.
F∈MK ⇔ ∃A ⊂ S; ∃i ∈ A; F=FA; i = {X ⊆ S: A* X or i∈X }:
In other words the ∩-irreducible elements ofK are all implicational closure systems
FA; i satisfying i ∈ A.
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Proof. ⇐: Let FA; i be in K and consider a closure system F satisfying FA; i ≺
F = FA; i ∨ FB for some B ∈ FA; i. Since B and (A + i) belong to F so does
B ∩ (A + i). Now B ∈ FA; i implies A ⊆ B and (A + i) * B, so B ∩ (A + i) = A
and then FA; i is a maximal closure system not containing A. Since FA; i + {A} is
obviously a closure system containing A and covering FA; i, it is the unique closure
system covering FA; i which is consequently a ∩-irreducible of K.
⇒: By Proposition 22F∈MK implies that there exists A; B ⊆ S such thatF=FA;B,
i.e. Fc=
⋃
b∈B [A; S−b]. If |B|¿ 1 then FA;B=
⋂
b∈B FA;b and F is not ∩-irreducible,
a contradiction. So B is a singleton.
Remark 24. (1) The unique closure system covering the ∩-irreducible element FA; i
is (FA; i)+ =FA; i + {A}. More generally it is easy to prove that the closure systems
covering the implicational system FA;B are the closure systems FA;B + {X } with
∅ ⊆ X ⊂ B− A (which gives another proof of Corollary 23).
(2) Several authors have given without proofs (or with incomplete proofs) the charac-
terization of the ∩-irreducible elements of K or more generally of the meet-irreducible
elements of the lattice of closure systems de&ned on a lattice L [41,42,27,11,20,45,46].
The proof of this more general result is similar to the above proof.
(3) Using the above characterization of the ∩-irreducible elements of the lattice
K and the language of implications described in Section 5 it is easy to see that the
representation of closure systems given in [21] (Theorem 3.1) is the same that the
representation (3) in the above Proposition 22.
Corollary 25. The set MK of ∩-irreducible elements of K is isomorphic to n 2n−1,
(where n 2n−1 is the sum of n posets all isomorphic to the boolean lattice
2n−1).
The minimal elements of MK are the n families F∅; i ; (i∈ S) (i.e. the n ultra>lters
on 2S). Its maximal elements (i.e. the coatoms of K) are the n families FS−i; i =
2S − {S − i}.
3.2. The dependence relation  and the basic properties of the lattice K
The two following simple results give the characterization of the A-table of K and
of its dependence relation  (the proofs can be found in [15]).
Lemma 26. Let FA be a join-irreducible and FB; i a ∩-irreducible of the lattice K.
Then, we have:
(1) FA ⊆FB; i ⇔ A∈FB; i.
(2) FA ↓FB; i ⇔FA *FB; i ⇔ B ⊆ A ⊆ S − i.
(3) FA ↑FB; i ⇔FA FB; i ⇔ B= A ⊆ S − i.
Proposition 27. Let FA and FB be two join-irreducible elements of the lattice K.
The dependence relation  is characterized by
FAFB ⇔ A ⊆ B ⊂ S:
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Corollary 28. The dependence relation  on the lattice K on closure systems of a
set S is isomorphic with the inclusion order de>ned on the boolean lattice 2S , without
the greatest element.
Therefore, the following theorem holds:
Theorem 29. The lattice K of closure systems is atomistic and lower bounded.
Proof. We already know thatK is atomistic. In order to prove that it is lower bounded
it suPces to show that the graph of the relation d in K is acyclic. Since (K;⊆) is
atomistic, by Proposition 11 d is equal to  which being an order by the previous
corollary has no circuit.
This theorem together with the Remarks (point (5)) in Section 2.4 allow to get the
following result:
Corollary 30. The lattice K of closure systems is lower locally distributive, join-
semidistributive, join-pseudocomplemented, lower semimodular and ranked (and the
rank r(F) of a closure system F is given by r(F) = |F| − 1).
Remark 31. (1) The semimodularity ofK (exactly of the lattice  of closure operators
satisfying (∅) = ∅) was proved by Ore in 1943 and rediscovered many times. In this
paper QOre also gives characterizations of the modular relation (F;G)M in M.
(2) The lower locally distributivity of K is mentioned by Demetrovics et al. [20]
and its semidistributivity is proved in a Duquenne’s unpublished note [27].
(3) It is easy to check that the bijection between the lattice K of closure systems
and the lattice  of closure operators is an anti-isomorphism so, for instance,  is
coatomistic, upper bounded, upper locally distributive, meet-semidistributive and upper
semimodular.
3.3. Other properties of the lattice K
The lattice K is not complemented (for instance the intersection F∗ = 2S− ⋃i∈S
{S− i} of all coatoms of K has no complement). It is join-pseudocomplemented, that
is to say (De&nition 15) that for any closure system F the set {F′ ∈K :F∨F′=1}
has a least element which we denote by Fjpc.
In the following proposition we give the expression of the join-pseudocomplement
Fjpc of a closure system F and we characterize all closure systems that have a
complement in K (see [62]).
Proposition 32. Let F be a closure system. We set VF = {i∈ S: (S − i) ∈F}.
(1) Fjpc =
∨
i∈VF FS−i.
(2) The three following conditions are equivalent:
(a) F is complemented.
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(b) the join-pseudocomplement Fjpc is a complement of F.
(c) ∀F ∈F; (F = S); F * S − VF.
We recall the names of several interesting properties which can be satis&ed by an
element of a lattice L: an element can be central (equivalently separator), neutral
(equivalently distributive), ∨- or ∧-standard, ∨- or ∧-distributive, cancellable, weakly
cancellable, modular, left modular, right modular. For the de&nition of these properties
and their relations see in particular [35,68]. We just recall that L has a non-trivial central
(respectively neutral) element if and only if L has a decomposition into a direct product
(respectively a sub-direct product).
In the lattice K of closure systems many of these properties are equivalent and the
corresponding closure systems are characterized. We give without proof these results
in the following proposition. Complete proofs can be found in [63]. Some of the stated
equivalences and characterizations can also be obtained from more general results which
are valid in an arbitrary &nite lattice (see the references given just above and [44] or
in a lattice of closure operators (see in particular [58,46]). The notions of quasi-closed
sets and essential closed sets used in the following proposition are de&ned in Section
4 (De&nitions 38 and 42).
Proposition 33. Let F be a closure system.
(1) The following conditions are equivalent:
1.a. F is right modular.
1.b. F is the least element or the greatest element or an atom of K.
(2) The following conditions are equivalent:
2.a. F is ∧-distributive.
2.b. F is a principal >lter of 2S (i.e. there exists a subset A of S such that
F= {F ⊆ S: A ⊆ F}.
2.c. F ∈F and F = X ∩ Y imply X; Y ∈F.
(3) The following conditions are equivalent:
3.a. F is ∨-standard.
3.b. F is ∨-distributive.
3.c. For every G∈K, F ∨ G=F ∪ G.
3.d. F is cancellable.
3.e. F is weakly cancellable.
3.f. F is left modular.
3.g. F− {S} is an ideal of 2S (i.e. F = S, F ∈F and A ⊆ F imply A∈F).
3.h. F ∈F and X incomparable to F imply X ∩ F ∈F.
3.i. Any subset of S which is not a closed set of F is a quasi-closed set of F.
3.j. The only essential closed set of F is S.
(4) The following conditions are equivalent:
4.a. F is modular.
4.b. F∈{{S}; 2S ; {∅; S}}.
(5) The following conditions are equivalent:
5.a. F is central.
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5.b. F is neutral.
5.c. F is ∧-standard.
5.d. F is ∨- and ∧-distributive.
5.e. F is the least or the greatest element of K.
A consequence of this proposition is that the lattice K of closure systems is directly
and sub-directly indecomposable.
Remark 34. (1) In [38] Hawrylycz and Reiner study the lattice of closure operators
on a poset and in particular they characterize its “modular” elements. Yet their modu-
lar elements are indeed the weakly cancellable elements and, in the case of K, their
characterization gives the equivalence between points 3.e. and 3.g. of Proposition 33.
So one cannot deduce from their result their assertion that these lattices are super-
solvable [67]. In fact K contains maximal chains of left modular elements (obtained
by starting from 2S and deleting successively a maximal set diHerent from S) but it
does not contain maximal chains of modular elements (a suPcient condition to be
supersolvable).
(2) A signi&cant result of lattice theory says that the lattice of congruences of a
&nite lattice L is isomorphic with the lattice of order ideals of the partial order de&ned
on the strongly connected components of the relation d of L (see Theorem 2.3.5 in
[31]). Since in the lattice K, = d is equal to the inclusion order de&ned on 2S − S
the lattice of congruences of K is isomorphic with the lattice of order ideals of the
poset 2S − S so with the free distributive lattice generated by |S| elements with a least
element added (see [7]).
(3) There is an obvious 1–1 correspondence between closure systems and
∩-subsemilattices of the ∩-semilattice [P(S) − S;∩]. Lattices of subsemilattices of a
semilattice have been characterized by Adaricheva [1,2], Reptnitski [64] and Libkin
and Muchnik [45]. Their results show that such lattices are always lower bounded.
They are also obviously atomistic and biatomic (for every atom a in L and all x; y
in L with a6 x ∨ y, there exist atoms b; c such that a6 b ∨ c, b6 x and c6y) a
property used in the characterizations of these lattices.
(4) Some more combinatorial properties of K, in particular lower and upper bounds
of the number of closure systems covering (or covered by) a closure system of &xed
rank are given by Burosch et al. [11].
(5) Some sublattices or subsemilattices of K have been extensively studied. It is
in particular the case of the lattice of &nite topologies (dual from the lattice of &nite
preorders) and of some intervals of K [8,60].
4. Representation theories of closure systems
In a lattice L there exists two canonical ways to represent an arbitrary element of L
by simpler elements: the representations by the join- and the meet-irreducible elements
of L. For the lattice K of closure systems the minimal join-representation is unique.
It is not the case for the minimal meet-representations. Moreover we show on our
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example that it is interesting to consider meet-representations by a subset of closure
systems larger than the set MK of ∩-irreducible closure systems, namely the subset GK
of the implicational closure systems FA;B’s. Indeed the theory of such representations
leads to the existence of a (unique) canonical basis for any closure system. The proof
of this result leads to de&ne several notions interesting in themselves like those of
quasi-closed and critical sets and of the saturation closure operator.
Let L be a lattice, R ⊂ L and x∈L. We call ∨-representation (resp. ∧-representation)
of x by elements of R any subset U of R such that x =
∨
U (resp. x =
∧
U ). Such
a (∨- or ∧-) representation is called a (∨- or ∧-) basis of x (by elements of R) if it
is minimal (
∨
V ¡x or x¡
∧
V , ∀V ⊂ U ). A minimum basis is a basis of minimum
cardinality.
A lower locally distributive (LLD) lattice L can be characterized by the unicity of
the ∨-basis of any of its elements by join-irreducibles of L. The following proposition
explicits this representation in the case of the LLD lattice K.
Proposition 35. The unique ∨-basis by join-irreducibles of a closure system F in the
lattice K is the set {FF : F ∈MF}.
Proof. Let F be a closure system. Remembering that the join-irreducible elements of
K are the 2n − 1 atoms FF = {F; S}; F ⊂ S, it is obvious from the de&nition of
the join operation in K that F=
∨{{F; S}; F ∈G} if and only if any element F is
obtained as the intersection of elements of G. Now it is clear that the minimal family
G satisfying these conditions is the set MF of ∩-irreducibles of F.
Remark 36. The representation result of closure operators by weak orders given in
[49] (1996, Theorem 5) is a consequence of the above proposition (since subsets F of
S correspond with weak orders with two classes F and S − F).
While a closure system F admits a unique ∨-basis by join-irreducibles it has gen-
erally several ∩-basis by ∩-irreducibles.
Example 37. Let S = {1; 2; 3; 4; 5} and F= {∅; 1; 2; 3; 4; 12; 13; 45; 234; 12; 345} be the
closure system on S given in Example 5.
There are 39 ∩-irreducible elements of K containing F and 15 minimal such ele-
ments (here we denote simply by (A; i) the ∩-irreducible FA; i):
(5; 4); (14; 2); (14; 3); (14; 5); (15; 2); (15; 3); (15; 4); (23; 4); (24; 3); (25; 1); (25; 3);
(34; 2); (35; 1); (35; 2); (123; 5):
Yet it is possible to obtain a ∩-basis of F by taking only 7 of these ∩-irreducibles
for instance (5; 4); (14; 3); (14; 5); (23; 4); (34; 2) and (25; 1) or (35; 1).
If one restricts the ∩-representations to ∩-irreducibles FA; i such ∩-basis are mini-
mum. But if one allows in the ∩-representations to take arbitrary implicational closure
systems FA;B, a minimum ∩-basis of F has only 6 elements, for instance (5; 4);
(14; 235); (23; 4); (24; 3); (34; 2) and (2345; 1).
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This remark and the fact that the FA;B’s have a simple interpretation in terms of im-
plications (namely A “implies” B, see Section 5) lead us to consider ∩-representations
of closure systems by arbitrary implicational closure systems FA;B. The signi&cant re-
sult here is the existence of a minimum ∩-basis of a closure system F by such closure
systems which is canonical in the sense that any other minimum ∩-basis of F (by
FA;B’s) can be obtained from it. We need the following de&nitions and results.
Denition 38. Let F be a closure system. Q ⊆ S is a quasi-closed set for F (or
simply a quasi-closed set) if Q ∈F and Q ∩ F ∈F+ {Q} for each F ∈F.
In other words Q ⊆ S is quasi-closed if Q is a non-closed set such that F + {Q}
is also a closure system. By Proposition 19 we know that any closure system F
(diHerent from 2S) has quasi-closed sets. We note QF or simply Q the family of these
quasi-closed sets.
Example 39. Let F = {∅; 1; 2; 3; 4; 12; 13; 45; 234; 12345} be the closure system on
S={1; 2; 3; 4; 5} given in Example 5. The quasi-closed sets of F are the sets 5; 14; 23;
24; 34; 145; 1234 and 2345.
Remark 40. Let us notice that for any closure system F, A∈minFc implies that A is
quasi-closed (indeed A∈minFc implies (F ∩A)∈F for all F ∈F such that A* F).
Recall that all along the paper,  denotes the closure operator associated with the
closure system F.
Lemma 41. Q ⊂ S is quasi-closed for a closure system F if and only if Q is not
closed and for any X ⊂ Q, (X ) ⊂ (Q) implies (X ) ⊂ Q.
Proof. ⇒: Let Q be quasi-closed for F and let us consider X ⊂ Q with (X ) ⊂
(Q). (X ) ∩ Q∈F ∪ Q. (X ) ∩ Q = Q is impossible (since one should obtain
Q ⊂ (X ) ⊂ (Q)). So one has (X )∩Q∈F. Then X ⊆ (X )∩Q ⊆ (X ) implies
(X ) ∩ Q = (X ) and &nally (X ) ⊂ Q.
⇐: Let Q be a non-closed set that satis&es (X ) = (Q) or (X ) ⊂ Q for any
X ⊆ Q. In order to show that Q is quasi-closed it suPces to prove that for any F
in F incomparable with Q, F ∩ Q∈F. Let F be such a closed set. F incomparable
with Q implies F ∩ Q ⊂ Q. (F ∩ Q) = (Q) is impossible (since then Q ⊆ (Q) =
(F ∩ Q) ⊆ F a contradiction). Then (F ∩ Q) ⊂ Q. So (F ∩ Q) ⊆ F ∩ Q and
F ∩ Q = (F ∩ Q)∈F.
Denition 42. Let F be a closure system and F ∈F. A set Q ⊆ S is a F-quasi-closed
set and F is an essential closed set if Q is quasi-closed for F and (Q) = F .
A set C ⊆ S is a F-critical set if C is a minimal F-quasi-closed set. C is a critical
set for F if there exists F ∈F such that C is a F-critical set.
We note CF(F) the family of all F-critical sets of F and by CF (or simply C)
the family of all critical sets for F.
N. Caspard, B. Monjardet / Discrete Applied Mathematics 127 (2003) 241–269 259
Example 43. Let F={∅; 1; 2; 3; 4; 12; 13; 45; 234; 12345} be the closure system on S=
{1; 2; 3; 4; 5} given in Example 5. The critical sets of F are the particular quasi-closed
sets 5; 23; 24; 34; 14 and 2345 (since among the three 12345-quasi-closed sets 14,145,
1234, only 14 is minimal) and the corresponding essential closed sets are 45, 234 and
12345.
Lemma 44. Let F be a closure system and C the family of all critical sets for
F. The set {(C; (C)): C ∈C} of ordered pairs of subsets of S satis>es the three
following conditions:
(1) ∀C ∈C; C ⊂ (C).
(2) ∀C; C′ ∈C; C ⊂ C′ implies (C) ⊂ C′.
(3) ∀C; C′ ∈C; C ⊂ (C′) implies (C) ⊆ (C′).
Proof. Since  is a closure operator and since a critical set is not closed Conditions
(1) and (3) are obvious. Since a critical set is not closed and two F-critical sets are
incomparable, C ⊂ C′ implies (C) ⊂ (C′) and C′ quasi-closed implies (C) ⊂ C′,
then we get Condition 2.
Remark 45. Caspard [14] has proved that Conditions (1–3) of the above lemma are
suPcient for a set {(Ai; Bi)} of ordered pairs of subsets of S to be the set of all ordered
pairs {(C; (C)): C ∈C} for a closure system. So such a set of ordered pairs provides
another cryptomorphic version of closure systems. A similar result has been given in
[11] (1987, Theorem 2) where is characterized the (bigger) family HF of all ordered
pairs (Q;(Q)) with Q quasi-closed set of the closure system F.
Denition 46. Let F be a closure system and C the family of all critical sets for F.
The set BC = {FC;(C), C ∈C} is called the canonical basis of F.
In other words BC is the set of all FC;F such that C is a F-critical set for a closed
set F of F. We shall &rst show that BC is a ∩-basis of F by implicational closure
systems FA;B (Theorem 47). Then we shall justify the term canonical by showing that
this ∩-basis is minimum and that any other minimum ∩-basis of F (by the FA;B’s)
can be obtained from it (Theorem 51).
Theorem 47 (Guigues and Duquenne [36]). Let F be a closure system and C the
set of all critical sets for F. The canonical basis BC = {FC;(C): C ∈C} is a
∩-basis of F by implicational closure systems FA;B (in the lattice K of closure
systems).
Proof. We &rst prove that BC is an ∩-representation of the closure system F by
families FA;B, i.e. we prove that F=
⋂
BC.
According to Lemma 21 (Section 3.1) we have F ⊆ FC;(C) for any critical set
C. So F ⊆ ⋂BC. Let now X be an element of
⋂
BC. So any critical set C satis&es
C * X or (C)− C ⊆ X . We claim that X is an element of F.
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If otherwise let Q be a minimal counterexample, i.e. Q∈⋂BC; Q ∈F and for any
Y ⊂ Q, Y ∈⋂BC implies Y ∈F.
In order to get a contradiction it suPces to show that Q is quasi-closed. Indeed in
this case there exists C critical for F, C ⊆ Q with Q ⊂ (C) = (Q) and obviously
Q ∈FC;(C) a contradiction.
By Lemma 41 in order to prove that Q is quasi-closed, we must prove that Y ⊂ Q
implies (Y ) =(Q) or (Y ) ⊂ Q. Let Y be contained in Q, and consider a minimal
Z such that Y ⊆ Z ⊆ S and Z ∈⋂BC. Since Q∈
⋂
BC then Z ⊆ Q. (Y )∈F, so
(Y )∈⋂BC, which implies Z ⊆ (Y ) and (Z) ⊆ (Y ).
Z = Q implies (Q) = (Z) ⊆ (Y ) ⊆ (Q), so (Y ) = (Q).
Z ⊂ Q and Z ∈⋂BF imply Z = (Z) by the minimality assumption on Q and so
(Y ) ⊆ (Z) = Z ⊂ Q. Finally we have proved that Q is quasi-closed which is the
contradiction needed to prove that BC is an ∩-representation of F.
We now prove that BC is a ∩-basis of F.
Let FC;(C) be an element of BC and let us consider the set B=BC −{FC;(C)}.
Since F ⊆ ⋂B we shall prove that F ⊂ ⋂B if we prove C ∈⋂B. Let C′ be a
diHerent critical set. If C′ * C then C ∈FC′ ;(C′). If C′ ⊂ C then Property 2. of
Lemma 44 implies (C′) ⊂ C. Then in all cases C ∈FC′ ;(C′) and C ∈
⋂
B.
This theorem shows that the set BC = {FC;(C): C critical set of F} is a ∩-basis
(by families FA;B) of the closure system F. We still have to check that it is canonical
(in the sense given just before De&nition 38). To do so we need the following:
Proposition 48. Let F be a closure system and QF the set of all quasi-closed sets
of F. The following holds:
(1) F+ QF is a closure system.
(2) If  is the closure operator associated with F, the closure operator 1 associated
with the closure system (F+ QF) is given by
∀A ⊆ S; 1(A) =
⋃
n¿1
2n(A);
where 2(A) = A ∪⋃{(X ): X ⊂ A and (X ) ⊂ (A)}.
(3) 16 and 1 = .
Proof. (1) Since the intersection of a quasi-closed set Q with a closed set F belongs to
F+{Q}, we just have to prove that Q1; Q2 ∈QF implies Q1∩Q2 ∈ (F+QF). Assume
that Q1 ∩Q2 ∈F and prove that Q1 ∩Q2 ∈QF (i.e. Q1 ∩Q2 ∩F ∈F∪ {Q1 ∩Q2} for
every F ∈F. Let F ∈F and assume Q1∩Q2 * F . Then Q1∩F = Q1 and Q2∩F = Q2.
So Q1 ∩ F = F1 ∈F and Q2 ∩ F = F2 ∈F. Then Q1 ∩ Q2 ∩ F = F1 ∩ F2 ∈F. So in
any case (Q1 ∩ Q2 ∩ F)∈ (F+ {Q1 ∩ Q2}) and Q1 ∩ Q2 ∈ (F+ QF).
(2) It is clear that the map 2 is isotone and extensive. Then a classical (and easy)
result implies that 1=
⋃
n¿1 2
n is a closure operator and A is closed for 1 if and only
if 2(A) ⊆ A. So A=1(A) if and only if (X ) ⊂ A for every X ⊂ A with (X ) ⊂ (A),
and if and only if A is closed or quasi-closed (see Lemma 41).
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(3) Since every closed set of  is a closed set of 1, 16 is immediate. Moreover
for every X ⊆ S, (X ) ⊆ (1(X )) ⊆ ((X )) = (X ). Hence (1(X )) = (X ) for
every X ⊆ S and 1 = .
Remark 49. It is also easy to prove that F+ CF is a closure system [32].
Denition 50 (Guigues and Duquenne [36]). The closure operator 1 de&ned in
Proposition 48 is called the saturation operator. A closed set of 1 (i.e. a closed
or quasi-closed set of ) is called a saturated element of 1 and for such an element Z
we set Z1 = {A ⊆ Z : 1(A) = Z}.
Theorem 51. Let F be a closure system on S, CF the set of critical sets of F and
A a family of subsets of S. We set BA={FA;(A): A∈A}. The following conditions
are equivalent:
(1) The set BA is a ∩-representation of F.
(2) For every C ∈CF there exists A∈A such that A ⊆ 1(A) = C.
Proof. (1)⇒ (2): BA is a ∩-representation of F means that F=
⋂{FA;(A): A∈A}.
Assume there exists C ∈CF such that 1(A) = C for all A∈A (which implies A =
C). We are going to show that C ∈FA;(A) for all A∈A, hence C ∈F, which is
a contradiction. If A * C, by de&nition of FA;(A), C ∈FA;(A). If A ⊆ C (i.e. if
A ⊂ C) we have 1(A) ⊂ 1(C) = C (by hypothesis) and (A) ⊆ (C). The equality
(A) = (C) is impossible (indeed it would lead to 1(A) ⊂ C ⊂ (C) = (A) and
C would be a non-minimal quasi-closed set in C which is impossible since C is a
critical set of ). So we have (A) ⊂ (C). But on the other hand C is a critical set
such that A ⊂ C. So (A) ⊂ (C) implies (A) ⊂ C and &nally C ∈FA;(A).
(2)⇒ (1). Let A∈A. So there exists a critical set C of F satisfying 1(A)=C. This
implies A ⊆ 1(A) = C ⊂ (C) = (1(A)) = (A). Thus (Proposition 20, Section 3.1)
FA;(A) ⊆ FC;(C). Finally F ⊆
⋂{FA;(A); A∈A} ⊆
⋂{FC;(C); C ∈CF} =F
that is to say F=
⋂{FA;(A); A∈A}.
Consequently, any ∩-representation of a closure system F has at least as many
elements as the number of critical sets of F and one gets the following result.
Corollary 52. Let F be a closure system on S. Its canonical basis BC = {FC;(C):
C ∈CF} is a minimum ∩-basis (by implicational closure systems FA;B). The cardi-
nality of a minimum ∩-basis of F is |CF| and every other such ∩-basis is obtained
from BC by replacing in CF any subset {C1; : : : ; Cp} of CF by the subset {A1; : : : ; Ap}
where Ai ⊆ 1(Ai) = Ci for i = 1; : : : ; p.
Remark 53. (1) The results presented in this section have been obtained in the cryp-
tomorphic language of implicational basis (see Section 5) by several authors, &rst
independently by Guigues and Duquenne [36] for data analysis and by Maier [47] for
relational databases, then (in particular) by Ganter [32], Wild [71] and (in a more
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abstract context) by Day [18]. Notice also that our Theorem 47 above is Corollary
3.7 in [21] and that an obvious corollary of this same theorem is that the family of
quasi-closed sets of a closure system is a ∩-representation of this closure system which
is the same that Theorem 1 in [11]. Since each of these authors uses diHerent terms or
the same term in a diHerent sense we give here these diHerent terminologies. The term
saturated set used here is taken from Guigues and Duquenne, whereas Ganter uses
the term quasi-closed set. Our quasi-closed set is called node or saturated gap (resp.
quasi-closed set and crucial set) by Guigues and Duquenne (resp. Wild and Day). Our
critical set is called minimal node or minimal saturated gap (resp. pseudo-closed set,
critical set and pseudo-intent) by Guigues and Duquenne (resp. Ganter or Wild, Day,
and Ganter and Wille).
(2) Using Theorem 47 it is easy to prove the following recursive characterization of
critical sets: a non closed set C is a critical set for F if F(C′) ⊆ C for every critical
set C′ ⊂ C. Conversely if one takes as de&nition of a critical set this characterization
it is easy to prove Theorem 47. This last approach is followed in [34].
(3) Duquenne [26,28] has developed the lattice theoretic version of Theorem 47 that
is to say the theory of the representation of a lattice by &lters of its meet-core (theory
generalizing the classical BirkhoH representation theory of distributive lattices by ideals
of the poset of its join-irreducible elements).
5. The dual lattice D of implicational systems
As already said the notions of closure system or of closure operator are also cryp-
tomorphic with notions concerning implications. This equivalence is fundamental since
the concept of implication is a fundamental logical concept used in a quantity of &elds
from data analysis to relational data bases and knowledge systems.
A common problem in these &elds is to &nd minimum systems of implications al-
lowing to get all implications existing between some entities. And indeed the results
on the canonical ∩-basis of a closure system presented above are translations of results
obtained to solve this problem of minimum systems of implications, e.g. [36,47]. This
fact will become obvious once we will have precisely de&ned the notion of implica-
tional system and described its correspondence with the notions of closure system and
closure operator. So we begin with some de&nitions.
Denition 54. Let S be a &nite set. An implicational system
∑
on S is any binary
relation on P(S):
∑ ⊆ P(S) × P(S). If (A; B)∈∑, we write A →3 B or simply
A→ B. We then say that A implies B or that A→ B is an implication (of ∑).
A full implicational system on S is an implicational system satisfying the three
following properties:
(1) ∀A; B; C ⊆ S; A→ B and B→ C imply A→ C.
(2) A ⊇ B implies A→ B.
(3) ∀A; B; C; D ⊆ S, A→ B and C → D imply A ∪ C → B ∪ D.
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Remark 55. (1) In the theory of relational databases [47,21] an implication (resp. an
implicational system, a full implicational system) is called a dependency or a functional
dependency (FD), (resp. a family of functional dependencies or a relation database
scheme, a full family of functional dependencies). In formal concept analysis a full
implicational system is called a closed family of implications [34] or an implicational
theory [33]. In the theory of knowledge structures [23] and in logic [51], a full impli-
cational system is called an entail relation.
(2) We de&ne here full implicational systems by the three above axioms which form
a minimal system of axioms. A non-minimal equivalent system of axioms consists in
saying that
∑
is a preorder, compatible with the order ⊇ and ∪-stable. There are many
equivalent axiomatic characterizations of such systems. in particular one could use the
following property of full implicational systems:
∀A′ ⊇ A and B′ ⊆ B; A→ B implies A′ → B′:
(3) Instead of full implicational systems de&ned as binary relations on P(S) one can
also use cryptomorphic implicational systems de&ned as subsets of P(S)× S (see e.g.
Doignon and Falmagne [23] who call one of these systems an entailment).
Denition 56. We set the following de&nitions:
(1) An implication A→ B is said proper (resp. trivial) if A ∩ B= ∅ (resp. B ⊆ A).
(2) Let A ⊂ S. We note CA the full implicational system given by CA = {X →
Y : (X * A and Y ⊆ S) or (X ⊆ S and Y ⊆ A)} (it is easy to check that CA is
a full implicational system).
(3) Let A; B ⊂ S with A∩B= ∅. We denote by [A→ B] the full implicational system
the only proper implication of which is A→ B.
Note that a full implicational system is given by its proper implications (since A→ B
with A ∩ B = ∅ is obtained from A→ A ∩ B and A→ B− A).
Let D be the set of all full implicational systems on S. Since P2(S) (=P(S)×P(S))
is such a full implicational system and (clearly) the set intersection of two full im-
plicational systems is a full implicational system, D is a closure system on P2(S).
So for every implicational system
∑
there exists a least full implicational system
containing
∑
. We denote it by
∑
and we say that
∑
is a generating system for∑
. An implication X → Y ∈∑ is called a consequence of ∑ and is also de-
noted by
∑ |= (X → Y ). Since D is a closure system (D;⊆) is a lattice. We
are going to show that this lattice is anti-isomorphic to the lattice K of closure
systems on S (and so isomorphic to the lattice  of all closure operators
on S).
To do so we use the notion of Galois connection between lattices (see footnote 2).
It is very easy (and left to the reader) to prove the following result:
Theorem 57. (1) The two following maps de>ne a Galois connection between the
lattice P[P(S)] of all families on S and the lattice P[P2(S)] of all implicational
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systems on S (i.e. the binary relations on P(S)):
• for a family F of subsets of S, ∑F is the implicational system de>ned by
X → Y ∈
∑
F
if FX ⊆FY ; with FX = {F ∈F: X ⊆ F};
• for ∑ implicational system on S, F3 is the family on S de>ned by F ∈F3 if
[∀X → Y ∈∑; X ⊆ F implies Y ⊆ F].
(2) The two dual lattices associated with this Galois connection are the lattice K
of all closure systems on S and the lattice D of all full implicational systems on
S. In particular F3F =F is the least closure system containing the family F and∑
F3
=
∑
is the least full implicational system containing the implicational system∑
.
Corollary 58. The lattice D of all full implicational systems on P(S) is a lattice
isomorphic to the lattice  of all closure operators on S. This isomorphism is given
by
∑ → 3, with 3(A) =
⋃{x∈ S; A → x∈∑}. Its inverse is given by  →∑
={(X; Y )∈P2(S) : Y ⊆ (X )}.
The lattice D is coatomistic, upper bounded, meet-semidistributive, upper locally
distributive, upper semidistributive and ranked. Its coatoms are the full implicational
systems CA = {X → Y; X * A or Y ⊆ A} (A ⊂ S). Its join-irreducible elements are
the full implicational systems [A→ i] with A ⊂ S and i ∈ A.
Remark 59. (1) In (for instance) formal concept analysis one says that a subset F of
S respects the implication X → Y (resp. the implicational system ∑) if F ∈FX;Y ,
i.e. if X ⊆ F implies Y ⊆ F (resp. F ∈FX;Y for every X → Y in
∑
). Then the
family of subsets respecting
∑
is the closure system F3. Conversely, one says that
the implication X → Y holds for a subset F (resp. a family F of subsets) of S if
F respects X → Y (resp. every F ∈F respects X → Y ). Then the full family of
implications respecting F is the full implicational system
∑
F and if  is the closure
operator associated with F, it is given by X → Y if Y ⊆ (X ).
(2) The above duality between the lattice K of closure systems and the lattice D of
full implicational systems generalizes the well-known BirkhoH duality between the lat-
tice T of topologies and the lattice P of preorders (see [7]). It has been independently
introduced by Doignon and Koppen [24] (they use families closed by union instead
of closure systems) and Muller [59] (see also [10]). Beforehand as soon as 1974,
Armstrong [4] had shown the bijection between closure systems and full implicational
systems. This last correspondence also appears in [66] (according to Malishevski [48]),
and is related to works in logics (in particular by Tarski and Scott) on the notion of
“consequence”. In a more abstract context Day [18] shows the same bijection between
closure systems and what he calls implication (or Armstrong or FD-) systems. This
bijection is generalized on in&nite sets by the bijection between “information systems”
and “algebraic ∩-structures” (see [16, Chapter 3]).
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Denition 60. Let
∑
be a full implicational system. An implicational system
∑′ is a
basis for
∑
if
∑′ =
∑
and (
∑′−(X → Y )) ⊂∑, for every X → Y in ∑′. A basis∑′ is minimum if |∑′ | is minimum (among all bases).
In other words a basis of the full implicational system
∑
is a system of implications
generating all the implications of
∑
and minimal for this property. Now the equality∑′ =
∑
is equivalent to the equality
∑
=
∨{[A → B]; A → B proper implication of∑} in the lattice D of all full implicational systems. Then a basis for ∑ is a join-basis
in the lattice D, i.e. a minimal set of proper full implicational systems [A→ B] whose
join is
∑
. Since K and D are dual lattices we can translate to D all results known
on K. We use another de&nition.
Denition 61. Let
∑
be a full implicational system and F3 its associated closure
system. An implication X → Y is called ∑-critical if X is a critical set for F3 and
Y = 3(X )− X (with 3 the closure operator associated with F3).
Theorem 62 (Guigues and Duquenne [36]). Let
∑
be a full implicational system.
The set of all
∑
-critical implications is a minimum basis for
∑
. Moreover any
minimum basis for
∑
is obtained from this minimum basis.
This theorem, translation of Theorem 47, justi&es the term canonical basis of
∑
(or
of the associated closure operator 3) for the set of all
∑
-critical implications. Other
minimum bases for
∑
are obtained from the canonical bases analogously to Corollary
52.
Example 63. The canonical basis expressed in terms of implications of the closure
system F= {∅; 1; 2; 3; 4; 12; 13; 45; 234; 12; 345} of Example 5 is the following:
{5→ 4; 14→ 235; 23→ 4; 24→ 3; 34→ 2; 2345→ 1}:
In other words the only data of these 6 implications allows us to reconstruct F (or
the corresponding closure operator F): one can check that F ∈F if and only if for
any of the above implications X → Y and for all X ⊆ F one has Y ⊆ F .
Remark 64. (1) In the domain of relational databases a generating system (resp. a
basis, a minimum basis) of the full implicational system
∑
is called a cover (resp. a
non-redundant cover, a minimum cover). Here other minimum basis diHerent from the
canonical basis can be interesting (for instance the “optimal” basis B i.e. the basis B
that minimizes the sum
∑
(|X |+ |Y |) for X → Y ∈B, see e.g. [71,72]).
(2) The result of this section shows that one can study closure systems (or closure
operators) by means of the study of their implicational (not necessarily canonical)
bases. Then it is interesting to ask how these bases can reSect the fact that a closure
operator satis&es properties like for example the exchange or anti-exchange properties.
One can &nd answers to some of these questions or to equivalent questions raised on
the core of a lattice in [71,21,28]. Conversely one can wonder which conditions on
closure operators are implied by conditions on implicational systems and in particular
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by the so-called normal forms in relational databases theory (see [21]). One just gives
an example: an implicational system is “in the Boyce–Codd normal form” if and only
if the corresponding closure system F is a ∨-distributive element of the lattice K i.e.
if equivalently F− S is an ideal of 2S (see Section 3.3, Proposition 33).
6. Conclusions
We have given in this paper the main properties of the lattice K of closure sys-
tems de&ned on a set S. Then we also get the main properties of the dual lattices 
and D of closure operators and full implicational systems de&ned on S. The theory of
∩-representations of closure systems in the lattice M is fundamental since it allows to
represent any closure operator or implicational system by a minimum set of implica-
tions. In several domains like lattice theoretic and conceptual data analysis, knowledge
spaces theory, relational data bases, such representations play prominent roles. Since
these domains have often independently developed their own tools and results (that
could be translated from one to any another) it would be interesting to compare them
more carefully. This paper is a step in this direction by providing a common language 3
(another example of such a step is in [65]). We intend to do further steps in the future
and to present other topics not dealt with here: study of sublattices or subsemilattices
of K, algorithmic aspects (see for instance [72]), links to mathematical theories in
social sciences (choice functions, see for instance [55], consensus theory) and so on.
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It is obvious that the extents of the formal context (G;M; I) are precisely the closure systems on S and
that the intents are closely related to the full implicational systems. This immediately gives that the concept
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