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Computational fluid dynamics (CFD) has been widely applied to simulate turbulent flows in an urban 
environment. The two basic methodologies in CFD that have been applied here are a Reynolds-
averaged Navier-Stokes (RANS) modeling and a large-eddy simulation (LES). The nature of the flow 
in a built-up urban area consisting of an arbitrary aggregation of buildings is dominated by unsteady 
large-scale turbulent structures. Recognizing that RANS is unable to correctly capture these turbulent 
structures while LES is associated with high computational costs, a hybrid RANS/LES methodology 
that combines the computational efficiency of RANS with the predictive accuracy of LES can be a 
promising simulation approach for the application to urban flows. 
 
In the non-zonal approach of hybrid RANS/LES methodology, a single generalized turbulence model 
is used in the entire computational domain. This model can function as a RANS turbulence closure 
model or as a LES subgrid scale model, depending on the local grid resolution or flow properties. A 
variant of non-zonal approaches, referred as partially resolved numerical simulation (PRNS) in this 
study, obtains the generalized turbulence model from the rescaling of a conventional RANS model 
through the incorporation of a resolution control function (FR). The resolution control function FR is 
used to characterize the degree of modeling required to represent the unresolved scales of motion. 
 
A new generalized functional form for FR in PRNS is proposed in this thesis. The predictive 
performance of PRNS is compared with unsteady RANS (URANS) and LES computations, for a 
plane channel flow, and for fully-developed and developing flows over a matrix of cubes resembling 
a group of buildings. It is demonstrated that PRNS behaves similarly to LES, in terms of the 
predictions of the mean flow and turbulence, but outperforms URANS in general. This indicates 
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Owing to increasing urbanization and concern of an accidental or deliberate release of a hazardous 
material in an urban (built-up) environment, the understanding of the wind flow and pollutant 
dispersion in an urban area is gaining importance. The main approaches to study the wind flow and 
contaminant transport in an urban environment include field measurements, laboratory experiments, 
and numerical simulations using computational fluid dynamics (CFD). Field and laboratory 
experiments can provide valuable information on flow characteristics and pollutant distributions by 
measurements and flow visualization, but the cost to conduct these experiments is expensive. With 
the rapid development of numerical methods and advancements in computer technology, CFD has 
been widely used to study urban flow and dispersion. The common methodologies in CFD include 
direct numerical simulation (DNS), large eddy simulation (LES), and Reynolds-averaged Navier-
Stokes (RANS) simulation. Each simulation approach has its own advantages and weaknesses. 
 
DNS resolves all the scales of motion from the energetic large scales to the dissipative small scales 
directly, without requiring any modeling. In consequence, of the three methodologies for CFD cited 
above, DNS is expected to provide the most accurate predictions of the flow. However, the associated 
computational cost of DNS is extremely high. Ferziger and Peric (2002) reported that the number of 
grid points required to simulate a three-dimensional turbulent flow in DNS is proportional to 9 4ReL , 
where ReL is the Reynolds number based on the integral scales of the flow. Because the transport 
equations in DNS necessarily requires a time-stepping for the local tendency term and the time step is 
related to the grid size, the total computational cost for DNS actually scales as 3ReL . This rapid 
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increase of computational effort with ReL prohibits the application of DNS to high Reynolds number 
flows. 
 
The RANS approach corresponds to the opposite end of the computational complexity spectrum. In 
this approach, only the time- (or ensemble-) averaged flow properties are resolved with all other 
scales of motion being modeled. The computational cost of RANS is independent of the Reynolds 
number, except for wall-bounded flows where the number of grid points required in the near-wall 
region is proportional to ln(ReL) [Pope, 2000]. Because of its computational efficiency, RANS is the 
most commonly used CFD methodology for the simulation of turbulent flows encountered in 
industrial and engineering applications. However, the RANS approach can perform poorly in the 
prediction of the features in complex flows (e.g., bluff body flows) which tend to be dominated by 
coherent large-eddy structures. Because most turbulence models used in RANS are empirically tuned 
to optimize their performance in simple and thin shear flows where the mean pressure gradient and 
mean streamline curvature are small, RANS is generally unable to capture correctly the geometry-
dependent large eddies in many complex flows. 
 
The basic idea of LES is to resolve only the large-scale motions in a turbulent flow and model the 
small-scale (unresolved) motions. The latter scales of motion are expected to be more universal and, 
hence, easier to model as a consequence. In principle, LES is expected to be more accurate than 
RANS because the large-scale motions are explicitly resolved. Unfortunately, the application of LES 
to wall-bounded flows, particularly at high Reynolds numbers, is severely restricted owing to the grid 
resolution requirements for LES to resolve the viscous small-scale motions near the wall. Chapman 
(1979) estimated that the number of grid points needed for LES to resolve these near-wall small-scale 
motions is approximately proportional to 1.8ReL . 
 
In order to reduce the significant computational cost of near-wall resolved LES, while improving on 
predictive accuracy of RANS over a broad range of turbulent flows, an alternative that has been 
proposed is the use of a hybrid RANS/LES methodology. The concept underlying this methodology 
is to combine the computational efficiency of RANS for modeling the flow in the near-wall regions, 
with the predictive accuracy of LES for simulating the large-scale turbulent flow structures in regions 
away from the walls (or, any other solid surfaces). 
 
A built-up (urban) environment consists of an arbitrary aggregation of buildings and other obstacles. 
The interaction of the flow with these rough elements makes the flow structures in an urban area very 
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complex. The flow phenomena can include impingement, recirculation, separation and reattachment. 
These complex urban geometries can result in large spatial variations in turbulence length and time 
scales that can impose severe restrictions on both the time step and grid resolution required in a 
numerical simulation. Therefore, most numerical investigations of urban flows are focused on 
modeling the flow and dispersion in a street canyon (the basic geometric unit of an urban canopy) or 
an array of obstacles with simple geometry. These simplified geometric configurations are ideal for 
fundamental studies of the physical processes (e.g., exchanges of momentum, heat and mass) that 
occur around the buildings and the flow within and above them. 
  
RANS approaches have been widely used to study factors that affect the flow patterns and pollutant 
transport in a street canyon, including the building-height-to-street-width ratio (e.g., Hunter et al., 
1992; Baik and Kim, 1999), wind direction (e.g., Kim and Baik, 2004), and thermal effect (e.g., Sini 
et al., 1996; Kim and Baik, 1999). However, many of RANS studies were performed on a two-
dimensional street canyon (i.e., the length of the street in the spanwise direction was assumed 
infinitely long), for which the turbulent transport in the spanwise direction is not important. Several 
LES studies (e.g., Liu and Barth, 2002; Walton and Cheng, 2002; Liu et al., 2004) have been applied 
to study flow and dispersion in a more realistic three-dimensional street canyon. In these LES 
computations, periodic conditions for the flow field were applied in both the streamwise and spanwise 
directions of the canyon. As a result, the flow was essentially fully-developed (viz., reached 
streamwise equilibrium) within the street canyon in these LES studies. 
 
In comparison to the street canyon flow, developing flow over an array of obstacles better resembles 
the urban flow in a more realistic setting (e.g., real cityscape). However, the associated computational 
cost to simulate a developing flow over an obstacle array is significantly greater than that for a fully-
developed flow in a street canyon. Most numerical studies for a developing flow over a group of 
obstacles were performed using RANS (e.g., Lien and Yee, 2004; Hsieh et al., 2007a; Santiago et al., 
2007) due to its relatively low computational cost. In contrast, only a few LES studies of the 
developing flow in an obstacle array were conducted (e.g., Hanna et al., 2002; Shi et al., 2008) owing 
to the high computational cost. 
 
The complex nature of flow in a built-up area is dominated by unsteady large-scale turbulent 
structures. The recognition, that RANS is unable to accurately capture these flow structures and that 
LES is computationally expensive, provides the motivation for the investigation of a hybrid 
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RANS/LES simulation approach. It is hoped that this approach can be used to predict the complex 
turbulent flow in an urban environment, with a reasonable computational efficiency. 
 
1.2 Hybrid Numerical Simulation Approaches 
Hybrid RANS/LES is a relatively new flow simulation methodology, and generally it can be 
classified into two major categories: namely, zonal and non-zonal approaches. In the zonal approach, 
the computational domain is divided into distinct RANS and LES zones, in which conventional eddy-
viscosity-type RANS and subgrid scale (SGS) turbulence models are used in the RANS and LES 
zones, respectively. For example, Davidson and Peng (2003) used a two-equation k-ω turbulence 
model (where k and ω denote the turbulence kinetic energy and specific dissipation rate with 
dimension of inverse time, respectively) in the RANS zone and a one-equation k-l SGS model (where 
l denotes a turbulence length scale) in the LES zone. Alternatively, Tucker and Davidson (2004) 
adopted one-equation k-l RANS and SGS models in the RANS and LES regions, respectively. Other 
variants of RANS/SGS turbulence models applied in the RANS/LES zones have also been 
investigated (e.g., Hamba, 2003; Temmerman et al., 2005; Larsson et al., 2007). 
 
The RANS and LES solutions are coupled through the interface between these two zones, where 
information on the flow is exchanged (two-way interaction). The interface location that separates the 
two zones can be explicitly specified by a given wall-normal distance (e.g., Davidson and Peng, 2003; 
Temmerman et al., 2005) or dynamically determined based on the RANS and LES turbulence length 
scales (Tucker and Davidson, 2004). In the latter approach, the location is chosen as the minimum of 
the RANS length scale (an integral length scale) and the LES length scale (a grid spacing). 
 
Owing to the different averaging procedures used in the RANS (statistical averaging) and LES 
(spatial filtering) regions, which give considerably different spectral properties in the RANS and LES 
solutions, there is an incompatibility of the flow properties around the modeling interface in the zonal 
approach. A good example of the effect of this incompatibility on the prediction of the flow can be 
found in the simulation of a plane channel flow, where a non-physical buffer layer appears in the 
vicinity of the modeling interface between the RANS and LES regions. While the resolved RANS 
and LES turbulence are comparable at the interface, the RANS model provides a much larger 
modeled turbulence than LES. This yields a larger total (resolved plus modeled) turbulence in the 
RANS zone than in the LES region, and can result in unphysical discontinuities in the flow quantities 
(e.g., velocities or eddy viscosities) across the interface. For example, both Davidson and Peng (2003) 
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and Hamba (2003) observed a kink in the mean streamwise velocity profile around the modeling 
interface in the simulation of a plane channel flow, in spite of the fact that these investigators used 
different turbulence closures in the RANS regions. This suggests that the observed kink in the mean 
velocity profile is independent of the turbulence closure scheme adopted for the simulation. Several 
strategies have been proposed to circumvent the velocity shift problem. Temmerman et al. (2005) 
damped the modeled RANS turbulence in the vicinity of interface to reduce the total turbulence in the 
RANS zone. Another remedy is to introduce forcing to increase the resolved turbulence around the 
interface. The forcing can be obtained either from a stochastic backscatter model (Piomelli et al., 
2003), or from turbulent fluctuations obtained from synthetic turbulence (Batten et al., 2004; 
Davidson and Billson, 2006) or extracted from a reference DNS or LES database of a fully-developed 
channel flow (Davidson and Dahlstrom, 2005; Larsson et al., 2007). 
 
In the non-zonal approach, a single generalized turbulence model is used in the entire computational 
domain. This approach offers a unified simulation framework that spans the continuous spectrum of 
flow modeling/simulation schemes from RANS to LES (and even DNS). In these schemes, the 
generalized turbulence model can function as a RANS turbulence closure model or as a LES SGS 
model, depending on the local grid resolution or flow properties. From a theoretical point of view, the 
unified modeling approach can be achieved in principle by applying a temporal filter to the Navier-
Stokes equations in the manner suggested by Liu and Shih (2006). The “width” of this temporal filter 
defines explicitly which scales of the turbulent flow motion are resolved. Depending on the width of 
the temporal filter (or, equivalently, cutoff frequency) imposed on the Navier-Stokes equations, the 
velocities obtained from the simulation can be interpreted as a statistical average as in RANS, as 
partially resolved large-scale velocity fluctuations as in LES, or as fully resolved (instantaneous) 
velocity fluctuations as in DNS. Since there is no zonal interface in this approach, the flow properties 
across the entire computational domain are continuous everywhere. 
 
A well-known example of the non-zonal approach is the detached-eddy simulation (DES) introduced 
by Spalart et al. (1997). In the original DES formulation, the one-equation Spalart-Allmaras (SA) 
model (Spalart and Allmaras, 1994) for the turbulent viscosity was used. Here, the SA model (which 
was designed originally for aerodynamic flows) is utilized in such a way that it behaves as a SGS 
model when the model length scale switches from the use of a wall-normal distance (RANS length 
scale) to a grid spacing (LES length scale). In general, DES can be formulated with any RANS 
model, simply by modifying the turbulence length scale used in the RANS model. For example, 
Strelets (2001) modified the length scale used in the modeling of the viscous dissipation term of the k-
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equation to give a DES based on the k-ω turbulence model. Successful applications of DES to various 
massively separated flows (e.g., airfoil at high angles of attack and flow over a circular cylinder) were 
reported by Strelets (2001) and Squires et al. (2002). However, when Nikitin et al. (2000) and 
Piomelli et al. (2003) used DES (based on the SA model) to simulate plane channel flow, they found 
that DES produced a non-physical buffer layer, similar to that observed in the zonal approach, but 
there was no kink in the mean streamwise velocity profile in these DES results. 
 
In another type of non-zonal approach, a generalized turbulence model is obtained by rescaling a 
conventional RANS model through the introduction of a resolution control function FR. Since RANS 
and LES have the same form of averaged or filtered transport equations, the unknown turbulent stress 
tensor τij in the filtered momentum equation can be modeled as RANSij R ijFτ τ= , where 
RANS
ijτ  is the 
modeled Reynolds stress tensor available from a RANS model. The role of FR is to characterize the 
degree of modeling required to represent the unresolved scales of turbulent flow motion. A constraint 
on FR is that its value must be confined to lie in the range between zero and one. The generalized 
turbulence model behaves as a RANS model when FR → 1, in the sense that all scales of motion of 
the turbulence are modeled in this case. Alternatively, when FR → 0, the generalized turbulence 
model vanishes and the simulation behaves as DNS in the sense that all scales of the turbulent flow 
motion are resolved explicitly. In between these two limits, the generalized turbulence model behaves 
as a LES-type subscale stress model in the sense that only the scales of turbulent flow motion smaller 
than the filter width are modeled. This approach was first introduced by Speziale (1998a), and has 
been modified and generalized in the form of the flow simulation methodology (FSM) advocated by 
Fasel et al. (2002), the limited numerical scales (LNS) approach proposed by Batten et al. (2004), and 
the partially resolved numerical simulation (PRNS) scheme introduced by Liu and Shih (2006). The 
main difference between these strategies lies in the different formulations for FR. In this thesis, the 
acronym PRNS introduced by Liu and Shih (2006) will be used to refer these similar strategies. 
 
While any RANS model can be used in PRNS, a more sophisticated RANS model is usually required 
to better predict τij in complex turbulent flows. For example, Speziale (1998a) used an explicit 
algebraic stress model to study a flat-plate boundary layer at zero pressure gradient and a transonic 
flow over a swept wing, whereas Batten et al. (2004) adopted a non-linear k-ε turbulence model 
(where ε is the dissipation rate of k) to investigate a plane channel flow. Similarly, Hsieh et al. 
(2007b) and Lien et al. (2008) used the standard k-ε turbulence model in their PRNS studies. Hsieh et 
al. (2007b) compared their PRNS results to the corresponding unsteady RANS (URANS) results for a 
 7
fully-developed flow over a wall-mounted matrix of cubes, and showed that PRNS generally 
outperformed URANS in terms of its predictive accuracy for the mean velocities and Reynolds 
stresses. Lien et al. (2008) also demonstrated better performance of PRNS over URANS for the 
prediction of the mean wind-speed and wind-direction in an urban environment. 
 
1.3 Study Objective 
A new generalized functional form for FR in PRNS is proposed in this thesis. The main objective of 
this study is to validate and assess the predictive performance of this proposed functional form in 
PRNS over a variety of turbulent flows pertinent to flows in an urban environment. The numerical 
predictions of PRNS for these flows will also be compared to those of URANS and LES, in order to 
evaluate the capability and accuracy of PRNS against other (more conventional) simulation 
approaches. 
 
Three benchmark test cases are considered in this thesis. The first two cases are fully-developed wall-
bounded turbulent flows; namely, plane channel flow (attached flow) and flow over a wall-mounted 
matrix of cubes in a plane channel (separated flow). These fully-developed flows are useful for the 
validation of PRNS, because streamwise and spanwise periodic conditions can be applied in the 
numerical computation, eliminating the need to specify appropriate inflow, outflow and lateral 
boundary conditions for the problem. The third case is a developing flow over a matrix of cubes, 
which mimics the flow in an urban area. 
 
1.4 Thesis Outline 
Chapter 2 introduces the governing equations and the associated turbulence models used in the 
present research. The formulation of the newly proposed FR in PRNS and its implementation in the k-
ε model framework are also included in this chapter. Chapter 3 presents the numerical method and the 
boundary conditions used in the test problems investigated in this thesis. Chapters 4 to 6 describe the 
numerical results of PRNS, in comparison to other numerical predictions (i.e., URANS and LES 
predictions) and experimental measurements, in a plane channel flow (Chapter 4), a fully-developed 
flow over a matrix of cubes (Chapter 5), and a developing flow over a matrix of cubes (Chapter 6). 





The motion of fluid flow is governed by the Navier-Stokes equations. In order to reduce the 
computational cost associated with the numerical simulation of turbulent flows that have a wide range 
of scales of motion, a filter (or averaging operator) can be applied to the Navier-Stokes equations so 
that only the scales of interest are resolved. The turbulence closure problem arises as a result of the 
filtering procedure which gives rise to undetermined subscale turbulent stresses. These turbulent 
stresses (which cannot be explicitly resolved) must be modeled in order to close the filtered 
momentum equation. The description of filtering procedure and turbulence closure models commonly 
used in RANS, LES and PRNS are presented in this chapter. 
 
2.1 Governing Equations of Fluid Motion 
The governing equations of mass and momentum for an incompressible and neutrally-stratified flow 










 ( ) 1 ji ij i
j i j j i
uu upu u
t x x x x x
ν
ρ
⎡ ⎤⎛ ⎞∂∂ ∂∂ ∂ ∂
+ = − + +⎢ ⎥⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎢ ⎥⎝ ⎠⎣ ⎦
, (2.2) 
 
where ui is the instantaneous velocity component in the xi-direction; t is the time; p is the pressure; 
and, ρ and ν are the density and kinematic viscosity of the fluid, respectively. In this thesis, i = 1, 2, 
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and 3 represents the streamwise x, vertical (wall-normal) y, and spanwise z directions; xi = (x, y, z) 
and ui = (u, v, w). 
 
When a filtering (or averaging) operator is applied to an instantaneous flow variable φ, the variable 
can be decomposed as 
 
 φ φ φ′= + , (2.3) 
 
where φ  is the filtered (or averaged) component of φ that can be directly resolved, and φ′  is the 
departure of φ  from φ. Assuming that the filtering and differentiation operations commute, the 










 ( )1 2i j i ij ij
j i j
u pu u S
t x x x
ν τ
ρ
∂ ∂ ∂ ∂
+ = − + −
∂ ∂ ∂ ∂
, (2.5) 
 
where ( ) 2ij i j j iS u x u x= ∂ ∂ + ∂ ∂  is the filtered strain-rate tensor. The turbulent stress tensor τij is 
introduced due to the filtering procedure, resulting in more unknowns than there are equations. This is 
known as the turbulence closure problem. From a theoretical point of view, the specific filter applied 
to the Navier-Stokes equations defines the physical properties of the filtered flow variables. From a 
numerical simulation point of view, the model used for the turbulent stress tensor represents the 
effects of the unresolved scales of motion on the large-scale (filtered) momentum flux. 
 
2.2 Reynolds-Averaged Navier-Stokes Simulation 
The idea of Reynolds averaging is to decompose an instantaneous flow field into time- (or ensemble-) 
averaged mean velocity and fluctuating velocity fields. Accordingly, in the RANS approach only the 
mean flow properties are computed, whereas all scales of turbulent fluctuations are modeled. For 
statistically steady flows, φ in the RANS approach is averaged in time as 
 
 10









′ ′= ∫ , (2.6) 
 
where T is the averaging time interval which must be larger than the largest time scale of the 
fluctuations. For unsteady flows, φ in the unsteady RANS (URANS) approach is considered as 
ensemble average defined as 
 




i n iN n





= ∑ , (2.7) 
 
where N is the number of flow realizations. 
 
The turbulent stresses required for the closure of the Reynolds-averaged momentum equation, known 
as the Reynolds stresses ( i ju u′ ′ ), represent the mean momentum fluxes induced by the turbulence. The 
classical approach to model this term is to adopt the eddy viscosity concept originally proposed by 
Boussinesq (1877), which assumes a linear constitutive relationship between the turbulent stresses 





ij i j ij t iju u k Sτ δ ν′ ′≡ = − , (2.8) 
 
where iu′  is the turbulent fluctuating velocities, 2i ik u u′ ′≡  is the (total) turbulence kinetic energy, δij 
is the Kronecker delta, and νt is the eddy viscosity. Analogous to the effect of molecular viscosity in 
the molecular transport of momentum, the eddy viscosity characterizes the effect of turbulent eddies 
on the transfer and mixing of momentum. Based on dimensional analysis, the eddy viscosity can be 
estimated from a product of length scale (Lt) and velocity scale (Vt) of turbulent eddies as 
 
 ~t t tLVν . (2.9) 
 
There are three types of eddy viscosity models in general; namely, zero-equation, one-equation and 
two-equation models. The first two approaches rely on the prescription (or algebraic specification) of 




The most widely used turbulence closure for RANS is the two-equation k-ε model, where ε is the 
dissipation rate of k. Within the framework of the k-ε model, the turbulent length and velocity scales 
are estimated as 
 
 2 3~tL k ε , 
1 2~tV k , (2.10) 
 






= , (2.11) 
 
where Cμ is a closure constant. The transport equations for k and ε in the standard (high-Re) k-ε 
model are given by 
 
 tj k
j j k j
k ku k P




⎛ ⎞∂ ∂ ∂ ∂
+ = + −⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
, (2.12) 
 ( )1 2tj k
j j j
u C P C
t x x x k ε εε
νε ε εε ε
σ
⎛ ⎞∂ ∂ ∂ ∂
+ = + −⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
, (2.13) 
 
where 2RANSk ij i j t ij ijP u x S Sτ ν≡ − ∂ ∂ =  is the (modeled) production of turbulence kinetic energy. The 
closure coefficients in the standard k-ε model are given by (Launder and Spalding, 1974) 
 
 0.09Cμ = , 1.0kσ = , 1.3εσ = , 1 1.44Cε = , 2 1.92Cε = , (2.14) 
 
where these coefficients have been determined by a comprehensive data fitting over a wide range of 
canonical turbulent flows. For example, the production of turbulence energy in a simple turbulent 
shear flow is kP u v u y′ ′= − ∂ ∂ , where u y∂ ∂ is the mean velocity shear. Substituting tu v u yν′ ′ = − ∂ ∂  












Experimental measurements in many different shear flows showed that 0.3u v k′ ′ ≈  in equilibrium 
regions where 1kP ε ≈  (Townsend, 1980). This leads to the value of Cμ = 0.09 that is widely used in 
the various k-ε model variants. The standard k-ε model will be used for the URANS calculations in 
this thesis. 
 
2.3 Large Eddy Simulation 
The concept of LES is to resolve the large scales of motion in a turbulent flow that are geometry 
dependent, and to model the small scales of motion which are expected to be more universal. The 
equation of motion for the filtered velocity field computed in LES can be obtained by applying a low-
pass spatial filter to the Navier-Stokes equations, which results in the separation of the large and small 
scales of motion. A spatially-filtered large-scale flow variable is defined as 
 
 ( ) ( ) ( ), , ,i i i i ix t G x x x t dxφ φ′ ′ ′= − Δ∫ , (2.16) 
 
where the integration is applied over the entire flow domain, and ( ),i iG x x′− Δ  is the filter kernel with 
filter width Δ . If a top-hat spatial filter is used, Eq. (2.16) becomes 
 













Δ ∫ . (2.17) 
 
In most practical applications of LES performed using a finite-volume discretization method, an 
implicit filter (i.e., volume averaging) is applied in which the spatial filter width Δ  is related to the 
grid spacing used in the discretization of the computational flow domain. A common filter width is 
taken as ( )1 3x y zΔ = Δ Δ Δ , where Δx, Δy and Δz are the grid spacings in the three coordinate directions 
at a local grid cell. Physical scales of motion that are larger than Δ  can be explicitly resolved. 
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The turbulent stresses required for the closure of the spatially-filtered momentum equation, referred 
to as the residual or subgrid scale (SGS) stresses, represent the SGS momentum fluxes caused by the 
small (unresolved) scales. The most popular SGS model is the Smagorinsky model (Smagorinsky, 
1963), which is a zero-equation eddy viscosity model based on a simple mixing length concept. In 





ij i j i j kk ij t iju u u u Sτ τ δ ν≡ − = − , (2.18) 
 
where the SGS eddy viscosity is given by 
 
 ( )2 2SGSt s ij ijC S Sν = Δ . (2.19) 
 
The model constant Cs usually assumes a value between 0.1 and 0.2, depending on the particular flow 
(Sagaut, 2006). Deardorff (1970) suggested Cs = 0.1 for plane channel flows, and this value is also 
commonly adopted for bluff body flows (e.g., Rodi, 1997; Cheng et al., 2003; Xie and Castro, 2006). 
One weakness of the Smagorinsky model is that ad-hoc adjustments of Cs are required in different 
types of turbulent flow or in the region near solid boundaries. To overcome this problem, Germano et 
al. (1991) proposed a dynamic procedure which dynamically computes Cs at every grid point in space 
and at every time step. However, the dynamic procedure may result in large negative values for Cs 
over long time interval or over extended regions of the flow domain, and this can lead to numerical 
instability or even divergence in the flow simulation (Sagaut, 2006). In this thesis, the Smagorinsky 
model with Cs = 0.1 will be employed for the LES calculations. 
 
2.4 Partially Resolved Numerical Simulation 
PRNS represents a form of hybrid RANS/LES approach that spans the continuous spectrum of flow 
simulation schemes from RANS to LES (and DNS as a special case). From a theoretical point of 
view, this can be achieved by applying a temporal filter to the Navier-Stokes equations as suggested 
by Liu and Shih (2006). A temporally-filtered large-scale flow variable is defined as 
 
 ( ) ( ) ( ), , ,i T ix t G t t x t dtφ φ′ ′ ′= − Δ∫ , (2.20) 
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where ( ), TG t t′− Δ  is the filter kernel with filter width TΔ . If a top-hat temporal filter is used, Eq. 
(2.20) becomes 
 













Δ ∫ . (2.21) 
 
It can be seen that φ reduces to a Reynolds-averaged (or, equivalently time-averaged) flow quantity 
as ΔT → ∞, and φ  is an instantaneous flow quantity as ΔT → 0. For a finite ΔT, φ  corresponds to a 
filtered flow quantity. 
 
It should be noted that the temporal- and spatial-filtering operations are intimately linked. Let lc be the 
cutoff length of a spatial filter. The corresponding cutoff wave number for this spatial filter is 
2c clκ π= . Let E(κ) denote the spectral energy density of the velocity fluctuations. The kinetic 
energy of the velocity fluctuations associated with those eddies of size given by the cutoff length 
scale 2c cl π κ=  is ( )c cEκ κ , and this cutoff length scale is associated with a cutoff velocity scale 
given by ( )c c cv Eκ κ= . In view of this, the cutoff time scale tc for a temporal filter must be related 
to the cutoff length scale lc for a spatial filter as c c ct l v= . When an implicit filter is used in PRNS, 
ΔT is related to the time step Δt used in the simulation, and this time step must be appropriately 
selected so as to be consistent with the grid spacing Δ . 
 
The turbulent stresses required for the closure of the temporally-filtered momentum equation, referred 
to as the subscale stresses, are modeled as 
 
 PRNS RANSij i j i j R iju u u u Fτ τ≡ − = , (2.22) 
 
where FR is a resolution control function whose value lies between zero and one. Depending on the 
physical resolution requirements, PRNS can behave as RANS when FR → 1 or as DNS when FR → 0. 
Between these two limits, PRNS behaves as some form of LES (either very large eddy simulation 
(VLES) using relatively coarse grids or near-wall resolved LES using very fine grids). While PRNS is 
capable of bridging the gap between RANS, LES and DNS, it is mainly aimed at VLES for high 
Reynolds number turbulent flows (Speziale, 1998a; Liu and Shih, 2006). In VLES, the grid is 
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generally too large to resolve all the energy-containing motions, and the simulation is more dependent 
(compared to LES) on the modeling of the unresolved scales of turbulence (Pope, 2000). As a result, 
the predictive accuracy of PRNS depends on the capability of the turbulence model to represent the 
effect of the unresolved motions on the resolved ones. In order to give a proper representation of 
PRNS
ijτ  in a complex turbulent flow, a two-equation eddy-viscosity-based turbulence model (e.g., the k-
ε model) is often required. Accordingly, Eq. (2.22) has the following explicit form 
 
 2 22 2
3 3
PRNS PRNS
ij R ij t ij R ij t ijF k S F k Sτ δ ν δ ν




where the subscale eddy viscosity for PRNS is given by 
 
 PRNSt R tFν ν= . (2.24) 
 
In practice, the term 2
3 R ij
F kδ  in Eq. (2.23) is absorbed into the filtered pressure term in Eq. (2.5) 
when solving the transport equation for the filtered momentum. 
 
Several formulations for FR have been introduced in the literature, and most of these involve a 
function that depends on the ratio of a physical turbulence length scale to a computational grid size 
(Δ ). Speziale (1998a) proposed 
 
 ( )1 exp nR KF lβ⎡ ⎤= − − Δ⎣ ⎦ , (2.25) 
 
where lK is the Kolmogorov length scale (whose value can be determined from a RANS model), and β 
and n are closure constants requiring calibration. In Eq. (2.25), KlΔ  is a measure of local resolution 
of the computational grid. When the grid resolution is very coarse relative to the smallest physical 
scales of turbulent flow motion, as embodied by the Kolmogorov length scale (i.e., KlΔ →∞ ), FR → 
1. Similarly, when the grid resolution is fine enough to resolve all the physical scales of motion (i.e., 
0KlΔ → ), FR → 0. Based on Eq. (2.25), which is a spatially-dependent function for FR, PRNS 
behaves like a hybrid simulation approach as the value of FR varies across the computational domain. 
Proposed values of the calibration constants are n = 1 and β has a value in the order of 10−3. Speziale 
 16
(1998b) and Fasel et al. (2002) used β = 0.001 and β = 0.004 to compute a flat-plate boundary layer 
flow, respectively, whereas Fasel et al. (2006) adopted β = 0.008 to simulate a backward-facing step 
flow. Fasel et al. (2006) reported that the prediction of flow fields strongly depends on the value of β. 
 
Alternatively, Liu and Shih (2006) suggested 
 
 ( )4 3R RANSF l≥ Δ , (2.26) 
 
where lRANS is a characteristic length scale computed from a RANS model. It is important to note that 
Eq. (2.26) only provides an estimate for the smallest value of FR that a given computational grid can 
support. In the approach advocated by Liu and Shih, this lower bound for FR is applied throughout the 
entire computational domain. When a fixed value of FR is used, PRNS becomes solely as RANS, LES 
or DNS, depends on the value of FR. Such an approach can lead to a potential difficulty which can be 
described as follows. When a relative small constant value of FR is used, conducting a PRNS is 
essentially equivalent to conducting a LES. In this case, the requirement of LES for a fine-grid 
resolution in the near-wall region (which contributes to its potentially high computational cost) will 
be applicable to PRNS as well. 
 
A generalized functional form for FR based on the turbulence energy spectrum is proposed in this 
thesis. When the cutoff wave number κc lies within the inertial subrange scales of motion for the 
turbulence (see Figure 2.1), the energy spectrum ( ) 2 3 5 3E κ ε κ −∝  ( i c Kκ κ κ≤ ≤ ) where κi and κK are 
the wave numbers corresponding to the integral and Kolmogorov scales of turbulence, respectively. 
Note that Kolmogorov’s −5/3 power law is valid for high Reynolds number flows. 
 
 
Figure 2.1. Schematic view of the energy spectrum of the turbulent velocity. 
 
κc κi κK Log(κ) 
Log(E(κ)) 
 17





2 3 2 3


























where the definite integrals in the numerator and denominator of Eq. (2.27) represent the areas under 
the energy spectrum curve between κc and κK and between κi and κK, respectively. Therefore, FR in 












κ κ∫ ]. Note that in a 
practical implementation, κc is replaced by ( )max ,min ,i c Kκ κ κ⎡ ⎤⎣ ⎦  in order to ensure the condition FR 
= 0 when c Kκ κ≥ , and FR = 1 when c iκ κ≤ . The wave number is related to the length scale as 
 
 ( ) ( )1 1 1, , 2 , ,i c K i c Kl l lκ κ κ π − − −= , (2.28) 
 
where li, lc and lK are the integral, filter cutoff and Kolmogorov length scales, respectively. The 
characteristic length scale associated with the cutoff wave number is defined as 
 
 ( )2max ,cl u t= Δ Δ , (2.29) 
 
where ( )1 3x y zΔ = Δ Δ Δ  is the local grid size, and u  is the local convection velocity in the cell. The 
additional factor of 2 accounts for the Nyquist frequency imposed by the finite size of a grid cell (i.e., 
a grid cell of size Δ  cannot resolve a flow structure smaller than 2Δ ). The time step Δt is also 
included because the time step should be small enough to resolve adequately the advective transport 
of any grid-resolved flow structure. The size of time step is chosen using the Courant-Friedrichs-









Owing to the imposed CFL condition in which u tΔ ≤ Δ , the cutoff length scale in Eq. (2.29) 
becomes: 
 
 ( )1 32 2cl x y z= Δ = Δ Δ Δ . (2.31) 
 
There are several ways to compute the integral and Kolmogorov length scales. One option is to obtain 
these length scales from an a priori steady RANS solution. However, this is not practical since this 
option requires a separate RANS calculation to be performed. In addition, at every grid point in space 
the values of li and lK provided by RANS do not evolve with time, which is not suitable for unsteady 
flow calculations. Alternatively, the integral and Kolmogorov length scales can be estimated as: 
 
 3 2il C kκ ε= , ( )
1 43
Kl ν ε= . (2.32) 
 
The quantities k and ε in Eq. (2.32) are obtained from the same turbulence model as used in RANS, 
except that ensemble-averaged advection velocity iu  in Eqs. (2.12) and (2.13) is replaced by the time-
filtered advection velocity iu  obtained from the filtered (PRNS) momentum equation. Furthermore, 
the turbulence energy production term Pk ( 2 t ij ijS Sν= ) in the PRNS approach is computed using νt 
from Eq. (2.11), rather than PRNStν  from Eq. (2.24), in order to be consistent with the original k-ε 
model. Although the “energized” k and ε predicted by the PRNS approach are different from those 
obtained with the RANS counterpart, it was found from the channel flow calculations (which will be 
presented in Chapter 4) that the integral length scales predicted by both PRNS and RANS were very 
comparable when using the same (original) closure constants defined in Eq. (2.14). If PRNStν  was used 
instead in the determination of the turbulence energy production, the closure constants for the present 
PRNS will probably require re-calibration. The implementation details are given in the flowchart, 
depicted in Figure 2.2. 
 
Consider the decomposition of the time-filtered velocity as i i iu u u′′= + , where iu  is the time-
averaged value of iu , and iu′′  is the departure of iu  from iu . It can be shown that 2k t ij ijP S Sν= , 
computed using iu  (as in PRNS), is larger than that computed using iu  (as in RANS). In 
consequence, PRNS will over-predict k and ε (since Pk appears in both the k and ε equations) in 
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comparison with the corresponding values obtained from RANS. While the magnitudes of k and ε in 
PRNS and RANS are different, it was found that the resulting integral length scale, 3 2il k ε∝ , has 
approximately the same order of the magnitude. In consequence, the minor differences in the 
determination of the length scale obtained from k and ε in either PRNS or RANS, can be absorbed 
into the closure constant Cκ that appears in the definition of li in Eq. (2.32). Speziale (1998a) noted 
that an estimation of lK to an accuracy of 10% only required that ε be estimated to an accuracy of 
50%. As a consequence, no closure constant is introduced in lK. It is expected that the slight 
inaccuracy associated with the determination of lK has little effect on the FR value because 
( ) ( )2K KE E lκ π≡  is very small here. 
 
The only model constant in the present formulation for FR requiring calibration is Cκ in li [cf. Eq. 
(2.32)]. When the value of Cκ (and consequently li) increases, the value of κi [defined in Eq. (2.28)] 
decreases. As a result, the value of FR decreases because the value of the definite integral in the 
denominator of Eq. (2.27) increases (owing to the smaller value of κi). The optimal value of Cκ will 
need to be determined over a range of flow conditions. The PRNS-based k-ε turbulence model 
proposed by Hsieh et al. (2008) used Cκ = 40 to simulate a fully-developed plane channel flow 
(attached flow) and a fully-developed flow over a wall-mounted matrix of cubes (separated flow). 
They demonstrated that the performance of PRNS was quite similar to LES. This Cκ value was 
calibrated against the DNS data of Moser et al. (1999) for a fully-developed plane channel flow at Reτ 
= 590 (see Chapter 4 for details). This value for Cκ will be used in the PRNS computations presented 




Figure 2.2. Flowchart of PRNS implementation. 
 
k, ε Eqs. (2.12), (2.13) 
iu  Eq. (2.5) PRNSijτ  Eq. (2.23) 
li, lK Eq. (2.32) κi, κK Eq. (2.28) 
νt Eq. (2.11) 
FR Eq. (2.27) 
PRNS
tν  Eq. (2.24) 
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2.5 Turbulence Statistics 
Turbulence statistics of the flow are obtained by averaging the flow field in time. When a time-
averaging operator is applied to a time-dependent filtered (resolved) flow variable φ , it can be 
decomposed as 
 
 φ φ φ′′= + , (2.33) 
 
where φ  is the time-averaged value of φ , and φ′′  is the fluctuation of φ  in which 0φ′′ = . The 
angled brackets surrounding a quantity are used to denote the time average of that quantity. Applying 
the time-averaging operator to Eq. (2.5) yields the time-mean filtered momentum equation: 
 
 ( )1 2j i ij ij i j
j i j
p








 i j i j i ju u u u u u′′ ′′ ≡ − . (2.35) 
 
The Reynolds stresses (obtained from time-averaging of the product of various fluctuating velocities) 
are calculated from the relationship 
 
 i j i j iju u u u τ′ ′ ′′ ′′= + , (2.36) 
 
where i ju u′′ ′′  and ijτ  are the resolved and modeled components of Reynolds stresses, respectively. 
The resolved Reynolds stresses represent the contribution arising from the resolved fluctuating 
velocity field (which can be computed directly). Note that 0i ju u′′ ′′ =  if a steady RANS calculation is 






The transport equations for flow variables were solved numerically using a finite-volume method 
based on the STREAM code (Lien and Leschziner, 1994a). It uses a collocated storage arrangement 
for all flow variables. The Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithm 
(Patankar and Spalding, 1972) was employed to enforce mass conservation and to couple the pressure 
and velocity fields. In order to prevent checkerboard oscillations from developing in the pressure field 
when using a collocated approach, a nonlinear interpolation scheme (Rhie and Chow, 1983) was 
adopted to interpolate the cell face velocities from the adjacent nodal velocities at the cell centers. 
This chapter presents the discretization schemes utilized in the finite volume method and the 
boundary conditions used in the test problems investigated in this thesis, with emphasis on those 
details of the numerical algorithm that influence the outcome of a numerical solution. 
 
3.1 Finite Volume Method 
In the finite volume method, the solution domain is divided into a finite number of small control 
volumes. At the centroid of each control volume, all the flow variables stored there (the collocated 
storage arrangement) are to be calculated. The transport equations for all flow variables have a similar 





t x x xφ φ
φ φφ
⎛ ⎞∂ ∂ ∂ ∂
+ = Γ +⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
, (3.1) 
 
where φΓ  and Sφ  are the diffusion coefficient and source term, respectively. 
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The finite volume method uses the volume integral form of Eq. (3.1): 
 
 ( )j
j j jCV CV CV CV
dV u dV dV S dV
t x x xφ φ
φ φφ
⎛ ⎞∂ ∂ ∂ ∂
+ = Γ +⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
∫ ∫ ∫ ∫ , (3.2) 
 
in which the integration of the transport equation over each control volume (CV) provides an 
algebraic expression for φ at each grid node. For simplicity of explanation, consider a two-
dimensional control volume (with a unit depth in the z direction) diagram shown in Figure 3.1, in 
which a typical control volume has a central node P and four faces denoted by e, w, n and s. 
 
 
Figure 3.1. A two-dimensional control volume centered at node P and its neighboring nodes. 
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, (3.3) 
 
where Sφ  is the average value of the source term Sφ  over the control volume. The face values of φ in 
Eq. (3.3) are expressed in terms of its adjacent nodal values by interpolation. In what follows, the 
discretization schemes used for approximation of convective and diffusive fluxes at the east face are 











For the convective flux, the φe term is approximated by a second-order accurate central differencing 






φ φφ += . (3.4) 
 
The second-order accurate Upstream Monotonic Interpolation for Scalar Transport (UMIST) scheme 
(Lien and Leschziner, 1994b), which is a total variation diminishing (TVD) scheme, is adopted for 
URANS calculations. For a flow moving in the positive x-direction where the advecting velocity ue > 
0, φe is approximated as 
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2e P E P











 ( ) ( )max 0,min 2 ,0.25 0.75 ,0.75 0.25 ,2r r r rψ = ⎡ + + ⎤⎣ ⎦ . (3.7) 
 
It is known that CDS tends to produce spurious oscillations (or wiggles) when the local cell Peclet 
number (a measure of the relative strength of advection to diffusion) is large (Versteeg and 
Malalasekra, 1995), but this deficiency can be removed through a sequence of grid refinement. The 
TVD schemes are formulated to provide oscillation-free solutions, but they are more numerically 
dissipative than CDS. This is because a TVD scheme can be rewritten as a combination of CDS with 
an additional numerical dissipation term (to damp out the potential spurious oscillations). In order to 
avoid excessive damping of the turbulent fluctuations in the flow simulation, CDS (which is less 
numerically dissipative than a TVD scheme) is widely used for LES. Similarly, CDS is adopted for 
PRNS. 
 
The diffusive flux is discretized using CDS: 
 









The transient term is discretized using a fully implicit, second-order accurate three-time-level method 
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+
∂ − +⎛ ⎞ =⎜ ⎟∂ Δ⎝ ⎠
, (3.9) 
 
where n+1 denotes the current time level, n and n−1 represent the previous time levels that is one and 
two time steps previous to the current time level, respectively. 
 
3.2 Boundary Conditions 
The specification of boundary conditions has direct influence on the results of a numerical simulation, 
and what type of boundary condition used depends upon the physical problem. 
 
3.2.1 Wall 
The wall (or a solid boundary) is the most common boundary encountered in confined flow problems. 
The no-slip condition is generally applied for all the velocity components at solid walls. At high 
Reynolds numbers, it is computational expensive to resolve the viscous small-scale flow motions near 
the wall due to the stringent requirement for a fine-grid resolution near the wall. In order to reduce 
computational cost in the near-wall regions, wall functions (or wall models) based on the logarithmic 







+ += + , (3.10) 
where 
 u u uτ
+ ≡ , y yuτ ν
+ ≡ , (3.11) 
 
wuτ τ ρ≡  is the friction velocity, τw is the wall shear stress, κv = 0.41 is the von Karman constant, 
and B = 5.5 for a smooth wall. If the k-ε model is used, the log-law relationship for k and ε are 
expressed as (Pope, 2000): 
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 1 2 2k C uμ τ
−= , 3 vu yτε κ= . (3.12) 
 
Wall functions are applied at the first grid node adjacent to the wall. Ideally, this node should lie in 
the logarithmic layer (y+ > 30) where the log-law is valid. In practice, the first node can be placed at 
y+ > 11.6 (Versteeg and Malalasekra, 1995), where the value of y+ = 11.6 represents the intersection 
of the linear sublayer law (i.e., u+ = y+) and the log-law. The wall shear stress (used as a source term 





τρτ += , (3.13) 
 
where Pu  is the tangential velocity at node P, and u
+ is computed using Eq. (3.10). The friction 
velocity in Eq. (3.13) is calculated using either 1 4 1 2Pu C kτ μ=  [based on Eq. (3.12)] for URANS and 
PRNS or Pu u uτ
+=  for LES. 
 
The volume-averaged production and dissipation rate of turbulence kinetic energy, used as source 















= , (3.14) 
 
where yP is the normal distance from node P to the wall, and τw is obtained from Eq. (3.13). The 
transport equation for ε at node P is not solved. Instead, the value of ε at this node is specified using 
εP in Eq. (3.14). 
 
3.2.2 Periodic Boundary 
Consider a flow that passes through an array of cubes mounted in a channel shown in Figure 3.2, 
where the geometry has a repeated pattern with pitch Pi (streamwise periodic length). At a distance 
sufficiently far downstream of the upwind edge of the array in the streamwise direction, the flow 
becomes fully developed and periodic. Under these conditions, the calculation can be performed 
using only one of the identical unit cells to reduce the computational time. The region within the two 
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dashed lines shown in Figure 3.2 (which identifies a unit cell in the array) is selected as a 
representative computational domain. 
 
 
Figure 3.2. Schematic diagram of a channel containing an array of obstacles. 
 
All solution variables in the periodic regime, except for the pressure, are identical at the inlet and 
outlet of the unit cell. The periodic relationship can be written as: 
 
 ( ) ( ), , , ,inlet inletx y z x Pi y zφ φ= + , (3.15) 
 
where φ = iu  (i = 1, 2, 3), k and ε. Along the streamwise direction, the pressure drop across each unit 
cell is constant: 
 
 ( ) ( ), , , , a constantinlet inletp x y z p x Pi y z− + = . (3.16) 
 
According to Patankar et al. (1977), the pressure can be decomposed into: 
 
 ( ) ( ), , , ,p x y z p x y z xβ= − , (3.17) 
 
where p  is the periodic part of the pressure satisfying Eq. (3.15), and β is the pressure gradient 
across one unit cell. Substitution of Eq. (3.17) into Eq. (2.5) yields the momentum equation under the 
periodic condition 
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For a given Reynolds number, there is a corresponding pressure drop. The pressure gradient β is 
general unknown a priori and an arbitrary constant value is used as an initial guess at the first 
iteration. After the solution converges, the corresponding bulk mean velocity (Ub) at any fixed 













Using this value of Ub, the pressure gradient β is adjusted accordingly (for example, if Ub is lower 
than the experimental value, then β is increased), and the overall solution procedure is repeated until 
the desired Reynolds number (e.g., ReH bU H ν=  where H is the height of the cube) is attained. 
 
For a fully-developed plane channel flow with a given friction velocity, 2uτβ ρ δ=  (where δ is the 
channel half-width) is known a priori, since the pressure gradient in the channel flow is balanced by 
the wall shear stresses at the channel walls. 
 
3.2.3 Inlet and Outlet 
Flow properties at the inlet are specified by the Dirichlet condition. For (U)RANS approach, only 
mean profiles for the velocities and turbulence variables need to be prescribed, and these profiles are 
generally available from experimental data. In contrast, unsteady inlet fluctuations are required for 
PRNS and LES. The simplest approach to generate unsteady inflow conditions is to superimpose 
random fluctuations (white noise) on the inlet mean velocity profile. However, Schluter et al. (2004) 
and Jarrin et al. (2006) pointed out that these random fluctuations have no spatial or temporal 
correlations and that they dissipate quickly without sustaining turbulence within the solution domain. 
One simple method to address this problem is to construct a time-correlated fluctuation using white 
noise, as suggested by Hanna et al. (2002). In their approach, the turbulent fluctuation ( iu′ ) is 
composed of a correlated component and a random component (ri): 
 
 ( ) ( ) ( ) ( ) ( )21i i i iu t u t t R t r t R tσ′ ′= − Δ Δ + − Δ , (3.20) 
where 
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 ( ) ( )exp LR t t TΔ = −Δ . (3.21) 
 
Here, ri is a Gaussian random number that has zero mean and unit variance, and σi is the target 
standard deviation of iu′ . The autocorrelation function R(Δt) is related to the computational time step 
Δt, where R(∆t) → 1 as ∆t → 0, and R(∆t) → 0 as ∆t → ∞. In this thesis, the integral time scale (TL) 











= , (3.22) 
 
where y is the normal distance from the ground. 
 
If the outlet is placed sufficiently downstream of any perturbations to the flow (e.g., obstacles), the 
flow at the outlet can be considered to be fully developed, in which case the Neumann condition can 
be applied to the flow variables. Here, the gradients of flow variables at the outlet plane are set to zero 
in the flow (streamwise) direction: 
 
 0u v w k
x x x x x
ε∂ ∂ ∂ ∂ ∂
= = = = =





Plane Channel Flow 
A fully-developed plane channel flow, which is the simplest wall-bounded flow (in terms of 
geometry), has been studied extensively. In spite of its geometric simplicity, accurate prediction of 
turbulent channel flow remains a great challenge. The near-wall region of the channel contains flow 
structures (streaks) that are responsible for a major portion of the turbulence energy production 
(Robinson, 1991), and these structures must be resolved in order to obtain accurate numerical results. 
It was estimated that the number of grid nodes required to resolve the viscous near-wall turbulent 
motions is proportional to 1.8ReL  for LES (Chapman, 1979) and to 
2.25ReL  for DNS (Ferziger and Peric, 
2002), where ReL is the Reynolds number based on the integral scales of the flow. 
 
In order to alleviate the demanding near-wall grid resolution requirement for DNS and near-wall 
resolved LES, numerous simulation approaches, such as LES with wall models (Cabot and Moin, 
1999; Benarafa et al., 2006) and hybrid RANS/LES, have been used to simulate turbulent channel 
flows. In the zonal hybrid approaches, different specifications of the modeling interface location 
(Davidson and Peng, 2003; Tucker and Davidson, 2004) and utilization of various turbulence models 
in the RANS/LES zones (Hamba, 2003; Temmerman et al., 2005), have been investigated. In the non-
zonal hybrid approaches, DES (Nikitin et al., 2000; Piomelli et al., 2003) and PRNS (Batten et al., 
2004; Hsieh et al., 2008) have been proposed. 
 
Fully-developed turbulent channel flow is an ideal test case to use for validation of numerical 
simulation approaches because streamwise and spanwise periodic conditions can be applied in the 
numerical computation. This eliminates the need to specify appropriate inflow, outflow and lateral 
boundary conditions for the problem. The numerical performance of PRNS with the proposed 
functional form for FR will be compared to that of URANS and LES for plane channel flow. In 
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addition, the quality of these simulations will be evaluated against results obtained from a DNS 
database for a fully-developed channel flow. 
 
4.1 Problem Description 
The DNS data of Moser et al. (1999) for a fully-developed turbulent plane channel flow at 
Re 590uτ τδ ν≡ =  (δ is the channel half width) was taken as the benchmark test case. This data was 
generated using 384 × 257 × 384 nodes in a computational domain with a physical extent of Lx × Ly × 
Lz = 2πδ × 2δ × πδ in the streamwise (x), wall-normal (y) and spanwise (z) directions, respectively. 
The mesh was uniform in the x- and z-directions and stretched in the y-direction with grid nodes 
concentrated near the wall. The grid resolution in terms of wall units was (Δx+, Δy+, Δz+) ≈ (9.6, 0.05 
→ 7.2, 4.8). Figure 4.1 shows the mean velocity profile predicted by DNS agrees with the law-of-the-












Figure 4.1. Mean velocity profile for a plane channel flow at Reτ = 590. (○) DNS data of Moser 
et al. (1999); (– –) <u+> = y+; (—) <u+> = ln(y+)/0.41 + 5.5. 
 
4.2 Computational Aspects 
Computations from URANS, PRNS and LES were performed using a uniform mesh for a 
computational domain having the same physical size as that used for the DNS study. Periodic 
boundary conditions were applied in both the streamwise and spanwise directions. Wall functions 
were utilized at the channel walls. Statistics of the flow were obtained by averaging over a horizontal 
plane parallel to the channel wall and in time. 
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The dependence of the flow solutions on grid resolution was investigated using two different grids of 
Nx × Ny × Nz = 32 × 32 × 32 (coarse grid) and 48 × 48 × 48 (fine grid) in the numerical simulations. 
The grid resolution for the fine grid was (Δx+, Δy+, Δz+) ≈ (80, 25, 40), where the first near-wall node 
was located at y+ ≈ 12.5 (which satisfied the requirement of y+ > 11.6 for implementation of wall 
functions). A temporal resolution of tuτ δΔ  = 0.002 and 0.001 was used for the coarse and fine 
grids, respectively. The time step sizes chosen satisfied CFL ≤ 1 [cf. Eq. (2.30)] throughout the 
computational domain for the given grid sizes. Results for the coarse and fine grids were time-
averaged over 25000 and 50000 time steps (after the flow reached a statistically steady state), 
respectively, to ensure that time-averaged quantities satisfied statistical convergence. 
 
Figure 4.2 shows an example of the prediction of streamwise mean velocity and root-mean-square 
(rms) velocity ( rmsu u u′ ′ ′≡ ) obtained with the coarse and fine grids. The agreement between the 
coarse- and fine-grid solutions for URANS is very good. However, the PRNS and LES solutions are 
sensitive to the grid resolutions, particularly for the predictions of rms velocity. 
 
Note that the role of grid refinement on URANS, PRNS and LES is different. As URANS, PRNS and 
LES have the same form of filtered Navier-Stokes equations, the main difference that distinguishes 
these computations is the turbulence model used to describe the turbulent stress tensor. The turbulent 
stress tensor is modeled here using the eddy viscosity concept. The eddy viscosity for URANS (i.e., 
2
t C kμν ε= ) does not associate with the grid spacing. The objective of grid refinement in URANS is 
to increase the numerical accuracy of the solution, and with a sufficiently fine grid it is possible to 
obtain grid independent solution in this case. In contrast, the eddy viscosities used for turbulence 
closure in PRNS and LES depend explicitly on the grid spacing. Here, grid refinement reduces the 
effect of the modeled eddy viscosities in the sense that the finer the grid resolution, the more 
turbulence is resolved. As a result, grid refinement for PRNS and LES increases the fidelity of 
solutions representing the turbulence physics. It is noted that the grid spacing directly influences the 
eddy viscosity for LES [i.e., ( )2 2SGSt s ij ijC S Sν = Δ ], but indirectly affects the eddy viscosity for 
PRNS (i.e., PRNSt R tFν ν= ) through FR. In the latter case, the dependence of FR on grid spacing 
manifests itself through the cutoff length scale lc ( 2= Δ ) [cf. Eqs. (2.27), (2.28) and (2.31)]. This is 
confirmed in Figure 4.2 where LES solutions are seen to be more sensitive to the grid resolution than 


































































Figure 4.2. Grid sensitivity analysis: profiles of the streamwise mean and root-mean-square 
velocities obtained using URANS (top), PRNS (middle) and LES (bottom). (○) coarse grid (32 × 
32 × 32); (—) fine grid (48 × 48 × 48). 
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4.3 Results and Discussion 
4.3.1 Analytical Result 
Fully-developed turbulent channel flow is statistically homogeneous in the streamwise and spanwise 









Applying the condition of Eq. (4.1) to the continuity equation gives: 
 









Integrating Eq. (4.2) from the lower channel wall at y = 0 to some normal distance y above the wall, 
and applying the impermeability condition at wall where 0v = , gives 0v =  everywhere within the 
solution domain. 
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. (4.3) 
 















, 12 0 0yτ = = , 0 0yu v =′′ ′′ = , (4.4) 
yields 
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Applying the symmetry boundary condition at y = δ (i.e., at the center plane of the channel) to Eq. 












Eq. (4.6) shows that the mean pressure gradient in the channel flow is balanced by the wall shear 








∂⎛ ⎞ ′′ ′′− = − −⎜ ⎟ ∂⎝ ⎠
. (4.7) 
 
The modeled turbulent shear stress can be expressed using the eddy viscosity concept: 
 









where T tν ν= , 
SGS
tν  or 
PRNS
tν  depending on the simulation approach used. Substituting Eq. (4.8) into 














Eq. (4.9) shows that the mean velocity gradient for a fully-developed plane channel flow is related to 
the resolved turbulent shear stress and the eddy viscosity. 
 
4.3.2 Mean Streamwise Velocity 
Figure 4.3 shows the mean streamwise velocity profiles, expressed in wall units in terms of u+ and y+ 
defined in Eq. (3.11). In general, the URANS predictions of the mean streamwise velocity are in good 
agreement with the DNS data. However, the PRNS and LES results exhibit a velocity shift, which 
starts at the second node from the wall. It should be noted that this shift in the mean velocity profile 
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has been observed in various flow simulation approaches, including LES with wall models (e.g., 
Cabot and Moin, 1999; Benarafa et al., 2006), zonal hybrid RANS/LES (e.g., Tucker and Davidson, 
2004; Temmerman et al., 2005; Larsson et al., 2007) and DES (e.g., Nikitin et al., 2000; Piomelli et 
al., 2003). Larsson et al. (2007) concluded that the velocity shift is a robust feature of hybrid 
RANS/LES, and that this feature is relatively insensitive to the modeling interface locations or the 
specific turbulence models used. The primary cause of this velocity shift is the generation of an 
artificial buffer layer that develops at a location between the near-wall and outer regions of the flow, 
where the simulation experiences a transition from a region where the turbulence is largely modeled 
to one where it is largely resolved. A remedy to circumvent this problem is to introduce forcing 
(added as a source term to the momentum equation) to increase the resolved turbulence in the vicinity 
of interface. The forcing can be obtained from turbulent fluctuations synthesized using stochastic 
models (Batten et al., 2004; Davidson and Billson, 2006) or extracted from a reference DNS or LES 
database of a fully-developed channel flow (Davidson and Dahlstrom, 2005; Larsson et al., 2007). 
These studies showed that forcing increased the resolved shear stress in the LES region near the 












Figure 4.3. Mean velocity profiles. (—) DNS data of Moser et al. (1999); (◊) URANS; (○) PRNS; 
(□) LES. 
 
Eq. (4.9) suggests that the velocity gradient is related to the resolved shear stress and the eddy 
viscosity. The velocity gradient for URANS depends mainly on the eddy viscosity since 0u v′′ ′′ ≈ , 
and the good conformance of mean velocity profile predicted by URANS indicates that the eddy 
viscosity for URANS was accurately predicted. Figure 4.4 displays profiles of the eddy viscosity 
(normalized by the molecular viscosity). Since the eddy viscosity is related to the modeled 
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turbulence, the magnitude of the eddy viscosity for URANS is the greatest among the three 
simulations because turbulence in URANS is mostly modeled. In contrast, the SGS eddy viscosity for 
LES has the smallest value because only the small scales of turbulence (which are not resolved in the 
simulation) are modeled here. The maximum value of SGS eddy viscosity occurs at the first near-wall 
node, and it gradually decreases away from the wall. Because the length scale of the energy-
containing eddies decreases towards the wall, the grid resolution at the first node is too coarse to 
resolve most of the dynamically important small scales here. In consequence, this results in a large 
value of the SGS eddy viscosity here because the effects of the small scales of motion are modeled 
using wall functions. Away from the wall at y/δ > 0.25, the value of SGS eddy viscosity becomes 
very small, implying that the turbulence is mostly resolved. The subscale eddy viscosity for PRNS 
has a value between that for URANS and LES. This suggests that PRNS depends much less on the 















Figure 4.4. Mean eddy viscosity profiles. (◊) URANS; (○) PRNS; (□) LES. 
 
The velocity gradient for PRNS and LES, as determined by the first few nodes from the wall shown 
in Figure 4.3, is too large in comparison with the DNS solution. Owing to the coarse grid resolution 
used in the near-wall region (in the sense that the grid size is large compared to the dynamically 
important small eddies here), the resolved turbulent shear stress at the first few nodes above the wall 
in PRNS and LES is under-predicted (cf. Figure 4.5), yielding a steeper velocity gradient at these 
nodes because the value of numerator on the right-hand-side of Eq. (4.9) is over-predicted. In the core 
region of the plane channel (at y/δ > 0.25) where the turbulence is mostly resolved, the velocity 
profiles of PRNS and LES in this region have approximately the same slope as the DNS result (cf. 
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Figure 4.3), except that the values of the <u+>-intercept [i.e., B in Eq. (3.10)] as predicted by PRNS 














Figure 4.5. Reynolds shear stress profiles. (—) DNS data of Moser et al. (1999); (○) PRNS; (□) 
LES. 
 
4.3.3 Root-Mean-Square Velocities 
Predictions of the root-mean-square (rms) velocity ( ,i rms i iu u u′ ′ ′≡ , with no implied summation on 
the repeated index i) profiles provided by URANS, PRNS and LES, are compared with the DNS 
results in Figure 4.6. While DNS shows strong anisotropic rms velocities (with rms rms rmsu w v′ ′ ′> > ), the 
predictions provided by URANS give isotropic rms velocities (i.e., , 2 3i rmsu k′ = ) owing to the use 
of the linear Boussinesq stress-strain relationship [cf. Eq. (2.8)] in which 11 22 33 0S S S= = =  for the 
fully-developed channel flow. LES provides improved predictions of the near-wall anisotropic rms 
velocities compared to URANS, and the shape of the rms velocities predicted by LES generally 
agrees well with DNS for y/δ > 0.25. However, LES over-estimates rmsu′  and under-estimates rmsv′  and 
rmsw′ , particularly in the region y/δ < 0.25 where the largest discrepancies in comparison to the DNS 
data occur. In addition, the location and magnitude of the peak rmsu′  is incorrect. These problems 
(known to occur for LES with wall models) have also been reported by Cabot and Moin (1999) and 
Benarafa et al. (2006). PRNS provides predictions of rmsv′  and rmsw′  that conform reasonably well to 
the DNS results. As in the case of LES, PRNS over-estimates rmsu′  and provides an incorrect location 

































Figure 4.6. Root-mean-square velocity profiles. (—) DNS data of Moser et al. (1999); (◊) 
URANS; (○) PRNS; (□) LES. 
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Figure 4.6 shows that the location of the maximum rmsu′  occurs at y
+ ≈ 14 (or y/δ ≈ 0.024) in the DNS 
results. Similarly, the peak turbulence energy production occurs at y+ ≈ 11 based on the DNS data. 
This shows that vigorous turbulent activity mainly occurs within the physical buffer layer (5 < y+ < 
30). Because the near-wall eddies are responsible for a major portion of the turbulence energy 
production, these small scales of motion must be well resolved in order to provide accurate results. 
Using a computational grid that is too coarse to resolve these eddies generally results in poor 
predictions of the rms velocities. In addition, any simulation that uses wall functions is unable to 
capture the correct location of the peak rmsu′  which occurs within the buffer layer, since the first near-
wall node used in the wall functions approach is placed (ideally) at y+ > 30 outside the buffer layer. 
 
4.3.4 Resolution Control Function 
The distribution of FR is shown in Figure 4.7. It is seen that the value of FR varies across the channel, 
decreasing gradually away from the wall. A smaller value of FR implies that a greater fraction of the 
scales of turbulence is resolved. It can be seen from Figure 4.5 that a significant portion of the 
turbulent shear stress in PRNS is resolved in the core region of the plane channel. 
y/δ
F R







Figure 4.7. Resolution control function profile. 
 
If the first grid node from the wall lies within the log-law layer, an analytical value of FR at this node 
can be estimated using the log-law relationship for k and ε described in Eq. (3.12). The length scales 
required for the calculation of FR in Eq. (2.27) can be obtained from Eqs. (2.31) and (2.32), which 
give the following results: 
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 ( ) ( ) ( )1 41 33 2 3, , ,2 ,i cl l l C k x y zκ κ ε ν ε⎡ ⎤= Δ Δ Δ⎢ ⎥⎣ ⎦ , (4.10) 
 
Substituting Eq. (3.12) into Eq. (4.10) yields  
 
 ( ) ( )1 33 4 1 4 1 4 3 4 3 4, , ,2 , Rei c v P v Pl l l C C y x y z yκ κ μ τκ κ δ− −⎡ ⎤= Δ Δ Δ⎣ ⎦ , (4.11) 
 
where yP = 0.5Δy is the normal distance of the wall from the first near-wall node. The grid spacing in 
the three coordinate directions is determined as 
 
 ( ) ( ), , , ,x x y y z zx y z L N L N L NΔ Δ Δ = , (4.12) 
 
where (Lx, Ly, Lz) = (2πδ, 2δ, πδ) and (Nx, Ny, Nz) = (48, 48, 48) were described in Sections 4.1 and 
4.2, respectively. With the values of κv = 0.41, Cκ = 40 and Reτ = 590, FR ≈ 0.16 is obtained from Eq. 
(2.27), using the values for the various wave numbers, length scales, and grid spacings calculated 
from Eqs. (2.28), (4.11) and (4.12). This analytical value of FR is consistent with the computed value 
at the first node from the wall shown in Figure 4.7. Similarly, a lower bound value of Cκ can be 
obtained by setting lc = li in Eq. (4.11) [which yields FR = 1 in Eq. (2.27)]. This leads to 
 
 
( )1 3 3 4min 4 2.67
v










However, this value for minCκ  yielded a subscale eddy viscosity (i.e., 
PRNS
t R tFν ν= ) that was too large 
and hence too dissipative, resulting in the damping of all the turbulent velocity fluctuations in the 
channel flow at Reτ = 590. It was found from the preliminary calculations that when the value of Cκ 
was increased to approximately 40, the excessive damping of the large-scale turbulent fluctuations in 
the flow did not occur and PRNS behaved like LES in this case. 
 
It was mentioned in Section 2.4 that the quantities k and ε in PRNS are obtained from the same 
turbulence model as used in RANS, except that the time-filtered advection velocity iu  calculated 
from the filtered PRNS momentum equation is used in the k-ε model. It was further stated that in 
order to be consistent with the original k-ε model, the turbulence energy production term Pk 
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( 2 t ij ijS Sν= ) in the PRNS approach should be computed using νt, rather than 
PRNS
tν (= FRνt). Figure 4.7 
shows that the value of FR is quite small. If PRNStν  is used in the Pk term rather than νt, the use of the 
conventional closure constants for the k-ε model may no longer be appropriate, owing to the 
substantial reduction of Pk value arising from the small value of FR [viz., ( )2k R t ij ijP F S Sν= ]. Figure 
4.8 displays the integral length scales of turbulence predicted by both PRNS (with Cκ = 40) and 
URANS using the k-ε turbulence model with its original closure constants. It is seen that the ratio of 
integral turbulence length scales of PRNS to URANS is of order unity. This suggests that the use of 

























Figure 4.8. Ratio of integral length scale between PRNS and URANS. 
 
4.4 Closure 
The dependence of the flow solutions on grid resolution was investigated. It was found that a grid 
independent solution could be obtained using URANS, whereas the PRNS and LES solutions were 
sensitive to the grid resolution.  
 
The URANS predictions for the streamwise mean velocity agreed well with the DNS data, whereas 
the PRNS and LES predictions exhibited a velocity shift. However, the PRNS and LES predictions 
were able to capture the near-wall anisotropy in terms of the rms velocities. In contrast, the URANS 
predictions gave wrong (isotropic) rms velocities. The performance of PRNS was similar to LES in 
terms of the predictions of the streamwise mean and rms velocities. Finally, PRNS gave the best 
overall conformance with the rmsv′  and rmsw′  profiles. 
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Chapter 5 
Fully-Developed Flow over a Matrix of Cubes 
Flow over bluff bodies is encountered in many engineering applications. A typical example is 
atmospheric flow over clusters of buildings. In this situation, a configuration consisting of a matrix of 
cubes (resembling a group of idealized buildings with simple geometry) is widely used to study the 
physical processes that occur around the buildings. Flow over a matrix of cubes is characterized by 
various flow phenomena, including impingement, separation and reattachment. The complex nature 
of this flow is dominated by unsteady large-scale turbulent structures. The interaction of the flow with 
the cubes makes the flow structures in this application distinctively different from the attached flow in 
a plane channel. 
 
Fully-developed flow over a matrix of cubes immersed in a plane channel flow, for which periodic 
boundary conditions can be applied in both the streamwise and spanwise directions, is a useful test 
case for the validation of numerical simulation for complex flows. The experiment conducted by 
Meinders and Hanjalic (1999), which was used as one of the benchmark problems in the 6th to 8th 
European Research Community on Flow, Turbulence and Combustion (ERCOFTAC) workshops on 
turbulence modeling (Hanjalic and Obi, 1997; Craft, 1998; Hellsten and Rautaheimo, 1999), will be 
used as the reference test case in this chapter in order to assess the predictive performance of PRNS. 
 
5.1 Problem Description 
The wind-tunnel experiment of Meinders and Hanjalic (1999) involved the measurement of the flow 
in an extensive array of 250 cubes (25 rows of 10 cubes) placed in a plane channel. Velocity 
measurements were made around the 18th row in the array of cubes from the inlet, near the centerline 
of the plane channel. The flow at this location was fully developed (viz., at this location, the 
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longitudinal modulations in the flow statistics from one cube canyon to the next have reached 
streamwise equilibrium). Figure 5.1 shows the geometry of the cubical array. The heights of a cube 
and the channel were H and 3.4H, respectively. The separation between cubes (face-to-face) in both 
the streamwise and spanwise directions was 3H. The Reynolds number, based on the cube height and 
the mean bulk velocity (Ub) in the plane channel, was 3854. The experimental uncertainty was 















Figure 5.1. The geometry of an array of cubes and a side view of a sub-channel unit cell showing 
the locations of the velocity measurements. 
 
5.2 Computational Aspects 
Because of spatial periodicity in the flow within the matrix of cubes, the flow within a sub-channel 
unit cell (shown in Figure 5.1) only needs to be calculated (as this flow is representative of the flow in 
every other unit cell). The unit cell had dimensions of 4H × 3.4H × 4H in the streamwise (x), wall-
normal (y) and spanwise (z) directions, respectively. Periodic boundary conditions were applied in 
both the streamwise and spanwise directions, and wall functions were used at the channel walls and 
cube faces. 
 
Two different grids of 39 × 39 × 39 nodes (coarse grid) and 49 × 49 × 49 nodes (fine grid) were used 
in the numerical simulations to investigate the sensitivity of the flow solution to the grid resolution. 
The computational domain for the fine grid is shown in Figure 5.2. A temporal resolution of ΔtUb/H ≈ 
0.032 and 0.025 was used for the coarse and fine grids, respectively. The time step sizes were chosen 
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to ensure that CFL ≤ 1 [cf. Eq. (2.30)] over the entire computational domain for the given grid sizes. 
After the flow reached a statistically steady state, results for the coarse and fine grids were time-
averaged over 40000 and 50000 time steps, respectively, to ensure that time-averaged quantities 


















Figure 5.2. A two-dimensional x-y view at z = 0 (top) and x-z view at y = 0 (bottom) of the 
computational mesh of 49 × 49 × 49 nodes for a sub-channel unit cell. 
 
Figure 5.3 shows an example of the prediction of the vertical profiles of streamwise mean velocity 
and Reynolds normal stress in the z/H = 0 plane obtained with the coarse and fine grids at the 
streamwise location x/H = 0.3. There is little difference in the predicted results between the coarse- 
and fine-grid URANS solutions, suggesting that grid independent solution has been achieved in the 
URANS predictions with the fine grid. In contrast, the PRNS and LES solutions are more sensitive to 
the grid resolution. When the grid is refined, the PRNS and LES predictions of the mean streamwise 
velocity near the upper channel wall (at y/H = 3.4) and the cube rooftop (at y/H = 1) are improved. 
The coarse- and fine-grid PRNS solutions over-predict the streamwise Reynolds normal stress in the 
core region (y/H > 1). Nevertheless, the fine-grid PRNS solution gives a better agreement with the 
experimental data. Similarly, the peak value of the streamwise Reynolds normal stress in the LES 
solution at y/H ≈ 1 is better predicted when the fine grid is used. 
 
In the next section, only the results generated from the fine grid are presented. Note that the current 
fine grid size of 493 (= 117,649) nodes is very comparable to the grid sizes used in the LES study of 
Cheng et al. (2003) and in the DES study of Schmidt and Thiele (2002). The latter two studies used 


























































4 x/H = 0.3
 
Figure 5.3. Grid sensitivity analysis: profiles of the streamwise mean velocity and Reynolds 
normal stress in the vertical x-y plane at z/H = 0 obtained at the streamwise location x/H = 0.3 
using URANS (top), PRNS (middle) and LES (bottom). (○) Experimental data of Meinders and 
Hanjalic (1999); (– –) coarse grid (39 × 39 × 39); (—) fine grid (49 × 49 × 49). 
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5.3 Results and Discussion 
Predicted results for the mean streamwise velocity and Reynolds normal stresses from the simulations 
were compared with the experimental data at four selected locations (namely, at x/H = −0.3, 0.3, 1.3 
and 1.7) displayed in Figure 5.1. 
 
5.3.1 Mean Velocity 
The mean velocity vector fields in the vertical x-y plane at z/H = 0 and the horizontal x-z plane at y/H 
= 0.5, predicted using URANS, PRNS and LES, are shown in Figure 5.4 and Figure 5.5, respectively. 
It can be seen from these two figures that all the approaches exhibit similar flow structures. Figure 5.4 
shows that the flow in the core region above the cube (y/H > 1) is mostly undisturbed, except close to 
the cube where the flow separates at the sharp leading top edge of the cube. Two main vortex 
structures are identified in the proximity of the cube: a downward vortex near the windward face of 
the cube, and an upward arch vortex in the wake of the cube.  
 
According to the experimental observations, the flow in the cube canyon is characterized by this two-
cell vortex structure separated by the flow reattachment at the channel floor, which occurred at x/H ≈ 
2.5 (or at 1.5H downstream from the leeward face of the cube). These two vortices are visible in the 
simulations and are seen to separate from each other at x/H ≈ 2.5 in the PRNS and LES solutions. 
These predicted flow features are consistent with the experimental findings. In contrast, the separation 
of these two vortices occurs at x/H ≈ −1.3 (or at 1.7H downstream from the leeward face of the cube) 
in the URANS solution. This indicates that URANS over-estimates the extent of the separation region 
behind the cube, yielding a slower rate of momentum recovery following the flow reattachment. 
Consequently, URANS under-predicts the mean streamwise velocity just upstream of the windward 
face of the cube, e.g., at location x/H = −0.3 for y/H < 1 [cf. Figure 5.6(a)]. 
 
In their LES study, Niceno et al. (2002) observed stagnation points (caused by the flow impingement) 
at y/H ≈ 0.8 and y/H ≈ 0.25 on the windward and leeward faces of the cube, respectively. Similar 
locations for stagnation points were found in the current study, except for URANS whose predictions 
do not exhibit a stagnation point on the leeward face of the cube. It can be seen in Figure 5.4 that the 
flow predicted by URANS exhibits only upward velocities along the leeward face of the cube, which 
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contrasts sharply with the PRNS and LES results where the flow is seen to exhibit downward 
velocities below the stagnation point at y/H ≈ 0.3. 
 
Figure 5.5 demonstrates that the mean flow is symmetrical along the centerline at z/H = 0, and that 
the flow separates at the sharp leading side edges of the cube. A pair of counter-rotating vortices in 
the wake region is evident. The center of these vortices for URANS is located at x/H ≈ 1.4, in contrast 
with those for PRNS and LES where the center of the vortices are seen to be located at x/H ≈ 1.7. 
Similar positions of the vortex cores were found in the study of Cheng et al. (2003), where the center 
of the vortices in their RANS and LES predictions were located at x/H ≈ 1.4 and 1.6, respectively. 
The corresponding center of the vortices in the experiment was located at x/H ≈ 1.6. 
 
Figure 5.6(a) shows the mean streamwise velocity predictions in the vertical x-y plane at z/H = 0. 
While the mean velocity profiles obtained using the three approaches are generally similar, it is found 
that LES gives the best conformance with the experimental data. URANS agrees with the 
experimental measurements reasonably well for y/H > 1 where the flow is attached, but shows visible 
discrepancies in the recirculation zone (y/H < 1) within the cube canyon, where the flow exhibits 
reversals at the streamwise locations x/H = −0.3, 1.3 and 1.7. In particular, URANS significantly 
under-predicts the mean streamwise velocity at x/H = −0.3 near the windward face of the cube due to 
the over-prediction of the recirculation bubble in the wake region. The PRNS results provide slightly 
better predictions of the reverse flow within the recirculation zone than the LES results (e.g., see 
locations x/H = −0.3 and 1.3). However, PRNS under-predicts the mean velocity in the region 1 < y/H 
< 2.5. Similar under-predictions of the velocity in this region were also found in the LES results 
reported by Niceno and Hanjalic (1999), where they used an unstructured grid with 418,760 cells. 
 
Figure 5.6(b) displays the horizontal profiles of the mean streamwise velocity in the x-z plane at y/H = 
0.5. Both PRNS and LES capture the correct shape of the mean streamwise velocity, but PRNS agrees 
slightly better with the experimental data than LES. In contrast, predictions from URANS provide 
erroneous predictions of the mean velocity in the spanwise corridor region between two cubes for z/H 
> 0.5. The predicted velocity in URANS increases monotonically in the region 0.5 < z/H < 2, which is 
contradictory to the measured velocity where it is seen to increase for 0.5 < z/H < 1 and then decrease 
for 1 < z/H < 2. In addition, URANS significantly under-predicts the streamwise velocity for 0.5 < 
z/H < 1.5. The under-prediction of the velocity here is associated with the under-prediction of the 
velocity just upstream of the windward face of the cube, resulting in a slower fluid passage around the 
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cube. Consequently, the velocity away from the cube must increase in order to maintain mass 


























Figure 5.4. Mean velocity vector field in the vertical x-y plane at z/H = 0 obtained using URANS 

























Figure 5.5. Mean velocity vector field in the horizontal x-z plane at y/H = 0.5 obtained using 











































































2 x/H = -0.3
 (b) 
Figure 5.6. Profiles of the mean streamwise velocity in (a) the vertical x-y plane at z/H = 0 and 
(b) the horizontal x-z plane at y/H = 0.5. (○) Experimental data of Meinders and Hanjalic 
(1999); (– –) URANS; (—) PRNS; (– · –) LES. 
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5.3.2 Reynolds Stresses 
A comparison of the measured and predicted streamwise Reynolds normal stresses u u′ ′  is presented 
in Figure 5.7. It is observed that the peak value of u u′ ′  at each x-location occurs at y/H ≈ 1 in the 
vertical x-y plane at z/H = 0 and at z/H ≈ 0.5 in the horizontal x-z plane at y/H = 0.5. These peaks in 
u u′ ′  correspond to the development of the thin shear layers along the rooftop and side walls of the 
cube, respectively. These shear layers originate from the sharp leading edges of the cube, and result in 
strong velocity gradients that contribute to a significant production (generation) of u u′ ′ . Moreover, it 
is seen from Figures 5.4 and 5.5 that there are thin separation zones on the rooftop and side walls of 
the cube at 0 < x/H < 0.5. Figure 5.7 reveals that the maximum value of u u′ ′  ( 20.15 bU≈ ) is found at 
x/H = 0.3 (i.e., within the thin separation zone), where a large velocity gradient u x∂ ∂  is expected to 
occur due to the separation of the shear layer and its subsequent reattachment. 
 
Figure 5.7(a) shows that the value of u u′ ′  gradually decreases for 1 < y/H < 2.5 as the impact of the 
cube on the flow starts to diminish, and increases again for 2.5 < y/H < 3.4 because of the increasing 
velocity gradient u y∂ ∂  towards the upper channel wall as confirmed in Figure 5.6(a). Figure 5.7(b) 
shows that the value of u u′ ′  slowly decreases for 0.5 < z/H < 1, owing to the decreasing velocity 
gradient u z∂ ∂  in this region as seen in Figure 5.6(b). 
 
In terms of the shape and magnitude of the u u′ ′  profiles, the discrepancy between the URANS results 
and the experimental data is generally large, particularly within the recirculation zones for y/H < 1 
[cf. Figure 5.7(a)] and for z/H < 0.5 [cf. Figure 5.7(b)]. Furthermore, URANS significantly under-
estimates the peak value of u u′ ′  by more than 50% at the streamwise locations x/H = 0.3, 1.3 and 1.7. 
This under-prediction of u u′ ′  in URANS arises from the utilization of the linear Boussinesq stress-
strain relationship [cf. Eq. (2.8)], which cannot properly account for the effects of anisotropy in the 
Reynolds stresses. In contrast, the LES results are in fairly good agreement with the experimental 
measurements in the z/H = 0 plane, but these predictions moderately under-predict the magnitude of 
u u′ ′  in the y/H = 0.5 plane. The PRNS results give predictions for u u′ ′  that are similar to those 
provided by the LES results, but PRNS is observed to over-estimate the magnitude of u u′ ′  for y/H > 
1 [cf. Figure 5.7(a)] and for z/H > 0.5 [cf. Figure 5.7(b)]. The over-prediction of u u′ ′  in these regions 
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was also reported in the DES study of Schmidt and Thiele (2002), but their predictions of the values 
for u u′ ′  were generally larger than the current PRNS predictions by at least a factor of two. 
 
Profiles of the spanwise Reynolds normal stress w w′ ′  are exhibited in Figure 5.8. It is seen from 
Figure 5.8(a) that the peak value of w w′ ′  at each x-location occurs at y/H ≈ 1 in the z/H = 0 plane, 
which is related to the thin intense shear layer developed along the rooftop of the cube. Large values 
of w w′ ′  are also observed in the range 0.2 < y/H < 0.8 at x/H = −0.3, which are associated with the 
flow impingement on the windward face of the cube. The URANS and LES results compare well with 
the measured data for y/H > 1, whereas PRNS over-predicts the magnitude of w w′ ′  in this region. 
The shapes of the w w′ ′  profiles for y/H < 1 are poorly represented by URANS, but are captured fairly 
well by PRNS and LES. However, both PRNS and LES considerably under-estimate the magnitude 
of w w′ ′  for y/H < 1. The large discrepancy in the predictions of the values of w w′ ′  at locations x/H = 
−0.3 and 1.7 was also reported by Mathey et al. (1999) and Cheng et al. (2003), where their numerical 
studies included LES with the standard Smagorinsky model and a dynamic SGS stress model. Both 
studies showed that LES with different SGS models gave very similar results, suggesting that SGS 
models are not the cause of the under-prediction of w w′ ′  observed here. It is noted that Mathey et al. 
(1999) and Cheng et al. (2003) used a grid size of 1003 and 483 nodes, respectively, clustered towards 
the channel walls and cube faces. It is suspected that the large discrepancy might be due to 
insufficient grid resolution. 
 
Figure 5.8(b) shows that the URANS predictions for w w′ ′  are generally poor in the x-z plane at y/H = 
0.5. The predicted w w′ ′  obtained from URANS decreases monotonically for z/H > 0.5, which is 
inconsistent to the measured w w′ ′  where it is seen to increase for z/H > 1. In contrast, a good 
conformance of PRNS and LES solutions with the experimental results is obtained for z/H > 0.5. 
Nevertheless, PRNS shows slightly better performance than LES here. Moreover, the profile of w w′ ′  
at x/H = −0.3 for z/H < 0.5 was accurately captured by PRNS. However, it is seen that at location x/H 
= 1.7, both PRNS and LES significantly under-predict the magnitude of w w′ ′  for z/H < 0.5. The poor 
prediction of w w′ ′  here was also found in other related studies (e.g., Schmidt and Thiele, 2002; 





















































































Figure 5.7. Profiles of streamwise Reynolds normal stress in (a) the vertical x-y plane at z/H = 0 
and (b) the horizontal x-z plane at y/H = 0.5. (○) Experimental data of Meinders and Hanjalic 



















































































2 x/H = -0.3
 (b) 
Figure 5.8. Profiles of spanwise Reynolds normal stress in (a) the vertical x-y plane at z/H = 0 
and (b) the horizontal x-z plane at y/H = 0.5. (○) Experimental data of Meinders and Hanjalic 
(1999); (– –) URANS; (—) PRNS; (– · –) LES. 
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5.3.3 Resolution Control Function 
Recall that the formulation of FR [cf. Eq. (2.27)] in PRNS involves a closure constant Cκ [cf. Eq. 
(2.32)], where the value of Cκ = 40 was calibrated against some DNS data for a fully-developed 
channel flow as presented in Chapter 4. Based on the good agreement of PRNS predictions (in terms 
of the mean velocities and Reynolds stresses) with the measurements for a fully-developed flow over 
a matrix of cubes as shown in this chapter, this suggests that Cκ = 40 remains valid in a complex 
turbulent flow dominated by unsteady large-scale turbulent structures. 
 
Figure 5.9 displays the distributions of FR in the proximity of the cube in a vertical x-y plane at z/H = 
0 and in a horizontal x-z plane at y/H = 0.5. The value of FR varies across these planes, with higher 
value observed towards the walls, implying that more modeling is required here for the given grid 
resolution. It is seen that the contours of FR are symmetrical along the centerline at z/H = 0 in the y/H 
= 0.5 plane, which is expected when the averaging time used to obtain flow statistics is long enough 








































Figure 5.9. Contours of resolution control function in the x-y plane at z/H = 0 (top) and in the x-





Structures in the mean flow, such as an arch vortex and recirculation bubbles in the wake region of 
the cube, were captured by URANS, PRNS and LES reasonably well. However, the shape and size of 
the vortices in the vicinity of the cube predicted by URANS were different than those predicted by 
PRNS and LES. The URANS results generally gave a poor conformance with the experimental data, 
particularly within the recirculation zone on the lee side of the cube. In contrast, PRNS and LES 
provided good predictions for the mean velocities and Reynolds normal stresses, both in terms of the 
shapes of the profiles and of their magnitudes. In general, PRNS showed similar but slightly better 




Developing Flow over a Matrix of Obstacles 
In comparison to the wall-bounded fully-developed flows studied earlier, simulation of developing 
flows raises more difficulties because they are highly sensitive to the imposed boundary conditions. 
In particular, specification of realistic unsteady inflow boundary conditions poses an additional 
challenge for PRNS and LES. Most of numerical studies for a developing flow over a group of 
obstacles were performed using RANS (e.g., Lien and Yee, 2004; Hsieh et al., 2007a) due to its 
relatively low computational cost. In addition, inflow conditions for mean flow properties in RANS 
were usually available from experimental measurements. In contrast, only a very limited number of 
LES studies of a developing flow through an obstacle array were conducted (e.g., Hanna et al., 2002; 
Shi et al., 2008), mainly because of the high computational cost and the difficulty to prescribe inflow 
conditions with a proper representation of turbulent fluctuations. 
 
The numerical performance of PRNS for developing flow over a matrix of cubes will be compared to 
that of URANS and LES. For PRNS and LES calculations, unsteady inlet turbulent fluctuations will 
be prescribed using the simple method described in Section 3.2.3. 
 
6.1 Problem Description 
The test case considered here is the wind-tunnel experiment of Brown et al. (2001), which was 
conducted at the U.S. Environmental Protection Agency’s (EPA) fluid modeling facility. The 
experiment consisted of the measurement of the flow through an extensive array of 77 cubes (7 rows 
of 11 cubes) placed in an open-return type wind tunnel. Figure 6.1 shows a schematic of the cubical 
array. The wind tunnel had a test section of 18.3 m length, 3.7 m width and 2.1 m height, and the 
ceiling of the test section was adjustable in height to allow for a non-accelerating free stream flow. A 
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neutral boundary layer with a depth of 1.8 m was created upstream of the cubical array. The height of 
a cube was H (= 0.15 m), and the separation between cubes (face-to-face) in both the streamwise and 
spanwise directions was H. The Reynolds number, based on the cube height and a reference velocity 
Ur (= 3 m/s) of the upstream flow at y = H, was 30000. The profiles of the mean velocities and the 
turbulence kinetic energy were measured in the vertical center plane of the array, extending from 
3.3H upstream of the windward face of the first row of cubes to 7.5H downstream of the leeward face 








Figure 6.1. The geometry of an array of cubes and a side view showing the selected locations of 
the velocity measurements. 
 
6.2 Computational Aspects 
Figure 6.1 shows that the geometry of the array possesses a two-fold symmetry in the spanwise 
direction. In consequence, for the numerical simulation of the flow field, only one column of cubes 
was included in the computational domain. The extent of computational domain in the streamwise (x), 
wall-normal (y), and spanwise (z) directions was −5 ≤ x/H ≤ 28, 0 ≤ y/H ≤ 8, and −1 ≤ z/H ≤ 1, 
respectively. The same domain size was used in the related RANS studies of Lien and Yee (2004) and 
Santiago et al. (2007). Lien and Yee (2004) also conducted simulations using a domain height of 10H 
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Computations from URANS, PRNS and LES were performed on a mesh of 135 × 40 × 31 nodes (in 
the x, y and z-directions) in a computational domain shown in Figure 6.2. The grid lines were 
preferentially concentrated near the solid surfaces (ground and cube faces) to better capture the 
expected sharp gradients of the flow properties here, and the spacing between grid lines was stretched 
with increasing distance from the solid surfaces. A temporal resolution of ΔtUr/H = 0.05 was used, 
and the time step size chosen satisfied CFL ≤ 1 [cf. Eq. (2.30)] over the entire computational domain 





















Figure 6.2. A two-dimensional x-y view at z = 0 (top) and x-z view at y = 0 (bottom) of the 
computational mesh of 135 × 40 × 31 nodes. 
 
The time history of the three velocity components was monitored at the locations (x/H, y/H, z/H) = 
(8.5, 1.5, 0) and (9.5, 0.5, 0) to check if the flow approached a statistically steady state. The 
computations were first run from initial conditions for 5000 time steps, where it was found that the 
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flow reached a statistically steady state approximately after first 2000 time steps. The computations 
were subsequently run for another 10000 time steps to collect the statistics of the flow. Vertical 
profiles of the mean streamwise velocity and the turbulence kinetic energy (at the selected locations 
shown in Figure 6.1), obtained from time-averaging over the first half and the entire 10000 time steps, 
were compared to each other. It was found that the difference in the time-averaged results obtained 
over 5000 and 10000 time steps was small, suggesting that time-averaged flow quantities over 10000 
time steps satisfied statistical convergence. 
 
Periodic boundary conditions were applied in the spanwise direction, and wall functions were used at 



















At the outlet, the flow was assumed to reach a fully-developed state: 
 
 0u v w k
x x x x x
ε∂ ∂ ∂ ∂ ∂
= = = = =
∂ ∂ ∂ ∂ ∂
. (6.2) 
 
At the inlet, the measured profiles of mean streamwise velocity and turbulence kinetic energy were 
used. The dissipation rate was not measured, and was estimated assuming that ( )3 4 3 2in in vC k yμε κ= , 
where kin is the turbulence kinetic energy at the inlet and κv (= 0.41) is the von Karman constant. The 
mean streamwise velocity at the inlet was approximated using the power-law profile: 
 
 ( ) ( )0.13in ru U y U y H= = . (6.3) 
 
In addition to the mean velocity profiles, unsteady inlet turbulent fluctuations are required for PRNS 
and LES calculations. Three different fluctuations, superimposed on the mean inlet velocity profiles, 
were investigated; namely, no fluctuations, random fluctuations (or, white noise), and time-correlated 
fluctuations described in Eq. (3.20): 
 
 ( ) ( ) ( ) ( ) ( )21i i i iu t u t t R t r t R tσ′ ′= − Δ Δ + − Δ . (6.4) 
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Random fluctuations were prescribed using ( ) ( )i i iu t r t σ′ = , obtained by setting the autocorrelation 
function R(Δt) = 0 in Eq. (6.4). For time-correlated fluctuations, ( ) ( )exp LR t t TΔ = −Δ  was used in 
Eq. (6.4), in which the integral time scale was calculated using ( )L v inT y U yκ=  [cf. Eqs. (3.21) and 
(3.22)]. For both the random and time-correlated fluctuations, the value of the target standard 
deviation of iu′  (i.e., ,i i rmsuσ ′= ) was assumed as σi = 0.6Ur. This means that simple isotropic rms 
velocities (i.e., 0.6rms rms rms ru v w U′ ′ ′= = = ) were assumed at the inlet. 
 
It was found from the preliminary LES calculations (with the time-correlated fluctuations) that when 
σi = 0.6Ur, the predicted vertical profiles (in terms of the shape and magnitude) of the turbulence 
kinetic energy were in a reasonable good conformance with the experimental data for 1 ≤ y/H ≤ 3 (cf. 
Figure 6.3, and Figures 6.10 to 6.12). If a lower value of σi (e.g., σi = 0.3Ur) was used, the predicted 
turbulence kinetic energy profiles had a similar shape, but lower magnitude (for y/H > 1), than those 
obtained using σi = 0.6Ur. In the region y/H < 1, where the influence of the cube on the flow within 
the street canyon is large, the magnitude of σi has negligible effect on the turbulence kinetic energy 
profiles. This can be seen in Figure 6.3, where the difference in the turbulence kinetic energy profiles 
obtained without fluctuations (i.e., σi = 0) and with random or time-correlated fluctuations (where σi 
= 0.6Ur) at the location x/H = 7.5 for y/H < 1 (below the top of the urban canopy), is very small. 
 
The effect of the inlet fluctuations on the PRNS or LES solutions was clearly discernible in the LES 
simulations. Figure 6.3 shows an example of the predicted vertical profiles of mean streamwise 
velocity and turbulence kinetic energy at streamwise locations x/H = 7.5 (within a street canyon) and 
x/H = 8.5 (above the rooftop of a cube) [cf. Figure 6.1]. Figure 6.3 shows that the inlet fluctuations 
have little impact on the mean streamwise velocity profiles (since these inlet fluctuations with zero 
mean do not change the total mass flux), but have a great influence on the prediction of the turbulence 
kinetic energy above the obstacle array (viz., for y/H > 1). Shi et al. (2008) also reported similar 
observations in their LES study of flow over a group of buildings, where they compared the profiles 









































8 x/H = 8.5
 
Figure 6.3. Inflow boundary condition sensitivity analysis: vertical profiles of the mean 
streamwise velocity and the turbulence kinetic energy obtained using LES. (○) Experimental 
data of Brown et al. (2001); (– · –) no fluctuations; (– –) random fluctuations; (—) time-
correlated fluctuations. 
 
The profiles of the turbulence kinetic energy obtained without fluctuations and with random 
fluctuations are very similar. Since random fluctuations have no spatial or temporal correlations, they 
dissipate quickly without sustaining turbulence within the solution domain (Schluter et al., 2004; 
Jarrin et al., 2006). This is clearly seen in Figure 6.3, where the magnitudes of the turbulence kinetic 
energy profiles obtained with random fluctuations drop rapidly above the obstacle array for y/H > 1. 
In contrast, the turbulence kinetic energy profiles obtained with time-correlated fluctuations show 
considerably improvement for 1 ≤ y/H ≤ 3. However, the magnitudes of these profiles increase 
monotonically for y/H > 2, which is non-physical. This is likely due to the autocorrelation function 
( ) ( )exp LR t t TΔ = −Δ  used in Eq. (6.4), where the value of R(Δt) increases monotonically in the 
vertical direction as shown in Figure 6.4. A possible improvement to the predicted turbulence kinetic 
energy profiles is to set R(Δt) to some constant (say, 0.5), or modify the integral time scale in R(Δt) as 
( )L L v inT C y U yκ= , where CL is some number (closure constant) less than one (e.g., 0.5), in order to 
reduce the large correlations in time seen in Figure 6.4. This may alleviate the non-physical increase 
of turbulence kinetic energy with increasing distance for y/H > 2 as seen in Figure 6.3, although 
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further investigation is still required. While inlet fluctuations are important for PRNS and LES, it 
should be emphasized that it is not the objective of this thesis to generate realistic inlet fluctuations 
(which itself is a challenging subject of research that is still under investigation by many researchers). 
Therefore, the simple time-correlated fluctuations, constructed using Eq. (6.4), are used to generate 











Figure 6.4. Vertical profile of the autocorrelation function for time-correlated fluctuations. 
 
6.3 Results and Discussion 
Predicted results for the mean streamwise velocity and the turbulence kinetic energy in the vertical x-
y plane at z/H = 0 were compared with the experimental data at twelve selected streamwise locations 
displayed in Figure 6.1. These locations extend from the impact region upstream of the array, through 
the array interior, to the exit region downstream of the array. 
 
6.3.1 Mean Velocity 
The mean velocity vector fields predicted using URANS, PRNS and LES are shown in Figures 6.5 
and 6.6. These two figures show that all the simulations produce similar flow patterns: a single vortex 
is formed between two consecutive cubes within each canyon, a recirculation bubble is present on the 
windward face of the first cube and at the exit region downstream of the array, and the rooftop 
recirculation is only apparent on the first cube. In addition, the mean flow within the street canyon 
seems to reach streamwise equilibrium by the third or fourth canyon. These predicted flow structures 
are qualitatively consistent with the experimental observations. 
 
The measured stagnation point on the windward face of the first cube at x/H = 0 was located at y/H ≈ 
0.7, which is correctly captured by PRNS and LES as seen in Figure 6.5. However, URANS predicts 
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the stagnation point at y/H ≈ 0.6. Figure 6.6 shows that the center of vortex within each canyon for 
PRNS and LES is located at y/H ≈ 0.75 towards the leeward face of the upstream cube, which is 
consistent with the experimental findings. In contrast, the vortex center predicted by URANS is 
located towards the windward face of the downstream cube. The measured reattachment length of the 
recirculation zone behind the leeward face of the last cube was found to be x/H ≈ 1.5. Figure 6.6 
shows that PRNS and LES predict a reattachment length of x/H ≈ 1.5 (where it is seen that the 
reattachment point at the floor occurs at x/H ≈ 14.5, which corresponds to a distance of 1.5H 
downstream from the leeward face of the last cube at x/H = 13), which is in excellent agreement with 
the measurements. In contrast, URANS predicts a reattachment length of x/H ≈ 2.5, which over-
estimates the experimental value by about 1.0H. Note that a reattachment length of x/H ≈ 2.5 was also 
reported by Lien and Yee (2004), where their RANS calculations employed the standard and the 
Kato-Launder (Kato and Launder, 1993) k-ε models. 
 
Vertical profiles of the measured and predicted mean streamwise velocity are presented in Figures 6.7 
to 6.9. Figure 6.7 shows that the measured velocity profile in the impingement region upstream of the 
array at x/H = −0.5 is reproduced well by the three simulation approaches. All the predicted velocity 
profiles over the rooftop of the first and second cubes (i.e., at x/H = 0.5 and 2.5) and at the center of 
the first street canyon (at x/H = 1.5) are in good agreement with the experimental data, except that 
URANS slightly under-predicts the mean streamwise velocity above the obstacle array for 1 < y/H < 
2. 
 
The velocity profiles shown in Figure 6.8 and top of Figure 6.9 correspond to the fully-developed 
flow within the array. It is observed that the vertical profiles of the mean streamwise velocity at x/H = 
7.5, 9.5 and 11.5 (i.e., within the fourth, fifth and sixth street canyons) are almost identical to each 
other. Similarly, the profiles of the mean streamwise velocity at x/H = 8.5, 10.5 and 12.5 (i.e., above 
the rooftop of the fifth, sixth and seventh cubes) are almost the same. This suggests that the mean 
flow reaches streamwise equilibrium at about the fourth row of the cubes. The agreement between all 
the simulation results and the measurements is very good, except that URANS over-predicts the mean 
streamwise velocity in the recirculation zones (y/H < 1) within the street canyons at x/H = 7.5, 9.5 and 
11.5. Figure 6.9 also shows that URANS under-predicts the mean streamwise velocity in the 
recirculation zone in the exit region downstream of the array at x/H = 14.5 and 16.5. In contrast, it is 




























Figure 6.5. Mean velocity vector field in the impingement region upstream of and through the 




























Figure 6.6. Mean velocity vector in the last three rows of cubes and in the exit region of the cube 






































8 x/H = 0.5
 
Figure 6.7. Vertical profiles of the mean streamwise velocity at four x-locations (x/H = −0.5, 0.5, 





































8 x/H = 9.5
 
Figure 6.8. Vertical profiles of the mean streamwise velocity at four x-locations (x/H = 7.5, 8.5, 






































8 x/H = 16.5
 
Figure 6.9. Vertical profiles of the mean streamwise velocity at four x-locations (x/H = 11.5, 
12.5, 14.5 and 16.5). (○) Experimental data of Brown et al. (2001); (– –) URANS; (—) PRNS; (– · 
–) LES. 
 
6.3.2 Turbulence Kinetic Energy 
Vertical profiles of the turbulence kinetic energy (k) are displayed in Figures 6.10 to 6.12. It can be 
seen in these figures that the peak value of k at each x-location (except at x/H = −0.5 in the impact 
zone upstream of the array) occurs at or near the top of the obstacle array (y/H ≈ 1). These peaks in k 
originate from the rooftops of the cubes where a thin intense shear layer develops, where the strong 
vertical velocity gradient (i.e., u y∂ ∂ ) within the shear layer contributes to a substantial production 
of k. The maximum value of k ( 20.2 rU≈ ) among these x-locations is found over the rooftop of the 
first cube at x/H = 0.5 (cf. Figure 6.10), resulting from the advection of strong k generated at the sharp 
top leading edge of the first cube when the flow impinges on the windward face of the cube. Figures 
6.11 and 6.12 show that the measured profiles of k at x/H = 7.5, 9.5 and 11.5 are almost identical to 










































8 x/H = 2.5
 
Figure 6.10. Vertical profiles of the turbulence kinetic energy at four x-locations (x/H = −0.5, 









































8 x/H = 10.5
 
Figure 6.11. Vertical profiles of the turbulence kinetic energy at four x-locations (x/H = 7.5, 8.5, 










































8 x/H = 16.5
 
Figure 6.12. Vertical profiles of the turbulence kinetic energy at four x-locations (x/H = 11.5, 
12.5, 14.5 and 16.5). (○) Experimental data of Brown et al. (2001); (– –) URANS; (—) PRNS; (– · 
–) LES. 
 
The location of the peaks in k at y/H ≈ 1 and the shape of the k profiles above the obstacle array for 1 
< y/H < 3 are generally reproduced well by all three simulations. In the region y/H < 1, the shape of 
the k profiles predicted by URANS in the impact zone (at x/H = −0.5) and within the street canyons 
(at x/H = 7.5, 9.5 and 11.5) do not agree well with the measurements. URANS fails to predict the 
decrease in the k profiles for 0 < y/H < 0.5 at x/H = −0.5 (cf. Figure 6.10) and for 0.5 < y/H < 1 at x/H 
= 7.5, 9.5 and 11.5 (cf. Figures 6.11 and 6.12). In contrast, both PRNS and LES capture the right 
trends of the k profiles here. In general, the shape of the k profiles obtained from PRNS and LES are 
very similar to each other and are in a better conformance with the experimental data than the 
URANS solution. 
 
In terms of the magnitude of the k profiles, URANS under-predicts the peak values of k at y/H ≈ 1, 
although the location of these peaks is well captured. In the region y/H > 1, URANS generally under-
estimates the levels of k by approximately 30% to 40% (cf. Figures 6.11 and 6.12), except at locations 
near the impingement zone (at x/H = −0.5 and 0.5) and in the flow adjustment zone (at x/H = 1.5 and 
2.5) [cf. Figure 6.10] where the agreement of the k levels with the measurements is satisfactory. 
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Furthermore, it is observed that URANS predicts excessive level of k for 0.5 < y/H < 1.5 at x/H = 
−0.5. The over-prediction of URANS here is due to the use of the standard k-ε model, where the 
standard k-ε model is known to predict an excessive production of k near the stagnation point of flows 
impinging on walls (Lien and Yee, 2004). Note that the measured stagnation point on the windward 
face of the first cube at x/H = 0 was located at y/H ≈ 0.7. The discrepancies between the URANS 
results and the experimental data are large for y/H < 1, particularly at x/H = 7.5, 9.5 and 11.5 where 
URANS significantly under-predicts the values of k by about 65% (cf. Figures 6.11 and 6.12). The 
deficiency of URANS is associated with the weaknesses of the linear Boussinesq stress-strain 
relationship, where the use of an isotropic eddy viscosity to characterize the Reynolds stresses cannot 
be expected to properly account for the effects of anisotropy in the Reynolds normal stresses. 
 
PRNS and LES solutions, are generally comparable with the URANS predictions in the impact and 
flow adjustment zones of the array for y/H < 2 (cf. Figure 6.10), but are better than the URANS 
results in the fully-developed and exit regions of the array for y/H < 3 (cf. Figures 6.11 and 6.12). In 
general, LES predictions give the best quantitative agreement of the k levels with the measurements. 
However, Figures 6.11 and 6.12 show that PRNS and LES also under-predict the values of k by about 
50% within the street canyons (at x/H = 7.5, 9.5 and 11.5) for y/H < 1, which might be due to an 
insufficient grid resolution used in these regions. In the LES study of similar cube arrays by Hanna et 
al. (2002), they also reported that the simulated turbulent intensities are generally less than the 
measured values by about 40% in the fully-developed region within the array. 
 
6.3.3 Reynolds Normal Stresses 
Figures 6.13 to 6.16 display the representative results of the Reynolds normal stresses near the 
impingement region upstream of the array (at x/H = −0.5 and 0.5), in the flow adjustment region (at 
x/H = 1.5 and 2.5), in the fully-developed region (at x/H = 7.5 and 8.5) within the array, and in the 
exit region downstream of the array (at x/H = 14.5 and 16.5). It is evident from these figures that the 
measured Reynolds normal stresses are strongly anisotropic, with u u w w v v′ ′ ′ ′ ′ ′> > . 
 
Figure 6.13 shows that the peak value of the Reynolds normal stresses at x/H = −0.5 occurs near the 
ground at y/H ≈ 0. However, URANS wrongly predicts the location of these peaks at y/H ≈ 1. In 
addition, URANS substantially over-predicts the values of u u′ ′  and v v′ ′  for 0.5 < y/H < 1 and 0.5 < 
y/H < 2, respectively, which yields the excessive level of k for 0.5 < y/H < 1.5 at x/H = −0.5 as seen in 
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Figure 6.10. In contrast, the Reynolds normal stresses profiles predicted by PRNS and LES are in a 
better agreement with the experimental data, although PRNS and LES significantly under-predict the 
magnitude of w w′ ′  for y/H < 2. The magnitude of the Reynolds normal stresses predicted by the three 
simulations at x/H = 0.5 are comparable to the measurements for 1 < y/H < 3, but all the simulations 
considerably under-predict the peak values of these normal stresses at y/H ≈ 1. 
 
From Figure 6.14, it is seen that the location of the peaks in the Reynolds normal stresses at y/H ≈ 1 is 
correctly captured by the three simulations at x/H = 1.5 and 2.5. However, the discrepancy between 
the predicted and measured peak values of these normal stresses is generally large, with the exception 
that the peak values of u u′ ′  predicted by PRNS and LES and the peak values of v v′ ′  predicted by 
URANS are in good agreement with the corresponding measured peak values. It is seen that PRNS 
and LES are able to reproduce the anisotropic behavior of the Reynolds normal stresses (where 
u u w w v v′ ′ ′ ′ ′ ′> > ), whereas URANS is unable to properly reproduce this anisotropy due to the use of 
the Boussinesq (linear) eddy viscosity approximation for the Reynolds stresses. 
 
The shape and magnitude of the Reynolds normal stress profiles at x/H = 7.5 and 8.5 shown in Figure 
6.15 are generally better reproduced by PRNS and LES than by URANS. The Reynolds normal stress 
profiles predicted by PRNS and LES are visibly anisotropic, but the normal stresses profiles predicted 
by URANS appear to be nearly isotropic. At x/H = 7.5 and 8.5, URANS under-estimates the peak 
values of u u′ ′  by more than 60%, whereas the peak values predicted by PRNS and LES are within 
20% of the measurements. In addition, the shapes of the Reynolds normal stresses for y/H < 1 at x/H 
= 7.5 are better estimated by PRNS and LES, although PRNS and LES under-predict the magnitude 
of these stresses by about 50%. 
 
Figure 6.16 shows that the shapes of the Reynolds normal stresses profiles in the exit region 
downstream of the array at x/H = 14.5 and 16.5 are well captured by all three simulations. PRNS and 
LES solutions generally show better quantitative agreement of the Reynolds normal stress levels 
(particularly for u u′ ′ ) with the experimental data than the URANS results, except at x/H = 16.5 where 
PRNS and LES significantly under-estimate the measured value of w w′ ′  by 50%. 
 
Overall, the consistently better performance of PRNS and LES relative to URANS is clearly seen in 
the predictions of the anisotropy in the Reynolds normal stresses (cf. Figures 6.13 to 6.16). In this 





























































8 x/H = 0.5
 
Figure 6.13. Vertical profiles of the Reynolds normal stresses near the impingement region at 
locations x/H = −0.5 and 0.5. (○) Experimental data of Brown et al. (2001); (– –) URANS; (—) 






























































8 x/H = 1.5
 
Figure 6.14. Vertical profiles of the Reynolds normal stresses in the flow adjustment region 
within the array at locations x/H = 1.5 and 2.5. (○) Experimental data of Brown et al. (2001); (– 






























































8 x/H = 7.5
 
Figure 6.15. Vertical profiles of the Reynolds normal stresses in the fully-developed region 
within the array at locations x/H = 7.5 and 8.5. (○) Experimental data of Brown et al. (2001); (– 
































































Figure 6.16. Vertical profiles of the Reynolds normal stresses in the exit region downstream of 
the array at locations x/H = 14.5 and 16.5. (○) Experimental data of Brown et al. (2001); (– –) 
URANS; (—) PRNS; (– · –) LES. 
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6.3.4 Resolution Control Function 
The reasonably good conformance of PRNS solutions with the experimental measurements in terms 
of the mean flow and turbulent quantities indicates that the value of the closure constant Cκ = 40 [cf. 
Eq. (2.32)], used in the formulation of FR [cf. Eq. (2.27)] in PRNS, is also applicable to a developing 
flow over a matrix of cubes. 
 
Figure 6.17 shows the distributions of FR in the proximity of the obstacle array in a vertical x-y plane 
at z/H = 0 and in a horizontal x-z plane at y/H = 0.5. The value of FR varies across these planes, with 
higher value observed towards the cube faces. It is seen that the value of FR in the vicinity of one cube 
is almost the same as the value of FR in the vicinity of the neighboring cubes, with the exception of 
the value of FR in the impact region upstream of the array and in the exit region downstream of the 
array. In addition, it is seen that the contours of FR are symmetrical along the centerline at z/H = 0 in 
the y/H = 0.5 plane. 
 
6.4 Closure 
The effect of the inlet fluctuations on the flow solutions for PRNS and LES was investigated. It was 
found that the inlet fluctuations have little impact on the mean streamwise velocity profiles, but have 
a great influence on the prediction of the turbulence kinetic energy above the obstacle array. 
 
The mean flow structures, such as a vortex within each street canyon, as well as the recirculation 
bubble on the windward face of the first cube and in the exit region of the cube array, were 
reproduced fairly well by URANS, PRNS and LES. The stagnation point on the windward face of the 
first cube, the center of the vortex, and the reattachment length downstream of the cube array, 
predicted by PRNS and LES were in good agreement with the experimental observations, whereas 
URANS predictions exhibited some discrepancies. In terms of the shape and magnitude of the 
profiles of the turbulence kinetic energy and the Reynolds normal stresses, both PRNS and LES 
results generally showed a better agreement with the experimental data than the URANS solutions. In 
particular, PRNS and LES outperform URANS in reproducing the anisotropic behavior of the 
Reynolds normal stresses. The predictive performance of PRNS, qualitatively and quantitatively, is 





























































































































Figure 6.17. Contours of resolution control function in the x-y plane at z/H = 0 (top) and in the 




Conclusions and Directions for Future Work 
7.1 Achievements 
PRNS, a variant of non-zonal hybrid numerical simulation approaches, was studied in this thesis. The 
numerical performance of PRNS, with a newly proposed functional form for FR used in the standard 
k-ε model framework, was evaluated against URANS (with the standard k-ε model) and LES (with 
the Smagorinsky model) for three different turbulent flows. In all three modeling approaches, wall 
functions were used at the solid surfaces in the test problems investigated. 
 
The proposed formulation of FR contains a closure constant Cκ. The value of Cκ = 40 used in all the 
PRNS computations (based on the standard k-ε model framework) presented in this thesis, was 
calibrated based on a fully-developed plane channel flow. The good agreement of PRNS predictions 
with the experimental measurements of fully-developed and developing flows over a matrix of cubes 
further suggests that Cκ = 40 remains valid in complex turbulent flows dominated by unsteady large-
scale turbulent structures. 
 
For the simulation of a plane channel flow, the mean streamwise velocity predicted by URANS 
agreed well with the DNS data, whereas the PRNS and LES solutions showed a velocity shift (a 
common problem seen in many hybrid RANS/LES approaches and in LES used with wall models). 
This velocity shift was due to the fact that PRNS and LES (both applied with wall functions) 
experienced a transition from a region where the turbulence was largely modeled to one where it was 
largely resolved. However, the PRNS and LES predictions were able to capture the near-wall 
anisotropic behavior of the rms velocities (where the PRNS results gave the best overall conformance 
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with the rmsv′  and rmsw′  profiles), whereas the URANS results incorrectly exhibited isotropic rms 
velocities. 
 
For a fully-developed flow over an array of cubes, the mean flow structures such as separation and 
recirculation bubbles, were reproduced reasonably well by URANS, PRNS and LES. In general, the 
URANS results did not agree well with the experimental data, particularly for the predictions of the 
Reynolds stresses within the recirculation zone in the lee of the cube. In contrast, PRNS and LES 
provided good predictions for the mean velocities and Reynolds stresses, and between them PRNS 
showed similar but slightly better performance than LES. 
 
For the simulation of a developing flow over a matrix of cubes, structures in the mean flow, such as a 
single vortex within each canyon and a recirculation bubble in the exit region downstream of the cube 
array, were captured fairly well by URANS, PRNS and LES. The predicted mean streamwise velocity 
profiles from all three simulations were in good conformance with the experimental measurements, 
except that the URANS results in the recirculation zones within the street canyons and in the exit 
region were less satisfactory. PRNS and LES generally gave better predictions for the turbulence 
kinetic energy and the Reynolds normal stresses than that of URANS, both in terms of the shapes of 
the profiles and their magnitudes. The superior performance of PRNS and LES over URANS was 
evidently seen in the predictions of the anisotropy in the Reynolds normal stresses. Overall, the 
predictive performance of PRNS was similar to that of LES. 
 
For each test case, computations from URANS, PRNS and LES were performed using the same mesh 
and time step sizes. It was found that the computational cost (in terms of the computing time to run 
the simulation) of PRNS and LES (with the near-wall turbulence modeled by wall functions) was 
approximately the same, but was about 10 times greater than that of URANS over a mesh of about 
48×48×48 nodes. This shows that the predictive accuracy of PRNS and LES over URANS comes 
with the price of high computational cost. Although the present (high-Reynolds-number) PRNS and 
“wall-modeled” LES showed comparable computational efficiency, it is expected that the 
computational cost of the present PRNS model is significantly less than that of “wall-resolved” LES 
(which requires a fine grid resolution along with a small time step size to resolve the small-scale 
turbulence near the wall), in particular when the dynamic procedure proposed by Germano et al. 
(1991) is employed. 
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Results for all three test cases indicate that the predictive performance of PRNS (with the proposed 
functional form for FR), qualitatively and quantitatively, is comparable to that of (wall-modeled) LES, 
but better than that of URANS. These encouraging results demonstrate the capability and accuracy of 
PRNS to predict complex turbulent flows. 
 
7.2 Future Work 
The near-wall turbulence in the PRNS computations was modeled using wall functions in this study. 
It is suggested to examine the effect of including near-wall treatments in the present PRNS approach, 
by using a low-Reynolds-number k-ε model [e.g., Launder & Sharma (1974) and Lien & Leschziner 
(1993)] as a base model. This base model would account for the interaction between turbulence and 
molecular viscosity in the near-wall regions where viscous effects are important. It would be 
interesting to compare the performance of the low-Reynolds-number k-ε PRNS model with that of the 
standard (high-Reynolds-number) k-ε model with wall functions, particularly for engineering 
problems in which heat transfer effects are important. 
 
The predictive accuracy of PRNS depends on the capability of the RANS turbulence model that is 
used to represent the effect of the unresolved motions on the resolved ones. Another interesting line 
for further investigation of PRNS is to test more advanced turbulence RANS models (e.g., non-linear 
k-ε models and Reynolds-stress transport models) as base models in PRNS. Finally, it should be 
mentioned here the value of the closure constant Cκ in the proposed formulation of FR is by no means 
optimal, and further calibration of this model constant for a wider range of flow conditions with 
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