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Abstract
We investigate the global Cauchy problem for a class of semilinear hyperbolic systems where the interaction can be nonlocal in
space and time. We establish global existence theorems for the initial value problem when the nonlinearity is dissipative in a weak
sense, and satisfies the causality condition. The argument is abstract and the technique is based on the nonlinear resolvent. We
apply these results to get low regularity global solutions of several models for relativistic field theory: the Dirac–Maxwell–Klein–
Gordon system, and the Thirring model on the Minkowski space–time R1+1; the Dirac–Klein–Gordon system on Schwarzschild
type manifolds, or outside a star undergoing a gravitational collapse to a Black-Hole.
© 2006 Elsevier SAS. All rights reserved.
Résumé
On résout le problème de Cauchy global pour une classe de systèmes hyperboliques dont l’interaction peut être non locale en
espace–temps. Nous établissons des théorèmes d’existence globale quand la non-linéarité satisfait une propriété faible de dissipa-
tivité, et la condition de causalité. L’argument est abstrait et repose sur une technique de résolvant non linéaire. Nous appliquons
ces résultats pour obtenir des solutions globales peu régulières de divers modèles de la théorie relativiste des champs : le système
de Dirac–Maxwell–Klein–Gordon et le modèle de Thirring sur l’espace temps de Minkowski R1+1 ; le système de Dirac–Klein–
Gordon dans des variétés de type Schwarzschild, ou à l’extérieur d’une étoile en effondrement gravitationnel vers un trou noir.
© 2006 Elsevier SAS. All rights reserved.
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1. Introduction
Semilinear hyperbolic systems with local quadratic interactions arise in various contexts such as, discrete kinetic
theory, wave propagation, etc. Several results concerning the existence of global solutions are known (see, e.g., in one
space dimension, Aregba-Driollet, B. Hanouzet [1]). Having in mind applications to models of relativistic field theory,
we investigate the global Cauchy problem for a class of systems of the following type:
∂tu(t, x)+A(t, x,∇x)u(t, x) =
[
F(u)
]
(t, x), t ∈ [0,∞[, x ∈ Rd, u(t, x) ∈ CN, (1.1)
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to be a continuous map on C0([0,∞[t ;L2(Rdx)), and to satisfy the causality condition:
∀T > 0 (t ∈ [0, T ] ⇒ u(t, .) = 0) ⇒ (t ∈ [0, T ] ⇒ [F(u)](t, .) = 0). (1.2)
Then we prove that the global Cauchy problem is well posed in many cases where the L2 norm of local solutions is
well controlled.
A motivation of this work, is the Dirac–Klein–Gordon system on some Lorentzian manifoldsM,
iγ μ∇μΨ +MΨ = κΦΨ, (1.3)
∇μ∇μΦ +m2Φ = κΨ ∗γ 0Ψ, (1.4)
nμγ
μΨ = iΨ, Φ = 0 on ∂M, (1.5)
especially in the framework of General Relativity, whenM describes a Schwarzschild type Black-Hole, or the gravi-
tational collapse of a star.
The study of global solutions of this important model of relativistic field theory has a long history (see in par-
ticular [2,8] to [15]), however many difficult open problems remain, even for the two-dimensional Minkowski
space–time M = R1+1, such as the existence of global solutions with low regularity. This question has recently
been investigated by N. Bournaveas [9] and Y. Fang [17]; they solved the global Cauchy problem for initial
data in L2(Rx;C2) × [H 1(Rx;R) × L2(Rx;R)]. The key point of their proofs is a rather surprising fact: if Ψ ∈
C0([0, T ];L2(Rx)) is a solution, then Ψ ∗γ 0Ψ ∈ L2([0, T ]t × Rx) even though Ψ /∈ L∞. This phenomenon, that has
already been noted by M. Beals and M. Bezard [8] for local solutions in R1+3, is due to the algebraic properties of the
quadratic form Ψ ∗γ 0Ψ , the so-called compatibility condition associated with Lorentz invariance (see [2]), that is close
to the null condition of S. Klainerman [24]. We clarify the role of this property. In fact we show that it is not needed
to assure global existence of low regularity solutions with initial data in L2(Rx;C2)× [Hs(Rx;R)×Hs−1(Rx;R)],
1/2 < s  1. It is only useful to get the Hs regularity of the scalar field Φ . Another interesting case is that of the
(1 + 3)-dimensional Lorentzian manifolds arising in General Relativity, in particular those describing black-holes.
Since the seminal work by Y. Choquet-Bruhat and D. Christodoulou on the massless fields [13], few results have
been published concerning global solutions of the nonlinear spin field equations on black-hole space–times (see, e.g.,
[7,30,31,34]). The major difficulty arising in the study of nonlinear massive Dirac equations is that the energy is not
positive definite. However, the conservation of the charge of the spinor, that is to say the conservation of the L2 norm
of the spinor field, can be used to derive global existence results for arbitrarily large L2 initial data, in 1+1 dimension,
and also in 1 + 3 dimension when the fields satisfy a condition of symmetry.
The basic idea of our approach is quite natural and simple. The nonlinearity κΦΨ in the Dirac equation (1.3), that
is obviously local when we consider the unknown (Ψ,Φ), can be considered as a nonlocal nonlinearity with respect
to the single unknown Ψ , by solving the Klein–Gordon equation (1.4), given the initial data for Φ . In the first step,
we solve the Dirac equation with this nonlocal nonlinearity, then we solve the inhomogeneous linear Klein–Gordon
equation. The method for solving the nonlinear equation is very general, so we develop in Section 2 an abstract setting
that allows to treat many examples. With the weak assumption of dissipation that we want to consider, it is difficult to
get directly an a priori estimate, and the usual fixed point method involving the iterative scheme
∂tun(t, x)+Aun(t, x) =
[
F(un−1)
]
(t, x),
is not convenient to get global solutions. Instead, we adopt a technique based on the nonlinear resolvent associated
with F , and the global solution u of (1.1) is obtained as follows: we solve
∂tun(t, x)+Aun(t, x) =
[
F
(
(n− F)−1(nun)
)]
(t, x), t ∈ [0, Tn[, (1.6)
then we prove that Tn → ∞, and u := limn un is the global solution of (1.1).
In Section 3 we use our abstract results to solve the global Cauchy problem for general conservative semilinear
hyperbolic systems. We also establish decay of the local energy. In the last section, we apply these results to get
low regularity global solutions of important equations of field theory and general relativity: the Dirac–Maxwell–
Klein–Gordon system and the Thirring model on R1+1, and the Dirac–Klein–Gordon system on Schwarzschild type
manifolds. Our method is sufficiently general to be able to allow the treatment of moving boundary mixed problems:
we consider the interesting case of the Dirac–Klein–Gordon system outside a star outgoing a gravitational collapse.
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Let X0 be a Banach space, not necessarily reflexive, and denote its norm by ‖.‖0. Given T ∗ ∈ ]0,∞], x ∈ X0, we
investigate the Cauchy problem:
du(t)
dt
+Atu(t) =
[
F(u)
]
(t), 0 t < T ∗, (2.1)
u(0) = x. (2.2)
Here At is the generator of a contraction semi-group for each t , and F is a function defined on the space
C0([0, T ∗[,X0), satisfying classical Lipschitz conditions, and the property of causality, i.e., if u = 0 on [0, T ], then
F(u) = 0 on [0, T ]. As examples of non-local in time nonlinearities, with some additional assumption of dissipative
type, we shall be able to treat the integral interactions:
[
F(u)
]
(t) =
t∫
0
f
(
t, s, u(s)
)
ds, f : [0, T ∗[× [0, T ∗[×X0 → X0, (2.3)
and the time-delay nonlinearities:[
F(u)
]
(t) = f (t, u(α(t))), α : [0, T ∗[→ [0, T ∗[, α(t) t. (2.4)
We now describe the different assumptions.
As regards the left member of Eq. (2.1), we assume that the linear problem is well posed. More precisely,
(At )0t<T ∗ is a family of linear densely defined operators on X0 satisfying the following conditions:
Assumption 2.1. There exists a dense subspace X1 of X0, contained in the domain of At for any t ∈ [0, T ∗[; X1 is a
Banach space for a norm ‖.‖1, and there exists a constant C > 0 such that ‖x‖0 C‖x‖1 for any x ∈ X1. The function
At of t is continuous in the norm of L(X1,X0).
We recall that a contraction propagator on X0, is a family (U(t, s))(s,t)∈Δ, where
Δ := {(s, t) ∈ R2;0 s  t < T ∗},
and U(t, s) is a map defined from X0 to X0, satisfying:
U(s, s) = Id, 0 s  r  t < T ∗ ⇒ U(t, s) = U(t, r)U(r, s), (2.5)
∀x ∈ X0, ∥∥U(t, s)x∥∥0  ‖x‖0, (2.6)
∀x ∈ X0, U(t, s)x ∈ C0(Δ,X0). (2.7)
Assumption 2.2. There exists a contraction propagator (U0(t, s))(s,t)∈Δ, such that for all (s, t) ∈ Δ, U0(t, s) is a linear
operator on X0, satisfying:
U0(t, s) ∈ L
(
X1
)
, (2.8)
∀x ∈ X1, U0(t, s)x ∈ C1
(
Δ,X0
)∩C0(Δ,X1), { ∂t [U0(t, s)x] = −AtU0(t, s)x,
∂s[U0(t, s)x] = U0(t, s)Asx. (2.9)
Since the seminal works by T. Kato, numerous results assure the existence of the propagator U0(t, s) when certain
conditions on (At )0t<T ∗ are assumed (see, e.g., [23,37,38]).
The nonlinear function F can be non-local in time, but satisfies a causality condition and a Lipschitz property
on Xj . For T ∈ [0, T ∗[, we denote:
X
j
T := C0
([0, T ];Xj ), ‖u‖
X
j
T
:= sup
t∈[0,T ]
∥∥u(t)∥∥
j
, X
j
T ∗ := C0
([0, T ∗[ ;Xj ). (2.10)
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0
T ∗ such that F(u) ∈ X1T ∗ if u ∈ X1T ∗ , and for all r > 0, T ∈ [0, T ∗[, there
exists CT (r) > 0 such that for j = 0,1:
u ∈ XjT , ‖u‖X0T  r ⇒
∥∥F(u)∥∥
X
j
T
 CT (r)‖u‖XjT , (2.11)
ui ∈ XjT , ‖ui‖X0T  r ⇒
∥∥F(u1)− F(u2)∥∥XjT  CT (r)‖u1 − u2‖XjT . (2.12)
We assume that CT (r) is a continuous, nondecreasing function of T and r .
It is well known that when X0 is a Hilbert space, and the nonlinearity is local, i.e., [F(u)](t) = f (u(t)), a sufficient
condition to assure the global existence of the solution is:  < x,f (x) > X0  0 (see, e.g., [37, 6.1.2]). To solve the
global Cauchy problem when F is a non-local nonlinearity on a non-reflexive Banach space X0, we generalise this
condition by putting the following:
Assumption 2.4. For any T ∈ [0, T ∗[, λ > 0, we have for all u ∈ X0T ∗ :
λ‖u‖X0T 
∥∥λu− F(u)∥∥
X0T
. (2.13)
The main result of this section is the following:
Theorem 2.5. Suppose Assumptions 2.1–2.4 are satisfied. Then for any x ∈ X1, there exists a unique u ∈
C1([0, T ∗[;X0)∩X1T ∗ solution of (2.1), (2.2), and we have:
0 t ⇒ ∥∥u(t)∥∥0  ‖x‖0. (2.14)
Moreover u depends continuously of x: there exists a continuous nondecreasing function k(t, r), such that if ui ,
i = 1,2, are two solutions with initial data xi , we have for t ∈ [0, T ∗[:∥∥u1(t)− u2(t)∥∥0  ‖x1 − x2‖0 etCt (max‖xi‖0), (2.15)∥∥u1(t)− u2(t)∥∥1  k(t,max‖xi‖0)‖x1 − x2‖1. (2.16)
Proof. The main idea, used by Iannelli [22] for the local nonlinearity [F(u)](t) = f (u(t)), consists in solving a
sequence of approximate problems:
dun(t)
dt
+Atun(t) =
[
F
(
(n− F)−1(nun)
)]
(t), 0 t  Tn, (2.17)
un(0) = x. (2.18)
We have replaced the nonlinearity F(u), which is estimated for ‖u‖  r , by ‖F(u)‖  C(r)‖u‖, by [F((n −
F)−1(nun))] = −nu + n(n − F)−1(nu) with n  C(r). The nice gain is that, the linear part −nu is dissipative,
and the nonlinear part (n − F)−1(nu) is linearly bounded, ‖(n − F)−1(nu)‖  ‖u‖. Therefore we shall be able to
prove that
‖un‖X0Tn  ‖x‖0, (2.19)
Tn → T ∗, n → ∞. (2.20)
The key tool will be the nonlinear resolvant (n− F)−1. To construct it, we start with some generalities.
We consider a Banach space (X,‖.‖) and a map F from X to X such that
F(0) = 0, (2.21)
and for any r > 0 there exists C(r) > 0 satisfying:
‖xj‖ r ⇒
∥∥F(x1)− F(x2)∥∥ C(r)‖x1 − x2‖. (2.22)
For sake of simplicity, we assume that C is a continuous nondecreasing function of r .
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B ′
(
0, λr − rC(r))⊂ (λId − F)B ′(0, r), (2.23)
and if xj ∈ B ′(0, r), yj = (λId − F)(xj ), we have:
‖x1 − x2‖ 1
λ−C(r)‖y1 − y2‖. (2.24)
Moreover, if F satisfies
∀λ > 0, ∀x ∈ X, λ‖x‖ ∥∥λx − F(x)∥∥, (2.25)
then
∀r > 0, λ > 2C(2r) ⇒ B ′(0, λr) ⊂ (λId − F)B ′(0, r). (2.26)
Proof. For λ > C(r), the map λ−1F is strictly contracting from B ′(0, r) to X. Hence the contracting mapping
principle (see, e.g., [36, Assertions 1.17 and 1.18]), assures that Id − λ−1F is injective, (Id − λ−1F)B ′(0, r) covers
B ′(0, r − rC(r)λ−1), and the inverse (Id − λ−1F)−1 which is defined on (Id − λ−1F)B ′(0, r), satisfies the Lipschitz
condition with constant λ(λ−C(r))−1. That proves (2.23) and (2.24). At last, by (2.23), we have for λ > 2C(2r):
B ′(0, λr) ⊂ B ′(0,2λr − 2rC(2r))⊂ (λId − F)B ′(0,2r).
Hence given y ∈ B ′(0, λr) there exists a unique x ∈ B ′(0,2r) such that y = λx − F(x). Now (2.25) implies that
x ∈ B ′(0, r). 
We introduce the nonlinear resolvant:
Rr(λ)x := (λId − F)−1(λx), (2.27)
defined for λ > C(r) on the domain
D
(
Rr(λ)
) := B ′(0,(1 − C(r)
λ
)
r
)
, (2.28)
or, when (2.25) is satisfied, for λ > 2C(2r):
D
(
Rr(λ)
) := B ′(0, r). (2.29)
As direct consequences of the previous lemma, we have:
Lemma 2.7. If 0 < r1 < r2 and λ > C(r2), then Rr1(λ)x = Rr2(λ)x for all x ∈ D(Rr1(λ)) ∩ D(Rr2(λ)); Rr(λ) is a
Lipschitz map from D(Rr(λ)) to B ′(0, r):
∀xj ∈ D
(
Rr(λ)
)
,
∥∥Rr(λ)x1 −Rr(λ)x2∥∥ λ
λ−C(r)‖x1 − x2‖. (2.30)
Moreover, if F satisfies (2.25), then
∀x ∈ B ′(0, r), ∀λ > 2C(2r), ∥∥Rr(λ)x∥∥ ‖x‖. (2.31)
Taking advantage of the nonlinear resolvant, we now construct an approximation of F . For x ∈ D(Rr(λ)) we put:
Fλ(x) := F
(
Rr(λ)x
)
. (2.32)
The first assertion of the preceding lemma, assures that given x ∈ X, Rr(λ)x is independent of r satisfying
‖x‖ r
(
1 − C(r)
λ
)
. (2.33)
Hence definition (2.32) makes sense. As an example, for X = R and F(x) = x2, we have for λ > 4|x|,
Fλ(x) = −λx + 2λ(1 + √1 − 4x/λ )−1x. We show that Fλ → F as λ → ∞:
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λ
. (2.34)
Proof. For r = ‖x‖, we have for λ > 2C(2r), B ′(0, r) ⊂ D(R2r (λ)) and Fλ(x) = F(R2r (λ)x). We have by (2.30):∥∥R2r (λ)x∥∥ λ
λ−C(2r) r  2r, (2.35)
hence we deduce from (2.22): ∥∥Fλ(x)− F(x)∥∥ C(2r)∥∥R2r (λ)x − x∥∥. (2.36)
We conclude by noting that ∥∥R2r (λ)x − x∥∥= ∥∥∥∥1λF (R2r (λ)x)
∥∥∥∥ 2rC(2r)λ .  (2.37)
We now return to the proof of Theorem 2.5. Given x ∈ X1, u ∈ C1([0, T ∗[;X0) ∩ X1T ∗ is solution of (2.1), (2.2),
iff for all t ∈ [0, T ∗[, u is solution of the integral equation:
u(t) = U0(t,0)x +
t∫
0
U0(t, s)
[
F(u)
]
(s)ds. (2.38)
Given t ∈ [0, T ∗[, (2.8), (2.9) and the Banach–Steinhaus theorem assure that there exists Kt ∈ C0([0, T ∗[t ;R+) such
that
0 s  t < T ∗ ⇒ ∥∥U0(t, s)∥∥L(X1) Kt . (2.39)
Therefore, thanks to Assumptions 2.2 and 2.3, the standard arguments based on the Gronwall lemma, assure that
Eq. (2.38) has at most one solution, and there exists a local solution in C1([0, T∗];X0) ∩ X1T∗ for some T∗ ∈ ]0, T ∗[.
We prove that T∗ can be taken arbitrarily closed of T ∗.
First, thanks to (2.12), we remark that when u1, u2 ∈ X0T ∗ are equal for t ∈ [0, T ], then F(u1) = F(u2) on this
interval. Therefore given u ∈ X0T , t ∈ [0, T ], [F(u˜)](t) is independent of u˜ ∈ X0T ∗ such that u = u˜ on [0, T ]. Hence
we introduce for T ∈ [0, T ∗[:
FT :u ∈ X0T →
(
t ∈ [0, T ] → [F(u˜)](t)) ∈ X0T , (2.40)
and u is solution of (2.38) on [0, T ], iff it is solution of:
u(t) = U0(t,0)x +
t∫
0
U0(t, s)
[
FT (u)
]
(s)ds, 0 t  T . (2.41)
We now apply the previous results to X = XjT , and FT that satisfies (2.21) and (2.22) with constant CT (r) for
j = 0,1, and also (2.25) for j = 0. For λ > 2CT (2r), we denote RrT (λ) the nonlinear resolvant associated with FT .
Then RrT (λ)u is well defined in X
0
T for u ∈ X0T with ‖u‖X0T  r , and R
r
T (λ)u ∈ X1T if ‖u‖X1T  r(1 −CT (r)/λ).
The causality is respected by the resolvants:
Lemma 2.9. Given 0 T1  T2, uj ∈ X0Tj , ‖u2‖X0T2  r , if u1(t) = u2(t) for all t ∈ [0, T1], then R
r
T1
(λ)u1 = RrT2(λ)u2
on [0, T1] for any λ > 2CT2(2r).
Proof. If vi := RrTi (λ)ui , we have λv1 − FT1(v1) = λv2 − FT2(v2) on [0, T1]. We denote by v21, the restriction of v2
on [0, T1]. Since FT1(v21) = FT2(v2) on [0, T1], we deduce that λv1 − FT1(v1) = λv21 − FT1(v21). Since λ − FT1 is
injective, we conclude that v1 = v21. 
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0
T1
for T1  T2 by putting for u1 ∈ X0T1 :
RrT2(λ)u1 = RrT2(λ)u2 on [0, T1],
where u2 is any element of X0T2 such that u2 = u1 on [0, T1] and ‖u2‖X0T2  r . Given x ∈ X
1
, we denote r := ‖x‖0
and for T ∈ [0, T ∗[, λ > 2CT (2r), we consider the integral equation:
uλ(t) = U0(t,0)x +
t∫
0
U0(t, s)
[
FT,λ(uλ)
]
(s)ds, 0 t  T , (2.42)
where we have introduced for v ∈ X0T , ‖v‖X0T  r ,
FT,λ(v) := FT
(
RrT (λ)v
)
. (2.43)
Lemma 2.10. Eq. (2.42) has a unique solution in C1([0, T ];X0)∩X1T with ‖uλ‖X0T  r .
Proof. Assumption 2.3 and (2.30) assure that FT,λ is locally Lipschitz. For all vi ∈ XjT , ‖vi‖X0T  r , we have:∥∥FT,λ(v1)− FT,λ(v2)∥∥XjT  λCT (r)λ−CT (r)‖v1 − v2‖XjT (2.44)
and the uniqueness follows by the Gronwall lemma.
To get the existence, we remark that uλ ∈ C1([0, T ];X0)∩X1T , ‖uλ‖X0T  r , is solution of (2.42), iff:
duλ(t)
dt
+Atuλ(t) =
[
FT,λ(uλ)
]
(t), 0 t  T , uλ(0) = x. (2.45)
Since FT,λ(uλ) = −λuλ + λRrT (λ)uλ, we deduce that (2.42), and
uλ(t) = e−λtU0(t,0)x + λ
t∫
0
e−λ(t−s)U0(t, s)
[
RrT (λ)uλ
]
(s)ds, 0 t  T , (2.46)
have the same solution in C1([0, T ];X0)∩X1T . To solve this last problem, we choose N ∈ N large enough to have:
α := λ
λ−CT (r)
(
1 − e−λT/N )< 1. (2.47)
For any integer k, 0 k N , we put Tk := kT /N . We construct by iteration a sequence (ukλ)0kN , ukλ ∈ X0Tk , such
that:
u0λ = x ∈ X0T0, (2.48)
and for 0 k N − 1, ukλ satisfies:
0 t  Tk ⇒ uk+1λ (t) = ukλ(t), (2.49)
Tk  t  Tk+1 ⇒ uk+1λ (t) = e−λ(t−Tk)U0(t, Tk)ukλ(Tk)+ λ
t∫
Tk
e−λ(t−s)U0(t, s)
[
RrT (λ)u
k+1
λ
]
(s)ds. (2.50)
To justify this construction, we introduce a sequence of closed parts:
B ′0 := {x}, 0 k N − 1, B ′k+1 :=
{
v ∈ X0Tk+1; t ∈ [0, Tk] ⇒ v(t) = ukλ(t), ‖v‖X0Tk+1  r
}
,
and a sequence of maps (Lk :B ′k → X0Tk )1kN given for v ∈ B ′k+1, 0 k N − 1, by
t ∈ [0, Tk] ⇒ Lk+1(v)(t) = uk(t),λ
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t∫
Tk
e−λ(t − s)U0(t, s)
[
RrT (λ)v
]
(s)ds.
Assume that we have ukλ ∈ X0Tk , ‖ukλ‖X0Tk  r . Then for v ∈ B
′
k+1, ‖Lk+1(v)(t)‖0  r for 0 t  Tk . Moreover (2.6)
and (2.31) imply:
t ∈ [Tk,Tk+1] ⇒
∥∥Lk+1(v)(t)∥∥0  e−λ(t−Tk)r + ‖v‖X0Tk+1 λ
t∫
Tk
e−λ(t−s) ds  r.
Hence Lk+1(B ′k+1) ⊂ B ′k+1. Now given vi ∈ B ′k+1, (2.6) and (2.30) also assure that
∥∥Lk+1(v1)(t)−Lk+1(v2)(t)∥∥0  λ2λ−CT (r)‖v1 − v2‖X0Tk+1
t∫
Tk
e−λ(t−s) ds  α‖v1 − v2‖X0Tk+1 .
Therefore Lk is a strict contraction on B ′k , and given u0λ := x, the sequence (ukλ)0kN is well defined by
Lk(u
k
λ) = ukλ ∈ B ′k . By using (2.5) and Lemma 2.9, an easy recurrence shows that
0 t  Tk ⇒ ukλ(t) = e−λtU0(t,0)x + λ
t∫
0
e−λ(t−s)U0(t, s)
[
RrT (λ)u
k
λ
]
(s)ds,
and by putting
uλ(t) := ukλ(t) for t ∈ [0, Tk], (2.51)
we have constructed a solution of (2.46), satisfying
uλ ∈ X0T , ‖uλ‖X0T  r. (2.52)
We now prove that uλ ∈ X1T . (2.30) and (2.39) imply that for any vi ∈ X1t , ‖vi‖X0t  r , λ > 2Ct(2r), we have:(
s → U0(t, s)
[
Rrt (λ)vi
]
(s)
) ∈ X1t ,∥∥U0(t, .)[Rrt (λ)v1]−U0(t, .)[Rrt (λ)v2]∥∥X1t  λKtλ−Ct(r)‖v1 − v2‖X1t .
Therefore the usual methods show that the integral equation (2.46) has a unique maximal solution in C0([0, T∗[;X1)
for some T∗ ∈ ]0, T ], and by the principle of continuation, to prove that uλ ∈ X1T , it is sufficient to establish:
sup
0t<T∗
∥∥uλ(t)∥∥1 < ∞. (2.53)
We get from (2.30) that for 0 t < T∗:
‖uλ‖X1t KT ‖x‖1 +
λKT
λ−CT (r)
t∫
0
‖uλ‖X1s ds.
Then (2.53) follows by the Gronwall lemma. Finally we deduce from (2.9) that uλ ∈ C1([0, T ];X0). 
We can achieve the proof of the existence of the solution of (2.38). Given T ∈ [0, T ∗[, μ  λ > 2CT (2r), we
estimate for 0 t  T :
‖uλ − uμ‖X0t  T
∥∥FT,λ(uλ)− FT,μ(uλ)∥∥X0T +
t∫ ∥∥FT,μ(uλ)− FT,μ(uμ)∥∥X0s ds.
0
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‖uλ − uμ‖X0t 
4rT
λ
(
CT (2r)
)2 + λCT (r)
λ−CT (r)
t∫
0
‖uλ − uμ‖X0s ds.
Therefore the Gronwall lemma assures that (uλ)λ is a Cauchy sequence in X0T . Its limit, u, is solution of (2.38) in X0T
and satisfies ‖u‖X0T  ‖x‖0. Since the local Cauchy problem is well posed in X
j
, we know that u ∈ C0([0, T∗[;X1)
for some T∗  T , and to prove the global existence in X1T ∗ , it is sufficient to show that ‖u(t)‖1 does not blow up as
t → T∗. We use (2.11) and (2.39) to estimate:
‖u‖X1t KT ‖x‖1 +KT CT (r)
t∫
0
‖u‖X1s ds,
and we conclude by the Gronwall lemma again. To prove (2.15), (2.16), we use (2.6) or (2.39), and (2.12) to get:
‖u1 − u2‖Xjt K
j
t ‖x1 − x2‖j +Kjt Ct
(
max
i
‖xi‖0
) t∫
0
‖u1 − u2‖Xjs ds,
with K0t = 1, K1t = Kt , and we apply the Gronwall lemma once more. 
When the nonlinearity is local in time, i.e., [F(u)](t) = f (t, u(t)) where f is a map from [0, T ∗[t×X0 to X0, the
solution of (2.1), (2.2), is given by a contraction propagator.
Corollary 2.11. Suppose Assumptions 2.1 and 2.2 are satisfied. Let f be in C0([0, T ∗[t×X0;X0) satisfying for any
T ∈ [0, T ∗[, j = 0,1:
0 t  T , x ∈ Xj , ‖x‖0  r ⇒
∥∥f (t, x)∥∥
j
 CT (r)‖x‖j , (2.54)
0 t  T , xi ∈ Xj , ‖xi‖0  r ⇒
∥∥f (t, x1)− f (t, x2)∥∥j  CT (r)‖x1 − x2‖j , (2.55)
where CT (r) is a continuous nondecreasing function of T and r .
We also assume that
∀t ∈ [0, T ∗[, ∀x ∈ X0, ∀λ > 0, λ‖x‖0 
∥∥λx − f (t, x)∥∥0. (2.56)
Then, for any x ∈ X1, the Cauchy problem:
du(t)
dt
+Atu(t) = f
(
t, u(t)
)
, 0 t < T ∗, (2.57)
u(0) = x, (2.58)
has a unique solution u ∈ C1([0, T ∗[;X0) ∩ X1T ∗ , and there exists a (nonlinear) contraction propagator U(t, s) on
X0, such that for any (s, t) ∈ Δ,
u(t) = U(t, s)u(s). (2.59)
Moreover we have:
0 s  t < T ∗ ⇒ ∥∥u(t)∥∥0  ∥∥u(s)∥∥0, (2.60)
and there exists a continuous nondecreasing function k(t, r) such that for j = 0,1:∥∥U(t,0)x1 −U(t,0)x2∥∥j  k(t,max(‖xi‖0))‖x1 − x2‖j . (2.61)
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θ ∈ [0, T ∗[, we can apply this result to Aθt := Aθ+t , Uθ0 (t, s) := U0(θ + t, θ + s), Fθ(u)(t) := f (θ + t, u(t)), with
0  s  t < T ∗θ := T ∗ − θ , and for these data we denote Uθ(t)x the solution of (2.1), (2.2), defined for t ∈ [0, T ∗θ [.
For x ∈ X1, 0 s  r  t we put:
s  τ < T ∗ ⇒ u1(τ ) = Us(τ − s)x,
s  τ  r ⇒ u2(τ ) = u1(τ ), r  τ < T ∗ ⇒ u2(τ ) = Ur(τ − r)u1(r).
u1(. + s) and u2(. + s) are solutions of (2.1), (2.2) in C1([0, T ∗s [;X0) ∩ X1T ∗s . Then the uniqueness implies u1 = u2.
Therefore if we introduce for 0 s  t < T ∗:
U(t, s) := Us(t − s),
we write U(t, s)x = Us(t − s)x = u1(t) = u2(t) = Ur(t − r)u1(r) = Ur(t − r)Us(r − s)x = U(t, r)U(r, s)x.
Therefore U is a propagator that solves Eq. (2.1) with initial data at time s, and (2.60) follows from (2.14). 
We also give a result concerning the strictly conservative systems.
Corollary 2.12. In addition to the assumptions of Corollary 2.11, suppose the following conditions are satisfied:
For any (s, t) ∈ Δ, U0(t, s) is one-to-one and onto on X0 and X1, and isometric on X0. (2.62)
∀t ∈ [0, T ∗[, ∀x ∈ X0, ∀λ > 0, λ‖x‖0 
∥∥λx + f (t, x)∥∥0. (2.63)
Then for any x ∈ X1, the unique solution u ∈ C1([0, T ∗[;X0)∩X1T ∗ of (2.57), (2.58), satisfies:
∀t ∈ [0, T ∗[, ∥∥u(t)∥∥0 = ‖x‖0. (2.64)
Proof. Pick T ∈ [0, T ∗[. We define for (s, t) ∈ ΔT := {(s, t); 0 s  t < T }:
ATt := −AT−t , UT0 (t, s) :=
[
U0(T − s, T − t)
]−1
, f T (t, x) := −f (T − t, x).
The family (ATt )0t<T satisfies Assumption 2.1 and UT0 is a contraction propagator. Moreover the open mapping
theorem assures that UT0 (t, s) ∈ L(X1). Given x ∈ X1, we denote y := U0(T − s, T − t)x and we compute:
0 = d
dt
[
UT0 (t, s)U0(T − s, T − t)x
]= [ d
dt
UT0 (t, s)
]
y +ATt UT0 (t, s)y,
0 = d
ds
[
UT0 (t, s)U0(T − s, T − t)x
]= [ d
ds
UT0 (t, s)
]
y −UT0 (t, s)ATs y.
Since UT0 (t, s) is one-to-one and surjective on X1, we deduce that UT0 satisfies Assumption 2.2 where we replace
respectively T ∗,At ,U0 by T ,ATt ,UT0 . Thanks to Corollary 2.11, the Cauchy problem,
duT (t)
dt
+ATt uT (t) = f T
(
t, uT (t)
)
, 0 t < T , (2.65)
uT (0) = u(T ), (2.66)
has a unique solution in uT ∈ C1([0, T [;X0)∩C0([0, T [;X1), and this solution satisfies:
0 t < T ⇒ ∥∥uT (t)∥∥0  ∥∥u(T )∥∥0. (2.67)
Since u(T − t) is solution of (2.65) and (2.66), we have uT (t) = u(T − t) and (2.67) implies
0 t < T ⇒ ∥∥u(T − t)∥∥0  ∥∥u(T )∥∥0. (2.68)
Since u ∈ X0 ∗ , we can take the limit as t → T − in (2.68) and we get (2.64). T
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propagator that is not a contraction:
du(t)
dt
+Atu(t)+B(t)u(t) =
[
F(u)
]
(t), 0 t < T ∗, (2.69)
u(0) = x. (2.70)
Here the potential B(t) satisfies:
Assumption 2.13. For any t ∈ [0, T ∗[, j = 0,1, B(t) ∈ L(Xj ), and we have:
B ∈ C0([0, T ∗[;L(Xj )). (2.71)
We have to strengthen the condition (2.13) on the nonlinearity.
Assumption 2.14. For any t ∈ [0, T ∗[, λ > 0, we have for all u ∈ X0T ∗ :
λ
∥∥u(t)∥∥0  ∥∥λu(t)− [F(u)](t)∥∥0. (2.72)
Theorem 2.15. Suppose Assumptions 2.1–2.3, 2.13 and 2.14 are satisfied. Then for any x ∈ X1, there exists a unique
u ∈ C1([0, T ∗[;X0)∩X1T ∗ solution of (2.69), (2.70). Moreover u depends continuously of x: there exists a continuous
nondecreasing function k(t, r), such that if ui , i = 1,2, are two solutions with initial data xi , we have for t ∈ [0, T ∗[,
j = 0,1: ∥∥u1(t)− u2(t)∥∥j  k(t,max‖xi‖0)‖x1 − x2‖j . (2.73)
Proof. To prove the existence, we take T ∈ ]0, T ∗[, and we put:
b = β(T ) :=
T∫
0
∥∥B(τ)∥∥L(X0) dτ. (2.74)
The equation
dv(t)
dt
+Atv + bv = 0,
is solved by a contraction propagator Ub(t, s) on X0, given by:
0 s  t < T ∗ ⇒ Ub(t, s) = e−b(t−s)U0(t, s), (2.75)
where U0(t, s) is the propagator associated to At by Assumption 2.2, and we have∥∥Ub(t, s)∥∥L(X0)  e−b(t−s), Ub(t, s) ∈ L(X1). (2.76)
Moreover, since U0(t, s)x ∈ C0(Δ;X1) for any x ∈ X1, the Banach–Steinhaus theorem assures that:∥∥Ub(t, s)∥∥L(X1) ∈ C0(Δ). (2.77)
We introduce the family:
A˜t := At +B(t)+ b. (2.78)
A˜t satisfies Assumption 2.1. The Cauchy problem for the equation,
dv(t)
dt
+ A˜t v = 0, (2.79)
is solved by the usual way, by considering for 0 s  t < T ∗, the integral equation
v(t) = Ub(t, s)v(s)+
t∫
Ub(t, τ )
(
B(τ)v(τ )
)
dτ. (2.80)s
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in C0([s, T ∗[;X1)∩C1([s, T ∗[;X0) if v(s) ∈ X1, and we have:
∥∥v(t)∥∥
j
 e−b(t−s)
∥∥v(s)∥∥
j
+
t∫
s
e−b(t−τ)
∥∥Ub(t, τ )∥∥L(Xj )∥∥B(τ)∥∥L(Xj )∥∥v(τ)∥∥j dτ. (2.81)
Then the Gronwall lemma implies that we have for 0 s  t  T :∥∥v(t)∥∥0  ∥∥v(s)∥∥0 eβ(t)−β(s)−β(T ),
and we conclude that the map v(s) → v(t) associated with (2.80) is a contraction propagator U(t, s) on [0, T ],
satisfying Assumption 2.2. Now u ∈ C0([0, T ];X0) is solution of Eq. (2.69), (2.70), iff v(t, x) := e−btu(t, x) is
solution of:
∂tv(t)+ A˜t v(t) =
[
Fb(v)
]
(t), 0 < t < T, v(0) = u0, (2.82)
with [Fb(v)](t) := e−bt [F(ebsu(s))](t). Thanks to Assumptions 2.3 and 2.14, Fb satisfies Assumptions 2.3 and 2.4.
Therefore, given u0 ∈ X1, the existence of v ∈ C1([0, T [;X0) ∩ C0([0, T [;X1) follows from Theorem 2.5. Since
‖v(t)‖0  ‖v(0)‖0 for 0 t < T , we deduce that∥∥u(T )∥∥0  eβ(T )‖u0‖0, (2.83)
and (2.73) is a consequence of (2.15) and (2.16). 
3. Semilinear Hyperbolic Systems
We investigate the global Cauchy problem for a Semilinear Hyperbolic System:
∂tu+
d∑
k=1
Ak(t)∂xku+ iB(t, x)u =
[
F(u)
]
(t), 0 < t < T ∗ ∞, x = (x1, . . . , xd) ∈ Rd , (3.1)
u(0, x) = u0(x). (3.2)
Here u = t (u1, . . . , uN) is a function on Rt × Rdx into CN , Ak(t) and B(t, x) are square matrices of order N . We
distinguish two cases: when the nonlinearity is defined on L2, we consider the Hermitian systems, and when the
nonlinearity is only defined on C0, we restrict our attention at the transport type equations. Next, with additional
hypotheses, we prove that the local L2-norm tends to zero as t → T ∗ = ∞.
3.1. Symmetric Semilinear Systems
We introduce the Hilbert spaces:
X0 = L2(Rdx;CN ), X1 = H 1(Rdx;CN ), (3.3)
where CN is endowed with the Euclidean norm, i.e., the norms are given by:
‖u‖20 =
N∑
k=1
‖uk‖2L2(Rd ), ‖u‖21 = ‖u‖20 +
N∑
k=1
d∑
j=1
‖∂xj uk‖2L2(Rd ). (3.4)
Firstly, we suppose that the coefficients satisfy the following condition of C0 regularity:
Assumption 3.1. For k = 1, . . . , d , Ak(t) is a hermitian matrix of order N , with coefficients in C0([0, T ∗[t ;C).
B(t, x) is a Hermitian matrix of order N , with coefficients in C0([0, T ∗[t ;L∞(Rdx)). For each t ∈ [0, T ∗[, B(t, x) is
an uniformly continuous function of x.
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fying Assumptions 2.3 and 2.4 for the choice of spaces (3.3). Then for any u0 ∈ X0, the Cauchy problem (3.1), (3.2)
has a unique solution u ∈ C0([0, T ∗[t ;X0). u continuously depends on u0 and satisfies:
∀t ∈ [0, T ∗[, ∥∥u(t)∥∥
X0  ‖u0‖X0 . (3.5)
If ∇xB ∈ C0([0, T ∗[t ;L∞(Rdx)) and u0 ∈ X1, then u ∈ C1([0, T ∗[t ;X0)∩C0([0, T ∗[t ;X1).
Proof. For n 1, let ϕn be given by:
ϕn(x) = ndϕ
(
x
n
)
, ϕ ∈ C∞0
(
R
d
)
,
∫
ϕ(x)dx = 1. (3.6)
To establish the continuity of u0 → u, and the uniqueness, we consider u1, u2 ∈ C0([0, T ∗[;X0), solution of (3.1). We
put ujn(t) := ϕn∗x uj (t). Since ϕn∗x [B(t)uj (t)], ϕn∗x [F(uj )](t) ∈ C0([0, T ∗[;X0), ujn belongs to C0([0, T ∗[;X1)∩
C1([0, T ∗[;X0). Taking the Hermitian product in CN of (3.1) with u1n − u2n and integrating over [0, t] × Rdx , we get:
∥∥u1n(t)− u2n(t)∥∥20  ∥∥u1n(0)− u2n(0)∥∥20 +
t∫
0
∥∥u1n(s)− u2n(s)∥∥0∥∥B(s)(u1(s)− u2(s))∥∥0
+ ∥∥u1n(s)− u2n(s)∥∥0∥∥[F (u1)](s)− [F (u2)](s)∥∥0 ds. (3.7)
Since the sequence (ujn)n is equibounded and equicontinuous in X0t , and u
j
n(t) → uj (t) in X0 as n → ∞, the Ascoli–
Arzelà theorem assures that ‖u1n − u2n‖X0t → ‖u1 − u2‖X0t as n → ∞. Then using Assumptions 2.3 and 3.1, we get:
∥∥u1 − u2∥∥2
X0t

∥∥u1(0)− u2(0)∥∥20 +
t∫
0
∥∥u1 − u2∥∥2
X0s
g(s)ds, g ∈ C0([0, T ∗[).
Therefore the solution continuously depends on the initial data, and when u1(0) = u2(0), the Gronwall lemma implies
u1 = u2.
To get the existence of the solution, we regularize u0 and B by putting:
u0,n := ϕn ∗x u0, Bn(t) := ϕn ∗x B(t).
We construct the linear contraction propagator U0(t, s), associated with ∂tu+A(t)u = 0, A(t) :=∑dk=1 Ak(t)∂xk , by
putting:
U0(t, s) :=F−1ξ
(
R(t, s; ξ))Fx, ∂tR(t, x; ξ) = −i d∑
k=1
ξkA
k(t)R(t, s; ξ), R(t, t; ξ) = Id, (3.8)
where the Fourier transform on Rd is denoted by F . We easily check that A(t) and U0(t, s) satisfy Assumptions 2.1,
2.2. Since Bn,∇xBn ∈ C0([0, T ∗[;L∞(Rdx ;CN×N)), and B∗n = Bn, then f defined by f (t, u) := −iBn(t)u satisfies
(2.54)–(2.56). Therefore Corollary 2.11 assures that the Cauchy problem for the linear hyperbolic system,
∂tu+
d∑
k=1
Ak(t)∂xku+ iBnu = 0,
is solved by a linear contraction propagator U0,n(t, s) satisfying Assumption 2.2. Therefore, since At := A(t) +
iBn satisfies Assumption 2.1, and u0,n ∈ X1, we may apply Theorem 2.5 that assures that there exists a solution
un ∈ C1([0, T ∗[,X0) of {
∂tun +∑dk=1 Ak(t)∂xkun + iBnun = F(un),
un(0) = u0,n,
and ∥∥un(t)∥∥  ‖u0,n‖0  ‖u0‖0. (3.9)0
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un(t) = U0(t,0)u0,n +
t∫
0
U0(t, s)
(−iBn(s)un(s)+ [F(un)](s))ds. (3.10)
We get from Assumption 2.3 and (3.9):∥∥up(t)− uq(t)∥∥0  ‖u0,p − u0,q‖0 + t‖Bp −Bq‖L∞([0,t]×Rd ;CN×N )‖u0‖0
+
t∫
0
‖Bq‖L∞([0,s]×Rd ;CN×N )
∥∥up(s)− uq(s)∥∥0 +Cs(‖u0‖0)‖up − uq‖X0s ds. (3.11)
Hence the Gronwall lemma implies:
‖up − uq‖X0t 
(‖u0,p − u0,q‖0 + t‖Bp −Bq‖L∞([0,t]×Rd )‖u0‖0) et‖Bq‖L∞([0,t]×Rd )+tCt (‖u0‖0). (3.12)
Now since x → B(t, x) is uniformly continuous and bounded, we have:
∀t ∈ [0, T ∗[, ∥∥Bn(t)−B(t)∥∥L∞(Rd ) → 0, n → ∞. (3.13)
On the other hand, since ∥∥Bn(t)−Bn(s)∥∥L∞(Rd )  ∥∥B(t)−B(s)∥∥L∞(Rd ),
the sequence Bn is equicontinuous in X0t , and the Ascoli–Arzelà theorem implies that
∀t ∈ [0, T ∗[, ‖Bn −B‖L∞([0,t]×Rd ) → 0, n → ∞. (3.14)
Then we deduce from (3.12) that un is a Cauchy sequence in X0t , that converges to some u ∈ X0T ∗ . From (2.12) and
(3.14), we get:
∀t ∈ [0, T ∗[, ‖Bnun −Bu‖X0t ,
∥∥F(un)− F(u)∥∥X0t → 0, n → ∞,
hence u is solution of (3.1), (3.2), and (3.9) gives (3.5). When u0 ∈ X1 and ∇xB ∈ C0([0, T ∗[;L∞(Rd)), it is
not necessary to make the regularization. As above, the linear contraction propagator solving the linear system
∂tu+∑dk=1 Ak(t)∂xku+ iBu = 0 is obtained by Corollary 2.11, and the existence of solution u ∈ C1([0, T ∗[;X0)∩
C0([0, T ∗[;X1) of (3.1), (3.2), directly follows from Theorem 2.5. 
The C0(Rdx) assumption on B is rather strong, and we can replace it by a condition of Sobolev type on x.
Assumption 3.3. For k = 1, . . . , d , Ak(t) is a Hermitian matrix of order N , with coefficients in C1([0, T ∗[t ;C), and
∀ξ ∈ Rd \ {0}, ∀t ∈ [0, T ∗[, det
(
d∑
k=1
ξkA
k(t)
)
= 0. (3.15)
B(t, x) is a Hermitian matrix of order N , with coefficients Bij ∈ C1([0, T ∗[t ;Hs(Rdx)), where{
s = 0 if d = 1,
0 < s if d = 2,
s = d/2 − 1 if d  3.
(3.16)
Moreover for each t ∈ [0, T ∗[, there exists ε > 0 such that
Bi,j (t) ∈ Hd/2−1+ε
(
R
d
x
)
. (3.17)
Theorem 3.4. Suppose Assumption 3.3 is satisfied. Let F be a map from C0([0, T ∗[t ;X0) to C0([0, T ∗[t ;X0), satis-
fying Assumptions 2.3 and 2.4 for the choice of spaces (3.3). Then for any u0 ∈ X0, the Cauchy problem (3.1), (3.2)
has a unique solution u ∈ C0([0, T ∗[t ;X0), and u satisfies:
∀t ∈ [0, T ∗[, ∥∥u(t)∥∥
X0  ‖u0‖X0 . (3.18)
When u0 ∈ X1, then u ∈ C1([0, T ∗[t ;X0)∩C0([0, T ∗[t ;X1).
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If uj ∈ Hsj (Rd), then u1u2 ∈ Hσ (Rd) with the conditions:
0 s1 + s2, σ = s1 ∧ s2 ∧
(
s1 + s2 − d2 − ε
)
, 0 < ε, (3.19)
0 < s1 + s2, sj = d2 , σ = s1 ∧ s2 ∧
(
s1 + s2 − d2
)
. (3.20)
We consider the family of differential operators:
At := A0t + iB(t), A0t :=
d∑
k=1
Ak(t)∂xk ; (3.21)
(3.16) and (3.19) assure that At is well defined in C1([0, T ∗[t ;L(X1,X0)) and satisfies Assumption 2.1. Moreover,
(3.17) and (3.20) imply that for u ∈ X1, we have:∥∥B(t)u∥∥0  Cε‖u‖H 1−ε∥∥B(t)∥∥Hd/2−1+ε  C′ε‖u‖1−ε1 ‖u‖ε0∥∥B(t)∥∥Hd/2−1+ε .
Hence for any α > 0, there exists Cα such that∥∥B(t)u∥∥0  Cα‖u‖0 + α‖u‖1.
Now (3.15) assures that A0t is self-adjoint on X0 with domain X1 and
‖u‖1  Ct
(‖u‖0 + ∥∥A0t u∥∥0),
for some Ct > 0. We deduce that B(t) is a self-Adjoint operator, A0t -bounded, with relative bound strictly smaller
than 1. Then the Kato–Rellich theorem assures that iAt is self-adjoint on X0 with domain X1. We can invoke the
corollary of Theorem 4.4.2 of [37], to conclude that there exists a contraction propagator U(t, s) satisfying Assump-
tion 2.2. Finally, the existence of a solution of the Cauchy problem (3.1), (3.2), follows from Theorem 2.5.
The establish the uniqueness in C0([0, T ∗[t ;X0) we prove an energy estimate, that is trivial for the smooth solu-
tions, but rather delicate for the weak solutions.
Lemma 3.5. For any u,f ∈ C0([0, T ∗[t ;X0) satisfying,
∂tu+
d∑
k=1
Ak(t)∂xku+ iB(t, x)u = f (t), 0 < t < T ∗, (3.22)
we have:
∥∥u(t)∥∥20  ∥∥u(0)∥∥20 + 2
t∫
0
∥∥u(s)∥∥0∥∥f (s)∥∥0 ds. (3.23)
Proof. If At is the differential operator (3.21) considered as anti-self-adjoint operator on X0 with domain X1, we
denote Rt(λ) := (λ−At)−1 its resolvant for λ ∈ R∗. The Hille–Phillips theorem assures that for any v ∈ X0:∥∥Rt(λ)v∥∥0  1|λ| ‖v‖0, (3.24)
moreover since B(t) is a self-adjoint operator, A0t -bounded, with relative bound strictly smaller than 1, (3.15) implies
that for any T ∈ [0, T ∗[, there exists CT (λ) > 0 such that
∀t ∈ [0, T ], ∥∥Rt(λ)v∥∥1  CT (λ)‖v‖0. (3.25)
Now we can extend this resolvant to X−1 := H−1(Rd;CN) endowed with its usual norm ‖.‖−1, since for any
v,w ∈ X0, ∣∣〈Rt(λ)v,w〉 ∣∣= ∣∣〈v,Rt (−λ)w〉 ∣∣CT (−λ)‖v‖−1‖w‖0.0 0
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∀t ∈ [0, T ], ∥∥R˜t (λ)v∥∥0 CT (−λ)‖v‖−1, (3.26)
(λ−At)R˜t (λ)v = v, (3.27)
and since At is a bounded operator from X0 to X−1 thanks to (3.16), we also have:
∀v ∈ X0, R˜t (λ)(λ−At)v = v. (3.28)
Now we introduce:
uλ(t) := λRt(λ)
[
u(t)
]
.
The Banach–Steinhaus theorem and the strong resolvant continuity of At assure that uλ ∈ C0([0, T ∗[;X0) and:
∀t ∈ [0, T ], sup
0tT
∥∥uλ(t)− u(t)∥∥0 → 0, λ → ∞. (3.29)
Moreover, writing
uλ(t)− uλ(s) = λRt(λ)
[
u(t)− u(s)]+ λRt(λ)(At −As)Rs(λ)[u(s)],
we deduce from (3.25) that uλ ∈ C0([0, T ∗[;X1). Since u satisfies Eq. (3.22), and At is bounded from X0 to X1, then
u ∈ C1([0, T ∗[;X−1) and we also have:
∂tuλ(t) = λR˜t (λ)
[
∂tu(t)
]+A′t uλ(t),
with
A′t :=
d∑
k=1
dAk
dt
(t)∂xk + i
∂
∂t
B(t).
Using (3.22) and (3.28), we get:
∂tuλ +
d∑
k=1
Ak(t)∂xkuλ + iB(t, x)uλ = λRt(λ)
[
f (t)
]+A′t uλ. (3.30)
We deduce that uλ ∈ C0([0, T ∗[;X1) ∩ C1([0, T ∗[;X0), and taking the Hermitian product in CN of (3.30) with uλ,
an integration on [0, t] × Rdx gives with (3.24):
∥∥uλ(t)∥∥20 − ∥∥uλ(0)∥∥20  2
t∫
0
∥∥f (s)∥∥0∥∥uλ(s)∥∥0 ds. (3.31)
Therefore the result follows from (3.29). 
We can now achieve the proof of the uniqueness. Given u1, u2 ∈ C0([0, T ∗[t ;X0) two solutions of (3.1)
with the same initial data u0 ∈ X0, we put u := u1 − u2, f (t) := [F(u1)](t) − [F(u2)](t); (2.12) implies that
‖f ‖X0t  k(t)‖u1 − u2‖X0t with k ∈ C0([0, T ∗[). We deduce from Lemma 3.5 that
‖u‖2
X0t
 2
t∫
0
k(s)‖u‖2
X0s
ds,
and the Gronwall lemma implies u = 0. 
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Given p ∈ [1,∞], we introduce the Banach spaces (Xj ,‖.‖j )j=0,1:
X0 := C0∞
(
R
d
x;CN
)∩Lp(Rdx;CN ), X1 := C1∞(Rdx;CN )∩W 1,p(Rdx;CN ), (3.32)
with
C0∞ :=
{
u ∈ C0; lim|x|→∞u = 0
}
, C1∞ :=
{
u ∈ C0∞; ∇xu ∈ C0∞
}
, W 1,p := {u ∈ Lp; ∇u ∈ Lp},
‖u‖0 :=N∞
[(‖uj‖L∞(Rd ))1jN ]+Np[(‖uj‖Lp(Rd ))1jN ], ‖u‖1 := ‖u‖0 + d∑
k=1
‖∂xku‖0,
where we have chosen two norms N∞ and Np , on RN . We suppose that the coefficients satisfy the following:
Assumption 3.6. For k = 1, . . . , d , t ∈ [0, T ∗[, Ak(t) is a diagonal square matrix of order N , and A ∈ C0([0, T ∗[t ;
R
N×N).
Assumption 3.7. B(t, x) is a square matrix and B ∈ C0([0, T ∗[t ;C1 ∩W 1,∞(Rdx ;CN×N)).
Let F be a map from C0([0, T ∗[t ;X0) to C0([0, T ∗[t ;X0).
Assumption 3.8. F satisfies Assumptions 2.3 and 2.4 for the choice of spaces (3.32). Moreover, when B = 0, F
satisfies Assumption 2.14.
Theorem 3.9. Suppose Assumptions 3.6, 3.7 and 3.8 are satisfied. Then for any u0 ∈ X0, the Cauchy problem (3.1),
(3.2) has a unique solution u ∈ C0([0, T ∗[t ;X0). u satisfies:
∀t ∈ [0, T ∗[, ∥∥u(t)∥∥
X0  e
β(t)‖u0‖X0, β(t) :=
t∫
0
∥∥B(τ)∥∥L(X0) dτ. (3.33)
When u0 ∈ X1, then u ∈ C1([0, T ∗[t ;X0)∩C0([0, T ∗[t ;X1).
Proof. We denote Ak(t) = (Akj (t)δij )1i,jN , and for j = 1, . . . ,N ,
Aj :=
(
A1j , . . . ,A
d
j
)
. (3.34)
If u1, u2 ∈ C0([0, T ∗[) are two solutions with same initial data u0 ∈ X0, then vj (t, x) = u1j (t, x +
∫ t
0 Aj(s)ds) −
u2j (t, x +
∫ t
0 Aj(s)ds) satisfies:
∂tvj (t, x) =
([
Fj
(
u1
)]− [Fj (u2)]− i N∑
h=1
Bj,h
(
u1h − u2h
))(
t, x +
t∫
0
Aj(s)ds
)
, vj (0, x) = 0.
Since ‖vh(t)‖0 = ‖u1h(t)− u2h(t)‖0, we deduce from Assumption 2.3 that
∥∥v(t)∥∥0  C
t∫
0
sup
0τs
∥∥v(τ)∥∥0 ds.
Hence the Gronwall lemma implies v = 0 and the uniqueness of the solution of (3.1), (3.2), is established. It
will be useful for the following corollary, to remark that we only have used the fact that B ∈ C0([0, T ∗[t ;C0 ∩
L∞(Rdx ;CN×N)).
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∂tv +
d∑
k=1
Ak(t)∂xk v = 0,
is solved by a contraction propagator U0(t, s) on X0, given by:
0 s  t < T ∗ ⇒ vj (t, x) = vj
(
s, x −
t∫
s
Aj (τ )dτ
)
, j = 1, . . . ,N, (3.35)
and we have, ∥∥U0(t, s)∥∥L(X0)  1, U0(t, s) ∈ L(X1), (3.36)
hence Assumptions 2.1, 2.2 are satisfied. Moreover Assumption 3.7 implies Assumption 2.13, and Assumption 3.8
assures that Assumptions 2.3 and 2.14 are also satisfied. Therefore, given u0 ∈ X1, the existence of the solution
u ∈ C1([0, T ∗[;X0)∩C0([0, T ∗[;X1) follows from Theorem 2.15, and (2.83) gives (3.33). Finally the estimate (2.73)
allows to get the existence of the solution u ∈ C0([0, T ∗[;X0) when u0 ∈ X0, by approximating u0 by u0,n ∈ X1,
u0,n → u0 in X0 as n → ∞. 
For the applications, it will be useful to be able to consider less regular B .
Assumption 3.10. B = B1 +B2 where B1 satisfies Assumption 3.7 and B2 ∈ C0([0, T ∗[t ;C0∞(Rdx ;CN×N)).
Corollary 3.11. Suppose Assumptions 3.6, 3.8 and 3.10 are satisfied. Then for any u0 ∈ X0, the Cauchy problem (3.1),
(3.2) has a unique solution u ∈ C0([0, T ∗[t ;X0), moreover u satisfies (3.33).
Proof. We have established the uniqueness with Assumption 3.10, in the proof of the previous theorem. To show
the existence of the solution, we choose a regularizing sequence θn on R, and we put B(n)(t, x) := B1(t, x) +∫
B2(t, y)θn(x − y)dy. Then B(n) satisfies Assumption 3.7 and B(n) tends to B in C0([0, T ∗[t ;L∞(Rdx;CN×N))
as n → ∞, and ‖B(n)(t)‖L(X0)  ‖B(t)‖L(X0). Furthermore, Theorem 3.9 assures that the Cauchy problem,
∂tu
(n) +
d∑
k=1
Ak(t)∂xku
(n) + iB(n)(t, x)u(n) = [F (u(n))](t), u(n)(0, x) = u0(x),
has a unique solution in C0([0, T ∗[;X0), and ‖u(n)(t)‖X0  eβ(t)‖u0‖X0 . We introduce:
v
(p,q)
j (t, x) = u(p)j
(
t, x +
t∫
0
Aj(s)ds
)
− u(q)j
(
t, x +
t∫
0
Aj(s)ds
)
that satisfies v(p,q)j (0, x) = 0 and:
∂tv
(p,q)
j (t, x) =
(
Fj
(
u(p)
)− Fj (u(q))− i N∑
h=1
B
(p)
j,h
(
u
(p)
h − u(q)h
)+ (B(q)j,h −B(p)j,h )u(q)h
)(
t, x +
t∫
0
Aj(s)ds
)
.
Since ‖v(p,q)h (t)‖0 = ‖u(p)h (t)− u(q)h (t)‖0, we deduce from Assumption 2.3 that
∥∥v(p,q)(t)∥∥0  C
(
teβ(t)
∥∥B(p) −B(q)∥∥
L∞([0,t]×R) +
t∫
0
sup
0τs
∥∥v(p,q)(τ )∥∥0 ds
)
.
Hence the Gronwall lemma implies that (u(n))n is a Cauchy sequence in C0([0, T ∗[;X0). If u := limn→∞ u(n),
Assumption 2.3 implies that F(u(n)) → F(u) in C0([0, T ∗[;X0), hence u is solution of the Cauchy problem (3.1),
(3.2) and satisfies (3.33). 
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We consider the hyperbolic system (3.1) with T ∗ = ∞, and we assume that the hypotheses of one of Theorems 3.2,
3.4, or 3.9 with p = 2 in (3.32), are satisfied. To get the decay of the local L2-norm, we need the following:
Assumption 3.12. For any h, k  d , (t, x) ∈ R+ × Rd , u ∈ C0([0,∞[;X0), we have:
∃α > 0; ∀t  0, α1
d∑
k=1
(
Ak(t)
)2
, (3.37)
[
Ah(t),Ak(t)
]= 0, (3.38)
(u∗(t, x)Ak(t)[F(u)](t, x))= 0, (3.39)
(u∗(t, x)[F(u)](t, x))= 0, (3.40)
d∑
k=1
∞∫
0
∥∥∥∥ ddt Ak(t)
∥∥∥∥L(CN) + ∥∥[Ak(t),B(t)]∥∥L∞(Rdx ;CN×N ) dt < ∞. (3.41)
Here u∗ denotes the conjugate transposate of u. Condition (3.40) is stronger than (2.13) and leads to the conserva-
tion of the energy ‖u(t)‖L2 = ‖u0‖L2 . We establish that no energy is trapped in a compact domain.
Theorem 3.13. For any u0 ∈ X0, R > 0, the solution u ∈ C0([0,∞[;X0) of (3.1), (3.2) satisfies:∫
∣∣x∣∣R
∣∣u(t, x)∣∣2 dx → 0, t → ∞. (3.42)
Proof. Since ‖u(t)‖L2 = ‖u0‖L2 , it is sufficient to treat the case u ∈ C0([0,∞[;X1) ∩ C0([0,∞[;X1). The proof
is largely inspired by the paper by Dias and Figueira [16]. We introduce the function χ : z ∈ R∗ → χ(z) =
z|z|−1 min(|z|,R). For 1  h  d , we take the real part of the bracket in CN of (3.1) and χ(xh)Ah(t)u, and inte-
grating in x ∈ Rd , t ∈ [0, T ], taking account of (3.38), (3.39), we get:
T∫
0
∫
{x∈Rd ; |xh|<R}
u∗(t, x)
(
Ah(t)
)2
u(t, x)dx dt =
∫
Rd
u∗(T , x)Ah(T )u(T , x)dx −
∫
Rd
u∗0(x)Ah(0)u0(x)dx
−
T∫
0
∫
Rd
u∗(t, x)
(
d
dt
Ah(t)− i[Ah(t),B(t, x)])u(t, x)dx dt.
With (3.37), we deduce that
T∫
0
∫
{x∈Rd ; |x|<R}
∣∣u(t, x)∣∣2 dx dt  R
α
‖u0‖2L2
(
d∑
k=1
2 sup
t0
∥∥Ak(t)∥∥L(CN) +
T∫
0
∥∥∥∥ ddt Ak(t)
∥∥∥∥L(CN)
+ ∥∥[Ak(t),B(t)]∥∥
L∞(Rdx ;CN×N ) dt
)
.
We conclude by (3.41) that
T+1∫ ∫ ∣∣u(t, x)∣∣2 dx dt → 0, T → ∞. (3.43)
T |x|R
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Qr(t) :=
∫
|x|R
∣∣u(t, x)∣∣2 dx.
By using (3.40), an integration by part gives:
d
dt
Qr(t) = −
d∑
k=1
∫
|x|=r
u∗(t, x)Ak(t)u(t, x) x
k
|x| dSr .
Given R > 0, we integrate on [R,R + 1]r and we get:
d
dt
R+1∫
R
Qr(t)dr = −
d∑
k=1
∫
R|x|R+1
u∗(t, x)Ak(t)u(t, x) x
k
|x| dx.
Now given θ ∈ [T ,T + 1], we integrate on [T , θ ]t and we find:
R+1∫
R
Qr(θ)dr −
R+1∫
R
Qr(T )dr = −
d∑
k=1
θ∫
T
∫
R|x|R+1
u∗(t, x)Ak(t)u(t, x) x
k
|x| dx dt.
Finally we integrate on [T ,T + 1]θ and we obtain:
R+1∫
R
Qr(T )dr =
T+1∫
T
R+1∫
R
Qr(θ)dθ +
d∑
k=1
T+1∫
T
θ∫
T
∫
R|x|R+1
u∗(t, x)Ak(t)u(t, x) x
k
|x| dx dt dθ.
We conclude that
QR(T )
(
1 +
d∑
k=1
sup
t0
∥∥Ak(t)∥∥L(CN)
) T+1∫
T
QR+1(t)dt.
Therefore the theorem follows from (3.43). 
4. Applications in fields theory and general relativity
We consider several nonlinear Dirac equations with mass M  0:
iγ μ(g)∇μΨ −MΨ = F(Ψ ). (4.1)
The notations are the following. ∇μ are the covariant derivatives on a (1 + d)-dimensional C2 manifold M,
d = 1,3, endowed with a Lorentzian metric with signature (+,−, . . . ,−),
ds2 = gμν dxμ dxν. (4.2)
γ
μ
(g), 0 μ d , are the Dirac matrices, unique up to a unitary transform, satisfying:
γ 0∗(g) = γ 0(g), γ j∗(g) = −γ j(g), 1 j  d, γ μ(g)γ ν(g) + γ ν(g)γ μ(g) = 2gμν1. (4.3)
Here A∗ denotes the conjugate transpose of any complex matrix A. In the case of the Minkowski space–time R1+d ,
we omit the subscript (g). We also introduce the matrix arising in the pseudoscalar interaction:
γ 5 :=
(
0 I
I 0
)
. (4.4)
We make the following choices:
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γ 0 =
(
1 0
0 −1
)
, γ 1 =
(
0 1
−1 0
)
, γ 5 := γ 0γ 1 =
(
0 1
1 0
)
. (4.5)
Then the Dirac equation (4.1) takes the form:{
∂tΨ1 + ∂xΨ2 + iMΨ1 = −iF1,
∂tΨ2 + ∂xΨ1 − iMΨ2 = iF2. (4.6)
If d = 3, Ψ is C4-valued, and γ μ are the 4×4 matrices of the Pauli–Dirac representation given for μ = 0,1,2,3 by:
γ 0 =
(
I 0
0 −I
)
, γ μ =
(
0 σμ
−σμ 0
)
, γ 5 := iγ 0γ 1γ 2γ 3 =
(
0 I
I 0
)
, (4.7)
where
I =
(
1 0
0 1
)
, σ 1 =
(
0 1
1 0
)
, σ 2 =
(
0 −i
i 0
)
, σ 3 =
(
1 0
0 −1
)
. (4.8)
Finally we denote
Ψ := Ψ ∗γ 0. (4.9)
4.1. Dirac–Maxwell system and Dirac–Klein–Gordon equations on R1+1
We consider the global Cauchy problem for the Dirac–Maxwell system and the Dirac–Klein–Gordon system on
the Minkowski space–time R1+1. To simultaneously treat these two problems, we investigate the coupled equations:
iγ μ∂μΨ +MΨ =
[
gAμγμ +Φ
(
hI + ikγ 5)]Ψ, (4.10)
∂2t Aμ − ∂2xAμ = gΨ γμΨ, (4.11)
∂2t Φ − ∂2xΦ +m2Φ = hΨΨ + ikΨ γ 5Ψ, (4.12)
Ψ (0, x) = ψ(x), (4.13)
Aμ(0, x) = fμ(x), ∂tAμ(0, x) = gμ(x), (4.14)
Φ(0, x) = ϕ0(x), ∂tΦ(0, x) = ϕ1(x). (4.15)
Here g,h, k ∈ R are the coupling constants, M,m 0 are the mass of the fields. The cases gh = 0, k = 0 have been
solved by J.M. Chadam [10] for ψ ∈ H 1(R;C2), fμ,ϕ0 ∈ H 1(R;R), gμ,ϕ1 ∈ L2(R;R). Chadam and Glassey have
also investigated several properties of this system in [11,12]. An important question is the existence of low regularity
solutions. N. Bournaveas [9], and Y. Fang [17] have recently solved the Dirac–Klein–Gordon system g = k = 0, for
ψ ∈ L2(R;C2), ϕ0 ∈ H 1(R;R), ϕ1 ∈ L2(R;R). Their proof is based on the special algebraic property of ΨΨ , the
so-called compatibility condition, [2], related to the null condition of S. Klainerman. Since the Dirac–Maxwell system
does not satisfy this property, the existence of global solutions for ψ ∈ L2(R;C2), is an open problem that we solve.
Theorem 4.1. For ψ ∈ L2(R;C2), fμ ∈ Hs(R;R), gμ ∈ Hs−1(R;R), 1/2 < s, ϕ0 ∈ Hσ (R;R), ϕ1 ∈ Hσ−1(R;R),
1/2 < σ  1, the Cauchy problem (4.10) to (4.15) has a unique global solution Ψ ∈ C0(Rt ;L2(Rx;C2)),
Φ ∈ C0(Rt ;Hσ (Rx))∩C1(Rt ;Hσ−1(Rx)), Aμ ∈ C0(Rt ;H 1/2−ε ∩L∞(Rx))∩C1(Rt ;H−1/2−ε(Rx)) for all ε > 0.
Proof. We introduce:
B := −Mγ 0 + γ 0[gA˜μγμ + Φ˜(hI + ikγ 5)], (4.16)
where A˜ ∈ C0(Rt ;Hs(Rx;R)) ∩ C1(Rt ;Hs−1(Rx;R)) and Φ˜ ∈ C0(Rt ;Hσ (Rx;R)) ∩ C1(Rt ;Hσ−1(Rx;R)) are
the solutions of
∂2t A˜μ − ∂2x A˜μ = 0, A˜μ(0, x) = fμ(x), ∂t A˜μ(0, x) = gμ(x),
∂2t Φ − ∂2xΦ +m2Φ = 0, Φ˜(0, x) = ϕ0(x), ∂t Φ˜(0, x) = ϕ1(x). (4.17)
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Now given Ψ ∈ C0(Rt ;L2(Rx;C2)), we introduce:
A˘μ(t, x) = g2
t∫
0
[ x+t−s∫
x−t+s
Ψ γ μΨ (s, y)dy
]
ds, (4.18)
Φ˘(t, x) = 1
2
t∫
0
[ t−s∫
s−t
J0
(
m
√
(t − s)2 − y2 )(hΨΨ (s, x − y)+ ikΨ γ 5Ψ (s, x − y))dy]ds,
where J0 is the usual Bessel function. Since ΨΨ,Ψ γμΨ,Ψ γ 5Ψ ∈ C0(Rt ;L1(Rx)), and L1(R) ⊂ H−1/2−ε(R),
0 < ε, we have A˘μ, Φ˘ ∈ C0(Rt ;H 1/2−ε(Rx;R)) ∩ C1(Rt ;H−1/2−ε(Rx;R)), and Aμ = A˜μ + A˘μ, Φ = Φ˜ + Φ˘
are solution of (4.11), (4.12), (4.14) and (4.15). Furthermore we have A˘μ, Φ˘ ∈ C0(Rt ;L∞(Rx)) and the maps
Ψ → A˘μ, Φ˘ are locally Lipschitz from C0([−T ,T ]t ;L2(Rx;C2)) to C0([−T ,T ]t ;L∞(Rx)) for any T > 0. When
Ψ ∈ C0(Rt ;H 1(Rx;C2)), since H 1(R) is an algebra, A˘μ, Φ˘ ∈ C0(Rt ;H 2(Rx;R)), and the maps Ψ → A˘μ, Φ˘ are
locally Lipschitz from C0([−T ,T ]t ;H 1(Rx;C2)) to C0([−T ,T ]t ;H 2(Rx;R)).
We introduce:
F(Ψ )(t, x) := −iγ 0[gA˘μ(t, x)γμ + Φ˘(t, x(hI + ikγ 5))]Ψ (t, x). (4.19)
The previous properties show that F satisfies Assumption 2.3. To prove that Assumption 2.4 is fulfilled, we easily
check using (4.3), that
(Ψ ∗F(Ψ ))(t, x) = 0. (4.20)
Therefore Theorem 3.2 assures that the global Cauchy problem:
∂tΨ + γ 0γ 1∂xΨ + iBΨ = F(Ψ ), Ψ (0) = ψ, (4.21)
has a unique global solution Ψ ∈ C0(Rt ;L2(Rx;C2)).
To get the regularity of Φ , it sufficient to prove that Φ˘ ∈ C0(Rt ;H 1(Rx)) ∩ C1(Rt ;L2(Rx)). Therefore, we have
to establish that
hΨΨ + ikΨ γ 5Ψ ∈ L2loc
(
Rt ;L2(Rx)
)
. (4.22)
This is a consequence of the following result that is related with the compatibility between this quadratic form and the
Dirac equation (see [2,8,9,17]).
Lemma 4.2. For all h, k ∈ R, there exists a continuous function C(T ) such that for any T > 0, Ψ,F ∈
C0(Rt ;L2(Rx;C2)) satisfying (4.6), we have:∥∥hΨΨ + ikΨ γ 5Ψ ∥∥
L2([−T ,T ]×R)  C(T )
(∥∥Ψ (0, x)∥∥
L2(Rx)
+ ‖F‖L2([−T ,T ]×R)
)2
. (4.23)
Proof. We make the change of unknowns:
u± = Ψ1 ±Ψ2. (4.24)
Then Ψ is solution of Eq. (4.6) iff u± satisfies:
∂tu± ± ∂xu± + iMu∓ = −i(F1 ∓ F2). (4.25)
Since
ΨΨ = (u+u∗−), Ψ γ 5Ψ = i(u+u∗−),
it is sufficient to prove the following:∥∥u+u∗−∥∥ 2  C(T )(∥∥u+(0, x)∥∥ 2 + ∥∥u−(0, x)∥∥ 2 + ∥∥(F1,F2)∥∥ 2 )2. (4.26)L ([−T ,T ]×R) L (Rx) L (Rx) L ([−T ,T ]×R)
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u±(t, x) = u±(0, x ∓ t)+
t∫
0
G±(s, x ∓ t ± s)ds, G± := −i(Mu∓ + F1 ∓ F2).
Hence, putting ξ± = x ± t , we get for |t | T :
∣∣u+(t, x)u∗−(t, x)∣∣ ∣∣u+(0, ξ−)u∗−(0, ξ+)∣∣+ ∣∣u+(0, ξ−)∣∣ T∫
−T
∣∣G−(s, ξ+ − s)∣∣ds
+ ∣∣u−(0, ξ+)∣∣ T∫
−T
∣∣G+(s, ξ− + s)∣∣ds + T∫
−T
∣∣G+(s, ξ− + s)∣∣ds T∫
−T
∣∣G+(σ, ξ− + σ)∣∣dσ,
then
1
3
∣∣u+(t, x)u∗−(t, x)∣∣2  ∣∣u+(0, ξ−)∣∣2∣∣u∗−(0, ξ+)∣∣2 + 2T ∣∣u+(0, ξ−)∣∣2 T∫
−T
∣∣G−(s, ξ+ − s)∣∣2 ds
+ 2T ∣∣u−(0, ξ+)∣∣2 T∫
−T
∣∣G+(s, ξ− + s)∣∣2 ds
+ 4T 2
T∫
−T
∣∣G+(s, ξ− + s)∣∣2 ds T∫
−T
∣∣G+(σ, ξ− + σ)∣∣2 dσ,
and finally, by integrating on Rx :
‖u+u∗−‖2L2([−T ,T ]×R)  C(T )
(∥∥u+(0, x)∥∥2L2(Rx) + ∥∥u−(0, x)∥∥2L2(Rx) + ∥∥(G+,G−)∥∥2L2([−T ,T ]×R))2. (4.27)
We evaluate:
‖G±‖L2([−T ,T ]×R) M‖u∓‖L2([−T ,T ]×R) +
∥∥(F1,F2)∥∥L2([−T ,T ]×R).
Since u± satisfy (4.25), we may apply Lemma 3.5 and from (3.23) we get for |t | T :
∥∥u±(t, x)∥∥2L2(Rx)  ∥∥u±(0, x)∥∥2L2(Rx) + ‖F1 ∓ F2‖2L2([−T ,T ]×Rx) ds +
∣∣∣∣∣
t∫
0
∥∥u±(s, x)∥∥2L2(Rx) ds
∣∣∣∣∣.
Then the Gronwall lemma gives:∥∥u±(t, x)∥∥2L2(Rx)  eT (∥∥u±(0, x)∥∥2L2(Rx) + ∥∥(F1,F2)∥∥2L2([−T ,T ]×Rx)), |t | T ,
hence
‖G±‖L2([−T ,T ]×R)  C(T )
(∥∥u+(0, x)∥∥L2(Rx) + ∥∥u−(0, x)∥∥L2(Rx) + ∥∥(F1,F2)∥∥L2([−T ,T ]×R)).
Now (4.26) follows from (4.27). 
4.2. Thirring model on R1+1
We consider the global Cauchy problem for the Dirac–Maxwell system on the Minkowski space–time R1+1, with
the Thirring auto-interaction:
iγ μ∂μΨ +MΨ =
(
gAμ + hΨ γμΨ )γμΨ, (4.28)
∂2t Aμ − ∂2xAμ = gΨ γμΨ, (4.29)
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Aμ(0, x) = fμ(x), ∂tAμ(0, x) = gμ(x), (4.31)
g,h are real coupling constants. Similar models were studied in [3,14,19,35].
Theorem 4.3. For any ψ ∈ L2 ∩ C0∞(R;C2), fμ ∈ Hs(R;R), gμ ∈ Hs−1(R;R), 1/2 < s  2, the Cauchy problem
(4.28) to (4.31) has a unique global solution Ψ ∈ C0(Rt ;L2 ∩ C0∞(R;C2)), Aμ ∈ C0(Rt ;H 1/2−ε ∩ L∞(Rx)) ∩
C1(Rt ;H−1/2−ε(Rx)) for all ε > 0. In the case of the massless Dirac–Maxwell system, M = 0, the local charge of
the spinor decay:
∀R > 0,
R∫
−R
∣∣Ψ (t, x)∣∣2 dx → 0, |t | → ∞. (4.32)
When ψ ∈ H 1(R;C2), then Ψ ∈ C0(Rt ;H 1(R;C2)), Aμ ∈ C0(Rt ;Hs(Rx))∩C1(Rt ;Hs−1(Rx)).
Proof. With the change of unknown (4.24), the Dirac equation (4.28) becomes:
∂tu+ γ 0∂xu+ iBu = F, (4.33)
with u = t (u+, u−), F = t (F+,F−), B = B1 +B2,
[
F±(u)
]
(t, x) = −i
(
h
∣∣u±(t, x)∣∣2 + g22
t∫
0
x+t−s∫
x−t+s
∣∣u±(s, y)∣∣2 dy ds
)
u±(t, x),
B1 = Mγ 5, B2 = g2
(
A˜0I + A˜1γ 0),
where A˜μ ∈ C0(Rt ;Hs(Rx;R))∩C1(Rt ;Hs−1(Rx;R)) are defined by (4.17). Since Hs(R) ⊂ C0∞(R), Assumption
3.10 is satisfied. On the other hand,∣∣λu±(t, x)− [F±(u)](t, x)∣∣2 = λ2∣∣u±(t, x)∣∣2 + ∣∣[F±(u)](t, x)∣∣2,
and we easily check that Assumption 3.8 is also satisfied. Therefore Corollary 3.11 assures that there exists a unique
solution u ∈ C0(Rt ;L2)∩C0∞(R;C2) of (4.33) with u±(0, x) = ψ1(x)±ψ2(x). Now it is sufficient to put:
Ψ = t
(
u+ + u−
2
,
u+ − u−
2
)
,
Aμ(t, x) = A˜μ + A˘μ,
where A˘μ ∈ C0(Rt ;H 1/2−ε ∩ L∞(R;R)) ∩ C1(Rt ;H−1/2−ε(R;R)) is defined by (4.18). For the massless Dirac–
Maxwell system, M = 0, (3.39) is satisfied and (4.32) follows from Theorem 3.13. Finally the local Cauchy problem
is well posed in H 1 since we have:
∥∥Ψ (t)∥∥
H 1  C
(
‖ψ‖H 1 +
∣∣∣∣∣
t∫
0
(∥∥A(s)∥∥
L∞ +
∥∥Ψ (s)∥∥2
L∞
)∥∥Ψ (s)∥∥
H 1 ds
∣∣∣∣∣
)
.
Therefore the global solution Ψ belongs to C0(Rt ;H 1(R;C2)) when ψ ∈ H 1, and the regularity of the electromag-
netic field follows. 
4.3. Dirac–Klein–Gordon system on the Schwarzschild type manifolds
We are concerned with a (3 + 1)-dimensional, spherically symmetric space–time Rt × Ir × S2ω, I being a real open
interval, that describes a Black–Hole. In this case the metric can be written as:
gμν dxμ dxν = G(r)dt2 −
[
G(r)
]−1 dr2 − r2(dθ2 + sin2 θ dφ2), ω = (θ,φ) ∈ [0,π] × [0,2π[, (4.34)
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0 <G′(r0), or G ∈ C2([r0, r+]), 0 < r0 < r+ < ∞, G(r0) = G(r+) = 0, r0 < r < r+ ⇒ 0 < G(r),0 < G′(r0),
G′(r+) < 0. Here r0 is the radius of the Horizon of the Black-Hole, r+ is the radius of the Cosmological Horizon.
These hypotheses are satisfied, for a suitable choice of the physical parameters, in the important case of the (DeSitter–)
Schwarzschild and the (DeSitter–) Reissner–Nordstrøm metric given by:
G(r) = 1 − 2M
r
+ Q
2
r2
− Λ
3
r2. (4.35)
Here 0 <M and Q ∈ R are the mass and the charge of the Black-Hole, Λ 0 is the cosmological constant (see, e.g.,
[5,25]). It is convenient to push the horizons away to infinity by means of the tortoise coordinate x satisfying:
dx
dr
= 1
G(r)
, (4.36)
x = 1
G′(r0)
{
ln |r − r0| −
r∫
r0
[
1
r − r0 −
G′(r0)
G(r)
]
dr
}
. (4.37)
We consider the Dirac–Klein–Gordon system onM:
iγ μ(g)∇μΨ +MΨ = kΦΨ, (4.38)
|g|−1/2∂μ
(|g|1/2gμν∂νΦ)+m2Φ + ξRΦ = kΨΨ, (4.39)
where ∇μ are the covariant derivatives of the spinors on (M, g), 0M,m are the mass of the fields, R = gμνRμν is
the scalar curvature, ξ ∈ R is a numerical factor, k ∈ R the coupling constant. For the metric (4.34), these equations
take the form:{
γ 0
∂
∂t
+ γ 1
(
∂
∂x
+ G
′(r)
4
+ G(r)
r
)
+ G
1/2(r)
r
γ 2
(
∂
∂θ
+ 1
2 tan θ
)
+ G
1/2(r)
r sin θ
γ 3
∂
∂φ
+ iG1/2(r)M
}
Ψ
= ikG1/2(r)ΦΨ, (4.40){
∂2
∂t2
− 1
r2
∂
∂x
r2
∂
∂x
+G(r)
(
−ΔS2
r2
+m2 + ξR(r)
)}
Φ = kΨΨ. (4.41)
In (4.40) the Dirac matrices are given by (4.7). The Ricci scalar is expressed by:
R(r) = G′′(r)+ 4
r
G′(r)+ 2
r2
(
G(r)− 1). (4.42)
It will be convenient to make a change of unknowns by putting for (t, x,ω) ∈ Rt × Rx × S2ω:
ϕ(t, x,ω) := rΦ(t, x,ω), (4.43)
and
ψ(t, x,ω) := r[G(r)]1/4TgΨ (t, x,ω), (4.44)
where Tg is the rotation of Euler angles (0,π/2,π):
Tg = − i√
2
(
σ1 + σ3 0
0 σ1 + σ3
)
= −(Tg)−1.
Since we have,
Tgγ
0(Tg)
−1 = γ 0, Tgγ 1(Tg)−1 = γ 3, Tgγ 2(Tg)−1 = −γ 2, Tgγ 3(Tg)−1 = γ 1,
the Cauchy problem for the Dirac–Klein–Gordon system becomes:(
γ 0
∂ + γ 3 ∂ − [G(r)]
1/2
γ 2
(
∂ + 1
)
+ [G(r)]
1/2
γ 1
∂ + iM[G(r)]1/2)ψ = ik [G(r)]1/2 ϕψ, (4.45)∂t ∂x r ∂θ 2 tan θ r sin θ ∂φ r
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∂2
∂t2
− ∂
2
∂x2
− G(r)
r2
ΔS2 +G(r)
(
m2 − G
′(r)
r
+ ξR(r)
))
ϕ = k [G(r)]
1/2
r
ψψ, (4.46)
ψ(0, x,ω) = ψ0(x,ω), ϕ(0, x,ω) = ϕ0(x,ω), ∂ϕ
∂t
(0, x,ω) = ϕ1(x,ω). (4.47)
A natural functional framework is [L2(Rx × S2ω,dx dω)]4 for the Dirac spinor, and for the scalar field, the Sobolev
space Hs(Rx × S2ω), 1/2 s  1, defined by interpolation between L2 and
H 1
(
Rx × S2ω
) := {f ∈ L2(Rx × S2ω,dx dω); ‖f ‖2H 1 := ∫ |∂xf |2 + |∇S2f |2 + |f |2 dx dω < ∞}.
In these spaces, the local Cauchy problem is a hard open problem. It is solved in a more regular functional framework,
for the Kerr space–time, by F. Melnyk [28]. Here, we solve the global Cauchy problem for initial data satisfying a
property of symmetry. More precisely, we assume the spherical invariance of the Klein–Gordon field:
ϕ0(x,ω) = f0(x), ϕ1(x,ω) = f1(x), (4.48)
and the Dirac spinor has the unique spin-weighted spherical harmonic t (T 1/2−1/2,1/2, T
1/2
1/2,1/2, T
1/2
−1/2,1/2, T
1/2
1/2,1/2) (see
[7,18,20,26,27,29,32,33]):
ψ0(x,ω) = eiφ/2
⎛⎜⎝
u0(x) cos θ/2
iu0(x) sin θ/2
v0(x) cos θ/2
−iv0(x) sin θ/2
⎞⎟⎠ . (4.49)
These constraints have already been used in [7] and [15]. Due to the spherical invariance of the equations, this form
is conserved by the evolution, hence we look for the solutions of type:
ϕ(t, x,ω) = f (t, x), ψ(t, x,ω) = eiφ/2
⎛⎜⎝
u(t, x) cos θ/2
iu(t, x) sin θ/2
v(t, x) cos θ/2
−iv(t, x) sin θ/2
⎞⎟⎠ . (4.50)
With this Ansatz, (ψ,ϕ) is solution of the initial Cauchy problem, iff (u, v, f ) is solution of:
∂tu+ ∂xv +Qv + iMrQu = ikQfu, (4.51)
∂tv + ∂xu−Qu− iMQv = −ikQf v, (4.52)
∂2t f − ∂2xf + Vf = kQ
(|u|2 − |v|2), (4.53)
u(0, x) = u0(x), v(0, x) = v0(x), (4.54)
f (0, x) = f0(x), ∂tf (0, x) = f1(x), (4.55)
where we have put:
V (x) := G(r)
(
m2 − G
′(r)
r
+ ξR(r)
)
, Q(x) := [G(r)]
1/2
r
. (4.56)
Theorem 4.4. For all u0, v0 ∈ L2(Rx;C), f0 ∈ Hs(Rx;R), f1 ∈ Hs−1(Rx;R), 1/2 < s  1, the Cauchy problem
(4.51)–(4.55), has a unique solution u,v ∈ C0(Rt ;L2(Rx;C)), f ∈ C0(Rt ;Hs(Rx;R)) ∩ C1(Rt ;Hs−1(Rx;R)).
The solution continuously depends in these spaces on the initial data and the charge of the spinor is conserved:
∞∫
−∞
∣∣u(t, x)∣∣2 + ∣∣v(t, x)∣∣2 dx = ∞∫
−∞
∣∣u0(x)∣∣2 + ∣∣v0(x)∣∣2 dx. (4.57)
Proof. First we consider the Cauchy problem:
∂2t f − ∂2xf + Vf = g, f (0, .) ∈ Hs(Rx), ∂tf (0, .) ∈ Hs−1(Rx), (4.58)
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Hs(Rx) to Hs(Rx) for −1 s  1. Hence f ∈ C0(Rt ;Hτ (Rx)) ∩ C1(Rt ;Hτ (Rx)), τ = min(s, σ + 1), is solution
of (4.58) iff (
f (t)
∂tf (t)
)
= U0(t)
(
f (0)
∂tf (0)
)
+
t∫
0
U0(t − t ′)
(
0
g(t ′)− Vf (t ′)
)
dt ′,
where U0(t) is the propagator associated to the free wave operator ∂2t f −∂2xf = 0. Since U0(t) is a strongly continuous
group on Hτ × Hτ−1, this integral equation is easily solved by iteration. Hence the Cauchy problem (4.58) is well
posed and f satisfies:∥∥(f (t), ∂tf (t))∥∥Hτ×Hτ−1  C(t)(∥∥(f (0), ∂tf (0))∥∥Hτ×Hτ−1 + ‖g‖L1(0,t;Hσ )). (4.59)
Let f(0) be the solution of (4.55) and (4.58) with g = 0. Since f(0) ∈ C0(Rt ;Hs(Rx)) and Hs(R) ⊂ C0∞(R), the
matrices
At :=
(
0 ∂x
∂x 0
)
, B(t) :=
(
MrQ− kQf(0)(t) −iQ
iQ −MrQ+ kQf(0)(t)
)
, (4.60)
satisfy Assumption 3.1. Now given g ∈ L1loc(Rt ;L1(Rx)), since L1(R) ⊂ Hσ (R), σ < −1/2, there exists a unique
solution fg ∈ C0(Rt ;Hσ+1(Rx)) ∩ C1(Rt ;Hσ (Rx)) of (4.58) with fg(0, .) = ∂tfg(0, .) = 0. We remark that fg is
solution of
fg(t, x) = 12
t∫
0
( x+t−s∫
x−t+s
kQ(y)g(s, y)− V (y)fg(s, y)dy
)
ds, (4.61)
hence
∥∥fg(t)∥∥L∞  C
(
‖g‖L1([0,t]×R) +
t∫
0
∥∥fg(s)∥∥L∞ ds
)
.
We conclude by the Gronwall lemma that fg ∈ C0(Rt ;L∞(R)), and∥∥fg(t)∥∥L∞ C(t)‖g‖L1([0,t]×R). (4.62)
We deduce from (4.62), that the map
(u, v) → fg, g = kQ
(|u|2 − |v|2),
is a Lipschitz continuous map from C0(Rt ;L2(Rx;C2)) to C0(Rt ;L∞(Rx;R)), and by (4.59), it is also continuous
Lipschitz from C0(Rt ;H 1(Rx;C2)) to C0(Rt ;H 1(Rx;R))∩C1(Rt ;L2(Rx;R)). We introduce the map:
U :=
(
u
v
)
→ F(U) := ikQfgγ 0U, g = kQ
(|u|2 − |v|2). (4.63)
The previous properties of (u, v) → fg , show that F satisfies Assumption 2.3 with X0 = L2(R;C2), X1 =
H 1(R;C2). Since f is real valued and γ 0 is Hermitian, we have:
(U∗F(U))= 0,
hence Assumption 2.4 is fulfilled. Therefore Theorem 3.2 assures that the global Cauchy problem (4.51), (4.52),
(4.54), that is equivalent to
∂tU +AtU + iB(t)U = F(U), U(0) = t (u0, v0),
has a unique solution U ∈ C0(R+t ;L2(Rx;C2)). But since At generates a unitary group, we can repeat the pre-
vious arguments to −At , −B(t), −F(U), and we deduce from a time reversal that the solution also exists
in C0(R−t ;L2(Rx;C2)), and that the conservation of the charge (4.57) holds. Finally Lemma 4.2 assures that
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C1(Rt ;Hs−1(Rx)).
To prove the continuous dependence and the uniqueness, we consider two solutions (uj , vj , f j ), j = 1,2. We get
from (4.57), (4.59) and (4.62) that∥∥f 1(t)− f 2(t)∥∥
L∞ C(t)
(∥∥∥∥( f 1(0)− f 2(0)∂tf 1(0)− ∂tf 2(0)
)∥∥∥∥
Hs×Hs−1
+ (∥∥U1(0)∥∥
L2 +
∥∥U2(0)∥∥
L2
) t∫
0
∥∥U1(s)−U2(s)∥∥
L2 ds
)
, (4.64)
and Lemma 3.5 and (4.62) give:
∥∥U1(t)−U2(t)∥∥2
L2 C(t)
(∥∥U1(0)−U2(0)∥∥2
L2 +
(∥∥U1(0)∥∥
L2 +
∥∥U2(0)∥∥
L2
) t∫
0
∥∥U1(s)−U2(s)∥∥2
L2
+ ∥∥f 1(s)− f 2(s)∥∥2
L∞ ds
)
. (4.65)
We conclude by the Gronwall lemma that the map (u0, v0, f0, f1) → (u, v, f ) is Lipschitz continuous, and one-to-
one, from L2 × L2 × Hs × Hs−1 into C0(Rt ;L2 × L2 × L∞). At last, tacking account of this result, we obtain by
Lemma 4.2 and (4.59) with σ = 0, the continuity of (u0, v0, f0, f1) → (f, ∂tf ) from L2 × L2 × Hs × Hs−1 into
C0(Rt ;Hs ×Hs−1). 
4.4. Dirac–Klein–Gordon system with gravitational collapse
We consider the Dirac–Klein–Gordon system (4.38), (4.39), on the manifold
M= {(t, x,ω) ∈ R × R × S2, x  z(t)},
endowed with the metric (4.34), that describes the gravitational collapse of a spherical star (see [4]). Here z(t) is the
radius of the star at time t , and this function satisfies:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
z ∈ C2(R),
∀t ∈ R, −1 < z˙(t) 0,
z(t) = −t −Ae−2κ0t + ζ(t),A > 0, κ0 := 12G′(r0),
|ζ(t)| + |ζ˙ (t)| = O(e−4κ0t ), t → +∞,
∀t  0, z(t) = z(0) < 0.
(4.66)
Following [5,7], we add a boundary condition of MIT bag type on the spinor and a Dirichlet condition on the scalar
field:
Φ = 0, nμγ μ(g)Ψ = iΨ, on ∂M, (4.67)
where nμ is the outgoing conormal. With the change of unknowns (4.43), (4.44), and with the notations (4.56), the
system becomes:(
γ 0
∂
∂t
+ γ 3 ∂
∂x
−Qγ 2
(
∂
∂θ
+ 1
2 tan θ
)
+ Q
sin θ
γ 1
∂
∂φ
+ iMrQ
)
ψ = ikQϕψ, x > z(t), (4.68)
(
∂2
∂t2
− ∂
2
∂x2
−Q2ΔS2 + V
)
ϕ = kQψψ, x > z(t), (4.69)
ϕ
(
t, z(t),ω
)= 0, (z˙(t)γ 0 − γ 3)ψ(t, z(t),ω)= i√1 − z˙2(t)ψ(t, z(t),ω), (4.70)
ψ(0, x,ω) = ψ0(x,ω), ϕ(0, x,ω) = ϕ0(x,ω), ∂ϕ (0, x,ω) = ϕ1(x,ω), x > z(0). (4.71)∂t
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∂tu+ ∂xv +Qv + iMrQu = ikQfu, t ∈ R, x > z(t), (4.72)
∂tv + ∂xu−Qu− iMrQv = −ikQf v, t ∈ R, x > z(t), (4.73)
∂2t f − ∂2xf + Vf = kQ
(|u|2 − |v|2), t ∈ R, x > z(t), (4.74)
v
(
t, z(t)
)= (z˙(t)− i√1 − z˙2(t) )u(t, z(t)) for almost all t ∈ R, (4.75)
f
(
t, z(t)
)= 0, t ∈ R, (4.76)
u(0, x) = u0(x), v(0, x) = v0(x), x > z(0), (4.77)
f (0, x) = f0(x), ∂tf (0, x) = f1(x), x > z(0). (4.78)
To be able to define the boundary conditions, we assume that for any t , the map x → f (t, x) belongs to
H 10 (]z(t),∞[) ⊂ C0b([z(t),∞[). Then (4.76) makes sense. Now if we also assume that t → ‖f (t, .)‖H 1 is a contin-
uous function of t , then f ∈ L∞({(t, x); x > z(t), |t | T }). Therefore given u,v ∈ L2({(t, x); x > z(t), |t | T })
solutions of (4.72), (4.73), we have (∂t ± ∂x)(u± v) ∈ L2({(t, x); x > z(t), |t | T }). Since the curve Γ := {(t, x) =
z(t), t ∈ R} is noncharacteristic for ∂t ± ∂x , we conclude that the traces of u and v are well defined in L2loc(Γ ). This
allows to impose the boundary condition (4.75) for almost all t ∈ R.
To express the regularity with respect to t , and to justify the initial data (4.77), (4.78), it will be convenient to put
the mixed problem on Rt ×]0,∞[x , by a x-translation. For g(t, x) defined on {(t, x); x > z(t)}, we associate ←−g (t, x)
given on Rt × ]0,∞[ by:
t ∈ R, x > 0, ←−g (t, x)= g(t, z(t)+ x). (4.79)
The global mixed problem is well posed:
Theorem 4.5. For all u0, v0 ∈ L2(]z(0),∞[x;C), f0 ∈ H 10 (]z(0),∞[x;R), f1 ∈ L2(]z(0),∞[x;R), there exists a
unique solution (u, v, f ) of (4.72) to (4.78), and such that ←−u ,←−v ∈ C0(Rt ;L2(]0,∞[x)), ←−f ∈ C0(Rt ;H 10 (]0,∞[x))∩
C1(Rt ;L2(]0,∞[x)). The solution depends continuously on the data when the spaces are endowed with the natural
topologies. The charge of the spinor is conserved:
∀t ∈ R,
∞∫
z(t)
∣∣u(t, x)∣∣2 + ∣∣v(t, x)∣∣2 dx = ∞∫
z(0)
∣∣u0(x)∣∣2 + ∣∣v0(x)∣∣2 dx. (4.80)
Proof. We start by carefully investigating the mixed problem for the linear Dirac and Klein–Gordon equations. Fol-
lowing [4], we need a C1 function τ(t, x), implicitly defined for t ∈ R, x  z(t) by the equation:
x − z[τ(t, x)]= t − τ(t, x). (4.81)
We also put:
λ(t) := z˙(t)− i
√
1 − z˙2(t). (4.82)
Firstly, we consider the mixed problem:
∂tu± ± ∂xu± = f±, x > z(t), t ∈ R, (4.83)(
1 − λ(t))u+(t, z(t))= (1 + λ(t))u−(t, z(t)), t ∈ R (a.e.), (4.84)
u±(s, x) = us±(x), x > z(s). (4.85)
Lemma 4.6. For all s ∈ R, us± ∈ L2(]z(s),∞[), ←−f ± ∈ L1loc(Rt ;L2(R+x )), there exists unique ←−u± ∈ C0(Rt ;L2(R+x ))
solution of (4.83)–(4.85). For almost all (t, x), t > s, this solution has the following representation:
x > z(t) ⇒ u−(t, x) = u−(s, x + t − s)+
t∫
f−(σ, x + t − σ)dσ, (4.86)s
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t∫
s
f+(σ, x − t + σ)dσ, (4.87)
z(t) < x  z(s)+ t − s ⇒ u+(t, x) =
t∫
τ(t,x)
f+(σ, x − t + σ)dσ
+ 1 + λ[τ(t, x)]
1 − λ[τ(t, x)]
(
u−
(
s, z
[
τ(t, x)
]+ τ(t, x)− s)+ τ(t,x)∫
s
f−
(
σ, z
[
τ(t, x)
]+ τ(t, x)− σ )dσ). (4.88)
There exists C > 0, independent of u±, f±, such for any s  t , we have:
∥∥(u+(t), u−(t))∥∥L2(]z(t),∞[)  C
(∥∥(u+(s), u−(s))∥∥L2(]z(s),∞[) +
t∫
s
∥∥(f+(σ ), f−(σ ))∥∥L2(]z(σ ),∞[) dσ
)
. (4.89)
If f± = 0, the L2 norm is conserved:
∞∫
z(t)
∣∣u+(t, x)∣∣2 + ∣∣u−(t, x)∣∣2 dx = Cst. (4.90)
If ←−f ± ∈ C0(Rt ;H 1(R+x )) and u±(s, .) ∈ H 1(]z(s),∞[) for some s ∈ R, then ←−u± ∈ C0(Rt ;H 1(R+x )).
Proof. To prove the uniqueness, we consider ←−u± ∈ C0(Rt ;L2(R+x )) solution of (4.83), (4.84), (4.85), with us± = 0,
f± = 0. Then, for almost all (t, x), t > s, x > z(t), we have:
u−(t, x) = u−(s, x + t − s) = 0,
u+(t, x) = u+
(
τ, z(τ )
)= 1 + λ(τ)
1 − λ(τ)u−
(
τ, z(τ )
)= 1 + λ(τ)
1 − λ(τ)u−
(
s, z(τ )+ τ − s)= 0.
Therefore u± = 0 for t > s. The proof for t < s is analogous. The representation formulas (4.86), (4.87) directly
follows from an integration of Eqs. (4.83) along a characteristic line x ± t = cst., and since
u+(t, x) = u+
(
τ(t, x), z
[
τ(t, x)
])+ t∫
z(t,x)
f+(σ, x − t + σ)dσ a.e.,
(4.88) is consequence of (4.84) and (4.86). The other assertions of the lemma are easily deduced from these represen-
tations of the solutions. In particular to get the L2-estimates, we use the change of variables:
y = z[τ(t, x)]+ τ(t, x)− s, dy = z˙[τ(t, x)] + 1
z˙[τ(t, x)] − 1 dx.  (4.91)
We also have an estimate of null condition type for this mixed problem:
Lemma 4.7. If uj±, j = 1,2, are two solutions of (4.83), (4.84), with ←−u j±(0, .) ∈ L2(R+x ), ←−f j± ∈ L2loc(Rt ;L2(R+x )), the
product ←−u 2+
←−u 1− belongs to L2loc(Rt ;L2(R+x )), and there exists C ∈ C0, independent of uj±, such that for any T > 0,
we have:
T∫
−T
∞∫
z(t)
∣∣u2+(t, x)u1−(t, x)∣∣2 dt dx C(T ) ∏
j=1,2
(∑
±
∥∥←−u j±(0, .)∥∥L2(R+) + ∥∥←−f j±∥∥L2([−T ,T ]×R+))2. (4.92)
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changes of variable. We only consider two significant terms appearing in the product, the others are treated by a similar
way. For the term
I =
T∫
0
∞∫
z(0)+t
∣∣∣∣∣
t∫
0
f 2+(σ, x − t + σ)dσ
∣∣∣∣∣
2∣∣∣∣∣
t∫
0
f 1−(σ ′, x + t − σ ′)dσ
∣∣∣∣∣
2
dx dt,
we put,
X1 = x + t − σ ′, X2 = x − t + σ, (4.93)
and we get:
I  T 2
∥∥←−f 1−∥∥2L2([0,T ]×R+)∥∥←−f 2+∥∥2L2([0,T ]×R+).
The most complex term is:
J =
T∫
0
z(0)+t∫
z(t)
∣∣∣∣∣1 + λ[τ(t, x)]1 − λ[τ(t, x)]
τ(t,x)∫
0
f 2−
(
σ, z
[
τ(t, x)
]+ τ(t, x)− σ )dσ ∣∣∣∣∣
2∣∣∣∣∣
t∫
0
f 1−(σ ′, x + t − σ ′)dσ
∣∣∣∣∣
2
dx dt.
We introduce,
X1 = x + t − σ ′, X2 = z
[
τ(t, x)
]+ τ(t, x)− σ, dX1 dX2 = 2∣∣∣∣1 + λ[τ(t, x)]1 − λ[τ(t, x)]
∣∣∣∣2 dt dx, (4.94)
hence we obtain:
J  T 2
∥∥←−f 1−∥∥2L2([0,T ]×R+)∥∥←−f 2−∥∥2L2([0,T ]×R+). 
We now consider the mixed Dirichlet–Cauchy problem:
∂2t f − ∂2xf + V (x)f = g, x > z(t), (4.95)
f
(
t, z(t)
)= 0, t ∈ R, (4.96)
f (0, x) = f0(x), ∂tf (0, x) = f1(x), x > z(0). (4.97)
Lemma 4.8. For any f0 ∈ H 10 (]z(0),∞[), f1 ∈ L2(]z(0),∞[), ←−g ∈ L1loc(Rt ;L2(R+x )), there exists a unique←−
f ∈ C0(Rt ;H 10 (R+x ))∩C1(Rt ;L2(R+x )) such that f is solution of (4.95)–(4.97). There exists C ∈ C0(R+) such
that for any T > 0:
sup
|t ||T |
∥∥f (t, .)∥∥
H 1(]z(t),∞[) +
∥∥∂tf (t, .)∥∥L2(]z(t),∞[)
 C(T )
(
‖f0‖H 1(]z(0),∞[) + ‖f1‖L2(]z(0),∞[) +
T∫
−T
∥∥g(t, .)∥∥
L2(]z(t),∞[) dt
)
. (4.98)
Moreover we have:
sup
|t ||T |
∥∥f (t, .)∥∥
L∞(]z(t),∞[)  C(T )
(
‖f0‖H 1(]z(0),∞[) + ‖f1‖L2(]z(0),∞[) +
T∫
−T
∥∥g(t, .)∥∥
L1(]z(t),∞[) dt
)
, (4.99)
and the map (f0, f1,←−g ) → ←−f can be extended into a bounded linear map from
H 10
(]z(0),∞[)×L2(]z(0),∞[)×L1loc(Rt ;L1(R+x )) to C0(Rt ;C0b(R+x )).
232 A. Bachelot / J. Math. Pures Appl. 86 (2006) 201–236Proof. Following the general results on the second order hyperbolic operators, the mixed problem (4.95)–(4.97). is
well posed for f ∈ H 1loc(X), g ∈ L2loc(X), f0 ∈ H 10 (]z(0),∞[), f1 ∈ L2(]z(0),∞[), X := {(t, x); x  z(t)} (see, e.g.,
[21, Theorem 24.1.1], by noting that it is sufficient in this functional framework X to be a C2 manifold, and V ∈ C0).
In particular the uniqueness is well established. To get the estimates (4.98), (4.99), we construct the solution when
V = g = 0. In this case, we have for s < t :
z(s)+ t − s < x ⇒ f (t, x) = 1
2
(
f (s, x + t − s)+ f (s, x − t + s)+
t−s∫
−t+s
∂tf (s, x + y)dy
)
. (4.100)
Hence: ∥∥f (t)∥∥
H 1(]z(s)+t−s,∞[) +
∥∥∂tf (t)∥∥L2(]z(s)+t−s,∞[)
 C
(
1 + |t − s|)(∥∥f (s)∥∥
H 1(]z(s),∞[) +
∥∥∂tf (s)∥∥L2(]z(s),∞[)), (4.101)
and for z(s)+ t − s < x, 1 p ∞:∥∥f (t)∥∥
L∞(]z(s)+t−s,∞[) 
∥∥f (s)∥∥
L∞(]z(s),∞[) + 2−1/p|t − s|1−1/p
∥∥∂tf (s)∥∥Lp(]z(s),∞[). (4.102)
Now for z(t) < x < z(s)+ t − s, s < t , we obviously have:
(∂t + ∂x)f (t, x) = (∂t + ∂x)f (s, x + t − s). (4.103)
On the other hand we have (∂t − ∂x)f (t, x) = (∂t − ∂x)f (τ, x − t + τ) where τ is defined by (4.81). But the
boundary condition f (t, z(t)) = 0 for any t , implies that ∂tf (t, z(t))+ z˙(t)∂xf (t, z(t)) = 0. We deduce that
(∂t − ∂x)f
(
t, z(t)
)= z˙(t)+ 1
z˙(t)− 1 (∂t + ∂x)f
(
t, z(t)
)
,
so finally:
(∂t − ∂x)f (t, x) = z˙[τ(t, x)] + 1
z˙[τ(t, x)] − 1 (∂t + ∂x)f
(
s, z
[
τ(t, x)
]+ τ(t, x)− s). (4.104)
Then we can express f (t, x) from (4.103), (4.104) and the Dirichlet condition since f (t, x) = ∫ x
z(t)
∂xf (t, x
′)dx′. We
use the change of variable (4.91) and we get for z(t) < x < z(s)+ t − s:
f (t, x) = 1
2
{
f (s, x + t − s)− f (s, z(τ )+ τ − s)+
x+t−s∫
z(τ)+τ−s
∂tf (s, y)dy
}
. (4.105)
Since (x + t − s) − (z(τ ) + τ − s) = 2(t − τ) 2(t − s), we deduce that (4.102) is true for z(t) < x < z(t) + t − s
again, and finally we obtain for 1 p ∞:∥∥f (t)∥∥
L∞(]z(t),∞[) 
∥∥f (s)∥∥
L∞(]z(s),∞[) + 2−1/p|t − s|1−1/p
∥∥∂tf (s)∥∥Lp(]z(s),∞[). (4.106)
On the other hand, we deduce from (4.104) and (4.91) that
z(s)+t−s∫
z(t)
∣∣(∂t − ∂x)f (t, x)∣∣2 dx = z(t)+t−s∫
z(s)
1 + z˙(τ )
1 − z˙(τ )
∣∣(∂t + ∂x)f (s, y)∣∣2 dy, (4.107)
hence, tacking account of (4.101), there exists a continuous function C(t, s) such that∥∥f (t)∥∥
H 1(]z(t),∞[) +
∥∥∂tf (t)∥∥L2(]z(t),∞[)  C(t, s)(∥∥f (s)∥∥H 1(]z(s),∞[) + ∥∥∂tf (s)∥∥L2(]z(s),∞[)). (4.108)
We introduce the propagator ←−U 0(t, s):
←−
U 0(t, s)
(←−ϕ
←−
)
=
( ←−
f (t)
←−
)
, (4.109)ψ ∂t f (t)
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from (4.100), (4.105), (4.108) that ←−U 0(t, s) is a strongly continuous propagator on H 10 (R+)×L2(R+). Hence, since
V ∈ L∞(R), the integral equation,( ←−
f (t)
∂t
←−
f (t)
)
= ←−U 0(t,0)
(←−
f 0←−
f 1
)
+
t∫
0
←−
U 0(t, s)
(
0
−←−V ←−f (s)+ ←−g (s)
)
ds, (4.110)
can be solved in the usual way, and has a unique solution ←−f ∈ C0(Rt ;H 10 (R+x )) ∩ C1(Rt ;L2(R+x )). Therefore the
mixed problem (4.95)–(4.97) is well posed in this space, and the Gronwall lemma assures that f satisfies (4.98).
Moreover, by using estimate (4.106) with p = 2, p = 1 and p = ∞, we obtain for 0 t :
∥∥←−f (t)∥∥
L∞(R+) C(t)
(∥∥←−f 0∥∥L∞(R+) + ∥∥←−f 1∥∥L2(R+) +
t∫
0
∥∥←−g (s)∥∥
L1(R+) +
∥∥←−f (s)∥∥
L∞(R+) ds
)
,
therefore inequality (4.99) and the last assertion of the lemma follow. 
We now return to the proof of the theorem. To establish the uniqueness, we consider two solutions (uj , vj , f j ),
j = 1,2, and for simplicity we put Uj := (uj , vj ). By applying estimate (4.89) to u± = u2 − u1 ± (v2 − v1), we get
for t  0:∥∥U2(t)−U1(t)∥∥
L2(]z(t),∞[)  C
(
1 + sup
0σt
∥∥U2(σ )∥∥
L2(]z(σ ),∞[) + sup
0σt
∥∥f 1(σ )∥∥
L∞(]z(σ ),∞[)
)
×
(∥∥U2(0)−U1(0)∥∥
L2(]z(0),∞[) +
t∫
0
∥∥U2(σ )−U1(σ )∥∥
L2(]z(σ ),∞[) +
∥∥f 2(σ )− f 1(σ )∥∥
L∞(]z(σ ),∞[) dσ
)
.
(4.111)
We use inequality (4.99) to get:∥∥f 2(t)− f 1(t)∥∥
L∞(]z(t),∞[)  C(t)
(
1 + sup
0σt
∥∥U1(σ )∥∥
L2(]z(σ ),∞[) + sup
0σt
∥∥U2(σ )∥∥
L2(]z(σ ),∞[)
)
×
(∥∥f 20 − f 10 ∥∥H 1(]z(0),∞[) + ∥∥f 21 − f 11 ∥∥L2(]z(0),∞[) +
t∫
0
∥∥U2(σ )−U1(σ )∥∥
L2(]z(σ ),∞[) dσ
)
. (4.112)
We deduce from (4.111), (4.112), that when U1(0) = U2(0), f 10 = f 20 , f 11 = f 21 , we have:∥∥U2(t)−U1(t)∥∥
L2(]z(t),∞[) +
∥∥f 2(t)− f 1(t)∥∥
L∞(]z(t),∞[)
 C′(t)
t∫
0
∥∥U2(σ )−U1(σ )∥∥
L2(]z(σ ),∞[) +
∥∥f 2(σ )− f 1(σ )∥∥
L∞(]z(σ ),∞[) dσ,
hence the uniqueness follows from the Gronwall lemma.
To get the existence of the solution, we shall apply Theorem 2.15. Given ←−fj ∈ C0(Rt ;L2(R+x )), we consider the
system
∂tu+ ∂xv = f1, x > z(t), (4.113)
∂tv + ∂xu = f2, x > z(t), (4.114)
v
(
t, z(t)
)= λ(t)u(t, z(t)) a.e. (4.115)
We put
u1(t, x) := λ(t)←−u (t, x), x > 0, (4.116)
u2(t, x) := ←−v (t, x), x > 0. (4.117)
234 A. Bachelot / J. Math. Pures Appl. 86 (2006) 201–236Some tedious but elementary calculations show that ←−u ,←−v ∈ C0(Rt ;L2(R+x )) are solutions of (4.113)–(4.115), iff
u1, u2 ∈ C0(Rt ;L2(R+x )) are solutions of:
∂
∂t
(
u1
u2
)
+At
(
u1
u2
)
=
(
λ(t)
←−
f1←−
f2
)
, x > 0, (4.118)
u1(t,0) = u2(t,0), t ∈ R, (4.119)
where
At :=
(−z˙(t) ∂
∂x
− i z¨(t)√
1−z˙2(t) λ(t)
∂
∂x
λ∗(t) ∂
∂x
−z˙(t) ∂
∂x
)
. (4.120)
We consider At as a differential operator in the sense of the distributions, defined on,
X0 := L2(R+x ;C2), (4.121)
and also as a densely defined operator on X0, with domain:
D(At) = X1 :=
{
t (u1, u2) ∈ H 1
(
R
+
x ;C2
); u1(0) = u2(0)}. (4.122)
Since z ∈ C2(R), (At )t∈R satisfies Assumption 2.1. Now if f1 = f2 = 0, we compute u1, u2 by using (4.116), (4.117),
and Lemma 4.6 with u± = u±v. We deduce that Assumption 2.2 is also satisfied. Finally ←−u ,←−v ∈ C0(Rt ;L2(]0,∞[x))
is solution of (4.72), (4.73), (4.75) iff u1, u2 ∈ C0(Rt ;L2(R+x )) are solution of:
∂
∂t
(
u1
u2
)
+At
(
u1
u2
)
+B(t)
(
u1
u2
)
= F
(
u1
u2
)
, x > 0, (4.123)
with
B(t) :=
(
iM←−r ←−Q λ(t)←−Q
−λ∗(t)←−Q −iM←−r ←−Q
)
, (4.124)
F
(
u1
u2
)
:= ik←−Q←−f γ 0
(
u1
u2
)
. (4.125)
Since z˙ ∈ C0(Rt ) and rQ(x) ∈ W 1,∞(Rx), (B(t))t∈R satisfies Assumption 2.13. On the other hand, f in (4.125) is
the solution of (4.95)–(4.97), given by the last assertion of Lemma 4.8 with
g(t, x) = kQ(x)(∣∣u1(t, x − z(t))∣∣2 − ∣∣u2(t, x − z(t))∣∣2). (4.126)
We easily deduce from (4.99), (4.98) that F satisfies Assumption 2.3. Finally since f is real valued, Assumption 2.14
also is satisfied. Then we deduce from Theorem 2.15 that given u1(0, .), u2(0, .) ∈ H 1(R+x ), u1(0,0) = u2(0,0), there
exists a unique solution (u1, u2) ∈ C0(Rt ;X1)∩C1(Rt ;X0) of (4.123).
We conclude with Lemma 4.8 that for all u0, v0 ∈ H 1(]z(0),∞[x;C), v0(z(0)) = −iu0(z(0)), f0 ∈ H 10 (]z(0),
∞[x;R), f1 ∈ L2(]z(0),∞[x;R), there exists a solution (u, v, f ) of (4.72) to (4.78), such that ←−u ,←−v ∈ C1(Rt ;
L2(]0,∞[x))∩C0(Rt ;H 1(]0,∞[x)), ←−f ∈ C0(Rt ;H 10 (]0,∞[x))∩C1(Rt ;L2(]0,∞[x)). Moreover we immediately
may check that the L2-norm is conserved:
d
dt
(∥∥←−u (t, .)∥∥2
L2(R+x ) +
∥∥←−v (t, .)∥∥2
L2(R+x )
)= 0, (4.127)
hence (4.80) is satisfied for the initial data smooth enough.
To achieve the proof of the theorem, we have to consider the case where u0, v0 only belong to L2(]z(0),∞[). Then
we choose two sequences (un0, v
n
0 )n∈N in H 10 (]z(0),∞[), such that
lim
n→∞‖u
n
0 − u0‖L2(]z(0)∞[) + ‖vn0 − v0‖L2(]z(0)∞[) = 0. (4.128)
Given f0 ∈ H 10 (]z(0),∞[x;R), f1 ∈ L2(]z(0),∞[x;R), we denote by an obvious way, (un1, un2) the solution of
(4.123), and (un, vn, f n) the solution of (4.72) to (4.78), for the data associated with the initial data (un0, ;vn0 , f0, f1).
Moreover, un± := un ± vn is solution of,
∂tu
n± ± ∂xun± = f n±, (4.129)
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f n± = ±Qun∓ − iMrQun∓ + ikQf nun∓, (4.130)
and the Klein–Gordon equation has the form:
∂2t f
n − ∂2xf n + Vf n = kQ
[
un+(un−)∗
]
. (4.131)
We deduce from (4.80) and (4.128) that
sup
n∈N
sup
t∈R
∥∥un(t, .)∥∥
L2(]z(t)∞[) +
∥∥vn(t, .)∥∥
L2(]z(t)∞[) < ∞. (4.132)
Then (4.132) and (4.99) imply that there exists C ∈ C0(Rt ) such that
sup
n∈N
∥∥f n(t, .)∥∥
L∞(]z(t)∞[) < C(t), (4.133)
and also (4.111) and (4.112) with the Gronwall lemma, assure that (←−un,←−v n,←−f n) are Cauchy sequences in C0(Rt ;
L2(R+x )) × C0(Rt ;L2(R+x )) × C0(Rt ;L∞(R+x )). Hence ←−un± and ←−f n± are Cauchy sequences in C0(Rt ;L2(R+x )).
Since
u
q
+(u
q
−)∗ − up+(up−)∗ = uq+(uq− − up−)∗ + (uq+ − up+)(up−)∗,
Lemma 4.92 implies that k←−Q[←−un+(←−un−)∗] is a Cauchy sequence in L2loc(Rt ;L2(R+x )), and we conclude with (4.98)
that (←−f n, ∂t
←−
f n) is a Cauchy sequence in C0(Rt ;H 10 (R+x ))×C1(Rt ;L2(R+x )). Finally the limit (u, v, f ) is the wished
solution, and satisfies (4.80). The same arguments prove the continuous dependence of the solution with respect to the
initial data. 
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