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Abstract 
Genotype imputation is an important approach for improving the power of genome-wide association studies. We try 
to use GPU to accelerate its calculation. The results show that the GPU implementation can reach a 10x speedup for 
small sample size, and its speedup ability gradually increases with the size of data set, therefore is especially useful 
for huge data (i.e. GWAS). 
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1.Introduction  
1.1.Genotype Imputation 
Genotype imputation is an important approach for improving the power of genome-wide association 
studies [1] as well as combining data from multiple platforms. It can be used to impute genotypes at 
markers that have not been typed in the study by using a reference panel, or combine results from two or 
more studies that have been genotyped on different sets of markers [2, 3]. Scott et al. [4] genotyped a set 
of type II diabetes cases and controls at approximately 300,000 SNPs, then they imputed an additional > 2 
million SNPs for comparisons with results from different platforms. To evaluate the imputation results, 
they contrasted the imputed genotypes generated in silico with experimental genotypes generated in lab 
for > 500 SNPs. The concordance is excellent, with an overall allelic discrepancy rate of < 1.5%. The 
principle for genotype imputation is that even for apparently unrelated samples, they may inherit some 
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shared haplotype stretches from common ancestors, although the length of these shared stretches are 
much shorter than that of family-based ones (because their common ancestors are more in distance) [5]. 
Li and Stephens described the “product of approximate conditionals” (PAC) model in 2003[6], it soon 
became the framework for a number of imputation applications (Mach[7], fastPhase[8], IMPUTE[9], 
Beagle[10], etc.). The mathematical bases behinds are Hidden Markov Models (HMM) and Expectation-
Maximization (EM) algorithm. These imputation tools fall into 2 categories:  
• Computationally intensive tools (fastPhase, Mach, IMPUTE), which take into account all observed 
genotypes when imputing each missing genotype, computation time increases quadratically with the 
number of reference haplotypes. 
• Computationally more efficient tools (Beagle, Plink [11]), which only focus on genotypes for a small 
number of nearby markers. 
Those tools considering all available markers and all available haplotypes can usually get better results, 
especially for rare polymorphisms, although they require more intensive computation. We will discuss a 
method based on Mach, which provides excellent results for small number of samples [2]. We want to use 
the parallel computing power of GPU to reduce its processing time while handling large number of 
samples/markers. 
1.2.GPU Programming 
Graphic Processor Units or GPUs have evolved into highly parallel, multithreaded, many-core 
processors with tremendous computational horsepower and very high memory bandwidth [12]. For the 
general purpose compute GPUs Tesla C2050/2070, its computational power has reached 1030.4 GFLOPs 
for single precision and 515.2 GFLOPs for double precision with 144GB/s of bandwidth. There are 
several general purpose GPU programming models (i.e. NVIDIA CUDA, AMD CTM, OpenCL, 
DirectCompute, OpenGL, Direct3D, etc.) that enable the access of GPU resources. CUDA (Compute 
Unified Device Architecture) is a general purpose parallel computing architecture introduced by NVIDIA, 
which provides a new parallel programming model as well as instruction set architecture. It allows 
developers to use C as a high-level programming language.  Other languages  and interfaces, such as 
CUDA FORTRAN, OpenCL and DirectCompute, are also supported. There are three key new 
capabilities enabled through CUDA hardware: a hierarchy of thread groups, shared memories and barrier 
synchronization. A problem is divided into coarse sub-problems that can be processed independently in 
parallel by blocks of threads, and each sub-problem is divided up to individual that can share data and 
cooperate with each other within a single thread block. There are many CUDA-based applications in 
different fields, e.g. computer graphics, medical imaging, molecular dynamics, finance and so on. The 
CUDA architecture and programming language CUDA C is only available from NVIDIA (Geforce 8 
series and above, Quadro and Tesla).  
2.Methods  
2.1.Hidden Markov Models (HMM) 
HMM [13] is a stochastic model for sequential data. A discrete-time finite-state HMM is a process 
consists of N hidden states S = {S1, S2, …, SN} of the Markov process (which means Si only depends on Si-
1). Each state Si is determined by the initial state probability distribution ʌi. At each discrete-time instant, 
the process transits from state Si to Sj according to the transition probability distribution aij.  S1, S2, …, SN  
are invisible, only an observation set O = { O1, O2, …, ON} is generated according to the output 
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probability distribution bj(k). So the model is parameterized by the set Ȝ = {ʌ, A, B} where vector ʌ = {ʌi}, 
A = {aij}, B = {bj(k)}. 
2.2.HMM for Genotype Imputation  
We used the main algorithm of Mach (based on Li’s framework) for the GPU implementation. 
Assuming there are H template haplotypes, each is genotyped at L sites. The problem is to resolve a set of 
unphased genotypes G into an imperfect mosaic of several template haplotypes [7]. S1, S2, …, SL is the 
unobserved (hidden) state underlying the unphased genotypes. At a specific position j there are H2 possible 
states (for there are 2 alleles at one position) or H(H+1)/2 if not consider the order. The two key ingredients: 
transition probability distribution {aij} and output (emission) probability distribution {bj(k)} are determined 
by two parameters: șj and İj (j = 0, 1…L-1) while the initial state probability distribution {ʌi} is simply 
using the average of all possible states (or predefined by user). The meaning for {șj} is expected to be the 
population recombination rates, which means, the values will be higher if we use a CHB template to 
resolve CEU genotypes instead of CHB genotypes. The meaning for {İj} reflects a combination of 
genotyping errors, gene conversion events and other data quality factors.  
The procedure first assigns a random pair of haplotypes to all individuals (for untyped positions, 
randomly assigning 2 alleles according to population frequency, for heterozygous typed position, randomly 
ordering 2 alleles).  Next the haplotypes are updated from the last position by using the conditional 
probability which can be calculated by Baum’s algorithm [14]. A new set of haplotypes is generated as 
well as a new {șj} and {İj}.We repeat the update procedure several rounds to get an accurate result. 
2.3.Optimization for GPU 
As mentioned, for each site, there are N(N+1)/2 possible states (N is the number of total templates). We 
used shared memory to restore temporary results for each site, because its read/write efficiency is much 
higher than global memory. However, the amount of shared memory is greatly limited by hardware. 
Moreover, if all the available haplotypes are used as templates, the complexity of the algorithm will 
increase quadratically with sample size. The maximum number of template haplotypes is set as 64 to meet 
the hardware limitation. If there are more than 64 templates, simply select a random subset for each 
individual to be imputed.  
For a data set that includes L sites and N selected haplotypes, or states, it requires N2L (N(N+1)L/2 
actually) DRAM (device RAM) for the storage of left conditional probabilities. N is assumed to be no 
larger than 64, so the memory usage increases linearly with site number. The total amount of global 
memory (DRAM) is much larger than that of shared memory, however, it is still limited by hardware, and 
can’t be mapped to external storage (i.e. hard disk). In most conditions, the amount of global memory is 
about 1GB (For Tesla cards, it can be up to 3GB or 6GBof global memory). Assuming there are 1024 
samples in the data set, each sample has 4096 sites, which is a rather small amount for GWAS data 
(usually there’re thousands of sites  for one chromosome), the DRAM consumption of left matrix for each 
individual is a little more than 32MB (4*64*65*4096/2, 4 is the word length for float type). Considering 
that we must allocate some DRAM for imputed results and other intermediate arrays/variables, we simply 
constraint the up-bound of left matrix as half of the total global memory (512MB) for the convenience of 
calculation.  This means that the GPU can only process 16 (512/32) individuals in parallel.  It must launch 
the computing kernel 64 times for all 1024 samples. The number of kernel launches ncreases with site 
number, there will be no enough DRAM for the storage of left matrix if site number is more than 64K. But 
what is worse, individuals that can be processed in parallel are very few, which causes low kernel 
occupancy and poor performance. Generally speaking, higher kernel occupancy leads to higher speed. 
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Li Y and Abecasis GR gave a solution that can reduce the memory storage down to 2*sqrt(L)*N2 
[7].The principle for this optimization is to only store the result of each of the kth (k=sqrt(L)) site in DRAM 
and discard others, this part is called “framework set” which uses sqrt(L)*N2 memory space. When track 
back from the last position, re-calculate the rest k positions by using the nearest site from framework set, 
and store them in “working set” which size is also sqrt(L)*N2. This optimization at most doubles the 
calculation with the added benefit in that it enables much more individuals to be processed in parallel. By 
using this optimization, for a 1024-sample and 4096-site case, the left matrix for each individual only 
occupies 1MB, individuals that can be processed in parallel increases to 512 (the number can be larger in 
practice, as long as it is within hardware capacity), subsequently, the GPU only needs to launch the kernel 
twice which is 32-times more efficient than the previous method. Although this method greatly improves 
the performance, for very large site number (>64K), it will still reduce kernel occupancy. We use a sliding 
window to restrict the maximum sites to process, but the quality of result will be a little less accurate than 
considering all site information at one time. 
3.Results  
Fig. 1 shows the CPU running time and GPU running time for different size of reference panel and 
typed sites. The average speed-up depends on hardware. For a Geforce GTX480 GPU and Intel i7 CPU, 
it’s around 12x ~ 15x.  
It is clear that running time increases linearly with the number of samples both for CPU and GPU (Fig. 
2.a). If we divide the individuals into several groups (e.g. If there’re 5000 samples, we split the whole data-
set into five 1000-sample sub-input and process them one by one) but using the same reference set, it won’t 
cause much difference in the final solution. Therefore we only consider how the size of reference panel (N) 
and informative typed genotypes (M) affects performance. We use: 
 
TGPU(M, N) = a0 * M + a1 * N        (1) 
 
to estimate GPU running time (for a single iteration). a0 and a1 are hardware dependent parameters. Table 1 
shows the estimated GPU run time and actual run time with 1000 samples (a0 = 1.5, a1 = 0.085). 
In the CPU case, it is slightly different because all of the procedures are serialized. For fixed N, process 
time is proportional with M (Fig. 2.b). So the estimated CPU time becomes: 
 
TCPU(M, N) = b0 * M * (b1 * N + b2)       (2) 
 
Table 2 shows estimated CPU running time and actual running time while there are 1000 samples (b0 = 
0.01, b1 = 0.175, b2 = 2360). Let M = N * k (k = 0.2 ~ 0.5 for common case), so (1) and (2) become: 
 
TGPU(M, N) = c * N,  c = a0*k + a1        (3) 
TCPU(M, N) = d0 * N2 + d1 * N , d0 = b0b1*k, d1 = b0b2*k     (4) 
TCPU/TGPU = (d0*N + d1) / c         (5) 
 
Expression (5) shows that the speed-up increases with the size of reference panel. Take the case for 
N=16K and M=8K, the speed-up will reach 30x, for N=24K and M=12K, it is 38x. The larger reference 
panel it has, the higher speed-up it reaches (and it will reach a fixed value for the limit of bandwidth and 
computational capability). 
We tested the performance on Tesla C2050, which is especially designed intended for high performance 
computing work-station.  Although the clock rate of Tesla is not as fast as Geforce, it has benefit of being 
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more stable and more DRAM (up to 3GB for C2050, and 6GB for C2070). Tesla takes about 1.3 times 
longer to run than GTX480 does, but it can still reach an about 9x speedup. 
Table 1. Actual time/Estimated time for GPU(seconds) 
Typed sites 
Reference sites 
400 600 800 1000 
100 182/184 199/201 218/218 237/235 
200 349/334 345/351 365/368 387/385 
400 - - 663/668 696/685 
Table 2. Actual time/Estimated time for CPU (seconds) 
Typed sites 
Reference sites 
400 600 800 1000 
100 2428/2430 2458/2465 2490/2500 2630/2534 
200 4800/4860 4817/4930 4850/5000 5065/5070 
400 - - 9550/10000 10455/10140 
 
 
Figure. 1. Speedup for CPU/GPU 
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Figure. 2. (a) CPU/GPU running time for different number of samples; (b) CPU running time for different number of typed sites 
4.Discussion  
The difference of CPU/GPU run times also infers that there are different performance bottle-necks:  
When the reference panel is fixed, CPU run times increase almost proportionally with the number of typed 
sites, in the case with GPU time, there is only a linear increase, not proportional. CPU run time is limited 
by its computational capability, so it doubles together with the computational amount. However, in GPU 
case, the bottle-neck lies in global access band-width instead of computing capability (it takes about 
400~800 GPU clocks to finish one global access). That’s why when we optimized the code by reducing 
global access, the performance was improved significantly (2~5 times for different M and N, all the figures 
and tables are using data after optimization). 
Our implementation supports multi-GPU process. The dataset is split by individual, and each CUDA-
available device will handle one individual-subset, and merge the results at last. Obviously, the more GPUs 
a workstation has, the less time it costs. Our work shows the possibility to implement a relatively complex 
method onto GPU. The problems that need to be solved in the next stage for our GPU implementation are: 
• Limited maximum site number to impute. If there’re more reference sites than a pre-defined number 
(64K), it must use a sliding window for the case of hardware resource limitation.  
• Maximum states are limited to 64, which is a rather small number. More work should be done to find 
out a better solution that can enable more states but affect the performance little. However, this isn’t a 
severe problem when iterating the procedure for some rounds.  
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