Abstract. The Cauchy problem for the modified KdV-equation
Introduction
The Cauchy problem for the modified KdV-(mKdV-)equation
(1) u t + u xxx = (u 3 ) x , u(0) = u 0 is known to be locally well posed for data u 0 in the classical Sobolev spaces H s (R) if s ≥ 1 4 , and ill posed in the sense that the mapping data upon solution is no longer uniformly continuous, if s < 1 4 . Both, the positive and the negative result, are due to Kenig, Ponce and Vega, see Thm. 2.4 in [KPV93] , respectively Thm. 1.3 in [KPV01] . The standard scaling argument here suggests local wellposedness for s > − 1 2 and is thus misleading in this case. A very similar situation arises for the semilinear Schrödinger equation in one space dimension iu t + u xx = |u| α u, 0 < α < 4, for which the Cauchy problem is known to be locally (and globally) well posed, if s ≥ 0 (see [CW90] and the references therein), and ill posed in the sense mentioned above, if s < 0 ([KPV01], Thm. 1.1). Again, the scaling argument is misleading since it suggests LWP on the H s -scale for s > 1 2 − 2 α . In the Schrödinger context it was suggested by Vega and other authors to leave the H s -scale in order to prove local and global wellposedness results for data not belonging to L 2 anymore, see [VV01] , where the case α = 2 is considered, as well as [CVV01] , where the Fourier transform of the data is assumed to be in a weak L p -space for -in the onedimensional case -some p ∈ (2, 4). The crucial linear estimate in the onedimensional part of Thm. 2 of [CVV01] is 3 < r ≤ 2, which goes back to Fefferman and Stein ([F70] ). In [CVV01] the authors restrict themselves to nonlinearities with α > 8 3 , in order to show global and scattering results for small data. This restriction is no longer necessary, if one is interested in local wellposedness only. Then, in the cubic (i. e. α = 2) case (ignoring the "weak"-refinement for the sake of simplicity), the following result can be easily derived by the aid of the Fefferman-Stein-estimate (2): Proposition 1. Let 4 3 < r ≤ 2 and u 0 ∈ L r ′ (R). Then the Cauchy problem
is locally well posed.
Unfortunately, allthough it is essentially contained in the arguments of [CVV01] , the above proposition is not mentioned explicitely in that paper; on the other hand I cannot see either how to conclude it directly from the local results in [VV01] , which are certainly much deeper. So let me sketch the proof briefly, this will give some light on what follows:
The contraction mapping principle is applied to the integral equation corresponding to the Cauchy problem (3) in the closed ball of radius 2c u 0 L r ′ in the space
, where c is the largest constant in the subsequent estimates and
Then the linear part can be estimated by
which is trivial, and by
where the Fefferman-Stein-estimate (2) comes in. Now using Minkowsky's integral inequality we obtain for the nonlinear part
where in the last step the Hausdorff-Young inequality and the estimate (2) were applied. Finally, Hölder's inequality gives the upper bound
. In a similar manner the corresponding difference estimate can be derived. Now choose T sufficiently small and the job is done.
The aim of the present paper is to show a result corresponding to the above proposition for the modified KdV-equation. More precisely: We shall prove the local wellposedness of the Cauchy problem (1) for data u 0 ∈ H r s (R), To prove the result we use an appropriate variant of the Fourier restriction norm method introduced by Bourgain in [B93] . This variant is described in a more general setting in section 2. A central argument in our proof is the analogue of the Fefferman-Stein-estimate (2) for the Airy-equation, which is shown in section 3 and in which we obtain a gain of almost 1 4 fractional derivative. This of course is not enough to compensate the "loss" of a whole derivative in the nonlinearity. So the linear estimate has to be supplemented by a bilinear one exhibiting a larger gain of derivatives. This bilinear estimate is also shown -together with some corollaries -in section 3. As the proof shows, it is closely related to the Airy-version of the Fefferman-Stein-estimate mentioned above. Finally, the fourth section is devoted to the proof of the crucial nonlinear estimate.
A variant of Bourgain's method
For a smooth phase function φ : R n → R of polynomial growth we define the function spaces X 
with the usual modifikation for r = 1. For r = 2 these spaces coincide with those introduced by Bourgain in [B93] in the study of initial value problems. So in this case we shall omit the index r.
In this section we follow closely the exposition for r = 2 in [G96] , chapter 3.
2.1. Elementary properties. The X r s,b -spaces are Banach spaces. For 1 < r they are separable and contain the Schwartz class S(R n+1 ) as a dense subspace. For 1 < r < ∞ the mapping
is isometric, antilinear and onto; so -with respect to the inner product on L 
where [θ] denotes the complex interpolation method. A simple application of Hölder's inequality gives the following continuous embedding:
The connection between the X r s,b -norms and the evolution operators U φ (t) = e itφ(D) , t ∈ R, is the same as in the r = 2-case: Defining H r s,b by the norm
and using
Using this, another type of embeddings can be derived from space-time-estimates for the group (U φ (t)) t∈R :
is valid with a constant c depending only on b.
Proof: With g := F t U φ (−·)u, where F t denotes the Fourier transform in the time variable only, we can write
Now using Minkowski's inequality, the stability assumption on Y and (5) we obtain
Finally Hölder's inequality is applied and the proof is complete.
The above lemma can easily be generalized to multilinear estimates. We shall not make use of this here, except in the case r = 2, where this is well known, see e. g. Proposition 3.5 in [KS01] . A simple but important consequence of Lemma 1 is the embedding
for all b > 1 r , which follows from the fact that the evolution operators (U φ (t)) t∈R form a group of isometries on the space H r s . This will guarantee the persistence property of the solution in our application.
Linear estimates. The identity
immediately gives the necessary estimate for the solutions of the homogeneous linear equation:
0 -function ψ of the time variable only and for any u 0 ∈ H r s . The next aim is to obtain an estimate for the solution of the inhomogeneous linear equation
which is given by
For this purpose let ψ ∈ C ∞ 0 with supp(ψ) ⊂ (−2, 2) and, for 0
Lemma 2 (Estimate for the homogeneous linear equation). Assume 1 < r < ∞ and
Here the function g is -at first -assumed to depend on the time variable only. Writing
we have Kg(t) = I + II + III with
The first contribution can be estimated for 1 ≥ b ≥ 0 ≥ b ′ as follows:
where |τ |δ≤1
Now a simple computation using the support condition on ψ shows that
Next we consider the second contribution:
Finally, for the integral J arising in III we have J = cτ −1 χ |τ |δ≥1 g and thus
. For the Fourier transform of the product ψ δ J we have
Thus (8) is shown. Now, if g is a function of both, the time and space variable, it follows that for fixed ξ:
Multiplying with ξ r ′ s and integrating with respect to ξ we obtain
Applied to g(t) = U φ (−t)F (t) this gives the desired estimate.
A general local wellposedness theorem.
Here we shall derive a general LWP result for the Cauchy problem
where N is a nonlinear function (of degree α > 1) of u and its spatial derivatives. Here a solution of (9) is understood as a solution of the corresponding integral equation
For this purpose we introduce the restriction norm spaces 
where ψ is a smooth cut off function and ψ δ (t) = ψ(
Using (7), Lemma 2 and (11) we see that : Λu X Here we close the general part of the exposition and specify to the phase function φ : R → R, ξ → ξ 3 , which corresponds to the Airy equation. So, in the sequel the spaces X r s,b are always those defined by this particular phase function.
Bilinear and linear Airy-estimates
Here we start with the bilinear estimate mentioned in the introduction: 
Then we have
Proof: We will write for short * dξ 1 instead of ξ1+ξ2=ξ dξ 1 . Then, using FourierPlancherel in the space variable we obtain:
, where the sum is taken over all simple zeros of g, in our case:
) with the zeros x 1 = ξ 1 and x 2 = ξ − ξ 1 , hence g ′ (x 1 ) = 3ξ(2ξ 1 − ξ) respectively g ′ (x 2 ) = 3ξ(ξ − 2ξ 1 ). So the last expression is equal to c dξ|ξ| *
. Then the following estimate holds true:
Proof: The case s = 
by the well known L 
where
By the preceeding (13) is already known in the limiting cases (s,b) = (0,
and hence
In order to dualize Corollary 1 we introduce the bilinear operator I s + by
and the linear operators 
is bounded with the same norm, which gives
Combining Corollary 2 with the trivial endpoint case of the Hausdorff-Younginequality we obtain 
Proof: Writing v = Λ β u we have to show that
We choose θ = 
where the first factor is bounded by
Multiplying the second factor with τ − ξ 
q by Sobolev's embedding theorem. Proceeding as in the proof of Lemma 3 we get two contributions I and II, where -up to constants -
By the support condition onû resp.v we see that the integrand in I is only nonvanishing if ξ 1 ≥ 0 ≥ ξ 2 , leading to
This gives
where 1 = 1 p + 2 r ′ . Now the first factor is nothing but û 2 L r ′ , which also controls the second one by the Hardy-Littlewood-Sobolev inequality. Next we observe that the contribution II vanishes by the support assumption onû resp.v. So, in the special case where u = χ [0,∞) u, the desired estimate is shown. Now, if w = χ (−∞,0] w and u = w, then by w(ξ) = w(−ξ) we see that u = χ [0,∞) u. Thus the estimate is valid for u. Hence
Finally the decomposition u = u + + u − with u + = χ [0,∞) u yields the desired result in the general case.
The endpoint case (p, q) = (4, ∞) is known to be true, too, see Theorem 2.1 in [KPV91] . Next we use interpolation between Lemma 4, the conservation of the L 2 -norm and the trivial estimate holds true.
