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Abstract
The computational design of embedded microchannels in actively-cooled 3D woven mi-
crovascular composite plates for high-temperature applications in hypersonic aircrafts is
studied in this thesis project. Besides manufacturing constraints, the optimal network con-
figuration in the microvascular composite depends on a variety of parameters including
the dimensions of the plate, applied thermal loads, diameter and shape of the microchan-
nels, and type of the coolant. Minimizing three objective functions are considered during
the design process: the maximum temperature of the material, the void volume frac-
tion of the microchannels, and the pressure drop needed to circulate the coolant in the
network. One of the main challenges in evaluating the thermo-mechanical response of
this system with conventional schemes such as the finite element method is the complex
microstructure of the microvascular composite and thus the laborious process of creating
conforming (matching) meshes. A novel Interface-enriched Generalized Finite Element
Method (IGFEM) is proposed and developed to address this problem using finite element
meshes that are independent of the problem morphology. To capture the temperature
gradient discontinuity caused by the mismatch between the materials properties of the
fluid and the solid phases, the IGFEM employs enrichment functions associated with
new nodes created at the intersection of the microchannel surfaces with the edges of non-
conforming elements of the mesh. The IGFEM formulation and its implementation for 2D
and 3D conjugate heat transfer problems are presented and a detailed convergence study
is provided to show that the method yields the same convergence rate and precision as
those of the standard FEM with conforming meshes. A higher-order IGFEM formulation
is also developed to more accurately simulate problems with complex curved interfaces
without refining the finite element mesh. To validate the IGFEM solver, we compare the
data collected from the thermal assessment of an actively-cooled microvascular epoxy
fin with the temperature field obtained from the IGFEM solver for the same problem.
The validated IGFEM solver is then employed to investigate the optimal configuration
of the embedded microchannels in the actively-cooled composite. This study includes a
detailed discussion of the impact of various design parameters on the thermal response
of the microvascular composite.
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1 Introduction
Bio-inspired microvascular materials with embedded networks of microchannels have
shown promising applications in autonomic healing and active cooling [3, 4, 5]. Available
manufacturing techniques such as the Direct Ink Writing (DIW) [6, 7] allow embedding
microchannels with diameters as small as 10 µm and with various lengths and config-
urations in polymeric materials. Hence, the application of microvascular materials has
been extended to many engineering fields including biotechnology [8, 9], chemical reac-
tors [10], and microelectromechanical systems (MEMS) [11, 12, 13]. Recently, embedding
microchannels in woven composites has been made possible via the VaSc technique [1],
where catalyst-impregnated sacrificial polylactide (PLA) fibers are woven in the 3D pre-
form as the z-fibers and infiltrated with a low viscosity resin like epoxy to fill pore spaces
between the fibers. After curing the sample, it is heated to over 200 ◦C to form hollow
microchannels by vaporizing and evacuating the PLA fibers. The configuration of the
embedded microchannels in the composite is highly governed by manufacturing con-
straints such as the orientation of the fibers in the preform and the composite weave
architecture. Figure 1.1 illustrates the embedded microchannels in an epoxy matrix / glass
fiber composite created through the VaSc technique. In this case, some through-thickness
(z) fibers are replaced by the PLA fibers during weaving and then removed by VaSc to
form sinusoidal-shaped microchannels. Similarly, incorporating the sacrificial fibers in
the warp or weft directions leads to straight microchannels.
In the current work, we study the computational modeling and design of actively-
cooled microvascular 3D woven composites for high-temperature applications in the
skin of hypersonic aircrafts as part of a hybrid material system shown in Figure 1.2.
The material is subject to extremely high thermal loads caused by aerodynamic heating
during hypersonic flights, where the oxide ceramic is used as the outer layer to provide
a thermal protective coating. A functionally graded ceramic / metal composite is used as
the middle layer to withstand high temperatures and provides mechanical damping. A
3D woven epoxy matrix / glass fiber composite is used as the middle layer, which serves
as the main load bearing component and a damage barrier in this hybrid material. While
the low weight of this polymer matrix composite makes it an ideal choice for the design
of aerospace structures, the main limitation to its application in hypersonic aircrafts is
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(a) (b)
Figure 1.1 – Schematic and optical images of (a) woven sacrificial fibers (shown in
pink) in the 3D woven composite and (b) evacuated microchannels after the vapor-
ization of the PLA fibers, filled with a fluid shown in yellow. Figures are adapted
from [1].
the low thermal resistance of epoxy, which suffers severe degradation in the mechanical
properties at temperatures near 300◦C. Note that the applied heat flux along the outer
surface of the hybrid material due to the aerodynamic heating causes extremely high
temperatures that can be several times larger than the maximum allowable temperature
of the epoxy used in the 3D woven composite. To address this problem, the VaSc technique
is adopted to embed a network of microchannels with the diameter D = 500µm in the
composite. The active flow of a coolant through these microchannels is then employed to
reduce the temperature of the composite material.
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Figure 1.2 – Schematic of the hybrid material system for applications in the outer
skin of hypersonic aircrafts and the associated applied thermal loads due to the
aerodynamic heating.
The optimal configuration of the embedded microchannels in the microvascular com-
posite depends on both its thermal and structural properties. The microchannels must
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be designed such that the active flow of a coolant can effectively reduce the maximum
temperature of the composite while the resulting hollow microchannels are being mini-
mally invasive with respect to the structural stiffness and strength of the composite. The
cost of active cooling, which can be quantified as the power needed for circulating the
coolant, is another important factor that affects the optimal microchannels configuration.
To incorporate these parameters in designing the microvascular composite, three objective
functions are minimized: the maximum temperature of the composite, the void volume
fraction, and the pressure drop in the microchannels. In this analysis, the microchannels
void volume fraction is used as a first-order approximation of the composite structural
stiffness.
One of the main challenges in evaluating the thermal response of the actively-cooled
system is the complex microstructure of the microvascular composite. To create a realistic
model of the composite microstructure and provide an accurate approximation of the
temperature field, one needs to incorporate the actual geometry of the embedded mi-
crochannels in the computational model. Therefore, using conventional techniques such
as the standard finite element method for simulating the active cooling in this problem
requires meshes that conform to the surface of the microchannels to capture the gradi-
ent discontinuity caused by mismatch between material properties along the fluid / solid
interface. This becomes particularly cumbersome during the design process, where new
conforming meshes are required as the microchannels configuration or the composite
plate dimensions are evolved. To avoid the difficulties associated with creating these con-
forming meshes, a novel Interface-enriched Generalized Finite Element Method (IGFEM)
[14, 15] is formulated and developed to approximate the temperature with meshes that
are independent of the microchannels geometry. In this method, a priori information
regarding the solution field, i.e., the temperature gradient discontinuity along the surface
of the microchannels, are incorporated in the approximate field in the form of appropri-
ate enrichment functions. Unlike conventional GFEM [16, 17], where enrichments are
attached to the mesh nodes, the IGFEM employs enrichment functions associated with
the nodes generated at the intersection of the material / phase interface with edges of the
non-conforming elements.
The remaining chapters of this manuscript are self-contained articles with their own in-
troduction, literature review, and conclusions. Chapters 2 and 3 present the formulation,
convergence analysis, and applications of the IGFEM for problems with discontinuous
gradient fields. In Chapter 2, we present the IGFEM formulation and the evaluation of the
enrichment functions for 2D C0−continuous problems and discuss the advantages of this
method over conventional GFEM. A convergence study is provided to demonstrate that
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the IGFEM achieves the optimal rate of convergence and the same level of accuracy as the
standard FEM, but without the constraint of using conforming meshes. Chapter 3 expands
the IGFEM formulation to 3D problems and demonstrates the potential of this method
for handling problems with complex geometries through several example problems. In
Chapter 4, a higher-order IGFEM formulation is proposed, which particularly suits prob-
lems with curved interfaces. An adaptive approach based on the h- and p-refinement
techniques is implemented in that chapter to obtain a more accurate approximation of the
curved interface and evaluate the associated enrichment functions. In Chapter 5, the 2D
IGFEM solver is validated through comparing the data collected from the thermal tests
on an actively-cooled microvascular fin with the corresponding numerical simulations.
The validated IGFEM solver is then stabilized and employed to determine the optimal
configuration of the embedded microchannels and provide guidelines for the design of the
actively-cooled microvascular composite in Chapter 6. Concluding remarks and prospec-
tive applications of both actively-cooled microvascular system and IGFEM computational
module are discussed in Chapter 7.
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2 2D IGFEM Formulation
This chapter is adapted from a 2012 article by Soghrati et al., published in the International
Journal for Numerical Methods in Engineering [14].
Abstract
A new Generalized Finite Element Method (GFEM) is introduced for solving
problems with discontinuous gradient fields. The method relies on enrich-
ment functions associated with generalized degrees of freedom at the nodes
generated from the intersection of the phase interface with element edges.
The proposed approach has several advantages over conventional GFEM for-
mulations, such as a lower computational cost, easier implementation, and
straightforward handling of Dirichlet boundary conditions. A detailed con-
vergence study of the proposed method and a comparison with the standard
Finite Element Method (FEM) are presented for heat transfer problems. The
method achieves the optimal rate of convergence using meshes that do not con-
form to the interfaces present in the domain while achieving a level of accuracy
comparable to that of the standard FEM with conforming meshes. Various ap-
plication problems are presented, including the conjugate heat transfer problem
encountered in microvascular materials.
2.1 Introduction
Several problems in materials science and engineering include solution fields that are
C0−continuous. Classical examples include thermal or structural fields in composite
materials where the difference in material properties between the phases leads to dis-
continuities in the gradient field, also known as weak discontinuities [18, 19]. Another
example can be found in the mesoscale modeling of polycrystalline materials where the
mismatch in material properties at grains boundaries leads to a discontinuous gradient
field [20]. In the general case, the mismatch between the phases involves not only the
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difference between material properties, but also the effective terms in the governing differ-
ential equation based on the type of materials, e.g., conjugate fluid/solid problems. Active
cooling of materials through embedded microvascular networks [21] is an example of
such problems, where, in addition to material properties, the effect of the convection in
the fluid phase must be incorporated in the numerical solution.
An accurate FEM solution for such problems can only be achieved by adopting a
conforming mesh, i.e., a mesh that conforms to the interface geometry. In this case, the
inherent gradient discontinuity between adjacent finite elements in the standard FEM
accurately represents the weak discontinuity at the material interface. However, creating
a conforming mesh which can appropriately represent the actual geometry of the structure
while yielding elements with acceptable aspect ratios is a complex and often expensive
process. Moreover, in some cases such as transient or optimization problems, where
the geometry of the problem is changing throughout the analysis, the use of conforming
meshes may simply be impossible [22, 23].
The aforementioned limitations of the standard FEM in handling problems with weak
or strong discontinuities, where the latter refers to discontinuities in the solution field,
have motivated the development of special numerical techniques. Among the most
promising related methods is the Generalized Finite Element Method (GFEM)/eXtended
Finite Element Method (XFEM) [16, 24, 25, 17], which aims at providing independence
between the problem morphology and the finite element mesh used in the numerical
solution. This is achieved by incorporating an a priori knowledge of the solution field in
the form of enrichment functions at the nodes of elements cut by the the interface. Thus,
despite the inherent geometrical complexity for determining the location of elements
with respect to interface edges in 2D or surfaces in 3D, these methods provide a great
simplification in modeling discontinuous phenomena with non-conforming meshes.
Early contributions to the GFEM/XFEM were directed towards linear-elastic fracture
mechanics and crack growth simulations [26, 27, 28, 29, 30]. Later contributions to the
developement of GFEM/XFEM for this type of problems can be found in [31, 32, 33, 34]. The
implementation of these methods also gained interest in other areas addressing problems
with weak and strong discontinuities. Such areas can be categorized but not limited to
contact problems [29, 35], multiscale problems [36], multiphase/solidification [37, 38], and
material or phase interfaces [39, 40, 41]. The current work focuses on the latter type of
problems by introducing new enrichment functions and a different approach for applying
them at the interface. In the proposed method, the generalized degrees of freedom (dofs)
are not applied to nodes of the original mesh, but considered at the nodes that are created
by intersecting the phase interface with element edges. Since the generalized dofs in this
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approach are applied to the interface nodes, we refer to the method as Interface-enriched
Generalized Finite Element Method (IGFEM).
The remainder of the chapter is organized as follows: In the next section, we discuss the
formulation of the model problem that motivated this work, i.e., the convection-diffusion
equation, and the corresponding GFEM formulation. In Section 2.3, we introduce the
enrichment functions used in the IGFEM and explain its formulation for solving the
model problem with three-node triangular elements. Also, implementation issues of the
IGFEM are discussed and compared to those of more conventional GFEM formulations
for which generalized dofs are applied to the nodes of the original mesh. It must be noted
that the application of the IGFEM is not limited to the convection-diffusion equation
and can be easily extended to other problems (such as structural problems) with weak
discontinuities. A detailed convergence study for this method is provided in Section 2.4 by
comparing the accuracy and convergence rates with those of the standard FEM. We then
apply the IGFEM to solve heat transfer problems in heterogeneous and actively-cooled
microvascular materials in Section 2.5.
2.2 Problem description
Consider an open domain Ω = Ωs ∪ Ω f ⊂ R2, Ωs ∩ Ω f = ∅, composed of two mutually
exclusive solid (Ωs) and fluid (Ω f ) regions, with closure Ω as shown in Figure 2.1. The
boundary Γ = Ω − Ω has an outward unit normal n and is divided into three distinct
partitions Γu, Γq, and Γh such that Γ = Γu ∪ Γq ∪ Γh and Γu ∩ Γq ∩ Γh = ∅. The strong form
of the convection-diffusion boundary value problem can then be expressed as follows:
Given the thermal conductivity κ : Ω→ R2 ×R2, fluid density ρ : Ω f → R, fluid specific
heat cp : Ω f → R, velocity field v : Ω f → R2, heat source f : Ω → R, and heat transfer
coefficient h : Γh → R find u : Ω→ R such that
−∇ · (κ∇u) = f on Ωs
−∇ · (κ∇u) + ρcpv · ∇u = f on Ω f
u = u¯ on Γu
κ∇u · n = q on Γq
κ∇u · n = h (u∞ − u) on Γh,
(2.1)
where u¯ : Γu → R is the prescribed temperature and q : Γq → R the heat flux, i.e., the
Dirichlet and Neumann boundary conditions, respectively. Also, u∞ : Γh → R is the am-
bient temperature used in the evaluation of the Robin (convective) boundary conditions.
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It must be noted that if Ω = Ωs, i.e., no fluid phase, or v = 0, the model problem reduces
to the Poisson equation.
n
Γq
Γu
x
Ωs
Ωs
Ωf
v
q
Γh
y
Figure 2.1 – Schematic configuration of the the geometry and boundary conditions
of the domain used for heat transfer problems. The domain Ω is divided into two
mutually exclusive regions Ω f and Ωs, corresponding to fluid and solid phases,
respectively. The boundary Γ with outward unit normal n is composed of three
distinct regions Γu, Γq, and Γh, corresponding to applied Dirichlet, Neumann, and
Robin boundary conditions, respectively. The picture also illustrates a subset of a
FEM mesh that does not conform to the phase interfaces in the domain.
Given the function spaces U and V, defined as U ⊂ H1
(
Ω
)
=
{
u : u|Γu = u¯
}
and
V ⊂ H1
(
Ω
)
=
{
v : u|Γu = 0
}
, the weak formulation of (2.1) is written as follows: Find
u ∈ U such that
a (u, v) + a (u, v)Γh =
(
v, f
)
+
(
v, q
)
Γq
+ (v,u∞)Γh ∀v ∈ V, (2.2)
where the linear and bilinear forms appearing in (2.2) are given by
a (u, v) =
∫
Ω
∇v · (κ∇u) dΩ +
∫
Ω f
vρcpv · ∇u dΩ,
a (u, v)Γh =
∫
Γh
hvu dΓh,
(
v, f
)
=
∫
Ω
v f dΩ,
(
v, q
)
Γq
=
∫
Γq
vq dΓq,
(v,u∞)Γh =
∫
Γh
hvu∞ dΓh.
Selecting the subspacesUh ⊂ U andVh ⊂ V such that
Vh =
{
vh : vh|Γu = 0
}
,Uh =
{
uh : uh = vh + th , th|Γu = u¯ , vh ∈ Vh
}
,
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the Galerkin formulation of (2.2) can be written as: Find uh ∈ Uh such that
a
(
uh, vh
)
+ a
(
uh, vh
)
Γh
=
(
vh, f
)
− a
(
vh, th
)
+
(
vh, q
)
Γq
+
(
vh,u∞
)
Γh
∀vh ∈ Vh. (2.3)
Equation (2.3) can be directly used as the standard FEM approximation by discritizing the
domain Ω into m finite elements (Ω  Ωh ≡ ∪mi=1Ωi ) and employing a set of n standard
Lagrangian shape functions Ni (x) for approximating the field in each element such that
uh (x) =
n∑
i=1
Ni (x) ui. (2.4)
If a non-conforming mesh as shown in Figure 2.1 is adopted, the Galerkin method is
not capable to capture the gradient discontinuity at the interfaces, which introduces a
substantial error and therefore a loss of the optimal rate of convergence. This problem can
be addressed by enriching the solution space at the nodes of elements intersecting with
the material interface to retrieve the missing information in the standard FEM solution.
Within the GFEM framework, this can be done by using a set of local enrichment functions{
ϕi j (x) : x→ R | Ni (x) , 0
}nen
j=1
where nen is the number of enrichment functions associated
with node i. The approximation of the solution field through the GFEM is then expressed
as
uh (x) =
n∑
i=1
Ni (x) u˜i +
n∑
i=1
Ni (x)
nen∑
j=1
ϕi j (x) uˆi j. (2.5)
The first term of (2.5) is similar to the standard FEM approximation except for the fact that
u˜i does not in general represent the field value at node i because of the presence of the
second term in (2.5), which is associated with the contribution of enrichment functions in
evaluating the nodal values of the solution. These enrichment functions are multiplied
by the standard Lagrangian shape functions to provide a sparse resulting system of linear
equations. It is worth mentioning that, although (2.5) seems to indicate that all nodes are
enriched, this does not have to be the case in general.
Several issues are raised by the implementation of the GFEM formulation described
by (2.5). The first issue involves handling the Dirichlet boundary conditions at the
enriched nodes of the mesh. Based on (2.5), the field value at node i is given by
ui = u˜i +
∑nen
j=1 ϕi j (xi) uˆi j. Since both u˜i and uˆi j are unknown values, the prescribed value
of the solution field can not be directly assigned to the enriched node. Instead, one must
employ techniques such as the penalty method or Lagrange multipliers to enforce Dirich-
let boundary conditions [42, 43]. One could shift ϕi j such that it is zero at the nodes.
However, the enforcement of boundary conditions between the nodes is still problematic.
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It is worth mentioning that, for some enrichment functions such as those proposed in
[41], the value of the enrichment function vanishes at the nodes and hence enforcing the
Dirichlet boundary conditions in the GFEM is as straightforward as in the standard FEM.
Another issue associated with the implementation of the GFEM involves in the blend-
ing of representing elements, i.e., elements with attached enrichment to all nodes, to
conventional finite elements. The problem arises due to the fact that only some of the
nodes in the blending elements are enriched and thus the enrichment functions are not
fully reproduced through the interpolation with Lagrangian shape functions described
by (2.5). Hence, the incomplete terms of the enrichment functions added to the numerical
approximation in such elements may in fact deteriorate the accuracy and rate of con-
vergence. For linear interpolations, a solution is presented in [44] where all the nodes
of blending elements are enriched through the implementation of corrective enrichment
functions. However, as described in [40], higher-order interpolations do not have the
aforementioned problem and optimal rates of convergences are recovered.
The last implementation issue that we study here is the quadrature of enriched elements
in the GFEM. Because of the inherent weak discontinuities in these functions, using the
same order of Gauss points as that used in the standard FEM in these elements leads to
a considerable error and degradation of the rate of convergence. It has also been shown
that using higher-order Gauss quadratures in this case performs poorly in improving the
accuracy [45]. Among several approaches proposed to address this problem, one of the
most commonly accepted techniques consists in subdividing the element into subdomain
elements and moving the standard quadrature from the parent element into these so-
called integration elements [27, 28]. The only constraint on creating integration elements is
that their boundaries must be aligned with discontinuity edges or surfaces of the domain
and their aspect ratio does not affect the accuracy of the solution. As explained in the
next section, the IGFEM addresses some of the implementation issues associated with the
GFEM.
2.3 IGFEM: formulation and implementation
To explain the basic idea behind the IGFEM formulation, we first study two different
approaches for interpolating the solution field in a bi-material domain, as shown in Figure
2.2. The standard FEM interpolation of the field when the domain is divided into two
conforming elements is depicted in Figure 2.2(a). Assuming that the nodal values of the
field ui are given and elements are locally numbered counter-clockwise starting from the
lower left node (Figure 2.2(b)), the interpolation of the field using the Lagrangian shape
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functions in each element is given by
uh = N(1)1 u1 + N
(1)
2 u2 + N
(2)
3 u3 + N
(2)
4 u4 (2.6)
+
(
N(1)4 + N
(2)
1
)
u5 +
(
N(1)3 + N
(2)
2
)
u6,
where N( j)i denotes the standard Lagrangian shape function associated with the i-th node
of element j.
Element 1
(a) (b) (c)
Element 2
+= Parent element
34
21
Element 1
Element 2
u1
u2
u3
u4
u6
u
￿
5
u5
u
￿
6
u5 − u￿5
u6 − u￿6
Figure 2.2 – Two equivalent approaches for capturing the weak discontinuity at the
phase interface (shown by a dash-dotted line) with Lagrangian shape functions: (a)
standard FEM interpolation with two conforming elements, (b) interpolation with
one non-conforming element, (c) missing part of the field interpolation with the
non-conforming element given in Figure (b).
On the other hand, if the two elements are merged to form one non-conforming element,
the field approximation with bilinear shape functions in the parent element, N(p)i , looks
like the one shown in Figure 2.2(b). In this case, the standard FEM interpolation is not able
to reconstruct the gradient discontinuity at the material interface and hence the values u′5
and u′6 at the intersection of the element edges with the interface are different from the
given values u5 and u6. The missing part of the field in this interpolation can be retrieved
as shown in Figure 2.2(c). An interpolation of the solution field equivalent to that given
in (2.6) is then obtained as
uh = N(p)1 u1 + N
(p)
2 u2 + N
(p)
3 u3 + N
(p)
4 u4 (2.7)
+
(
N(1)4 + N
(2)
1
) (
u5 − u′5
)
+
(
N(1)3 + N
(2)
2
) (
u6 − u′6
)
,
where N(p)i denoted the standard Lagrangian shape functions in the parent element. The
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above equation can be rewritten as
uh = N(p)1 u1 + N
(p)
2 u2 + N
(p)
3 u3 + N
(p)
4 u4 + ψ1α1 + ψ2α2, (2.8)
where, similar to the GFEM formulation,ψ1 = N
(1)
4 +N
(2)
1 andψ2 = N
(1)
3 +N
(2)
2 are considered
as enrichment functions and α1 and α2 are interpreted as generalized dofs. We can then
extend (2.8) into the formulation of the IGFEM as
uh (x) =
n∑
i=1
Ni (x) ui +
nen∑
i=1
sψi (x)αi, (2.9)
where the coefficient s is a scaling factor that will be introduced later.
Several important characteristics of the IGFEM can be observed by comparing (2.9)
with the formulation of the conventional GFEM in (2.5). Similar to the conventional
GFEM, the first term of (2.9) represents the standard FEM portion of the approximation.
However, unlike the conventional GFEM, the coefficients associated with the first term in
the IGFEM directly correspond to the values of the field at each node. The second term
in (2.9) denotes the effect of the enrichment functions in the solution field because the
enrichment functions vanish at these locations. The main difference between this term
and the corresponding term in (2.5) is the approach for assembling the generalized degrees
of freedom. While the partition of unity, i.e.,
∑n
i=1 Ni (x) = 1, is used in the conventional
GFEM to paste together the enrichment functions, a unified enrichment in the IGFEM
is achieved by sharing the same generalized dofs between interface nodes of adjacent
elements and not nodes of the original mesh. Figure 2.3 presents a schematic view of
the portion of the IGFEM solution constructed by the enrichment functions and shows
how these functions are stitched together over the material interface. As also shown in
the schematic, if an interface node coincides with one of the nodes of the original mesh,
no enrichment is attached to that node. This is due to the fact that the standard FEM
portion of the approximation in (2.9) directly yields the values of the field at the nodes
of the original mesh. Hence, the proposed enrichment functions vanish at the location of
the node and it is not necessary to enrich such nodes. It must be noted that because of the
special approach used for applying the enrichment functions in the IGFEM, this method
can be also considered as an h-hierarchical approach [46].
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α1
α2
α3
α4 α5
   Phase   interface
   No   enrichment α6 α8α7
Figure 2.3 – Contribution of enrichment function for modeling the weak discontinuity
in the IGFEM. The generalized dof αi denotes how the enrichment functions are
stitched together over the interface nodes to provide a continuous enrichment. No
enrichment is attached to an interface ode if it coincides with one of the nodes of the
original mesh.
2.3.1 Enrichment functions
Referring back to Equations (2.7) and (2.8), the enrichment functions used for interpolating
the solution field in Figure 2.2 were obtained as the sum of Lagrangian shape functions in
the two conforming elements. This approach can be extended in the IGFEM formulation
through selecting appropriate Lagrangian shape functions in the integration elements
and using their linear combination as the enrichment function. In order to evaluate the
enrichment functions for triangular elements, we first divide the elements intersecting
with the phase interface into the minimum number of integration elements required
to obtain accurate quadrature. The enrichment function corresponding to an interface
node is then constructed as the linear combination of the Lagrangian shape functions in
the integration elements with a unity value at that node. The integration elements and
enrichment functions for two possible orientations of a triangular element with respect to
the phase interface are presented in Figure 2.4. As shown in this figure, the parent element
is divided into either two triangular elements or one triangular and one quadrilateral
element based on the position of the phase interface. It must be noted that evaluating the
enrichment functions in quadrilateral elements is similar: first divide the element into two
triangular sub-elements and then interact each triangular element with the interface and
enrich them as explained. These triangular subelements are only generated for evaluated
the enrichment functions and the shape functions used in the first term of (2.9) are still
obtained from quadrilateral elements.
As mentioned before, the aspect ratio of integration elements in the GFEM, and similarly
in the IGFEM, does not affect the accuracy of the solution. However, since enrichment
functions in the IGFEM are created from the Lagrangian shape functions associated to the
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Figure 2.4 – Evaluation of the enrichment functions in the IGFEM: two scenarios for
creating the integration elements and corresponding enrichment functions based on
the location of the interface in the intersected triangular element.
integration elements, numerical difficulties arise if an interface node is too close to one of
the nodes of the parent element. In this case, the high aspect ratio of resulting integration
elements and consequently the large gradient values of the corresponding enrichment
functions may lead to the formation of an ill-conditioned stiffness matrix. In fact, this
issue is a substantial problem in adaptive methods where creation of a conforming mesh
from the original mesh is desired and often special techniques are required for handling
the resulting ill-conditioned matrices [47].
To avoid the obove problem, we can scale the enrichment functions to control their
gradient values in the numerical solution [41]. It must be remembered that the closer
an interface node is located to one of the nodes of the parent element, the smaller the
corresponding coefficient αi appearing in (2.9). Thus, one can scale down the enrichment
functions as the interface node gets closer to one of the nodes of the parent element’s edge
without affecting their performance in modeling the gradient discontinuity along the
interface. In other words, instead of using the original enrichment functions in this case,
which leads to a very large gradient value and yields a vanishing coefficient αi, scaling
down the enrichment function controls the gradient value while avoiding an excessively
large value of αi. The relative location of the intersection point along the edge of the
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element is quantified by
 :=
min (‖x1 − xint‖ , ‖x2 − xint‖)
‖x2 − x1‖ , (2.10)
where x1 and x2 are the nodes defining the intersecting edge of the parent element with
the interface, and xint is the intersection point over this edge. We then scale the enrichment
function by factor s = 42, appearing in (2.9), which is a parabolic functions with a unity
value in the middle of the element’s edge and zero at its defining nodes (Figure 2.5), This
scaling can be introduced for any value of , or only when it is below a chosen threshold
(say,  < 0.01).
=⇒
Before scaling After scaling
1 1
s
Figure 2.5 – Scaling the enrichment functions using a parabolic function based on
the distance between an interface node and nodes of the element’s edge to avoid
ill-conditioning. The dash-dotted line denotes the location of the interface.
When a straight interface completely splits an element, the proposed IGFEM enrichment
functions resemble the ridge enrichments proposed in [41], which were based on the level
set method. Instead, the IGFEM uses a linear combination of the Lagrangian shape
functions in the integration elements for constructing the enrichment functions. Also, in
the IGFEM, the generalized DOFs are attached to the interfaces nodes and we no longer
employ the partition of unity for attaching enrichment to the nodes of the original mesh.
Furthermore, the IGFEM provides more flexibility for evaluating the enrichment func-
tions in elements cut by piecewise linear interfaces or interfaces intersecting within an
element. For instance, consider a three-node triangular element cut by an interface de-
fined by two intersecting linear segments as shown in Figure 2.6. Unlike the level set
approach described in [41], the proposed IGFEM formulation is able to capture this type
of interface geometry by dividing the parent element into the minimum number of inte-
gration elements needed for accurate quadrature and using a linear combination of the
Lagrangian shape functions in these elements to obtain the enrichment functions. We
only need to add an interface node at the intersection point of the interface segments and
add a generalized dof there to capture the gradient jump at this location. The integration
elements and corresponding enrichment functions for the element cut by an interface with
weak discontinuity are presented in Figure 2.6. The same approach can be easily extended
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for evaluating the enrichment functions in elements cut by three or more intersecting in-
terfaces. Moreover, one can add one or more interface nodes over the interface inside an
element as shown in Figure 2.6 to reduce the geometry approximations error associated
with curved interfaces.
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Figure 2.6 – Creation of integration elements and evaluation of IGFEM enrichment
functions for a three-node triangular element cut by an interface made by two inter-
secting linear segments.
2.3.2 Implementation issues: comparison with conventional GFEM
One of the unique features of the IGFEM is the way that enrichment functions are con-
structed through the linear combination of the Lagrangian shape functions of integration
elements. It must be noted that, regardless of the type of enrichment functions used in the
GFEM, evaluating the Lagrangian shape functions in the integration elements is essential
for the Gaussian quadrature in the parent element, i.e., for inverse mapping of the Gauss
points in the integration elements to global coordinates of the parent element. Thus, a
direct implementation of such shape functions as enrichment functions in the IGFEM
reduces the computational cost and simplifies the implementation.
A key advantage of the IGFEM is the elimination of the aforementioned problems
encountered in some GFEM formulations when applying Dirichlet boundary conditions
at the enriched nodes. Since the generalized dofs in the IGFEM are assigned to the interface
nodes and not to nodes of the original mesh, the process for applying Dirichlet boundary
conditions in this method is similar to that of the standard FEM. Moreover, if an interface
node is located over Γu (Figure 2.1), more information from the prescribed values of the
field over the boundary can be incorporated into the numerical solution by prescribing
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the values of the generalized dofs at such nodes. This value can be easily determined by
subtracting the standard FEM interpolation of the solution value over Γu using the given
field values at the defining nodes of the edge of the parent element from the prescribed
value of the solution at the interface node. Thus, for a non-conforming mesh, IGFEM
provides a simple way to incorporate in the numerical solution the boundary values of
the phase interface, while a similar direct approach is not suited for conventional GFEM.
To assess the computational cost of the IGFEM, we compare the associated number
of dofs with that of the conventional GFEM. Figure 2.7 illustrates the required general-
ized dofs for solving a sample domain, discretized with three-node triangular elements,
through both the conventional GFEM and IGFEM. As shown there, in the best case sce-
nario for the conventional GFEM where no correction [44] is needed in blending elements
to achieve the optimal rate of convergence, the number of generalized dofs in this method
is similar to that in the IGFEM. For GFEM formulations that require correction in the
blending elements, the number of generalized dofs is much higher (twice for the domain
shown in Figure 2.7).
IGFEM generalized dofs: 25
GFEM generalized dofs: 26
GFEM correction dofs: 25
Figure 2.7 – Required number of generalized dofs in IGFEM and regular GFEM for
a non-conforming mesh of three-node triangular elements. The triangular symbols
denote the location of additional dofs introduced by the IGFEM over the interface
(shown by dash-dotted line), while circles correspond to the nodes where the addi-
tional dofs are introduced with the conventional GFEM in the absence of correction.
The additional dofs associated with the presence of a transitional region composed
of blending elements are shown with squares.
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2.4 Convergence study
To investigate the convergence and accuracy of the IGFEM, the L2-norm and H1-norm of
the error, defined as ∥∥∥u − uh∥∥∥
L2(Ω)
=
√∫
Ω
(u − uh)2 dΩ, (2.11)
∥∥∥u − uh∥∥∥
H1(Ω)
=
√∫
Ω
(u − uh)2 +
∥∥∥∇u − ∇uh∥∥∥2 dΩ, (2.12)
are evaluated and compared to those of the standard FEM obtained with conforming
meshes. Also, we investigate the effect of the shape of the phase interface and the material
mismatch across the interface on the accuracy and rate of convergence of the numerical
solution.
2.4.1 Example 1: gradient discontinuity along a straight interface
In the first example, we study the convergence rates of the IGFEM solution for the heat
conduction problem shown in Figure 2.8a and compare it with that of the standard FEM.
The solution field for this problem is displayed in Figure 2.8b. As shown there, the
mismatch between conductivity values along the edges of the strip creates a spatially
varying discontinuity in the gradient field.
3.2
cm
20× 20 cm
q
=
1000
W
/m
2
u¯ = 20 ◦C
u¯ = 20 ◦C
κ = 0.3 W/mK
κ = 0.3 W/mK
κ = 3.0 W/mK
(a)
Temperature
20.0
67.1
114.
161.
208.
u(◦C)
(b)
Figure 2.8 – Domain, boundary conditions, and solution field for the first example
problem. The darker strip in the middle of the domain has a conductivity value 10
times larger than the rest of the domain, causing a discontinuous gradient along its
edges.
To study the convergence of the IGFEM solution, the standard FEM solution with
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an extremely refined conforming mesh of six-node triangular elements outlined on a
2000 × 2000 grid is used as the reference solution. The IGFEM results are compared with
those of the standard FEM obtained using structured conforming meshes with three-node
triangular elements. Structured and unstructured non-conforming meshes are used in
conjunction with the IGFEM as illustrated in Figure 2.9.
(a) (b) (c)
Figure 2.9 – Three different types of meshes used for the numerical solutions in
the first example problem: (a) structured conforming mesh for the standard FEM
solution, (b) structured and (c) unstructured non-conforming meshes for the IGFEM
solution.
The rates of convergence for the L2-norm and H1-norm of the error with respect to the
mesh size and total number of degrees of freedom are presented in Figures 2.10 and 2.11,
respectively. As observed in these figures, the IGFEM yields similar rates of convergence
as that of the standard FEM without the need of conforming meshes. Moreover, the
accuracy of the IGFEM results is often better than that of the standard FEM. It must be
emphasized that this optimal rate of convergence is achieved without any correction in
blending elements, which reduces both the cost and complexity of the implementation of
this method.
2.4.2 Example 2: Curved interfaces and effect of material mismatch
The use of conforming meshes in problems with curved interfaces solved with the standard
FEM does not usually yield optimal rate of convergence due to the geometry approxi-
mation error. Similarly, we do not expect to achieve the optimal rate of convergence for
such problems using the IGFEM. Instead, the goal here is to compare the performance of
the IGFEM with that of the standard FEM to determine the efficiency of this method for
handling such problems. The effect of the material mismatch, i.e., the ratio of the thermal
conductivity values across the interface, on the performance of the IGFEM is another issue
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Figure 2.10 – Convergence rates in L2-norm and H1-norm of the error with respect to
the mesh size (h) for the example problem shown in Figure 2.8. IGFEM results are
obtained using structured and unstructured meshes similar to those shown in Figure
2.9.
studied in this example. It has been shown that the accuracy of conventional GFEM dete-
riorates when the conductivity mismatch increases and further corrections are necessary
to achieve the optimal rate of convergence [48].
The domain and boundary conditions for the second example problem are depicted
in Figure 2.12a. The material mismatch values are investigated corresponding to three
values of the thermal conductivity ratio β = κi/κm = 5, 50, and 500 where κi and κm refer
to the thermal conductivity of the inclusion and matrix, respectively. The corresponding
thermal fields obtained with the IGFEM on a 40 × 40 unstructured non-conforming mesh
are presented in Figures 2.12b, 2.12c, and 2.12d, respectively, showing the ability of the
IGFEM to capture the increasing gradient discontinuity across the interface.
Since no exact solution is available for this problem, a standard FEM solution obtained
with a highly refined conforming mesh of ten-node triangular elements is used as the
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Figure 2.11 – Convergence rates in L2-norm and H1-norm of the error with respect to
the total number of dofs (ndo f ) for the example problem shown in Figure 2.8.
reference solution. The convergence rates for the L2-norm and H1-norm of the error for
the standard FEM and IGFEM solutions are presented in Figure 2.13 for the three values
of mismatch ratio α. As shown in this figure, the accuracy and convergence rates of
the IGFEM solutions are similar and in some cases better than the corresponding results
obtained with the standard FEM.
2.5 Applications
In this section, we apply the IGFEM to solve two thermal problems with gradient discon-
tinuity. We use these applications to address issues such as assigning Dirichlet boundary
conditions at elements intersecting with the interface and conjugate heat transfer prob-
lems.
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Figure 2.12 – (a) Domain geometry and boundary conditions of the second example
problem. The circular inclusion has a larger conductivity (κi) than the rest of the
domain (κm). (b) Temperature field for α = κi/κm = 5, (c) 50, and (d) 500.
2.5.1 Application 1: Heterogeneous material with multiple circular
inclusions
The test problem shown in Figure 2.14a can be considered as a model problem for heat
transfer in heterogeneous materials. Prescribed temperature boundary conditions with
sinusoidal variations are considered along the top and bottom edges of the domain, while
a constant heat flux is applied to the sides.
The IGFEM solution field shown in Figure 2.14b is obtained with a 120 × 80 non-
conforming structured mesh of three-node triangular elements. The gradient discontinu-
ity at material interfaces can be clearly distinguished in the IGFEM solution. As shown
in Figure 2.14a, some of the inclusions intersect the domain boundary with prescribed
values of temperature. As discussed earlier in Section 2.3, assigning Dirichlet boundary
conditions at nodes of the enriched elements in the IGFEM is similar to that of the standard
FEM and requires no special modifications. Figure 2.14b clearly illustrates that the solu-
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Figure 2.13 – Convergence rates in L2-norm and H1-norm of the error with respect to
the mesh size (h) for the second test problem shown in Figure 2.12a. β denotes the
thermal conductivity ratio across the material interface.
tion field along the boundaries with prescribed values of temperature is not affected by
inclusions intersecting these boundaries and smoothly follows the prescribed sinusoidal
values.
2.5.2 Application 2: Active cooling in microvascular materials
The second application problem is motivated by the development of actively-cooled mi-
crovascular polymers and polymer-based composites to be used in high-temperature
applications. The model problem adopted in this example involves solving a conjugate
heat transfer problem in a microvascular epoxy fin (κ = 0.3 W/mK) whose dimensions and
thermal loading are depicted in Figure 2.15. The convective (Robin) boundary conditions
along the left and right boundaries assume an ambient temperature of u∞ = 20 ◦C and a
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Figure 2.14 – Problem statement and solution field obtained with the IGFEM for the
thermal problem in the model heterogeneous material. The shades or colors used
in the inclusions and in the matrix correspond to prescribed values of the thermal
conductivity given in W/mK.
heat transfer coefficient h = 7.9 W/m. The temperature is set to 15 ◦C along the bottom
edge of the domain, and a uniform heat flux of 5768 W/m is applied along the top edge.
This particular value is chosen so that the maximum temperature along the top edge of
the domain in the absence of cooling is 150 ◦C.
Motivated by manufacturing constraints involved in the use of the sacrificial fiber tech-
nique, we adopt a sinusoidal shape for the centerline of the microchannel with amplitude
A = 3.2 mm and diameter D = 500µm. This particular configuration of the microchannel
can be effectively used in active cooling of the domain with boundary conditions shown
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Figure 2.15 – Domain geometry, boundary conditions, and schematic configuration
of the sinusoidal microchannel for the second application problem. The domain is
composed of epoxy material and the fluid circulating in the microchannels is water.
The inset shows a part of the structured non-conforming mesh used in the IGFEM
solution.
in Figure 2.15 through redistributing the heat inside the domain. The coolant used in this
study is water (κ = 0.6 W/mK, ρ = 1000 kg/m3, cp = 4183 J/kgK), with an inflow tempera-
ture set at ue = 20 ◦C and a mass flow rate m˙ = 2 g/min. Convective boundary conditions,
similar to that of the surrounding matrix at the sides, is considered for the fluid at the
outflow. Fully developed Poiseuille flow conditions are assumed in the microchannel,
with a velocity profile given by [49]
|v| = 2v
[
1 −
(2r
D
)2]
,
where v = 4m˙/piD2 is the average velocity of the fluid, and r is the radial distance from
the centerline.
Details of the non-conforming mesh used in this study are shown in the inset of Figure
2.15. The domain is discretized with a structured mesh of three-node triangular elements
outline over a 360 × 42 grid. The temperature field for this problem for three different
wavelengthes of the microchannel is presented in Figure 2.16. For the sake of clarity,
the temperature profile inside the microchannels is not shown in this figure. However,
Figure 2.16d shows the temperature profile along the line depicted in Figure ?? where the
temperature distribution inside the microchannel and the weak discontinuity along its
edges can be clearly observed.
One of the key design variables for this class of materials is the wavelength of the
embedded sinusoidal microchannel. As shown in Figure 2.16, the wavelength plays an
important role in redistributing the heat in the component as the coolant absorbs the heat
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Figure 2.16 – IGFEM solution for the second application problem presented in Figure
2.15: (a), (b), and (c) represent the temperature field in the actively-cooled domain
for a wavelength of the microchannel of 6.13, 9.23, and 13.33 mm, respectively. (d)
temperature profile along the line segment AB shown in Figure (b). The darker
vertical regions denote the location of the microchannel.
from the hot area of the domain at the peaks of the sinusoidal curve and exchanges the
heat in the colder region, i.e., bottom of the domain, achieving a substantial reduction on
the maximum temperature in the polymeric fin. This reduction is especially apparent in
the embedded microchannel with the smaller wavelength (to the detriment, of course, of
the additional cost of driving the fluid through a longer microchannel). It should be noted
that the IGFEM is particularly well suited for this class of computational design, as the
same mesh can be used to find the optimal configuration of the microvascular network.
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2.6 Conclusions
The formulation and implementation of an interface-based GFEM scheme for solving ther-
mal problems in discontinuous gradient fields has been presented. Similar to conventional
GFEM, this new method can be used for solving problems with gradient discontinuity
without using a conforming mesh. The unique feature of the IGFEM is that generalized
dofs are assigned to the interface nodes and not to the nodes of the original FEM mesh.
This variation in the formulation of the IGFEM eliminates problems encountered with
some enrichment functions in the conventional GFEM for assigning Dirichlet boundary
conditions at the enriched nodes. Moreover, enrichment functions in the IGFEM are sim-
ply constructed through the linear combination of standard Lagrangian shape functions
of the integration elements, which reduces the cost and facilitates the implementation
of this method. It was shown that the IGFEM solutions obtained with non-conforming
meshes achieve the same optimal rate of convergence and level of accuracy as those of the
standard FEM with conforming meshes. Moreover, unlike some GFEM formulations, the
performance of the method is not deteriorated as the ratio of the material mismatch across
the interface increases. We also investigated the application of the IGFEM for heat transfer
in heterogeneous materials and conjugate heat transfer in actively-cooled microvascular
materials.
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3 3D IGFEM: Development and Applications
This chapter is adapted from a 2012 article by Soghrati and Geubelle, published in Computer
Methods for Applied Mechanics and Engineering [15].
Abstract
The interface-enriched generalized finite element method (IGFEM) presented
in the previous Chapter is expanded to 3D problems with discontinuous gradi-
ent fields. The proposed method relies on assigning the generalized degrees of
freedom to the interface nodes, i.e., nodes generated along the interface when
creating integration subdomains, instead of the nodes of the original mesh.
A linear combination of the Lagrangian shape functions in these integration
subelements are then used as the enrichment functions to capture the discon-
tinuity in the gradient field. This approach provides a great flexibility for
evaluating the enrichment functions, including for cases where elements are
intersected with multiple interfaces. We show that the IGFEM achieves optimal
rate of convergence with meshes which do not conform to the phase interfaces
while maintaining a computational cost similar to or lower than that of the
standard FEM. The potential of the method is demonstrated by solving several
heat transfer problems with discontinuous gradient field encountered in par-
ticulate and fiber-reinforced composites and in actively-cooled microvascular
materials.
3.1 Introduction
In this chapter, we expand the IGFEM formulation to 3D problems with C0−continuous
fields. We present a strategy for creating the integration elements and the corresponding
enrichment functions for tetrahedral elements. In addition to extending the IGFEM to 3D
problems, we put more emphasis on how the IGFEM handles geometrical complexities
involved in these problems and study the application of this method for solving several
engineering problems with intricate internal geometries. The outline of this chapter is as
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follows: In the next section, we present the approach used for creating the IGFEM inte-
gration elements and the associated enrichment functions for tetrahedral parent elements.
In Section 3.3, a detailed convergence study is provided to examine the performance of
the IGFEM with non-conforming meshes and compare that with the that of the standard
FEM based on matching meshes. Finally, we present in Section 3.4 the IGFEM solution
to several heat transfer problems with weak discontinuities to illustrate the capabilities of
the method to handle problems with complex geometries.
3.2 3D IGFEM formulation
As mentioned in the previous chapter, the major difference between the IGFEM and
conventional GFEM consists in relocating the generalized dofs from nodes of the original
mesh to the interface nodes. We then assign an enrichment function to each interface node,
remove the partition of unity from the evaluation of the enrichment functions, and express
the IGFEM approximation as given in (2.9). In this work, we describe the evaluation of
the enrichment functions for tetrahedral elements, although the approach can be readily
extended to other types of elements. Figure 3.1 illustrates four different scenarios by
which a four-node tetrahedral element may be cut by an interface and the associated
division of the element into integration subdomains. The approach adopted here consists
in creating the minimum number of integration elements for accurate quadrature over
the parent (original) element to facilitate the evaluation of enrichment functions. A
tetrahedral element is then divided into a combination of tetrahedral and pentahedral
(wedge) elements based on the orientation of the interface with respect to the element
edges. To capture the gradient discontinuity along the interface, the enrichment functions
corresponding to Figures 3.1a to 3.1d are expressed as
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respectively. Please note that the creation of wedge elements in the IGFEM is not required
and that a parent element can be discretized using tetrahedral elements only, for which
the enrichment functions are constructed differently based on the number of integration
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Figure 3.1 – Evaluation of enrichment functions for the 3D IGFEM: four scenarios of
creating the integration subdomains composed of tetrahedral and wedge elements,
and the corresponding numbering of integration elements used to evaluate the en-
richment functions.
sub-elements.
A possible issue with the aforementioned approach for evaluating the enrichment func-
tions may occur when integration elements with very high aspect ratios are created, i.e.,
when the interface intersecting the tetrahedral elements happens to be very close to one
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of the nodes of the original mesh. Since the Lagrangian shape functions of these sub-
elements contribute to the evaluation of the enrichment functions in the parent element,
the high aspect ratio leads to high gradient values and thereby to an ill-conditioned stiff-
ness matrix. To address this issue, we employ a scaling factor s as introduced in (2.9)
to avoid excessively large gradients in the enrichment functions [41]. To evaluate this
parameter, we adopt the approach suggested in [14] and define s as
s =
(
2 min (x1, x2)
x1 + x2
)2
, (3.2)
where x1 and x2 are shown in Figure 3.2.
Equation (3.2) represent a parabolic function defined over the edge of the parent element
holding an interface node, with zero value at the defining nodes of this edge and unity
in the middle of it. As the interface approaches one of the nodes of the element, the
scaled enrichment function goes to zero and vanishes when the interface coincides with
an FEM node. It must be emphasized that the scaling factor s has a constant value in an
element cut by the interface and the quadratic function introduced in (3.2) has only been
implemented to evaluate this value.
x1
x2
1
2
3
s
  Phase
interface
Figure 3.2 – Geometrical parameters x1 and x2 used in the scaling factor entering the
enrichment function associated with interface node 1 (Equation (3.2)).
Many of the comments made in Chapter 2 to compare the 2D implementation of the
GFEM and IGFEM apply to the 3D case discussed here. For instance, enforcing the
Dirichlet boundary conditions in the IGFEM is similar to that of the standard FEM at the
nodes of the elements intersected by the interface because the generalized dofs are moved
to the interface nodes. Also, the computational cost of the 3D IGFEM with tetrahedral
elements compares favorably with that of the conventional GFEM, especially for cases
where blending elements are introduced. It can be shown that the number of generalized
dofs introduced at the interface nodes in the IGFEM is equal to that of conventional GFEM
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with no correction in the blending elements. Moreover, considerably more generalized
dofs are added in conventional GFEM if enriching all the nodes of the blending elements
is necessary for achieving the optimal convergence rate.
Finally, although in this work we only address problems with weak discontinuities,
constructing the enrichment functions for problems with strong discontinuities within the
IGFEM framework is straightforward. The enrichment functions needed for this class of
problems can simply be obtained by switching the sign used in the linear combination of
the Lagrangian functions in (3.1). For instance, the enrichment functions associated with
the integration elements shown in Figure 3.1b for problems with strong discontinuities
can be written as
ψ1 = N
(1)
1 −N(2)4 , ψ2 = N(1)2 −N(2)5 , ψ3 = N(1)3 −N(2)6 . (3.3)
The opposite signs of the Lagrangian shape functions in each integration element used
for evaluating the enrichment functions in (3.3) can then simulate the discontinuity in the
solution field along the interface.
3.3 Convergence study
Two example problems are presented in this section to study the convergence rates of the
3D IGFEM. In these examples, we use as reference solution either a closed-form solution
or the solution obtained with the standard FEM with a highly refined conforming mesh.
The IGFEM results obtained with non-conforming meshes are then compared with those
provided by the standard FEM with conforming meshes with the same level of refinement
to verify the optimal rate of convergence.
3.3.1 Example 1: Constant gradient jump over a flat interface
The dimensions and boundary conditions of the first example problem are presented in
Figure 3.3. The cubic domain is composed of two regions along the z-axis with conductivity
values of 1 and 8 W/mK for the lower and upper sections, respectively. The boundary
conditions for this problem are prescribed temperatures 5 and 10 ◦C along the top and
bottom surfaces, respectively, while the other surfaces are insulated. With the origin of
the Cartesian coordinates system located at the lower front corner of the cubic domain,
a distributed heat source f
(
x, y, z
)
= 5000
(
z2 − z + 1) is applied, yielding the following
32
exact temperature field in the domain
u
(
x, y, z
)
=
 − 33750z4 + 833.3z3 − 2500z2 + 70.9z + 10 if z < 0.05− 4218.7z4 + 104.2z3 − 312.5z2 + 8.86z + 7.56 if z ≥ 0.05. (3.4)
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Figure 3.3 – (a) Problem description and (b) GFEM solution for the first example
problem. (c) Temperature profile along the z-axis obtained with the IGFEM solver for
both the convergence study and the patch test.
Figure 3.3b illustrates the IGFEM solution field for this problem with a nonconforming
mesh built over a 16 × 16 × 16 grid. As expected, the thermal conductivity mismatch
generates a jump in the gradient field at z = 5 cm. This gradient discontinuity is accurately
captured by the IGFEM as shown in Figure 3.3c, which depicts the temperature profile
along the z-axis.
Before the convergence study, we present a modified patch test by removing the heat
source applied over the domain and showing how the IGFEM can capture the gradient
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discontinuity along the interface. The exact solution for this problem is a linear variation
of the temperature along the z-direction, with a slope discontinuity at the interface, as
illustrated with the solid green line in Figure 3.3c. The same figure also provides the values
obtained at the nodes of the non-conforming mesh (circles) and the temperature value
obtained right at the interface (square symbol), as provided by the IGFEM enrichments.
The perfect match between the analytical and numerical results in this simple example
shows that the IGFEM satisfies the patch test.
illustrates the temperature profile along the the z-axis obtained from the IGFEM solution
with the nonconforming mesh shown in Figure 3.4b, for this patch test. The circular nodes
depicted on this temperature profile, which is composed of two line segments, show the
IGFEM solution at the FEM nodes, while the rectangular node depicts the interpolation
of the temperature value at the phase interface in a nonconforming element cut by this
interface. As shown there, the IGFEM provides super convergent results for this problem
and yields the exact solution value along the interface in a nonconforming element.
x y
z
(a)
x y
z
(b)
Figure 3.4 – (a) Structured conforming mesh used for the standard FEM solution
and (b) unstructured non-conforming mesh used for the IGFEM solution of the first
example problem investigated in the convergence study.
The convergence study for the original problem is conducted using conforming struc-
tured meshes for the standard FEM, while unstructured non-conforming meshes are used
for the IGFEM solutions (Figure 3.4) so that elements located across the interface are in-
tersected along different orientations. Figure 3.5 presents the convergence rates of the
standard FEM and IGFEM for this problem, with respect to both the L2- and H1-norm
of the error. As shown there, the rate of convergence of the IGFEM, without employing
any corrections to the blending elements, is equivalent to that of the standard FEM. As
expected, due to the simplicity of the geometry, the accuracy of the standard FEM for the
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same number of dofs is superior to that of the IGFEM, although the difference between
the two methods is very small.
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Figure 3.5 – Convergence rates in L2-norm and H1-norm of the error with respect to
the mesh size (h) and total number of dofs (N) for the first example problem shown
in Figure 3.3. Conforming and nonconforming meshes similar to those presented in
Figure 3.4 are used for the standard FEM and IGFEM solutions, respectively.
3.3.2 Example 2: Non-constant gradient jump over a curved interface
In this second example, we study the convergence rate of the IGFEM for a problem with
a cylindrically shaped material interface as shown in Figure 3.6a. The cubic domain with
the length of 10 cm contains a cylinder, extended along the y-axis, with the diameter of 7
cm and a conductivity value five times larger than that of the surrounding material. The
prescribed temperature along the bottom surface of the domain is ub = 0 ◦C while a heat
flux q = 105 (x − 0.05) + 500 W/m2 is applied along the top surface. Both faces in the x
direction have conductive (Robin) boundary conditions with a heat transfer coefficient of
h = 8 W/m2K and an ambient temperature u∞ = 20 ◦C, while the other two surfaces are
assumed to be insulated. The temperature field obtained from the IGFEM solution over
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the domain and in half of the matrix cut at x=5 cm are shown in Figures 3.6b and 3.6c,
respectively.
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 c
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Figure 3.6 – (a) Problem description and IGFEM thermal solution over (b) the entire
domain and (c) the matrix in half of the domain cut at x = 5 cm.
The IGFEM and standard FEM rates of convergence of this second example are pre-
sented in Figure 3.7. Since no analytical solution is available for this problem, we use a
standard FEM solution with a very refined conforming mesh built on a 85× 85 grid as the
reference solution. As in the first example, the standard FEM solutions for this problem
are obtained using conforming meshes while the unstructured non-conforming meshes
similar to those shown in Figure 3.4b are adopted for the IGFEM solution.
As shown in Figure 3.7, the IGFEM yields convergence rates similar to that of the
standard FEM. Moreover, for the same number of dofs, the accuracy of the IGFEM is
comparable to that of the standard FEM. It must be noted that, because of the discretization
error due to the presence of the curved interface, neither the standard FEM nor the IGFEM
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yield the optimal rate of convergence. However, this example shows that the IGFEM
achieves a performance similar to that of the standard FEM while removing the cost and
complexity of creating conforming meshes.
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Figure 3.7 – Convergence rates in L2-norm and H1-norm of the error with respect
to the mesh size (h) and total number of dofs (N) for the second example problem
described in Figure 3.6. Figure (e) presents the convergence rate values obtained from
the two most refined FEM meshes for each plot.
3.4 Applications
The four heat transfer problems described hereafter are inspired by applications found in
engineering and material science. These problems are all solved with the IGFEM, using
finite element meshes that do not conform to the complex microstructure or geometry of
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the problem.
3.4.1 Application 1: Particulate composite
In this first application, we use the IGFEM to extract the effective thermal properties of a
particulate composite, composed of a glass matrix with ellipsoid alumina inclusions. As
described in [50], these thermal properties depend not only on the volume fraction of the
fillers, but also on the size and distribution of the inclusions. Therefore, the evaluation
of the effective properties of the composite involves the solution of several configurations
of the inclusions in the matrix [51]. The complexity and cost of generating conforming
meshes for multiple configurations render the use of the standard FEM very labor intensive
and make mesh-independent methods such as the IGFEM particularly attractive.
Figure 3.8a illustrates the geometry and boundary conditions of a unit cell of glass/a-
lumina composite. A prescribed temperature ub = 0 ◦C and a uniform heat flux q = 100
W/m2 compose the boundary conditions along the bottom and top surfaces, respectively,
while other faces are insulated. The thermal conductivity values of the glass matrix and
alumina inclusions are κg = 1.4 and κa = 31 W/mK, respectively. The distribution of
the alumina beads in the glass matrix is presented in Figure 3.8b where the ellipsoidal
inclusions have radii ranging from 0.9 to 1.3 mm and aspect ratios between 0.75 to 1.25.
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.4 W/m
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Figure 3.8 – First application problem (a) Geometry and boundary conditions for
a volume element of particulate composite with alumina inclusions embedded in a
glass matrix; (b) Distribution of embedded inclusions.
Figure 3.9 illustrates the temperature field in this problem, obtained from the IGFEM
solution with a non-conforming structured mesh built on a 32 × 32 × 32 grid. Figure 3.9b
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shows the temperature field along a diagonal place, demonstrating the heterogeneous
nature of the thermal solution inside the composite. A slice of the temperature profile
along the plane z = 4 mm is presented in Figure 3.9c, which clearly illustrates the ability
of the IGFEM to capture the gradient discontinuity along the perimeter of the alumina
inclusions.
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Figure 3.9 – (a) Temperature field in the first application problem presented in Figure
3.8a; (b) Temperature profile along one of the diagonal planes; (c) Temperature profile
along the z = 4 mm plane, showing the ability of the IGFEM scheme to capture the
gradient discontinuity along the particle/matrix interfaces.
3.4.2 Application 2: 3D woven composites
In the second example, we use the IGFEM to evaluate the temperature field in a unit cell of
a 3D woven composite inspired by the material system discussed in [52]. The dimensions,
boundary conditions, and microstructure of the unit cell are shown in Figure 3.10. The
bottom surface of this 50 × 18 × 40 mm domain is subject to a constant heat flux q = 400
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W/m2, the top surface has convective boundary conditions with h = 7 W/m2K and u∞ = 20
◦C, and other faces are insulated. The epoxy matrix holds glass fibers in the weft and warp
directions, each phase with thermal conductivities of κe = 0.3 W/mK and κg = 0.96 W/mK,
respectively. The z-fibers weaving together the weft and warp tows are made of copper
with κc = 401 W/mK. A high-conductivity material for the z-fiber is adopted to increases
the thermal conductivity of the composite in the through-thickness direction [53].
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Figure 3.10 – Second application problem: (a) Geometry and applied boundary
conditions of a unit cell of 3D woven composite made of epoxy matrix, glass weft and
warp fiber tows, and copper z-fibers; (b) Configuration of the weft and warp tows,
and of the z-fibers.
Figure 3.11 illustrates the temperature field in the unit cell and in the fibers. A structured
mesh built on a 50 × 24 × 40 grid is used for the evaluation of the IGFEM solution for
this problem. Figure 3.11b shows the role of the copper z-fiber in transferring the heat
through the thickness of the unit cell. The figure illustrates the ability of the IGFEM
to capture the gradient discontinuity along the surface of the copper wire although the
conductivity of the copper is more than 1300 times larger than that of the surrounding
epoxy. This behavior is clearly observed in Figure 3.11c where a slice of the temperature
field is presented along the centerline of the z-fiber at y = 9 mm.
3.4.3 Application 3: Laminated soil
In the third application, the temperature field in a multi-layered soil sample with the
dimensions shown in Figure 3.12a is evaluated with the IGFEM. The thermal conductivity
of soil is a function of several parameters such as the grain size, moisture content, density,
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Figure 3.11 – (a) Temperature field in the second application problem described in
Figure 3.10; (b) Temperature solution in the glass fibers and in the copper z-fiber; (c)
Temperature profile along y = 9 mm.
porosity, and organic matter and thus could be considerably different from one layer to the
next [54]. The temperature of the specimen is fixed at ub = 20 ◦C along the bottom surface
of the specimen and a constant heat flux with intensity q = 1000 W/mK is applied along
the top boundary, while other faces are kept insulated. The IGFEM solution obtained
with a 25 × 25 × 75 structured mesh is presented in Figure 3.12b. The temperature field
is slightly warped in both the x and y directions to emphasize the discontinuity in the
gradient field across the interfaces between different layers.
3.4.4 Application 4: Actively-cooled microvascular polymeric fin
In this last example problem, we employ the IGFEM to evaluate the temperature field
in an actively-cooled microvascular epoxy fin [3, 4]. The specimen dimensions, applied
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Figure 3.12 – Third application problem: (a) Geometry, boundary conditions, and
material properties of a soil specimen composed of several layers layers where the
thermal conductivity of each layers is given in W/mK; (b) Temperature field obtained
with the IGFEM solver.
thermal boundary conditions, and configuration of the microchannels are shown in Figure
3.13. The 10× 2.7× 5.2 mm epoxy fin with κ = 0.19 W/mK is subject to a constant heat flux
q = 4000 W/m2 along the bottom surface and convective boundary condition with h = 7
W/mK and u∞ = 20 ◦C along the other surfaces. Figure 3.13b illustrates the configuration
of the embedded microchannels in the epoxy matrix with diameters D = 500 µm. A
sinusoidal-shaped curve with the amplitude A = 2 mm and wavelength λ = 5 mm
describes the centerline of the microchannels. The coolant circulating in the channels is
water with κw = 0.6 W/mK, ρ = 1000 kg/m3, and cp = 4185.5 J/kgK. The middle channel
carries a flow rate of Q = 2 ml/min with the entrance temperature Te = 20 ◦C while the two
other microchannels have a slightly smaller flow rate, Q = 1.5 ml/min, with Te = 15 ◦C in
the opposite direction.
The evaluation of the heat convection in the domain associated with the fluid flow
requires the knowledge of the velocity field in the microchannels. Due to the very small
size of microchannels and the small value of the mass flow rate, laminar flow condition
with fully-developed velocity profile adequately describes the flow in the channels. The
magnitude of the velocity in the flow direction at a distance r from the centerline of the
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Figure 3.13 – (a) Geometry and boundary conditions for an actively-cooled epoxy fin;
(b) Embedded sinusoidal-shape microchannels with the amplitude and wavelength
of A = 2 and λ = 5 mm, respectively, and water as the coolant with flow rates and
entrance temperatures specified in the figure.
microchannel is then expressed as [49]
|v| = 1.5v
(
1 − 4r
2
D2
)
,
where v is the mean velocity in the channel.
The IGFEM solution for this problem is presented in Figures 3.14. From Figure 3.14a,
which shows the temperature field along three of the outer surfaces of the domain, the
thermal impact of the coolant circulating in the three microchannels is clearly observable.
Figure 3.14b presents details of the temperature field inside the domain along the vertical
plane y = 1.35 mm (at the centerline of the middle channel), depicting the jump in the
gradient field along the surface of the microchannel due to the mismatch in the thermal
conductivity values.
3.5 Conclusions
An interface-enriched generalized finite element formulation has been introduced to solve
3D problems characterized by discontinuous gradient fields. In this work, the enrichment
functions for four-node tetrahedral elements was derived. It was also pointed out how the
IGFEM is able to handle more complex cases such as the presence of multiple interfaces
in a given element. The flexibility of the IGFEM for evaluating the enrichment functions
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Figure 3.14 – (a) Temperature field in the microvascular epoxy fin shown in Figure
3.13; (b) Temperature profile inside the domain, cut along the plane y = 1.35 mm,
emphasizing the thermal impact of the embedded microchannels.
makes this approach highly suited for problems with intricate internal geometries. A
detailed convergence study of the IGFEM for 3D heat transfer problems with straight and
curved interfaces has also been conducted, showing that the IGFEM yields similar rate of
convergence and accuracy level with non-conforming meshes as that of the standard FEM
with conforming meshes. Thermal problems in heterogeneous materials and structures
ranging from composites to microvascular polymer have been investigated to demonstrate
the flexibility of the IGFEM in capturing weakly discontinuous solutions in a variety of
complex internal geometries.
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4 Higher-order IGFEM
This chapter is adapted from an article authored by Soghrati et al., to be submitted to
Internaitonal Journal of Numerical Methods in Engineering.
Abstract
An adaptive refinement scheme is presented to reduce the geometrical dis-
cretization error and provide higher-order enrichment functions for the Interface-
enriched Generalized Finite Element Method (IGFEM). The proposed method
relies on the h- and p-adaptive refinement techniques to reduce the discrep-
ancy between the exact and discretized geometries of curved material inter-
faces. A thorough discussion is provided on identifying the appropriate level
of the refinement for curved interfaces based on the size of the elements of the
background mesh. Varied techniques are then studied for selecting the quasi-
optimal location of interface nodes to obtain a more accurate approximation of
the interface geometry. We also discuss different approaches for creating the
integration sub-elements and evaluating the corresponding enrichment func-
tions together with their impact on the performance and computational cost of
the high-order IGFEM. Several examples are presented to demonstrate the ap-
plication of the high-order IGFEM for modeling thermo-mechanical problems
with intricate geometries. The accuracy and convergence rate of the method
are also studied in these example problems.
4.1 Introduction
Since its emergence in 1940s, the Finite Element Method (FEM) has turned into a general
framework for modeling a wide range of problems in science and engineering [46]. A
broad area of research has since been dedicated to develop robust techniques to generate
finite element meshes that conform to the problem geometry and discontinuity pattens
associated with the phenomena being studied [55, 56]. However, to this day, creating con-
forming meshes with proper element aspect ratios for problems with complex geometries
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is one of the main challenges [57, 58, 59]. Moreover, to simulate phenomena with evolving
geometries, such as dynamic crack propagation and optimization problems, one needs to
re-generate the FE mesh or adaptively refine that throughout the numerical simulation
[60, 61, 62, 63, 64]. Another challenge is encountered in evaluating the statistical physical
response of problems with geometric uncertainties and heterogeneous microstructures,
where each numerical simulation requires creating a new conforming mesh structure [65].
To address the concerns related to the mesh quality and the difficulties associated with
the adaptive mesh refinement schemes, more advanced techniques are proposed to de-
couple the numerical approximation from the finite element mesh structure. Meshfree
methods tackle this issue by either limiting the discretization to the domain boundaries
[66, 67] or replacing the surface/volume mesh with a domain (cloud) of influence [68, 69].
In the realm of mesh-independent FEM schemes, the Generalized/eXtended Finite Element
Method (GFEM/XFEM) [16, 25] is one of the most successful techniques. Recently, Soghrati
et. al [14] and Soghrati and Geubelle [15] have developed an Interface-enriched Gener-
alized Finite Element Method (IGFEM) for the mesh-independent treatment of interface
problems, as presented in the previous two chapters. In this method, the non-conforming
elements cut by the material/phase interface are divided into smaller integration sub-
elements, which also serve as the means of constructing the enrichment functions. The
reader may refer to [70] for the application of the IGFEM in simulating actively-cooled
microvascular systems and [71] for the application in evaluating the failure response of
heterogeneous adhesives.
In this chapter, we study the application of the h- and p-adaptive refinement techniques
for discretizing the material interfaces and evaluating the corresponding enrichment func-
tions in the IGFEM framework. In the remainder of the paper, we refer to these approaches
as the h-IGFEM and p-IGFEM, respectively. In the h-IGFEM, the objective is to improve
the geometric approximation of curved interfaces by increasing the number of integra-
tion sub-elements in the non-conforming elements. In the p-IGFEM, an iso-parametric
interpolation of the geometry in the higher-order integration elements is implemented to
reduce the discretization error along the interface. In addition to geometry, the higher-
order enrichment functions associated with the h- and p-IGFEM can improve the field
field approximation in the vicinity of the interface. A detailed discussion is provided in
Section 4.2 on selecting the optimal location of the interface nodes and varied choices for
creating the integration elements in the higher-order IGFEM.
In the context of GFEM/XFEM, Cheng et. al used the higher-order mapping of the
level sets [72] with transition integration elements, i.e., elements with one curved edge, to
improve the implicit representation of the interface [73]. In [74, 75], the non-conforming
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elements of the background mesh are hierarchically divided into smaller sub-elements
to obtain a more accurate approximation of the interface. Legrain et. al developed
a higher-order XFEM based on a similar idea, where the mesh used to represent the
domain geometry is decoupled from the approximation mesh. The h- and p-adaptive
refinement schemes that employ elements with hanging nodes are combined with the
XFEM in [76] to improve the field approximation near the interface. It must be noted that
the hp-IGFEM studied in this work is distinguished from the conventional hp-refinement
techniques, because the original (background) mesh is remained intact and the refinement
is conducted at the level of the integration sub-elements.
The remaining sections of this chapter are structured as follows: In Section 4.2, we
describe the strong and weak forms of the governing equations of interest and present
their standard IGFEM approximation. The algorithms used for creating the integration
elements and evaluating the enrichment functions in the h- and p-IGFEM are presented in
Section 4.3. Several implementation issues including the optimal location of the interface
nodes and the corresponding adaptive refinement criteria are also discussed in that section.
Three example problems with curved interface geometries are studied in Section 4.4, where
the accuracy and convergence rate of the high-order IGFEM is also investigated.
4.2 Governing equations and IGFEM formulation
In this chapter, we study the application of the h- and p-IGFEM for modeling conductive
heat transfer and linear elasticity problems. The strong form of the steady-state heat
transfer in an open domain Ω ⊂ R2 with the boundary Γ = Ω¯\Ω and outward unit normal
vector n is described as: Find the temperature field u ∈ H1(Ω¯;R) (H1 denotes the Sobolev
space) such that 
−∇ · (κ∇u) + Q = 0 in Ω
κ∇u · n = q on Γq
u = u¯ on Γu,
(4.1)
where Q ∈ L2(Ω;R) is the heat source, κ ∈ L2(Ω¯;R2 × R2) is the conductivity tensor, and
Γu and Γq are portions of the boundary with the prescribed temperature t¯ ∈ H1(Γu;R) and
applied heat flux q ∈ L2(Γq;R), respectively (L2 denotes the Lebesgue space). Decomposing
the temperature field into u = u0 + ut, where ut ∈ H1(Ω¯;R) and ut|Γu = u¯, the weak form of
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(4.1) is expressed as follows: Find u0 ∈ V :=
{
u0 ∈ H1(Ω¯;R), u0|Γu = 0
}
such that∫
Ω
∇u0 · κ∇v dΩ +
∫
Ω
∇ut · κ∇v dΩ +
∫
Γq
vq dΓ = 0 ∀v ∈ V. (4.2)
The strong form of the linear elasticity equations is expressed as: Find the displacement
field u ∈ H1(Ω¯;R2) 
∇σ + b = 0 in Ω
σ = C : ε in Ω
ε = 12
(∇u + ∇uT) in Ω
u = u¯ on Γu
σ.n = t on Γt,
(4.3)
where σ is the Cauchy stress tensor, ε is the linearized strain tensor, b ∈ L2(Ω;R2) is
the body force vector, t ∈ L2(Γt;R2) is the applied tractions, and u¯ ∈ H1(Γu;R2) is the
prescribed displacement vector along the boundary. Using the generalized Hooke’s law,
the fourth-order material stiffness tensor C relates the stiffness and strain tensors as
σ = λtr(ε)I + 2µε, (4.4)
where λ and µ are the Lame’s constants, tr is the trace operator, and I is the Identity tensor.
The weak form of (4.3) is described as: Find u0 ∈ W :=
{
u0 ∈ H1(Ω¯;R2),u0|Γu = 0
}
such
that ∫
Ω
Lu0 · CLTwT dΩ +
∫
Ω
Lud · CLTwT dΩ +
∫
Γt
wt dΓ = 0 ∀w ∈ W, (4.5)
where ud ∈ H1(Ω¯;R2) with ud|Γu = u¯ and the differential operator L is defined as
L =

∂
∂x 0
0 ∂∂y
∂
∂x
∂
∂y
 . (4.6)
The Galerkin approximation of (4.2) and (4.5) is obtained by replacing V and W with
appropriate finite dimensional spacesVh ⊂ V andWh ⊂W, respectively. The remainder
of the formulations presented in this chapter are focused on the conductive heat transfer
problem, but their extension to the linear elasticity problem must be trivial to the reader.
The standard IGFEM formulation is given in (2.9) [14], where the enrichment function
48
associated with the j-th interface node is evaluated as
ψ j =
nce∑
k=1
N(k)p , (4.7)
In the formulation above, nce is the number of integration (children) elements that share
node j and Nkp is the p-th Lagrangian shape function of the k-th children element associated
with that node (Figure 4.1). For the completeness of the discussion in this chapter, we
revisit the evaluation of the scaling factor s j in (2.9), which is given by [14]
s j =
4 min (x1, x2)
2
(x1 + x2)
2 , (4.8)
where x1 and x2 are the distances between the interface node j and the two end nodes of
the edge of the parent element cut by the interface (Figure 4.8).
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Figure 4.1 – Discretizing a non-conforming element into triangular and rectangular
children elements and visualization of the enrichment function ψ2 associated with
the interface node 2 in the IGFEM. The distances x1 and x2 are used for computing
the scaling factor s j in (4.8) for j = 1.
4.3 Higher-order IGFEM Formulation
The standard IGFEM yields the same precision and convergence rate as the standard
FEM, but without the restriction of using finite element meshes that conform to the
problem topology [14, 15]. However, for problems with curved interfaces similar to that
shown in Figure 4.2a, the discretization error associated with a coarse background mesh
can considerably deteriorate the accuracy of the IGFEM solution. As apparent in that
figure, the linear approximation of the interface between the two interface nodes cannot
accurately capture of the interface geometry, which causes the error in evaluating the
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material properties in the shaded region. While refining the background mesh alleviates
this source of the error (Figure 4.2b), this approach leads to an unnecessary increase in the
computational cost if the interface interacts with a small region of the background mesh.
Moreover, refining the background mesh cannot effectively reduce the discretization error
in all parent elements, as shown in the shaded region in Figure 4.2b. An adaptive mesh
refinement scheme can be used to locally refine the non-conforming elements, although
this approach requires an especial treatment of elements with hanging nodes [76].
Material interface
Linearized interface
(a) (b)
Figure 4.2 – (a) Standard IGFEM approximation of a curved interface using a coarse
background mesh, where the shaded region corresponds to the mismatch between
the approximate and actual interface geometries. (b) Discretization error associated
with a refined background mesh, where the size of the parent elements is half of that
shown in Figure (a).
As an alternative approach to provide a higher-order approximation of the interface,
we implement an adaptive refinement scheme that is restricted to the children elements of
the IGFEM. Two different techniques are used for this purpose: i) increasing the number
of children elements along the interface or the h-IGFEM (Figure 4.3a) and ii) using higher-
order iso-parametric children elements or the p-IGFEM (Figure 4.3b). In the k-th order
h-IGFEM, we first create k dummy nodes at equally-distanced locations on one of the edges
of the parent element that does not intersect with the interface. Unlike the interface
nodes, no generalized dof is assigned to the dummy nodes and therefore no enrichment
is attached to these nodes. The next step is to create k new interface nodes in addition to
those already existing on the edges of the parent element to construct a combination of
three-node triangular and four-node quadrilateral children elements along the interface,
as shown in Figure 4.3a. Different approaches for determining the location of these
internal interface nodes are discussed in Section 4.3.4. In the p-IGFEM, the additional
interface nodes are used to create a combination of triangular and quadrilateral transition
children elements (Figure 4.3b). A higher-order polynomial approximation of the interface
geometry can then be obtained using an iso-parametric mapping in the children elements.
Alternative approaches for creating children elements and their impact on the behavior
50
of the h- and p-IGFEM are discussed in Section 4.3.2.
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Figure 4.3 – Creating the children elements and enrichment functions for (a) second-
order h-IGFEM and (b) first-order p-IGFEM. The figures on the left illustrate the
numbering of interface nodes and those on right show local node numberings.
4.3.1 Enrichment functions and scaling factor
The enrichment functions in the h- and p-IGFEM are evaluated from (4.7), which is the
same relation used in the standard IGFEM. Some of the enrichment functions computed
from this equation for the second-order h-IGFEM and first-order p-IGFEM are presented in
Figure 4.3. The only required modification in the formulation of the higher-order IGFEM
compared to that of the standard IGFEM is in evaluating the scaling factor s j (Eqn. 2.9)
at the internal interface nodes. To facilitate our discussion on this topic, four possible
case scenarios for the location of the interface nodes and the corresponding configuration
of the children elements in the h-IGFEM are illustrated in Figure 4.4. Equation (4.8) can
still be implemented to evaluate s j for the edge interface nodes (i.e., the enriched nodes
located on the edges of the parent element). As shown in Figure 4.4b, when an edge
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interface nodes approaches one of the nodes of the background mesh, the aspect ratio of
the corresponding children element goes to infinity. According to (4.8), a small scaling
factor is then assigned to that interface node to avoid sharp gradients in the associated
enrichment function.
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Figure 4.4 – Four different case scenarios of the location of interface nodes and the
configuration of children elements configuration in the h-IGFEM. The distances dD
and dM, shown in Figure (c), are used in (4.9) to evaluate s j for the internal interface
node 2.
The scaling factor s j associated with an internal interface nodes is independent of the
value of s j at edge interface nodes. For example, the values of s j computed from (4.8) for
the two edge interface nodes illustrated in Figures 4.4a and 4.4b are close to the unity and
zero, respectively. However, since there are no children elements with high aspect ratios
connected to the internal interface node 2, the scaling factor associated with this node must
be considerably larger than zero in both cases. On the other hand, the high aspect ratio of
the children elements sharing the internal interface nodes 2 and 3 in Figures 4.4c and 4.4d,
respectively, leads to constructing enrichment functions with extremely sharp gradients.
A small scaling factor must then be assigned to these nodes to ensure a well-conditioned
stiffness matrix. The appropriate s j for an internal interface nodes can be characterized
as a function of the distances dD and dM from that node to its attached dummy and mesh
nodes, respectively (Figure 4.4c). As either of dD or dM becomes too small, the aspect
ratio of the corresponding children elements goes to infinity, which implies the use of an
infinitesimally small scaling factor. A similar argument would also be valid for the higher-
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order enrichment functions associated with the internal interface nodes in the p-IGFEM.
To capture this behavior, the scaling factor s j for internal interface nodes can be evaluated
as
s j =
min (dD, dM)
max (dD, dM)
. (4.9)
4.3.2 Alternative approaches of creating children elements
The primary objective of the approach used for constructing the children elements in
Figure 4.3 was to obtain the least number of generalized dofs in the higher-order IGFEM.
However, it is evident that alternative approaches can be employed to create the children
elements for the same level of refinement, which will also affect the corresponding en-
richment functions. In Figure 4.3a, a combination of three-node triangular and four-node
rectangular elements were used to create the children elements in the h-IGFEM. Alterna-
tively, one can replace each rectangular children element (i.e., elements 2, 4, and 6) with
two three-node triangular elements. While this scheme does not affect the number of
generalized dofs and therefore the order of the enrichment function, it leads to a higher
number of children elements and therefore more gauss quadrature points for creating the
local stiffness matrix.
In Figure 4.3b, a combination of triangular and quadrilateral transition elements were
employed to create the children elements for the p-IGFEM. An alternative approach is
illustrated in Figure 4.5a, which relies on using only triangular transition elements for
discretizing the parent domain. However, as shown in that figure, this approach can
become problematic when children elements with negative Jacobians are created (children
element 2). The second alternative approach for creating the children elements in the
p-IGFEM is depicted in Figure 4.5b, where a combination of the six-node triangular and
eight-node serendipity rectangular elements are used to discretize the parent domain. This
scheme requires creating additional non-interface enriched nodes over the edges of the
parent element, for which the enrichment functions and scaling factors are still evaluated
from (4.7) and (4.8), respectively. Note that, despite the larger number of generalized dofs
in this approach than that with the transition elements (Figure 4.3b), an iso-parametric
mapping in the children elements yields the same level of the approximation for the
interface geometry. Moreover, due to the presence of non-interface enriched nodes on the
edges of the parent element in the current approach, the order of the refinement must be
kept constant in all the non-conforming elements. However, the higher-order enrichment
functions associated with the children elements shown in Figure 4.5b can contribute to
improving the field approximation near the interface. In Section 4.4, we study the impact
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of both approaches illustrated in Figures 4.3b and 4.5b on the accuracy and convergence
rate of the p-IGFEM.
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Figure 4.5 – Two alternative schemes for creating children elements in the p-IGFEM
using (a) triangular transition elements and (b) a combination of six-node triangular
and eight-node quadrilateral elements. Note the negative Jacobian associated with
the children element 2 in Figure (a).
4.3.3 Refinement criteria
To adaptively refine the parent elements along the interface in the h- and p-IGFEM, we must
define a criteria to identify the required order of the refinement. There are two goals in
using an adaptive refinement scheme: i) to improve the approximation of curved interfaces
(geometric-based adaptivity) and ii) to reduce the error in areas with a sharp gradient
field (error-based adaptivity). The latter scheme is often combined with a posteriori
error analysis techniques to identify the regions of the domain that require adaptive
refinement. Unlike the geometric-based adaptivity, an error-based adaptive refinement
of the mesh might be required in the vicinity of a straight interface with large mismatch
between the material properties on each side. The focus of the h- and p-IGFEM is to
reduce the discretization error associated with curved interfaces by using a geometric-
based adaptive refinement of the children elements. It must be noted that the error-based
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adaptive refinement of the background mesh is out of the scope of the this work and we
only focus on the geometric-based adaptive refinement of the non-conforming elements
along the interface.
In the h- and p-adaptive IGFEM, the level of the refinement in the parent elements
is determined based on the interface curvature. If the interface geometry and its first
derivative are given in the form of analytical functions, the variations of the slopes θ1
and θ2 at the edge interface nodes can be used to specify the order of the refinement
(Figure 4.6). A k-th order h- or p-refinement is then required when
|tanθ1 − tanθ2| > tolk, (4.10)
where tolk is a user-defined tolerance. As apparent in Figure 4.6a, large values of θ1 and
θ2 indicate a large mismatch between the interface geometry and its linear approximation
L12. Equation (4.10) provides a computationally inexpensive approach to determine the
appropriate level of the refinement as it only requires the evaluation of the interface
slope at two edge interface nodes. However, this approach fails to correctly identify
the required number of internal interface nodes for special cases with sharp variations
of the interface curvature, such as that shown in Figure 4.6b. Moreover, for problems
involved creating physical models of multi-phase materials from tomographic images or
modeling evolving topologies, the interface slope at the edge interface nodes is not given
explicitly. A first-order finite difference approximation can be employed to evaluate tanθ1
and tanθ2 for such cases, but it requires more rigorous computations to identify the order
of the refinement.
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−θ1
(a)
2
1
θ1
θ2
(b)
Figure 4.6 – Variation of the interface slope at the edge interface node for two different
configurations of the material interface.
As an alternative approach, one can determine the required order of the refinement in
the parent element as ∑m
i=1 di
m cosθ
> tolk, (4.11)
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where di is the vertical distance from the interface to L12 at m equally-distanced points and
θ is the angle between L12 and the horizontal coordinate axis (Figure 4.7). If θ > pi/4, di is
considered the horizontal distance to obtain a better estimate of the interface curvature.
Note that, if there are no abrupt changes in the interface curvature inside the parent
element (Figure 4.7a), evaluating (4.11) at only one point is often sufficient to determine
the order of the refinement. However, for a material interface similar to that shown in
Figure 4.7b, more points are needed to accurately capture the offset between the curved
interface and L12.
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Figure 4.7 – Vertical distances from the interface to the line segment between the edge
interface nodes at three equally-distanced points for two different configurations of
the material interface.
4.3.4 Location of the internal interface nodes
After determining the number of internal interface nodes, the next step is to find the
location of these nodes, which plays an important role in approximating the interface ge-
ometry in the h- and p-IGFEM. Note that, unlike the FEM-based adaptive mesh refinement
schemes, we are no longer concerned with the aspect ratio of the children elements in the
IGFEM. We can take advantage of this unique feature to arbitrarily select the location of
the internal interface nodes in the higher-order IGFEM. Figure 4.8 presents six different
case scenarios for the location of the internal interface nodes and the corresponding piece-
wise linear approximation of the interface geometry in the h-IGFEM. In Figure 4.8a, the
horizontal distance L between the edge interface nodes is divided into three equal sections
using the vertical dashed-lines drawn at x1 and x2. The intersection point of these vertical
lines with the curved interface is then adopted as the location of the internal interface
nodes 3 and 4. If the interface geometry is given explicitly, computing the location of
these nodes simply translates to evaluating the values of an analytical function at x1 and
x2. Similar to (4.11), the vertical dashed lines in Figure 4.8a are replaced by horizontal
lines when θ > pi/4 to obtain a more uniform distribution of the interface nodes.
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Figure 4.8 – Six different schemes for selecting the location of the internal interface
nodes and the corresponding discretization of the interface geometry in the h-IGFEM.
As shown in Figure 4.8a, the approach used for selecting the location of the internal
interface nodes does not yield a satisfactory approximation of the interface geometry in
all the children elements. We can alleviate this problem by recursively revisiting the
refinement criteria in each discretized sub-section, i.e., between nodes 1-3, 3-4, and 4-2 in
the first iteration, to add new interface nodes where necessary. We then add the interface
node 5 to reduce the discretization error in the sub-section 1-3, as shown in Figure 4.8b.
This algorithm is then continued recursively until we obtain an accurate representation of
the interface geometry. However, despite the simplicity and low computational cost this
approach, no information regarding the interface curvature is incorporated in that, which
results in a large number of internal interface nodes to accurately capture the geometry of
curved interfaces.
The optimal location of internal interface nodes can be determined such that they
minimize
∣∣∣A12 − Ah12∣∣∣, where A12 is the area between the material interface and L12 and Ah12
is the area between its h- or p-IGFEM approximation and L12 (Figure 4.8b). If the interface
can be reasonably approximated to have a constant curvature in the parent element, the
scheme used in Figure 4.8c yields close-to-optimal locations for the internal interface
nodes. As shown there, The line segment L12 is first divided into three segments with
the same lengths using nodes x1 and x2. The intersections of the lines perpendicular to
L12 and passing x1 and x2 is then adopted as the location of the internal interface nodes
3 and 4. Note that, this approach does not yield a satisfactory approximation of the
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interface geometry when there are sharp variations of the interface curvature inside the
parent element (Figure 4.8d). A recursively adaptive approach similar to that explained in
the previous paragraph can be used to ensure an accurate representation of the interface
geometry for such special cases. The node 5 is then added in Figure 4.8e at the intersection
of the interface and the line passing node x3 and perpendicular to L24 to reduce the
discretization error.
As an alternative approach, we can use the hierarchical scheme shown in Figure 4.8f to
select the location of the internal interface nodes. It is worth mentioning that evaluating the
optimal location of k internal interface nodes via minimizing
∣∣∣A12 − Ah12∣∣∣ leads to a complex
nonlinear optimization problem when k > 1. Clearly, solving such a computationally
demanding problem is not justifiable during the adaptive refinement of the interface.
However, for the particular case of k = 1 and an interface with non-changing curvature sign
inside the parent element, the optimal location of the internal interface node can simply
be obtained by maximizing Ah12, i.e., the area of the triangle 4123 shown in Figure 4.8f.
The optimal location of the interface node 3 in that figure is determined such that the
tangent vector to the interface be parallel to the line segment L12, i.e, f
′(x1) = tanθ12.
The refinement criteria is then recursively revisited in each sub-section to identify the
requirement for adding the internal interface node 4 in the sub-section 2-3 such that
f ′(x2) = tanθ23.
4.4 Numerical examples
Three example problems are presented in this section to demonstrate the application of
the h- and p-IGFEM for simulating multi-material thermal and structural problems. To
study the accuracy and convergence rate of the higher-order IGFEM in these examples,
we monitor the variation of the L2- and H1-norms of the error.
4.4.1 First example problem
In this example, the conductive heat transfer in a rectangular domain with ellipsoid
inclusions as shown in Figure 4.9a is analyzed. The boundary conditions consists in a
prescribed temperature u¯ = 20 ◦C and a uniform heat flux q = 800 kW/m along the bottom
and top edges, respectively, while the side edges are insulated. The thermal conductivity
κ of the ellipsoid inclusions is ten times larger than that of the surrounding material,
which results in a weak temperature discontinuity along their interface. The temperature
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field evaluated using the standard IGFEM over a 560× 240 structured mesh is adopted as
the reference solution for this problem (Figure 4.9b). According to [14], the IGFEM yields
a comparable level of accuracy as the standard FEM with conforming meshes when the
size of the elements are identical in both methods.
q = 800 W/m
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Figure 4.9 – First example problem: (a) Applied thermal loads, boundary conditions,
and thermal properties of the rectangular domain with ellipsoid inclusions; (b) IGFEM
approximation of the temperature field using a 560 × 240 background mesh.
To measure the norms of the error in the higher-order IGFEM, three structured meshes
of three-node triangular elements built on 14 × 6, 28 × 12, and 56 × 24 grids are used to
approximate the temperature field. The discretized domains using the standard, first-
order, third-order, and the adaptive h-IGFEM for the 14×6 background mesh are depicted
in Figure 4.10. As shown in Figure 4.10a, using such a coarse background mesh with
the standard IGFEM leads to a poor approximation of the inclusions geometry. The first-
and third-order h-IGFEM can be employed to reduce the discretization error, as shown
Figures 4.10b and 4.10c, respectively. Figure 4.10d illustrates the discretized domain for
the adaptive h-IGFEM, which yields an equally accurate approximation of the inclusions
geometry as the third-order h-IGFEM, while requires fewer integration elements and
enriched nodes. In the adaptive h-IGFEM model, we used the refinement criterion given
in (4.11) with the tolerance values tolk = 1%, 5%, and 10% of the element size to locate the
first-, second-, and third-order refinements, respectively.
Figure 4.11 illustrates the variation of the L2- and H1-norms of the error versus the
element size (h) and the total number of dofs (N) for the first example problem (Figure 4.9).
The two types of the first-order p-IGFEM solutions presented there correspond to using
the standard and transition children elements for constructing the enrichment functions.
As shown in Figures 4.11a and 4.11b, regardless of the size of the background mesh,
the impact of the h- and p-IGFEM on reducing the L2-norm of the error in this problem
is insignificant. On the other hand, Figure 4.11c shows that the H1-norm of the error
associated with the higher-order IGFEM is considerably lower than that of the standard
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Figure 4.10 – Discretized domain and configuration of the children elements in the
first example problem using (a) standard IGFEM, (b) first-order h-IGFEM, (c) third-
order h-IGFEM, and (d) adaptive h-IGFEM.
IGFEM. Note that, both h- and p-IGFEM have a more pronounced impact on reducing
the H1-norm of the error when the coarsest background mesh with h = 10−2 m is used to
discretize the domain. Further refinement of the background mesh eventually fades away
the difference between the standard and high-order IGFEM solutions, because the smaller
size of the parent elements in the refined meshes can accurately capture the inclusions
geometry in the standard IGFEM.
The variation of the H1-norm of the error versus N for different orders of the refinement
in the h- and p-IGFEM sheds more light on the behavior of these methods. As shown in
Figure 4.11d, the first-order h-IGFEM and the first-order p-IGFEM with transition children
elements yield a lower error than the standard IGFEM for the same number of dofs. Note
that, while the precision of the first-order p-IGFEM with standard integration elements
is similar to that with the transition children elements, the value of N is considerably
larger for the former method. This can be related to the nature of the conductive heat
transfer problems, where unlike linear elasticity, no sharp variations of the field gradient
is observed near the interface. Figure 4.11d also shows that using the adaptive h-IGFEM
for refining the children elements yields a lower H1-norm of the error than the second and
third-order h-IGFEM for the same value of N.
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Figure 4.11 – L2 and H1 norms of the error versus the element size (h) and total
number of dofs (N) in the first example problem (Figure 4.9) for the temperature
fields evaluated with the standard, h-, p-, and adaptive h-IGFEM.
4.4.2 Second example problem
In this example, we implement the h- and p-IGFEM to evaluate the linear elastic response
of a perforated plate subjected to the uniform traction t in the y-direction, as shown in
Figure 4.12a. The ratio of the normal stress field σyy to the applied traction t over a quarter
of the domain is depicted in Figure 4.12b. This reference solution is obtained using the
standard IGFEM with a 200 × 200 structured mesh, where the symmetric boundary con-
ditions are assigned along the left and bottom edges of the quarter plate. Two structured
triangular meshes built on 10×10 and 20×20 grids are then used to evaluate the norms of
the error associated with the h- and p-IGFEM. The same refinement criteria and tolerance
values as the previous example are used in the adaptive h-IGFEM solutions, where the
resulting discretized domains are depicted in Figure 4.13.
The variations of the L2- and H1-norms of the error associated with the second example
problem using the standard, h-, p-, and adaptive h-IGFEM are presented in Figure 4.14. As
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Figure 4.12 – Second example problem: (a) dimensions, elastic properties, and applied
tractions to the perforated plate of interest; (b) Ratio of the normal stress in the y-
direction to the boundary traction evaluated with the standard IGFEM over a 200×200
structured mesh, which is adopted as the reference solution.
(a) (b)
Figure 4.13 – Discretized domain of the perforated plate studied in the second example
problem (Figure 4.12a) for the adaptive h-IGFEM over (a) 10 × 10 and (b) 20 × 20
structured background meshes.
shown in Figure 4.14b, the impact of using high-order IGFEM on reducing the H1-norm of
the error is similar to that of the first example problem. Furthermore, unlike Figure 4.11a,
increasing the order of the refinement using either of the h- or p-IGFEM can considerably
reduce the L2-norm of the error in this example (Figure 4.14a). The key difference between
the results of the previous heat transfer problem and those of the current example lies in
the behavior of the p-IGFEM with transition and standard children elements. While both
approaches yielded a similar level of accuracy in the first example problem, the computed
error for the p-IGFEM with the standard children elements is considerably lower than
that with transition elements and even that of the third-order h-IGFEM in the current
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problem. This is due to the presence of sharp displacement gradients (that leads to the
stress concentration) near the circular holes of the plate shown in Figure 4.12b, which can
be more accurately approximated using the higher-order enrichment functions associated
with the p-IGFEM standard children elements.
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Figure 4.14 – L2- and H1-norms of the error versus the element size (h) for the second
example problem (Figure 4.12) using the standard, h-, p-, and adaptive h-IGFEM for
approximating the displacement field.
4.4.3 Third example problem
As the final example problem, the higher-order IGFEM is employed to evaluate the (un-
coupled) thermal and structural responses of a layered material with the applied thermo-
mechanical loads shown in Figure 4.15a. A three-node triangular structured mesh built on
a 120× 60 grid is used to discretize the domain, for which the standard IGFEM is not able
to fully capture the complex geometry of the materials interfaces. Instead, we employ the
adaptive h-IGFEM to improve the approximation of the interface geometry for the thermal
assessment of this problem. Figures 4.15b to 4.15d illustrate the resulting portions of the
discretized domain in the regions labeled (b) to (d) in Figure 4.15a. The corresponding
approximation of the temperature field is depicted in Figure 4.16, which clearly shows
the ability of the adaptive h-IGFEM in capturing the discontinuous temperature gradient
along the multiple materials interfaces in the domain. Note that, enforcing the Dirichlet
BC along the bottom edge of the domain in the enriched elements is conducted similar
to the standard IGFEM, which avoids implementing the penalty method or Lagrange
multipliers commonly used in GFEM/XFEM for this type of BCs [14].
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Figure 4.15 – Third example problem: (a) Dimensions, material properties, and ap-
plied thermo-mechanical loads to the domain of a layered material; (b-d) Portions
of the discretized domain using the adaptive h-IGFEM corresponding to the areas
labeled similarly in Figure (a).
u (˚C)20 248.4
Figure 4.16 – Adaptive h-IGFEM approximation of the temperature field in the third
example problem shown in Figure 4.15a.
We implement the first-order p-IGFEM with the standard children elements to evaluate
the plane strain elastic response of the example problem shown in Figure 4.15a. Note
that, according to the previous example, the higher-order enrichment functions obtained
in this approach can considerably improve the field approximation near the interface,
where the stress concentration is expected. Figure 4.17 illustrates the approximation of
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the normal strain and its corresponding normal stress field in the y-direction for this
problem. The figure also shows the deformed configuration of the rock specimen, where
the displacements are scaled by a factor of 20. As apparent in Figure 4.17a, the p-IGFEM
has nicely captured the high strains near the peaks of the second layer caused by pressing
the softer top layer on that.
εyy-0.0753 0.0079
(a)
-759.3 272.5σyy
(b)
Figure 4.17 – (a) Normal strain and (b) normal stress field in the y-direction evaluated
with the p-IGFEM for the third example problem shown in Figure 4.15a and depicted
in the deformed configuration of the domain (magnified by a scale factor of 20).
4.5 Conclusion
A novel approach was presented for modeling problems with complex microstructure
based on the h-and p-refinement techniques combined with the Interface-enriched Gen-
eralized Finite Element Method (IGFEM). The main objective of the proposed method
is to reduce the discretization error associated with curved material interfaces without
refining the non-conforming background mesh structure. Several approaches were dis-
cussed to determine the location of the interface nodes in the h- and p-IGFEM to attain the
best possible approximation of the domain geometry. Moreover, varied techniques were
studied for creating integration children elements and their impact on the accuracy and
robustness of the numerical approximations for both methods. An adaptive scheme was
also developed to identify the appropriate level of the refinement in the non-conforming
elements of the background mesh based on the interface curvature. We then employed
the h- and p-IGFEM to simulate a variety of thermo-mechanical problems, through which
the accuracy and the computational cost of these methods were examined. Both methods
were proved to be effective in reducing the numerical error via more accurate approx-
imation of the interface geometry. Furthermore, the higher-order enrichment functions
associated with the p-IGFEM was shown to be superior to those of the h-IGFEM for mod-
eling structural problems, as they can more accurately capture the stress concentration in
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the vicinity of the materials interface.
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5 Validation study and shape optimization
This chapter is adapted from a 2012 article by Soghrati et al., published in International
Journal of Heat and Mass Transfer [70].
Abstract
The computational modeling and design of an actively-cooled microvascular
fin specimen is presented. The design study is based on three objective func-
tions: i) minimizing the maximum temperature in the thermally loaded fin,
ii) optimizing the flow efficiency of the embedded microchannel, and iii) min-
imizing the void volume fraction of the microvascular material. A recently
introduced Interface-enriched Generalized Finite Element Method (IGFEM) is
employed to evaluate the temperature field in a 2D model of the specimen,
allowing for the accurate and efficient capturing of the gradient discontinuity
along the fluid/solid interface without the need of meshes that conform to the
geometry of the problem. Finding the optimal shape of the embedded mi-
crochannel is thus accomplished with a single non-conforming mesh for all
configurations. Prior to the optimization study, the IGFEM solver is validated
through comparison with infrared measurements of the thermal response of
an epoxy fin with a sinusoidal microchannel.
5.1 Introduction
As discussed in Chapter 1, microvascular materials systems have shown great promise
in a variety of engineering applications such as autonomic healing and active cooling
[3, 5, 77]. In many of these applications, biomimicry has been used as an inspiration
for the design of the microvascular system, while manufacturing constraints often play
a key role in restricting the design space. Nevertheless, the high number of parameters
defining the optimal configuration of the embedded microchannels topology, thermal
loading, etc., make the numerical design of such materials quite challenging. The focus
of this chapter is on the computational design of an actively-cooled microvascular fin.
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The circulation of a coolant in microchannels reduces the temperature of the surrounding
material in two specific ways: (i) by direct extraction of heat from the thermally loaded
material, and (ii) by redistributing the heat between hotter and colder regions of the
domain. The first mechanism is effective if the length of the embedded microchannels
between the inlet and outlet is rather short, i.e., when the fluid exits before it becomes
too hot and looses its cooling capacity. MEMS with an active cooling substrate is an
example of this type of microvascular materials [12, 13]. For microvascular materials with
larger dimensions and consequently larger distances between the inlet and outlet of the
channels, removing the heat from the domain through active cooling may not effectively
reduce the temperature of the domain. In this case, the extracted thermal energy through
the fluid only accounts for a small portion of the thermal energy given to the system.
Instead, the microvascular network must be designed to effectively redistribute the heat
inside the material by extracting the heat from warmer areas of the domain and releasing it
in colder regions. An example of nature’s designs for this type of actively-cooled systems
is the arrangement of blood vessels for the thermal regulation in human skin [2, 78].
Depending on environmental conditions, the vascular response of the skin is able to adjust
its temperature to preserve or dissipate the heat when the outside temperature is decreased
or increased, respectively (Figure 5.1a). Additional motivation for the work presented
hereafter stems from recent advances in the manufacturing of 3D woven microvascular
composites with the VaSc technique [1] (Figure 5.1b).
Epidermis
plexus
Dermis
External heat
Superficial
vascular
(a)
10 mm
Glass fibersGa-In filled microchannels
(b)
Figure 5.1 – Biological and biomimetic examples of microvascular systems for active
cooling: (a) Microvascular blood vessels for thermal regulation in the human skin
(inspired from [2]); (b) Micro-CT image of sinusoidal-shaped microchannels (filled
with eutectic Ga-In alloy for a higher resolution) embedded in a 3D woven glass
fiber/epoxy matrix composite created with the VaSc technique.
Inspired by these two examples, we adopt a sinusoidal shape for the embedded mi-
crochannel in the design study of a microvascular actively-cooled fin, and aim to deter-
mine the optimal values of the amplitude and wavelength of the microchannel. While
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the main objective is to evaluate the optimal geometry of the microchannels to minimize
the maximum temperature of the domain, their impact on mechanical properties such as
the stiffness of the microvascular material is also addressed indirectly by minimizing the
void volume fraction associated with the embedded network. The third objective function
adopted in the design study is the minimization of the pressure drop needed to circulate
the coolant, i.e., the flow efficiency of the microchannels. Similar optimization problems
for the design of microvascular materials have been addressed in [5, 79, 80, 81, 82].
Although the geometrical setting of the 2D shape optimization study is relatively simple,
the efficiency and accuracy of the finite element solver used to predict the impact of the
sinusoidal microchannel on the thermal response of the microvascular fin is a critical
aspect of this study. Employing the standard Finite Element Method (FEM) for such
problems is quite cumbersome since this method requires for each configuration the
creation of a mesh that conforms to the microstructure of the material to capture the
discontinuity in the gradient field along the fluid/solid interface. Instead, we adopt in this
chapter the Interface Enriched Generalized Finite Element Method (IGFEM) to provide
mesh-independent simulations for this problem, as presented in Chapter 2.
The outline of this Chapter is as follows: In Section 5.2, we summarize the results of
a validation study for the IGFEM solver, based on direct comparisons with experimental
observations of the thermal field in a microvascular epoxy fin. Finally, we perform in
Section 5.3 a shape optimization study for a sinusoidal microchannel embedded in a long
polymeric fin subjected to a uniform heat flux along one of its faces, and investigate
how the predicted optimal shape of the microchannel is affected by the choice of thermal
boundary conditions.
5.2 Validation study
5.2.1 Experimental set-up
To model the temperature field in the actively-cooled microvascular material, we use
the IGFEM to solve the convection-diffusion equations on a 2D domain, as presented
in Section 2.1. A fully-developed velocity profile assumption is adopted to describe the
variations of the velocity field in the microchannels, as given by (2.13). The schematic and
boundary conditions of the microvascular fin used for the validation of the IGFEM solver
are illustrated in Figure 5.2. The epoxy matrix, with thermal conductivity κe = 0.23 W/mK,
has in-plane dimensions of 59.4 × 10.5 mm and a thickness of 4.0 mm. The microvascular
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fin is placed on a 60.0 × 10.0 × 0.7 mm copper plate (κc = 401 W/mK), which is in contact
with a heater supplied with constant power P = 2.1 W. Other faces of the specimen are in
contact with air and assumed to have convective boundary conditions with the ambient
temperature T∞ = 21 ◦C, and a heat transfer coefficient h, to be determined according to
the experimental results obtained in the absence of the flow (Section 5.2.2). The provided
power for the heater and hence the given energy to the copper plate is set such that the
temperature along the bottom edge of the domain in the absence of the coolant flow is
80 ◦C.
10.4 m
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60.0 mm
45 mm
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8.5 mm
0.9 mm
500 µm
m˙
(a)
IR Camera 
Thermal grease 
Resistive heater
Copper plate
   Inlet 
manifold 
 Outlet
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Microvascular epoxy fin
(b)
(c)
Figure 5.2 – (a) Geometry and boundary conditions of the validation study performed
on a thermally loaded microvascular epoxy fin with a 500 µm diameter sinusoidal
embedded microchannel; (b) Schematic of the experimental set-up with infrared
imaging of the temperature field on the surface of the fin; (c) Microvascular epoxy
fin specimen with embedded microvascular channel created by the direct ink writing
technique.
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The embedded sinusoidal-shaped microchannel in the epoxy fin with diameter D =
500µm, amplitude A = 4 mm, and wavelength λ = 10 mm, is depicted in Figure 5.2a.
The distance between the centerline of the microchannel and the surface over which the
temperature field is recorded by an infrared camera is about 700 µm. The coolant flowing
in the microchannels is water with κw = 0.6 W/mK, ρ = 1000 kg/m3, and cp = 4183 J/kgK,
and the flow rate is maintained constant at Q = 2 ml/min. The test specimen was created
with a fugitive organic ink using the direct write assembling [6, 7] as shown in Figure 5.2c.
The process involves casting a thin epoxy substrate upon which a fugitive ink is robotically
deposited in a sinusoidal pattern forming a microchannel template. The pattern is then
embedded in epoxy and the entire sample is cured at 50◦C. Removal of the fugitive ink at
elevated temperature of 80◦C reveals the embedded microchannel following the pattern
that was formed during deposition. The epoxy used is Epon 862 and Epikure 3300 mixed at
100:24.8 pbw. The fugitive ink used is a mixture of 53% microcrystalline wax (SP-19, Strahl
and Pitsch, Inc.) and 47% mineral oil (Fisher Scientific). The ink was extruded from a 500
µm micronozzle at 300 psi at a printing speed of 5 mm/sec. The cured specimen was cut
and polished to the desired dimensions as shown in Figure 5.2c. One side of the specimen
was painted matte black (Krylon) for imaging with an infrared camera. Propropylene
manifolds were attached to the inlet and outlet opening using cyanoacrylate glue to allow
access points for circulation of the coolant through the microchannel.
Active cooling measurements were accomplished using infrared imaging of the mi-
crovascular epoxy specimen. The bottom face of the epoxy fin was placed on a copper
plate subjected to a constant power boundary condition resulting in a constant starting
temperature in the absence of flow through the microchannel. A thin layer of thermally
conductive grease (OmegaTherm) was applied to the bottom face of the composite to
improve thermal contact between the copper plate and the fin. A resistive heater (Wat-
low, 120V, 15 W) was attached to the copper plate and controlled with a variac controller
(STACO Inc., 120V). A feedback control thermocouple was placed on the top of the plate
to monitor the temperature of the plate throughout the experiment. A multimeter was
connected in series with the resistive heater to measure the applied voltage. The speci-
men was allowed to reach steady state by waiting for an hour after application of constant
power to the copper plate. Figure 5.2b shows a schematic of the IR imaging set-up for
thermal management.
Infrared images were taken using a DeltaTherm 1560 infrared camera with 320 by 256
array of indium antimonide IR detectors. Data was recorded at one frame per second using
DeltaVision software. Each data set contained a 2D temperature field of the specimen
surface. The surface temperatures in the absence of flow and steady-state at 2 ml/min
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are depicted in Figures 5.3a and 5.3b, respectively. The temperature profiles along lines
corresponding to the peak (A) and trough (B) of the sinusoidal microchannel were used
for the calibration and validation of the 2D IGFEM model. Water was used as the coolant
and was introduced into the sample at room temperature (21◦C) at constant flow rate of 2
ml/min maintained using screw driven syringe pump (KD scientific, Model 210).
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Figure 5.3 – IR image of the steady-state temperature field on the surface of the fin
specimen: (a) No flow case; (b) Water cooling at 2 ml/min.
5.2.2 Calibration and validation of the IGFEM thermal solver
The calibration component of this study consists in evaluating the heat transfer coefficient
h, associated with the surfaces of the specimen in contact with air, which is needed to
determine the dissipated heat from these surfaces. To that effect, we use the data obtained
with IR measurements in the absence of the flow, as shown in Figure 5.3a. Since a 2D model
is adopted for approximating the temperature field, we incorporate the dissipated heat
from the faces of the specimen perpendicular to the computational domain by adopting
the classical fin equation expressed as
−∇ · (κ∇u) = f − hP
A
(u − u∞) , (5.1)
where P and A are the perimeter and area of the face of the specimen in contact with the
copper plate, respectively.
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In the absence of the flow, the temperature field is quasi 1D as apparent both experi-
mentally (Figure 5.3a) and numerically (Figure 5.4a). The temperature variation in the fin
along a line perpendicular to the copper plate can be analytically expressed as
u − u∞
u¯ − u∞ =
cosh β
(
L − y) + hκβ sinh β (L − y)
cosh βL + hκβ sinh βL
, (5.2)
where β =
√
h f , with h f = hPκA denoting the fin coefficient. The boundary conditions consist
in a prescribed temperature u¯ = 80 ◦C along the bottom edge of the domain and convec-
tive boundary conditions along the top edge. A direct comparison between this relation
and the experimental results obtained along line segment A in Figure 5.3a yields a least
square fit value of the film coefficient h equal to 4.9 W/mK. A comparison between ana-
lytical, numerical, and experimental results is presented in Figure 5.4b, showing excellent
agreement.
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Figure 5.4 – (a) Temperature field obtained with the 2D IGFEM solver in the absence
of the flow; (b) Experimental, numerical and analytical temperature profiles along
Section A. A heat transfer coefficient of h = 4.9 W/mK is employed to evaluate the
analytical and numerical solutions.
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The next step is to evaluate the equivalent flow rate for the 2D solver that yields a
similar temperature field as that obtained experimentally. The experimental results for
the temperature field after steady state are shown in Figure 5.3b. In this case, the copper
plate average temperature is reduced to 65 ◦C and due to the high thermal conductivity
of the copper, this temperature is almost constant at every point along the length of the
plate. The equivalent flow rate for the 2D model is then evaluated such that it yields the
least square fit of the temperature profiles from the experimental and numerical results
along Sections A and B, shown in Figure 5.3b. This calculation gives Qeq = 0.724 ml/min,
for which the steady state temperature field obtained from the IGFEM solution and the
temperature profiles along Sections A and B are presented in Figure 5.5.
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Figure 5.5 – Calibration of the IGFEM solver using the thermally loaded domain with
an embedded microchannel with λ = 10mm: (a) Steady-state temperature field of
the actively-cooled fin at 2 ml/min flow rate obtained with the IGFEM; (b), (c) Exper-
imental and numerical temperature profiles along Sections A and B, respectively.
To validate the 2D IGFEM solver, we need to examine the performance of this method for
evaluating the temperature field in a microvascular material with similar dimensions and
boundary conditions, but with a different configuration of the embedded microchannel as
illustrated in Figure 5.6a. The heat transfer and fin coefficients for this specimen, which are
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functions of the dimensions of the domain, are similar to those of the specimen employed
in the calibration study (Figure 5.2c). For the embedded microchannel shown in Figure
5.6a, the wavelength of the channel is reduced to λ = 5 mm, and a flow rate of Q = 2
ml/min is used for active cooling of the material. The recorded temperature field with
the IR camera over the surface of the actively-cooled specimen, adjacent to the embedded
microchannel, is depicted in Figure 5.6b.
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Figure 5.6 – (a) Microvascular fin specimen with an embedded microchannel with
wavelength λ = 5 mm and amplitude A = 4 mm; (b) IR image of the steady-state
temperature field after active cooling at 2 ml/min flow rate.
The temperature field evaluated by the 2D IGFEM solver for the validation problem
is illustrated in Figure 5.7a, where the equivalent flow rate obtained from the calibration
study (Qeq = 0.724 ml/min) is implemented in the numerical solution. The temperature
profiles along Sections A and B (shown in Figure 5.6b) are presented in Figure 5.7b and 5.7c,
respectively, and compared with experimental values at similar locations. Accoring to this
figure, the 2D IGFEM solution has a good agreement with experimental data, especially
in predicting the temperature along the top edge of the domain. Considering all the
simplifying assumptions implemented in the 2D computational model, this study proves
the reliability of the IGFEM in approximating the temperature field in the actively-cooled
microvascular fin.
75
A B
20 35 50 65 80
u (˚C)
(a)
0
2
4
6
8
10
20.0 30.0 40.0 50.0 60.0 70.0
y 
(m
m
) 
u (˚C) 
Experimental 
Numerical
(b)
0
2
4
6
8
10
20.0 30.0 40.0 50.0 60.0 70.0
y 
(m
m
) 
u (˚C) 
Experimental 
Numerical
(c)
Figure 5.7 – Validation of the IGFEM solver based on the microvascular fin with λ = 5
mm: (a) Steady-state temperature field of the actively-cooled fin at 2 ml/min flow rate
obtained with the IGFEM; (b), (c) Experimental and numerical temperature profiles
along Sections A and B, respectively.
5.3 Shape optimization of the sinusoidal microchannel
In this section, we aim at determining the optimal configuration of the embedded sinusoidal-
shaped microchannel in the epoxy fin shown in Figure 5.8. The height and thickness of
this domain are similar to those of the microvascular fin specimen depicted in Figure 5.2
used for the calibration and validation of the IGFEM thermal solver. The heat transfer
and fin coefficients for the shape optimization problem are similar to those obtained in the
previous section. The length of the microvascular fin, however, has been increased to 180
mm to investigate the effect of the specimen length on the optimal shape of the embedded
microchannel. The thermal boundary conditions consist of a convective boundary con-
dition along the left and right sides of the 2D computational domain and constant heat
flux q = 2000 W/m2 along the bottom edge. Two different conditions are considered along
the top edge to study their impact on the predicted optimal configuration of the embed-
ded microchannel: (i) a fixed temperature of u¯ = 20 ◦C and (ii) a convective boundary
condition with h = 4.9 W/m K and u∞ = 21 ◦C.
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Figure 5.8 – Schematic and boundary conditions of the microvascular fin investigated
in the shape optimization study.
The optimization problem aims at determining the optimal amplitude, A, and wave-
length, λ, of the sinusoidal microchannel that minimizes a set of three objective functions
Φ =
{
φi
}3
i=1
: (i) the maximum temperature of the polymer matrix, (ii) its void volume
fraction, and (iii) the pressure drop. Details on the evaluation of these three objective
functions are provided below. The entrance of the microchannel is at the left edge and the
minimum distance between its centerline and the bottom edge of the domain is 580 µm
for all configurations. Similar to the previous section, water is employed as the coolant
with Q = 1 ml/min, which, based on the study presented in the previous section, corre-
sponds to an equivalent flow rate of Qeq = 0.362 ml/min for the 2D model. The minimum
and maximum values of the wavelength λ are set to 7.5 and 30 mm, respectively, with
increments of 2.5 mm while the minimum and maximum values of A are 0 and 4.8 mm,
respectively, with increments of 400 µm. The aforementioned parameters provides a to-
tal number of 121 different configurations for which the small size of the search space
allows for analyzing and evaluating the objective functions for all possible cases. This
is specifically possible by using the IGFEM solver, for which a single non-conforming
structured mesh built on a 1080 × 63 grid is employed to evaluate the temperature field
associated with all the microchannel configurations. The objective functions considered
in this optimization problem are as follows:
Maximum temperature: Reducing the maximum temperature of the domain is the main
goal of designing actively-cooled microvascular systems. We thus define the first objective
function as
φ1 = umax : Ωh → R := max uh, (5.3)
where uh is obtained using the IGFEM solver. For this particular optimization problem,
the maximum temperature is typically obtained along the lower edge of the specimen,
along which the heat flux is applied.
Void volume fraction: While reducing the maximum temperature of the domain consti-
tutes the primary objective, a successful design for the microvascular network must be
minimally invasive with respect to mechanical properties of the material, and in particular
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its strength and stiffness. As a first approximation, the impact of the microchannel on
these mechanical properties can be related to the void volume fraction associated with the
embedded network. The second objective function thus consists in minimizing
φ2 = V f ∈ R :=
∫
L f
piD2ds
4VΩh
, (5.4)
where VΩh is the total volume of the microvascular material, L f and D are respectively the
length and diameter of the channel, and ds is a longitudinal element at the centerline of the
microchannel. It must be noted that, due to the constant diameter of the microchannels,
minimizing this objective function corresponds to minimizing the length of the embedded
microchannel for the current system.
Pressure drop: The third objective function is defined as the pressure drop needed to
move the coolant between the inlet and the outlet of the microchannel:
φ3 = ∆p ∈ R := max
∣∣∣pin − pout∣∣∣ . (5.5)
This pressure drop is directly related to the flow efficiency of the microchannel, since
the power required to circulate the fluid is expressed as P = m˙∆p/ρ. Assuming a fully-
developed flow velocity profile, the pressure drop in the microchannel is obtained from
the Hagen-Poiseuille law [49]
∆p =
∫
L f
128µ
(
u f
)
m˙ds
ρpiD4
, (5.6)
where µ is the dynamic viscosity of the coolant, which is a decreasing function of its tem-
perature u f . In the current study, we use the Seeton fit [83] to approximate the temperature
dependence of the viscosity for water:
µ
(
u f
)
= C × 10
u1
u f −u2 , (5.7)
where C = 2.414 × 10−5 Ns/m2, u1 = 247.8 K, and u2 = 140 K. The dynamic viscosity
of water is then evaluated along each longitudinal cross section ds of the microchannel
according to (5.7) to determine the pressure drop in that cross section.
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5.3.1 Prescribed temperature along the top edge
Assuming a prescribed temperature of ut = 20 ◦C along the upper edge of the domain (Fig-
ure 5.8), the numerical predictions obtained with the IGFEM thermal solver are presented
in Figure 5.9. The values of the objective functions for each individual, i.e., each data point
corresponding to one of the configurations of the microchannel, are depicted in Figure
5.9a. The void volume fraction versus the maximum temperature of the domain for each
individual is shown in Figure 5.9b to better illustrate the variations of these two objective
functions for different configurations. As shown there, the individuals corresponding to
the lowest values of the void volume fraction maintain a relatively low maximum temper-
ature in the domain. The maximum temperature of the domain then increases with the
void volume fraction until it reaches a peak value beyond which, the microchannels with
higher void volume fractions are more effective in reducing the maximum temperature.
The variations of the maximum temperature of the material with respect to the wave-
length and the amplitude of the microchannels, and with respect to its amplitude for
λ = 7.5 mm are shown in Figures 5.9c and 5.9d, respectively. As shown in Figure 5.9d, a
straight microchannel between the inlet and the outlet (A = 0 mm) reduces the maximum
temperature of the domain to umax = 60.8 ◦C. Increasing the amplitude of the microchan-
nel up to A = 3.6 mm not only increases the void volume fraction, but also is less effective
in decreasing the maximum temperature of the domain. After this point, however, mi-
crochannels with higher amplitudes yield more effective configurations for reducing the
maximum temperature compared to the straight channel, although this comes at the price
of a higher void volume fraction and pressure drop.
The temperature fields for the individuals marked as a, b, and c in Figure 5.9b are
illustrated in Figures 5.10a, 5.10b, and 5.10c, respectively. As expected, the tempera-
ture field associated with the straight microchannel shown in Figure 5.10a corresponds
to the best configuration for minimizing the void volume fraction and pressure drop.
The microchannel shown in Figure 5.10b with the minimum wavelength and maximum
amplitude is the most effective for reducing the maximum temperature, although this
configuration yields the highest void volume fraction and pressure drop. Finally, the mi-
crochannel corresponding to the highest temperature over the domain and the associated
temperature field are depicted in Figure 5.10c.
The impact of the microchannel configuration on reducing the maximum temperature
of the domain can be better understood by studying Figure 5.11. This figure illustrates the
temperature profile along the bottom edge of the domain, where the maximum temper-
ature occurs, for the three microchannels shown in Figure 5.10. The temperature profile
associated with the straight microchannel has a roughly constant rate of increase along
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Figure 5.9 – Optimization results for the problem shown in Figure 5.8 with a pre-
scribed temperature along the top edge: (a) Representation of three and (b) two
objective functions for each individual; (c) Maximum temperature versus the wave-
length λ and microchannel amplitude A; (d) Maximum temperature in the fin versus
the microchannel amplitude for λ = 7.5 mm.
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Figure 5.10 – Temperature field associated with the configuration labeled as (a), (b),
and (c) in Figure 5.9b.
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this edge. For this microchannel, the only mechanism that contributes to active cooling
of the domain is removing the heat through the outgoing flow. Therefore, as we move
towardthe right edge of the domain, the maximum temperature of the material increases
due to the increase of the coolant temperature as it flows towards the outlet and hence the
reduction of its cooling capacity.
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Figure 5.11 – Temperature profile along the bottom edge of domain associated with
the microchannels shown in Figure 5.10.
The temperature profile along the bottom edge of the domain associated with the si-
nusoidal channel depicted in Figure 5.10b (A = 4.8 mm, λ = 7.5 mm) reveals a different
thermal response. As shown in Figure 5.11, after only a few oscillations of the microchan-
nel, the temperature along the bottom edge reaches a periodic state where the inflow
and outflow temperatures of the fluid at the beginning and the end of each phase are
similar. This is achieved through the heat exchange between the lower and upper regions
of the domain, i.e., the warmer and colder areas, respectively, such that the amount of the
extracted and transmitted heat in each region are equal. As explained in Section 5.1, con-
figurations that can effectively redistribute the heat inside the domain are better options
for active cooling of domains similar to that of the current problem with large distances
between the inflow and outflow points. Compared to the straight channel, Figure 5.11
verifies that the sinusoidal microchannel with A = 4.8 and λ = 7.5 mm is more effective in
reducing the maximum temperature of the material if the length of the domain exceeds 10
cm. Moreover, the sinusoidal configuration maintains the same maximum temperature
regardless of the length of the domain while the maximum temperature associated with
the straight microchannel has an increasing rate with increasing the length of the domain.
The temperature profile associated with the microchannel corresponding to the highest
maximum temperature over the domain with A = 3.6 and λ = 30 mm shows a similar
behavior as the previous case. However, the large wavelength and average amplitude of
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this channel which do not let effective heat exchange with the cold region near the upper
edge of the domain yields a much higher maximum temperature and has not reached the
periodic state within the length of the domain. It must be noted that as shown in Figure
5.11, the increasing rate of the temperature along the bottom edge associated with this
sinusoidal configuration is lower than that of the straight microchannel. Thus, it is not
difficult to predict that as the length of the domain increases, even this configuration will
eventually be more effective for active cooling of the domain compared to the straight
channel.
5.3.2 Convective boundary conditions along the top edge
Figure 5.12 illustrates the optimization results corresponding to those shown in Figure
5.9, but assuming convective boundary conditions along the top edge of the domain. As
shown there, the change of boundary conditions has a substantial effect on the optimal
configuration of the microchannel, as the straight channel represents the optimal shape
with respect to all the objective functions in this case. In other words, increasing either
the wavelength or the amplitude of the microchannels not only exacerbates the void
volume fraction and the pressure drop, but also has an adverse impact on the maximum
temperature of the material.
The temperature fields and microchannel configurations for the three individuals la-
beled as a, b, and c in Figure 5.12b are depicted in Figures 5.13a, 5.13b, and 5.13c, re-
spectively. The corresponding temperature profiles along the bottom edge of the fin are
illustrated in Figure 5.14. The temperature field associated with the straight channel,
depicted in Figure 5.13a, is very similar to that shown in Figure 5.10a with prescribed
temperature along the top edge. Comparing Figures 5.14 and 5.11, we observe that the
variations of the temperature along the bottom edge for both cases are almost identical.
However, unlike the problem with prescribed temperature along the top edge, the straight
channel is the best configuration for reducing the maximum temperature of the domain
in the current case.
Figures 5.13b and 5.13c illustrate the microchannels associated with the highest void
volume fraction (and pressure drop) and highest maximum temperature over the domain,
respectively. As shown in Figure 5.14, despite the sinusoidal shape of the microchannel
and thus the heat exchange between the lower and upper edges of the domain, the
temperature along the bottom edge never shows the periodic behavior. The reason is
that when the coolant flows towards the top edge, it increases the temperature of the
matrix in that region and hence the oscillations of the microchannel for exchanging the
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Figure 5.12 – Optimization results for the problem shown in Figure 5.8 with con-
vective boundary conditions along the top edge: (a) Representation of three and (b)
two objective functions for each individual; (c) Maximum temperature versus the
wavelength λ and microchannel amplitude A; (d) Maximum temperature in the fin
versus the microchannel amplitude for λ = 7.5 mm.
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Figure 5.13 – Temperature field associated with the individuals labeled as (a), (b), and
(c) in Figure 5.13a.
heat between the top and bottom edges become ineffective for reducing the temperature
of the coolant along the length of the domain. This behavior is completely different from
the previous case with the prescribed temperature along the top edge, where the rate of
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Figure 5.14 – Temperature profile along the bottom edge of domain associated with
the microchannels shown in Figure 5.13.
increase of the temperature was descending and a periodic state was eventually emerging.
Thus, the only efficient configuration for active cooling of the problem shown in Figure
5.8 with convective boundary conditions along the top edge is a straight channel between
the inlet and outlet. However, the straight microchannel configuration is only effective
along a short length due to the increasing temperature of the coolant, which deteriorates
its cooling capacity. For longer domains with similar boundary conditions, multiple inlets
and outlets must be considered at appropriate distances along the length of the material
to avoid excessive increase of the temperature of the coolant before existing the domain.
5.4 Conclusions
The optimal configuration of the embedded sinusoidal microchannel in an epoxy fin was
studied. An interface-enriched GFEM (IGFEM) was employed to evaluate the tempera-
ture field for different configurations of the microchannel. This method provides inde-
pendence between the structure of the finite element mesh and geometry of the problem.
Moreover, the IGFEM provides several advantages over conventional GFEM including
the easy assignment of Dirichlet boundary conditions at enriched elements and low com-
putational cost. The IGFEM solver was calibrated and validated using the experimental
data obtained from thermal tests performed on a microvascular epoxy fin manufactured
with the direct write ink method. The heat transfer and fin coefficients of the domain
were evaluated using the results of the test in the absence of active cooling, while the
data obtained from the actively-cooled fin were employed to extract the equivalent 2D
flow rate. The IGFEM model was then validated by evaluating the temperature field in a
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similar microvascular fin with a different microchannel configuration and comparing that
with the experiment. Finally, we employed the IGFEM solver to determine optimal the
microchannel configurations by finding the wavelength and amplitude of the sinusoidal
channel that minimize the maximum temperature, void volume fraction, and the pressure
drop for circulating the fluid. We also studied the impact of boundary conditions on the
optimal configuration of the channels, which proved to be a decisive factor in the design
of the microvascular fin.
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6 Microvascular Composite: Thermal Design
This chapter is adapted from an article by Soghrati et al., submitted to International Journal
of Heat and Mass Transfer.
Abstract
The computational design of an actively-cooled 3D woven microvascular com-
posite plate with sinusoidal and straight microchannels is presented. The
design objectives include minimizing the maximum temperature of the com-
posite, its microchannels volume fraction, and the pressure drop needed to
circulate the coolant in the microchannels. We study the impact of a variety of
parameters on the optimal design of a microvascular composite plate subjected
to a uniform heat flux over its bottom surface. These parameters include the
spacing, wavelength, and amplitude of the microchannels, the coolant type
and flow rate, and the applied thermal loads. To facilitate the computational
design process, a mesh-independent Interface-enriched Generalized Finite El-
ement Method (IGFEM) is employed to evaluate the temperature field in the
actively-cooled composite. The IGFEM solver also includes the streamline up-
wind Petrov-Galekin stabilization scheme to eliminate the spurious oscillations
in the temperature field due to the convection-dominated heat transfer in the
microchannels. This study shows that the straight microchannels are often the
optimal configuration. Design maps are presented to evaluate the required
flow rate as a function of the applied thermal load and the plate dimensions.
6.1 Introduction and problem description
In this chapter, we study the computational design of an Actively-Cooled Polymer Matrix
Composite (AC-PMC) plate made of an epoxy matrix and glass fibers. We examine the
impact of both sinusoidal-shaped and straight embedded microchannels on the thermal
response of the microvascular composite. The PMC plate is subjected to a heat flux
that, in the absence of the active cooling, causes a high temperature gradient in the
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thickness direction and a high surface temperature, well beyond the maximum sustainable
temperature of this material. This particular application is motivated by the development
of lightweight hybrid skin materials for hypersonic aircrafts, where active cooling is
needed to cope with the high thermal loads associated with flight conditions, as described
in 1.
In the current study, we determine the optimal configuration of the microchannels such
that they minimize the three objective functions described in the previous chapter: i)
the maximum temperature of the plate, ii) the microchannel volume fraction, and iii)
the pressure head required to circulate the coolant in the microchannels. In addition
to the microchannels configuration, we study the impact of a variety of other design
parameters on the thermal response of the system, including the dimensions of the plate,
microchannels spacing, applied thermal loads, boundary conditions (BCs), and the type
and flow rate of the coolant. To facilitate the computational design process, the Interface-
enriched Generalized Finite Element Method (IGFEM) [14, 15, 70] is adopted to compute
the temperature field.
It has been long shown that Galerkin FEM (including the IGFEM) applied to convection-
dominated flow problems suffers from spurious oscillations [84]. To address this issue,
several stabilization methods including the Streamline Upwind Petrov-Galerkin (SUPG)
[85, 86], the Galerkin Least-Squares (GLS) [87, 88, 89], the variational multiscale (VMS)
[90], and the residual-free bubble functions [91, 92] methods have been proposed. In this
work, the SUPG technique is adopted to stabilize the IGFEM and reduce the spurious
oscillations in the temperature field. It should be noted that, for steady convective heat
transfer problems, all the aforementioned schemes add a similar stabilization term to the
discretized form of the governing equations [93]. For a review of different stabilization
techniques and their applications in other flow problems, please refer to [94, 95, 96, 97].
The remainder of this manuscript is structured as follows: Section 6.2 introduces the
geometry and BCs of the AC-PMC plate of interest together with the associated design
parameters studied in this work. In Section 6.3, we present the governing equations
for the convective heat transfer in actively-cooled microvascular materials and introduce
the corresponding SUPG-stabilized IGFEM approximation. Finally, the impact of varied
design parameters on the optimal microchannels configuration and the cooling efficiency
of the PMC plate is investigated in Sections 6.4 and 6.5.
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6.2 Problem description and design objectives
The schematic of the 3D woven glass fiber / epoxy matrix composite plate studied in this
work is illustrated in Figure 6.1. Figure 6.2 shows the microvascular domain, where the
parallel embedded sinusoidal microchannels (defined by the amplitude A and wavelength
λ) have a diameter of D = 500 µm. The minimum distance between the microchannels
centerline and the bottom surface of the plate is chosen to be 500 µm. The coolant enters
the microchannels with a flow rate of Q and an entrance temperature of uin = 20◦C.
Unless indicated otherwise, the coolant is water with the thermal conductivity, density,
and specific heat of κ f = 0.6 W/m K, ρ f = 1000 kg/m3, and cp = 4182.5 J/kg K, respectively.
The temperature dependence of the dynamic viscosity of water µ f is approximated using
the Seeton relation [83],
µ f
(
u f
)
= 2.414 × 10 247.8u f −140−5, (6.1)
where u f is the fluid temperature in degree Kelvin.
2.8 mm 3.0 mm
0.8 mm 1.8 mm
y
x
z
Figure 6.1 – Schematic of the microstructure of a unit cell of the 3D woven PMC plate
of interest. S2 glass is used as the warp (x), weft (y), and through-thickness (z) fiber
tows, woven in an epoxy matrix.
The microvascular PMC plate shown schematically in Figure 6.2a has a thickness of
H = 6 mm, while its length L and width W are considered hereafter as design parameters.
The boundary conditions consist of a constant heat flux applied over the bottom surface
and insulated lateral surfaces. For the top surface of the plate, two types of BCs are
considered: a prescribed constant temperature u¯ = 20 ◦C and a convective BC with a
heat transfer coefficient of h = 25 W/m2 K and an ambient temperature of u¯∞ = 20 ◦C.
The value of h is evaluated experimentally via a thermal test on the PMC plate similar
to that presented in [70]. As described in the FEM-based homogenization study in the
Appendix, the effective thermal conductivities of the plate along the material principal
axes are κ¯xx = 0.47, κ¯yy = 0.45, and κ¯zz = 0.4 W/m K. Taking advantage of the problem
symmetry, we reduce the computational domain to that illustrated in Figure 6.2b and
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Figure 6.2 – (a) Schematic of the AC-PMC plate with parallel sinusoidal microchan-
nels. (b) Reduced computational domain adopted by modeling a single embedded
microchannel with periodic BC along the surfaces parallel to the microchannel cen-
terline plane.
adopt periodic BC along the surfaces of the repeating cell. The BCs along the top and
bottom surfaces of this unit cell remain unchanged.
In the following sections, the impact of a variety of design parameters on the thermal re-
sponse of the AC-PMC plate is studied. Some of these parameters, as shown in Figure 6.2b
and described in Table 6.1, include the wavelength λ and amplitude A of microchannels,
length of the microvascular plate L, distance between two adjacent microchannels W,
applied heat flux q¯, and the coolant flow rate Q. Moreover, we investigate how the coolant
type and the flow direction in the microchannels affect the thermal response of the system.
Table 6.1 – Design parameters and their ranges studied for the design of the AC-PMC
plate shown in Figure 6.2.
Design parameter Range of values / options
Top surface boundary condition Fixed temperature, convective
Flow direction in adjacent channels Unidirectional, counter flow
Coolant flow rate Q (ml/min) [0.1, 10]
microchannel wavelength  (mm) [10, 20]
microchannel amplitude A (mm) [0, 2.5]
microchannels spacing W (mm) [1, 8]
Length of the PMC plate L (cm) [10, 40]
Applied heat flux q̄ (kW/m ) [10, 100]
Type of the coolant Water, PAO, ethylene glycole
λ
2
The design objectives of this work are to minimize the microchannel volume fraction and
to maximize the flow and cooling efficiencies of the embedded microchannels (Figure 6.2).
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To manage the flow efficiency, we aim to reduce the power needed to circulate the coolant,
P = m˙∆p/ρ f , where ∆p is the pressure drop in the microchannels, evaluated from (). The
main objective involved in the design of the AC-PMC plate, however, is to maximize the
thermal efficiency of the embedded network, defined as
ηT = 1 − umax − urefu0max − uref . (6.2)
In (6.2), uref = 20 ◦C is the reference temperature of the composite, i.e., the temperature
in the absence of an applied heat flux over the bottom surface of the plate. umax and
u0max are the maximum temperature of the heated composite plate with and without
coolant flow in the microchannels, respectively. Using the 1D conductive heat transfer
equations, we can readily evaluate u0max for the fixed temperature and convective BC cases
as u0max = q¯H/κ¯zz + uref and u0max = q¯H/κ¯zz + q¯/h + uref, respectively. Table 6.2 presents the
values of u0max versus q¯ in the absence of the active cooling.
Table 6.2 – Maximum temperature u0max in the PMC plate for different values of q¯ and
the two choices of the top surface BC in the absence of flow in the microchannels.
Fixed temp. BC 170 320 395 770 1520
Convective BC 527 1034 1288 2556 5091u max (˚C)
10010 20 25 50Heat flux q (kW/m )2
For a given heat flux q¯, we can use (6.2) to evaluate the minimum thermal efficiency
required to keep umax below a limiting value. For the composite plate of interest shown in
Figure 6.2, the highest sustainable temperature before observing significant degradation
of the matrix is set at umax ≈ 300 ◦C. As indicated in Table 6.2, the maximum temperature
of the composite in the absence of the active cooling can be significantly higher than this
allowable value. Figure 6.3 illustrates the variations of the minimum thermal efficiency
ηT,min required to ensure u < umax (300◦C) for different values of q¯. For example, when
q¯ = 100 kW/m2, the actively-cooled system must at least achieve ηT,min = 82.3% and
ηT,min = 94.5% for the fixed temperature and convective BC cases, respectively.
A key constraint involved in the active cooling process is the maximum allowable
temperature of the coolant. For example, if water is used as the coolant, u f ,max = 100 ◦C
(boiling point). To incorporate this constraint in the design of the microvascular plate, we
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Figure 6.3 – Minimum thermal efficiency ηT,min required to maintain umax < 300 ◦C in
the AC-PMC plate versus applied heat flux q¯ for the fixed temperature and convective
BCs over the top surface.
define the energy efficiency as
ηE =
m˙cp
(
u f ,out − u f ,in
)
q¯Ab
, (6.3)
where Ab = LW is the area of the plate bottom surface and u f ,out and u f ,in are the average
coolant temperatures at the inlet and the outlet, respectively. ηE yields the ratio of the
heat extracted by the coolant to the heat supplied to the system via q¯. Also, the coefficient
of performance is defined as
γP =
m˙cp
(
u f ,out − u f ,in
)
P
=
ρcp
(
u f ,out − u f ,in
)
∆p
, (6.4)
i.e., the ratio of the extracted heat to the power needed to circulate the coolant in the
microchannels. Providing a higher flow rate of the coolant allows extracting more heat
from the plate, but also requires a higher pressure head, which increases the power
consumption.
6.3 Thermal response: SUPG stabilized IGFEM solver
To evaluate the thermal response of the AC-PMC plate, we adopt the steady-state convection-
diffusion equations and use the Galerkin IGFEM to approximate that as presented in the
previous chapter. In the Galerkin formulation [46] of the IGFEM, the weighting func-
tions are similar to the trial functions used to approximate the temperature field, i.e.,
wh =
{
Ni (x) |ni=1, ψ j (x) |nenj=1
}
. While this yields the optimal accuracy for evaluating the ther-
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mal response in the solid phase, the presence of the convection term in the fluid leads to
an unstable formulation, which introduces spurious oscillations to the approximate field.
The amplitude of these fictitious oscillations is a function of the element Peclet number
[84],
Pek =
ρ f cp |vk| hk
2κk
, (6.5)
where |vk| is the norm of the velocity vector and κk = ‖κ · vk‖/‖vk‖ and hk are the thermal
conductivity and length of the element in the flow direction, respectively, with [93]
hk = 2 |vk|
 n∑
i=1
|vk.∇Ni|
−1 . (6.6)
To reduce the spurious oscillations in the temperature field using the SUPG scheme, the
trial weighting functions are modified to place more weight on the upstream nodes as
[85, 86]
w˜h = wh + τρcpv∇wh, (6.7)
where τ is called the stabilization parameter. The second term in w˜h induces an artificial
diffusion in the IGFEM formation, which alleviates the under-diffusive solution obtained
from the Galerkin method. For multi-dimensional problems, τ can be evaluated as [93]
τ =
hk
2ρ f cp |vk|
(
coth Pek − 1Pek
)
. (6.8)
Note that, for the radially varying velocity field present in the microchannels, τ is not
constant and must be evaluated at each Gauss point of the integration sub-elements. The
stabilized IGFEM approximation of the weak form of the convection-diffusion equations
with first-order enrichment and Lagrangian shape functions is then expressed as∫
Ω
∇wh · κ∇uh dΩ +
∫
Ω f
whρcpv · ∇uh dΩ +
∫
Γh
hwhuh dΓ+∫
Ω f
τ
(
ρcpv · ∇wh
) (
ρcpv · ∇uh
)
dΩ
 = (6.9)∫
Γh
hwhu¯∞ dΓ +
∫
Γq
whq¯ dΓ ∀wh ∈ Wh,
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where the term in the square brackets corresponds to the SUPG stabilization.
Figure 6.4 presents a comparison between the Galerkin and SUPG IGFEM approxima-
tions along the centerline of a straight microchannel. Both solutions are obtained using
the same non-conforming tetrahedral mesh. As apparent in Figure 6.4, the SUPG scheme
substantially reduces the spurious oscillations. Furthermore, comparison with the ana-
lytical solution shows that the SUPG stabilized results are more accurate than those of
the Galerkin method. to make a qualitative comparison, we can monitor the variation of
the average coolant temperature profile obtained from the Galerkin IGFEM in Figure 6.4,
which drops below its entrance temperature uin = 20 ◦C in the shaded area. Since the
coolant temperature at the entrance is considerably lower than the initial temperature of
the heated plate, it cannot become colder than uin. On the other hand, the temperature
profile approximated with the SUPG stabilized solver stays larger than uin, which can
better capture the physical behavior of the system.
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Figure 6.4 – Coolant temperature along the centerline of microchannel evaluated by
the SUPG and Galerkin IGFEM solvers for the case L = 10 cm, W = 1 mm, Q = 10
ml/min, q¯ = 100 kW/m2, and with the top surface convective BC. The dashed curve
shows the average Galerkin solution, obtained by eliminating the spurious oscilla-
tions in the actual temperature profile. The shaded area corresponds to the region
where the corresponding coolant temperature falls below its entrance temperature.
6.4 Sinusoidal versus straight microchannels
The temperature fields evaluated with the stabilized IGFEM solver in the AC-PMC plate
corresponding to varied microchannels configurations are depicted in Figure 6.5. All the
results shown in this figure are computed using the same non-conforming finite element
mesh, for which the lowest maximum temperature appears in the domain with the straight
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embedded microchannel. In general, the optimal microchannel configuration is a function
of the domain length L, coolant flow rate Q, and the top surface BC. In the remainder of
this section, we study the impact of these parameters on the optimal configuration of
the microchannels. In all numerical simulations presented hereafter, the microchannels
spacing is set at W = 1 mm, unless mentioned otherwise.
20 75 12510050
u (˚C)
Figure 6.5 – Temperature field associated with different microchannels configuration
in an AC-PMC plate with L = 10 cm, W = 1 mm, q¯ = 10 kW/m2, Q = 1 ml/min, and
top surface convective BC.
The temperature profile along the lower edge of the domain, i.e., the location with
the highest temperature in the entire plate, is illustrated in Figure 6.6 for a plate with
L = 40 cm, q¯ = 10 kW/m2, and subjected to convective BC along the top surface. Four
microchannel configurations are presented for two values of the flow rate: Q = 0.1
(Figure 6.6a) and Q = 1 ml/min (Figure 6.6b). As apparent in these figures, straight
microchannels yield the lowest maximum temperature in the composite plate for both
flow rates. Moreover, as we move from a low flow rate (Q = 0.1 ml/min) to a larger
one (Q = 1 ml/min), the temperature profile associated with the straight microchannel
provides a lower bound for the temperature obtained for sinusoidal microchannels. Since
the sinusoidal microchannels yield higher void volume fractions and pressure drops than
the straight microchannels for the top surface convective BC and L < 40 cm, the straight
microchannel configuration is optimal for all three objective functions.
Figure 6.7 presents similar results as Figure 6.6, but for the case of fixed temperature
BC along the top surface. As for convective BC, the straight microchannel configuration
yields the lowest maximum temperature when Q = 1.0 ml/min (Figure 6.7b). However, as
shown in Figure 6.7a, for a lower flow rate, Q = 0.1 ml/min, the sinusoidal microchannel
with the smallest wavelength λ = 10 mm and the largest amplitude A = 2.5 mm yields the
least maximum temperature. In this case, the sinusoidal configuration of the microchannel
allows an effective redistribution of the heat between the top and the bottom surfaces of
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Figure 6.6 – Temperature profile associated with four microchannel configurations
along the bottom edge of the domain for the convective BC case and W = 1 mm,
q¯ = 10 kW/m2, and (a) Q = 0.1 and (b) Q = 1.0 ml/min. The wavelength λ and
amplitude A are given in mm.
the plate, which leads to a periodic temperature profile. As illustrated in Figure 6.7a, the
temperature associated with the straight microchannel is monotonically increasing and
eventually exceeds that of the sinusoidal microchannel at a critical length of Lc = 8.56 cm.
In other words, if L > Lc = 8.56 cm, using the sinusoidal microchannel is more effective in
reducing the maximum temperature of the composite and vice versa.
The impact of the coolant flow rate on the critical length of the plate for different values
ofλ and A is depicted in Figure 6.8. As shown there, while Lc increases linearly with Q, it is
independent of the magnitude of the applied heat flux. Moreover, for all three sinusoidal
microchannel configurations, Lc is larger than 40 cm when Q = 0.5 ml/min. The maximum
value adopted for PMC plate length in this work is L = 40 cm, as using higher lengths
leads to excessively large pressure drops in the microchannels. Furthermore, using a
flow rate smaller than Q = 0.5 ml/min cannot effectively reduce umax for the high thermal
loads expected in hypersonic aircrafts. Therefore, similar to the AC-PMC plate with the
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Figure 6.7 – Similar description as Figure 6.6, but with convective BC along the top
surface.
convective BC along its top surface, the straight microchannel is the optimal configuration
for the case of fixed temperature BC when Q > 0.5 ml/min and L < 40 cm.
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Figure 6.8 – Critical length Lc
of the AC-PMC plate versus Q
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BC along it top surface. The
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6.5 Design of the AC-PMC plate with straight
microchannels
We now turn our attention on the impact of other design parameters presented in Ta-
ble 6.1 on the thermal response of the AC-PMC plate with straight microchannels. The
dependence of the thermal efficiency ηT on the applied heat flux q¯ for different values
of the flow rate Q is presented in Figure 6.9 for L = 10 cm (Figures 6.9a and 6.9c) and
L = 40 cm (Figures 6.9b and 6.9d). As described earlier, due to the linear response of the
thermal problem and the definition of the thermal efficiency, ηT is independent of q¯. Thus,
the intersection between the computed ηT values and the minimum required thermal ef-
ficiency ηT,min (red solid curve) for each flow rate Q yields the maximum allowable heat
flux corresponding to umax = 300 ◦C. Conversely, it provides for a given q¯, the value of
the minimum flow rate Q needed to keep umax < 300 ◦C. For example, Figure 6.9c shows
that for a PMC plate with L = 10 cm, q¯ = 100 W/m2, and the top surface convective BC, a
flow rate of at least Q = 1 ml/min is required to maintain umax < 300 ◦C. For a similar but
longer domain with L = 40 cm, the minimum required flow rate must be increased to Q =
5 ml/min (Figure 6.9d).
The variations of the thermal efficiency ηT, energy efficiency ηE, and the coefficient of
performance γE versus the coolant flow rate for a microvascular plate with q¯ = 100 kW/m2
are depicted in Figure 6.10. The results presented in Figure 6.10a and 6.10b are obtained
for domains with L = 10 cm and L = 40 cm, respectively. Note that, while ηT and ηE
are independent of q¯, γE is not. ηT and ηE are measures of the maximum temperature of
the composite and the average coolant temperature at the outlet, respectively, while γE
yields the ratio of the heat convected out of the system to the cost of the active cooling.
Figure 6.10 shows that increasing Q increases ηT and ηE. However, γE decreases with an
increasing Q as the power P is proportional to Q2, but the removed heat from the system
is proportional to Q. Moreover, comparing Figure 6.10a and 6.10b shows that although
increasing the domain length form L = 10 to L = 40 cm has a negative impact on ηT and
ηE, it leads to an increase in γE.
Before studying the impact of other design parameters on the thermal response of the
AC-PMC plate, we analyze the cost of active cooling in more details. As mentioned in
Section 6.2, the power P needed to circulate the coolant is proportional to ∆p between
the inlet and outlet of a microchannel. The variation of ∆p versus Q for L = 10 and
40 cm and q¯ = 10 and 100 kW/m2 are depicted in Figure 6.11. Although these results
are obtained for a PMC plate with the top surface convective BC, the results are almost
identical for fixed temperature BC. As expected, using a larger Q increases ∆p. However,
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Figure 6.9 – Thermal efficiency ηT versus heat flux q¯ for different values of coolant
flow rate Q: (a) Fixed temperature BC and L = 10 cm, (b) Fixed temperature BC
and L = 40 cm, (c) Convective BC and L = 10 cm, (d) Convective BC and L = 40
cm. The solid curve corresponds to the minimum thermal efficiency needed to keep
umax < 300 ◦C (Figure 6.3).
due to the temperature dependence of the coolant dynamic viscosity µ given by (6.1),
the relationship between ∆p and Q is nonlinear. Thus, the value of q¯ has an important
impact on the magnitude of the pressure drop. For instance, note the decrease in ∆p for
a plate with L = 40 cm as the heat flux is decreased from q¯ = 10 to 100 kW/m2. It must
be mentioned that the domain length value also has a nonlinear impact on the pressure
drop. As depicted in Figure 6.11, the increase in ∆p associated with L = 40 cm is less than
four times that for L = 10 cm.
The variations of the composite maximum temperature umax and the average coolant
temperature at the outlet u f ,out versus Q for a domain with L = 10 cm and subjected to
q¯ = 100 kW/m2 are illustrated in Figure 6.12. As shown there, the impact of the top surface
BC on the thermal response of the plate for higher flow rates is negligible. Figure 6.12 can
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Figure 6.10 – Thermal efficiency ηT, energy efficiency ηE, and coefficient of perfor-
mance γE versus flow rate Q for two PMC plate subjected to q¯ = 100 kW/m2 and (a)
L = 10 cm and (b) L = 40 cm. The solid and dashed lines show the results for convec-
tive and fixed temperature BC, respectively. Note that, the γE curves for convective
and fixed BC cases are almost identical.
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Figure 6.11 – Pressure drop
∆p in the microchannels
versus coolant flow rate Q
for the AC-PMC plate with
convective BC along the top
surface.
then be used to evaluate the minimum required value of Q to maintain umax and u f ,out in
the allowable ranges.
The impact of the domain length L on umax and u f ,out for q¯ = 100 kW/m2, top surface
convective BC, and different values of Q is illustrated in Figure 6.13. As shown there,
both umax and u f ,out are increasing linearly with L, where their slope is increasing with
Q. Figure 6.13 also shows that the maximum allowable length of the domain for a given
value of Q is determined based on the maximum allowable temperature of the coolant
(u f ,out = 100 ◦C) and not that of the composite (umax = 300 ◦C).
We can generalize the results presented in Figures 6.12 and 6.13 for evaluating umax and
u f ,out in the form of the design maps shown in Figure 6.14. In this figure, the solid contour
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Figure 6.13 – (a) Maximum temperature of the composite umax and (b) coolant average
outlet temperature u f ,out versus the length L of the plate for W = 1 mm, q¯ = 100 kW/m2,
top surface convective BC, and different values of Q. The dotted horizontal lines
denote the allowable values of umax and u f ,out set at 300 ◦C and 100 ◦C, respectively.
lines represent the maximum temperature of the composite, while the dashed lines show
the average coolant temperature at the outlet for different values of q¯ and Q. The contours
for umax > 300 ◦C are not shown since this temperature is considered as a physical limit
for the polymer matrix. Figures 6.14a and 6.14b illustrate the results for PMC plates with
the convective BC along the top surface and L = 10 and L = 40 cm, respectively. Note
that, except for slight differences at low flow rates, the results presented in Figure 6.14 are
identical for the fixed temperature BC.
The diagram presented in Figure 6.14 can be used to design the AC-PMC plate by
evaluating the minimum required flow rate Q for any value of applied heat flux q¯. As
referred to in Figures 6.12 and 6.13, these results verify that the minimum required value of
Q is determined by the constraint on maximum allowable temperature u f ,out of the coolant
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Figure 6.14 – u f ,out and umax versus Q and q¯ for a microvascular PMC plate with W = 1
mm, top surface convective BC, and (a) L = 10 cm and (b) L = 40 cm. The dashed
and contour lines correspond to u f ,out and umax, respectively, with the contour values
of umax written in boxes.
(water), as the area covered by u f ,out < 100 ◦C is smaller than that covered by umax < 300 ◦C
for the range of design parameters considered in this work. As apparent in Figure 6.14,
satisfying the constraint on u f ,out for water leads to a significant increase in the minimum
required flow rate and thereby the cost of the active cooling. This suggests that using a
different coolant with a larger maximum allowable temperature may reduce the cost of
active cooling. The thermal properties of ethylene glycole (EG) and polyalphaolefin (PAO)
as two popular candidate coolants are presented in Table 6.3. The allowable temperature
for these oil-based coolants are selected as their flash point, which is larger than the boiling
point of water. However, according to Table 6.3, these coolants have a considerably lower
specific heat and higher dynamic viscosity than water, which reduces the cooling efficiency
and the coefficient of performance. Therefore, the impact of replacing water with either
of the coolants given in Table 6.3 is not immediately obvious.
Converting the water-based design diagram presented in Figure 6.14 to one used with
other coolants can be achieved as follows: Since the heat convection in the embedded
microchannels is proportional to ρ f cpv, the amount of heat convected out of a microchan-
nel is proportional to ρcpQ/A¯, where A¯ is the micrchannel cross section. For a new
coolant, the flow rate can thus be scaled by a factor of αQ = (ρcp)water/(ρcp)coolant such
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Table 6.3 – Material properties and allowable temperatures of three candidate coolants
for the AC-PMC plate of interest, with αQ = (ρcp)water/(ρcp)coolant.
Water 4183 1000 6.53E-04 2.80E-04 100 1
Polyalphaolefine 2220 809 4.45E-03 1.45E-03 161 2.33
Ethylene glycol 2440 1113 9.80E-03 1.98E-03 111 1.54
Coolant cp (kJ/kg K) ρ (kg/m3)
µ (kg/m s)
Tall (
◦C)
T = 40 ◦C T = 100 ◦C
αQ
   
u u
u
that (ρcpQ/A¯)water = (ρcpαQQ/A¯)coolant to yield the same thermal response. According to
Table 6.3, the equivalent flow rate for PAO and EG are αQ = 2.33 and 1.54 times larger
than that of water, while the corresponding increase in u f ,max is only about 61% and 11%,
respectively. Therefore, the minimum required flow rate obtained from Figure 6.14 for
each of these coolants will be larger than the required flow rate when using water. More-
over, the substantially (between three to five times) larger values of the dynamic viscosity
µ of PAO and EG compared to water causes a substantial increase in the pressure drop.
Therefore, among the three coolants investigated in this work, water appears to be the
best choice for the design of the AC-PMC plate.
In the microvascular composite plates studied thus far, the distance between the mi-
crochannels centerlines was fixed at W = 1 mm. The impact of increasing W on the
temperature profile along the bottom edge of a domain with q¯ = 100 kW/m2 and L = 10
cm is depicted in Figure 6.15 for Q = 1 and Q = 5 ml/min. Moreover, increasing W
increases the impact of the top surface BC on the thermal response of the AC-PMC plate,
as the temperature values for top surface convective BC become significantly higher than
those of fixed temperature BC counterparts.
As a final design parameter, we study the thermal impact of unidirectional versus
counter flow in the adjacent microchannels. Figure 6.16 illustrates the temperature field
over the inlet and outlet surfaces of the microvascular plate for Q = 1 ml/min, L = 10 cm,
q¯ = 10 kW/m2, and convective BC over the top surface. As shown there, the temperature
over the inlet/outlet surfaces of the domain with the counter flow is considerably lower
than that over the outlet surface of the domain with the unidirectional flow. For the
counter flow case, the cold fluid at the inlet absorbs the heat from the hot fluid in the
adjacent microchannel, which can successfully reduce the temperature over the inlet/outlet
surfaces.
The temperature profiles along the bottom edge and the maximum temperatures in the
AC-PMC plate for different coolant flow rates obtained with unidirectional and counter
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Figure 6.15 – Effect of microchannels spacing W on spatial temperature variation
along the bottom edge of an AC-PMC plate with q¯ = 100 kW/m2, L = 10 cm, and (a)
Q = 1 and (b) Q = 5 ml/min. The solid and dashed lines correspond to the convective
and fixed temperature BCs along the top surface of the plate, respectively.
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Figure 6.16 – Temperature field over the inlet and
outlet surfaces of an AC-PMC plate with W = 1
mm, L = 10 cm, q¯ = 10 kW/m2, and convective
BC: (a) inlet and (b) outlet surfaces for the uni-
directional flow and (c) inlet/outlet surfaces for
the counter flow. The solid and dashed lines
indicate the unidirectional and counter flow in
microchannels, respectively.
flows are presented in Figure 6.17. The microvascular domain studied in this figure has
L = 10 cm, q¯ = 10 kW/m2, and convective BC along the top surface. As expected, while
the unidirectional flow leads to a monotonic increase of the temperature from the inlet to
the outlet, the counter flow yields a symmetric temperature profile, with the maximum
located in the middle of the specimen. Figure 6.17b shows that the impact of the flow
direction on the thermal response of the plate is a function of Q. For smaller flow rates
(Q < 1 ml/min), using unidirectional flow is more effective in reducing umax. However,
for larger values of Q, umax can be further reduced when using counter flow, due to the
effective heat exchange between hot and cold coolants in the adjacent microchannels.
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Figure 6.17 – Unidirectional versus counter flow solutions for W = 1 mm, L = 10
cm, q¯ = 10 kW/m2, and top surface convective BC. (a) Temperature profiles along the
bottom edge; (b) umax versus Q. The solid and dashed curves denote the counter flow
and unidirectional cases, respectively.
6.6 Conclusions
The computational design of an actively-cooled microvascular composite plate with sinu-
soidal and straight embedded microchannels was performaed with the aid of an Interface-
enriched Generalized Finite Element Method (IGFEM) solver. By eliminating the need
to create meshes that conform to the microchannels geometry, the IGFEM significantly
simplifies and speeds up the design process without affecting the accuracy of the solution.
To eliminate the spurious oscillations in the field due to the convective heat transfer in the
microchannels, the Streamline Upwind Petrov-Galerkin (SUPG) stabilization technique
was also implemented. Several objective functions and constraints were considered, in-
cluding the maximum temperature of the composite, maximum allowable temperature of
the coolant, and the pressure drop in the microchannels. The design parameters included
the microchannels configuration, length of the domain, microchannels spacing, coolant
type, flow rate, applied heat flux, top surface BCs, and the flow direction in adjacent
microchannels. The thermal and energy efficiencies and the coefficient of performance of
the AC-PMC plate were evaluated for different values of the heat flux and flow rate. The
key observations of this study are as follows:
• For an AC-PMC plate with Q > 0.5 ml/min and L < 40 cm, the straight microchannel
is the optimal configuration regardless of the BC along the top surface of the plate.
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• The maximum allowable temperature of the coolant determines the flow rate needed
for the active cooling.
• Compared to oil-based coolants ethylene glycole and polyalphaolefin, water yields
the lowest cost of the active cooling and therefore is a better choice for the coolant.
• At higher flow rates (Q > 1 ml/min), counter flow in the adjacent microchannels
improves the cooling efficiency.
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7 Concluding remarks and future work
7.1 Concluding remarks
The following objectives were successfully accomplished in this thesis project:
• A novel Interface-enriched Generalized Finite Element Method (IGFEM) was formu-
lated, developed, and verified for the mesh-independent modeling of 2D problems
with discontinuous gradient fields, including actively-cooled microvascular mate-
rials. The computational tools developed for this method can be used to model
the embedded microchannels and perform optimization studies at a low computa-
tional cost by removing the need of using finite element meshes that conform to the
problem geometry. The IGFEM was shown to yield the optimal convergence rate
and a similar precision as the standard FEM with conforming meshes. Moreover,
the method provides several advantages over conventional GFEM in terms of the
computational cost, enforcing Dirichlet boundary conditions, and evaluating the
enrichment functions.
• The IGFEM formulation was expanded to 3D problems and the required computa-
tional tools were developed to simulate a variety of materials system with complex
geometries. This C++ IGFEM solver developed in this work is capable to create
virtual models for microchannels with arbitrary configurations and material inter-
faces described in the form of analytical functions. Several example problems were
presented to demonstrate the potential of the computational tools for modeling
problems with intricate microstructures and geometries.
• The adaptive higher-order IGFEM was developed for the treatment of problems with
curved interfaces using the h- and p-adaptive techniques. The proposed method is
different from adaptive FEM schemes as it accommodates for the optimal location
of the additional interface nodes to improve the geometrical approximation of the
material / phase interface. A convergence analysis was performed to show the im-
provement in the numerical error associated with the higher-order IGFEM compared
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to that of the classical IGFEM. Several example problems including the thermal and
structural analysis of a perforated plate and a layered material were presented to
demonstrate the potential of the higher-order IGFEM for modeling complex material
interfaces.
• The IGFEM solver was validated using the data from the thermal tests conducted on
an actively-cooled microvascular epoxy fin with a sinusoidal embedded microchan-
nel. The experimental results obtained on the microvascular fin before and after the
active flow of the coolant were used to calibrate the IGFEM solver. The solver was
then validated using the experimental data collected on a similar fin with a different
microchannel configuration.
• The Streamline Upwind Petrov-Galerkin (SUPG) technique was employed to sta-
bilize the 3D IGFEM solver for convection dominated problems. This stabilization
scheme was shown not only to reduce the spurious oscillations in the IGFEM solu-
tion of actively-cooled microvascular materials, but also to improve the accuracy of
numerical simulations.
• The stabilized IGFEM conjugate heat transfer solver was then employed to eval-
uate the thermal response of actively-cooled 3D woven microvascular epoxy ma-
trix / glass fibers composite plates for high temperature applications in the skin
of hypersonic aircrafts. The mesh-independent feature of the IGFEM provided an
autonomic approach to simulate several actively-cooled systems with varied mi-
crochannel configurations and domain dimensions without the laborious process
of creating conforming meshes. This design study suggested that the straight mi-
crochannel configuration with water as the coolant is optimal for the design of the
microvascular material subject to aerodynamic heating at high Mach numbers. Two
design charts were then developed based on this study to evaluate the required flow
rate in the microchannels based on the plate dimensions and the applied thermal
loads.
7.2 Future work
One of the aspect of this project that can further be studied in the future is the impact of
the embedded microchannels on the mechanical behavior of the microvascular composite,
i.e., its stiffness and strength. It is known that the fiber tows interconnectivity in 3D woven
composites increases their level of damage tolerance far beyond that of conventional 2D
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laminates [98]. In compression, the geometrical flaws due to the misalignment of fibers and
the topological features of the 3D weave architecture lower the critical stresses resulting
in the kink band formation, which is determined to be the primary failure mechanism in
woven composites [99]. In tension, the failure is initiated by the fiber tows rupture, while
the stress relief due to debonding and the distribution of flaws enable neighboring tows to
remain intact at significantly higher strains [100]. Moreover, the delamination strength of
3D woven composites is considerably higher than that of conventional laminates, which
is mainly due to the reinforcement provided by through-the-thickness stitches, i.e., the
z-fibers. Proper damage models for composite materials can then be incorporated in the
IGFEM solver to investigate the impact of the embedded microchannels on the strength
of the composite.
There is also a wide variety of prospective applications for both the actively-cooled
3D woven microvascular composites studied in this work and the computational tools
(IGFEM) developed for their numerical simulation. For example, the microvascular com-
posite system can be implemented for active cooling in batteries, which is currently being
studied in the Autonomous Materials Systems group at the Beckman Institute. The active
cooling reduces the side reactions in the battery, which can elongate its lifetime. On the
other hand, the IGFEM conjugate heat transfer solver has the ability to simulate other
actively-cooled microvascular systems. In another collaborative project, the IGFEM has
been used to simulate the thermal response of actively-cooled microvascular aluminum
plates used for the thermal management of cmputer processors.
The IGFEM can also provide mesh-independent simulations for other problems with
complex microstructures formulated with other governing equations and constitutive
laws. As an example of this task being accomplished recently, the IGFEM was adopted
to simulate the damage evolution in heterogeneous adhesives with ellipsoid-shaped em-
bedded micro-particles [71]. In that project, the IGFEM was used to conduct several
simulations over varied realizations of the heterogeneous microstructure to extract the
traction-separation law describing the macro-scale cohesive failure in the adhesive layer.
Figure 7.1 illustrates the damage response in a representative volume element of a hetero-
geneous material under two types of loadings, simulated with the IGFEM.
Another path that can be pursued in the future to improve the computational tools de-
veloped in this work is to incorporate topology and shape optimization algorithms for the
design of actively-cooled microvascular materials. The approach adopted here for deter-
mining the optimal microchannels configuration was based on a parametric study, which
requires a search over the entire decision space. Due to the small number of design pa-
rameters and the sinusoidal shape constraint on the microchannels configuration imposed
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Figure 7.1 – Damage response in the representative volume element of a heteroge-
neous adhesive under pure shear (left) and mixed mode loading (right). The color
bar illustrates the intensity of the damage in the material, with ω being called the
damage parameter.
by the composite weave architecture, this approach suits the current project. However,
in general, more sophisticated optimization techniques are required to determine the op-
timal microstructure of the problem, among which gradient-based topology and shape
optimization algorithms are distinguished examples [101, 102, 103]. The combination of
such optimization schemes with the IGFEM provides a particularly robust framework for
the design optimization of varied problems, as it can easily capture the evolution of the
material / phase interfaces throughout the evolution of the problem geometry without the
requirement for remeshing or adaptive mesh refinement.
As another prospective application, one can directly create IGFEM models from X-
ray micro-computed tomographic (micro-CT) images of materials with more complex
geometries. The computational tools developed in this thesis project are capable of cre-
ating complex geometries described in the form of analytical functions. However, for
certain materials such as ceramic / metal composites, the microstructures is so intricate
that advanced technologies such as the micro-CT are required to reconstruct the material
microstructure. IGFEM provides a powerful tool to directly convert a micro-CT image
into a physical model, without the aid of algorithms such as marching cubes and advanced
fronts [104, 58] to create conforming volumetric meshes for the standard FEM. The com-
plexity in this task lies in finding different material interfaces from the voxel image and
determining their intersection with a non-conforming finite element mesh, while the com-
putational tools developed in this work can accurately simulate the thermo-mechanical
response of the problem afterwards.
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A Appendix
A.1 PMC plate effective thermal conductivities
A combined analytical/FEM-based approach is used to compute the effective thermal
properties of the PMC plate in the absence of embedded microchannels. The thermal
conductivity of the epoxy matrix and S2 glass fibers are κe = 0.23 and κg = 1.45 W/m K,
respectively. To determine the effective thermal conductivities of the composite, we first
evaluate those of the glass fiber tows. Each fiber tow containing the glass fibers infiltrated
with the epoxy resin is modeled as a transversely isotropic unidirectional composite. The
effective thermal conductivities along the principal axes of these fiber tows are given by
[105]
κ¯11 = Vgκg +
(
1 − Vg
)
κe, κ¯22 = κ¯33 = κe
1 − 2Vg
ν + Vg − 3V
4
g
ν2pi4 S
2
 , (A.1)
where S = 0.032pi4, ν = κe+κgκe−κg , and Vg is the volume fraction of glass fibers, which equals
Vg ≈ 0.6 for the PMC of interest [1]. According to (A.1), we then have κ¯11 = 0.962 and
κ¯22 = κ¯33 = 0.576 W/m K as effective thermal conductivities of the fiber tows.
The homogenized thermal properties of the fiber tows are then used to determine
the effective thermal conductivities of the woven composite. To model the composite
microstructure, we implement an FEM-based approach using the finite element meshes
shown in Figure A.1. To evaluate the effective properties in each material principal
direction, numerical simulations with various BCs are performed. For example, the
effective thermal conductivity of the plate in the z direction, κ¯zz, is computed by assigning
a uniform heat flux q¯b along the bottom surface, a constant temperature u¯t along the top
surface, and insulating the other surfaces as [106],
κ¯zz =
q¯bH
u˜b − u¯t , (A.2)
where the temperature along the bottom surface in the exact solution is replaced with
110
the average temperature u˜b evaluated from the FEM approximation. Following the same
procedure for κ¯xx and κ¯yy yields the effective properties presented in Section 6.2, i.e.,
κ¯xx = 0.47, κ¯yy = 0.45, and κ¯zz = 0.4 W/m K.
y
x
z
(a)
y
x
z
(b)
Figure A.1 – Finite element meshes in (a) the entire domain and (b) glass fiber tows
for evaluating the effective thermal properties of the composite unit cell.
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