Abstract
Introduction
Computational Intelligence is a branch emerged from artificial intelligence. The Genetic Algorithm (GA) is a heuristic method of evolutionary algorithm based on the idea of survival of the fittest individual [7, 12, 18] . GA is used as optimization algorithms which imitates natural evolution process. It is a stochastic process method that works on the natural selection strategy and natural genetics. It can be applied to a variety of wide range of problems. The basic steps involved in GA are detailed in [ 2, 3, 7, 9, 11, 16 ] . The GA has gained popularity due to the inherent advantages [15] that it provides for the computation such as it does not have much mathematical requirements [17, 19, 20] , evolution operators performing global search and its adaptability in hybridizing with domain dependent heuristics.
Modified Genetic Search Algorithm
As GA finds solution through evolution process [18] , it is not inclined to good solution but move away from bad solutions. There is a chance that it may lead solution to a dead end. Also the number of iterations or generations required is very high. In the proposed MGSA, the idea is to identify and eliminate the bad chromosomes using merit and scaled variables so that the search space is reduced. Once the search space is minimized, containing prospective chromosomes then it leads to better optimization in search process. Here the merit and scaled variables refer to the classification error rates of chromosomes. Bad chromosomes indicate those individuals which lead to a dead end. Here is a brief summary of MSGA:
1) Initial population generation. The parameters of the model to be optimized are considered as chromosomes. A randomly chosen set of population of individuals is a binary string with a fixed length.
2) Fitness function: In each generation for which GA is run, the fitness of each individual is determined which is close to optimality. Here in the attribute selection problem, we have defined linear function f `= af + b, where f `, f are scaled and raw fitness values of chromosomes and a,b are constants.
3) Detection and Elimination: Those chromosomes having greater classification error rate determined by merit and scaled variables are determined and eliminated so that it is not allowed to be a candidate chromosome in the next generation and thereby filtering out the bad chromosomes and hence the number of iterations in the subsequent generations gets reduced. 4) Selection: A pair of best fit chromosomes or individuals which has least classification error rate is selected from the residual population.
5) Crossover:
It is the reproductive stage where two new individuals are crossed with probability Pc to generate new pair of offspring. 6) Mutation: A single point alteration of bit string from zero to one and vice-versa with probability Pm is applied to selected individuals to generate a new pair of offspring and avoids premature convergence.
Experimental design and results
The experimental setup exploits the use of Modified Genetic Search algorithm to optimize a subset of inputs used to classify patients as having either benign or malignant forms of breast cancer tumors using java programming. Benign tumors are non-progressive and harmless whereas malignant tumors spread rapidly and very harmful. The real time data is adapted from Breast Cancer database [1] that contains 683 instances after deleting 16 records containing one or more missing values. Besides it contains nine numeric inputs and a target attribute class which takes on values 2(benign) and 4(malignant). Ten attributes are Clump_Thickness, Cell_Size_Uniformity, Cell_Shape_Uniformity, Marginal_Adhesion, Single_Epi_Cell_Size, Bare_Nuclei, Bland_Chromatin, Normal_Nucleoli, Mitoses, Class. These attributes are used in pathology report on fine needle aspirations to determine whether a lump in a breast could be either malignant (cancerous) or benign (non-cancerous). The details of these parameters are discussed in [15] . The data distribution for Class and indicates that 65% (445/683) of records have value 2(benign) while the remaining 35% (238/683) have value 4(malignant). The detail of the feature ranking is shown below:
Feature selection
Rotation forest is an ensembles classifier based on feature extraction. The heuristic component is the feature extraction to subset of features and rebuilding a total feature set for each classifier. We have used ensemble that consists of multinomial logistic regression model with a ridge estimator as classifier [21] and Haar wavelets as projection filter. To our knowledge from literature, this ensemble is used for first time. We have found experimentally that our ensemble gives better result compared to the ensemble discussed by Juan [22] . T be an instance given by n variables and X be the training sample in a form of N x n matrix. Let vector Y=[y 1 ,….y N ] be class labels , where y j takes a value from the set. Let D1,…..,DL be the classifiers in ensemble and F is feature set.
In ensemble learning, choosing L in advance and training classifiers in parallel is necessary. Follow the steps to prepare the training sample for classifier Di:
1. Split F randomly into K disjoint or intersecting subsets. To maximize degree of diversity, disjoint subsets are chosen. 
Let

Case 1:
The Naïve Bayes [5] is applied to the dataset to classify with 10-fold cross validation [10] where β varies from zero to infinity and is used to balance weight assigned to TP and P. Higher the value of F-measure higher is the accuracy level of classifier and its value ranges from zero to one. The following tables 2,3 show the confusion matrix and accuracy parameters respectively.
Case 2:
In case 1 all the nine attributes are considered but in real world data irrelevant, redundant or noisy attributes are common phenomena, which impairs the result. The learning scheme Wrapper subset evaluation [8] with Naïve Bayes classification [8] is now integrated with Genetic Search algorithm [5] . After filtration process only seven attributes are selected as relevant. Attributes single_cell_size and mitosis is eliminated. The attributes of Genetic algorithm [23] that includes a population size of n=20 chromosomes, crossover probability P c =0.6 and mutation probability P m =0.033.As specified, Genetic Search algorithm creates an initial set of 20 chromosomes. Now reclassifying the records using naïve Bayes with 10-fold cross validation [13] ; however, this time only seven attributes are input to the classifier. That is, the classification accuracy has improved positively where only seven of nine attributes are specified in the input. Though the increased accuracy is not a dramatic improvement, it shows the strength of Modified Genetic Search algorithm is an appropriate algorithm for attribute selection process.
Case 3:
Now to validate the result obtained in case 2, Principal Component Analysis (PCA) [6] with attribute selection [14] is applied to the data set consisting of nine attributes for the attribute selection process. It can be noticed that the accuracy of Modified Genetic Search algorithm integrated with Naïve Bayes is mathematically proven by comparing the results with the output from Principal component analysis like the former result only seven attributes are selected whereas in PCA analysis result. Correlation matrix [14] of the entire data set is depicted in 
Conclusion
GA is a nature's inspired computational methodology to solve complex system optimal problems, and exhibit its outstanding and impressive performance especially to Nondeterministic Polynomial of some combinatorial optimizations. In this paper, the enhanced performance accuracy of 0.5856% is achieved from proposed Modified Genetic search algorithm over that of traditional model, demonstrated with a breast cancer data set. Also the results are validated mathematically using PCA. Proposed method and PCA eliminated 2 attributes from the data set. An extensive experiment has showed that improvement in initial population is effective in the optimization process. The proposed model MGSA addresses the local optima problem using merit and scaled variables in which the bad individual chromosomes are detected and deleted, reducing the search space and further iterations thereby improving efficiency. The various feature selection techniques are categorized into major category like filtering methods, wrapper subset evaluation and embedded models. The newly introduced method provided better accuracy as shown in the result section. The software reliability of Computer Aided Diagnosis system (CADx) is improved by the use of machine learning ensembles.
Although in this paper there are only nine attributes, there are still 511 possible attribute subsets that can be given as input. If the numbers of attributes increases say hundred then there are 1.27x 10 30 possible attribute subsets to choose. In such a hard situation like this MGSA may prove helpful in determining the optimal subset. From the experimental results, it is concluded that GA is an effective algorithm that can be exploited in complex situations. It can be used in various applications such as optimization of weights of links in neural networks. Further the performance of GA can be improved by parallel implementation using MPI and other techniques and can be applied to vast field of emerging applications. Further, the methods need to be tested over larger datasets as future work.
