Molecular dynamics simulations of solution mixtures and solution/vapor interfaces by Chen, Feng
  
 
 
        MOLECULAR DYNAMICS SIMULATIONS OF SOLUTION MIXTURES AND    
SOLUTION/VAPOR INTERFACES 
 
by 
 
 
FENG CHEN 
 
 
                                          B.S., SiChuan University, China, 1999 
                                          M.S., Kansas State University, USA, 2003 
 
 
AN ABSTRACT OF A DISSERTATION 
 
 
submitted in partial fulfillment of the requirements for the degree 
 
 
DOCTOR OF PHILOSOPHY 
 
                                                         Department of Chemistry 
College of Arts and Sciences 
 
 
 
 
 
 
KANSAS STATE UNIVERSITY 
Manhattan, Kansas 
 
 
2010 
 
  
  
Abstract 
In the past several decades, molecular dynamics (MD) simulations have played an important role 
in providing atomic details for phenomena of interest. The force field used in MD simulations is 
a critical factor determining the quality of the simulations. Kirkwood-Buff (KB) theory has been 
applied to study preferential interactions and to develop a new force field. KB theory provides a 
path from quantities determined from simulation data to the corresponding thermodynamic data. 
Here we combine KB theory and molecular simulations to study a variety of intermolecular 
interactions in solution. First, a force field for the computer simulation of aqueous solutions of 
alcohols is presented. The force field is designed to reproduce the experimentally observed 
density and KB integrals for a series of alcohols, allowing for an accurate description of alcohols’ 
activity.  Other properties such as the translational diffusion constant and heat of mixing are also 
well reproduced. Second, the newly developed force field is then extended to more complicated 
systems, such as peptide or mini-proteins, to determine backbone dihedral potentials energetics. 
The models developed here provide a basis for an accurate force field for peptides and proteins. 
Third, we have then studied the surface tension of a variety water models. Results showed that 
different simulation conditions can affect the final values of surface tension. Finally, by using the 
Kirkwood-Buff theory of solution and surface probability distributions, we attempted to 
characterize the properties of the Gas/Liquid interface region. The same approach is then used to 
understand the relationship between changes in surface tension, the degree of surface adsorption 
or depletion, and the bulk solution properties.    
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CHAPTER 1 - Introduction 
1.1 General Introduction 
Despite many years of research, protein folding and unfolding remain as one of the most 
challenging topics in molecular biology.1-4 So far, folding studies are based on the properties of 
native proteins, but detailed information about the folding mechanics may help to light our way 
to better prediction algorithms. Characterization of the unfolding process is equally important, 
both from the perspective of fully understanding a fundamental biochemical phenomenon and for 
providing detailed insights on the folding process. An understanding of protein folding/unfolding 
would also have an important role for understanding other biological processes, including protein 
translocation,5 aging,6 protein degradation,7 and variety human diseases.8 In order to map the 
folding/unfolding process, one has to characterize every single ensemble state along the whole 
pathway, from native to denatured state. It is known that the fold/unfolded structure 
conformation has a strong connection with inter- and intramolecular interactions.9-11 Such 
interactions play a crucial role in maintaining protein conformation. Whenever the balance of 
those interactions is disturbed, proteins themselves may experience misfolding or even 
denaturation. Many techniques have been designed to study inter- and intramolecular interactions 
and the ways they affect changes in peptide or protein conformation. One of the early approaches 
was to determine the effect of solvent on protein folding/unfolding.12,13 It has been observed that 
small organic molecules in aqueous solution can have great effects on protein stability, structure, 
and function. The use of these solvents to stabilize or destabilize proteins is common in today’s 
chemical labs. Among those solvents, water is one of the most studied. Water can affect the 
manner of protein self-aggregation and equilibrium between the folded and the unfolded states. 
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Other chemical denaturation agents, such as urea, guanidinium chloride, and lithium perchlorate, 
have provided ways to investigate protein stability, the effects of mutations, and protein 
unfolding.  
The study of protein folding has been greatly advanced in recent years by the 
development of fast, time-resolved techniques. Experimental techniques for studying protein 
folding include : circular dichroism (CD),14, 15 dual polarisation interferometry,16 vibrational 
circular dichroism (VCD),17,18 fluorescence,19 infrared,20 NMR,21, 22 as well as electron transfer 
experiments. Despite of all these efforts, our understanding of these biological systems at atomic 
level is still not sufficient enough to quantitatively describe them due to their internal complexity, 
as well as the limitations of current experimental methods. The usefulness of molecular 
dynamics simulations at the present time can hardly be underestimated.23 It can provide detailed 
information about the relationships between the bulk properties of solution and the underlying 
interactions among the particles in the liquid, solid or gaseous state.23, 24 Therefore, it can provide 
us with valuable insights about these effects at the atomic level. The increasing power of 
computers makes it possible to calculate even more accurate data for larger systems. 
Applications of molecular dynamics simulations can be found in all branches of chemistry as 
well as physics, chemistry, biochemistry, materials science and pharmaceutical industry.  
 
1.2 Molecular Simulation 
The prologue to the modern age of Molecular Dynamics (MD) simulation can be traced back 
to half century ago. In 1957, Alder et al.,25 carried out the first MD study on the properties of 
hard spheres.  Later, the first real system to be simulated involved liquid argon and was 
performed by Rahman.26 Afterwards, similar simulation approaches were applied to study 
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properties of liquid water.27 Karplus and his colleagues’s28 pioneered work on protein MD 
simulations and have shown strong indications of a promising future for employing theoretical 
approaches to investigate biological properties of proteins. 
In the world of simulations, several different computational techniques have been developed. 
Among them, Monte-Carlo (MC) simulations29,30 and molecular dynamics (MD) 31-34 simulations 
are the two major approaches. In the case of the Monte-Carlo approach, results depend on 
calculations using random sampling. Only certain configuration obeying the Boltzmann 
distribution is accepted, 35 which makes it suitable for most physical and mathematical systems 
with a large number of degrees of freedom. Molecular dynamics (MD) is a computer simulation 
approach in which atoms and molecules are allowed to interact for a period of time based upon 
the laws of physics, providing a view of the motion of the particles. Proteins and biomolecules, 
as well as molecules in materials science, can be frequently studied by this kind of simulation. In 
the MD simulation method, the forces applied to the atoms are obtained by evaluating Newton’s 
laws for a short time interval. Within these specific time intervals Newton’s equations are solved 
repeatedly to determine the dynamic properties of the system.36 Unlike MC studies, MD 
approach can provide detailed information about particle motions along the whole trajectory of 
the simulation. The ability to study the dynamical properties of interesting systems makes 
molecular dynamics simulations a better tool to investigate biological systems. 
 A global flow scheme for regular molecular dynamics simulation is shown in Figure 1.1. 
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Figure 1.1 The global MD algorithm37 
 
 
As shown in Figure 1.1, MD simulations are based on empirical energy functions. 
Newton’s equations are solved to determine the motion and coordinates of particles along the 
folding and unfolding pathway.  The forces can be obtained by taking the negative derivative of 
the potential function with respect to the atomic positions. All equations are solved 
simultaneously for every single step along the simulation. Solving Newton’s equation for 
particles with a simple force field involves using a classical approach to describe atom motions.    
It is worth pointing out that there are several approximations that have to be made when 
performing molecular dynamics simulations, such as assuming all particles are classical. Even 
though this is not entirely accurate, classical based molecular dynamics simulations still provide 
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a powerful tool to study biological system at molecular level.38,39 They can be used to investigate 
the properties of a model system, normally more easily than experimental approaches for the 
same system. The increase in number of simulation packages available makes it easier to run 
simulation studies on the properties of biological macromolecules, such as peptides and proteins. 
Hence, the number of publications using molecular dynamics has increased dramatically in the 
past several years.  
 
1.3 Force Fields for Molecular Dynamics Simulation 
 
A force field40-42 is made up from two distinct components:1) The set of equations (called 
the potential functions) used to generate the potential energies and their derivatives, the forces, 
and 2) the parameters used in this set of equations. The total potential energy is given by: 
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      Unonbonded = UvanderWaals + Uelectrostatic                             (1.2) 
       Ubonded = Ubond + Uangle + Udihedaral                             (1.3) 
 
Values for the force field parameter sets are generally derived from experiments and 
quantum calculations. Experimentally determined geometries, such as bond angles and bond 
lengths, are then used to optimize those developed bonded parameters. It is necessary to take into 
account additional experimental data in the final stage of parameterization. Bonded parameters 
are usually optimized from experimental data such as gas-phase geometries and vibrational 
spectra, and torsional energy surfaces supplemented with ab initio results. For the optimization 
of nonbonded parameters, various sources of data can be used, including molecular volumes, 
experimental enthalpy of mixing, compressibility, density, dipole moments and ab initio/QM 
calculated values. Comparisons between simulations and experimental values are made in the 
final phase of parameter development, to assure the molecular models reproduce certain physical 
properties in the correct manner. 
The current generation of force fields provides a reasonably good compromise between 
accuracy and computational efficiency. They are often calibrated to experimental results and 
quantum mechanical calculations of small model compounds. Their ability to reproduce physical 
properties measurable by experiment is also tested; these properties include structural data 
obtained from x-ray crystallography and NMR, dynamic data obtained from spectroscopy, 
inelastic neutron scattering, and thermodynamic data. The development of a parameter set is a 
very laborious task, requiring extensive optimization. This is an area of continuing research and 
many groups have been working over the past two decades to derive functional forms and 
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parameters for potential energy functions of general applicability to biological molecules. 
Among the most commonly used potential energy functions are the AMBER,43 CHARMM,44 
GROMOS45 and OPLS46 force fields. The continuing development of force fields remains an 
intense area of research with implications for both fundamental researches as well as for applied 
study in areas such as pharmaceutical industry. 
There are many ways to improve the quality of force fields.  One approach to improve 
force fields is to introduce explicit polarization into force field. In polarizable models the 
dynamics of the electronic degrees of freedom are introduced by including nonpairwise additive 
forces between particles. Unlike traditional force fields, polarizable methods include the effects 
of changes in environment and should be far more transferable than simple pair potentials.47,48 
Generally speaking, the polarizable many-body forces are represented by induced dipoles, 
accounting for the changes in the electronic structure of ions and molecules. The advantages over 
traditional nonpolarizable molecular dynamics simulations are that in the course of the 
simulations spontaneous polarization can occur because the electronic structure problem is 
solved more accurately. However, the disadvantages of such polarizable calculations are the 
short simulation times due to high computational costs compared to nonpolarizable fixed charge 
methods. Complicated biological systems typically involve a large number of molecules which 
will require significant computation time. Even rapidly folding small proteins often require tens 
of microseconds.49 Such time scales are beyond the limit of typical simulations. To improve the 
efficiency of simulation studies several methods have been developed, such as continuum 
solvation model and coarse grained force fields.50-52 Although these are useful for simulations of 
biomolecules, these are approximate methods with certain limitations and problems related to 
parameterization and treatment of ionization effects.  
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Another way to achieve the same goal is to continue working on the existing version of 
force fields in terms of developing a better representation of the local environment and pair-wise 
interactions. For existing classical nonpolarizable force fields there is also still plenty of room for 
improvement. There is a constant need for improved force fields which better reproduce the 
available experimental data for a wide range of systems. In particular, issues still arise from 
unreasonable conformational preferences for protein and inadequate descriptions of solvation 
effects.55  
In the past decade, the Smith group has continued working on the development and 
improvement of simple nonpolarizable united-atom force fields. The goals of their studies are to 
maintain the delicate balance between solute-solute interactions and solute-solvent (solvation) 
interactions in solution mixtures by using Kirkwood-Buff theory as a guide.53-60  
 
1.4  Kirkwood-Buff Theory 
In 1951 Kirkwood and Buff derived a new theory relating the thermodynamic properties 
of a solution mixture to the molecular distribution functions between the molecules in solution 
mixture systems.61 Kirkwood-Buff (KB) theory is one of the most important theories of solutions 
ever to be developed. In reality, the theory itself uses integrals over radial distribution functions 
to certain finite distance R.  The theory is totally general and valid for any solution mixture over 
the full range of compositions (Figure 1.1).There is no approximation or limitations involved in 
KB theory which makes it more suitable for solution mixtures than other theories. Twenty years 
after the first appearance of KB theory, Ben-Naim developed the KB inversion procedure.62 For 
the first time, he outlined how to obtain information on the affinity between a pair of species in 
the solution mixture from existing experiment data. Since then, many chemists and physicists 
including Smith, Marcus, Ruckenstein, Shimizu, Hall, Zielkiewicz, Lepori, and others have 
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continued the trend by using KB theory to the study of a variety of solution mixtures.63-73 The 
radial distribution function(rdf) plays a central role in KB theory. A radial distribution 
function(rdf),74,75 measures the relative probability of finding an atom at a distance r away from a 
central atom. Consider a system of N particles in a volume V and at a temperature T.74,75 The 
probability of finding molecule 1 in dr1, molecule 2 in dr2, etc., is given by               𝑃𝑃(𝑛𝑛)(𝑟𝑟1, … , 𝑟𝑟𝑛𝑛)𝑑𝑑𝑟𝑟1 …𝑑𝑑𝑟𝑟𝑁𝑁 = 𝑒𝑒−𝛽𝛽𝑈𝑈𝑁𝑁 𝑑𝑑𝑟𝑟1…𝑑𝑑𝑟𝑟𝑁𝑁𝑍𝑍𝑁𝑁                                                      (1.3) 
where β = 1/kT , UN is the potential energy and  ZN is the configurational integral. To obtain the 
probability of finding molecule 1 in dr1 and molecule n in drn, irrespective of the remaining N-n 
molecules, one has to integrate  over the coordinates of molecule n + 1 through N: 
 𝑃𝑃(𝑛𝑛)(𝑟𝑟1, … , 𝑟𝑟𝑛𝑛) = ∫…∫ 𝑒𝑒−𝛽𝛽𝑈𝑈𝑁𝑁 𝑑𝑑𝑟𝑟𝑛𝑛+1…𝑑𝑑𝑟𝑟𝑁𝑁𝑍𝑍𝑁𝑁                                                              (1.4) 
The probability of finding a random atom at distance dr1 and a random atom in drn is: 
                      ( )( ) ( )( )nnnn rrPnN
Nrr ,...
)!(
!,..., 11 ⋅−
=ρ                                                                   (1.5) 
In a homogeneous system, the probability of finding a particle can be defined:  
                     ( )( ) ( ) ρρρ ===∫ V
Ndrr
V
1
11
11                                                                     (1.6) 
Then, g(n) can be introduced as a correlation function:           
                     ( )( ) ( )( )nnnnn rrgrr ,...,,..., 11 ρρ =                                                                             (1.7) 
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From equation 1.4, 1.5 and 1.7, it can be shown that 
                ( )( ) ( ) N
Nn
U
n
n
n
n
Z
drdre
nNN
NVrrg
N∫ ∫ +−⋅
−
=
......
!
!,... 11
β
                                                     (1.8) 
Now ρg(r)dr  can be defined as the probability of finding an atom at r given that there is an atom 
at the origin of r.  
                   ( ) NNdrrrg ≈−=∫
∞
14 2
0
πρ
                                                                               (1.9)
 
In Figure 1.2, a sample plot of radial distribution function for Lennard-Jones fluid is provided. 
 
Figure 1.2 Radial distribution function (rdf). The rdf displays the local solution structures 
for species i and species j as a function of distance rij.78 
 
Due to a strong repulsive force, g(r) has zero value at short distances (less than atomic 
diameter). In figure 1.2 the first (and large) peak occurs at 0.25 Å. This means that it is four 
times more likely that two molecules would be found at this separation than expected due to a 
random distribution. The radial distribution function then falls and passes through a minimum 
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value around 0.8 Å. The chances of finding two atoms with this separation are less than random. 
At large distances (beyond 0.8 Å), g(r) approaches unity, which indicates closing to bulk 
solution random distribution. Radial distribution function can also be measured experimentally 
using X-ray diffraction. The regular arrangement of the atoms in solution gives the characteristic 
X-ray diffraction pattern with bright, sharp spots. The X-ray diffraction pattern can then be 
analyzed to estimate an experimental distribution function, which makes it possible to compare 
with simulated solution g(r) values for small molecules.   
 
Figure 1.3 An example of KB integral Gij as a function of integration distance r (nm) 
between species i and j. This KB integral corresponds to the rdf displayed in Figure 1.2.78 
 
The thermodynamic properties of a solution mixture can be expressed using the KB 
integrals between the different solution components as described as  
 
( )[ ]∫
∞
−=
0
214 drrrgG VTijij
µπ
                                               (1.10) 
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where, Gij is the KB integral between species i and j, ( )rg VTijµ  is the corresponding radial 
distribution function (rdf) in the μVT ensemble, and r is the center of mass to center of mass 
distance. KB integrals are determined from typical simulation data (NpT ensemble) by assuming 
that,62,79-81  
 
( ) ( )[ ] drrrgRG R NpTijij 20 14 ∫ −= π                                          (1.11) 
 
In equation 1.11, R represents a correlation region within which the solution composition differs 
from the bulk composition. All rdfs are assumed to be unity beyond a distance R from the central 
atom. There is no approximation at any level involved during the derivation of the above 
equations.71 Previous studies have indicated that a combination of KB theory and NpT 
simulations can provide quantitative information concerning the thermodynamics of solutions. 
Excess coordination numbers are defined as Nij = ρjGij and have a simple physical meaning. A 
value of Nij greater than zero indicates an excess of species j in the vicinity of species i (over a 
random distribution), while a negative value corresponds to a depletion of species j surrounding i. 
A sample plot of excess coordination numbers Nij is displayed in Figure 1.4. 
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Figure 1.4 An example of excess coordination number Nij vs solution conposition. 
 
Theoretically speaking, KB theory provides a direct relationship between species self-
aggregation (Nij) and activity derivatives and should provide a good test of a particular force field. 
As noted elsewhere, in practice, a slight larger simulation volume than usual is required in order 
to ensure that the rdfs approach unity at large distances.69,70 Simulation studies performed by the 
Smith group in the past have indicated that a combination of KB theory and NpT simulations can 
provide quantitative information concerning the thermodynamics of solutions.54-60 
 
1.5 Kirkwood-Buff Derived Force Fields 
The development of accurate force field for proteins is a central aspect of bimolecular 
simulation. KB theory has been used to investigate a variety of experimental and theoretical 
solvation interactions. It is an exact theory of solution mixtures. Most importantly KB theory 
does not involve any approximations of limitations about the size or character of the molecules 
to which it can be applied. Therefore, the KB technique can be used to quantify cosolvent effects 
on peptides and proteins which make it a suitable tool for developing accurate force fields. As 
shown in Figure 1.5, the KB approach provides a link between simulation data and 
experimentally measured values. 
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Figure 1.5 A simple overview of the Kirkwood-Buff approach 
 
                    
 
Simulation data can then be evaluated by comparing the experimentally measured KB 
integrals along with thermodynamic properties obtained from them to the corresponding 
experimental data. Furthermore, the KB integral is one of the most appropriate measures for the 
molecular affinity which probes the interactions among component pairs. Results have shown, 
unfortunately, that many existing force fields perform poorly in their ability to reproduce these 
integrals.82 Therefore, many of the common force fields currently in use do not necessarily 
reproduce the correct solution activities, 82 and this can lead to inaccurate simulation data.   
Tremendous effort has been focused on the development next generation force fields, 
including work from the groups of Brooks,84 Jorgensen,85 Berenson,86 Levitt,87 van Gunsteren88 
and others.89-91 Despite relatively rapid progress, current available force fields sets are still not 
perfect. The prediction of properties of interest to biological system in condensed phases is not 
currently reliable. Most existing force fields also have not been extensively tested under a variety 
conditions. Therefore, unfortunately, one cannot expect good performance from these force 
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fields under conditions that have not been considered in their development. This, in turn, 
severely limits the reliability and predictive ability of molecular modeling methods. Continuous 
improvement in the quality of force fields has become a long-term goal for theoretical 
chemists/physicists. A transferable and system independent force field is still in high demand.  
Over the past several years, the Smith group has been developing a next generation united atom 
nonpolarizable force field. Kirkwood-Buff (KB) theory has served as a central aspect of their 
work to help quantify solute-solute and solute-solvent interactions in solution mixtures. As noted 
elsewhere,70-73,92,93 KB theory is a powerful theoretical tool to evaluate the ability of a force field 
to represent the correct relative distribution of molecules in solution. 
The development of a KirkWood-Buff parameter set can be traced back to the year 2003. 
Parameterization and testing of KB force fields for organic molecules and peptides with fix bond 
lengths and bond angles were described with our previous studies. The van der Waals parameters 
for hydrocarbons were taken from elsewhere.94 A list of publications of force fields developed 
with the aid of Kirkwood-Buff theory are shown as follows:  
 
Urea  Weerasinghe and Smith, JCP, v118, 5910, 2003    
                        Weerasinghe and Smith, JPCB, v107, 3891, 2003  
Acetone Weerasinghe and Smith, JCP, v118, 10663, 2003  
NaCl  Weerasinghe and Smith, JCP, v119, 11342, 2003 
GdmCl            Weerasinghe and Smith, JCP, v121,2180,2004 
            CH3OH Weerasinghe and Smith, JPCB ,v109,15080,2005 
NMA  Kang and Smith, JCC, v27, 1477, 2006 
Sulfur  Bentenitis, Cox, and Smith, JPCB,v113,12306,2009 
           The general form of the KB force field involves a Lennard–Jones (LJ) 6-12 plus Coulomb 
potential, together with the SPC/E water model. The molecular geometries are normally obtained 
16 
 
from the available crystal structures, with bonded parameters mostly taken from the 
GROMOS96 force field.45 The force field dependence on the molecular charge distributions of 
particles is then explored thoroughly by Smith group during the course of KB force field 
development. Results show the KB integrals are relatively sensitive to the atomic charges.   
Currently, the central topic of computational studies of proteins and other biological 
macromolecules are to solve the protein folding problem.  The results from molecular level 
simulation approaches, however, show significant dependence on the quality of the force fields 
employed.98,100 To achieve representative conformational distributions in theoretical studies, 
appropriate treatment of peptide/protein backbone ϕ/ψ potentials is important. Based on previous 
studies existing parameter sets such as CHARMM,95 OPLS,96 AMBER97 and GROMOS45 have 
shown inherent limitations in reproducing correct structure distributions.  High propensities 
towards π helices in polypeptides/protein solution simulations have been observed.98 As 
indicated elsewhere,99,100 such phenomena are often related to incorrect force field biases. For 
peptide systems limitations in reproducing high level QM calculated energy surfaces for the 
Glycine dipeptide and Alanine dipeptides still exist. Overall, the need for an accurate treatment 
of protein backbone ϕ/ψ potentials is evident. 
 
1.6 A Comparison between the KB derived Force Field and other force fields 
There are several advantages of using KB theory in the process of parameterization: 1) 
more data for testing, 2) ideal probe of thermodynamic properties of solution mixtures and 3) 
sensitivity to atomic charge distributions. As reported in the literature,69,71,72,101 several existing 
force fields do not reproduce activities accurately in solution mixtures. Therefore, they do not 
provide a correct picture concerning the solvation effects in solution. A significant advantage of 
KB derived force fields is its ability to find a reasonable representation for the interaction of 
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cosolvent and solutes. Several comparisons with existing force fields have been made in our 
previous papers. Here, our KBFF model for N-methylacetamide (NMA) will be compared to 
other empirical force fields including AMBER, CHARMM, GROMOS, and OPLS. In proteins, 
the carboxyl and amino groups of neighboring amino acids combine to constitute peptide bond. 
NMA can serve as a simple model for a peptide group. Hence it is crucial to have an accurate 
force field for NMA. Glycine is also one of the fundamental building blocks for 
peptides/proteins, which makes it a good a model for interactions between charged side chains. 
In Figure 1.6 – 1.10, properties such as the excess coordination numbers, density, partial molar 
volume, and enthalpy of mixing are compared for a series of force fields. 
 
Figure 1.6 Excess coordination numbers (Nij = ρjGij) as a function of composition for NMA 
(2) in water (1) solutions.67 
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Figure 1.7 Density (g/cm3) and partial molar volumes (cm3/mol) as a function of 
composition for NMA(2) and water(1) solutions.67 
                    
 
Figure 1.8 Enthalpy of mixing (HmE) for NMA solutions. The experimental data is for 308K 
and the simulations were performed at 313K.67 
 
Another comparison was also performed for KBFF glycine solutions. Simulation results 
for glycine and water mixtures are shown in Figures1.9 and 1.10. 
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Figure 1.9 Excess coordination numbers (Nij) as a function of composition for glycine (2) in 
water (1) solutions.102 
 
 
Figure 1.10 Density (g/cm3) and partial molar volumes (cm3/mol) as a function of 
composition for glycine (2) and water (1) solutions.102 
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It is remarkable how well the experimental values are reproduced with our KB derived 
force fields. It appears other force fields tested here either overestimate or underestimate certain 
properties. The KBFF models show the best agreement with experiment values. One should not 
be so surprised, since our KBFF model was originally designed to reproduce KB integrals while 
others were not.  The reason behind this kind of phenomenon is that it is crucial to obtain correct 
representations of solvent-solute interactions and molecular distributions in force field 
development. The results shown here indicate the future possibilities of using the KBFF 
approach for developing a more accurate and complete force field. In the meantime, it also 
provided us enough confidence to continue our work on toward a complete KB derived force 
field for proteins.  
 
1.7 Surface tension of common water models 
The unique characteristics on interfacial regions make them important for chemical, 
physical and biological processes. Thermodynamics and dynamics properties of interfacial 
region require an understanding of atomic level of information. Therefore, a number of 
theoretical and experimental methods have been used to help understand surface adsorption and 
exclusion.103-107 Even today’s modern experimental techniques have a limited ability to explore 
many of the detailed insights of the interface structure. Classical molecular dynamics (MD) 
simulations can play an important role in helping our understanding of interfacial structure and to 
rationalize experimental observations. The majority of empirical force fields, including KBFF, 
were all developed to study bulk solution properties. As discussed previously,108 none these 
models have been fully tested under conditions other than those for which they were initially 
designed. Surface tension is a crucial property results from the behavior of water at different 
interfaces. The ability of computer simulations to reproduce the interfacial water behavior 
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depends on the quality of the water model and force field used. Evidence has shown that several 
of the previous theoretical studies of the surface tension of SPC/E water have overestimated, for 
a variety of reasons, the true value by 15%. Here we try to address several numerical issues 
which may cause conflicting values of SPC/E water from different MD simulations. We then 
explain the differences between the several previous studies and show that a variety of 
simulation conditions can affect the final surface tension values. The major issues arising from 
such studies are that surface structure largely relies on the quality of force field used, and the 
length scale of simulations to precisely measure surface tension values and surface probability 
distributions. Another issue involves the polarization effects at the surface region. It has been 
pointed out that the polarizability of a particle is the driving force for surface solvation.109-111 The 
propensity of charged particles towards the aqueous surface is proportional to its polarizability. 
However, our KB derived model with simple fixed charge does not have polarization effects 
included. This may limit KB model’s ability for predicting surface solvation, since the effects of 
polarizability and particle size are neglected.  
 
1.8 A Combined Approach for Solution KB theory and Thermodynamics of 
Surface  
The central idea of Kirkwood-Buff Theory is to relate simulation results to solution 
activity derivatives. Our previous studies have shown remarkable agreement with experimental 
data for bulk properties of solution mixtures. However, force fields available today, including 
our KB derived model, were targeted on reproducing bulk solution properties. None of them 
have been fully tested under conditions other than bulk region. It is still unknown, how well 
force fields themselves behave when conditions of the simulations are different than what they 
were initially designed for. Therefore, it is worth investigating the results when one extends the 
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scope of study into regions other than bulk area. Recently, a wealth of information has been 
provided by simulations of solutes at the water vapor (or vacuum) interface.112-117 Interfacial 
phenomena due to their wide spread in nature have attracted the attention of researchers for a 
long time. Understanding the detailed insights of interfacial structure and behavior is crucial to 
many research areas including coating or adsorption, industrial separation, and micellar and 
membrane systems. Consequently, a variety of experimental and theoretical approaches have 
been used to help understand surface adsorption or exclusion. It is well established that an 
increase in the surface tension of a solution due to the addition of a solute indicates exclusion of 
that solute from the interfacial region and vice versa.118 Due to technical difficulties, currently 
available experimental approaches for studying aqueous solution/air interface is lacking at 
atomic level. In principle, molecular simulations can provide such detail.  In the past decades, 
computer simulations have become an important tool to obtain information on the bulk 
properties of homogeneous mixtures as well as on their interfacial structure. Nevertheless, 
theoretical studies which combined bulk solution properties and surface characteristics to 
achieve a unified picture of solution mixtures hasn’t been achieved yet.  Here, we have 
developed a new approach using surface probability distributions to characterize the interface 
regions, coupled with radial distribution functions and the Kirkwood-Buff theory of solutions to 
characterize the bulk solution properties. Such an approach is then used to help understand the 
relationship between changes in the surface tension and the degree of surface adsorption or 
depletion of two aqueous solution systems.   
Paru, Tobias and coworkers have suggested that the uses of polarizable force fields in 
theoretical studies are essential to catch the correct picture of particles and anions at the surface. 
119,120 Hence our use of nonpolarizable Kirkwood-Buff derived models in the current study on 
surface tension and surface particle probability distribution could be problematic. However, as 
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results will show, the current version of the KB force fields was capable of reproducing both 
bulk solution and interfacial thermodynamic data for a system where changes in polarization 
would be expected to be significant. When a well parametrized force field is applied this 
suggests that nonpolarizable force fields can be used with enough confidence to study 
macroscopic and microscopic properties at surface as well. 
 
1.9  Summary 
Molecular dynamics (MD) simulations have become powerful tools to investigate the 
motion of molecules at the atomic level by using classical mechanics. For the first time, people 
can determine motions and coordinates of particles along the folding and unfolding pathway with 
atomic detail. The central aspect of our work is to apply Kirkwood-Buff theory to quantify bulk 
solution and interfacial properties. The ability of the Kirkwood-Buff approach to relate 
simulation results with experimental data will provide an increased understanding of the 
thermodynamics and other properties of interested systems. Our long term goal is to achieve a 
full set of force field parameters to study protein folding and unfolding pathways based on 
existing KB theory.  
In chapter 2, KB theory is applied for the parameterization of a new united atom 
nonpolarizable force field of a series of primary, secondary and tertiary alcohols. Our goal is to 
reproduce the experimental density and the Kirkwood-Buff integrals as a function of alcohol 
mole fractions, which allowing for an accurate description of alcohol cosolvent and water solvent 
activities. Results have shown significant improvement in simulating properties such as enthalpy 
of mixing and translational diffusion constants. 
In order to complete full Kirkwood-Buff derived force field for proteins, we have 
continuously worked on developing parameters for protein backbone tensional terms. Based on 
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our previous work on models for small molecular such as acetone, Urea, NMA etc, φ/ψ 
backbone dihedral potentials have been determined for several dipeptides.  Therefore, eventually 
one can use our newly developed KB derived force field to look at properties of large system, 
such as proteins and polypeptides.   
In seeking a reason behind the low water surface tension values in MD simulations we 
have explained the differences between the several previous studies and show that a variety of 
simulation conditions can affect the final surface tension values. Evidence shows several of the 
previous theoretical studies of the surface tension of SPC/E water have been overestimated for a 
variety of reasons. In chapter 4 we try to address several numerical issues which may cause 
conflicting values of SPC/E water over MD simulations. 
The research field of Molecular Dynamics Simulation has been extended from bulk 
solution to surface. In chapter 5, for the first time, we have combined the surface probability, and 
the Kirkwood-Buff theory of solutions to quantify the relationship between thermodynamics of 
surfaces and bulk solution distributions. The approach is then used to understand the relationship 
between changes in the surface tension, the degree of surface adsorption or depletion, and the 
bulk solution properties of different aqueous solute systems. The simulated results support the 
theoretical relationships described here and provide a consistent picture of the thermodynamics 
of solution interfaces involving any number of components which can be applied to a wide 
variety of systems. 
In chapter 6, a to-do list is provided. The descriptions of future directions of our current 
projects and a brief summary of present work will also be presented.  
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CHAPTER 2 - A Kirkwood-Buff Derived Force Field for Alcohols 
                                       Feng Chen and Yuanfang Jiao 
Abstract 
A united atom nonpolarizable force field for the computer simulation of aqueous solutions of a 
series of alcohols such as ethanol, n-propanol, n-butanol, iso-propanol, tert-butanol, and n-
octanol is presented. The force field is designed to reproduce the experimental density and the 
Kirkwood-Buff integrals as a function of the alcohol mole fraction thereby allowing for an 
accurate description of alcohol cosolvent and water solvent activities. In addition, the models 
perform well for other known properties of alcohols including the enthalpy of mixing, and 
translational diffusion constants.   
2.1 Introduction 
It is known that the accuracy of the results obtained from simulations studies depend 
largely on the quality of the force field describing the intermolecular and intermolecular 
interactions. Therefore, improved force fields which provide better agreement with the available 
experimental data for a large range of systems are highly desired. Recently, we have been 
developing a force field (KBFF) for molecular dynamics (MD) simulations which is specifically 
designed to reproduce the Kirkwood-Buff (KB) integrals obtained from the experimental data for 
solution mixtures. The KB integrals have been shown to be a sensitive probe of the molecular 
charge distributions observed for different solutions.1-4 The KBFF method is primarily aimed at 
providing accurate force fields for the simulation of solution mixtures. In this study, we have 
extended our previously developed KBFF methanol model5 to investigate a series of alcohols, 
such as ethanol, n-propanol, n-butanol, iso-propanol, tert-butanol, and n-octanol. Computer 
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simulations are carried out to study the properties of alcohols and water mixtures covering the 
entire composition range in an attempt to validate the force fields. The present version of the 
force fields employ a simple nonpolarizable classical approach which can be easily used for 
other simulation packages. The proposed force field is specifically designed for use with the 
SPC/E6 water model.   
 
2.2 Methods 
 2.2.1 Kirkwood-Buff Theory. 
 The development of KB theory is described in detail elsewhere.7-9 The thermodynamic 
properties of a solution mixture can be expressed in terms of the KB integrals between the 
different solution components as defined by  
( )[ ]∫
∞
−=
0
214 drrrgG VTijij
µπ
                                                                                (2.1)
 
where, Gij is the KB integral between species i and j, ( )rg VTijµ  is the corresponding radial 
distribution function (rdf) in the μVT ensemble, and r is the center of mass to center of mass 
distance. KB integrals were determined from the present simulation data (NpT ensemble) by 
assuming that, 10-12 
( ) ( )[ ] drrrgRG R NpTijij 20 14 ∫ −= π                                                                             (2.2) 
where R represents a correlation region within which the solution composition differs from the 
bulk composition. All rdfs are assumed to be unity beyond R. 
For a binary solution consisting of water (w) and a cosolvent (c), a variety of 
thermodynamic quantities can be defined in terms of the KB integrals Gww, Gcc, Gcw, and the 
number densities (or molar concentrations) ρw and ρc . The partial molar volumes of the 
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components ( iV ); derivatives of the chemical potential (μ); the derivative of the cosolvent 
activity (αc = ycρc) and derivatives of the cosolvent mole fraction scale activity coefficients (fc), 
at a pressure (p) and a temperature (T) are given by 
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where ( )cwccwwcwcw GGG 2−+++= ρρρρη .  
No approximations are made during the derivation of the above equations.1 Previous 
studies have indicated that a combination of KB theory and NpT simulations can provide 
quantitative information concerning the thermodynamics of solutions.13-16 
Excess coordination numbers are defined as N. A value of Nij greater than zero indicates 
an excess of species j in the vicinity of species i (over a random distribution), while a negative 
value corresponds to a depletion of species j surrounding i. Hence, KB theory provides a direct 
relationship between alcohol self-aggregation (Ncc) and alcohol activity derivatives through eq 
2.4 and should provide a good test of a particular force field.  
  
2.2.2 Kirkwood-Buff Analysis of the Experimental Data. 
 A Kirkwood-Buff analysis of the experimental data for alcohol cosolvent (c) and water 
(w) mixture at 298 K and 1atm was performed using the available activity coefficients17 and 
density data.18,19 The KB integrals can be obtained from experimental data on the chemical 
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potential (μi), partial molar volumes ( iV ), and isothermal compressibilities (κT) of the binary 
mixtures at constant pressure (p) and temperature (T) according to,20, 21 
( ) mcc
ji
Tij Vf
VV
RTG
+
−=
1
κ                                                                                              (2.6) 
and 
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where R is the gas constant, xi is the mole fraction of i, Vm = V/(Nc+Nw) is the molar volume, and  
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with ( )RT1=β  and fc equal to the cosolvent activity coefficient on the mole fraction scale with 
the pure cosolvent solution as the standard state. 
Partial molar volumes were determined from the experimental density data by calculating 
the excess molar volume, 
0
,
0
, wmwcmcm
E
m XxXxXX −−=                                                                                        (2.9) 
where X is the volume (V) of the solution and 0,imV  is the molar volume of the pure i. The raw 
data were then fitted to a Redlich-Kister equation,22 
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where ai are fitting constants. The partial molar volumes at any composition are then given by, 
Tpj
E
m
j
E
mi x
XxXY
,








∂
∂
−=                                                                                                 (2.11) 
40 
 
with EmVY =  and X = V. In general, the KB integrals are not sensitive to the exact values of the 
isothermal compressibility and therefore the following approximate expression was used, 
0
,
0
, wTwcTcT κφκφκ +=                                                                                                    (2.12) 
where iii Vρϕ =  is the volume fraction of i in the solution. Isothermal compressibilities for the 
pure solutions ( 0,iTκ ) were taken from the literature. 
            The excess molar Gibbs energy ( EmG ) was obtained by assuming the form given in eq 
2.10 with X = βG, and then fitting the excess chemical potential ( i
E
i fln=βµ ) of both alcohol 
and water to the experimental data using eq 2.11 with Yi = lnfi and X = βG. The resulting data are 
in agreement with previous determinations of the excess and partial molar volumes of alcohol 
and water,23-25 and a previous determination of the KB integrals for regions where the KB 
integrals are statistically reliable.26 
 
2.3 Molecular Dynamics Simulations 
All molecular dynamics simulations were performed using our newly developed KBFF 
force fields together with the SPC/E water model as implemented in the GROMACS 4.0.5 
package.27-30 All simulations were performed in the isothermal isobaric ensemble at 300K and 1 
atm. The weak coupling technique31 was used to modulate the temperature and pressure with 
relaxation times of 0.1 and 0.5 ps, respectively. A time-step of 2 fs was used and the bond length 
were constrained using Lincs,32 while the water geometry was constrained using SETTLE.33 The 
particle mesh Ewald technique34 was used to evaluate electrostatic interactions. A real space 
convergence parameter of 3.5 nm-1 was used in combination with twin range cutoffs of 0.8 and 
1.5 nm, and a nonbonded update frequency of 10 steps. Random initial configurations of 
41 
 
molecules in a cubic box were used. Initial configurations of the different solutions were 
generated from a cubic box (L≈6.0 nm) of equilibrated water molecules by randomly r eplacing 
waters with alcohol until the required concentration was attained. The steepest descent method 
was then used to perform 100 steps of minimization. This was followed by extensive 
equilibration, which was continued until all intermolecular potential energy contributions and 
rdfs displayed no drift with time (typically 15 ns). Total simulation times were in the 20-35 ns 
range, and the final 15-30 ns were used for calculating ensemble averages. Configurations were 
saved every 0.1 ps for the calculation of various properties.  
Translational self-diffusion constants (Di) were determined using the mean square 
fluctuation approach,35 and excess enthalpies of mixing (ΔHmE) from the average potential 
energies (ΔEpot). Errors (±1σ) in the simulation data were estimated by using five or six block 
averages.  
 
2.4 Parameter Development 
The force field used in this study corresponded to the Lennard-Jones (LJ) 6-12 plus 
Coulomb potential, which is the most commonly used potential for biomolecular simulation. In 
this scheme each pair of atoms i and j interact with an interaction energy given by 
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Here, we will use the same approach based on our previous study to obtain LJ parameters.5 
United atom carbon group parameters were taken from the literature.36 The molecular geometry 
was taken from the OPLS force field.41 The charges on the atoms were then adjusted to best 
reproduce the density and KB integrals for KB integrals for solution mixtures with xc = 0.125, 
0.250, 0.375, 0.50, 0.625, 0.75, and 0.875. The final parameters are presented in the Table 2.1.  
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TABLE 2.1: Nonbonded Force Field Parameters Used in the Simulations 
Model atom ε,kJ/mol σ, nm q, |e| 
ETOH O 0.6506 0.3192 -0.82 
 H 0.0880 0.1580 0.52 
 CH3 0.8672 0.3748 0.30 
 CH2 0.4105 0.4070 0 
n-PROH O 0.6506 0.3192 -0.82 
 H 0.0880 0.1580 0.52 
 CH2 0.8672 0.3748 0.30 
 CH2 0.4105 0.4070 0 
 CH3 0.4105 0.4070 0 
n-BUOH O 0.6506 0.3192 -0.82 
 H 0.0880 0.1580 0.52 
 CH2 0.8672 0.3748 0.30 
 CH2 0.4105 0.4070 0 
 CH2 0.4105 0.4070 0 
 CH3 0.4105 0.4070 0 
i-PROH CH1 0.0949 0.5019 0.33 
 O 0.6506 0.3192 -0.902 
 H 0.0880 0.1580 0.572 
 CH3 0.4105 0.4070 0.00 
 CH3 0.4105 0.4070 0.00 
t-BUOH C 0.4170 0.3770 0.36 
 O 0.6506 0.3192 -0.984 
 H 0.0880 0.1580 0.624 
 CH3 0.4105 0.4070 0.00 
 CH3 0.4105 0.4070 0.00 
 CH3 0.4105 0.4070 0.00 
Water 
SPC/E O 0.6506 0.3166 -0.8476 
 H 0 0 0.4238 
a SPC/E parameters were taken from ref 37. Combination rules used are: σij=√σijσij and ϵij=√ϵijϵij 
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TABLE 2.2: Bonded Force Field Parameters Used in the Simulations 
bonds r0  r0 
CH2-O 0.1430 CH2-CH2 0.1530 
CH2-CH3 0.1530 CH2-CH3 0.1530 
O-H 0.0945 CH1-CH3 0.1530 
CH1-O 0.1430 C-O 0.1430 
C-CH3 0.1530   
Angles  kθ θ0 
ETOH O-CH2-CH3 520.0 109.5 
 H-O-CH2 450.0 109.5 
n-PROH O-CH2-CH3 520.0 109.5 
 H-O-CH2 450.0 109.5 
 CH2-CH2-CH3 530.0 111.0 
n-BUOH O-CH2-CH3 520.0 109.5 
 H-O-CH2 450.0 109.5 
 CH2-CH2-CH2 530.0 111.0 
 CH2-CH2-CH3 530.0 111.0 
i-PROH O-CH1-CH3 530.0 111.0 
 H-O-CH1 450.0 109.5 
 CH3-CH1-CH3 530.0 111.0 
t-BUOH O-C-CH3 610.0 108.0 
 H-O-C 450.0 109.5 
 CH3-C-CH3 530.0 112.0 
 
Dihedrals kψ δ n 
CH3-CH2-O-H 0.85 0.0 1 
 0.40 0.0 2 
 3.00 0.0 3 
CH3-CH2-CH2-O 2.55 0.0 1 
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 1.20 0.0 2 
 9.00 0.0 3 
CH2-CH2-CH2-O 2.55 0.0 1 
 1.20 0.0 2 
 9.00 0.0 3 
CH3-CH2-CH2-CH2 5.00 0.0 1 
 2.00 0.0 2 
 7.00 0.0 3 
CH3-CH1-O-H 0.85 0.0 1 
 0.40 0.0 2 
 3.00 0.0 3 
CH3-C-O-H 0.85 0.0 1 
 0.40 0.0 2 
 3.00 0.0 3 
Impropers kω  ωo 
CH1-O-CH3-CH3 334.8  35.26 
 
The force fields for alcohols including charge distributions were optimized in order to achieve 
the best reproduced values of KB integrals for alcohol solutions across the whole range of 
concentration. The last column of Table 2.1 shows the final charge distributions obtained for 
each alcohol in present study. Our KB force field is focusing on reproducing the thermodynamic 
properties of solution mixtures such as enthalpy of mixing and excess Gibbs free energy of the 
solution.38 Therefore, effort has been made on pursuing the effective charge distributions for 
alcohols in polar solvent. The objective of the charge tuning process is to ensure the correct 
balance of alcohol-alcohol and alcohol-solvent interactions. The difference between the charges 
on central carbon of primary and secondary alcohol is 0.03e. Moreover, the central carbon 
charge difference between primary and tertiary alcohol is 0.06e. The higher central carbon 
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charges on secondary/tertiary alcohols suggests that hydrogen bonding is less likely between 
primary alcohol molecules compared to molecules of secondary/tertiary alcohols. In the whole 
process of parameter development, approximately 15 charge distributions were tested.     
 
2.5 Kirkwood-Buff Analysis of the Simulated Data 
 The KB integrals obtained from an analysis of the experimental data correspond to 
integrals over rdfs in the μVT ensemble. The simulated KB integrals were obtained by assuming 
that, 
( )[ ] ( )[ ] drrrgdrrrgG R NpTijVTijij 2020 1414 ∫∫ −≈−=
∞
ππ µ                                                  (2.14) 
where R is a cutoff distance at which the rdfs are essentially unity, i.e. the bulk solution values. 
In practice, this condition is difficult to achieve precisely unless one uses very large systems. 
However, a reasonable approximation is to determine Gij(R) and average the values over a short 
distance range, typically one molecular diameter. In this work the final KB integral values have 
been obtained by averaging between 1.50 and 2.00 nm. Future justification for this 
approximation can be found in the result section. Using the simulated KB integrals one can 
determine the corresponding partial molar volumes, 
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where ΔG = Gcc + Gww - 2Gcw. The parameters used to describe the variation of the simulation 
E
mG  with composition (eq 10) were then obtained from the simulated values of fcc and the 
thermodynamic relationship, 
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The isothermal compressibility was not determined from the KB integrals as it is typically 
statistically unreliable. 
 
2.6 Results and Discussion 
 A summary of the simulations performed is presented in Table 2.3. They cover the entire 
composition range and all mixtures were simulated up to 30 ns to ensure reasonable precision in 
the data. 
        TABLE 2.3: Summary of the Alcohol and Water Simulations 
     xc Nc  Nw   V, nm3 ρc, M  ρ, g/cm3 Epot, kJ/mol Tsim, ns 
Ethanol 
0.0 0 2000    60.16 0.0 0.990  -46.45 30 
0.125 702 917 211.834 5.50  0.947  -46.29 30 
0.25 1152 3456 212.379 9.00  0.901 -45.60 30 
0.375 1465 2441 214.165 11.36  0.864 -44.88 30 
0.50 1695 1695 216.093 13.06  0.834 -44.20 30 
0.625 1871 1122 217.894 14.26  0.810 -43.54 30 
0.75 2010 670 219.886 15.18  0.790 -42.92 30 
0.875 2123 303 222.022 15.87  0.772 -42.26 30 
1.0 2216 0 224.542 16.38  0.754 -41.46 30 
n-Propanol 
0.0 0 2000 60.16 0.0 0.995 -46.45 30 
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0.125 646 4522 214.884 4.99 0.929 -45.77 30 
0.25 1006 3019 216.577 7.71 0.880 -44.85 30 
0.375 1236 2060 217.981 9.41 0.848 -43.96 30 
0.50 1395 1395 219.099 10.57 0.825 -43.12 30 
0.625 1512 907 220.151 11.40 0.808 -43.35 30 
0.75 1602 534 221.279 12.02 0.794 -41.65 30 
0.875 1672 239 222.302 12.48 0.782 -41.01 30 
1.0 1730 0 223.816 12.83 0.771 -40.28 30 
n-Butanol 
0.0 0 2000 60.16 0.0 0.995 -46.45 30 
0.50 1188 1188 221.111 8.92 0.822 -41.82 30 
0.625 1271 763 221.697 9.51 0.808 -40.77 30 
0.75 1334 445 222.374 9.96 0.798 -39.80 30 
0.875 1383 197 223.095 10.29 0.789 -38.92 30 
1.0 1422 0 223.9738 10.54 0.781 -38.05 30 
i-Propanol 
0.0 0 2000 60.16 0.0 0.995 -46.45 30 
0.25 996 2989 216.536 7.64 0.872 -47.04 30 
0.50 1376 1376 221.611 10.31 0.805 -47.07 30 
0.75 1576 525 225.115 11.63 0.768 -47.37 30 
1.0 1700 0 228.505 12.36 0.742 -48.19 30 
t-Butanol 
0.0 0 2000 60.16 0.0 0.995 -46.45 30 
0.25 873 2619 212.347 6.83 0.875 -48.41 30 
0.50 1151 1151 214.856 8.90 0.820 -49.78 30 
0.75 1288 429 216.988 9.86 0.790 -51.20 30 
1.0 1370 0 216.664 10.50 0.778 -53.48 30 
 
The center of mass rdfs are displayed in Figure 2.1 as a function of composition. As it 
would be expected as the carbon chain length increases, the first salvation shell (the first peak) of 
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gcc  shifted from 0.5 to 0.55 due to the radius change of alcohol molecular. For all three alcohols, 
the first maximum increased and the first minimum decreased with alcohol mole fraction. All 
rdfs were essentially unity beyond 1.5 nm. The most prominent feature was an increase in the 
first shell hydration for water to water suggesting an increasing degree of water self-association 
with increasing alcohol mole fraction in agreement with neutron diffraction data.42 The 
corresponding first shell coordination numbers are displayed in Figure 2.1. All three first shell 
coordination numbers displayed a linear dependence on alcohol (or water) mole fraction as 
observed previously.43,44 The values in pure water were 5.1 compared to 2.0 in pure alcohol. The 
experimental value for pure alcohol is 1.9 at 0.34 nm.39, 40   
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Figure2.1 (a), radial distribution functions as a function of distance (nm) and ethanol mole 
fraction. (b), radial distribution functions as a function of distance (nm) and n-propanol 
mole fraction. (c), radial distribution functions as a function of distance (nm) and n-butanol 
mole fraction. (d), radial distribution functions as a function of distance (nm) and i-
propanol mole fraction. (e), radial distribution functions as a function of distance (nm) and 
t-butanol mole fraction. Mole fractions of 0.125, 0.250, 0.375, 0.50, 0.625, 0.75, and 0.875 
for ethanol and n-propanol are displayed. n-Butanol’s concentration is from 0.5 to 1, due to 
the low solubility in water at lower concentrations.  Mole fractions of 0.25, 0.50, and 0.75 
are displayed for i-propanol and t-butanol.   
a)  
  b)  
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c)  
   d)  
51 
 
e)  
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Figure 2.2 a). excess coordination numbers (Nij = ρjGij) as a function of ethanol mole 
fraction. b). excess coordination numbers (Nij = ρjGij) as a function of n-propanol mole 
fraction. c). excess coordination numbers (Nij = ρjGij) as a function of n-butanol mole 
fraction. d). excess coordination numbers (Nij = ρjGij) as a function of i-propanol mole 
fraction. e). excess coordination numbers (Nij = ρjGij) as a function of t-butanol mole 
fraction. The solid lines correspond to the experimental data, the circles to the raw 
simulation data. 
a)  
b)  
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c)  
d)  
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e)  
            
The experimental and simulated KB integrals are compared in Figure 2.2 as excess 
coordination numbers (Nij = ρjGij). The use of excess coordination numbers helps to suppress the 
inherent uncertainties in both the experimental and simulated Gij integrals at low j concentrations. 
The trends in the experimental data were well reproduced. There was essentially quantitative 
agreement for Ncc, Ncw and Nww over the composition range from 0.25 to 1, whereas Nij of n-
propanol was slightly off when xc under 0.25.  
 The experimental and simulated densities are compared in Figure 2.3. The density of the 
pure alcohol solution was slightly underestimated and hence one observes a gradually increasing 
deviation from the experimental density with increasing xc.  
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Figure 2.3 a). The density (g/cm3) as a function of ethanol mole fraction. b). The density 
(g/cm3)  as a function of n-propanol mole fraction. c). The density (g/cm3) as a function of 
n-butanol mole fraction. 
   
 
Figure 2.4 The excess molar enthalpy of mixing ( E
mH  in kJ/mole) as a function of methanol 
mole fraction for ethanol, n-propanol, n-butanol, i-propanol and t-butanol. The solid lines 
correspond to the experimental data, and the circles to the raw simulation data. 
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         The (excess) molar enthalpy of mixing is displayed in Figure 2.4. The simulated enthalpy 
was less favorable at lower concentrations. However, the differences are within those typically 
observed for other force fields. As we pointed out previously,5 it is possible to obtain a good 
enthalpy of mixing from a particular model and yet the contributions from each component may 
be incorrect. We believe there are two major possible sources for this discrepancy. Either 
composition-dependent polarization effects are significant, or the enthalpy contributions from 
composition-dependent vibrational and rotational frequency shifts have to be included for a more 
accurate comparison. Both of these effects are absent from the current force field. However, the 
results are still reasonable.  
The self diffusion coefficient of both water and alcohol are displayed in Figure 2.5. The 
experimental trends were well reproduced, although the exact compositions corresponding to the 
low composition ones were overestimated. This is to be expected as the diffusion constant for 
pure SPC/E water is higher than experiment while the simulated value for alcohol was lower 
than experiment.  
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Figure 2.5 Alcohol (Dc) and water (Dw) translational self-diffusion constants (×10-9 m2s-1) as 
a function of alcohol mole fraction. a) ethanol b) n-propanol c) n-butanol d) i-propanol e) t-
butanol. The solid lines correspond to the experimental data, and the circles to the 
simulation data. The experimental data have been scaled (＜6%) using the pure solution 
values to correct for isotopic substitution effects. 
a)  
b)  
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c)  
d)  
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         e)  
Due to the low solubility of n-butanol and n-octanol in water, these two alcohols barely 
dissolve in water; therefore will lead to a phase separation. Knowledge about the structure of 
phase separation between two immiscible liquids turns out to be a good test case for the current 
force fields. It will be interesting to see if the newly developed force fields examine such 
phenomenon or not. To that purpose, we have carried out two simulations by employing our 
newly developed parameters. The initial system was set up by placing all molecules randomly in 
an elongated box of 60 x 60 x 94 Å for n-butanol (x= 0.25) and 60 x 60 x 120 Å for n-Octanol (x 
=0.1010). In the case of n-butanol/water 4239 water molecules were added to the simulation box 
with 1422 n-butanol molecules, and n-Octanol/water box include 810 alcohols and 7209 water 
molecules. For each system, initial configurations were equilibrated using NPT ensemble 
( pressure coupling were applied for only x and y directions) at a constant temperature of 298K. 
Total simulation times were 45-55 ns, and the final 50 ns were used for analysis. An interface 
starts forming while in equilibration and eventually leads to a phase separation for both cases. 
Even though, there are still some water molecules staying within butanol and octanol phase. A 
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Snapshots of n-butanol/water and n-octanol/water system after equilibration are shown in Figure 
2.6.  
 
Figure 2.6  a) Snapshot of representative configuration from n-butanol. b) Snapshot of 
representative configuration from n-octanol 
a)
 
b)
 
 
Figure 2.7  a) Center of mass density profile of n-butanol/water, as indicated: solid line : n-
butanol: dotted line: water  b) Oxygen density profile of n-butanol/water, as indicated: 
solid line : n-butanol: dotted line: water 
a)  b)  
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Figure 2.8  a) Center of mass density profile of n-octanol/water, as indicated: solid line : n-
octanol: dotted line: water  b) Oxygen density profile of n-octanol/water, as indicated: solid 
line : n-octanol: dotted line: water 
 
 
a)  b) 
 
 
Along with snapshots, in figure 2.7 and 2.8 we plot density profile as a function of z 
direction based on center of mass and hydroxyl oxygen.  From these profiles, n-octanol has 
formed more uniform and less “wet” alcohol phase than butanol does. This is due to the fact that 
n-octanol is less soluble than n-butanol, which is in agreement with experimental observations.   
 
2.7 Conclusions 
Simple nonpolarizable models for alcohols have been determined by attempting to 
reproduce the experimental KB integrals for a series of aqueous alcohol solutions. The 
experimental KB integrals are well reproduced. The bulk properties of a series of alcohol 
solutions have been studied by using radial distribution functions coupled with KB theory. The 
model quantitatively reproduces the thermodynamic properties of mixtures of water and alcohol 
for variety compositions. At higher mole fractions small deviations are observed which appear to 
relate to deviations in the enthalpy of mixing and partial molar enthalpies of alcohol and water. It 
is possible that these small deviations could be due to environmentally dependent polarization 
effects although this is difficult to determine. It is satisfying that our alcohol and water oxygen 
parameters are very similar as the electro negativities of carbon and hydrogen are very similar, 
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and that this results in the correct balance between solvation of alcohol by other alcohol 
molecules and solvation by water molecules as displayed by the KB integrals. One of the key 
criterior involved in a successful set of force field is transferability. Even a force field set can 
accurately reproduce the molecular behavior of a given system, transferability test on the more 
complicated systems and properties of interest is still very important. A force field with good 
transferability can dramatically reduce the computational cost and, therefore, improve the 
simplicity of parameter set. Here, we proposed a simple fix charge KB derived united atom 
model. The transferability has been tested for primary alcohols from methanol to n-octanol. 
Results show the same set of parameters reproduced a range of primary alcohols’ properties well. 
This confirms the transferable feature of proposed model. However, our goal here is to find the 
parameter set which can provide the best representation of the thermodynamic properties of 
solution mixtures, such as enthalpy of mixing and excess Gibbs free energy of the solution.38 As 
shown in Table 2.1, force field parameters have been modified for secondary and tertiary 
alcohols accordingly to accommodate for such goal.    
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CHAPTER 3 - Development and testing of protein backbone 
torsional potentials for the Kirkwood Buff derived force field of 
peptides and proteins 
Abstract:     
Recently, we have been developing a force field for biomolecular simulations of peptides and 
proteins (KBFF) designed to reproduce the experimental Kirkwood-Buff (KB) integrals observed 
in solution mixtures. This ensures a reasonable balance between solute-solute interactions and 
solute solvation – usually by water. Here, we describe the development and testing of the 
backbone torsion potentials, required for accurate modeling of the conformational preferences of 
amino acids, which are consistent with the corresponding KBFF nonbonded parameters. 
Molecular dynamics (MD) simulations were performed for dipeptides of glycine, alanine in 
solutions and several peptides. Comparisons with crystallographic data and quantum mechanics 
derived gas phase energy surfaces are also made. 
 
3. 1 Introduction 
The relationship between structure and protein function remains as a significant challenge 
in today’s theoretical study of biological macromolecules systems. In the past few decades, 
empirical force fields represent a powerful tool to obtain protein structure function relationship at 
the atomic level. Studies applying those tools, however, rely on the quality of the version of 
force field being used.  The implementation of classical force field-based simulations has made 
significant progress toward better representations of models of more complicated biological 
systems. The appropriate treatment of protein/peptide backbone turns out to be an important 
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factor to achieve the correct conformational distributions from molecular dynamics simulations. 
Several efforts have been made to improve the treatment of protein/peptide backbone.1-6 Feig et 
al.7-9 improved the backbone angles for CHARMM2210 with grid correction terms. Perez and 
coworkers,11 have corrected the α/β backbone ratio by using a refined version of AMBER99 
parameter set. A variety of scaling factors for protein backbone torsional energetics was 
introduced by Sorin et al1 in order to improve quality of different version of AMBER force fields. 
An improved two-dimensional adaptive umbrella sampling approach was introduced by Cao et al, 
12 to determine the free energy surface of simple models. More recently, the Arnautova group13 
has used different charge models (single- and multiple-) to reproduce QM calculated electrostatic 
potentials. Despite several improvements, the relationship between protein backbone φ/ψ 
dihedral angles and the energy related to conformational changes of protein backbone is still not 
yet fully understood.  Moreover, limitations in the treatment of different energy regions of 
protein backbone can cause misinterpretation of pathways of protein folding/unfolding. A typical 
approach in the development of protein φ/ψ parameters for the studies mentioned above was to 
fit the condensed phase dihedral parameters against high-level quantum mechanical methods 
(such as LMP2/cc-pVxZ/MP2/6-31G*), for small dipeptides in gas phase. The sources of the 
limitations of the existing protein backbone φ/ψ parameterization processes include using the 
solution phase particle charges to match up with gas phase charge distributions. More 
specifically, the question is that even if one can reproduce a gas phase φ /ψ map, to what degree 
are the φ /ψ preferences observed in the gas phase present under condensed phased protein 
conditions. Such limitations in the treatment of protein conformational backbone energy 
differences still remain. They will lead to systematic deviations in backbone φ/ψ angles in MD 
simulations of peptide models and in proteins.14 Moreover, limitations in the treatment of high-
energy regions of the protein backbone maps may cause misinterpretation of the pathway of 
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protein folding. To overcome these limitations, in our present work, the torsional parameters, 
together with those of side chains, were fitted against gas phase QM calculated energies. 
However, the charge set of the newly developed Kirkwood-Buff derived force field was scaled 
down to match up with gas phase values. Such a fitting method can overcome a possible source 
of overcompensation in existing force fields. Following gas phase parameter fitting, the 
Kirkwood-Buff  derived force field with additional torsional terms has been assessed both by 
energetic comparison against QM ( LMP2/cc-pVxZ/MP2/6-31G*) data and by classical MD 
simulation and replica exchange molecular dynamics simulations of short glycine, alanine, and 
proline dipeptides and several peptides. 
 
3.2 Background and theory 
 
3.2.1 Energy Functions of Kirkwood-Buff Derived Force Field  
The backbone potential energy function used in Kirkwood-Buff derived force field is 
given by Figure 3.1 
 
Figure 3.1 Protein Backbone Potential Function for KB Derived Force Field 
                                                                
 
 
In this work, we focus on finding parameters for torsional term. For the description of 
torsional energy term, kθ is the dihedral force constant (amplitude), n is dihedral periodicity, ϕ0 is 
a phase of the dihedral angle ϕ (which could be either φ or ψ for backbone dihedral terms). The  
  
)]cos(1[ 0φφφ −+= ∑ nkU
torsions
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fourier series for Udihedral is approximated using small number of terms. In our newly 
developed KB derived force field, our choice of a four term expansion is consistent with the 
GROMOS15,16 philosophy of using dihedral terms which can be physically rationalized and 
generate reasonable number of terms that need to be parameterized. In this case, there are only 
three parameters needed to be determined which are kθ, ϕ0, and n. 
 
            3.2.2 Optimization of gas-phase geometry 
            Kirkwood-Buff derived force field gas-phase geometry optimizations were run for every 
single φ/ψ combination that ab initio calculations had been carried out. The ab initio energy 
surface at LMP2/cc-pVxZ/MP2/6-31G* levels used in this study has a grid resolution of 15° 
which indicates a total of 624 runs are required. The torsional angles defining the energy surface  
to be fitted were fixed whereas no constraints were imposed for bonds. During calculations, the 
main dihedrals (CH3 –C-N-Cα and Cα-C-N-CH3) were all set to a fixed value of 180°. The 
energy minimizations were done with GROMACS program (v3.3.1).17,18 A conjugate gradient 
algorithm for energy minimization was applied and the convergence factor for the calculations was 
10-6 kJ/mol/nm. The objective of such process is to explore local and global energy minima 
thoroughly.   
 
            3.2.3 Scaling of 1-4 interactions 
            An accurate description of interactions in a molecule is a crucial element in today’s force 
field development work. 1-4 interactions affect the nobonded and torsional contributions to the 
total energy and therefore, should be treated correctly. Sorin and colleagues19 noted that scale 
factor for 1-4 interaction can change secondary structure propensity of force fields. Many 
existing parameter sets have used scale factors to scale down Lennard-Jones(LJ) nonbonded and 
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electrostatic interactions between 1-4 atoms. For example, 0.5 is a commonly used scale factor 
for LJ potentials. Coulomb interactions are also scale down by 2 in OPLS,20 by 1.2 in AMBER.21 
However, the scale factor must be handled carefully. As demonstrated by Smith and Karplus,22 
the inappropriate usage of scale factor may lead to artifact effects. Our motivation here is to 
obtain appropriate scale factor values to our potential model which has a positive impact on the 
accuracy of our force field. 
 
3.2.4 Torsion parameter development for peptides 
Traditionally, dipeptides are used as models for understanding protein backbone 
dynamics and to derive force field parameters. Here, blocked glycine and alanine dipeptides 
(Figure 3.2) are used as prototypes to determine torsional potential parameters for the phi and psi 
angles. 
Figure 3.2 Diagrams of (a) blocked glycine dipeptide (b) blocked alanine dipeptide 
a) 
 
b) 
 
72 
 
QM potential energy maps of dipeptides at the LMP2/cc-pVxZ/MP2/6-31G* levels were 
taken from literature.23 Initial attempts to obtain the parameters for four main-chain torsional 
potentials( C-N-Cα-C, N-Cα-C-N, C-N-Cα-Cβ, and N-C-Cα-Cβ) was attempted by fitting to a 
QM calculated energy profile. There are 624 points on this QM energy surface map with a grid 
resolution of 15° in each direction. We fit the dihedral parameters with the third Fourier terms (1 
fold, 2 fold, and 3 fold or total of 3 parameters for each dihedral angle). It is worth mentioning 
that the goal of fitting is to assure the energetic surface of gly and ala dipeptides are adequately 
represented. The idea of backbone parameters development is to find a single set of backbone 
dihedral φ(C-N-Cα-C) /ψ(N-Cα-C-N) for all amino acids. Comparisons between the QM and 
MD data were made to assure the accuracy of newly developed model. The unique nature of 
glycine (no β carbon) makes it a good candidate to determine φ/ψ parameters. For those 
nonglycine amino acids an additional set of φ /ψ parameters will be added to the glycine 
determined values (here defined as φb = C-N-Cα-C, ψb = N-C-Cα-Cβ). Therefore, for amino 
acids other than glycine the total torsional energy will be the summation of energies calculated 
for φ/ψ and φb/ψb.  Here, glycine dipeptide φ/ψ parameters were developed first, which are based 
on the best fit of QM gas phase map principle. Once the φ/ψ parameters are determined, they will 
be used in another round of fitting where φb/ψb parameters were found. Such procedure is carried 
out by fitting the parameters to the best reproduce QM energies for alanine dipeptide. The charge 
set of KB force fields were scaled down by thirty percent against condensed-phase values. Such 
fitting procedure can be a source of possible complement for existing discrepancy gas-phase 
fitting techniques.  
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Table 3.1 Dihedral Parameters: Dihedral Force constants (kθ), Phase shift of dihedral 
angle(ϕ0), and  Dihedral Periodicity(n) for Backbone Dihedral Angles 
Dihedrals kθ ϕ0 n 
             φ              0.772 0.0 1 
 2.700 0.0 2 
 2.439 0.0 3 
             ψ 5.359 0.0 1 
 -4.481 0.0 2 
 -0.551 0.0 3 
             φ’ -2.515 0.0 1 
 -1.104 0.0 2 
 -0.796 0.0 3 
             ψ’ 2.518 0.0 1 
 0.500 0.0 2 
 0.466 0.0 3 
 
              Our basic approach to protein backbone force field development is to find a set of 
parameters which best reproduce QM energies for dipeptides. To achieve this goal we have 
focused on fine tuning force constants (kθ), phase shift (ϕ0), and periodicity(n) term. Other 
researchers have also explored similar ideas.12,20,24-26 The major improvement of present gas-
phase fitting approach is the usage of gas-phase charge distributions instead of solution values.  
Briefly, a scale factor of 0.7 for solution charges was used for all fittings. Such an effect can 
partially mimic the gas-phase electrostatics. Due to the complexity of parameterization, a large 
number of test cases were carried out. Over 100 sets of kθ, ϕ0, and n values were tested. Tables 
3.1 shows the final parameters used in our study.  
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3.3 Simulation details 
  All molecular dynamics simulations/energy minimizations were performed for dipeptides 
and test cases, together with the SPC/E water model,27 as implemented in the GROMACS 
program (v3.3.1).17, 28 The water geometry was constrained using SETTLE.29 A twin range cut-
off of 1.5 nm/1.5 nm was employed with a nonbonded pair list update of every 10 steps. Long 
range electrostatic interactions were evaluated using the PME approach.30 Dipeptides were 
blocked with N-methylamide at C terminus and with an acetyl group at N terminus. The startup 
structure for dipeptide simulations were fully extended backbone dihedrals near (φ = -180, ψ = 
180). The dipeptides were solvated by SPC/E water in cubic box with size 35Å x 35Å x 35Å. 
Before the production run, a 5 ns equilibration run was carried out, followed by a 50 ns NPT MD 
run to generate trajectories for the purpose of analysis. During the simulation, bond length was 
constrained by using SHAKE algorithm.31 The temperature coupling is monitored by velocity 
rescale method.32 Scale factors of 0.1 and 0.75, were applied to Lennard-Jones nonbonded and 
electrostatics interactions, respectively. Non-bonded interactions between atoms that are no 
further than 3 bonds away are excluded. 
Replica exchange molecular dynamics (REMD),33,34 involves simulating multiple 
replicas of the same system at different temperatures and randomly exchanging the complete 
state of two replicas at regular intervals with the probability. For the case alanine dipeptide 
solution simulation, we used fourteen replicas from 300K to 382K with exchange at 1ps intervals. 
Exchange probability for neighboring replicas is 0.3. 
 
3.4 Result and discussion 
The flexibility of polypeptide backbone conformations reflects different secondary 
structure. Alanine and glycine dipeptides can serve as prototype models for protein backbone 
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parameterization in protein fields. For nonglycine and nonproline residues the well-known 
Ramachandran plot35 of ψ versus ϕ identifies two major minima: αR (φ = -60, ψ = -50) in the R 
basin and PPII/C5 (φ = -60 to -170, ψ = 120 - 170) in the β basin (see Figure 3.3), which 
corresponds to R-helical and extended β -strand/-sheet secondary structures when repeated over 
multiple amino acid residues. Secondary minima with higher relative free energies at αL (φ = 50, 
ψ = 50) and C7ax (φ = 50, ψ = -130) are relevant in the formation of turns and loops.23 
 
Figure 3.3 Schematics overview of major conformational basins sampled by ϕ/ψ backbone 
angles in nonglycine, nonproline peptide residues. 
 
 
3.4.1 Dipeptide gas-Phase Simulations. 
The full Glycine dipeptide map obtained using MD simulation s is presented in Figure 
3.4, along with QM calculated gas phase map. As expected, all of the surfaces are similar. 
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Figure 3.4 QM calculated glycine dipeptide phi, psi energy (kJ/mol) map vs Fitted glycine 
dipeptide phi, psi energy map 
  
  
Comparison of the gas phase energy surface of alanine dipeptide is shown in Figure 3.5. 
The highest MD simulated energy is relative lower than QM values; however, it is subtle and 
irrelevant.  Since protein backbone conformation only related with lower energy region on the 
map. 
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Figure 3.5 QM calculated Ala dipeptide gas phase phi, psi energy (kJ/mol) map vs Ala 
dipeptide phi, psi map with fitted dihedral energy terms  
  
 
 
Potential energy surfaces for proline dipeptide are compared in Figure 3.6. Due to the 
distinctive cyclic structure of proline's side chain, only the range of locks its φ from -180° to 0° 
were calculated. Only one single minimum is observed on the energy surface map, 
corresponding to the region (φ = -75°, ψ = 50°).  The overall features of QM maps are 
reproduced well by molecular dynamics gas-phase simulations.  It appears that the extended 
minimum regions towards 0 φ value are slightly unfavorable. Moreover, the global minimum 
around (φ = -75°, ψ = 50°) is a bit too favorable.  
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Figure 3.6 QM calculated Proline dipeptide gas phase phi, psi energy (kJ/mol) map vs 
Proline dipeptide phi, psi map with fitted dihedral energy terms  
  
 
3.4.2 ϕ/ψ Sampling in Dipeptide versus PDB Structures. 
The torsional (ϕ/ψ) backbone distribution was analyzed from MD simulations in explicit 
water and compared to the distributions from PDB structures. Results for alanine and glycine in  
ϕ/ψ sampling are shown in Figure 3.6-3.7. The PDB ϕ/ψ distribution has been reproduced very 
well, especially in those regions corresponding to lower-energy states. Detailed comparison 
shows the subtle variations are also reproduced well. In alanine, α region is more extended the 
C7 transition region in between α and β is slightly lower than PDB, the αR helical basin is 
relative favorable, and αL conformation is more pronounced.  
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Figure 3.7 a) Alanine dipeptide phi, psi distributions from PDB crystal structures b) 
alanine dipeptide phi, psi distributions from REMD run by using KB derived force field 
 
  
a) b) 
 
In glycine, the agreement between from PDB and from the simulations is also good. 
Every basin regions have been reproduced in our solution simulations, except the preference for 
( ϕ = -85, ψ = 0 ) and for ( ϕ = 85, ψ = 0 ). Those two minima regions is less extended. The 
preference for the minima region around ( ϕ = -150, ψ = 180 ) and ( ϕ = -150, ψ = -180 ) were 
also less pronounced. 
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Figure 3.8 Glycine dipeptide phi, psi distributions from a) PDB crystal structures vs b) 
Glycine dipeptide phi, psi distributions from MD simulations 
  
a)      b) 
 
          3.4.3 Protein simulations 
 The ultimate goal of current parameterization work is to obtain proper balance of protein 
secondary structure preferences. Hereby, we have selected a range of peptides and mini-proteins 
which can be divided into three groups: α helices, β sheets, and loops, respectively. The 
conformational changes during the protein simulations were compared to experimental structures 
to trace the degree of realism in the simulations. Averages of final root-mean-square deviation 
(rmsd) over the entire trajectory during the simulation are reported in Table 3.1. Simulation 
conditions are set to be the same as under which experimental measurements were took place. 
Six out of nine rmsd averages from the crystal structure is less than 1 Å and other two are 
between 1 and 2 Å. For the case of mini protein (2JOF), the deviation is bigger, due to the large 
fluctuations of residues 8-16 which consist mostly of loop region. 
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Table 3.2 Root Mean Square Deviations from Experimental Structures 
in Protein Simulations 
Systems (PDB ID) Type     Length      Avg. Cα rmsd [Å] Temperature MD runs 
Trp-cage(1L2Y) α/coil 20            N/A 282K 60ns 
Trpzip2(1LE1) β(90%) 12            1.10(0.20) 288k 100ns 
Mini Protein 
(2JOF) α/coil 20            1.65(0.32) 280K 60ns 
GB1P(3GB1) β(30-80%) 16            0.30(0.10) 298K 100ns 
AAQAA α(50%) 15            0.70(0.15) 277K 100ns 
AAQAA(incorrect) α(50%) 15            0.50(0.10) 277K 100ns 
AAQAA(PI) α(50%) 15            0.45(0.10) 277K 10ns 
AAQAA(310) α(50%) 15            0.55(0.10) 277K 10ns 
Glu-Lys(14A1) α(80%) 17            0.90(0.10) 273K 20ns 
      
 
Experimental measurements predict that (AAQAA)3 has approximately a 50% helical36 
structure. In figure 3.8, we present the result of our simulations using our KBFF with newly 
developed torsional terms after 100 ns run compared with  (AAQAA)3 in 100% helical structure. 
Several folding and unfolding structures have been observed through the whole simulation time. 
During the course of simulation our simulated structures have consistently lower helicity values, 
which is in a reasonable agreement with experimental observations (~50%).  
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Figure 3.9 A representative simulated structure of (AAQAA)3 compared  
with ideal helical (AAQAA)3 
 
 
 
             Ideal helix          Simulated structure after 100 ns MD run 
Beta hairpins are the simplest structure motif involving two beta strands which look like a 
hairpin. The strong propensity toward sheet structure and unique turn sequence make it a good 
test case for sampling β form. Here we chose two different hairpins Trpzip2 and GB1P, which 
have β ratio of 90%37 and 30-80%,38 respectively. Figure 3.9 and 3.10 represent the 
representative folded hairpin structures of Trpzip2 and GB1p. The folded structures were built 
from NMR structure data of the G B1 domain with a PDB bank ID 3gb1. The computed Cα main 
chain RMSD value for Trpzip2 and GB1P are 1.10 and 0.30 compared with NMR structures. 
This demonstrates that both Trpzip2 and GB1P are stable with native secondary structures. 
Therefore we showed the ability of our new KB derived force field in producing correct folded 
native conformations.  
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Figure 3.10 A representative simulated structures of Trpzip2(PDB ID: 1LE1) 
 
   
       NMR structure of Trpzip2 
 
 Simulated Trpzip2 structures 
for every 10th ns over 60 ns MD 
run 
The 1st simulated Tripzip2 
structure  vs  the last simulated 
Trpzip2 structure 
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Figure 3.11 A representative simulated structures of GB1P(PDB ID: 3GB1) 
 
 
 
                   NMR structure of GB1P  Simulated GB1P structure after 60 ns MD run 
 
    To test the ability of predicting preference of helical secondary structure, we selected the 
peptide designed by Marqusee and Baldwin. This peptide (PDB ID: 14A1) has three 
glutamic/lysine residue pairs and is 17 amino acids long. Marqusee demonstrated 14A1 is over 
80% helical at 273K, due the stabilization by Glu- ∙∙∙ Lys+ salt bridges. As shown in Figure 3.11 
the simulated structure after 20 ns MD run was compared with ideal helical of the same peptide. 
Over the course of simulation, the peptide keeps low structural deviation from the ideal helix 
with small RMSD value of 0.90. The strong interactions between Glu- and Lys+ were mimicked 
in the right manner.  
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Figure 3.12 A representative simulated structures of Glu-Lys peptide 
 
 
   1st simulation structure (ideal helix) The last simulated Glu-Lys peptide 
structure 
 
 
All our test case protein simulation runs were under 100 ns. As reported elsewhere,39 
even simulations up to a microsecond do not completely sample the conformation space 
accessible during formation of alpha helices and beta sheet. Such limitation of length scale for 
each simulation may not provide adequate information of sampling of α versus β conformations. 
However, it is more meaningful to sample relative conformations related to a given basin. Such 
an approach is expected to be more meaningful since for a given protein system as the 
conformational changes can be studied thoroughly without any other sources of disruptions. 
 
3.5 Conclusions 
Motivated by limitations in common classical molecular force field in reproducing 
structure properties in both QM and experimental measurements we have continuously worked 
on developing an accurate nonpolarizable force field with better protein backbone representation. 
Limitations of other methods largely come from the difference between gas phase particle 
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charges and condensed phase charges and high propensities towards α helices. As pointed out 
elsewhere14 when traditional fitting techniques are performed, accurate treatment of condensed 
phase ϕ, ψ distributions in both α and β regions is difficult to achieve, therefore require 
additional adjustments. It is obvious that current potential functions in use can hardly treat the 
gas and condensed phases with high accuracy simultaneously.  Here, we have shown that the use 
of QM-based energy surface for developing backbone parameters can provide improved 
agreement with experimental structure distributions. 
To overcome such a known limitation protein backbone charges were tuned/scaled 
against gas phase data prior to parameterization. Torsional preferences of proteins and dipeptides 
simulations were then compared with experimental measured structures. In the present work it 
was shown that the use of a high level QM-based energy surface together with scaled condensed 
phased charges improved the quality of previously developed Kirkwood-Buff force field. The 
results shown here also in good agreement with φ/ψ angle distributions found in PDB structures.  
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CHAPTER 4 - Surface tension of common water model: a                          
simulation study water 
The Journal of Chemical Physics 2007, 126, 221101  
Abstract 
Initial simulated values of the surface tension for the SPC/E water model have indicated 
excellent agreement with experiment. More recently, differing values have been obtained which 
are significantly lower than previous estimates. Here, we attempt to explain the differences 
between the previous studies and show that a variety of simulation conditions can affect the final 
surface tension values. Consistent values for the surface tensions of six common fixed charge 
water models (TIP3P, SPC, SPC/E, TIP4P, TIP5P, and TIP6P) are then determined for four 
temperatures between 275 and 350 K. The SPC/E and TIP6P models provide the best agreement 
with experiment. 
 
4.1 Introduction 
Surface tension is an important property of water which has significant implications for 
the behavior of water at a variety of interfaces. The ability of computer simulations to reproduce 
this interfacial water behavior depends on the quality of the water model. Hence, several studies 
have been performed to determine the surface tension of different water models. Initially, the 
simulated surface tension values varied quite widely,1-4 presumably due to the different 
accuracies of the various water models and the slow convergence properties of the computed 
surface tension.5 More recently, consistent values of the surface tension of the SPC/E water 
model6 have appeared which indicate excellent agreement with experiment.7-9 This is somewhat 
surprising as most water models are developed to reproduce bulk water properties and one would 
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therefore expect some errors for interfacial systems. Here, we present evidence that several of the 
previous simulated values of the surface tension of SPC/E water have overestimated, for a 
variety of reasons, the true value by a significant degree (15%).  Three studies of the surface 
tension of SPC/E water have been presented that appear to be in good agreement with both the 
experimental data and each other. Alejandre et al., Shi et al., and Lu and Wei determined values 
of 66 mN/m (328 K),10 (72 mN/m) (302 K),11 and 70 mN/m (300 K),9 which compare well to the 
experimental values of 67.1, 71.3, and 71.6 mN/m,12 respectively. Several of the studies also 
emphasized the need to include long range dispersion interactions in determining the pressure 
tensor and to include additional k vectors in the reciprocal space calculation for rectangular 
systems.10,11 More recently, lower values have appearing in the literature, and thereby determine 
a consistent value for the surface tension of the SPC/E water model. Having obtained consistent 
values for the surface tension of SPC/E water at 300 K, we then determined the surface tensions 
of six common fixed charge water models (TIP3P,13 SPC,14 SPC/E,15 TIP4P,16 TIP5P,17 and 
TIP6P18) at four different temperatures of 275, 300, 325, and 350 K. The surface tensions of the 
SPC, TIP5P, and TIP6P models have not been determined previously as a function of 
temperature, while the results for the SPC/E model are found to be different from current 
literature values been observed by Wemhoff and Carey,19 although a reason for the disagreement 
with earlier values was not provided. In addition, Ismail et al. have quoted a significantly lower 
value of 55.4 mN/m for SPC/E water at 300 K.20 Our own studies using the SPC/E water model 
have also consistently underestimated the surface tension in comparison to both the experimental 
data and previous studies. Hence, our aim here is to explain the reasons for some of the different 
values appearing in the literature, and thereby determine a consistent value for the surface 
tension of the SPC/E water model.  
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4.2  Methods 
 
Figure 4.1 rectangular parallelepiped cell with a liquid slab in the middle and vapor in 
each side of cell.  Lz = 120 A for N = 512. The z axis is perpendicular to the interface. 
 
The initial configuration consists of a rectangular parallelepiped with the molecules 
located in its center, as shown in Fig. 1. The simulation box has a volume V=Lx Ly Lz . The sides 
are of length, Lx= Ly =19.7 Å, Lz=100 Å The molecules are arranged in two replicated cubic 
boxes along the z direction. All simulations were performed with the GROMACS program 
v3.2.1 in single precision.21,22 The system involved a slab of 512 water molecules in a constant 
volume box of 1.97 x 1.97 x 10.0 nm3 coupled to a temperature bath using a Berendsen 
thermostat.23 Each system was equilibrated for 1 ns and then simulated for an additional 3–5 ns 
during which the initial surface tension values were determined from the diagonal elements of 
the pressure tensor according to the relationship,  γ0= 1/2Lz[Pzz− ½(Pxx+Pyy)], where Lz is the 
box length in the z direction and Pαα is the αα component of the pressure tensor.24 Electrostatic 
energies were determined using the particle mesh Ewald (PME) approach25 with a convergence 
parameter of 3.1 nm−1, a real space LJ and Coulomb cutoff of 0.98 nm, a grid resolution of 0.12 
nm, and tinfoil boundary conditions.26 The time step was 2 fs and SETTLE was used to constrain 
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the water geometry.27 The long range dispersion correction (γd) was included in the calculated 
values,28 giv in g a fin al su rface ten sio n  o f  γ = γo+ γd. The dispersion correction term varied 
slightly between water models. The average correction was γd =4.4 mN/m and displayed a small 
decrease with increasing T. 
 
4.3 Results 
Before determining the surface tensions of the different models as a function of 
temperature, it is necessary to investigate the effects of various numerical approximations made 
during the current and previous simulations. To do so we will focus on the SPC/E model at 300K 
and quote all surface tension values before the long range dispersion correction (γo) and after at 
least 5 ns of simulation time. The PME result for γo is 56.7 mN/m. Estimated standard deviations 
for the current simulations were 1-2 mN/m, but fluctuations as large as 8 mN/m were observed 
between 1 ns subaverages. The same results were obtained for the SPC/E model using the double 
precision version of Gromacs. 
Alejandre et al. provided a thorough analysis of surface tension calculations from 
computer simulations using Ewald sums and emphasized the need to include additional lattice 
vectors in the reciprocal space sum to account for the increased box dimensions in the extended 
(formally nonperiodic) z direction.7 In particular, it is important to maintain a fixed ratio of the 
maximum number of lattice vectors to box length (|nα,max|/Lα) in all three directions, especially 
at high temperatures. However, the systems simulated here have used the PME approach. This 
solves the reciprocal space sum using 3D FFT routines and interpolation using a 3D grid. Our 
calculations were insensitive to the grid resolution (between 0.08 and 0.16 nm) as long as the 
same grid resolution was maintained in each direction. 
96 
 
In an effort to establish a consistent surface tension for SPC/E water we have 
reinvestigated the effect of using different numbers of lattice vectors (nx, ny, nz) for the reciprocal 
space sum by determining the molecular virial, with the electrostatic contribution given by 
Equation A10 from Reference (7), using 50000 configurations spanning 5 ns obtained from the 
PME based simulations. In all calculations |nx,max| = |ny,max| = 5, while |nz,max| was varied from 5 
to 30. We note that the effect of increasing the number of lattice vectors had a negligible effect 
on the system energy. This is the same approach as presented by Alejandre et al7, but performed 
at a different temperature and expanded to include averaging over multiple configurations. The 
resulting surface tensions are displayed in Figure 4.1. It is clear from Figure 4.2 that one requires 
values of |nz,max| ≥ 25 in order to obtain reliable surface tension values even at 300K. 
Furthermore, the limiting value now agrees with the atomic virial based PME results from the 
Gromacs programme within the statistical error. The difference in values can be traced to the 
contribution of Pzz which decreased as the number of lattice vectors in the z direction was 
increased. Unfortunately, although Alejandre et al. recognized this issue and increased the 
number of lattice vectors in the z direction accordingly, they only included a relatively limited 
number of additional lattice vectors (|nz,max| = 10) in their calculations at low temperatures. The 
effect of using a limited number of lattice vectors is to overestimate the surface tension. This 
issue has also been raised by Ismail et al. using an argument based on the Particle-Particle 
Particle-Mesh (PPPM) mesh size.5 The recent study of Wemhoff and Carey maintained the 
appropriate ratio of lattice vectors.19 They observed lower values of the surface tension for 
SPC/E water, which is in agreement with the present results. 
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Figure 4.2. The simulated surface tension (γo) for SPC/E water at 300K as a function of the 
maximum number of lattice vectors in the z direction. The dashed line is the PME result of 
56.7 mN/m. The data refer to a system of 512 waters in a box 1.97x1.97x10.0 nm using 
|nx,max| = |ny,max| = 5 and no long range dispersion correction. The real space 
contribution (electrostatic plus Lennard-Jones) is 52.3 mN/m 
 
A second approximation which can affect the simulated surface tension values involves 
the use of the PPPM method for determining the electrostatic interactions during the simulation, 
followed by the use of the Ewald based virial expression to obtain the electrostatic contribution 
to the components of the pressure tensor.8 This approach is often adopted as the calculation of 
the pressure using PPPM electrostatics is nontrivial and computationally inefficient.25 We 
performed an equivalent simulation with the PPPM approach using a 40x40x200 mesh. Analysis 
of the resulting trajectory using the Ewald virial equation provided a surface tension of 
65.3mN/m. This is significantly higher than the PME based result of 56.7 mN/m. Hence, either 
the PME and PPPM methods produce different results, and/or one has to be consistent when 
determining the pressure tensor. Evidence for the former comes from the fact that the bulk liquid 
densities obtained from the two simulations are somewhat different. We find a liquid phase 
density of 0.987 g/cm3 for the PME approach compared to a value of 1.017 g/cm3 for PPPM. 
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Evidence for the latter comes from the recent study of Ismail et al. where their PPPM results for 
several water models (TIP3P, TIP4P) are in good agreement with our PME results (see below).5  
In many simulations it is common to use SHAKE31 to constrain the water molecule 
geometry. However, the SHAKE algorithm involves an iterative procedure to satisfy the 
constraint equations to within a predetermined tolerance. Our simulations used Settle,27 an 
analytical version of SHAKE developed for simple water models, which solves the constraint 
equations exactly. Simulations performed using SHAKE and a relative tolerance of either 10-4 or 
10-5 resulted in surface tensions of 61 and 59 mN/m, respectively, after 5 ns of simulation. Only 
after a further 5 ns of simulation did the average surface tension decrease to a result consistent 
with the value obtained using Settle. Hence, to obtain precise values using SHAKE it appears 
that one requires significantly longer simulations than have been used previously. This probably 
reflects the large contribution of the constraint forces to the virial, which can only be 
approximated by the usual implementation of SHAKE, and therefore provides an additional 
source of noise. The same conclusion was obtained after analysis of the corresponding trajectory 
using the molecular based virial. 
The use of 3D Ewald sums for slab geometries has been investigated by several authors 
and found to incorrectly reproduce the characteristics of the nonperiodic dimension even when 
using a relatively large vacuum regions.33 A simple correction for this problem has been 
suggested by Yeh and Berkowitz.33 To our knowledge, the effect of this correction on the surface 
tension values of water models has not been studied. A simulation performed using the above 
correction results in an initial surface tension of 56.3 mN/m. This suggests that the error arising 
from the use of a 3D Ewald summation with tinfoil boundary conditions for slab geometries does 
not significantly affect the simulated surface tension values of pure water. 
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4.4  Conclusions 
In summary, conflicting values of the surface tension of SPC/E water have been 
observed most of which can be traced to a variety of numerical issues. Previous studies have 
either used too few lattice vectors in the z direction,7,9 or combined the PPPM and PME 
methodologies,8 or used SHAKE with a relatively short simulation time.7-10 Consequently, our 
final value of 61.1 mN/m for the SPC/E model at 300K is lower than most previous estimates.    
7-9 It is, however, still higher than the value of 55.4 mN/m recently determined by Ismail et al. 
using the PPPM approach.5 Interestingly, their corresponding values for the TIP3P and TIP4P 
models are in excellent agreement with the results obtained here (see below). It is currently 
unclear why the data differ for just the SPC/E model. Our new value for the SPC/E model at 300 
K is also in good agreement with a recently quoted value of 62 mN/m.29 Finally, we also 
examined the possibility of system size effects by simulating a larger system containing 4340 
waters in a box with dimensions of 4 x 4 x12 nm.3 The value for the surface tension was 62.1 
mN/m and in very good agreement with the smaller system size result. Therefore, system size 
effects seem to be negligible.10 
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TABLE 4.1. Simulated surface tensions (γ in mN/m) of various water models as a function 
of temperature. Experimental data were taken from Ref(12) and can be represented by the 
equation γ(T)= 94.74+1.87*10−3T−2.63*10−4T2 between 273 and 373 K. Typical estimated 
errors in the simulated values were 1–2 mN/m. 
 
Model 275 K 300K 325K 350K 
TIP3P 54.0 49.5 44.5 41.7 
SPC 59.7 53.4 49.0 45.5 
SPC/E 64.5 61.3 58.0 52.7 
TIP4P 61.0 54.7 50.8 46.7 
TIP5P 57.1 52.3 46.1 42.4 
TIP6P 64.8 61.8 55.4 52.8 
Expt 75.4 71.6 67.6 63.2 
 
In the present study consistent surface tension values were obtained for the PME based 
electrostatic energy, the Settle algorithm for constraints, and long 2-5 ns simulations. Using this 
approach the calculated surface tensions of six different water models at four different 
temperatures were determined and are presented in Table 4.1. The SPC/E and TIP6P models 
provide the best agreement with experiment at all temperatures. In addition, it is satisfying that 
our surface tension value for TIP4P at 300K is in agreement with the limiting value obtained by 
Zakharov et al. 30 for water droplets. which was determined using rigid water molecules and the 
standard Coulomb potential with no truncation or periodicity effects. The revised value of the 
surface tension of SPC/E water, while displaying the best agreement with experiment of the 
simple water models, still underestimates the experimental values by 15%. In our opinion this is 
to be expected as the SPC/E model was: i) developed for bulk water properties;6 ii) is 
nonpolarizable;31 and iii) overestimates the diffusion constant of water thereby suggesting 
insufficient hydrogen bonding even in bulk solution.32 Nevertheless, these computationally 
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efficient water models are consistently used in simulations of interfacial systems and it is 
therefore important to know the appropriate surface tension values. 
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CHAPTER 5 - Theory and Computer Simulation of Solute Effects 
on the Surface Tension of Liquids 
The Journal of Physical Chemistry B 2008, 112, 8975–8984 
Abstract 
A complete description of the thermodynamics of planar mixed solute-solvent interfaces suitable 
for the analysis of computer simulation data is provided. The approach uses surface probability 
distributions to characterize the interface regions, coupled with radial distribution functions and 
the Kirkwood-Buff theory of solutions to characterize the bulk solution properties. The approach 
is then used to understand the relationship between changes in the surface tension, the degree of 
surface adsorption or depletion, and the bulk solution properties of several aqueous solute 
systems. Here we will, provide examples of a surface excluded solutes, such as NaCl, GdmCL, 
and urea.  Aqueous methanol, solutions will be investigated as example of a surface adsorbed 
solute. The numerical results support the theoretical relationships described here and provide a 
consistent picture of the thermodynamics of solution interfaces involving any number of 
components which can be applied to a wide variety of systems. 
 
5.1 Introduction 
The distribution of solutes at the solution/vapor interface has important consequences in 
chemistry and chemical engineering. Consequently, a variety of experimental and theoretical 
approaches have been used to help understand surface adsorption or exclusion.1–5 It is well 
established that an increase in the surface tension of a solution due to the addition of a solute 
indicates exclusion of that solute from the interface region, and vice versa.6 However, atomic 
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level detail concerning the surface distributions has been more difficult to achieve. In principle, 
molecular simulations can provide such detail. Simulations require an accurate force field and an 
adequate degree of sampling of the property of interest if the results are to be interpreted with 
any confidence. Recently, a wealth of information has been provided by simulations of solutes at 
the water vapor (or vacuum) interface.7–18 We will not discuss all the results here as they have 
been summarized in several recent reviews.19–22 The main issues arising from a simulation 
perspective are the observed dependence of the surface structure on the force field used,8,14 and 
the long times required to obtain precise values for the surface tension and surface structure 
probability distributions.8,23 In particular, the use of polarizable force fields has generally 
indicated an increased probability for the location of larger, more polarizable, anions at the 
surface.8 However, the surface adsorption must be accompanied by a sub surface depletion in 
order for the Gibbs adsorption equation to be obeyed.15,19 Unfortunately, it has been difficult to 
fully quantify such structural and thermodynamic changes so that they may be compared with 
experimental data on surface adsorption. This is a major focus of the current study. 
 
5.2 Background and Theory 
 
5.2.1 Thermodynamics of Surfaces.  
The general theory of surface adsorption has been established for over a century. 
However, the analysis of computer simulation data on surface adsorption is rather new. We will 
briefly derive the Gibbs adsorption to the Kirkwood-Buff (KB) theory of solutions, which we 
will utilize later. KB theory has been used previously to analyze experimental surface adsorption 
data,24 albeit in a slightly different form. To our knowledge it has not been used to analyze 
simulation data on the thermodynamics of surface tension changes due to additives. Throughout 
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this article we shall refer to a mixture of a solvent (1), usually water, and any number of 
additional solutes (2, 3, 4, etc.). Consider the planar surface region of a solution in contact with a 
vacuum or vapor region containing a negligible number of molecules on one side and bulk 
solution on the other. The surface lies in the xy plane and is perpendicular to the z axis. The 
Gibbs-Duhem equations for the surface and the bulk regions at constant T and P are given by 
0332211 =++++ µµµγ dNdNdNAd    surface            (5.1a) 
0332211 =+++ µµµ dndndn     bulk            (5.1b) 
respectively. Here, A is the surface area of the interface, γ is the surface tension, and μi is the 
chemical potential of species i. The Ni values represent the number of solvent and solute 
molecules in the interface region, while the ni values represent the corresponding number in the 
bulk solution. At equilibrium, the chemical potentials of each species are the same in the surface 
and bulk regions. The number of molecules in the surface region differs from that in the bulk due 
to the perturbing effect of the interface which requires a redistribution of solution components in 
order to maintain equilibrium with the bulk solution. One can use the bulk equation to eliminate 
the solvent chemical potential change (dμ1) from the surface equation to give 
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or, 
−Γ−Γ−= 31,321,2 µµγ ddd                   (5.3) 
where Γi,1 is the usual Gibbs excess surface adsorption (per unit surface area) of each solute i 
relative to the solvent (1). Taking derivatives of Equation 5.3 one finds, 
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which is the same result that has been derived previously.6,25  
An expression for Ni can be obtained from the (one dimensional) surface probability 
distribution functions gi(z),  
∫=
Z
iii dzzgAN 0 )(ρ                                                                                       (5.5)                                         
where ρi = ni/V is the corresponding bulk number density (or molar concentration) of species i. 
The distance Z defines the extent of the surface region from some (arbitrary) origin in the 
vacuum or vapor phase. Beyond Z, the solute and solvent distributions are the same as that in the 
bulk solution. The excess surface adsorption of solute i per unit surface area is then given by, 
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and the integration limit can be formally extended to Z = ∞, i.e. one does not nee d to know the 
extent of the surface region. The change in surface tension and the excess adsorption of a species 
(as defined by Equation 5.6) can be obtained relatively easily from computer simulations.26,27 
Even so, we note that no such integration has been performed in recent simulation studies.8,10,20,28 
The integral (Ii,1) over the surface probability distributions can be viewed as a measure of the 
surface structure. The derivatives on the r.h.s. of Equation 5.4 are seemingly more difficult to 
obtain and have not traditionally been used to analyze computer simulation data on surface 
adsorption. However, we note that they are properties of the bulk solution. 
 
5.2.2 The Kirkwood-Buff Theory of Solutions 
A central aspect of the current approach involves the application of Kirkwood-Buff (KB) 
theory to relate the simulation data obtained for bulk solution properties to the corresponding 
activity derivatives.29,30 Previous studies have used KB theory to investigate a variety of 
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experimental and theoretical solvation effects.31-33 It is an exact theory of solutions. In particular, 
it is important to emphasize that KB theory does not involve any approximations or limitations 
concerning the size or character of the molecules to which it can be applied.32 The theory relates 
several properties of solution mixtures (containing any number of components) to KB integrals 
which are defined by,29  
∫∫ −≈−==
∞ R NPT
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ijjiij drrrgdrrrgGG 0
2
0
2 ]1)([4]1)([4 ππ µ              (5.7) 
where gij(r) is the radial distribution function (rdf) in the grand canonical  (:VT) ensemble 
between species i and j as a function of their intermolecular separation r. The negligible 
approximation in Equation 5.7 is used to enable the determination of KB integrals in closed 
(NPT) systems,26,29,30 as this is the more typical system to be studied. In this case, the integral is 
truncated at a distance R beyond which the rdfs are essentially unity. KB integrals can be 
obtained from experimental data (densities, compressibilities and activities) on solution 
mixtures,25 or directly from computer simulations.28,31,32 In principle, expressions for the required 
chemical potential derivatives can be obtained for any number of solute components.24,26 In 
practice, the expressions become rather cumbersome as the number of components increases and 
so we will focus on the expressions provided for a binary system of a single solute (2) in a 
solvent (1). Expressions for ternary systems are available.27,33,34. 
One property of solutions that will prove particularly useful during the present discussion 
is the change in solute activity (a2) with solute concentration in a binary solution as defined by, 
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wh ere β = 1 /RT,  an d R is th e gas constant. To enable the transformation between different 
concentration scales we will also require the KB expression for the partial molar volume (pmv) 
of the solvent,24 
22
12222
1
1)(1
a
GGV
ηη
ρ
=
−+
=                 (5.9) 
where η = ρ1 + ρ2 + ρ1 ρ2 ΔG12 and ΔG12 = G11 + G22 – 2 G12. All the integrals in Equations 5.8 
and 9 can be obtained from simulations performed at the appropriate bulk solution compositions. 
The application of KB theory to neutral salt solutions is somewhat more involved.35 We 
will use the indistinguishable ion approach where the solute number density in Equations 5.8 and 
5.9 refers to the total ion concentration, and the KB integrals are determined by ignoring the 
identity of the individual ions.32,35 The consequences of this approach for determining the surface 
excess or deficit of salts, as provided by Equation 5.6, will be discussed later. Hence, we shall 
distinguish between the normal molar (or molal) salt concentration (cs or ms), and the total ion 
concentration (ρ2 = n± cs or m2 = n± ms) for a salt that releases a total of n± = n+ + n- ions in 
solution. Therefore, we also have dμs = n±dμ2, dlncs = dlnρ2, and dlna2 = dln(y2ρ2) = dln(y±cs). 
More details can be found in the literature.32,36,37. 
 
5.2.3 Combined Approach for Binary Systems 
Here we combine the usual surface adsorption approach with the results provided by the 
KB theory of solutions to provide a consistent picture of the thermodynamics of surfaces in 
terms of distribution functions in binary systems – all of which can be obtained from computer 
simulations. The surface probability distribution functions are normalized by reference to the 
corresponding bulk distribution. Therefore, one can express the change in surface tension with 
solute concentration as, 
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where a22 is determined for the corresponding bulk solution, and is usually positive for real 
solutions (see later). We have used a22 rather than ∂μ 2/∂ρ2 as this removes the inherent 
singularity in the latter at low solute concentrations. Hence, if the change in surface tension is 
proportional to the solute concentration, as observed for most salts,38 then the changes in the 
surface distribution of solute and solvent molecules mirrors the changes in a22. Equation 5.10 is 
exact and all contributions can be obtained from computer simulations. Therefore, an accurate 
simulated value of a22 will be important for a correct description of surface adsorption. 
Unfortunately, many common force fields we have tested do not (a priori) reproduce the 
experimental KB integrals and a22 values for binary solutions.39-43 We note that Equation 5.10 is 
directly analogous to equations derived for the treatment of solute effects on peptides and 
proteins.32,44,45 
In many cases it is more convenient to express the surface tension changes using other 
solute concentration scales. To achieve this one can use the following standard thermodynamic 
transformations between the molar and molal (m), or mole fraction (x), concentrations in binary 
solutions, 
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where 1φ  is the volume fraction of the solvent, and ρ = ρ1 + ρ2 is the total number density. 
Consequently, we have the expression, 
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for the mole fraction derivative and, 
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for the molality derivative. We note that the bulk solute molality is given by m2 = n2/n1 to within 
a conversion factor of 1000/M1 = 55.51 mol/Kg for water. 
Analysis of the stability criteria for binary solution mixtures indicates that the value of η 
must be positive for miscible solutions.26 Consequently, the value of a22 will also be positive for 
compositions where the pmv of the solvent is positive (see Equation 5.9). This is the case for the 
majority of water mixtures. Hence, the sign of the surface excess in Equations 5.10, 5.13 and 
5.14 is given by the slope of the surface tension against solute concentration using any 
concentration scale. The conditions for ideal bulk solution behavior depend on the concentration 
scale being used. On the molar concentration scale an ideal solution (a2 = ρ2) is characterized by 
G22 – G12 = 0 (or a22 = 1) for all compositions. Alternatively, on the mole fraction scale one has 
ΔG12 = 0 (or η = ρ), while ideal behavior on the molality scale is provided by ρ1ΔG12 = -1 (or η = 
ρ1). 
  The above expressions have several consequences for the analysis of computer 
simulation data which, to our knowledge, have not been considered in previous studies. First, to 
fully and accurately describe the thermodynamics and structure of surfaces (as provided by gi) 
the force fields used must reproduce the change in surface tension with solute concentration, the 
values of gi (distribution of solute and solvent at the surface), and a22 (or η) a property of the bulk 
solution. Actually, the above equation is exact and therefore only two of the three need be correct. 
Second, the integration over g2 – g1 should be performed to a distance at which the integral 
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remains unchanged, i.e. g2 = g1 = 1, which may involve many solvation shells away from the 
surface. The  
 
5.3 Some Simple Cases 
Here we will investigate several simplified expressions that are obtained in a few limiting 
cases. These situations provide some useful reference points for real solutions. The first arises 
when the surface tension change is proportional to the solute molarity – which is common for 
many salt solutions.38 Therefore, one has Δγ = γ – γ1 = b cs, where γ1 is the surface tension of the 
pure solvent and b = (∂γ/∂c s)T,P. Consequently, the surface excess can be obtained from Equation 
5.10 which reduces to, 
2222
1,2 aa
cb s γββ ∆−=−=Γ                   (5.15) 
The above expression is also valid for salt solutions. In this case the surface excess refers 
to salt “molecules” if the chemical potential (activity) used in the definition of a22 refers to the 
salt (μs = n+μ+ + n-μ-), whereas the excess is in terms of ions if the indistinguishable ion 
approximation is used (as is adopted here). The latter is equivalent to using the mean ionic 
activity coefficient and the total salt concentration in determining a22. The above expression can 
be reduced further if one assumes or observes ideal behavior for the bulk solution mixture (a22 = 
1). 
The second type of simplification arises for symmetric ideal (SI) solutions. SI solutions 
have been discussed in detail by Ben-Naim in the context of KB theory.27 Here, the mole fraction 
activity coefficients are unity for both species at all compositions in a binary solution. In this 
case one has ΔG12 = G11 + G22 – 2 G12 = 0 and therefore η = ρ for all compositions. Therefore, 
Equation 5.13 reduces to, 
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One can also further assume that the surface tension of an SI mixture of 1 and 2 is given 
by γ = x1γ1 + x2γ2 where γi is the surface tension of pure i at the same T and P. The above 
equation then simplifies to give, 
 )( 1221,2 γγβ −−=Γ x                               (5.17) 
which provides another useful reference point for solution mixtures. We will label this type of 
system as SI2. It is clear that SI2 solution mixtures still give rise to an excess surface adsorption 
unless the pure solutions also have similar surface tensions. 
Finally, we note that the limiting slope obtained as the solute concentration tends to zero 
is provided by, 
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with y = ρ, x, or m, and where the zero superscript indicates a property of the system at infinite 
dilution of the solute. Some interesting cases appear in the literature and provide information 
concerning the structure of the interface at very low solute concentrations as defined by the 
limiting value of the integral I2,1. For salts displaying a linear dependence of the surface tension 
on the salt concentration one finds, 
±
−=
n
bI βo1,2                       (5.19) 
In this case the integral refers to the average probability distribution for the ions, i.e. g2 = 
(n+ g+ + n- g-)/n±. Alternatively, for surface adsorbed solutes an empirical relationship has been 
developed for low (x2 < 0.01) solute concentrations,47,48 
[ ])/1(log1 2101 CxB +−= γγ                    (5.20) 
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where B and C are positive constants. Using this expression one can show that at infinite dilution 
of the solute we have, 
C
BI o
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=                    (5.21) 
and ρ1
o is the number density of pure water. Hence, knowledge of the parameter b, or B and C, 
can provide quantitative estimates for the nature of the surface structure need to include the exact 
value of a22 or η in experimental studies has been noted previously.46 
 
5.4  Methods 
 All molecular dynamics simulations were performed using the KBFF force fields for 
NaCl and methanol,41,49 together with the SPC/E water model,50 as implemented in the 
GROMACS program (v3.3.1).51,52 A time-step of 2 fs was used and the methanol bond lengths 
were constrained using Lincs,53 while the water geometry was constrained using SETTLE.54 A 
twin range cut-off of 1.0 nm/1.5 nm was employed with a nonbonded pair list update of every 10 
steps. Long range electrostatic interactions were evaluated using the PME approach.55 
Simulations performed to determine the surface tension and surface adsorption involved 
approximately 12,000 atoms in a fixed rectangular box of dimensions 4x4x12 nm with the atoms 
located in a slab geometry occupying the central 4x4x8 nm and generating two surfaces of area 
A = 16 nm2. The slab simulations were performed at constant volume and a constant temperature 
of 300 K using the weak coupling approach.56 The surface tensions were then determined from 
the pressure tensor elements via the following relationship,  
)]([ 2121 yyxxzzz PPPL −−=γ                   (5.22) 
as described previously.57,58 Here, Lz = 12 nm is the box dimension in the extended (z) direction 
and Pαα are the diagonal elements of the pressure tensor. No long range dispersion corrections to 
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the surface tension values were included as this is nontrivial for mixed solutions. Fortunately, the 
contribution to the surface tension of the neglected dispersion interactions beyond 1.5 nm is 
usually negligible, especially as we are focusing on changes in surface tension. Typically, 
systems were equilibrated for 5 ns and then simulate for a further 15-30 ns to ensure precise 
results for both the surface tension and surface adsorption data. 
The values of a22 for the bulk solutions were determined previously during the initial 
parametrization procedure.41,49 Both the simulated and experimental data for bulk solutions were 
taken directly from these earlier studies. The excess adsorption values were determined from the 
simulations using a simple counting procedure. One can define a local number of solute and 
solvent molecules which depends on the distance from our arbitrary origin in the vacuum phase, 
i.e. Ni(Z). The excess adsorption can then be determined as a function of Z. When Z is large 
enough to approach the bulk solution distribution, the value of Γ2,1 will tend to the constant value 
required for the current analysis. In order to evaluate this precisely we have used the following 
expression for the excess adsorption,59 
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where nio are the initial number of i ions or molecules in the system. The values of nio and ni 
differ due to the redistribution of molecules to and from the surface in our finite size system. 
Therefore, the final bulk solution composition n2/n1 is somewhat different to the initial 
composition n2o/n1o, and this difference can be significant as N1 can be large. An alternative 
viewpoint is that any ions or molecules which contribute to the value of Ni should not be 
considered part of the bulk solution. Using Equation 5.23 one does not have to generate the 
corresponding rdfs in advance. This can be a problem as the normalization procedure requires 
the bulk solution concentrations which are unknown if one doesn’t know the extent of the 
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surface region, i.e. Z in Equation 5.5. The bulk solute and solvent concentrations were therefore 
determined after equilibration by averaging over the central 4 nm of the slab. The total excess 
surface adsorption for salts involves both the distribution of the cations and anions. Hence, 
Equation 5.6 becomes, 
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or in terms of the probability distribution functions, 
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and the value of ρ2 is taken as ρ+ + ρ- in Equation 5.6. In all cases the results represent an average 
over both surfaces within the system. No evaporation was observed for any of the systems. 
 
 5.5 Results 
To illustrate the relationship between the different terms in Equations 5.10 and 5.13 we 
have performed molecular dynamics simulations to investigate the effect of several different 
solutes on the surface thermodynamics of water solutions. The first group of solutes solute were 
NaCl, GdmCL and urea which produce an increase in the surface tension of the solution from 
that of pure water and is therefore excluded from the surface. Other solute such as methanol will 
decrease the surface tension and are therefore adsorbed at the surface. In studying these systems 
our primary objective was to illustrate and establish the relationships provided by Equations 5.10 
and 5.13. We have also compared the results to the corresponding experimental data. However, it 
should be noted that the agreement with experiment is a function of the quality of force field 
being used. Being exact, Equations 5.10 and 5.13 should hold even for force fields which 
provide a poor description of the solution and/or surface thermodynamics. 
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The above solutes were also chosen as we have developed corresponding force fields 
which were specifically designed to reproduce the experimental densities and KB integrals (and 
thereby a22 and η) for the solution mixtures.41,49 The degree of agreement with experiment one 
can obtain for a22 and η is provided in Figures 5.1 – 5.4. The details of the calculations can be 
found elsewhere.41,49 The agreement with experiment for the value of a22 in NaCl solutions is 
very good for all but the highest > 4M) concentrations, particularly in comparison with other 
force fields.41 Our simulated activity derivatives of GdmCl showed the correct trend with 
increase of salt concentration but were considerably overestimated over experiment, especially at 
high concentrations. However, all calculated derivatives were normally within errors of standard 
derivation of experimental measurements. Furthermore, the GdmCl solution densities are in very 
good agreement with experiment. KBFF model also reproduced experimental trend and 
magnitude of a22 of urea solution with increasing of solution concentration, which indicates urea 
solution activities was correctly reproduced by using our KBFF. Even though, values of a22 were 
slightly underestimated at low and very high concentrations. The agreement for the methanol η 
values is less quantitative compared with NaCl, although the appropriate trend is clearly 
reproduced. The methanol solution densities are reproduced well at low methanol concentrations 
but are somewhat lower than experiment for high methanol compositions.49 
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 Table 5.1 Simulated surface tensions of aqueous solutions of NaCl, Urea, GdmCl and 
methanol. 
Soln     n1o n2o cso M cs M x2o x2 γ Tsim 
Water 4340  0.00 0.00 0.000 0.000 59.7 30 
NaCl 4158 152 0.99 1.09   60.7 20 
 4096 308 2.00 2.21   64.4 30 
 3900 616 4.01 4.34   67.3 20 
Urea 3500 308  3.91   60.6 20 
 2724 616  8.05   62.2 20 
GdmCl 3650 152  2.20   62.0 20 
 3034 306  4.25   64.6 20 
 2418 460  5.91   67.0 20 
CH3OH 3808 192   0.048 0.036 55.4 20 
 3500 500   0.125 0.106 42.0 20 
 2484 828   0.250 0.223 38.4 20 
 1836 1102   0.375 0.350 34.7 20 
 1320 1320   0.500 0.479 27.7 20 
 900 1502   0.625 0.610 29.1 20 
 546 1634   0.750 0.731 26.5 20 
 250 1744   0.875 0.873 25.1 20 
 0 2000   1.000 1.000 26.2 20 
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Table 5.2. Simulated and experimental surface adsorption data for aqueous 
solutions of NaCl , Urea, GdmCl and methanol. 
 
Soln cs x2 a22 η ∂γ/∂y Γ2,1 
   MD exp MD exp MD exp MD exp 
Water 0.00 0.000 1.00 1.00 55.1 55.1     
           
NaCl 1.09  1.03 1.01   1.93 2.08 -0.49 -0.54 
 2.21  1.19 1.19   1.93 2.08 -0.86 -0.93 
 4.34  1.55 1.72   1.93 2.08 -1.30 -1.26 
           
Urea 3.91  1.02 0.99     -2.5  
 8.05  0.91 1.15     -11  
           
GdmCl 2.20  0.92 0.78     -17  
 4.25  1.30 0.85     -20  
 5.91  1.40 1.04     -7  
CH3OH  0.036   54.8 53.2 -129 -215 1.15 1.86 
  0.106   54.8 51.7 -81 -117 2.30 3.12 
  0.223   55.4 53.3 -50 -54 3.40 3.43 
  0350   53.2 56.4 -30 -27 3.47 3.21 
           
 
The simulated and experimental surface tension values for the different solutes are 
displayed in Table 5.1 and in Figures 5.1 – 5.4. As expected, NaCl, Urea and GdmCl solutions 
displayed increases in surface tension from that of pure water, while methanol solutions 
exhibited a decrease. Unfortunately, the simulated surface tension of pure SPC/E water is low 
(59.7 mN/m) compared to the experimental value of 71.6 mN/m.60 We note that the exact value 
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for SPC/E water has been the subject of several recent studies.20,58,61-63 Our value is in agreement 
with the most recent findings.64-66 On the other hand, the pure methanol value is slightly too high 
(26.2 mN/m) compared to the value of 21.6 mN/m observed experimentally.60 However, the 
correct trends in surface tension are observed with increasing solute concentration. The change in 
surface tension with NaCl concentration is almost quantitatively reproduced by the current 
simulations. The changes for other solutes are reasonable. The correct bulk solution 
compositions were therefore determined from the slab simulations by averaging the solute and 
solvent concentrations over the central 4 nm of the approximately 8 nm slab. These results are 
provided in Table 5.2 and used in all subsequent Figures. 
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Figure 5.1. Thermodynamics of aqueous NaCl solutions. Top: The change in surface 
tension (Δγ in mN/m) with solute molarity (cs). The symbols represent the raw simulation 
data and the thin line represents the corresponding fit provided by γ = 59.3 + 1.93 cs. The 
thick line represents the corresponding experimental data (extrapolated beyond 1M). 
Bottom: Bulk solution activity derivative (a22) as a function of solute molarity. The symbols 
represent the raw simulation data and the thin line represents the corresponding fit. The 
thick line represents the corresponding experimental data. 
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Figure 5.2. Thermodynamics of aqueous urea solutions. Top: The change in surface tension 
(Δγ in mN/m) with solute molarity (cs). The symbols represent the raw simulation data cs. 
The thick line represents the corresponding experimental data. Bottom: Bulk solution 
activity derivative (a22) as a function of solute molarity. The symbols represent the raw 
simulation data and the thin line represents the corresponding fit. The thick line represents 
the corresponding experimental data. 
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Figure 5.3. Thermodynamics of aqueous GdmCl solutions. Top: The change in surface 
tension (Δγ in mN/m) with solute molarity (cs). The symbols represent the raw simulation 
data cs. The thick line represents the corresponding experimental data. Bottom: Bulk 
solution activity derivative (a22) as a function of solute molarity. The symbols represent the 
raw simulation data and the thin line represents the corresponding fit. The thick line 
represents the corresponding experimental data.                                                                                                                         
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Figure 5.4. Thermodynamics of aqueous methanol solutions. Top: The change in surface 
tensio n (Δγ in mN/m) with so lute mo le fractio n (x2). The circles represent the raw 
simulation data and the thin line represents the corresponding fit provided by γ = 60.3 – 
33.80x0.5 – 45.43x + 81.85x2 – 37.20x3. Other symbols represent two corresponding 
experimental data sets. Bottom: Bulk solution η values (in M) as a function of solute mole 
fraction. The symbols represent the raw simulation data and the thin line represents the 
corresponding fit. The thick line represents the corresponding experimental data. 
 
 
In the section, NaCl and CH3OH solutions have been chosen to further evaluate of 
equation 5.12.  Using the fitting equation Δγ = a x0.5 + b x + c x2 + d x3, together with our 
previous determinations of a22 and η, the corresponding experimental values of ∂γ/∂y (y = c s or 
x2) and Γ2,1 were determined for both solutes. The analogous simulated values corresponding to 
the bulk solvent compositions studied here were obtained by using the same fitting equations 
applied to the simulated surface tension data. In addition, the surface adsorption was determined 
directly from the trajectories using Equations 5.5 and 5.6. The data are provided in Table 5.2. 
The surface depletion data for NaCl solutions is displayed in Figure 5.5. It can be seen 
that the surface depletion predicted from the surface tension changes and the values of a22 
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(Equation 5.10), are in complete agreement with the surface depletion obtained directly from 
Equation 5.5 and 5.6. Hence, we have numerical proof of the validity of Equation 5.10 and the 
associated analysis of computer simulation data. Furthermore, the simulated and experimental 
data are in excellent agreement providing a high degree of confidence in the underlying surface 
distributions. Assuming an ideal solution (a22 = 1) is clearly acceptable at low (1M) salt 
concentrations, but produces significant errors at higher concentrations. Both the simulated and 
experimental adsorption values display an initial linear dependence on solute concentration, 
which then levels off at higher solute concentrations. Interestingly, the curve resembles an 
inverted Langmuir binding isotherm.  
 
Figure 5.5. Surface adsorption (Γ2,1 in ions/nm2) of aqueous NaCl solution/vacuum 
interfaces as a function of solute molarity (cs). The symbols correspond to the results 
obtained after integrating the surface probability distributions (Equation 5.6). The solid 
line is the expected surface exclusion as determined from Equation 5.10 using the simulated 
values of the surface tension derivative and a22. The thick line is the corresponding 
experimental result after extrapolation (dotted line). The straight line corresponds to the 
surface exclusion expected using the experimental surface tension derivative with a22 = 1 
(an ideal solution). 
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Figure 5.6. Surface adsorption (Γ2,1 in molecules/nm2) of aqueous methanol 
solution/vacuum interfaces as a function of solute mole fraction (x2). The symbols 
correspond to the results obtained after integrating the surface probability distributions 
(Equation 5.6). The solid line is the expected surface exclusion as determined from 
Equation 5.12 using the simulated values of the surface tension derivative and η. The thick 
line is the corresponding experimental result after averaging over two data sets. The 
dashed line corresponds to the experimental surface exclusion expected for SI solutions 
(Equation 5.16), while the straight dotted line corresponds to the experimental surface 
exclusion expected for SI2 solutions (Equation 5.17).   
 
 
 
The same approach has been applied to the methanol solutions and the results are 
displayed in Figure 5.6. Methanol displays the expected positive surface adsorption. Again, the 
validity of Equation 5.13 is verified by the simulated data obtained at low methanol mole 
fractions. The simulated data for x2 = 0.223 displays some disagreement. In our opinion, this is a 
minor problem which is probably a consequence of either: i) errors associated with the fitting 
procedure; and/or ii) an inability to accurately model the rather large surface excesses using our 
relatively small system sizes. Hence, the agreement between experiment and simulation is less 
satisfactory for this system. The data presented in Table 5.2 indicate that the disagreement with 
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experiment is essentially due to an incorrect description of the surface tension changes, and not 
due to differences between the η values. Assuming an ideal solution (η = ρ) is clearly acceptable 
at low (< 0.1) methanol mole fractions, but leads to errors at higher concentrations. 
If the simulated values of Δγ and a22 are correct then Equation 5.10 indicates that the 
value of Γ2,1 must also be correct. This is the case for the NaCl solutions studied here. The 
simulations, however, also allow us to decompose the integral in Equation 5.10 to investigate the 
surface structure via gi(r). Some of the surface distribution functions are displayed in Figure 5.7, 
together with the corresponding values of Γ2,1 as a function of the integration distance Z. The 
water distribution for 2.2M NaCl indicates a sharp interface region. The corresponding sodium 
and chloride ion distributions confirm exclusion of the ions from the immediate surface with no 
other significant structural features. This exclusion is expected due to the increase in surface 
tension on addition of salt and presumably arises due to the large desolvation penalty required to 
locate the ions at the surface. Interestingly, the sodium and chloride ions display similar behavior. 
If we define the region of exclusion as that between g2(z2) = 0.5 and g1(z1=0) = 0.5, then z2 - z1 = 
0.3 nm for both ions. The degree of exclusion can be quantified from the distribution functions as 
indicated in Equations 5.5 and 5.6. The results as a function of integration distance are also 
displayed in Figure 5.7. Exclusion of -0.9 ions/nm2 was observed for 2.2M NaCl solutions and is 
in quantitative agreement with the experimental value. The values of Γ2,1(Z) reach a constant 
value after 0.5 nm from the interface region – corresponding to the point where the surface 
distribution equals the bulk distribution. The contribution from each ion to the final value of Γ2,1 
was the same and is required to maintain electroneutrality in the surface region.36,37 
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Figure 5.7. Surface properties of an aqueous 2.2M NaCl solution/vacuum interface. The 
origin has been shifted so that g1(z = 0) = 0.5 for convenience. Top: Surface probability 
distributions (gi) for water, sodium, and chloride ions as a function of distance from the 
interface (z). Middle: Surface adsorption (Γ2,1 in ions/nm2) as a function of integration 
distance (Z) for all ions (black line and circle), sodium, and chloride ions. The thin dashed 
line is the expected surface exclusion as determined from Equation 5.10 using the simulated 
values of the surface tension derivative and a22. The thick dashed line corresponds to the 
experimental surface exclusion provided by Equation 5.10. The adsorptions observed at Z 
= 1 nm were taken as the final simulated values. Bottom: The average salt molality (ms) as 
a function of distance from the interface (z) obtained from the simulations. The dashed line 
is the average bulk molality (2.32m). 
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Figure 5.8. Surface properties of an aqueous x2 = 0.106 methanol solution/vacuum interface. 
The origin has been shifted so that g1(0) = 0.5 for convenience. Top: Surface probability 
distributions (gi) for water and methanol as a function of distance from the interface (z). 
Middle: Surface adsorption (Γ2,1 in molecules/nm2) of methanol (black line and circle) as a 
function of integration distance (Z). The thin dashed line is the expected surface adsorption 
as determined from Equation 5.12 using the simulated values of the surface tension 
derivative and η. The thick dashed line corresponds to the experimental surface adsorption 
provided by Equation 5.12. The adsorptions observed at Z = 1 nm were taken as the final 
simulated values. Bottom: The average methanol mole fraction (x2) as a function of 
distance from the interface (z) obtained from the simulations. The dashed line is the 
average bulk mole fraction (0.106). 
 
 
 
The corresponding distributions obtained for one of the methanol compositions (x2 = 
0.106) are presented in Figure 5.8. Here, there is a significant methanol peak situated at the 
interface, although there is very little structure beyond this immediate interface region. The 
methanol peak resides at z = 0 or when g1(z=0) = 0.5, and extends beyond the water interface 
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into the vacuum region. The corresponding excess surface adsorptions are also shown in Figure 
5.8. Again, the distributions approach their bulk values beyond 0.5 nm from the interface. 
Defining the region of adsorption as that between g2(z2) = 0.5 and g1(z1=0) = 0.5 one obtains z2 - 
z1 = -0.3 nm for methanol, the same as for NaCl. The simulations suggest that the local mole 
fraction concentration of methanol at the interface can be significantly higher (x6) than that in 
the bulk. Snapshots of the NaCl and methanol interfaces are presented in Figure 5.9 for 
comparison. 
 
Figure 5.9. Snapshots from the MD trajectories illustrating the surface distribution of 
solutes. Side (left) and interface views (middle) are displayed together with a surface 
representation of the interface (right). Top: Side and surface views of a 2.2M NaCl solution. 
Sodium ions (blue) and chloride ions (green) are displayed as spheres with water molecules 
as sticks. Bottom: Side and surface views of an x2 = 0.106 aqueous methanol solution. 
Methanol molecules are displayed as spheres with water molecules as sticks. Figures were 
made with Pymol. 
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5.6 Discussion 
There are several advantages and disadvantages of using the present approach. The 
advantages are that one has a complete and consistent picture of the simulated thermodynamics 
for interfacial systems. This provides confidence in the corresponding results if the appropriate 
properties are well reproduced, or indicators of specific force field deficiencies (surface vs bulk) 
if they are not. The disadvantages include system size and simulation time. In general, rather 
long simulation times (> 10ns) are required in order to precisely determine the surface tension 
changes, and the surface adsorption via Equations 5.5 and 5.6. In addition, somewhat larger 
system sizes are also required to ensure that one has an accurate description of the bulk solution. 
Hence, our use of nonpolarizable models in the current study. One observes in Figures 5.7 and 
5.8 that the integrated adsorption values do not strictly remain constant beyond the surface 
region. This behavior has been observed before during our bulk solution simulations and 
typically disappears as the system size increases.29 
As noted earlier, simulations which provide quantitative agreement with experiment for 
the surface tensions (derivatives) and the bulk solution values of a22 or η, must also then be in 
quantitatively agreement with the experimental surface adsorption data (Γ2,1). Unfortunately, the 
values of Γ2,1 represent an integral over the surface probability distributions gi(z) and therefore it 
is possible that many different surface distributions can produce the same value of the surface 
adsorption (see Equation 5.6). This is also true for the bulk solution KB integrals Gij. However, 
in our previous experience with bulk solution simulations this is generally not the case.40,41,69,70 
In fact, it is often difficult to reproduce the density and experimental KB integrals with any 
parameter set (force field), and we have not observed two different force fields providing the 
same set of three KB integrals. Hence, we expect the same to be true for the surface probability 
distributions. 
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The results displayed here for NaCl provide essentially quantitative agreement with 
experiment for Δγ, a22, and Γ2,1. This has been achieved using a force field without explicit 
polarization effects, although the normal combination rules for Na-O interactions were broken. 
The current force field was capable of reproducing both bulk solution and interfacial 
thermodynamic data for a system where changes in polarization would be expected to be 
significant. While this was not the objective of the present simulations, it does suggest that 
nonpolarizable force fields can be used with some confidence to study surface distributions as 
long as a well parametrized force field is used. Other common force fields for NaCl solutions can 
produce values of a22 which are 3-4 times too low, primarily because the G22 values are too large 
and positive.41 Hence, as Equation 5.6 is exact, they cannot simultaneously reproduce both the 
change in surface tension and the correct degree of surface adsorption or exclusion. For instance, 
a previous NaCl force field comparison provides values of 0.34, 0.31, and 0.82 for a22 at 2M 
NaCl.41 The current force field provides a value of 1.08 compared to the experimental result of 
1.15. Hence, even if all these force fields reproduced the change in surface tension reasonably 
accurately, the resulting surface exclusion of ions obtained from Equation 5.10 would be a factor 
of 3.38, 3.71, 1.40, and 1.06 too large, respectively. Clearly, the use of some of these force fields 
would result in non negligible errors. This type of behavior (the degree of exclusion being 
dependent on a22) has also been observed in our previous studies of cavity formation in mixed 
solvents.71 
The NaCl results appear to be consistent with the experimental studies of Raymond and 
Richmond.4 In particular, the above study concluded that there were ions at the interface, but not 
at the surface.  The simulated surface probability distributions presented here displayed a simple 
exclusion of both salt ions with very few features. This contrasts somewhat with previous 
simulation results which suggest a more structured interface.8,10 The reasons for this are 
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undoubtedly due to the different force fields employed in each study. We have confidence in our 
distributions as we have a force field which reproduces both the changes in surface tensions and 
the activity derivative (a22) for bulk solutions. Finally, we note that for 1:1 salts one must have 
Γ+,1 = Γ-,1 in order to preserve an electrically neutral interface. However, this does not mean that 
there is no surface potential.67 The latter will depend on the asymmetry between the anion and 
cation distributions. 
 
Figure 5.10. The variation in the surface structure (in units of ions or molecules/nm2/M) for 
aqueous NaCl solutions (top) and methanol solutions (bottom) as a function of composition 
obtained from the experimental data. 
 
 
 
In the theory section we investigated some simple cases where the structure of the surface 
at low solute concentrations, as characterized by I2,1, could be related to the fitting parameters 
describing the changes in surface tension. Changes in the surface structure at larger 
concentrations determined from the experimental data are displayed in Figure 5.10. If one 
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ignores the initial cusp region, due to the Debye-Hueckel contribution to the activity coefficient, 
then the structure of the interface for NaCl solutions varies essentially linearly with solute 
concentration. The trend is towards a less structured interface as the salt concentration is 
increased. Hence, while the surface exclusion increases continually with concentration, this is 
due to an increase in the salt concentration, not an increase in the surface structure. We note that 
using Equation 5.15 one can write, 
 
22
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β         (5.26) 
and that an excellent fit to the experimental data between 0.5 and 5.3M is provided by 1/a22 = 
1.118 – 0.124 cs, i.e. the value of G22 – G12 is approximately constant (see Equation 5.8). Hence, 
an observed linear dependence of the above integral on salt concentration. For low 
concentrations of surface adsorbed solutes Equations 5.18 and 5.20 provide, 
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as B and C are positive constants, and methanol displays a negative deviation from Raoult’s Law, 
one finds that ΔG12 is negative for methanol solutions (see Figure 5.4) and therefore the surface 
structure decreases with solute concentration. This is the behavior observed in Figure 5.10 where 
methanol solutions exhibit a sharp decrease in the surface structure even though the surface 
adsorption is increasing (see Figure 5.6). In summary, the structure of the interface decreases 
with increasing solute concentration for both NaCl and methanol solutions and therefore the 
most structured interface is observed at low solute concentrations. 
It should be noted that the approach used here does not require any definition of where 
the surface is, or how diffuse it may be. Hence, it is not necessary to locate the Gibbs dividing 
surface or its variants. The integration can originate at any z coordinate in the vacuum phase and 
continues until both surface distribution functions reach their bulk solution values. In practice, 
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this requires the simulation of reasonably large systems to ensure the bulk phase distribution can 
be simulated accurately and the values of Γ2,1(Z) converge to a constant value. Using Equation 
5.22 one can reduce the integration step to a simple counting procedure. 
Equation 5.4 can be applied to systems with any number of components and KB theory 
can be used to provide expressions for ∂μ 2/∂ρ2, ∂μ 3/∂ρ2, etc in terms of KB integrals.27,33 This 
illustrates several further advantages of the current approach. First, while the required chemical 
potential derivatives are often difficult to obtain experimentally for ternary (and higher) systems, 
the process is relatively easy for simulated systems as all rdfs and corresponding KB integrals 
are available. Second, the chemical potential derivatives can be viewed as (composition 
dependent) scaling factors relating the different relative adsorptions (Γ2,1, Γ3,1, etc) to the change 
in surface tension. If one does not know the values of these derivatives then it is impossible to 
say which solute contributes the most to the overall surface tension change even when all the Γi,1 
values are known. 
 
5.7 Conclusions 
We have provided an approach for the description of solute effects on the surface tension 
of solution/vapor interfaces that is suitable for the analysis of computer simulations involving 
any number of solute components. The approach uses surface probability distributions and the 
KB theory of solutions to provide a complete and consistent thermodynamic and structural 
description of the interface. It is illustrated that the relationships derived here are observed in 
simulations of binary solutions where the aqueous solute is either adsorbed or excluded from the 
surface. Furthermore, it is strongly suggested that simulations of the corresponding bulk 
solutions be performed in order to determine the required chemical potential (activity) 
derivatives, as these can significantly affect the observed degree of surface adsorption or 
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exclusion, even when the surface tension changes are accurately reproduced. Unfortunately, one 
cannot assume that current force fields accurately reproduce these derivatives. 
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CHAPTER 6 - Summary and Future Work   
As the power of available computational resources keeps growing, classical based  
molecular dynamics simulation studies of interested system will continue to play an important 
role as researchers develop improved models and methodology. The rate of improvement is 
remarkable. Datasets that were used to be collected in several months may now be collected in a 
week, which makes it possible for us to study system with bigger size with longer MD runs. 
Kirkwood-Buff (KB) theory has been proved its ability to provide a direct linkage between the 
probability distribution of species and the thermodynamics quantities in solution mixtures. The 
preceding chapters have discussed our attempts to apply molecular dynamics ensembles 
combined with KB theory to investigate properties of bulk solution, liquid/air interface and 
protein backbone structures. Results have shown the promising future of our newly developed 
KB derived force field. It is obvious that our force field together with KB theory can provide 
detail insights of variety problems in today’s research work. On their way towards to high quality 
accurate KB derived force field, smith and his colleagues have shown their courage and 
confidence to be able to accomplish high level academic demands. In the future, we will 
continue work on improving the quality of our current parameters set, and hopefully our work 
will eventually lead us to clearer view on future tasks, such as protein folding, ligand binding, 
and drug design. 
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