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in the inverse matrix, in case when the given matrix is full or it satisfies some specific
algebraic-geometrical conditions.
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1. Introduction
Origins of this paper lie in our interests in the, so called, full matrices [1].
Definition 1. Matrix A = [aij] ∈ Mn×m(C) is said to be a full matrix, if all its elements are different from zero (aij ≠ 0).
As a result of the research made by the way of preparing the paper [2], there arose a need for testing some numerical
algorithms. Using the full matrices of the known in advance eigenvalues then seemed to be the most promising idea.
The problem of generating such kind of matrices was one of the main reasons for preparing the paper [3]. Moreover,
investigations of some other properties of the full matrices also seemed to be interesting. One of the questions, which
appeared at that time, concerned the possible number of elements equal to zero included in the inverse to the given full
matrix. In this paper, we answer this question, as well as many other related questions. For example, we note that some
completely natural properties of the algebraical-geometric nature of the consideredmatrix have an influence on the number
of zeros in its inverse (see Theorems 2 and 4 and Remark 1).
Subjects of this matter were extremely inspiring for us, however for sure, they do not determine all the possible
problems. Let us note that the full matrices (or the ‘‘almost’’ full matrices) are known in pure mathematics [4] and sciences.
They appear, among others, in the finite element method, computer graphics, data compression, filtration and optics.
Special matrices, like the full matrices discussed here, have very wide applications in system identification, parameter
estimation and signal processing, including the transformation between companionmatrices [5], Sylvestermatrix equations
[6,7], general (coupled) matrix equations [8–12] and their solutions. These matrix equations can be solved by using the
iterative algorithms based on the least squares and/or gradient search. For example, the following Refs. [6–12] present
the novel gradient-based iterative (GI) method [6,8–12] and least squares based iterative methods [7,9,11,12] with highly
computational efficiencies for solving (coupled)matrix equations and good stability performances, based on the hierarchical
identification principle [9].
We begin the discussion with the analysis of the few special cases.
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2. Case of 2× 2 matrices
Certainly, if matrix A ∈ GL(2,R) is a full matrix, then matrix A−1 is also a full matrix since the following relation holds
true
A =

a b
c d

H⇒ A−1 = 1
ad− bc

d −b
−c a

.
3. Case of 3× 3 matrices
We prove the following theorem.
Theorem 1. Let A ∈ GL(3,R). If A is a full matrix then its inverse includes at most three zeros (in addition, none two of them
can lie in the same row or in the same column either).
Proof. Suppose, contrary to our claim, that in matrix A−1 there exist two zeros in one column. For instance, let
A =
a b c
d e f
g h k

and (det A)A−1 =
· · ·
· · ·
· 0 0
T
.
Then we havea bd e
 = a cd f
 = 0
which, in view of the assumption about A being a full matrix, means that there exist numbers α, β ∈ R \ {0} such that
b
e

= α

a
d

and

c
f

= β

a
d

.
Thus
A =
a α a β a
d α d β d
g h k

and
det A = ad
1 α β1 α βg h k
 = 0,
which is impossible. This completes the proof. 
From the proof of Theorem 1 the following more general fact can be obtained.
Remark 1. Let N3 be the subset of GL(3,R) of all matrices containing at most one zero in every row and in every column.
Then we have
N −13 = N3,
whereN −13 = {A−1 : A ∈ N3}.
The following examples consolidate the thesis of Theorem 1. Let us consider the full matrices with the inverse matrices
possessing three, two, one and no zeros, respectively (hereafter, we will denote as In the n× n unit matrix, for every n ∈ N):1 1 6
1 1 4
2 3 12
 0 6 −2
−4 0 2
1 −1 0

= 2I3,1 1 6
1 1 7
2 3 12
−9 6 1
2 0 −1
1 −1 0

= −I3,1 1 5
1 1 7
2 3 12
−9 3 2
2 2 −2
1 −1 0

= −2I3,1 1 5
1 3 7
2 3 12
15 3 −8
2 2 −2
−3 −1 2

= 2I3.
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4. Case of 4× 4 matrices
We start with the theorem which corresponds with Theorem 1 for the 4 × 4 matrices, but it concerns not only the full
matrices.
Theorem 2. Let A ∈ GL(4,R). If no 3× 3 submatrix B of A has two proportional (linear dependent) columns or rows, then A−1
contains at most four zeros (in addition, none two of them can lie in the same row or in the same column either).
Proof. Let
A =
 a b c da1 b1 c1 d1a2 b2 c2 d2
a3 b3 c3 d3
 .
On the contrary, suppose that a certain column of matrix A−1 contains two zeros. Without loss of generality, we can take
that  a b ca1 b1 c1a2 b2 c2
 =
 b c db1 c1 d1b2 c2 d2
 = 0.
In view of the theorem assumptions, it means that there exist multipliers α, β, α1, β1 ∈ R \ {0} such that a
a1
a2

= α
 b
b1
b2

+ β
 c
c1
c2

and  d
d1
d2

= α1
 b
b1
b2

+ β1
 c
c1
c2

.
Hence
−β1
 a
a1
a2

+ αβ1 − α1β  bb1
b2

+ β
 d
d1
d2

=
0
0
0

and
−α1
 a
a1
a2

+ α1β − αβ1  cc1
c2

+ α
 d
d1
d2

=
0
0
0

,
that is a b da1 b1 d1a2 b2 d2
 =
 a c da1 c1 d1a2 c2 d2
 = 0,
which designates that all elements in some column of matrix A−1 are equal to zero, which is impossible. Obtained
contradiction ends the proof of theorem. 
The following example of full matrix illustrates the above theorem:−2 1 1 11 −2 1 11 1 −2 1
1 1 1 −2

0 1 1 11 0 1 11 1 0 1
1 1 1 0
 = 3I4.
Next example shows that inverse of the full matrix A ∈ GL(4,R) can possess exactly four zeros and does not have to
satisfy the assumptions of Theorem 2:1 1 2 31 1 1 11 1 1 2
2 3 2 3

−1 2 2 −10 −1 −1 11 1 −2 0
0 −1 1 0
 = I4.
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More generally, if
A(a, b) =
−2 1 1 11 −2 1 11 1 a 1
1 1 1 b
 and a(b+ 2) ≠ 5− 2b,
then
A˜(a, b) = 3a(b+ 2)+ 2b− 5A(a, b)−1 =
4− b− a(1+ 2b) (a− 1)(1− b) 3(b− 1) 3(a− 1)(a− 1)(1− b) 4− b− a(1+ 2b) 3(b− 1) 3(a− 1)3(b− 1) 3(b− 1) 3(b+ 2) −9
3(a− 1) 3(a− 1) −9 3(a+ 2)
 .
Hence
A˜(−2, b) = 3
b+ 2 b− 1 b− 1 −3b− 1 b+ 2 b− 1 −3b− 1 b− 1 b+ 2 −3
−3 −3 −3 0
 ,
A˜(−2, 1) = −9
−1 0 0 10 −1 0 10 0 −1 1
1 1 1 0

and
a(1+ 2b) = 4− b H⇒ A˜(a, b) = 3

0
1
3
(a− 1)(1− b) b− 1 a− 1
1
3
(a− 1)(1− b) 0 b− 1 a− 1
b− 1 b− 1 b+ 2 −3
a− 1 a− 1 −3 a+ 2

and, finally, if a, b ∉ {−2, 1}, a (1+ 2b) ≠ 4− b then A˜(a, b) is the full matrix.
Considering the above examples we certainly still do not have any answer to our fundamental question: howmany zeros
can the inverse of the full matrix A ∈ GL(4,R) possess? The answer is contained in the theorem given below.
Theorem 3. Inverse of a full matrix A ∈ GL(4,R) possesses at most seven elements equal to zero (in addition, in each row and in
each column we have at most two zero elements).
Proof. Let A ∈ GL(4,R) be a full matrix. We need to prove that
(i) if det A ≠ 0, then A−1 includes in each row and in each column at most two zeros,
(ii) if det A ≠ 0, then A−1 does not possess a zero 2× 2 submatrix.
First we prove (i). Let
A =
 a b c da1 b1 c1 d1a2 b2 c2 d2
a3 b3 c3 d3
 and A−1 =
 α β γ δα1 β1 γ1 δ1α2 β2 γ2 δ2
α3 β3 γ3 δ3
 .
Conversely, suppose that α3 = β3 = γ3 = 0, that isa1 b1 c1a2 b2 c2a3 b3 c3
 =
 a b ca2 b2 c2a3 b3 c3
 =
 a b ca1 b1 c1a3 b3 c3
 = 0.
We show that we have then also a b ca1 b1 c1a2 b2 c2
 = 0. (1)
If the row

a3 b3 c3

would be proportional, respectively, to the row

a b c

or

a1 b1 c1

or

a2 b2 c2

,
then such ξ ∈ Rwould exist that we would have, respectively a b ca1 b1 c1a2 b2 c2
 = ξ
a3 b3 c3a1 b1 c1a2 b2 c2
 = 0
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or  a b ca1 b1 c1a2 b2 c2
 = ξ
 a b ca3 b3 c3a2 b2 c2
 = 0
or  a b ca1 b1 c1a2 b2 c2
 = ξ
 a b ca1 b1 c1a3 b3 c3
 = 0
which means that δ3 = 0, contrary to the invertibility of matrix A.
If the row

a3 b3 c3

would not be linearly dependent on any of the rows

a b c

,

a1 b1 c1

,

a2 b2 c2

,
respectively, then
a3 b3 c3
 = µa1 b1 c1+ δa2 b2 c2
= µ1

a b c
+ δ1a2 b2 c2
= µ2

a b c
+ δ2a1 b1 c1,
where µ,µ1, µ2, δ, δ1, δ2 ∈ R \ {0}. From this we get
µ1

a b c
+ (δ1 − δ)a2 b2 c2− µa1 b1 c1 = 0
which also implies equality (1) and, again, is impossible.
Nowweprove (ii). Let us suppose thatA−1 includes 2×2 zero submatrix. By using the notation as above,without violating
the generality of considerations, we take the assumption
α2 = β2 = α3 = β3 = 0
which means that, for example, the rows

α2 β2 γ2

and

α3 β3 γ3

are linearly dependent and, for exampleα1 β1 γ1α2 β2 γ2α3 β3 γ3
 = 0,
and, in consequence, (we have A = (A−1)−1) we obtain a3 = 0 which is in contradiction with the fact that A is a full
matrix. 
Nowwe present the examples of 4× 4 full matrices, inverses of which possess the number of zeros equal to 0, 1, . . . , 7,
respectively. Let
A(a) =
1 1 2 31 1 1 11 1 1 a
2 3 2 3
 , B(a) =
 1 −2 2 −1−2 4 −5 21 −2 4 −2
−1 1 −2 a
 ,
and
C(a) =
1 2 2 12 1 2 21 2 1 2
1 1 2 a
 , a ∈ C
and let Z(M) denotes the number of zero elements in matrixM . Then we have
Z

A(a)−1
 =

6 for a = 3
2
,
5 for a = 3,
4 for a ∉

1,
3
2
, 3

,
Z

B(a)−1
 =

7 for a = 1,
4 for a ∈

1
2
,
2
3

,
3 for a ∉

1
2
,
2
3
, 1

,
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Z

C(a)−1
 =

3 for a = 1,
2 for a = 2,
1 for a ∈

−1
2
,
4
3

,
0 for a ∉

−1
2
,
1
3
, 1,
4
3
, 2

.
5. Generalizations
In this section we present two theorems generalizing Theorems 1–3. First of them will be prefaced by introducing the
auxiliary idea.
Definition 2. We say that a system of vectors v1, v2, . . . , vk ∈ Rn is properly linear dependent if there exist the nonzero
multipliers α1, α2, . . . , αk ∈ R such that
α1v1 + α2v2 + · · · + αkvk = 0,
where 0 denotes the zero vector of Rn.
Theorem 4. Let A ∈ GL(n,R) and k ∈ {1, 2, . . . , n}. Let B denotes a submatrix of matrix A obtained by removing the k-th row
from thematrix A. Suppose that for any (n−1)×(n−1) submatrix C of B no set of n−2 rows of C is a properly linear dependent
system. Then the k-th column of the inverse matrix of A possesses at most one zero.
Proof. Let us suppose, on the contrary, that the k-th column of A−1 possesses at least two zeros. Then two different
(n − 1) × (n − 1) submatrices C1 and C2 of B are singular. In view of the assumption it means that the sets of all rows
of C1 and C2, respectively, are the properly linear dependent systems. Hence, it easily results that any one set of n− 1 rows
of the matrix B is the properly linear dependent system, that is, each (n − 1) × (n − 1) submatrix of B is singular. So, the
k-th column of A−1 would be the zero vector which is impossible. 
Corollary 1. Let A ∈ GL(n,R). If the assumption of Theorem 4 holds for every k ∈ {1, 2, . . . , n}, then every column of A−1
possesses at most one zero.
Moreover, if the assumption of Theorem 4 holds for every k ∈ {1, 2, . . . , n} and for both matrices A and AT simultaneously,
then every row and every column of A−1 possesses at most one zero.
The following example of full matrix illustrates this corollary. For A = [aij]n×n, where
aij =

2− n for i = j,
1 for i ≠ j,
we have A−1 = [aij]n×n, where
aij =

0 for i = j,
1
n− 1 for i ≠ j.
Answer to the problem fundamental for this paper, about the number of zeros in the inverses of full matrices, is given by
the following theorem:
Theorem 5. If A ∈ GL(n,R) is a full matrix then A−1 contains at most 12 (n − 2)(n + 3) zeros. Moreover, matrix A−1 contains
in each row and in each column at most n− 2 zeros.
Proof. Proof of Theorem 5 runs in a similar way as proof of Theorem 3. 
Condition appearing in the above theorem (about containing by A−1 in each row and in each column at most n−2 zeros)
is not a sufficient condition for A to be a full matrix. For example, we have
0n×n B
B 0n×n
−1
=

0n×n B−1
B−1 0n×n

,
where [13, problem 851]:
B =

2 −1 0 · · · · · · 0
−1 2 −1 0 · · · 0
0 −1 2 −1 0 ...
...
. . .
. . .
. . .
. . .
...
0 · · · 0 −1 2 −1
0 · · · · · · 0 −1 2

n×n
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and
B−1 =

2 −1 0 · · · · · · 0
−1 2 −1 0 · · · 0
0 −1 2 −1 0 ...
...
. . .
. . .
. . .
. . .
...
0 · · · 0 −1 2 −1
0 · · · · · · 0 −1 2

n×n
.
Next example describes the n × n matrices containing exactly 12 (n − 2)(n + 3) zeros, for n ≥ 3, and inverses of which
are the full matrices.
Example 1. Let Gn(k; x), where k, n ∈ N, x ∈ C, k ≤ n − 1, denotes the n × n matrix, elements g(i, j), 1 ≤ i, j ≤ n, of
which are defined in the following way
g(i, j) =
x for (i, j) = (k+ l, l), 1 ≤ l ≤ n− k,
1 for (i, j) = (1, n− 1), (1, n), (2, n), and for all other cases when i > j,
0 for all other cases when i ≤ j.
For example, we have
G4(1; x) =
0 0 1 1x 0 0 11 x 0 0
1 1 x 0
 , G4(2; x) =
0 0 1 11 0 0 1x 1 0 0
1 x 1 0
 ,
G4(3; x) =
0 0 1 11 0 0 11 1 0 0
x 1 1 0
 .
The following facts are very interesting:
1◦ All inverse matrices G−1n (k; x), k = 1, 2, 3, n ≥ 3, are full matrices for all x ∈ Cwhich are sufficiently large with regard
to their modulus. This follows from the fact, easily to prove, that all elements of matrices det(Gn(k; x)) G−1n (k; x) are the
nonzero polynomials of one variable x over Z (including also the polynomials of zero degree).
2◦ None matrix G−1n (k; x), k ≥ 4, n ≥ 5, is a full matrix for any x ∈ C since it contains certain elements equal to zero. For
example, the third row of the matrix G−1n (4; x), n ≥ 5, has the form
0 0 pn(x) −pn(x) 0 . . . 0  
n−4 zeros

,
where pn(x) ∈ Zn[x] and deg pn(x) ≥ 1.
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