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Abstract
The accurate modeling of photochemistry requires robust dynamics simu-
lations on correct potential surfaces. A pragmatic approach is to first compute
potential surfaces with an accurate electronic structure method, fit the surfaces
to an analytic function, and then run dynamics using the fitted surfaces. This
approach will be referred to as fitted dynamics. The focus of this work is on
the electronic structure aspect of fitted dynamics. Specifically, I will discuss
my work on benchmarking and method development of multiconfiguration pair-
density functional theory (MC-PDFT) and diabatization method development.
MC-PDFT is very similar to Kohn-Sham Density Functional Theory (KS-
DFT); however, MC-PDFT uses a multiconfigurational (MC) wave function
(WF) instead of a single Slater determinant (SD), the MC-PDFT energy is a
functional of the density and on-top pair density instead of only the density,
and the MC-PDFT energy is computed via post-SCF instead of optimizing the
molecular orbitals (MOs). Due to the MC nature of excited states, MC-PDFT is
a promising alternative to KS-DFT for photochemistry. To check if MC-PDFT
is useful for photochemistry, we first benchmarked it on vertical excitation
energies of atoms and organic molecules. We found that MC-PDFT exhibits
quantitative accuracy. We have also explored new theory developments, which
may be of use for practical photochemistry applications.
With regards to diabatization, the dipole-quadrupole (DQ) and dipole-
quadrupole-electrostatic-potential (DQΦ) diabatization schemes were developed.
They diabatize using simple one-electron properties and the methods exhibit
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Introduction
Excited states play a crucial role in a variety of applications, from photochemistry [1]
to biological processes [2]. However, current tools for modeling excited-state chemistry
are often inadequate; one quickly encounters the dilemma of choosing an accurate
method with unfavorable scaling (to the point that a calculation is unfeasible) or a
less expensive method with unreliable accuracy.
Photochemistry is a crucial field of study due to its wide applicability. From
optics to the harnessing of solar energy, the interaction of light with molecules plays
an important role. Despite its importance, mechanistic insight is still difficult to gain
via computations. To understand why, let us consider a model photochemical process
(see Figure 1). Electromagnetic radiation interacts with the ground-state reactant,
resulting in an electronic excitation (red arrow). Relaxation can then occur via various
pathways to the reactant or product. To model such a complicated process, one could
use an electronic structure method that computes accurate potential energy surfaces
(PESs) for ground and excited states. Then, one could run dynamical simulations
using the accurate PESs. However, current tools to accomplish both steps are either
not accurate enough or are computationally unfeasible for broad applicability.
Figure 1: Simplified schematic of several of the possible paths of a photochemical
reaction. The three black lines are potential energy curves, solid arrows correspond
to electronic phenomena, circles are regions where two electronic states are strongly
coupled, and dashed lines imply a nuclear motion in that direction.
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Cheap and accurate computations of excitation energies are not trivial and de-
veloping new electronic structure methods is ongoing in the field (for a review of
electronic structure methods, see Section 1.1). Kohn-Sham density functional theory
(KS-DFT) has become one of the most useful electronic structure methods due to a
good balance between cost and accuracy [3] In KS-DFT, one computes the electronic
energy as a functional of the electron density, and the electron density is computed by
considering a single electronic configuration (see Section 1.1.6 for more information).
However, there are many systems where a single electronic configuration is a poor
approximation (e.g., resonance structures, excited states, etc.), which can result in
poor accuracy for standard functionals. A promising new electronic structure method
was recently developed known as as multiconfiguration pair-density functional the-
ory (MC-PDFT) [4]. In MC-PDFT, one uses multiple configurations to compute the
energy as a functional of the electron density and on-top pair density (the probabil-
ity of finding two electrons at the same point in space). The multiconfigurational
treatment of systems (the use of multiple electronic configurations) is the key differ-
entiating trait of MC-PDFT. Among similar energy functionals, a decrease in mean
unsigned error for ground state properties was observed compared to KS-DFT [5].
To test if MC-PDFT could be useful for photochemistry, vertical excitation energies
were benchmarked in Section 2. In addition, development of MC-PDFT methods
that may be useful for excited-state chemistry is covered in Section 3.
Let us assume we have an electronic structure method that is accurate and com-
putationally feasible for general ground- and excited-state potential surfaces. Rather
than computing electronic structure energies on-the-fly during a dynamics simulation,
let us also focus on fitted dynamics, where the potential surfaces are computed and
fitted before the dynamics simulation, and the analytical function is used during the
simulation. A non-trivial problem is the fitting of potential surfaces. The choice of
representation is important. The set of wave functions that diagonalize the Born-
xiii
Oppenheimer Hamiltonian (Equation 3) are adiabatic. Adiabatic states are coupled
through the nuclear momentum. Analytical representations of potential energy sur-
faces and couplings in the adiabatic representation are unfeasible in general due to
the discontinuous first derivatives. This motivates transforming to another represen-
tation. One might hope to transform to a representation with smooth surfaces and
zero nuclear-momentum couplings. However, this representation does not exist in
general [6]. However, representations with smooth surfaces and negligible momentum
couplings can be found, and we will refer to such a representation as diabatic [7].
Diabatic states do not diagonalize the electronic Hamiltonian, so the off-diagonal el-
ements are non-zero. Many diabatization methods exist; however, they are often not
general. A general feature of diabatic states though is that they should be smooth
functions of nuclear coordinates since they are negligible if the state functions are
smooth and slowly varying. In Sections 4 and 5, new diabatization methods were
developed that make use of the dipole, quadrupole, and/or electrostatic potential.
xiv
1 Electronic Structure Review
In Section 1.1 some of the basic quantum mechanical theories and methods are cov-
ered.
1.1 Quantum Chemistry Background
In Section 1.1.1 a basic overview of elementary quantum mechanics will be given. In
Section 1.1.2 many of the fundamental concepts for solving the electronic problem
in quantum mechanics will be introduced. In Sections 1.1.3 and 1.1.4, the restricted
closed-shell Hartree-Fock and Møller-Plesset perturbation theory truncated to second
order methods will be respectively discussed. In Section 1.1.5 multiconfigurational
wave function-based theories are covered. Finally, in Section 1.1.6 Kohn-Sham density
functional theory will be introduced.
1.1.1 Quantum Mechanics
There are two important postulates in quantum mechanics. 1) All information for a
system is contained in the wave function (WF) for that system. 2) For any physical
property, there is a corresponding operator. An equation very important to quantum
chemistry is the time-independent Schrödinger Equation
Ĥ|Ψ〉 = E|Ψ〉 (1)
where |Ψ〉 is a WF, Ĥ is the Hamiltonian operator, and E is the energy for the
system [8].
The nonrelativistic form of the Hamiltonian for many electron molecular systems




























where mA is the mass of nucleus A, ∇2 is the Laplacian operator, ZA is the magnitude
of the charge of nucleus A, indices i and j run over electrons, indices A and B run
over nuclei, and riA is the distance between particles i and A [9]. The first two
terms are the kinetic energy of electrons and nuclei, respectively. The third term is
the potential energy of the nuclear-electron attraction, the fourth term the electron-
electron repulsion, and the fifth term is the nuclear-nuclear repulsion [9].
The Born-Oppenheimer (BO) approximation is commonly invoked to decouple the
motion of the nuclei and electrons. Under this approximation the nuclei are considered
stationary compared to the motion of electrons, which changes the Hamiltonian in
Equation (2) since the second term is now zero because stationary nuclei have zero



















where Ĥ is the Hamiltonian for an N-electron system after applying the BO approx-
imation, hnuc is the constant nuclear-nuclear repulsion, ĥ is the 1-electron part of Ĥ,
and ĝ is the 2-electron part of Ĥ [9]. We will refer to the sum of the ĥ and ĝ terms
in Equation (3) as the electronic Hamiltonian.
1.1.2 Foundation for Approximating Wave Functions of Molecular Sys-
tems
It is difficult to determine an eigenfunction of the electronic Hamiltonian for systems
of more than one electron due to the two-electron part ĝ. Because of this, a convenient
choice is to describe an N-electron WF in a basis of one-electron WFs referred to as
molecular orbitals (MOs). This one-electron formalism will be used in all methods
discussed.
As already described, determining an eigenfunction of the electronic Hamiltonian
2
(ĥ+ ĝ) in Equation 3 is very difficult. Now for an N-electron system, an eigenfunction
of just the one-electron part (ĥ) is a product of MOs (a Hartree product). However,
this is not a sufficient N-electron WF. To satisfy the Pauli exclusion property, the WF
must be antisymmetric upon exchange of any two electrons, which is not a property
of Hartree products. One way to enforce this is to take an antisymmetrized linear
combination of Hartree products. This is referred to as a Slater determinant (SD)




φ1(x1) φ1(x2) · · · φ1(xN)





φN(x1) φN(x2) · · · φN(xN)
∣∣∣∣∣∣∣∣∣∣∣∣∣
(4)
where the prefactor is a normalization constant that is dependent on the number
of electrons (N), φ are real orthonormal spin MOs, and xi is the spatial and spin
coordinate of the electron i [9]. Why the determinant structure of Equation (4) is
satisfactory is illustrated by the exchange of electrons 1 and 2. This is the equivalent
of switching the first and second column, which introduces a prefactor of -1 due to
the properties of determinants. Thus, the N-electron WF in Equation (4) satisfies
the Pauli exclusion principle [9].
In a restricted formalism, the spatial part of the α and β spin functions of an
MO are not allowed to differ; whereas, they are allowed to differ in an unrestricted
formalism. A closed-shell determinant refers to a SD with all spatial orbitals doubly
occupied. Similarly, a SD with at least one MO singly occupied is an open-shell
determinant [9].
The SD is a sufficient form for an N-electron WF that is an eigenfunction of the
1-electron part of the electronic Hamiltonian. This is not a sufficient approximation
for the WF that is the eigenfunction of the full electronic Hamiltonian since the two-
3
electron part in N-electron systems is not negligible. To arrive at the exact solution






where the C are configuration interaction (CI) coefficients for the N-electron WF Ψ
and the index i runs over SDs |Φ〉 [10]. It is assumed that all WFs discussed are
normalized.





where the κµ are MO coefficients for the MO i, χµare AO basis functions, and the
index µ runs over AO basis functions [10].
These definitions provide two well-defined metrics for specifying a given level of
theory within a WF theory formalism that uses an MO basis: 1) the truncation of
the sum in Equation (5) (the N-electron model) and 2) the truncation of the sum in
Equation (6) (the basis set). Metric 1 will be the topic of discussion in this work.
The N-electron model that makes no truncation in the number of configurations in
Equation (5) is referred to as full CI (FCI). If there is no truncation in MO space of
Equation (6), then it is referred to as a complete basis set [10].
1.1.3 Restricted Hartree-Fock Method
Let us now discuss a fundamental N-electron model, the restricted closed-shell Hartree-
Fock (HF) method. In the HF method, the WF is modeled as a single SD (only one
term in the summation in Equation (5)) with each spin orbital doubly occupied. Thus,
the form of the HF WF is a SD, which is defined in Equation (4) in Section 1.1.2.











2Ĵi(n)− K̂i(n)︸ ︷︷ ︸
V̂HF(n)
(7)
where V̂HF is the HF potential, n is an electron index, i is an index over occupied
MOs, Ĵ is the Coulomb operator, 2 is due to the restricted formalism, and K̂ is the














where j 6= i and r12 is the distance between electrons 1 and 2 [9]. The Fock operator
is similar to the electronic Hamiltonian in Equation (3) of Section 1.1.2, except it
is a sum of one-electron operators where the two-electron part, ĝ, is approximated
by the Hartree-Fock potential. The HF WF corresponding to the N-electron system
of interest is computed by variationally optimizing the MO coefficients of a SD to
minimize
EHF = 〈Φ0|Ĥ|Φ0〉 (10)
where EHF is the electronic energy for the HF method and |Φ0〉 is a single SD [9].
In practice the Fock operator and SD are built from a trial set MO coefficients. The
MO coefficients are optimized until self-consistent. The energy for the HF method is
then computed as in Equation 10 [10].
The restricted HF method discussed in Section 1.1.3 is not accurate enough for
relative electronic energies [10], which are important for many chemical phenomena.
To further improve the accuracy, electron correlation needs to be included
Ecorr = EFCI − EHF (11)
where Ecorr is the correlation energy, EFCI is the energy of a FCI calculation, and EHF
5
is defined in Equation (10) of Section 1.1.3 [9].
1.1.4 Møller-Plesset Perturbation Theory at Second Order
One way to recover electron correlation with respect to the HF WF is perturbation
theory. In perturbation theory one separates a challenging problem into an exactly-
solvable part (H0) and a perturbation (V ), with the assumption that the perturbation
is small. The specific perturbation theory method to be discussed in this section is
Møller-Plesset perturbation theory truncated to second order (MP2). With respect
to the Hamiltonian operator in Equation (3) in Section 1.1.1, the partitioning of the





= Ĥ0 + V̂ (12)
where ĥ is defined in Equation (3) of Section 1.1.1, and the difference in brackets is
the perturbation V̂ [11].













where EHF is defined in Equation (10), EMP2corr is the correlation energy recovered in
the MP2 method, |Φ0〉 is the HF WF, and |Φj〉 is a SD that is formed from a single or
double excitation to unoccupied MOs out of the HF WF. This method is a practical
way of recovering electron correlation in WF theory, but the method still may not




One way to remedy the insufficiencies of using a single determinant in wave function
(WF) theory is to model the WF for the system of interest as a linear combination
of SDs. A WF of this form is referred to as multiconfigurational (MC). Directly
analogous to HF discussed in Section 1.1.3 for a MC WF is multiconfigurational self-
consistent field (MCSCF) theory. In MCSCF the MO coefficients, as in HF, and
the CI coefficients are simultaneously variationally optimized to lower the electronic
energy
EMC = 〈Ψ0|Ĥ|Ψ0〉 (14)
where EMC is MCSCF electronic energy and Ψ0 is an MC WF. The choice of the
number of SDs in Ψ0 (i.e. the truncation of Equation (5)) is dependent upon the
specific MCSCF method used. This problem will be discussed further below. With
MCSCF in practice (when the number of SDs is not close to the FCI limit), a sufficient
amount of correlation energy is not recovered; however, a WF that is a qualitatively
correct description of the electronic system is often produced [10].
As a note on MCSCF in practice, SDs are not commonly used as a basis for the
MCSCF WF because one cannot enforce a total spin symmetry with a SD. Instead, a
linear combination of SDs are taken to form configuration state functions (CSFs) that
enforce a specific spin symmetry, which are then used as a basis for the MCSCF WF.
A theory is referred to as single-reference (SR) if a single CSF is used as a reference
WF. If multiple CSFs are used, the theory is referred to as multireference (MR) [10].
A commonly used MCSCF method is the complete active space SCF (CASSCF)
method [12]. In CASSCF the choice of which CSFs to include in the MCSCF WF
is converted into the problem of choosing an active space of electrons and orbitals.
Three spaces are defined in the CASSCF method: inactive, active, and virtual spaces.
Orbitals in the inactive space are doubly occupied in all determinants, all possible
occupations of the orbitals in the active space are allowed in all CSFs, and the virtual
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orbitals are unoccupied in all CSFs. With a generated CASSCF WF, the CI and MO
coefficients are variationally optimized to lower the energy of the expectation value
of the Hamiltonian operator [10].
Due to the exponential scaling of the computational cost with respect to the size of
the active space, there are many systems currently unable to be treated with CASSCF.
The RASSCF method provides a way to truncate the CI expansion in Equation (5)
such that fewer unimportant configurations are included [13]. The RASSCF method
maintains the three orbital spaces defined for the CASSCF method but defines two
additional spaces: RAS1 and RAS3. A user-specified number of electrons are excited
out of the orbitals in the RAS1 space, and up to a user-specified number of electrons
to be excited into the orbitals of the RAS3 space. With these spaces defined, a
RASSCF trial WF is generated that is then optimized as in CASSCF.
The RASSCF and CASSCF methods as described so far are state specific in that
the CI and MO coefficients are optimized for a single state. This is not convenient
for modeling all phenomena, such as excited states and near-degenerate states. A
practical alternative is a state-averaged (SA) MCSCF, which simultaneously optimizes
several orthogonal, noninteracting electronic states [14]. In SA-MCSCF theory, the
CI coefficients and a single set of MO coefficients are variationally optimized to lower





where L is an index over orthogonal MCSCF (CASSCF or RASSCF) states |ΨL〉, and
wL is an arbitrary weight assigned to each state. The expression in Equation (15)
is straightforwardly applied to the CASSCF and RASSCF methods to arrive at the
SA-CASSCF and SA-RASSCF methods, respectively. One solution to the problem
of recovering more electron correlation for an MC WF is multireference perturbation
theory (MRPT). MRPT with a MC WF as a reference works in the same manner
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as MP2 except there is the added complication of how to partition the Hamiltonian
operator into Ĥ0 and V̂ since an MC WF is not an eigenfunction of the Fock operator
[10].
Let us focus her on the second-order complete active space perturbation theory
with a CASSCF reference WF (CASPT2) method [15, 16]. The CASPT2 method is
similar to the MP2 method discussed in Section 1.1.4, but a CASSCF WF is used as
the reference WF, and the choice of H0 is no longer as simple. The separation used
in the CASPT2 method is
Ĥ0 = P̂0F̂ P̂0 + P̂KF̂ P̂K + P̂SDF̂ P̂SD (16)
where P̂ = |Ψ〉〈Ψ| is a projection operator that projects the CASSCF WF onto
various spaces in Fock space, P̂0 projects onto the subspace spanned by the CASSCF
WF, P̂K projects on the orthogonal complement space to the 0 space in the CASCI
space, and P̂SD projects the space spanned by WFs of single and double excitations
out of |Ψ0〉 that are not included in 0 or K space. The purpose of this zeroth-
order Hamiltonian choice is to force the CASSCF WF to be an eigenfunction of Ĥ0.
Since this method only uses a single multireference state, it is also referred to as the
single state CASPT2 (SS-CASPT2) method. The CASPT2 method often includes
an empirical energy shift based on the ionization energies (IEs) and electron affinities
(EAs) of atoms [17].
The second-order restricted active space perturbation (RASPT2) method is anal-
ogous to to the CASPT2 method except a RASSCF WF is used as the reference [18].
The zeroth-order Hamiltonian takes on the same form as in Equation (16), but the
Fock operator does not include any couplings between the active, RAS1, and RAS3
spaces.
The CASPT2 and RASPT2 methods can be used in conjunction with a SA-
CASSCF or SA-RASSCF WF, respectively, as a reference. The SS-RASPT2 method
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applied to a SA-RASSCF WF will result in the perturbation of each state, inde-
pendent of the other states. There are cases where a SS treatment is no longer
sufficient, such as avoided crossings along a potential energy surface [19]. The multi-
state RASPT2 (MS-RASPT2) method is a method that can treat such systems better
than SS-RASPT2 [20]. MS-RASPT2 is different than the SS-RASPT2 method be-
cause MS-RASPT2 couples states from a reference SA-RASSCF WF.
1.1.6 Kohn-Sham Density Functional Theory
In this section we will introduce a formalism separate from WF theory known as
Kohn-Sham density functional theory (KS-DFT), one optimizes the electron density





where ρ is an electron density, r is a spatial coordinate, and i is an index over occupied
spin orbital φi [3, 21, 22].
In KS-DFT one does not try to reach the FCI limit with respect to Equation (5)
in Section 1.1.2. Instead, one analyzes a fictitious system for which a single SD is
the exact WF, an N-electron system with non-interacting electrons (the electrons still
interact with the nuclei). A potential term known as the local potential is added to the
non-interacting electronic kinetic energy. The local potential is an effective 1-electron
potential that is chosen such that the electron density of the fictitious system equals
that of the interacting system. [3, 21, 22] It can be shown that the local potential to
reproduce the exact electronic density of the interacting system is
f̂KS = T̂S + V̂S = T̂S +
[
Ĵ + V̂XC − V̂iA
]
(18)
where f̂KS is one-electron Fock operator in KS-DFT, T̂S is the kinetic energy of the
non-interacting system defined as the first term in Equation (3), V̂S is the local po-
tential, Ĵ is the coulomb operator defined in Equation (8), V̂XC is the exchange-
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correlation potential, and V̂iA is the nuclear-electron attraction defined as the second





where EXC is the exchange-correlation energy. The exchange-correlation energy is the
additional kinetic energy due to the interacting electrons and the quantum mechanical
contribution to the electron-electron repulsion. It is important to note that this theory
is exact if the universal exchange-correlation functional is known [21].
The electronic part of the Kohn-Sham density functional theory energy function
is

















where form of the universal exact EXC is not presented because it is currently unknown
[3, 21, 22]. The form used to approximate EXC is dependent upon the method used
and will not be discussed further.
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2 Benchmarking Multiconfiguration Pair-Density
Functional Theory on Vertical Excitation Ener-
gies
2.1 Review of Multiconfiguration Pair-Density Functional The-
ory
The kinetic energy, density, and on-top pair-density are taken from a converged MC-
SCF calculation, and the other electronic energy contributions are computed post-









gpqrsDpqDrs + Eot [ρ,Π] + VNN (21)
where ρ is the density; Π is the on-top pair density; p, q, r, and s are generic orbital in-
dices; hpq are the one-electron integrals; Dpq is a one-electron density matrix element;
gpqrs are the two-electron integrals; Eot is the on-top energy; and VNN is the internu-
clear repulsion. The first term is the electronic kinetic energy and nuclear-electron
attraction and the second term is the classical Coulombic repulsion of the electrons.
The on-top energy is analogous to the exchange-correlation energy in Kohn-Sham
density functional theory (KS-DFT), and it includes a correction to the MCSCF
kinetic energy plus exchange and electron correlation.
An important aspect of the comparison of MC-PDFT to TD-KS-DFT is their
treatment of symmetry. The TD-KS-DFT method represents the electron density of
the ground state as a single Slater determinant and the excited states as the linear
response of that determinant to a frequency-dependent field, and neither ground
nor excited states necessarily have the correct spatial or spin symmetry. MC-PDFT
represents the densities and on-top pair densities of all states by multiconfigurational
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wave functions of the correct spatial and spin symmetry. However, MC-PDFT has
the added cost of configuration interaction (CI) coefficient optimization during the
MCSCF calculation, which dominates the cost in the limit of large configuration
expansions.
2.2 Intermolecular Charge Transfer
2.2.1 Computational Details
MC-PDFT is designed to represent the state of any single-reference or multireference
system with a well-defined wave function and then compute the energy, including
a good description of dynamic correlation, by an inexpensive method. In previous
work, we used single-state CASSCF wave functions for the first step; for the present
work we have extended this for some of the excited-state calculations to the state-
average [14] (SA) version, which we have incorporated into the Molcas 7.9 electronic
structure package [23]. CASSCF variationally optimized for the energy averaged over
N states will be called SA(N)-CASSCF.
All CASSCF, CASPT2, and MC-PDFT calculations are done nonrelativistically
in a locally modified version of Molcas. Reasonable active spaces are chosen for
calculations, and they are specified in footnotes to the tables, in which the active space
for a particular calculation is labeled as (m,n) where m is the number of electrons
in the active space, and n is number of active orbitals. In all cases the same active
space is used for CASSCF, CASPT2, and MC-PDFT calculations on a given system.
All CASPT2 calculations were performed with the standard imaginary shift [24] of
5.44 eV and the default IPEA shift [17] of 6.80 eV.
All KS-DFT calculations are done using the Gaussian 09 [25] software, and the
equation-of-motion coupled cluster with singles and doubles (EOM-CCSD) [26–28]
and δ-CR-EOMCC(2,3),A [29,30] calculations are done using the GAMESS [31] soft-
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ware package with the 2013 patch.
2.2.2 Intermolecular Charge-Transfer Excitation for the H2NH· · ·HNO2
System
Excitation energies obtained in this section are compared with both with KS-DFT
and with high-level wave function calculations (EOM-CCSD [26–28], SAC-CI [32,33],
δ-CR-EOMCC(2,3),A [29,30], or MS-CASPT2 [20]) . At long range, a charge transfer
excitation energy should follow the asymptotic equation
ωCT (R)
∼




where IPD is the ionization potential of the donor, EAA is the electron affinity of the
acceptor, and R is the distance between the donor and acceptor centers. Equation 22
is equally applicable to singlet and triplet charge-transfer excitation energies.
Table 1: Excitation Energies (in eV) of the 1A1 Charge-Transfer Excited State of
NH3· · ·HNO2a [34]
distance (Å) EOM-CCSD MS-CASPT2 δ-CR-EOMCC(2,3),A
3.6772 7.51 7.10 6.84
6.1133 8.58 8.22 8.04
8.5632 9.15 8.75 8.52
MUEb 0.61 0.22
a All calculations are done with the jul-cc-pVTZ [35] basis set. All geometries are
obtained from Reference [36]. The active space for MS-CASPT2 is (2,2). For
MS-CASPT2, the ground- and excited-state energies are obtained by averaging over
two states. b The mean unsigned error (MUE) is computed with respect to
δ-CR-EOMCC(2,3),A.
First, we consider charge-transfer excitation energies and their behavior with
increasing distance R between the donor N atom and acceptor N atom for the
H2NH· · ·HNO2 system that was suggested [36] as a prototype singlet intermolecular
charge-transfer system by Song and Hirao. For comparison, we calculated the excita-
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tion energy by a very accurate method, δ-CR-EOMCC(2,3),A, at the three smallest
distances and by EOM-CCSD and MS-CASPT2 at all distances. Table 1 shows that,
at the three distances where δ-CR-EOMCC(2,3),A is available, it agrees better with
the latter. Therefore, we use δ-CR-EOMCC(2,3),A as the reference at the distances
where it is available and MS-CASPT2 as the reference at the other distances. The
results are in Table 2 and Figure 2. Other than PBE, all the methods in Table 2
predict an increase of excitation energy with the intermolecular distance, as expected
from Equation 22. Although PBE0 with 25% Hartree-Fock exchange predicts an ex-
citation energy that increases with R, it severely underestimates excitation energies
and the rate of increase of the excitation energy. We also note the large MUEs of the
long-range-corrected exchange-correlation functionals. First, consider CAM-B3LYP;
this exchange-correlation functional has 65% Hartree-Fock nonlocal exchange in the
large-R limit. Although it does not have 100% Hartree-Fock nonlocal exchange at long
range, it was developed specifically [37] to improve performance for charge-transfer
excitations, and it performs reasonably well for some charge-transfer transitions with
intermediate spatial overlap [38] (sometimes even out-performing functionals with
100% Hartree-Fock exchange at large interelectronic separation [39]) but it is not
very accurate for this case of charge-transfer between systems whose electron den-
sity does not significantly overlap. Next, consider ωB97X; this exchange-correlation
functional has 100% Hartree-Fock nonlocal exchange in the large-R limit.
Other than PBE, all the methods in Table 2 predict an increase of excitation
energy with the inter-molecular distance, as expected from Equation 22. Although
PBE0 with 25% Hartee-Fock exchange predicts an excitation energy that increases
with R, it severely underestimates excitation energies and the rate of increase of the
excitation energy. We also note the large MUEs of the long-range-corrected exchange-
correlation functionals; CAM-B3LYP has 65% Hartree-Fock nonlocal exchange in the
large-R limit, and ωB97X has 100% Hartree-Fock nonlocal exchange in the large-R
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Table 2: Excitation Energies (in eV) of the 1A1 Charge-Transfer Excited State of











3.6772 6.05 2.21 3.94 6.24 5.23 7.51 7.49 7.10
6.1133 7.16 1.85 3.90 7.18 5.70 8.58 8.59 8.22
8.5632 7.69 1.78 3.97 7.71 6.01 9.15 9.16 8.75
11.0156 8.01 1.75 4.03 8.03 6.21 9.47 9.49 9.13
13.4708 8.22 1.74 4.07 8.24 6.34 9.68 9.71 9.35
15.9272 8.37 1.73 4.10 8.39 6.44 9.83 9.86 9.51
18.3868 8.48 1.73 4.13 8.51 6.51 9.95 9.97 9.62
23.3034 8.64 1.72 4.16 8.66 6.61 10.10 10.06 9.77
25.7630 8.70 1.72 4.18 8.72 6.65 10.16 10.11 9.83
MUEc 1.06 7.47 5.15 1.04 2.91 0.39 0.40 NAd
a All calculations are done with the jul-cc-pVTZ [35] basis set. All geometries are
obtained from Reference [36]. The active space for SA-CASSCF, MS-CASPT2, and
tPBE is (2,2). For SA-CASSCF, MS-CASPT2, and tPBE, the calculations of
ground- and excited-state energies are obtained by averaging over two states.
b LR-TDDFT is used to calculate excitation energies for PBE,PBE0,ωB97X, and
CAM-B3LYP.
c The mean unsigned error (MUE) is computed with respect to
δ-CR-EOMCC(2,3),A at the three smallest distances (See Table 1) and with respect
to MS-CASPT2 at other distances.
d NA denotes not applicable (see text).
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Figure 2: Distance dependence of the 1A1 Charge-Transfer Excited State of
NH3· · ·HNO2a. Note that the tPBE curve is visually indistinguishable from EOM-
CCSD. [34]
limit. The unsatisfactory performance of these methods illustrates the comment made
in the introduction that even exchange-correlation functionals designed to have im-
proved long-range behavior do not solve the long-range intermolecular charge transfer
excitation energy problem. This issue has been studied before by comparing the per-
formance of density functionals with different amount of Hartree-Fock exchange for
charge transfer excitations at different overlap region. Even though CAM-B3LYP
has only 65% Hartree-Fock exchange at long range, it performs better than many
functional with higher Hartree-Fock exchange in many cases. Therefore, adding full
Hartree-Fock exchange at long range is not a satisfactory solution of the problem. In
this light, the outstanding performance of the MC-PDFT method with the gradient
approximation tPBE for the on-top density functional is further validation because
this energy is computed with no nonlocal exchange in the energy expression and has
an MUE that is as good as EOM-CCSD. Furthermore, unlike MS-CASPT2, MC-
PDFT does not require an empirical IPEA shift, and the cost, memory requirements,
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and computational scaling are all much more affordable.
The EOM-CCSD calculation is even more expensive than MS-CASPT2. One
interesting and somewhat unexpected result in Table 2 is the way that tPBE and
EOM-CCSD track one another. In fact they have a mean unsigned deviation from
one another of only 0.04 eV over the whole range of R.
2.2.3 Triplet charge-transfer excitation energy of ethylene-tetrafluoroethylene
dimer
Next, we consider the lowest triplet charge transfer excitation energy (3B2) for the
C2H4 · · ·C2F4 system, again as a function of increasing intermolecular distance. The
absolute excitation energies at large R differ because the different methods predict
different ionization energies for C2F4 and different electron affinities for C2H4, so we
draw conclusions on the basis of the R dependence. According to Equation 22, the
excitation energy should increase as 1/R in the long-range region where the subsystem
charge clouds do not overlap. We define ∆ as the rise in excitation energy over the
region from R = 9 Å to R = 15 Å. Assuming that both of these distances are in
the nonoverlapping region, Equation 22 leads to the expectation that ∆ = 0.64 eV.
Table 3 gives our computed excitations in this case, and the last row of the table
gives the ∆ values.
In Table 3, CASSCF, CASPT2, and tPBE all have the correct long-range be-
havior, with ∆ close to 0.64 eV. On the other hand both PBE and PBE0 seriously
underestimate the excitation energies and show the wrong long-range dependence as
functions of R. Although tPBE overestimates the excitation energy at R→∞ , it is
a huge improvement over PBE, PBE0, and CASSCF. The table shows that it is even
better than CAM-B3LYP for the excitation energy in the large-R limit, although in
this triplet case the ωB97X functional, with 100% Hartree-Fock nonlocal exchange at
large R, is in much better agreement with MS-CASPT2 value of the large-R limit of
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the excitation energy.
Table 3: Excitation Energies (in eV) of the 3B2 Charge-Transfer Excited State of







tPBE PBEb PBE0b ωB97Xb CAM-
B3LYPb
5 12.68 9.85 10.71 5.04 6.72 9.05 7.20
6 13.23 10.35 11.25 5.10 6.91 9.90 8.45
7 13.59 10.68 11.61 5.13 7.15 10.18 8.63
8 13.93 10.91 11.88 5.15 7.20 10.42 9.05
9 14.13 11.10 12.08 5.16 7.26 10.61 9.19
10 14.29 11.26 12.24 5.16 7.30 10.76 9.28
11 14.43 11.39 12.38 5.17 7.34 10.89 9.34
12 14.54 11.50 12.49 5.17 7.37 11.00 9.42
13 14.63 11.59 12.58 5.17 7.39 11.09 9.48
14 14.72 11.67 12.66 5.17 7.42 11.17 9.53
15 14.78 11.74 12.73 5.17 7.42 11.24 9.57
∆ 0.65 0.64 0.65 0.01 0.26 0.63 0.38
a All calculations are done with the aug-cc-pVDZ [40] basis set. The geometry at 8
Åis obtained from Reference [41]. The rest of the geometries are obtained by
changing the intermolecular distance between the two molecules while freezing the
other internal degrees of freedom. The active space for SA-CASSCF, MS-CASPT2,
and tPBE is (4,4). For SA-CASSCF, MS-CASPT2, and tPBE, the ground state
calculation was state-specific, and the excited state was obtained by averaging over
four triplet states. The active space includes the π and π* orbitals of C2H4 and
C2F4.
b LR-TDDFT is used to calculate excitation energies for PBE, PBE0, ωB97X, and
CAM-B3LYP.
c ∆ is the difference in excitation energies at R = 9 and 15 Å; the reference value of
∆ is 0.64 eV (see text).
2.2.4 Triplet charge transfer excitation energy for NH3 · · ·F2 at 6 Å
Table 4 shows excitation energies for the lowest charge transfer excited state, the 3A1
state, in NH3 · · ·F2 system at an intermolecular distance of 6 Å. The trends present in
Table 4 are similar to those already discussed with regards to Table 2, our conclusions
are qualitatively the same whether we use CASPT2 or SAC-CI as the reference value.
In particular all the density functionals except tPBE underestimate the excitation
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energy by more than 1 eV; tPBE is too low compared to SAC-CI and too high
compared to CASPT2. In fact, tPBE, even outperforms the long-range-corrected
functionals (ωB97X and CAM-B3LYP).
Table 4: Excitation Energies (in eV) of the 3A1 Charge-Transfer Excited State of










a All calculations are done with the 6-31+G** [42] basis set. The geometry was
obtained from Reference [41]. A (2,5) active space was used. The ground- and
excited-state energies are obtained by state-specific calculations for CASSCF,
CASPT2, and tPBE. b The LR-TDDFT formalism was used.
2.3 Basis Set Dependence of Rydberg Excitations
2.3.1 Computational Details
The CASSCF, CASPT2, and tPBE calculations were performed in a locally modified
developer version of Molcas 7.9 [23]. The CASSCF calculations in this work were
state-averaged (SA) [14], where the number of states averaged is equal to the sum
of the number of degenerate components for each state for atoms (e.g., an S to P
excitation averages over 4 states), and equal weights were assigned to each of the
states averaged. The formaldehyde calculation was averaged over three states that
were equally weighted. Defining n as the number of valence electrons, we used an
active space of n electrons in 4 orbitals (the s and p orbitals), for valence states
of atoms and n electrons in 5 orbitals (s and p subshells plus an additional diffuse
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s orbital) for Rydberg states of atoms. For formaldehyde we used an active space
of 2 electrons in 3 orbitals (n orbital on oxygen, π∗ orbital of the carbonyl, and a
carbon Rydberg orbital). The resulting state-averaged wave function was the first
step, providing the reference wave function for both the CASPT2 and the tPBE
calculations. The CASPT2 calculations were done with multi-state CASPT2 (MS-
CASPT2); they used a standard imaginary shift [24] of 5.44 eV to alleviate intruder-
state problems, and they incorporated the standard empirical IPEA shift [17] of 6.80
eV.
The PBE and PBE0 calculations were performed with standard linear-response
TD-KS-DFT using Gaussian 09 [25]. The reference Slater determinant used was
unrestricted, and we used the lowest-energy excited state with the correct orbital
character that has MS = S (where S is the total spin quantum number of the ground
state) and with an 〈S2〉 that deviates by less than 1.5 from the desired value (since a
state excluded by this criterion does not adequately model a same-spin excitation).
For atoms with a degenerate ground state, we ignored the excitations that correspond
to them. For example, consider an atom like boron with a P ground state; the TD-KS-
DFT reference would be one component of the P state, and the first two excitations
from that reference are the other two components of the P state. We ignored those
excitations. After the ignored excited states are removed from consideration, we chose
the lowest-energy solution that has the orbital character of the desired excited state.
2.3.2 Results
To test MC-PDFT, we applied the tPBE functional to the lowest-energy spin-conserving
excitations of all 19 atoms from H to K. We chose not to go beyond potassium to avoid
the added complication of d orbitals. In addition to the calculations on atoms, we com-
puted the lowest spin-conserving Rydberg excitation of formaldehyde. To compare
density functional theory to wave function theory (WFT), we calculate the excitation
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energies with a robust but more expensive multireference method, namely complete
active space second-order perturbation theory (CASPT2) [15]. We also present com-
plete active space self-consistent field (CASSCF) [12] results since the CASSCF wave
function is used in generating the CASPT2 and tPBE results. Finally we compare
to TD-KS-DFT calculations with the PBE [43] and PBE0 [44] exchange-correlation
functionals. This comparison is of interest since the PBE exchange-correlation func-
tional is used to generate the tPBE [4] functional.
We report our first set of findings in Table 5, where we compare our calculations
to experimental values taken from the NIST database [45]. Table 5 shows that tPBE
is less accurate than CASPT2 (mean unsigned error MUE of 0.22 eV), which is,
however, not a candidate for applications to large systems due its unaffordable cost.
In comparing more affordable methods based on density functionals, we see that
tPBE with an MUE of 0.42 eV outperforms PBE, which has an MUE of 0.74 eV, and
performs in a comparable fashion to PBE0, which has an MUE of 0.45 eV. Curiously,
the CASSCF method performs better than expected for these cases, with an MUE of
0.41 eV, which is surprising since CASSCF lacks dynamic correlation; we shall return
to this finding below.
In Table 5 we also report also the standard deviation, SD, of the signed errors
from their mean. This gives an indication of the width of the distribution of signed
errors.
In addition to providing the above general test of MC-PDFT for excitation ener-
gies, we analyzed the basis set dependence for Rydberg excitations computed with
MC-PDFT. Specifically, we analyzed the question of whether results for Rydberg ex-
citations deteriorate in accuracy upon the addition of a set of diffuse basis functions,
as is often the case for TD-KS-DFT. To test this question, we selected the Rydberg
excitations of first-row and second-row atoms from Table 5 and computed excitation
energies with the d-aug-cc-pVQZ [49] basis set, which has two sets of diffuse basis
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Table 5: Excitation energies (in eV) of atoms. The def2-QZVP [46] basis set was
used for the valence excitations (Li, Be, Na, Mg, K), and aug-cc-pVQZ [40, 47–49]
was used for Rydberg excitations (the other atoms). [50]
states CASSCF CASPT2 tPBEa PBEb PBE0b exp [45]
H 2S-2S 10.22 10.22 9.88 8.05 8.67 10.20
He 1S-1S 20.15 20.72 20.42 17.61 18.75 20.62
Li 2S-2P 1.84 1.84 1.60 2.00 1.97 1.85
Be 1S-1P 5.59 5.42 3.82 4.99 4.99 5.28
B 2P-2S 4.51 4.93 5.01 4.14 4.56 4.96
C 3P-3P 6.88 7.52 7.50 6.29 6.90 7.48
N 4S-4P 9.31 10.49 9.84 8.76 9.57 10.33
O 3P-3S 10.07 9.79 10.93 8.97 9.62 9.51
F 2P-2P 12.74 13.66 13.67 12.66 13.68 12.98
Ne 1S-1P 15.38 18.05 16.28 15.85 17.02 16.71
Na 2S-2P 1.97 2.05 1.94 2.13 2.09 2.10
Mg 1S-1P 4.04 4.41 3.64 4.24 4.25 4.35
Al 2P-2S 2.71 3.08 3.03 2.73 2.96 3.14
Si 3P-3P 4.48 4.93 4.82 4.29 4.62 4.92
P 4S-4P 6.40 7.04 6.74 6.07 6.52 6.96
S 3P-3S 6.75 7.00 7.50 6.85 7.30 6.82
Cl 2P-2P 8.95 9.52 9.65 8.86 9.41 9.19
Ar 1S-1P 11.25 12.29 11.77 11.04 11.70 11.68
K 2S-2P 1.40 1.57 1.43 1.57 1.53 1.61
MSEd -0.32 0.20 -0.06 -0.71 -0.24
MUEe 0.41 0.22 0.42 0.74 0.45
SDf 0.42 0.35 0.60 0.80 0.63
aMC-PDFT bTD-KS-DFT c average value obtained from the different calculations d
mean signed error with respect to experiment e mean unsigned error with respect to
experiment f standard deviation of the signed errors from their mean
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functions and with the aug-cc-pVQZ basis set, which is identical except for not having
the second set of diffuse functions. The findings are reported in Table 6.
Table 6: Rydberg excitation energies (in eV) of first- and second-row atoms upon
doubling the number of diffuse basis functions. [50]
states basis set CASPT2 tPBEa PBEb PBE0b exp [45]
H 2S-2S aug-cc-pVQZ 10.22 9.88 8.05 8.67 10.20
d-aug-cc-pVQZ 10.21 9.89 7.64 8.44
He 1S-1S aug-cc-pVQZ 20.72 20.42 17.61 18.75 20.62
d-aug-cc-pVQZ 20.46 20.30 16.21 17.70
B 2P-2S aug-cc-pVQZ 4.93 5.01 4.14 4.56 4.96
d-aug-cc-pVQZ 4.88 5.03 3.85 4.37
C 3P-3P aug-cc-pVQZ 7.52 7.50 6.29 6.90 7.48
d-aug-cc-pVQZ 7.35 7.38 5.77 6.52
N 4S-4P aug-cc-pVQZ 10.49 9.84 8.76 9.57 10.33
d-aug-cc-pVQZ 10.23 9.50 8.00 9.00
O 3P-3S aug-cc-pVQZ 9.79 10.93 8.97 9.62 9.51
d-aug-cc-pVQZ 9.05 10.48 7.59 8.48
F 2P-2P aug-cc-pVQZ 13.66 13.67 12.66 13.68 12.98
d-aug-cc-pVQZ 12.64 12.84 10.31 11.48
Ne 1S-1P aug-cc-pVQZ 18.05 16.28 15.85 17.02 16.71
d-aug-cc-pVQZ 16.63 16.25 13.53 15.01
MSEc aug-cc-pVQZ 0.20 -0.06 -0.71 -0.24
d-aug-cc-pVQZ -0.17 -0.14 -2.49 -1.47
MUEd aug-cc-pVQZ 0.22 0.45 0.79 0.50
d-aug-cc-pVQZ 0.17 0.40 2.49 1.47
aMC-PDFT bTD-KS-DFT c mean signed error with respect to experiment d mean
unsigned error with respect to experiment
The results in Table 6 show a dramatic effect on the TD-KS-DFT results in going
from aug-cc-pVQZ to d-aug-cc-pVQZ. The PBE and PBE0 sets of excitation energies
both worsen drastically and systematically when an extra set of diffuse basis functions
is added. In particular, the PBE MUE increases from 0.79 eV to 2.49 eV, and the
PBE0 MUE increases from 0.50 eV to 1.47 eV. The decrease in TD-KS-DFT accuracy
as more diffuse functions is consistent with the previous experience summarized in
the introductory remarks. This is confirmed by the large magnitude of the mean
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signed errors, which are negative. However, tPBE does not have the same behavior
as PBE and PBE0; the MUE goes from 0.45 eV with aug-cc-pVQZ to 0.40 eV with
d-aug-cc-pVQZ. In fact, the behavior of tPBE with respect to adding more diffuse
functions is quite similar to CASPT2 (MUE goes from 0.21 eV to 0.17 eV), which is
very encouraging.
Finally, we show an example calculation on a molecule as evidence that the sta-
bility of MC-PDFT with respect to diffuse basis functions is present for molecules
as well as atoms. In Table 7 the lowest-energy spin-conserving Rydberg state of
formaldehyde is reported. The errors with the jul-cc-pVTZ basis set are similar to
those with the aug basis sets in Table 6, except that CASSCF is less accurate, which
is expected for molecules, and PBE0 is more accurate. When adding an extra set of
diffuse functions to formaldehyde, CASPT2 and tPBE errors change by less than 0.10
eV; whereas, the PBE and PBE0 errors change by 0.33 eV and 0.28 eV, respectively.
This finding indicates that MC-PDFT is stable upon adding an extra set of diffuse
basis functions in the treatment of Rydberg states for molecules as well as for atoms
Table 7: The lowest-energy singlet-to-singlet Rydberg excitation energy (in eV) of
formaldehyde upon doubling the number of diffuse basis functions. [50]
basis set CASSCF CASPT2 tPBEa PBEb PBE0b Refc
jul-cc-pVTZ [35] 6.32 7.03 6.66 6.11 6.99 7.08
d-jul-cc-pVTZ [35] 6.12 6.88 6.57 5.78 6.71
aMC-PDFT bTD-KS-DFT c Experimental value from Reference [51].
2.4 General Molecular Excitation Energies
2.4.1 Computational Details
All CASSCF, CASPT2, and tPBE calculations were performed in a locally-modified
version of Molcas 7.9 [23]. All CASPT2 calculations used an imaginary shift [24]
of 5.44 eV to alleviate intruder states. All CASPT2 calculations in Tables 8 used
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the standard empirical IPEA shift [17] value of 6.80 eV. All calculations are done
nonrelativistically. All TD-KS-DFT calculations were performed with Gaussian 09
[25]. Benchmarking data has been taken either from experiment or from high-level
electronic structure calculations. CCSD [52] geometry optimizations were performed
using GaussianÂ 09. We used the jul-cc-pVTZ basis set for molecules with valence
excitation, the aug-cc-pVTZ basis set for water, the 6-31+G** basis set for pNA
and DMABN, and the aug-cc-pVDZ basis set for B-TCNE. All calculations were
done using C1 symmetry. The benzene, napthalene, furan, hexatriene, water, pNA,
DMABN, and B-TCNE calculations were performed by Soumen Ghosh.
2.4.2 Results
Although CASSCF is not expected to yield accurate energetics, it is included in the
comparisons since CASPT2 and tPBE both use the CASSCF reference wave function.
Since the PBE exchange-correlation functional is used in tPBE, we also present results
obtained by TD-KS-DFT using PBE and PBE0. For each molecule we used an active
space that includes the main configurations needed to describe the excitations; these
results are reported in Table 8 and the active space details can be found in [53], where
the notation SA(k)-(m,n) denotes state averaging over k states with m electrons in
n active orbitals.
First we consider the results for 18 valence excitations in Table 8. The tPBE
functional gives an MUE of only 0.29 eV and does as well as PBE0 and better than
PBE. Note that tPBE and PBE are local functionals whereas PBE0 has nonlocal
exchange. CASPT2 performs the best among all the methods if consideration is
limited to valence excitations.
Next we consider the results in Table 8 for the lowest singlet and triplet excita-
tions of water, which are Rydberg in nature. (The reason why only Rydberg excited
states are present may be understood by comparison to the united-atom limit of Ne,
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which can only have excitations in which a principal quantum number increases.)
Local KS-DFT functionals underestimate Rydberg excitations because of the wrong
asymptotic behavior of the exchange-correlation potential, and consequently PBE
performs poorly for these two excitations. PBE0 performs relatively better because
of the 25% Hartree-Fock exchange. But, tPBE performs remarkably well (MUE of
only 0.07 eV). In the charge transfer study (Section 2.2) we have also shown that
MC-PDFT is stable to adding diffuse functions, which is important when one treats
Rydberg states.
Charge-transfer (CT) excitations represent a great challenge for KS-DFT [36,54–
57]. Previously, we have shown that MC-PDFT performs well for long-range inter-
molecular charge transfer excitations that are in the small-spatial-overlap region. As
reported in Table 8, we have tested tPBE and other methods for both intramolecular
and intermolecular excitations. The tPBE functional performs very well, with an
MUE of 0.24 eV. For the intermolecular excitations, the overlap is very small, but
the overlap is much higher for the intramolecular excitations. The PBE and PBE0
methods perform relatively well for the excitations in large overlap region, but they
fail completely for the small-spatial-overlap region. The tPBE method, on the other
hand, performs well for all overlap regions, indicating that the performance of the
on-top density functional for different excitations does not depend strongly on the
extent of overlap between occupied and virtual orbitals.
In practical applications, general spectra contain a mix of valence, Rydberg, and
charge transfer excitations or excitations with a mixture of these characters. There-
fore, it is most reliable to use methods that treat all three types of excitation accu-
rately. The last two rows of Table 8 give average mean errors in which we weighted
valence, Rydberg, and charge transfer excitations each with a weight of one third.
MC-PDFT with the simple tPBE functional actually has a slightly smaller aver-
age error, when the three categories of excitation are weighted equally, than does
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CASPT2, but the small difference is not meaningful; what is more important is that
the methods are approximately equally accurate. The MC-PDFT results are not
overly sensitive to the choice of the on-top density functional. MC-PDFT is much
more accurate than TD-KS-DFT with either the PBE or PBE0 exchange-correlation
functional (MUE of 0.20 eV vs. either 0.82 eV or 0.40 eV).
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Table 8: Excitation energies (in eV) of a variety of molecular excitations. [53]
Excitation CASPT2 tPBEa PBEb PBE0b Ref
Acetaldehyde 1A′′ 4.27 3.92 4.10 4.25 4.28 [51]
Acetone 1A2 4.44 4.35 4.20 4.40 4.43 [51]
Formaldehyde 1A2 3.92 3.55 3.77 3.90 4.00 [51]
Pyrazine 1B3u 4.04 3.86 3.52 3.96 3.97 [58,59]
Pyridazine 1B1 3.67 3.24 3.11 3.63 3.60 [51]
Pyridine 1B1 5.06 4.80 4.32 4.83 4.74 [60,61]
Pyrimidine 1B1 4.38 4.06 3.75 4.31 4.18 [62]
s-Tetrazine 1B3u 2.56 2.48 1.84 2.29 2.25 [51]
Ethylene 1B1u 8.16 6.77 7.35 7.46 8.02 [63]
Butadiene 1Bu 6.51 6.03 5.41 5.63 6.21 [64]
Benzene 1B2u 4.83 5.09 5.14 5.37 4.90 [65]
3B1u 3.98 4.27 3.91 3.49 4.12 [66]
Napthalene 1B3u 4.21 4.40 4.02 4.38 4.00 [67]
3B2u 3.18 3.31 2.79 2.54 3.11 [66]
Furan 1B2 6.32 6.51 5.87 6.04 6.06 [68]
3B2 4.08 4.20 3.88 3.57 4.17 [66]
Hexatriene 1Bu 5.32 5.48 4.42 4.67 4.93 [69]
3Bu 2.67 2.74 2.27 1.91 2.69 [66]
Water Singlet 7.61 7.46 6.36 7.13 7.40 [70]
Triplet 7.19 7.09 6.01 6.69 7.00 [71]
pNA 1A1 4.62 3.92 3.55 4.16 4.30
f
DMABN 1A1 4.87 4.28 4.36 4.77 4.57 [72]
B-TCNE 1A 3.84 3.63 1.35 2.08 3.59 [73]
MSEc valence 0.11 -0.03 -0.33 -0.17
MUEd valence 0.15 0.29 0.36 0.29
MSEc Rydberg 0.20 0.07 -1.02 -0.29
MUEd Rydberg 0.20 0.07 1.02 0.29
MSEc CT 0.29 -0.21 -1.07 -0.48
MUEd CT 0.29 0.24 1.07 0.62
Averagee MSE 0.20 -0.06 -0.81 -0.31
Averagee MUE 0.21 0.20 0.82 0.40







charge transfer f δ-CR-EOMCC(2,3),D [29]/6-31+G**
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3 Development of Variational Methods
3.1 First-Order Ground-State Optimization
In this section, a theory that minimizes the ground-state MC-PDFT energy with
respect to CI coefficients is considered. In Section 3.1.1, the working equations are
derived. In Section 3.1.2, an explicit form for the one- and two-electron on-top poten-
tials for the tLSDA on-top potential are derived. In Section 3.1.3, results on ground-
state N2 are reported. Finally, in section 3.1.4, the theory derived in Section 3.1.1 is
extended to excited states, and a major problem is explained.
3.1.1 Working Equations
Let us begin with the form of the energy for MC-PDFT in an MO basis using the









gpqrsDpqDrs + Eot [ρ,Π] + VNN (23)
where ρ is the density; Π is the on-top pair density; p, q, r, and s are generic orbital
indices; hpq are the one-electron integrals; Dpq is a one-electron density matrix ele-
ment; gpqrs are the two-electron integrals; Eot is the on-top energy; and VNN is the





where I is an index over configurations, N conf is the number of configurations, and
CI is a CI coefficient.
We want to minimize the MC-PDFT energy (Equation 23) with respect to the CI
coefficients (CI in Equation 24) while maintaining the orthonormality of the config-
urations. A practical way of proceeding is to consider a unitary transformation to a
30
new set of CI coefficients
∣∣0̃〉 = Nconf∑
I











[|n〉 〈0| − |0〉 〈n|] (26)
where n is a configuration index. Let us consider that the new set of CI coefficients






































where I and J are configuration indices and φ are molecular orbitals.
To derive a set of equations that upon solution will give CI coefficients that mini-
mize the MC-PDFT energy, Equation 28 is plugged into Equation 27. Derivatives of
Equations 29-32 are needed since they are dependent on the CI coefficients. Before
the derivatives can be evaluated, we need expressions for Equations 29-32 in terms
of the initial-guess CI coefficients. A BCH expansion [10] can be used to accomplish
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this
exp (A)B exp (−A) = B + [B,A] + . . . →1st-order B + [B,A] (33)
where A and B are real, square matrices, B is not a function of A, and higher than
first-order corrections are neglected. The first-order corrected density matrices can
now be computed by applying Equation 33 in operator form to Equations 29 and 30


























which leads to the following expressions






〈n| Êpq |0〉 − 〈n|0〉Dpq
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(36)






(〈n| êpqrs |0〉 − 〈n|0〉 dpqrs)
]
(37)










= 2 (〈I| êpqrs |0〉 − 〈I|0〉 dpqrs) . (39)
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2 (〈I| êpqrs |0〉 − 〈I|0〉 dpqrs) .
(43)
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where the one-electron on-top potential (νOEpq ) and two- electron on-top potential





































which can be even further simplified by introducing the CI operator and the eigenvalue
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and switching to matrix notation (in a CSF basis)
































Equation 48 is the fundamental working equation of the 1st-order CI optimization
for ground states. Upon solving Equation 48, CI coefficients that minimize the MC-
PDFT energy (Equation 23) will be obtained. Explicit forms of the tLSDA potentials
(Equations 45 and 46) will be given in Section 3.1.2. There are three important
properties to note:
1. The eigenvalue in Equation 50 is not equal to the MC-PDFT energy (Equa-
tion 23).
2. Since the CI operator (Equation 49) is dependent on the CI coefficients, Equa-
tion 48 needs to be solved iteratively, unlike in wave function theory (the Hamil-
tonian is independent of CI coefficients; see Equation 3).
3. This method is a first-order method due to the truncation in Equation 33
First-order CI optimization algorithm
1. Obtain MO coefficients and initial guess to the CI coefficients
2. Build the CI operator (Equation 49)
3. Solve eigenvalue problem (Equation 48) for new CI coefficients
4. Repeat steps 2 and 3 until convergence
5. Compute the MC-PDFT energy (Equation 23) with converged CI coefficients
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3.1.2 Explicit On-Top Potential Expression for tLSDA
The solution of Equation 48 requires explicit forms of the one- and two-electron on-top
potentials. In this section we will derive explicit expressions for the one- and two-
electron on-top potentials (Equations 45 and 46) for the tLSDA on-top functional [4].
The tLSDA functional is shown in Equation 51




















































where ρtα is the translated alpha density and ρ
t
β is the translated beta density.
Let us first evaluate the tLSDA one-electron on-top potential by plugging in the

































The derivatives of the translated spin densities is straightforwardly evaluated by plug-























A brief comment regarding the evaluation of Equation 55 is needed. The deriva-
tives of the exchange-correlation functional with respect to the translated spin den-
sities can be evaluated numerically using standard techniques that are used for eval-
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uating the Kohn-Sham exchange-correlation potential (Equation 18).
The tLSDA two-electron on-top potential is evaluated in the exact same way as
























3.1.3 CI-tLSDA Application on N2
3.1.3.1 Computational Details
The CASSCF, tLSDA, and CI-tLSDA calculations were performed in a locally mod-
ified developer version of Molcas 8.0 [75]. We used an active space of 6 electrons in 6
orbitals, and the cc-pVDZ basis set was used [47]. No spatial symmetry was applied.
The CI-tLSDA convergence was determined by an MC-PDFT energy threshold of
10−8.
3.1.3.2 Results
The N2 dimer is a challenging test system for electronic structure methods. In Fig-
ure 3, one can find the tLSDA and CI-tLSDA potential curves for N2.
Figure 3: Potential curves of tLSDA and CI-tLSDA for N2.
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The potential curves of ground-state N2 reveal a startling problem with CI-tLSDA.
The total energy is substantially lowered at equilibrium (by about 1.3 eV), where the
wave function goes from 97% dominated by the Hartree-Fock configuration to 99%.
This finding is quite startling and indicates potential problems with CI optimizations
that minimize the MC-PDFT energy (see Section 3.2).
3.1.4 Extension to Excited States



























where A is an electronic state index, WA is a weight, and N
sp is the number of states
included in the energy averaging. Since we are performing a unitary transformation










[|n〉 〈B| − |B〉 〈n|] . (58)
where B is an index over electronic states. Using the same techniques as in Sec-
tion 3.1.1 leads to the following eigenvalue problems
FCIA CA = E
eig
A CA where A = 1, 2, . . . , N
sp. (59)
The solution of Equation 59 would lead to CI coefficients of several electronic states
that minimize the average MC-PDFT energy. However, since the eigenvalue problem
for each state is solved separately, the resulting states will not be orthogonal to each
other, which is a highly undesirable quality. Two methods were developed that will
optimize CI coefficients and lead to orthogonal states. They are covered in Sections 3.2
and 3.3.
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3.2 Average Energy Minimization
In Section 3.2.1, a method for minimizing the average MC-PDFT energy, while main-
taining orthogonality, is introduced. In Sections 3.2.2 and 3.2.3, results with the new
theory are covered.
3.2.1 Theory
As shown in Section 3.1.4 when CI coefficients are variationally optimized to minimize
the average energy (Equation 60) for multiple electronic states, the orthogonality of

























where A is an index on electronic states, N sp is the number of electronic states
included in the energy averaging, and WA are user-defined weights. Rather than the
CI parameterization used in Equation 58, we introduce a new parameterization that
will maintain orthogonality of the electronic states






SIA (|I〉 〈A| − |A〉 〈I|) . (62)
where SIA will be referred to as state mixing coefficients and N
par is the number of
variational parameters in |0〉. Note that this parameterization is directly applicable
to CI coefficient optimizations (Npar = N conf) and state interaction (SI) coefficient
optimizations (Npar = N sc where N sc is the number of CASSCF states).
With the energy function to be minimized defined and the variational parameters
determined, now we will derive a method for minimizing the average MC-PDFT
energy. We begin by performing a second-order Taylor expansion of the average
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MC-PDFT energy functional




where EAVE(SO) is the second-order energy, EAVE(1) is the gradient of the average
MC-PDFT energy, and EAVE(2) is the Hessian of the average MC-PDFT energy. To
minimize the energy functional in Equation 63, we use Newton’s Method [10]
EAVE(2)n ∆Sn = −EAVE(1)n (64)
where n denotes an iteration. Each iteration, solution of Equation 64 will result
in a new set of state mixing coefficients. Upon convergence, second-order-corrected
state mixing coefficients will be obtained. This is referred to as the average-energy
formalism.
3.2.2 Computational Details
The two lowest-energy singlet CAS(2,2) wave functions in C1 spatial symmetry for
HeH+ are 1σ2 for the ground state (the 1σ is localized on the He atom) and 1σ2σ for
the excited state (the 2σ is localized on the H atom) at all geometries (both are 1Σ+
states). The ground state dissociates to He. . .H+, and the excited state dissociates
to He+ . . .H. Thus, a SA(2)-CASSCF/cc-pVTZ calculation in C1 spatial symmetry
was used to generate the reference wave function.
The two lowest-energy singlet CAS(6,6) wave functions in A1 irrep of C2v spatial
symmetry for LiF are 1σ2 for the ground state (LiF σ(s) bond) and 1σ1σ∗ for the
excited state at equilibrium (both are 1Σ+ states). At 9 Å, the ground state is Li. . .F,
and the excited state is the ionic state Li+ . . .F−. Due to the presence of F−, aug-
cc-pVTZ on F and cc-pVTZ on Li was used. A SA(2)-CASSCF(6,6) calculation in
A1 irrep of C2v spatial symmetry was used to generate the reference wave function.
MS-CASPT2 calculations were also performed with the standard imaginary shift [24]
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of 5.44 eV and the default IPEA shift [17] of 6.80 eV.
For both HeH+ and LiF, the SI coefficients of the two CASSCF states were op-
timized via the theory outlined in Section 3.2.1, where the average MC-PDFT func-
tional used equal weights on two states. The method was implemented in a locally-
modified version of Molcas 8.1 [75] and numerical gradients and Hessians were used.
The new theory will be referred to as SI-tLSDA in Section 3.2.3.
3.2.3 Results
The 2-state potential energy curve of HeH+ with CASSCF, tLSDA, and SI-tLSDA
are reported in Figures 4, 5, and 6, respectively. The HeH+ adiabatic potential curves
are labeled by their electronic character at dissociation (5 Å).
Figure 4: HeH+ potential curves with CASSCF.
The total energies of CASSCF, tLSDA, and SI-tLSDA and the SI coefficients of
SI-tLSDA at equilibrium are reported in Tables 9 and 10, respectively. The total
energies of CASSCF, tLSDA, and SI-tLSDA and the SI coefficients of SI-tLSDA at
dissociation (5 Å) are reported in Tables 11 and 12, respectively.
The tLSDA results match CASSCF for the ground state, but the excited state
energy is significantly different (see Tables 9 and 11). The SI-tLSDA energies dras-
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Table 9: Total energies of HeH+ at equilibrium
state CASSCF tLSDA SI-tLSDA
11Σ+ -2.931 -2.936 -2.866
21Σ+ -1.937 -1.999 -2.100
average energy -2.434 -2.467 -2.483
Table 10: SI coefficients for SI-tLSDA results reported in Table 9.





Table 11: Total energies of HeH+ at 5 Å
state CASSCF tLSDA SI-tLSDA
11Σ+ -2.849 -2.849 -2.764
21Σ+ -2.474 -2.440 -2.763
average energy -2.662 -2.645 -2.764
Table 12: SI coefficients for SI-tLSDA results reported in Table 11.






Figure 5: HeH+ potential curves with tLSDA.
Figure 6: HeH+ potential curves with SI-tLSDA (average energy formalism).
tically differ from the tLSDA results (compare Figures 5 and 6 or look at Tables 9
and 11). Both states converge to a 50-50 mixture of He. . .H+ and He+ . . .H (the
phase in Table 12 does not matter since each MO is localized, and the molecule is at
dissociation). This preference of charge-delocalized states is a serious problem of the
theory.
The 2-state potential energy curves of LiF with SA(2)-CASSCF, MS-CASPT2,
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tLSDA, and SI-tLSDA are reported in Figures 7, 8, 9, and 10, respectively. The
adiabatic curves are labeled by their electronic character at 9 Å.
Figure 7: LiF potential curves with CASSCF.
Figure 8: LiF potential curves with MS-CASPT2.
43
Figure 9: LiF potential curves with tLSDA.
Figure 10: LiF potential curves with SI-tLSDA (average energy formalism).
The total energies of CASSCF, MS-CASPT2, tLSDA, and SI-tLSDA and the SI
coefficients of SI-tLSDA at equilibrium are reported in Tables 13 and 14, respectively.
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The total energies of CASSCF, MS-CASPT2, tLSDA, and SI-tLSDA and the SI
coefficients of SI-tLSDA at dissociation (9 Å) are reported in Tables 15 and 16,
respectively. The CSFs are labeled by their character at 9 Å.
Table 13: Total energies of LiF at equilibrium
state CASSCF MS-CASPT2 tLSDA SI-tLSDA
11Σ+ -107.025 -107.253 -106.878 -106.794
21Σ+ -106.814 -107.002 -106.619 -106.768
average energy -106.920 -107.128 -106.748 -106.781
Table 14: SI coefficients for SI-tLSDA results reported in Table 13.





Table 15: Total energies of LiF at 9 Å
state CASSCF MS-CASPT2 tLSDA SI-tLSDA
11Σ+ -106.858 -107.045 -106.651 -106.707
21Σ+ -106.789 -107.020 -106.637 -106.707
average energy -106.823 -107.033 -106.644 -106.707
The CASSCF and CASPT2 results agree qualitatively (compare Figures 7 and 8).
The tLSDA curves are qualitatively correct except in the avoided crossing region (see
Figure 9). In the avoided crossing region, tLSDA curves have an unphysical double
crossing. The SI-tLSDA results exhibit too much mixing of the ionic and covalent
states (see Figure 10). At dissociation, the SI-tLSDA results dissociate to a 50-50
mixture of the ionic and covalent states (see Tables 15 and 16). This 50-50 mixing is
similar to the SI-tLSDA results for HeH+ at dissociation.
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Table 16: SI coefficients for SI-tLSDA results reported in Table 15.





3.3 Average Operator Formulation
In Section 3.3.1, a method for optimizing CI coefficients for a set of states, while main-
taining orthogonality, is introduced, referred to as the average CI operator formalism.
In Sections 3.3.2 and 3.3.3, results with the new are covered.
3.3.1 Theory
In Section 3.1.4, it was shown that an extension of the 1st-order CI-MC-PDFT to
excited states will lead to non-orthogonal states that minimize the average MC-PDFT







where A is an electronic state, WA is a user-defined weight, N
sp is the number of states
included in the averaging, and F̂CI is the CI operator originally defined in Equation 49.
Now a single eigenvalue problem can be solved to obtain new CI coefficients, which
will maintain orthogonality
FAveC = EAveC (66)
where FAve is the matrix representation of the operator in Equation 66 in a configu-
ration basis and EAve is an eigenvalue.
Upon iterative solution of Equation 66, new CI coefficients will be obtained for
the N sp states, and the states will be orthogonal to each other. However, the new CI
coefficients will not minimize the average MC-PDFT energy or the MC-PDFT energy
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of each state. The current hypothesis is that the CI coefficients will minimize the
averaged sum of the configuration energies (similar to how the eigenvalue in Hartree-
Fock and KS-DFT MO optimizations are the sum of orbital energies), but further
study is needed. Once the new CI coefficients are obtained, the MC-PDFT energy for
each state is computed via the standard MC-PDFT energy functional (Equation 23).
3.3.2 Computational Details
The two lowest-energy singlet CAS(2,2) wave functions in C1 spatial symmetry for
HeH+ are 1σ2 for the ground state (the 1σ is localized on the He atom) and 1σ2σ for
the excited state (the 2σ is localized on the H atom) at all geometries (both are 1Σ+
states). The ground state dissociates to He. . .H+, and the excited state dissociates to
He+ . . .H. A SA(2)-CASSCF/cc-pVTZ calculation in C1 spatial symmetry to study
the potential energy curve of HeH+.
The two lowest-energy singlet CAS(6,6) wave functions in A1 irrep of C2v spatial
symmetry for LiF are 1σ2 for the ground state (LiF σ(s) bond) and 1σ1σ∗ for the
excited state at equilibrium (both are 1Σ+ states). At 9 Å, the ground state is Li. . .F,
and the excited state is the ionic state Li+ . . .F−. Due to the presence of F−, aug-cc-
pVTZ on F and cc-pVTZ on Li. The current calculations are done in C1, but only
the two 1Σ+ states were studied. A SA(4)-CASSCF(6,6) was used to generate the
reference wave function.
For both HeH+ and LiF, the CI coefficients of the two states were optimized via
the theory outlined in Section 3.3.1, where the average CI operator used equal weights
on two states. The method was implemented in a locally-modified version of Molcas
8.1 [75] and the one- and two-electron on-top potentials were computed using the




The 2-state potential energy curve of HeH+ with CI-tLSDA is reported in Figure 11.
The CASSCF, tLSDA, and SI-tLSDA (computed via average energy formalism) po-
tential curves can be found in Figures 4, 5, and 6, respectively.
Figure 11: HeH+ potential curves with CI-tLSDA (average operator formalism).
The total energies of CASSCF, tLSDA, and CI-tLSDA and CI coefficients of
CASSCF and CI-tLSDA at equilibrium are reported in Tables 17 and 18, respectively.
The total energies of CASSCF, tLSDA, and CI-tLSDA and CI coefficients of CASSCF
and CI-tLSDA at dissociation (5 Å) are reported in Tables 19 and 20, respectively.
Table 17: Total energies of HeH+ at equilibrium
state CASSCF tLSDA CI-tLSDA
11Σ+ -2.931 -2.936 -2.934
21Σ+ -1.937 -1.999 -1.999
Unlike the results with the average energy formalism (Figure 6), the average op-
erator formalism yields results of similar quality to CASSCF and tLSDA (Figures 4
and 5).
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Table 18: CI coefficients for CI-tLSDA results reported in Table 17.
CI-tLSDA state CSF CASSCF CI coeff. CI-tLSDA CI coeff.
11Σ+ 1σ2 0.979 0.985
1σ2σ -0.204 0.173
21Σ+ 1σ2 0.204 0.172
1σ2σ 0.979 -0.982
Table 19: Total energies of HeH+ at 5 Å
state CASSCF tLSDA CI-tLSDA
11Σ+ -2.849 -2.849 -2.849
21Σ+ -2.474 -2.440 -2.440
The ionic-covalent curve crossings of LiF with the average operator formalism are
reported in Figure 12. The adiabatic curves are labeled by their electronic character
at 9 Å. The CASSCF, tLSDA, and SI-tLSDA (with the average energy formalism)
results are in Figures 7, 9, and 10, respectively.
Figure 12: LiF potential curves with CI-tLSDA (average operator formalism).
The total energies of CASSCF, tLSDA, and CI-tLSDA and CI coefficients of
CASSCF and CI-tLSDA at equilibrium are reported in Tables 21 and 22, respectively.
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Table 20: CI coefficients for CI-tLSDA results reported in Table 19.
CI-tLSDA state CSF CASSCF CI coeff. CI-tLSDA CI coeff.
11Σ+ 1σ2 1.000 1.000
1σ2σ 0.000 0.000
21Σ+ 1σ2 0.000 0.000
1σ2σ 1.000 1.000
The total energies of CASSCF, tLSDA, and CI-tLSDA and CI coefficients of CASSCF
and CI-tLSDA at dissociation (9 Å) are reported in Tables 23 and 24 , respectively.
The CSFs are labeled by their character at 9 Å.
Table 21: Total energies of LiF at equilibrium
state CASSCF tLSDA CI-tLSDA
11Σ+ -107.006 -106.854 -106.832
21Σ+ -106.806 -106.628 -106.633
Table 22: CI coefficients for CI-tLSDA results reported in Table 21.

























The tLSDA curves are qualitatively correct except in the avoided crossing region
(see Figure 9). In the avoided crossing region, tLSDA curves have an unphysical
double crossing. The CI-tLSDA results (with the average energy formalism) better
match the CASSCF results and do not exhibit the 50-50 mixture observed in the
average energy minimization (Figure 10).
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Table 23: Total energies of LiF at 9 Å
state CASSCF tLSDA CI-tLSDA
11Σ+ -106.851 -106.655 -106.668
21Σ+ -106.773 -106.614 -106.589
Table 24: CI coefficients for CI-tLSDA results reported in Table 23.



























A review of property-based diabatization is shown in Section 4.1. Boys localized
diabatization is covered in Sections 4.2, and the fourfold way is covered in Section 4.3.
Dipole-Quadrupole diabatization is introduced in Section 4.4, and results are given
in Sections 4.5.
4.1 Property-Based Diabatization Review
Many approaches to diabatization exist. In this section we review property-based di-






where ΦA is a diabatic state, ΨI is an adiabatic state, TIA is an element of the
adiabatic-to-diabatic transformation matrix, and N st is the number of adiabatic
states, which is always assumed to be equivalent to the number of diabatic states.
We first discuss an older method by Werner and Meyer [76]. In this method,
diabatic states (Φ) are defined as those that satisfy 〈ΦA |µ|ΦB〉 = 0, which are in-
terpreted as charge-localized states. Diagonalizing µ fulfills this criterion, and the
resulting transformation matrix is used to compute new diabatic states as in Equa-
tion 67. This method is straightforward and works for more than two states: an
N stxN st dipole matrix needs to be diagonalized. When more than one component of
the dipole is non-zero, one cannot diagonalize all components of the dipole vector with
the same transformation. In such cases the Werner-Meyer method will not work or at
least becomes ambiguous (as to which component is to be diagonalized), and this is a
serious shortcoming for application to arbitrary geometries of polyatomic molecules,
which prevents the method from being useful for calculating diabatic potential energy
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surfaces in most cases.
Another method that may be considered to be a generalization of the Werner-
Meyer method is the generalized Mulliken-Hush (GMH) method [77]. This method is
similar to the Werner-Meyer method, but instead of diagonalizing the dipole operator
along an axis, one diagonalizes µ · ν, where
ν =
µII − µJJ
|µII − µJJ |
(68)
for two states. This method reduces to Werner-Meyer when the direction of ν is
determined by symmetry but is an improvement over Werner-Meyer because one can
now treat states that have more than one non-zero component for µ. The GMH
method was developed for electron transfer, so rediagonalizing any sub-block of the
Hamiltonian that corresponded to multiple diabatic states on the same charge center
is recommended.
4.2 Review of Boys localized diabatization
Boys localization was originally developed for localizing orbitals [78, 79], and it was
extended to the localization of many-electron states by Subotnik and coworkers [80].
This scheme defines the rotation matrix T of Equation 67 such that it maximizes the




|〈ΦA |µ|ΦA〉 − 〈ΦB |µ|ΦB〉|2 . (69)




|〈ΦA |µ|ΦA〉|2 . (70)
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Boys localized diabatization may be motivated by its appropriateness for treating
electron transfer, for which it maximizes charge on the left in one state and charge on
the right in the other state. However, Subotnik and coworkers showed that it is also
applicable to more general problems [82–84]. The Boys localization scheme is only
able to differentiate between electronic states of differing dipole moment. Thus, this
method can have difficulty when there are more diabatic states than charge centers.
For this reason, it was recommended to rediagonalize any sub-block of the Hamil-
tonian that corresponds to the same charge center [77, 80]. This is a complicating
feature ; however, the method is still very convenient because it can be used with
any electronic structure method and only uses the adiabatic dipole matrix without
requiring orbital transformations.
4.3 Review of Fourfold Way
The fourfold way [85–88] is a general diabatization scheme (not a property-based
scheme) based on configurational uniformity [89] and is currently available for trans-
forming complete-active-space self-consistent field (CASSCF) [12] adiabatic states or
multiconfiguration quasidegenerate perturbation theory (MC-QDPT) adiabatic states
obtained with a CASSCF reference wave function [90]. This method will be used for
benchmarking due to its previous success [91,92].
To enforce configurational uniformity in the fourfold way, the adiabatic states need
to be written as a linear combination of CSFs expressed in terms of diabatic molecular
orbitals (DMOs), and one must choose diabatic prototype states; then the electronic
states are transformed to have maximum resemblance to the diabatic prototype states.
Thus there are two transformations involved, in particular an orbital transformation
to yield DMOs and a CSF transformation to yield diabatic states.
The generation of DMOs is the key feature of the fourfold way method. The DMOs
of the inactive and virtual orbitals are equivalent to the canonical MOs, and active
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DMOs are obtained by rotating the active MOs to satisfy the threefold-density-matrix
criterion and, if needed, the maximum-overlap-reference-MOs (MORMO) criterion,
which is the fourth element.






which is a weighted sum of three functionals, where each w is a weight. The three
terms are the state-averaged natural orbital term (DNO), the sum of the squares
of the orbital occupation numbers for all states (DON), and a term based on the
transition density matrix (DTD). If one generates DMOs from only the threefold-
density criterion, the method is referred to as the threefold way.
The MORMO criterion in the fourfold way is also referred to as the reference-
orbital overlap term, DRO, and is it usually needed to resolve degeneracies, for exam-
ple, in cases involving nonbonding p orbitals on the same center. If reference orbitals
are needed, one must first choose λ reference DMOs as linear combinations of active
orbitals at a reference geometry (Rref), then determine the λ DMOs at any other














where ξ is an atomic (contracted) basis function at the geometry R, and k is an MO
coefficient. The remaining DMOs are generated through the threefold-density-matrix
criterion.
The main drawback of the fourfold way is that the proper choice of reference
orbitals and the determination of prototype CSFs for the configurational uniformity
step require system-dependent decisions that can be time-consuming and may require
preliminary knowledge of the system.
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4.4 Dipole-Quadrupole Diabatization Theory









where α is a parameter (in atomic units, a−20 ), Q is the primitive quadrupole (as
opposed to the traceless quadrupole), NQ is the number of quadrupole origins, and
j denotes a choice of origin for the quadrupole integrals. The results of DQ are
origin dependent if the dipole moment or charge is nonzero. This method maintains
many of the desirable features of Boys localization and requires only the dipole-
moment and quadrupole-moment matrices as input. Note that when all values of α
are zero DQ reduces down to Boys localized diabatization (compare Equation 70 with
Equation 73). The derivation can be found in Reference [81].
4.5 Applications of DQ Diabatization
4.5.1 Computational Details
The first three 1Σ+ states and four 1Σ+ states of LiH (3-state LiH and 4-state
LiH,respectively) were investigated. The three adiabatic potential energy curves (Vj,
for j = 1-3) were computed by state-averaged CASSCF [14] averaging over three states
(SA(3)-CASSCF) for 3-state LiH and averaging over four states (SA(4)-CASSCF) for
4-state LiH with equal weights for each state and with the aug-cc-pVTZ [40] basis
set. The wave function was constrained to have C2v spatial symmetry, and calcu-
lations were done in the A1 irreducible representation. The first two
1Σ+ states of
HCl were also investigated. We carried out SA(2)-CASSCF calculations for HCl with
equal weights The wave function was constrained to have C2v spatial symmetry, and
calculations were done in the A1 irreducible representation.
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We applied the DQ diabatization method to a typical path for phenol photodisso-
ciation, and we compare the results to those obtained by the fourfold way. The planar
ground-state minimum-energy structure of phenol was optimized with Cs symmetry
by the CASSCF method using the aug-cc-pVTZ basis set as was done in a previous
study [92]. The active space includes 12 active electrons and 11 active orbitals and is
denoted as CAS(12,11); the active space consists of three π, three π∗, and one of each
σ∗CO, σ
∗
OH and pz orbitals (where the pz orbital is a lone pair orbital on oxygen with
the C-1, C-2, and C-3 atoms of the phenyl ring placed in the xy plane). The adiabatic
PESs of the three states (1ππ, 1ππ∗, and 1πσ∗) were calculated by using the state-
averaged CASSCF method with the same weight for each of the three states; this is
denoted as SA(3)-CASSCF(12,11). These calculations employed the jul-cc-pVDZ [35]
basis set. Dr. Xuefei Xu performed all phenol calculations.
The active space for 3-state LiH consists of two electrons in five orbitals, which
nominally correspond to 1sH, 2sLi and 2pLi; this active space is denoted as CAS(2,5).
The active space of HCl has eight electrons in five orbitals, which nominally corre-
spond to 1sH, 3sCl, and 3pCl, and it is denoted as CAS(8,5). The active space of
4-state LiH has two electrons in nine orbitals, which nominally correspond to 1sH,
2sLi, 2pLi, 3sLi, 3pLi; this active space is denoted as CAS(2,9). We carried out di-
abatization by the Boys method, by the DQ method with more than one choice of
the parameter α, and by the fourfold way. The origin for the quadrupole moment
of 3-state and 4-state LiH was taken as the Li atom because an origin on or close
to the Li atom is needed upon dissociation since all electronic changes occur on the
Li atom. The origin for the quadrupole moment of HCl was taken as the Cl atom
for the same reason as LiH. The origin of the quadrupole moment for phenol is the
center of nuclear mass of the phenoxyl subsystem of phenol. The choice of origin was
made due to the delocalized nature of the orbitals on the phenoxyl subsystem.
In the fourfold way calculations of 3-state LiH, 4-state LiH, and HCl, the three-
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fold density matrix criterion does not need the reference-orbital overlap term, so the
threefold way for this system. The threefold-way diabatization was performed in the
GAMESS [31] software package with the 2013 patch. There were only three dominant
CSFs, and each constitutes its own diabatic prototype group for the configurational
uniformity step. The fourfold way diabatization results of phenol were taken from [92].
The dipole matrices needed for Boys localization and the DQ method and the
quadrupole matrices needed for the DQ method were computed with the RASSI
module [93, 94] in a locally-modified version of Molcas 8.1 [75] was used.
4.5.2 Results
The first four 1Σ+ states of LiH consist of two covalent states, one ionic state, and
one Rydberg state. In 3-state LiH, the third state is a mixture of the covalent 2pLi
and the Rydberg state. The ionic diabatic state has a 1s2H valence configuration and
will be denoted state I. The covalent states have the valence configurations 1sH2sLi
(diabatic state S) and 1sH2pLi (diabatic state P), respectively. The Rydberg state
has a configuration of 1sH3sLi (diabatic state R). Diabatic energies (Ui) of the three-
fold way can be found in Figure 13, of Boys localized diabatization can be found in
Figure 14, and of DQ with α = 0.3 a−20 can be found in Figure 15 (U1 corresponds to
the I state, U2 to the S state, and U3 to a mix of R and P state) [81]. The threefold
way results in smooth diabats that nicely agree with the adiabats away from crossings
as seen in Figure 13. Because of the excellent performance of the threefold way in
this case, we use it as the reference for comparison. The Boys localized diabatization
results in Figure 14 unacceptably mixes the S and P states at large Li-H distances
and shows nonsmooth behavior at small Li-H distances. The DQ method with α =
10.0 (assumed to be the limit of quadrupole only) dissociates LiH correctly but the
curves are not smooth [81]. Figure 15 shows the best result for a fixed alpha (α =
0.3 a−20 ), and the dissociation of 3-state LiH can be fixed for RLiH > 4 Å but at the
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cost of making the curves less smooth at small Li-H distances.
Figure 13: 3-state LiH potential curves with 3-fold way diabatization [81].
Figure 14: 3-state LiH potential curves with Boys localized diabatization [81].
The above analysis shows that there are two main deficiencies in Boys localized
diabatization for LiH. The first is the incorrect dissociation of S and P. The second
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Figure 15: 3-state LiH potential curves with DQ diabatization, using an α value of
0.3. [81].
is the bump in at 2.0 Å. We conclude that the Boys localization, while suitable for
two-state, two-center electron transfer problems and probably for some more general
problems in special cases. The deficiencies of DQ for 3-state LiH will be elucidated
in the discussion of 4-state LiH later in this section.
The squared diabatic couplings (Ujj′ where j = 1, 2, and 3 correspond respectively
to the I, S, and P states of LiH) with (a) the threefold way (Figure 16), (b) Boys
localized diabatization (Figure 17), and (c) the DQ method (Figure 18) are reported.
There is no quantitative agreement between the three methods; however, there are
similar trends. The Boys method does not yield well-behaved couplings, especially in
the crossing regions, where the magnitudes are sporadic as shown in Figure 17. The
large U12 and U23 couplings are due to the inability to separate states S and P at
dissociation, which was shown in Figure 14. The results obtained with a value of α
= 0.3 (Figure 18) with the threefold way (Figure 16) are similar. It is certainly not
a general expectation that one can always expect the results to be good enough for
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dynamics calculations, and in fact we expect that there will be cases where the more
difficult fourfold way will still be required, but on the systems tested so far, the method
has performed well. The disagreement in the couplings at small internuclear distances
is not considered serious because couplings are mainly important for dynamics in
regions close to where the two diabatic states cross; states S and P do not cross.
One point to keep in mind here, though, is that variability in coupling in regions
where the states are not strongly coupled is not completely unexpected. When the
gap between states is large, the results are not sensitive to the precise magnitude of
the coupling. This means that the inverse problem of determining the coupling is
becoming ill-conditioned, i.e., the couplings are less well determined in the regions
where they do not have a large effect.
Figure 16: 3-state LiH squared diabatic couplings with 3-fold way diabatization [81].
In Figure 19, we report 4-state LiH diabats computed with the threefold way.
The crossing of the R and P diabatic states between 2-3 Å, the crossing of the I and
covalent S diabatic states between 3-3.5 Å, and the crossing of the I and covalent P
diabatic states between 4.5-5 Å are all smooth. In addition, the diabats match the
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Figure 17: 3-state LiH squared diabatic couplings with Boys localized diabatization
[81].
Figure 18: 3-state LiH squared diabatic couplings with DQ diabatization, using an α
value of 0.3. [81].
adiabats away from crossings. We use the threefold way as reference again because it
usually provides an accurate description of diabats.
Due to the poor behavior of Boys localized diabatization for 3-state LiH (see
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Figure 19: 4-state LiH potential curves with 3-fold way diabatization [95].
Figure 14), we do not apply it to 4-state LiH. We computed diabatic potential-energy
curves for 4-state LiH with various values of α for DQ as shown in Figure 20. All
three α values provide smooth crossings of the R and P diabatic states in the 2-3
Å range. This is not surprising since Rydberg states tend to have large values of
quadrupole, which can be easily distinguished from the other states. In addition,
the crossings of the I and P diabatic states between 4.5 and 5 Å are smooth for the
three α values tested. The crossing between the I and S diabatic states between 2
and 3 Å does show some sensitivity to the α value, and the crossing appears much
too abrupt with α = 1.0 a−20 . It is interesting to note that the crossings are shifted
to slightly larger as α increases, in better agreement with the threefold way, and the
I and P diabatic state crossings are more strongly coupled by the DQ method than
by the threefold way. For the three values of α shown in Figure 20, the DQ method
produces satisfactory results. It is clear now, that DQ diabatization had difficulties
at near equilibrium due to the change of character of the third state. By including
the 4th state, a constant value of α provides satisfactory results.
The squared diabatic couplings of 4-state LiH for the threefold way are reported
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2) are very small. The coupling between the ionic I and covalent S
diabatic states (U12)
2) in Figure 21 is constant until 3.75 Å, which is the region soon
after the I and S diabatic state crossing in Figure 20.
The squared diabatic couplings with the DQ method can be found in Figure 23
for α = 0.5 a−20 , Figure 24 for α = 1.0 a
−2
0 , and Figure 25 for α = 10.0 a
−2
0 . There
is little qualitative difference in the squared diabatic coupling between these figures,
so we will only discuss Figure 25. The very large peak in (U12)
2 in Figure 25(a)
correlates very well with the I and S state crossing in Figure 20. The peak in (U14)
2
in Figure 25(b) also occurs at the same location as the crossing of the I and P diabatic
states in Figure 20.
The comparison of our three-state and four-state treatments of LiH illustrates an
important general point. For general polyatomics there is no symmetry, and the first
adiabatic state somewhere intersects the second, the second intersects the third, the
third intersects the fourth, and so forth. On one side of that third state-fourth state
intersection, the third adiabatic state may be dominated, for example, by the third
diabat, and on the other side it is dominated by the fourth diabat. Thus an accurate
global treatment of the three lowest adiabats requires four diabats.
The first two 1Σ1 states of HCl provide a prototypical example of an ionic-covalent
curve crossing [96]. This ionic-covalent curve crossing provides a case where Boys
diabatization is expected to work well. The ionic diabatic state has a 3s2Cl3p
6
Cl valence





Figure 26 reports the adiabatic (Vi) and diabatic (Ui) potential energy curves
obtained with (a) the threefold way and (b) Boys localization for the two lowest-
energy 1Σ+ states of HCl (U1 corresponds to the ionic state and U2 to the covalent
state). The threefold way results in smooth diabats that agree well with the adiabats
away from crossings as seen in Figure 26(a). Therefore, we use the threefold way result
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as a reference. The Boys localized diabatization curve in Figure 26(b) is reasonable;
however, the diabats at small RHCl do not match the adiabats well.
In Figure 27, we show the DQ diabats with (a) α = 0.5 a−20 , (b) α = 1.0 a
−2
0 , and
(c) α = 10.0 a−20 for the two lowest-energy
1Σ+ states of HCl. The DQ method with
any of these three values of α produces reasonable diabats. For all three values, the
diabats agree with the adiabats at small RHCl better than was observed in the Boys
calculations (Figure 26(b)).
We can summarize what we learned from these tests as follows: for an ionic-
covalent curve crossing, it was not previously clear if (i) addition of the quadrupole
would deteriorate the results since we assumed that the Boys localized diabatiza-
tion should already be satisfactory and (ii) if the diabatization would be significantly
α-dependent. Inspection of Figure 26(b) and Figure 27 shows that addition of the
quadrupole improves the matching between diabats and adiabats at small RHCl. Fig-
ure 27(c) shows that good diabats are obtained even when the diabatization is domi-
nated by the quadrupole, α = 10.0 a−20 . As for the α-dependence, there is essentially
no difference between α = 0.5, 1.0, and 10.0 a−20 .
Figure 28 shows the square of the diabatic couplings (U12) with (a) the 3-fold way
and (b) the Boys localization method, and Figure 29 shows these for the DQ method
with α = 0.5 a−20 , 1.0 a
−2
0 , and 10.0 a
−2
0 . The threefold way coupling in Figure 28(a) is
in qualitative agreement with the DQ results in Figure 29 for all three nonzero values
of α, and the peak position corresponds to the crossing in Figure 27. The qualitative
behavior of Boys localized diabatization in Figure 28(b) is similar to those of Figure
29; however, there is a larger coupling than the other methods at small RHCl (e.g., 1.0
Å), which correlates with the larger adiabat-diabat separation in the potential curves
at the same distance in Figure 26(b).
Photodissociation of phenol to phenoxyl radical and hydrogen atom is a nonadia-




1πσ∗ (S2)] along the O-H fission coordinate play important
roles [97]. Figures 30 and 31 present results as functions of the O-H distance, RO-H,
with the C-C-O-H torsion angle equal to 30◦ and the other internal coordinates fixed
at their values at the planar ground-state equilibrium geometry. The diabatic and
adiabatic PESs (Uj and Vj, respectively, for j = 1-3) are shown in Figure 30, and the
squares of the diabatic couplings (Ujj′) are in Figure 31. For O-H distances shorter
than 1.44 Å, the three diabatic surfaces have the following character: U1 is
1ππ∗, U2
is 1ππ∗, and U3 is
1πσ∗; however, at RO−H = 1.44 Å, due to another crossing with
a higher energy 1πσ∗ state. Figure 30 shows that the diabatic PESs obtained by the
DQ method with α = 10 a−20 agree very well with those obtained by the fourfold way.
Figure 31 shows that the DQ method always overestimates the couplings compared
to fourfold way, especially for RO-H < 1.50 Å, where the DQ U12 and U13 couplings
are significantly larger than the fourfold way ones, but we should keep in mind that
the diabatic couplings are significant for the dynamics mainly when the surfaces are
strongly interacting.
For RO-H < 1.50 Å, the U1 and U2 surfaces are well separated, as are the U1 and U3
surfaces, and the overestimations of U12 and U13 couplings may have little influence
on the dynamics simulations. The U13 couplings obtained by two methods agree well
in the strong interaction region (RO-H = 1.70 - 2.20 Å) of the U1 and U3 surfaces.
The U23 couplings obtained by DQ method are about twice as large as those in the
fourfold way around the crossing region (RO-H = 1.10 - 1.30 Å) of the U2 and U3
curves, but they have similar trends, and the values are still reasonable. Therefore,
the results presented here indicate that the DQ method with α = 10 a−20 provides a
suitable diabatization method for simulating the photodissociation of phenol.
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Figure 20: 4-state LiH potential curves with DQ diabatization with an α value of (a)
0.5 a−20 , (b) 1.0 a
−2




Figure 21: 4-state LiH squared diabatic couplings with 3-fold way diabatization [95].
Figure 22: 4-state LiH squared diabatic couplings (cont.) with 3-fold way diabatiza-
tion [95].
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Figure 23: 4-state LiH squared diabatic couplings with an α value of 0.5 a−20 for DQ
diabatization [95].
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Figure 24: 4-state LiH squared diabatic couplings with an α value of 1.0 a−20 for DQ
diabatization [95].
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Figure 25: 4-state LiH squared diabatic couplings with an α value of 10.0 a−20 for DQ
diabatization [95].
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Figure 26: HCl potential curves with (a) 3-fold way diabatization and (b) Boys
localized diabatization [95].
72
Figure 27: HCl potential curves with DQ diabatization for (a) α = 0.5 a−20 , (b) α =




Figure 28: HCl squared diabatic couplings with (a) 3-fold way diabatization and (b)
Boys localized diabatization [95].
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Figure 29: HCl squared diabatic couplings with DQ diabatization for (a) α = 0.5 a−20 ,




Figure 30: Phenol potential curves with 4-fold way diabatization and DQ with α =
10 a−20 [81].
Figure 31: Phenol squared diabatic couplings with 4-fold way diabatization and DQ
with α = 10 a−20 [81].
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5 Dipole-Quadrupole-Electrostatic Potential (DQΦ)
Diabatization
In Section 5.1, the theory of dipole-quadrupole-electrostatic-potential (DQΦ) dia-
batization is introduced. DQΦ diabatization computational details and results are




Dipole-quadrupole (DQ) diabatization was extended to also include the electronic
electrostatic potential (i.e., the electrostatic potential due to the electrons), and the
method is referred to as dipole-quadrupole-electrostatic-potential (DQΦ) diabatiza-
tion [95]. The function that is maximized in DQΦ diabatization is the DQ function




|〈ΦA |µ|ΦA〉|2 + NQ∑
j
αj






where NΦ is the number of origins for the electrostatic potential, k denotes a choice
of origin for the electrostatic potential, and βk is a parameter that weights the impor-
tance of the electrostatic potential in the diabatization. When k equals 1, we simply
call the parameter β. When all βk are zero, the method reduces to DQ diabatization.
When all αj are zero, the method is referred to as DΦ diabatization.
77
5.2 Computational Details
For the (H2)2 system, adiabatic potential energy curves for the first two
1Σ+ excited
states, were computed by SA(N)-CASSCF with equal weights for each state and with
the TZP basis set [98] in Molpro 2012.1 [99,100]. The active space was 4 electrons in
4 orbitals corresponding to the 1s orbital on each H.










where the summation is over the change in the mass-weighted Cartesian coordinates
for the three atoms with the origin of s at the saddle point of the lower adiabatic
curve. The reactant side was defined by stretching the LiF bond while optimizing the
FH bond distance. The product side was defined by stretching the FH bond while op-
timizing the LiF bond distance. The bond angle was held at 120◦ for all calculations.
The geometries were taken from previous calculations that were performed for the
fourfold way diabatization method [101]. The adiabatic ground state (11A′) and first
excited state (21A′) were calculated with SA(2)-CASSCF in Molpro 2012.1 [99, 100]
with the 6-311G++(3df,3pd) basis set augmented by additional diffuse s and p func-
tionals with exponents 0.0052(s) and 0.0097(p) for Li, 0.089(s), 0.083(p) and 0.000
01(s) for F, and 0.037(s), 0.012(s), and 0.055(p) for H. [85,101–103] The active space
was made up of 7 electrons distributed in eight orbitals for the 2s and 2p orbitals of
Li, the 2p orbitals of F, and the 1s orbital of H.
We performed diabatization with Boys localized diabatization, the DQ method,
and the DΦ method. Quadrupole and electrostatic potential origins were put on each
atom, except in the case of the LiFH system where calculations were performed with
only one quadrupole origin, which was on the Li atom. For all results shown in the
paper, the α values were 10 a−20 , and the β values were 1 a
4
0. The (H2)2 and LiFH
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calculations were performed by Kelsey Parker. The dipole and quadrupole matrices
were computed with the TRANS and MATROP modules of Molpro version 2012.1
[99, 100]. The electrostatic potential matrices were computed with the MATROP
module of Molpro version 2012.1. Diabatization was performed with DQΦpac [104].
5.3 Results
In this section, we report our findings for Boys localized, DQ, and DΦ diabatization
for H2 dimer, and we compare the results to previously calculated [85] fourfold way
results. The two hydrogen molecules are collinear with the centers of mass of the
molecules always separated by 10 a0. One molecule is referred to as A and the other
as B. Molecule A has a bond length of r - ∆r, and B has a bond length of r + ∆r
where r is 1.5 a0 and ∆r ranges from -0.2 to 0.2. The first two
1Σ+ excited states of
(H2)2 show an avoided crossing due to the symmetry of the reaction coordinate. The
first adiabatic excited state corresponds to excitation of a σ MO to a σ∗ MO on the
compressed molecule. The second adiabatic excited state is a σ-to-σ∗ excitation of the
stretched molecule. The roles of the molecules A and B change over the ∆r reaction
coordinate, which results in the avoided crossing of the adiabatic states, which are
labeled V2 and V3 in Figure 32.
Previously, the threefold way was successful for diabatization with DMOs localized
on molecules A and B [85]. The threefold way results meet our criteria of good diabatic
curves by being smooth and matching the adiabatic curves away from crossings.
Figure 32 shows the results from Boys localized, DQ, and DΦ diabatization. For the
DQ method, each H was used as an origin and all αj values are 10 a
−2
0 . For the DΦ
method, each H was used as an origin and all βk values are 1 a
4
0. Results from the
Boys localized method are shown in Figure 32(a). The diabatic curves cross at zero
as expected, but away from the avoided crossing, the diabatic curves diverge from the
adiabatic curves. Addition of the quadrupole or electrostatic potential changes this
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behavior, as shown in Figures 32(b) and 32(c), respectively. The diabatic curves now
more closely resemble the adiabatic curves in regions further away from the avoided
crossing. Both DQ and DΦ results show an improvement over using the dipole alone.
The squared diabatic couplings for the three methods are shown in Figure 33.
The Boys results, shown in Figure 33(a), have a minimum at ∆r = 0 and increase
as the magnitude of ∆r increases. The shape of the coupling curve agrees with the
finding that the diabatic curves diverge from the adiabatic curves away from the
avoided crossing. The DQ and DΦ plots, Figures 33(b) and 33(c), respectively, are
approximately an order of magnitude smaller in scale. These plots show a peak at
the avoided crossing of the adiabatic curves, ∆r = 0. The curves decrease as the
magnitude of ∆r increases. The diabatic coupling calculated with the DΦ method
continuously decreases while the DQ results show a slight increase as ∆r approaches
-0.2 and 0.2 a0. Although Figures 33(b) and 33(c) look different, we should keep in
mind that the diabatic coupling is mainly important in regions where it is comparable
to the gap between the adiabatic states. For this problem, that occurs only very close
to ∆r equals zero. Very close to ∆r equals zero, the figure shows that the two sets
of diabatic couplings are comparable, both being about the square root of 0.008 eV2.
The Boys localized diabatization method is not as satisfactory as DQ or DΦ for
diabatization of the (H2)2 system. The addition of the electrostatic potential, like the
addition of the quadrupole, shows an improvement in differentiating diabatic states
in this case.
The LiFH system involves a reaction: Li(2S, 2P) + FH→ LiF + H. In the reactant
region, the two lowest adiabatic potential energy surfaces (11A′, 21A′) correspond to
Li being in S and P states, respectively. In the products region, the ground state has
a singly occupied H(1s) orbital and the high energy first excited state shows electron
donation from an in-plane lone pair on F to the H atom. Previous results of the
fourfold way show diabatization was possible with this method by using a reference
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orbital [85, 101] In order to obtain diabats that smoothly change from the reactant
region to the product region, it was necessary to identify and choose appropriate
reactant and product CSF groups as diabatic prototypes.
Figure 34(a) shows Boys localized results for LiFH. The 21A′ curve is off-scale
in the product region due to its very high energy. In the product region, the Boys
localized diabatization results do differentiate between the diabatic states, but Boys
diabatization fails in the reactant region, where it cannot differentiate the S and P
states of the ground and first excited state of Li. These results are similar to what
we saw for the diatomic hydrides where the addition of the quadrupole was found to
improve the diabatization. Figure 34(b) shows the results from using the quadrupole
with an origin on the Li atom and an α value of 10 a−20 . The reactant region now
shows diabatic curves that approach the adiabatic curves, similar to fourfold way
results.
Adding the electrostatic potential to the DQ method to give the DQ method shows
a slight smoothing of the diabatic curves around s = 0 as shown in Figure 34(c). For
these calculations, the quadrupole parameters are the same as for the previously
described DQ calculations and the electrostatic potential parameters are: an origin
on each atom and each βj value set equal to 1 a
4
0. Taking out the quadrupole to give
DΦ diabats was found to be unsuccessful in a similar way to the failure of the Boys
localized calculations.
Figure 35 shows the square of the diabatic coupling for the three methods, a)
Boys localized, b) DQ, and c) DQΦ. Boys localized results are shown in Figure 35(a).
In the reactant region, the coupling is large. The DQ and DQΦ results are shown
in Figure 35(b) and 35(c), respectively. The plots are essentially identical as the
difference between the results for this system are slight. Near s = 0.4 amu1/2a0, the
plots show a peak and as the magnitude of s increases, the square of the diabatic
coupling decreases.
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In summary, similarly to what was shown for the diatomic hydrides, the DQ
method worked with an origin on Li and an α value of 10 a−20 . The addition of the
electrostatic potential in the DQΦ method improved the smoothness. The diabatic
curves are similar to the fourfold way curves [85], but the DQ method does not require
a reference orbital or a prototype CSF list.
5.4 Energy Threshold Weighting
In addition a weighted version of DQΦ diabatization that is analogous to the weighted
versions for the diabatization of Werner and Meyer [76] and Boys [105] and uses the
same weighting function as in Ref. [105]. In weighted DQΦ [104] the off-diagonal





where W is a weighting function, Ô is a property operator, and Ψ is an adiabatic
wavefunction. Then, fDQΦ (Equation 74 is maximized as normal using the weighted
adiabatic properties.















where EI is the energy of adiabatic state I, Ethresh is an energy threshold parameter,
and αWeight is a parameter (a recommended value is 0.005 a.u.).
To illustrate the effectiveness of weighted DQΦ diabatization, Boys localized dia-
batization on 3-state LiH was revisited (from Section 4.5.2). Although the weighted
method is not expected to fix the mixing of the covalent S and P states at dissocia-
tion, it can fix the unphysical mixing of the ionic I and covalent P state at equilibrium
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(Figure 14). Using weighted Boys localized diabatization, as implemented in Refer-
ence [104], reasonable potential curves can be obtained near the equilibrium region
with sufficient choice of parameters (Ethresh=-7.820 a0 and αWeight=0.005 a0) as shown
in Figure 36.
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Figure 32: (H2)2 potential curves with (a) Boys localized diabatization, (b) DQ, and
(c) DΦ [95].
84
Figure 33: (H2)2 squared diabatic couplings with (a) Boys localized diabatization,
(b) DQ, and (c) DΦ [95].
85
Figure 34: LiFH potential curves with a) Boys localized diabatization, b) DQ diaba-
tization, and c) DQΦ diabatization [95].
86
Figure 35: LiFH diabatic couplings with a) Boys localized diabatization, b) DQ
diabatization, and c) DQΦ diabatization [95].
87
Figure 36: 3-state LiH potential curves with weighted Boys localized diabatization.
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6 Conclusions
The benchmarking of multiconfiguration pair-density functional theory (MC-PDFT)
on vertical excitations was presented in Section 2. We find that MC-PDFT ex-
hibits quantitative accuracy, indicating its promise for future applications. The
post-multiconfigurational-self-consistent-field (post-MCSCF) formalism exhibits seri-
ous deficiencies near potential surface crossings. New variational MC-PDFT methods
were developed for better treatment of potential surfaces. The average energy formal-
ism (Section 3.2) does not seem promising due to too much state mixing. The average
operator formalism appears promising; however, more benchmarking is needed, espe-
cially on systems exhibiting conical intersections.
The dipole-quadrupole (DQ) and dipole-quadrupole-electrostatic-potential (DQΦ)
diabatization methods were developed as covered in Sections 4 and 5. They appear
to be a useful tool for diabatizing general chemical reactions.
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G. Ghigo, P.-Å. Malmqvist, P. Neogrády,
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Appendix A: List of Acronyms
• AO = Atomic Orbital
• BO = Born-Oppenheimer
• CASSCF = Complete Active Space Self-Consistent Field
• CASPT2 = Second-Order Complete Active Space Perturbation Theory
• CCSD = Coupled Cluster with Single and Double Excitations
• (F)CI = (Full) Configuration Interaction
• CR = Completely Renormalized
• CSF = Configuration State Function
• DMABN = 4-(dimethylamino)benzonitrile
• DQΦ = Dipole-Quadrupole-Electrostatic-Potential diabatization
• EA = Electron Affinity
• EOM = Equation of Motion
• ES = Excited State
• (t)GGA = (translated) Generalized Gradient Approximation
• GS = Ground State
• HF = Hartree-Fock
• IE = Ionization Energy
• KS-DFT = Kohn-Sham Density Functional Theory
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• (t)LSDA = (translated) Local Spin Density Approximation
• MC = Multiconfigurational
• MC-PDFT = Multiconfiguration Pair-Density Functional Theory
• MCSCF = Multiconfigurational Self-Consistent Field
• (D)MO = (Diabatic) Molecular Orbital
• MP2 = Second-Order Møller-Plesset Perturbation Theory
• MR = Multireference
• MRPT = Multireference Perturbation Theory
• MS = Multi-State
• MSE = Mean Signed Error
• MUE = Mean Unsigned Error
• (t)PBE = (translated) Perdew-Burke-Ernzerhof density functional
• PEC = Potential Energy Curve
• PES = Potential Energy Surface
• pNA = p-nitroaniline
• RASSCF = Restricted Active Space Self-Consistent Field
• RASPT2 = Second-Order Restricted Active Space Perturbation Theory
• SA = State-Averaged
• SAC = Symmetry Adapted Cluster
• SCF = Self-Consistent Field
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• SD = Slater Determinant
• SI = State Interaction
• SR = Single-Reference
• SS = Single State
• TCNE = Tetracyanoethylene
• TD-KS-DFT = Time-Dependent Kohn-Sham Density Functional Theory
• WF(T) = Wave Function (Theory)
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