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EFFECTS OF TYPE, TOKEN, AND TALKER VARIABILITY 
IN SPEECH PROCESSING EFFICIENCY 
ALEXANDRA M. KAPADIA 
ABSTRACT 
Phonetic variability across talkers imposes additional processing costs during speech 
perception, evident in performance decrements for mixed- vs. single-talker speech. 
However, within-talker phonetic variation across different utterances is another, relatively 
unexplored source of variability in speech, and it is unknown how processing costs from 
within-talker variation compare to those from between-talker variation. Because cognitive 
consequences of talker variability are typically measured from two-alternative forced-
choice tasks, whereas naturalistic speech processing occurs in a much larger decision 
space, it is also unclear how the effects of across-talker and within-talker variability scale 
and interact when there are more options to choose between during word identification. 
Here, we measured response times in a speeded word identification task that factorially 
manipulated three dimensions of speech variability: number of talkers (one vs. four), 
number of target word choices (two vs. six), and number of talker-specific exemplars per 
word (one vs. eight). Across all eight experimental levels, larger decision spaces led to 
significantly slower word identification. Word identification was also slower in conditions 
with mixed talkers and conditions with multiple exemplars. However, performance 
decrements between mixed- vs. single-talker speech were only present when variability in 
the other two dimensions was low, but decrements between multi- vs. single-token speech 
were present under all conditions. This pattern of interactions suggests complex processing 
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relationships between type, token, and talker variability and provides preliminary evidence 
for how both within- and between-talker variability impose additional processing costs in 
speech perception. 
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INTRODUCTION 
Understanding spoken language requires listeners to extract meaning from highly 
variable speech signals. Acoustic variability in the speech signal arises from multiple 
sources. Characteristic differences between the speech of different talkers (indexical 
variability), in combination with variable production of the same word across utterances 
by a single talker (exemplar variability), introduce a lack of direct correspondence between 
what the listener receives¾incoming acoustic information¾and the intended phonemes 
that were produced by the talker. To achieve a mapping between the two, the listener must 
disambiguate the phonetic-phonemic correspondence to create a direct relationship that can 
be parsed efficiently. Ultimately, the listener must map their interpretation of the talker’s 
intended phonemes to their own categorical representations of the same sounds in order to 
access the linguistic content of the signal (Peterson & Barney, 1952).  
One major factor that can influence this process is the size of the decision space, 
the number of potential messages the listener has to choose among. In real life situations, 
the decision space size is determined by what the talker could say next given the situation. 
In the lab, the decision space is determined by the number of choices presented to the 
listener in a forced-choice task. When the listener holds no expectations about the set of 
messages they are about to hear, the decision space increases to a non-finite set of options, 
drastically decreasing the contribution of top-down processing mechanisms. When the 
decision space is limited, as in a forced-choice design, potential errors are constrained to 
include only the other options (Pisoni et al, 1987). The combination of variability across 
talkers, variability within the same talker, and large decision space inherent to natural 
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speech contrasts with typical speech stimuli used in laboratory psycholinguistics research, 
in which the decision space is usually small (two alternative forced-choice or four 
alternative forced-choice paradigms), and one exemplar is typically used to represent each 
talker. Therefore, the extent to which the results of prior experiments in the literature can 
be extrapolated to real-world speech processing is limited. 
 
1.1. Talker variability 
Talker variability, or indexical variability, must be overcome in order for listeners 
to create consistent mappings between the speech of different talkers and their internal 
phonological representations (Pisoni, 1997; Johnson, 2005). Multiple theories seek to 
explain the cognitive-linguistic mechanisms underlying the resolution of talker variability. 
Some researchers argue that during this process, information that indexes the individual 
talker is removed from the speech signal such that the listener is left only with the canonical 
form of the stimulus, similar to a template that could then be personalized by any speaker 
(e.g., Pisoni, 1981). However, opposing theories assert that listeners retain information 
about specific talkers along with each token, or exemplar, of a word (Palmeri, Goldinger, 
and Pisoni, 1993; Nygaard, Sommers, and Pisoni, 1994; Goldinger, 1996, Chandrasekaran, 
Chan, & Wong, 2011). In this way, listeners are able to use their experience hearing a 
specific talker to build a model of that person’s speech and respond more efficiently the 
next time they listen to the same talker. Talker adaptation can then be explained as 
statistical learning, where the listener holds a set of talker-specific models that are 
constantly updated to align the observed distribution of a particular talker’s speech 
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characteristics with a talker-specific generative model (Kleinschmidt & Jaeger, 2015). A 
separate model for each talker allows the listener to update their talker-specific models 
during each encounter with a talker, and store them for use the next time the same talker is 
encountered. 
In the presence of speech from a mixture of talkers, it is possible that similar 
acoustic signals from different talkers correspond to different phonemes. In order to 
accurately identify the linguistic content of the speech signals, the listener must use 
information about that talker’s speech characteristics to categorize what they hear. Previous 
studies have shown that processing speech in the presence of indexical variability is slower 
and less accurate compared to speech from a single talker (Mullennix & Pisoni, 1990, 
Mullennix, Pisoni, & Martin, 1989; Green et al., 1997; Assmann et al., 1982; Magnuson & 
Nusbaum, 2007; Strange et al., 1976; Morton et al., 2015). Talker normalization is one 
proposed mechanism by which individual characteristics of the talker must first be 
processed in order to access the linguistic information contained in the message (e.g., 
Nygaard et al., 1994). The process of normalization has been explained through multiple 
theories. Under intrinsic normalization, the ambiguous phoneme contains all the 
information necessary to orient the listener to the intended message. The listener is able to 
use cues from within the speech signal to ascertain the talker’s intended phoneme (Nearey, 
1989). On the other hand, extrinsic normalization assumes that the listener develops a 
reference frame for a single talker using information from that person’s preceding speech 
(Johnson, 1990). It would seem intuitive that talker normalization would only come online 
in the case of phonemic ambiguity in order to minimize the associated processing costs. 
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However, Choi, Hu, and Perrachione (2018) recently demonstrated that talker 
normalization appears to be active at all times in the presence of speech from multiple 
talkers and not just implicated in cases of potential ambiguity between the acoustic-
phonemic mapping. If talker normalization is an obligatory process, it is important to 
understand the dimensions of variability relating to talker normalization in natural speech 
settings, where the size of the decision space is large and each production from a talker 
contains unique acoustic-phonetic properties. 
 
1.2. Exemplar variability 
In addition to indexical variability, differences in production across exemplars from 
the same talker have been observed to affect perception. In a study measuring variation in 
voice onset time (VOT) production, Clayards (2018) demonstrated that inter-talker 
variation dominates overall variability in speech and is more systematic in nature. 
However, significant intra-talker variation was also present across multiple acoustic 
dimensions, with differences observed to correlate primarily with speaking rate. This 
token-to-token variability, primarily related to rate of speech, also has implications on 
perception, as variation in speaking rate has been shown to be detrimental to spoken word 
recognition (Sommers & Barcroft, 2006). 
Other studies looking at the perception of phonemic categories in the presence of 
exemplar variation found decreased accuracy or greater processing costs during conditions 
with multiple tokens from each category. In one study, participants exhibited poorer 
differentiation of distinct vowel categories during a classification task as a function of the 
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total number of tokens of each vowel presented from a single talker (1, 4, and 16) (Uchanksi 
et al., 1992). That is, the ability to distinguish between neighboring vowel categories was 
reduced in the presence of multiple exemplars of each vowel, with the greatest difference 
observed between one token and four tokens of each vowel. Another study found that 
participants were slower to identify phonemes when individual talkers were more variable 
in their production of a given phoneme or when there was overlap between perceptual 
categories across productions (Newman, Clouse, & Burnham, 2001). Because within-
talker, token-to-token variability is an inherent property of natural speech, it is necessary 
to understand the effects of exemplar variability vis-à-vis other sources of variability (e.g., 
talker and type) on experimental results. 
 
1.3. Decision space size 
Word identification experiments are often presented in a forced-choice, speeded 
classification format. This closed set of options for the listener to disambiguate greatly 
reduces the degrees of freedom in mapping the stimuli to linguistic representations, which 
biases the contribution of top-down processing mechanisms. Under top-down mechanisms, 
perception is informed by prior experience and expectation, and knowledge of the options 
may guide and facilitate the listener’s selection, rather than a strictly feedforward view that 
integrates only bottom-up sensory details (Remez et al., 1981). Forced-choice experiments 
also rely on a task with constraints that rarely occur in natural speech. In more ecological 
environments, the message uttered by a talker is not restricted to a finite number of choices. 
When the listener receives the incoming speech signal, processing the intended message is 
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realized as an open-set task, where there are few bounds on the content of the message and 
potentially less influence from top-down cues and more reliance on bottom-up sensory 
details.  
The effects of the ambiguity between alternatives and task design have been 
extensively studied in word recognition paradigms comparing normal-hearing and hearing-
impaired participants. An experiment by Sommers, Kirk, & Pisoni (1997) compared the 
effects of both talker variability and “lexical difficulty” on word identification accuracy in 
open- vs. closed-set tasks. For both experimental groups (normal-hearing and hearing-
impaired) there was no observed effect of lexical difficulty or talker variability in the 
closed-set task, while in the open-set task, there was a significant effect of both variables 
on accuracy of identification. This study suggests that closed-set tasks do not always reflect 
the entire set of mechanisms utilized in processing natural speech. Further, Sommers et al. 
concluded that the absence of frequency and neighborhood density effects in closed-set 
tasks indicates that such tests may not always require lexical access and may prioritize 
speech signal discrimination. As a result, an open-set design may be required to observe 
the full effect of interference between closely related words in the lexicon (lexical 
competition) when using accuracy as the dependent measure.  
However, there is evidence that increasing the size of the decision space in closed-
set designs may more accurately reflect speech perception mechanisms. Studies of word 
identification accuracy in adverse listening conditions demonstrate decreased accuracy 
with a larger decision space. In a study where the authors varied set size from eight to 64 
choices, speech intelligibility in noise decreased with increasing set size. However, there 
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were no observed differences beyond 64 options; there was a similar effect for set sizes of 
64, 128, and 256 (Sumby & Pollack, 1954). This demonstrates that set size effects 
potentially reach a ceiling level depending on the task design. 
It is clear that the number and nature of response alternatives is crucial to 
interpreting word identification paradigm results and that smaller effects may only be 
observed under large decision spaces or measures other than response accuracy. Another 
study which replicated the findings of Sommers et al. (1997) also showed that lexical 
competition effects could be obtained in forced choice experiments when the number of 
choices was large, such as six or twelve alternatives, and response alternatives were highly 
confusable (Clopper, Pisoni, & Tierney, 2006). 
Despite their closed-set design, speeded classification tasks do reveal significant 
talker variability effects (e.g., Mullennix & Pisoni, 1990). In this paradigm, the dependent 
variable is not just accuracy, but response time (RT) for correct trials. Accuracy is not 
always a robust measure for observing the mechanisms underlying the decision process 
because information about processing costs, or the amount of resources employed by the 
listener to resolve the stimulus signal, is obscured if accuracy is at a ceiling level. Because 
response time better reflects the costs of processing ambiguity, it is a more sensitive 
measure than accuracy to investigate the effects on processing of covarying attributes of 
the stimuli. It is expected that the effects seen under different decision space sizes will be 
more precisely reflected by response time measures. 
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1.4. The experiment 
Degree of variability in number of talkers, size of the decision space, and 
multiplicity of exemplars influence speech processing efficiency. However, it is so far 
unknown how all three variables interact to create additional ambiguity or increased speech 
processing costs. Given the increased processing demands that accompany increased 
variability in the talker dimension, we expected to confirm the established finding that 
talker variability introduces additional cost on speech processing and, further, test three 
primary hypotheses: (i) that the speed of processing will decrease with increased decision 
space size, such that a larger decision space will yield slower response times; (ii) that the 
speed of processing will decrease in the presence of multiple vs. single exemplars; and (iii) 
that the number of talkers, size of the decision space, and presence of multiple exemplars 
will incur superadditive (i.e., interacting) processing costs. 
In this study, we covaried the three dimensions to create eight experimental 
conditions consisting of low vs. high indexical variability (single- vs. mixed-talkers), small 
vs. large decision space (number of potential responses, or types of words), and low vs. 
high exemplar variability (single-token vs. multiple-token recordings of the target words 
from each talker) parameters. We used a speeded classification task (similar to Garner, 
1974), but measuring participants' decisions about only a single stimulus feature (i.e., word 
identification), and compared participants’ response time as a function of each 
experimental condition. Our results indicate that increasing variability in each dimension 
led to slower word identification; however, in the presence of high variability in any other 
dimension, the effect of talker variability disappeared while the effect of token variability 
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persisted. This pattern of interactions suggests complex processing relationships between 
type, token, and talker variability and provides preliminary evidence for how both within- 
and between-talker variability impose additional processing costs in speech perception. 
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METHODS 
2.1. Subjects 
Native speakers of American English (N = 24; 18 female, 6 male; age 18-24, mean 
= 20.0 years) completed this study. All participants had a self-reported history free from 
speech, language, or hearing disorders and no familiarity with the voices used in the 
experiment. These criteria were assessed prior to the experiment through background and 
language questionnaires, in which participants responded to questions regarding their 
language development, cognitive health, and foreign language proficiency. Participants 
provided informed, written consent and received monetary compensation for their 
participation. Two additional participants completed the study but were excluded from 
analysis due to lower than 80% accuracy on one or more conditions. 
 
2.2. Stimuli 
Stimuli consisted of six minimally-contrastive monosyllabic words of the form 
/bVt/. The set of vowels includes /ɪ/, /ɛ/, /æ/, /ʌ/, /o/, /u/, corresponding to the English words 
“bit,” “bet,” “bat,” “but,” “boat,” and “boot.” These words all share the same onset and 
coda and differ only by their medial vowel, introducing potential acoustic-phonemic 
ambiguity across talkers (e.g., one talker’s [o] may acoustically overlap with another 
talker’s [u]) and across utterances (Peterson & Barney, 1952; Hillenbrand et al., 1995; Choi 
et al., 2018). 
Each word was recorded by two male and two female native speakers of American 
English (Figures 1, 2, 3). Recordings were made in a sound-attenuated booth with a Shure 
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MX153 microphone and Roland Quad Capture sound card sampling at 44.1 kHz and 16 
bits. Exemplar variability was elicited systematically by prompting the speakers to produce 
each word via combinations of low, medium, and high pitch with shorter and longer 
duration, and with rising or falling intonation. These eight variations (3 pitches x 2 
durations + 2 contours) were repeated multiple times for each target word. Eight diverse 
tokens of each word were chosen for each speaker to make up the final stimulus set. Stimuli 
were normalized for RMS amplitude to 65 dB SPL using Praat (Boersma, 2001), as 
amplitude variation has been shown to have no effect on lexical decision tasks (Bradlow, 
Nygaard, & Pisoni, 1999). The recordings preserved the natural variation in length across 
talkers and tokens, as rate information has been demonstrated to be encoded separately 
from talker information (Green, Tomiak, and Kuhl, 1997). 
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Figure 1. Phonetic variability across talkers and tokens for the words (“bat”, 
“bet”, “bit”, “boat”, “boot”, and “but”). Colors correspond to individual 
talkers. Phonemic symbols correspond to the vowel category. Each vowel 
production for all talkers is plotted according to its location in F1 ´ F2 
space. Areas where multiple vowel categories overlap create increased 
opportunity for acoustic-phonemic ambiguity. 
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Figure 2. Exemplary illustration of acoustic variability across speech 
tokens. All eight tokens of the word, “bet,” spoken by one talker are shown. 
Tokens represent loosely-parametrized prosodic contours (Figure 3) and 
preserved natural variation in length 
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Figure 3. Exemplary illustration of prosodic variability across speech 
tokens. All eight tokens of the word, “bet,” spoken by the same talker are 
shown. During elicitation, talkers were asked to produce each word with A. 
high pitch and shorter duration, B. medium pitch and shorter duration, C. 
low pitch and shorter duration, D. high pitch and longer duration, E. 
medium pitch and longer duration, F. low pitch and longer duration, G. 
rising intonation, and H. falling intonation. 
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2.3. Procedure 
The experiment consisted of a 2´2´2 factorial design (Table 1) where we 
manipulated the number of talkers (single- or mixed-talker), the number of words presented 
(low- or high-type decision space), and the number of exemplars (one- or many-token). 
This resulted in eight conditions: (1) single-talker, low-type, one-token; (2) single-talker, 
high-type, one-token; (3) single-talker, low-type, many-tokens; (4) single-talker, high-
type, many-tokens; (5) mixed-talker, low-type, one-token; (6) mixed-talker, high-type, 
one-token; (7) mixed-talker, low-type, many-tokens; (8) mixed-talker, high-type, many-
tokens. 
 
Single-talker:  The talker is consistent across trials and across single talker blocks. Single 
talkers are counterbalanced across participants. 
Mixed-talker:  All four talkers are included in each block. Speech from the same talker is 
never presented on adjacent trials. 
Low-type:  The decision space is limited to two options. Word-pair combinations are 
blocked so each participant responds to all word combinations. This 
controls for variation in acoustic-phonemic ambiguity across talkers, which 
has been shown to affect the magnitude of the interference effect of talker 
variability (Choi et al., 2018). The text of both options remains visible on 
the screen, while the text of the remaining four options is covered (Figure 
4). All targets remain in the same location on the screen for the duration of 
the experiment to allow the participant to associate a stable location with 
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each option. The order of word-pair combinations and the location of target 
words on the screen is randomized across participants. 
High-type:  The decision space includes all six options. 
One-token:  Only one exemplar is used for each word from each talker. 
Many-tokens:  Eight exemplars are intermixed for each word from each talker. 
 
Table 1. Experimental conditions with breakdown of variables. Each 
variable has a low value and a high value. Low-type conditions have 15 
blocks to ensure a within-subjects design for word pairs chosen from the 
six words in the high-type conditions. Each condition has the same 
number of trials. 
 
Condition Talkers Types Tokens Type Combinations Trials 
1 1 2 1 15 240 
2 1 6 1 1 240 
3 1 2 8 15 240 
4 1 6 8 1 240 
5 4 2 1 15 240 
6 4 6 1 1 240 
7 4 2 8 15 240 
8 4 6 8 1 240 
 
 
Participants were seated in a sound-attenuated booth. Stimulus delivery was 
controlled using PsychoPy2 (v1.83.03) (Peirce, 2007) with presentation via Sennheiser 
HD-380 Pro headphones. Participants were asked to perform a speeded classification task 
in which they were instructed to decide which word they heard and select their response 
using a mouse as quickly and accurately as possible. Stimuli were presented in eight blocks 
of 240 trials each (sample sequence in Figure 5). Options were presented on a screen with 
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each written word located in a circle around a central point. For high-type conditions, all 
six options were displayed; for low-type conditions, only the two relevant options were 
visible (Figure 4). At the beginning of the experiment participants completed a practice 
condition, which contained 60 trials of a single-talker, high-type, one-token, using a 
different talker than those in the test conditions, to become familiar with the paradigm. All 
targets remained in the same location on the screen for the duration of the experiment to 
allow participants to associate a stable location with each option. After each change in word 
pair during low-type conditions, there was a 2000 ms delay so the participants could 
become familiar with the two updated option locations. The mouse disappeared once 
participants made their selection and returned to the center (equidistant from each option) 
at the beginning of each trial. Trials were presented at a rate of one per 2000 ms. The order 
of conditions was counterbalanced across participants using Latin square permutations and 
the order of word-pair combinations and the location of target words on the screen was 
randomized across participants.  
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Figure 4. Depiction of the screen at the beginning of a high-type trial (left) 
and a low-type trial (right). 
 
 
  
 
 
Figure 5. Task design schematic. A. represents a single-talker, high-type 
trial, B. represents a mixed-talker, high-type trial, and C. represents a 
mixed-talker, low-type trial where the two word choices are “bet” and 
“boat” and switch to “bit” and “bat” after the dotted line. 
 
 
 
 
 
 
 
bet 
bit 
bat but 
boat 
boot 
 
 
bet 
bit 
  
Sample Trial Sequence
”boat”
“bet”
“bit”
“but”
“bat”
“boot”
”boat”
“bet”
“bit”
“but”
“bat”
“boot”
”bet”
”boat”
“bet”
“boat”
“bit”
“bat”
A. B. C. 
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2.4. Data analysis 
Accuracy and response time (RT) from the onset of the stimulus were recorded for 
each trial. Accuracy was calculated as the percentage of correct trials per condition. 
Incorrect trials and trials with response times greater than three standard deviations from 
the participant’s condition mean were excluded from analysis because we are interested in 
processing mechanisms during accurate word identification. Average response time per 
condition was log-transformed for normality expected by the model.  
Analysis was completed in R using a linear mixed-effects model implemented in 
the packages, lme4 (v1.1.6) and lmerTest, with maximal fixed and random effects structure 
(Barr et al., 2013), and Type III analysis of variance (ANOVA). Fixed factors included 
number of talkers (single or mixed), size of the decision space (low or high), and exemplar 
variability (one or many). Random effects included by-participant slopes and intercepts 
and by-stimulus intercepts. Significance of effects was determined at α = 0.05, with p-
values for model terms based on the Satterthwaite approximation of the degrees of freedom 
obtained from the function difflsmeans in the package lmerTest. 
An additional analysis compared response times across word-pair response times 
in low-type conditions. We expected that word pairs with greater potential overlap in 
vowel-space acoustics, measured as the Euclidean distance between the vowels’ mean 
position in F1 ´ F2 space across talkers, would lead to increased processing costs, observed 
as longer response times (Choi et al., 2018). 
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RESULTS 
3.1. Main effects 
Across all conditions, response times were significantly slower in the presence of 
mixed-talkers than in single-talker conditions (F1, 23.6 = 6.53, p = 0.018). High-type (larger 
decision space) condition response times were significantly slower than response times in 
low-type conditions (F1, 24.0 = 728.3, p < 2.2 ´ 10-16). Many-token (multiple exemplar) 
condition response times were significantly slower than response times in one-token 
conditions (F1, 37.1 = 22.3, p = 3.2 ´ 10-5) (Figure 6, Table 2). 
 
 
Figure 6. Main effects of talker (red), type (green), and token (blue) 
variability. *p < 0.01; ***p < 0.0001.  
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Table 2. Main effects of talker, type, and token variability. 
Main effect F df(n, d) p 
Talker (single vs. mixed) 6.53 (1, 23.6) 0.018 
Type (low vs. high) 22.3 (1, 24.0) 2.2 ´ 10-16 
Token (one vs. many) 728.3 (1, 37.1) 3.2 ´ 10-5 
 
 
3.2. Two-way interactions 
There was a significant interaction between talker and type; the effect of talker 
variability was significantly smaller in high-type conditions (F1, 13393.7 = 55.9, p < 8.1 ´   
10-14) (Figure 7). There was also significant interaction between talker and token; the effect 
of talker variability was significantly smaller in conditions with multiple exemplars (F1, 
12011.0 = 30.7, p < 3.1 ´ 10-8) (Figure 8). And there was a significant interaction between 
type and token; the effect of token variability was significantly larger in high-type 
conditions (F1, 12285.2 = 24.4, p < 8.1 ´ 10-7) (Figure 9, Table 3). 
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Figure 7. Two-way interaction of talker ´  type reveals decreased processing 
costs of talker variability under a larger decision space. ***p < 0.0001. 
 
 
 
 
Figure 8. Two-way interaction of talker ´ token reveals decreased 
processing costs of talker variability under token variability. ***p < 0.0001. 
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Figure 9. Two-way interaction of type ´ token reveals increased processing 
costs of token variability under a larger decision space. ***p < 0.0001. 
 
 
 
Table 3. Two-way interactions. 
Interactions F df(n, d) p 
Talker ´ Type 13393.7 (1, 55.9) 8.1 ´ 10-14 
Talker ´ Token 12011.0 (1, 30.7) 3.1 ´ 10-8 
Type ´ Token 12285.2 (1, 24.4) 8.1 ´ 10-7 
 
 
 
3.3. Three-way interactions 
There was also a significant interaction between talker, type, and token (F1, 12381.9 = 
59.3, p < 1.5 ´ 10-14); the effect of talker variability was only present in low-type, one-
token conditions (p = 4.1 ´ 10-7) and not under token variability (p = 0.21), larger decision 
space (p = 0.59), or both (p = 0.17). Overall, the effect of talker variability was only 
observed when variability was low across the other two dimesions. 
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Figure 10. Three-way interaction between talker, token, and type reveals 
significant interactions between type and token variability. Significant 
differences are also revealed between talker variability (mixed-talker, one-
token point) and token variability (single-talker, many-tokens point) under 
both smaller (two words) and larger (six words) decision spaces. *p < 0.01; 
** p < 0.001.  
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Figure 11. Alternative visualization of the data from Figure 10. Three-way 
interaction between talker, type, and token reveals significant interactions 
between all levels. The effect of talker variability (decrement between 
mixed-talker vs. single-talker) is only significant under a small decision 
space (two words) and no token variability. However, the effect of token 
variability (indicated between one-token and many-token levels) is 
significant under all conditions. *p < 0.01; *** p < 0.0001.  
 
 
 
 
 
 
3.4. Potential ambiguity between word pairs 
Next we examined the effects of talker variability in relation to degree of potential 
ambiguity between word pairs in low-type conditions. Because it has been shown that 
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processing costs are greater for mixed talker speech when there is a greater potential for 
acoustic-phonemic ambiguity (Choi et al., 2018), we expected to replicate these results in 
our sample. For each word, we took the mean position of the vowel in F1 ´ F2 space from 
Hillenbrand et al. (1995) (Figure 12) and from the four talkers used in this experiment 
(Figure 13), and the Euclidean distance between the vowels in each word pair. While the 
vowels from the talkers used in this experiment represent the actual stimuli participants 
heard, Hillenbrand et al.’s data represents a much larger, and well-balanced sample, and is 
potentially more representative of a listener’s lifetime experience of vowel productions 
from different talkers. For this reason, we chose to visualize both (Figure 12, Figure 13). 
We compared response times in mixed-talker conditions to response times in single-talker 
conditions for all word pairs in single-exemplar, low-type conditions, using a linear mixed 
effects model with fixed factors of talker variability (single- or mixed-talker), and potential 
for overlap in vowel-space acoustics and random factors as above. Potential for overlap in 
vowel-space acoustics was measured by the Euclidean distance between the vowels’ mean 
position in F1 ´ F2 space across talkers for each word pair in the low-type condition. 
There was a significant interaction between talker variability and degree of 
potential ambiguity in our model (F1, 11273.1 = 8.12, p = 0.0044), confirming prior results 
that the effect of talker normalization is significantly greater when there is greater potential 
for acoustic-phonemic ambiguity (Choi et al., 2018). 
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Figure 12. Interference effect of mixed-talker speech [(mixed talker RT – 
single talker RT)/single talker RT * 100] according to the Euclidean 
distance (log Hz) between each vowel pair in the two-word choice (low-
type) conditions. Euclidean distance was calculated from the mean position 
of each vowel in F1 ´ F2 space using measurements from Hillenbrand et al. 
(1995). Each participant was tested on each vowel pair; group mean and 
SEM are included below. The purple line represents the linear fit from the 
mixed effects model.  
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Figure 13. Interference effect of mixed-talker speech [(mixed talker RT – 
single talker RT)/single talker RT * 100] according to the Euclidean 
distance (log Hz) between each vowel pair in the two-word choice (low- 
type) conditions. Euclidean distance was calculated from the mean distance 
between one talker’s vowel (i.e., the first vowel in the pair) and all four 
talkers’ vowels (i.e., the second vowel in the pair) using their medium pitch, 
shorter duration token. Each participant was tested on each vowel pair; 
group mean and SEM are included below. The orange line represents the 
linear fit from the mixed effects model.  
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We completed an additional analysis to examine the effect of stimulus length on 
reaction time, using a linear mixed effects model as above but with stimulus duration as an 
additional fixed factor (Figure 14). Stimulus duration was measured as the length of the 
recording for each token of each word from each talker. There was a significant main effect 
of stimulus duration (F1, 475 = 28.4, p = 1.5 ´ 10-7) and significant interactions with talker 
(F1, 6567 = 11.3, p = 0.00078), type (F1, 39187 = 192.3, p < 2.2 ´ 10-16), and type ´ token (F1, 
40195 = 50.5, p = 2.2 ´ 10-12). Because stimulus duration is heavily influenced by talker, 
word, and speaking rate, it is possible that this factor is not independent, but rather 
secondary to one or more of our independent variables. 
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Figure 14. Reaction time increased with stimulus length. Points represent 
average RT across all responses to each token from all participants. The 
pink line is an average fit to the points, with significant interaction effects 
listed above. 
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DISCUSSION 
4.1. Effects of variability on processing efficiency 
The results from the present study provide more nuanced information about the 
contributions of different dimensions of variability in the speech signal, their interactions, 
and their effects on processing efficiency. Processing costs due to variability were observed 
in all three dimensions. Decision space size had a very large impact on speed of processing; 
response times for the six-word choice were much longer than for the two-word choice. 
This suggests an influence of top-down mechanisms on speech processing, with benefits 
from being supplied with the alternatives beforehand and a very limited set of choices. 
Token variability had a large effect on processing efficiency, and interference was seen 
across all conditions with multiple exemplars of the same word compared to conditions 
with only a single exemplar. Because the tokens in this study were intentionally elicited to 
create length variability, it is possible that this finding may be explained by previous studies 
that have demonstrated processing costs due to variability in rate (McLennan & Luce, 
2005; Bradlow et al., 1999; Nygaard, Sommers, & Pisoni, 1995). While talker variability 
also had an effect, it was interestingly only observed in conditions with low variability 
across the other two dimensions (small decision space and a single exemplar). This is 
inconsistent with previous studies that reported greater interference from talker variability 
under larger decision spaces or open-set conditions (Sommers, Kirk, & Pisoni, 1997). It is 
possible that this is because many previous studies have used accuracy as a dependent 
measure, and that our measure of response time is potentially more sensitive to these 
factors. 
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While the effects of talker variability did not persist under increased variability in 
the other two dimensions, the effects of exemplar variability were present in all conditions. 
Overall, the decline in processing efficiency during lexical identification due to multiple-
exemplar speech indicates a processing dependence between processing lexical 
information and processing unstructured variability in fine-grained phonetic detail. That is, 
introduction of exemplar variability caused participants to be slower in identifying the 
words they heard regardless of the level of variability in the other two dimensions, 
suggesting that exemplar-specific information is potentially processed by different 
mechanisms than indexical information. Further studies are needed to determine whether 
exemplar-specific phonetic variation is episodically encoded in listeners’ lexical 
representations, similar to indexical information (Palmeri, Goldinger, & Pisoni, 1993). 
Such a result would lend considerable support to exemplar-based models, as opposed to 
models that posit abstract, underlying categories only accessed by discarding the noise 
inherent in variable productions. 
 
4.2. Effects of ambiguity on processing efficiency 
 These results support previous work that found increased interference from talker 
variability depending on the potential phonemic ambiguity created by overlapping 
acoustic-phonetic realization of words across talkers. Although, the vowels spoken by the 
four talkers were slightly more distinct in the vowel space than those measure by 
Hillenbrand et al.’s sample, the trend is consistent. Future work will focus on systematic 
manipulation of talker characteristics to better understand the effects of dimensions such 
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as variability and overlap in vowel productions, and the impact, if any, of variability in 
vocal characteristics on efficiency of speech processing.  
The finding that response time increased with length of the stimulus is unsurprising, 
as stimuli with longer durations take more time to access all phonemes in the word. 
However, stimulus duration is strongly influenced by talker, word, and speaking rate, such 
that stimulus length may be a salient measurement to represent variability in each of these 
dimensions. More detailed manipulations would be required to separate these factors. 
 
4.3. Limitations 
Since we measured processing costs, we can comment on the factors that impact 
processing efficiency, or speed, but we are unable to comment on i) the neural bases for 
this pattern of results – is there any dissociation between brain areas that care about 
indexical (talker-specific) information and those that care about more fine-grained, less 
systematic properties of each utterance – and ii) the degree of phonetic detail that is stored 
in memory. Previous research has shown that memory for word recognition is enhanced 
when words are spoken by the same talker that originally presented them (Palmeri, 
Goldinger, & Pisoni, 1993), suggesting that talker-specific information is encoded and 
stored in memory and lending evidence to an exemplar-based model of lexical processing. 
Because less research has been done in the area of exemplar variability, it is unclear how 
much token-specific phonetic detail is stored in memory and whether or not it can be 
recruited to facilitate word recognition at a later time. 
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Because we do not test word identification in sentences or with carrier phrases, it 
is difficult to comment on the role of intrinsic versus extrinsic normalization because we 
only manipulated factors intrinsic to stimulus words. Testing whether or not additional 
extrinsic cues facilitate processing would perhaps provide insight into whether decrements 
due to exemplar variability stem from lack of extrinsic information that could be used to 
normalize the signal and sort between meaningful (linguistic or indexical) information 
versus noise in the form of token-to-token variation, or demonstrate that ambiguity is 
resolved using primarily intrinsic information, which becomes more challenging for the 
listener to resolve when there is a greater degree of unsystematic intrinsic variability. 
 
4.4. Clinical implications 
The results of this study have potential implications for understanding speech and 
language disorders that lead to difficulty normalizing sensory information, such as autism 
and dyslexia (Happé & Frith, 2006; Sperling et al., 2005; Ziegler et al., 2009; Perrachione 
et al., 2016). Children with impairments characterized by these difficulties have 
significantly more difficulty homogenizing low-level sensory details, leading to delay or 
disordered speech and language learning. For these children, processing variability may be 
much more detrimental than for the typical adult participants included in this study, and 
may be a large barrier to developing strong lexical representation and categories 
(Perrachione et al., 2011. The finding from this study, that effects of exemplar variability 
were present under all conditions, indicates that token-to-token variability, in addition to 
talker variability, may be an important variable to control in the clinic when modeling 
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speech and language for a child with difficulty processing perceptual noise. For example, 
it is possible that a child with autism or dyslexia may have more success with early word-
learning when words are spoken by the same talker, with the same rate of speech and 
intonation, than with the typically magnified prosodic variability characteristic of child-
directed speech (Stern et al., 1983; Fernald et al., 1989).  
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CONCLUSION 
By investigating the relationship between three different sources of variability in 
speech processing¾indexical variability, exemplar variability, and size of the decision 
space¾this project illustrated the differential contributions to processing efficiency along 
each dimension. Increased variability along each dimension significantly increased 
processing costs during a lexical identification task. However, examination of the 
interactions between the three variables revealed that the effect of talker variability was 
only present in conditions with low variability in the other two dimensions. This result is 
inconsistent with previous studies in the literature, which found larger effects of talker 
interference under a larger decision space or highly confusable response alternatives. But 
unlike the effect of talker variability, interference due to token variability was present 
across all conditions, regardless of the degree of variability in the other two dimensions. 
This indicates a possible dissociation between the mechanisms responsible for processing 
indexical information and those responsible for processing token-to-token variability in the 
speech signal, and suggests the need for future work to better understand the role of 
exemplar variability in speech processing. 
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APPENDIX 
Individual participant accuracy for each condition: single talker-low type-
one token; single talker-low type-many tokens; single talker-high type-one 
token; single talker-high type-many tokens; mixed talker-low type-one 
token; mixed talker-low type-many tokens; mixed talker-high type-one 
token; mixed talker-high type-many tokens. 
 
 
Table A. Individual accuracy by condition. 
 
 
Participant 
Single-
Low-
One 
Single-
Low-
Many 
Single-
High-
One 
Single-
High-
Many 
Mixed-
Low-
One 
Mixed-
Low-
Many 
Mixed-
High-
One 
Mixed-
High-
Many 
p0049 0.9833 0.9875 0.9583 0.9625 0.9833 0.975 0.95 0.9125 
p0173 0.9583 0.9958 1 0.8292 0.9958 0.9917 0.9875 0.9625 
p0201 1 1 0.9833 0.9833 0.9917 1 0.9875 0.9625 
p0221 0.9958 1 0.9958 0.9917 0.9958 0.9958 0.9792 0.975 
p0760 0.9833 1 0.9167 0.9625 0.9917 0.9833 0.9333 0.9583 
p1801 1 1 0.9917 0.9917 0.9875 0.9792 0.8583 0.8667 
p2118 0.9958 1 0.9958 0.9792 0.9875 0.9875 0.975 0.9625 
p2602 0.9958 0.9958 0.975 0.9875 0.9917 0.9625 0.9667 0.9417 
p2754 0.9875 0.9958 0.9583 0.9792 0.9917 0.9958 0.9708 0.9667 
p3636 0.9625 0.9917 0.9042 0.9 1 1 0.9958 0.95 
p3961 0.9708 0.9708 0.925 0.9 0.9792 0.9708 0.9125 0.8708 
p4380 0.9958 0.9917 0.9917 0.9917 0.9875 1 0.9875 0.9958 
p4594 1 0.9667 0.9542 0.9333 0.9458 0.9833 0.9583 0.9667 
p5129 0.9958 0.9917 0.8625 0.975 0.9833 0.9958 0.95 0.9792 
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p5368 1 1 0.9708 0.9208 0.9833 0.9958 0.875 0.9125 
p5498 0.9875 0.9958 0.9792 0.9583 0.9958 0.9833 0.9125 0.9458 
p5880 0.9917 1 0.9958 0.9917 0.9958 1 0.9792 1 
p5992 1 0.9917 0.9792 0.975 0.9958 0.9875 0.9667 0.9542 
p6161 0.9958 0.9917 0.95 0.9708 0.9958 0.9792 0.8917 0.9458 
p6817 1 0.9958 0.9958 0.9875 0.9917 0.9958 0.9875 0.9917 
p7740 0.9833 0.975 0.9958 0.9708 0.9708 0.9625 0.975 0.95 
p8458 0.9958 0.9917 0.975 0.9583 0.9833 0.9792 0.9625 0.9625 
p8593 0.9917 1 0.9708 0.9875 1 1 0.9875 0.9792 
p8804 1 0.9833 0.9417 0.8333 0.9917 0.9708 0.85 0.8417 
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