This paper presents an approach to discover social groups in surveillance videos by incorporating attention-based cues to model group behaviors of pedestrians in videos. Group behaviors are modeled as a set of decision trees with the decisions being basic measurements based on position-based and attention-based cues. Rather than enforcing explicit models, we apply tree-based learning algorithms to implicitly construct the decision tree models. The experimental results demonstrate that incorporating attentionbased cues significantly increased the estimation accuracy compared to the conventional approaches that used position-based cues alone.
Introduction
Vision-based sensing and understanding of human activities have been considered to be key techniques for security and marketing purposes. They include many research issues such as human detection, tracking, identification, path prediction, and action recognition, and these tasks are mutually related to one another. Knowing how pedestrians form social groups, i.e., entities of two or more people with social interactions between them inside the same group, is of crucial importance among these issues to understand the scenarios in the video. For example, group information can be used to aid pedestrian tracking in low frame-rate videos [19, 24] and to analyze human behavior [6] . It also has the potential of being used for other tasks such as anomaly detection or path prediction.
For these reasons, techniques of social group discovery have recently attracted a great deal of interest, and several attempts have been made to discover social groups from videos. Ge et al. [14] proposed a method that aggregates pairwise spatial proximity and velocity cues and clusters them into groups based on the Hausdorff distance. Pellegrini et al.'s method [19] jointly estimated both pedestrian trajectories and their group relations by using third-order c 2013. The copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms. conditional random fields (CRFs) to model the relationships between them. Similarly, trajectories of individuals together with their groups are jointly estimated by applying decentralized particle filtering in an approach by Bazzani et al. [5] . Yamaguchi et al. [24] applied support vector machines (SVMs) with trajectory-based feature descriptors. Sochman and Hogg [21] proposed a method to infer social groups based on Social Force Model (SFM), which specifies several attractive and repulsive forces influencing each individual. A modified agglomerative clustering approach is then performed to infer pedestrian groups. Zanotto et al. [25] introduced an unsupervised approach based on an online inference process of Dirichlet Process Mixture Models.
These approaches demonstrate that position-based cues, such as the relative position and velocity of pedestrians, can be applied to solving the problem of social group discovery. However, attention-based cues, i.e., how people pay attention to one another, have not yet been taken into account there. Attention-based cues have been utilized in several applications to analyze social interactions and these cues are proved to be effective in estimating human behaviors [1, 2, 13] . However, their applications to group discovery is not well studied. It is known that human attention is one of the most important cues for humans to distinguish social groups. For example, the attention of people in the same group tends to be focused on who is speaking during a conversation. Figure 1 is an example of a set of pedestrians in the same group during a conversation event. The relative distance between the rightmost person and the rest varies greatly over the trajectories in this example, this makes this case hard to be robustly estimated using position-based cues alone. However, the attention-based cues such as their eye gazes strongly suggest social groups, and can be used to help in this case.
In surveillance videos where high-level features such as eye positions cannot be obtained accurately due to low image quality, head poses can be a good approximation of human attention [3, 4, 18, 22] . Appearance-based head pose estimation from low-resolution images has been studied, and recent advances allows us to robustly infer the head poses of pedestrians from surveillance videos [17] . Indeed, recent works [8, 11, 12] report that head poses can be accurately estimated in real time even without using manually prepared training data.
We aim to combine attention-based cues and position-based cues to discover social groups in this work. This is the first work, to the best of our knowledge, to propose: 1) Figure 2 : Given annotated dataset of pedestrian states, set of measurements based on attention-based and position-based cues is created for each pair of pedestrians. Estimator is then applied to construct set of decision trees representing group behavior models for social group discovery task. a method that uses statistics of both attention-based and position-based cues over trajectories to discover social groups, and 2) a data-driven approach to find attentional behavior models for the group discovery task. Attention-based cues were explored in a recent approach by Bazzani et al. [6] . Their method imposes an explicit behavior model that pedestrians are likely to be in the same group if they are within other's view frustums and are standing sufficiently close to each other. However, especially when a history of cues over pedestrian trajectories is taken into account, there can be many other behavior models and finding an optimal model is not a trivial task. In contrast, we take a data-driven approach using both attention-based and position-based cues to building a classifier to detect social groups. We use a set of basic measurements obtained from such cues, and train a set of decision trees implicitly by using a supervised learning algorithm without enforcing explicit group behavior models.
Proposed Framework
Following Yamaguchi et al. [24] , we define social group discovery as a pairwise problem to determine whether two people belong to the same group given information on their past states. Specifically, given a pair of past states {s (i) t } and {s ( j) t } of pedestrians i and j, respectively, the goal is to assign binary label y (i, j) ∈ {−1, +1} that indicates whether they are in the same group (+1) or not (−1).
The framework for our approach is outlined in Figure 2 . We model the social group behaviors of pedestrians in a scene from two types of cues: attention-based cues and positionbased cues. Attention-based cues are derived from observed human behaviors related to attentions, and position-based cues are derived from the observed trajectories of pedestrians.
Given a set of pair-wise pedestrian states {s
t }, several measurements of both cues are calculated at each time step t ∈ T (i, j) , where T (i, j) is a set of time at which both pedestrians i and j are observed and a collection of |T (i, j) | measurements are acquired for each measurement over the state pair. We aggregate the measurements into histograms to evaluate the frequencies of each behavior over the entire trajectory. Since not all histogram bins are informative for group discovery, we model social group behaviors as decision trees so that only informative histogram bins are used for decisions. Using an annotated dataset of pedestrian states, a tree-based learning algorithm is then applied to construct the decision Two types of attention-based cues are exploited in this work. The first cue is the gaze exchange between pedestrians. In order to perform group events, e.g., conversation events, pedestrians in the same group often exchanged their gazes and fixed their attentions at one another. The second cue is the mutual attention of pedestrians in the same group. This is based on the observation that pedestrians often pay attention to the same object of interest. As was discussed earlier, we took an approach to learn the decision rules of these cues in a supervised manner using histograms of several measurements. This section introduces the details of the measurements, i.e., the required building blocks to model these attention-based cues. For clarity, we omit the subscript t in what follows.
Difference in head pose and relative position. The first measurement is introduced to infer the gaze exchange cue. This measurement is defined as a (i, j) 1 = |θ (i) − φ (i, j) |, and calculates the degree to which pedestrian i directly looks at pedestrian j, which strongly indicates group events such as a group conversation or a group discussion.
Head pose difference. The second measurement, a
, is intended to capture the mutual attention of pedestrians i and j. Since it is a difficult task to define objects of interest in every scene, we assumed that the objects of interest would be sufficiently distant from the pedestrians, i.e., they shared mutual attention when the differences in their head poses were small. Difference in head pose and walking direction. While the previous two measurements are expected to capture attention-based cues, there are several different measures required for efficient decision models. For example, if pedestrians are walking, they naturally tend to look toward the direction they are walking. Therefore, looking toward the direction they are walking in does not suggest that pedestrians focus their attention on particular objects or other people in that direction, and the previous measurements are not necessarily informative. The third measurement is introduced to address such cases and is defined as a
This measures how steeply pedestrian i turns his head away from the direction he/she is walking in. Figure 4 (a) has an example when a 1 and a 3 are low for both pedestrians. Although both pedestrians are looking at each other, it is still ambiguous if they are in the same group. Figure 4 (b) has an example when a 1 is low and a 3 is high for both pedestrians. The two pedestrians in this case are likely to be in the same group. With the walking focus measurements as decisions in the decision tree, our model can handle these two cases by taking into consideration a 1 and a 2 measurements only when a 3 measurements are sufficiently high.
Walking speed. The above assumption that pedestrians tend to look where they are walking does not hold for pedestrians walking slowly, i.e., strolling or wandering around. The fourth measurement, a
, calculates the walking speed of each pedestrian, and is included to control the walking focus measurements.
Position-Based Cues
Measurements of position-based cues are derived from trajectories of two pedestrians based on the approach by Yamaguchi et al. [24] and are defined as follows.
• Displacement: p
The distance between two pedestrians. Pedestrians in the same group tend to keep close to one another.
• Difference in velocity:
The difference in velocity between two pedestrians. Pedestrians in the same group tend to walk at the same speed.
•
• Difference in direction and relative position:
The angle between the average walking direction and the displacement vector between two pedestrians, whereψ ( 
is the average walking direction of two pedestrians. Pedestrians in the same group tend to walk side-by-side, i.e., in a direction perpendicular to their relative position.
• Time overlap:
. The length of overlapping time when pedestrians i and j appear on the scene up to time t, where T (i) = {t |t ≤ t, s
0} is a set of time steps where pedestrians i appear on the scene up to time t. Pedestrians in the same group tend to enter the scene at the same time.
Modeling of Social Behavior
To train decision trees, we calculate a set of measurements for every pair of pedestrians in the training set with the overlapping existent, i.e., {(s
. As a 1 , a 3 and a 4 measurements are measured for each pedestrian, two sets of the measurements are calculated. Therefore, at each time step, a total number of 7 measurements, a We aggregate these measurements in a way that the decision rules of the model can be based on a single threshold, e.g., how often people look at each other with less than τ h degrees angles. Because comparing standard histogram bins imposes direct comparison of the measurement values, e.g., how often people look at each other with the angles between τ l and τ h degrees, and is not always appropriate for aggregating attention-based measurements, we propose to use cumulative histograms. Each cumulative histogram is constructed with B a equally-spaced bins. Histogram bins for a 1 , a 2 and a 3 are placed between the range [0, π]. For a 4 measurement, we calculate the maximum speed v max for pedestrians in the training set, and the histogram bins for a 4 are placed between the range [0, v max ].
Position-based measurements are aggregated into standard histograms in the same manner as Yamaguchi et al. [24] . Each histogram is constructed with B p equally-spaced bins. The decision trees could be implicitly constructed by using tree-based learning algorithms with the combination of histogram bins as decisions. A random trees classifier [10] was used in our approach to construct the trees. The histograms for each measurement were concatenated to represent the feature vector for that sample, and these vectors were used to train the random trees. 
Pedestrian Tracking and Head Pose Estimates
We employ the head tracking method proposed by Benfold and Reid [7] to obtain walking trajectories of pedestrians in the video. Their method is based on a Kalman filter [15] with two types of measurements: the head locations given by a histogram of oriented gradient (HOG)-based head detector [20] and the velocity of head motion computed from multiple corner features [16, 23] .
After pedestrian trajectories along with their corresponding head images are obtained, we apply the unsupervised approach proposed by Chamveha et al. [11] to obtain head poses. Their approach automatically aggregates labeled head images by inferring head direction labels from the walking direction. After outliers that were facing different directions had been rejected, their walking directions were used as ground truth labels of their head orientations. These ground truth labels were used to train the estimator for the task of estimating the head poses in our approach. Similar to [8, 11, 12] , head directions in 2-D image plane are used as the approximation of actual head directions in our approach.
Experimental Results
We conducted experiments using two sequences: the UT-Surveillance sequence used by [11] and the Town Centre sequence used by [8] . The UT-Surveillance sequence contained pedestrians walking along a pathway, often in large groups. The Town Centre sequence contained pedestrians walking along a street. As the majority of pedestrians in this dataset walked individually, it contained many negative samples (pairs of pedestrians that did not belong to the same group).
Pedestrian trajectories and head poses were collected from the UT-surveillance dataset using the method mentioned in Section 2.4. For the Town Centre dataset, trajectories provided along with the dataset were used, and the head poses were obtained in the same way as the UT-Surveillance dataset. Tracked trajectories were manually annotated with social group IDs. Trajectories with erroneous or unstable results were ignored. The details of each dataset, the number of trajectories annotated with group numbers, the number of annotated groups, and the average size of groups are summarized in Table 1 . Example frames in the sequences are shown in Figure 5 .
We divided our annotated social groups into three disjoint sets and carried out three-fold cross-validation on the accuracy of estimates to evaluate the performance of our proposed method. Attention-based measurements were calculated and aggregated into cumulative his- tograms with seven equally-spaced bins (B a = 7), and position-based measurements were aggregated into histograms with seven equally-spaced bins (B p = 7). These histograms were then concatenated as a 84-dimensional feature vector. The random trees is implemented using the OpenCV library [9] with the number of trees set to 400, the maximum depth of each tree set to 15, and the minimum samples in each leaf node set to 1% of total training samples.
We compared our method with the one by Yamaguchi et al. [24] , who proposed to solve the same problem in the similar setting to our approach 1 . Comparisons were done by varying available past frames N past = 0, 30, 60, 120, 240 and N past = ∞. Measurements in these tests were calculated from at most N past frames of each pair of pedestrians in the test set with overlapping time steps. We also conduct experiments on random trees trained with feature vectors obtained from position-based measurements alone to demonstrate the accuracy of random trees on position-based measurements.
Since the numbers of positive and negative samples were imbalanced in both data sets, balanced accuracy, i.e., the average between the accuracy of each class, was used to evaluate the accuracy. The results are listed in Table 2 . It can be seen that our approach improves the accuracy of social group discovery tasks in every case in both datasets. However, it can also be seen that with no past frame information (N past = 0), our approach only slightly improves the accuracy, but with more available past frames, the improvements from Yamaguchi et al. [24] become more significant. These can be explained by the fact that attention-based cues are not always observed in every frame, e.g. pedestrians in the same group do not always talk to one another, and therefore the accuracy improvements were small in the cases with low N past . However, attention-based cues can strongly suggest social group relationships even if such cues are rarely observed, e.g. the talking event is a strong indicator of social group, even if it occurs in a few frames. This makes accuracy improvements more significant with large N past . In real application, however, long tracking trajectories are usually obtained from the tracker and the situation with low N past are not typical. Therefore, high accuracy of the proposed approach can be expected in real situations. It can also be seen that the accuracy of the random trees classifiers trained with position-based cues is comparable to that by [24] . This shows that random trees is also an appropriate choice for position-based features.
We also measured the accuracy of our approach with the same settings as Yamaguchi et al. [24] , who used low frame-rate videos. We tested our method with the datasets downsampled to 0.625 fps and the numbers of available past frames were N past = 0, 1, 2, 4, 8 and N past = ∞. The results are summarized in Table 3 . Similar to the previous discussion, it is also the case in low resolution videos that our approach does not improve the accuracy on cases with small amount of available past frames N past , but improves the accuracy with more available past frames. This shows that our approach is also applicable to low framerate videos, and can greatly improve the estimation accuracy given that some past frame information are available. Figure 6 (a) shows an example of a case where our approach correctly inferred that the two pedestrians were in the same social group. Even though they were walking at nonconstant speed, the social groups were correctly inferred from attention-based cues. Our approach failed in inferring social groups, on the other hand, in cases where our assumptions about pedestrian behaviors do not hold. Figure 6(b) shows an example of such limitations. In this case, the two pedestrians in the same group are walking towards each other. It is our assumption that the gaze exchange cues are not informative when pedestrians turn their head in the direction they are walking in. Therefore, although the pedestrians are looking at each other, such information is disregarded and causes our approach to fail in this case. This suggests that more complex assumptions are needed to handle such case.
Conclusion
We proposed a data-driven method to discover social groups in surveillance videos by using attention-based and position-based cues. The introduction of attention-based cues allows complex relationships between pedestrians in the same group to be implicitly modeled as decision trees. The results from our experiments verified that our method improved the accuracy of social group discovery over an approach that used only position-based measurements. We believe that there are still other cues humans used to discover social groups, and investigating and discovering these cues will be important in future work. Table 2 : Accuracy of estimates with of our dataset. Accuracy is measured as average accuracy between two classes to avoid bias problems in the test samples. Yamaguchi et al. [24] presented results using the approach of [24] . Trajectory + Random Trees shows results using the features proposed by [24] and estimated using random trees estimator. Proposed indicates results with our proposed approach. Note that the frame rate in the datasets is 30 fps.
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