Abstract. We show that the diophantine equation
Introduction
The reader may have seen the following triangular pattern of equations for sums of consecutive positive integers: 1 + 2 = 3 4 + 5 + 6 = 7 + 8 9 + 10 + 11 + 12 = 13 + 14 + 15
. . .
The numbers on the far left in each line are precisely all square numbers n = k 2 for k ≥ 1. Furthermore, k is equal to the number of summands on the right, and one less than the number of summands on the left. There is a similar sequence for squares: . . .
In this case the numbers on the far left are of the form n 2 with n = k(2k + 1) for k ≥ 1. One immediately wonders whether the pattern persists for cubes and higher powers. This leads to the diophantine equation
(1) n ℓ + (n + 1) ℓ + · · · + (n + k) ℓ = (n + k + 1)
with unknowns k and n. This equation is similar to other diophantine equations for sums of like powers, see [2, 4] . We prove that there are no positive integer solutions for ℓ ≥ 3 :
Theorem 1. Equation (1) has no solutions in positive integers k, n ≥ 1 for all ℓ ≥ 3.
The rest of the paper contains a proof of this result. We would like to thank Harald Scheid for mentioning this diophantine problem.
Proof of theorem 1
To prove the theorem, we use the new variable w = n + k and seek solutions in k and w. Thus, equation (1) is equivalent to
Only summands for m odd occur on the right side. Hence, we may rewrite equation (1) as
If ℓ is even, all summands are divisible by w, since ℓ − m ≥ 1. Hence, we replace equation (1) for even ℓ ≥ 2 by
For ℓ = 1 and ℓ = 2 equations (3) resp. (4) are of the form w = k(k +1) resp. w = 2k(k + 1), and give exactly the solutions mentioned in the introduction. Recall that rad(x) is by definition the product of all positive primes dividing an integer x.
Proposition 2. rad(k(k + 1)) | w. In particular, any solution w is even.
Proof. The Carlitz-von Staudt theorem [4] states that
Proposition 3. For each k ≥ 1 there is at most one positive w = w(k) solving the equations (3) and (4).
Proof. By subtracting the right hand side from the left hand side in both equations (3) and (4) one obtains a polynomial f (k, w) with
In each case f has only one sign change. Therefore, Descartes rule [1, pg. 72] implies that for each k ≥ 1 there is at most one positive w = w(k) solving the equations.
Remark 4. For small 3 ≤ ℓ ≤ 14 one can show that there are no solutions, as
In fact, f (k, ℓk(k + 1)) and f (k, ℓk(k + 1) + 1) have a different sign (see also Prop. 8 below). For ℓ ≥ 15 we need additional arguments. There is also another way to exclude solutions for ℓ = 3, 4. In these cases, equations (3) and (4) define elliptic curves of Mordell-Weil rank zero and which have only torsion points that do not give rise to positive integer solutions.
Definition 5. Define integers e, f, g by the 2-adic valuations
In the following we will often write 2 f || k(k + 1) etc. instead.
Proposition 6. The power sums have 2-adic valuations
independent of m for all odd m ≥ 3 and all k ≥ 1.
Proof. This is a theorem of MacMillan and Sondow [3, Thm. 1].
Proposition 7. g ≥ e + 1 for all solutions w = w(k) and all ℓ.
Proof. We may assume that ℓ is even, since otherwise e = 0. The integer w is even as we have seen already. Let p be any odd prime dividing w + 1. Equation (1) is equivalent to
This implies that
This gives that k + 1 ≡ 0 mod p, since otherwise k + 1 and k would be both divisible by p. We get
Let ζ be a primitive root modulo p. Then for some integer a we have
e . Therefore h − 1 ≥ e and 2 e+1 | p − 1. Thus p ≡ 1 mod 2 e+1 , and in turn w + 1 ≡ 1 mod 2 e+1 , which shows that g ≥ e + 1.
Proposition 8. For every solution (k, w(k)) in non-zero positive integers and every ℓ ≥ 1 one has
Proof. We may assume ℓ ≥ 3 and we use the abbreviations
Therefore we have b =
. It is easy to see that
is small. This is equivalent to
or equivalently,
0 , for ℓ ≥ 4 even. The terms on the right hand side are the terms for m = 1 and m = 3 in equations (3) and (4). All other terms are also of the same sign, therefore we conclude that f (k, w 0 ) < 0. This shows that w 0 is a lower bound. To obtain the upper bound, the idea is to divide equation (1) by w ℓ−1 , and use the lower bound in all occurences of w in the denominator. The lower bound implies that
for all ℓ, since K ≥ 2. If ℓ = 3 or ℓ = 4, then equation (1) gives
and we are done. For ℓ ≥ 5 we write equation (1) 
We use
One has
For ℓ ≥ 5 one also has
. This implies that by Bernoulli's inequality and K ≥ 2 1
Therefore we have the upper bound w ≤ ℓK + a.
Corollary 9. For every solution (k, w(k)) in positive integers and every ℓ ≥ 3 we have k(k + 1)
and 3f + 3 ≤ ℓ.
Proof. We know that ℓK + a − b K ≤ w(k) ≤ ℓK + a for every positive integral solution w(k). But one also has ℓ − 3 12 ≤ a < ℓ − 2 12 .
As w(k) is an integer, we get
From this one deduces that
This implies ℓ − 2 > √ 12K. As K ≥ 2 f and 12 · 2 f ≥ 9 · f 2 (also for f = 3), we have ℓ − 2 > 3f and the claim follows.
Proof of Theorem 1. The idea of the proof is to look at 2-adic valuations in the terms of the equation together with the above inequalities. First let ℓ be even. We may assume that ℓ ≥ 6 since f ≥ 1 and ℓ ≥ 3f + 3. Look at equation (4) modulo the integer s = 2 (2f −1)+2g+e . We claim that all summands on the right hand side for odd m with 3 ≤ m ≤ ℓ − 3 are ≡ 0 mod s. This is true for m = ℓ − 3, since then 2 2g | w 2 and one also has 2 e | ℓ ℓ−3
For m odd with 3 ≤ m ≤ ℓ − 5, one has as well 2 2f −1 || 2 k i=1 i m , and in addition 2 g(ℓ−m−1) || w ℓ−m−1 . Using g ≥ e+1, one has g(ℓ−m−1) ≥ 4g ≥ 2g + e and therefore the assertion follows. Therefore, we obtain
We have shown that 2 e+2f −1 || 2ℓ
Since w is even, we have g ≥ 1. Therefore, e + 2f − 1 < (2f − 1) + 2g + e. We also have 2 e+(ℓ−2)g+f || ℓw ℓ−2 k(k + 1). Using ℓ ≥ 3f + 3 we get e + (ℓ − 2)g + f ≥ e + (3f + 1)g + f ≥ (2f − 1) + 2g + e.
Hence the first term on the right is also ≡ 0 modulo s. This implies (ℓ − 1)g = e + 2f − 1. This is a contradiction using ℓ ≥ 3f + 3 and g ≥ e + 1.
Assume now that ℓ ≥ 5 is odd (hence e = 0) and look at equation ( We know that 2 2f −1 || 2
Since w is even, we have g ≥ 1. Therefore, 2f −1 < (2f −1)+2g. We also have 2 (ℓ−1)g+f || ℓw ℓ−1 k(k+1). Using ℓ ≥ 3f + 3 we get (ℓ − 1)g + f ≥ (3f + 2)g + f ≥ (2f − 1) + 2g and hence the first term on the right is also ≡ 0 modulo s. This implies ℓg = 2f − 1. This is a contradiction using ℓ ≥ 3f + 3.
