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Abstract
Extracting shape information from object boundaries is
a well studied problem in vision, and has found tremen-
dous use in applications like object recognition. Conversely,
studying the space of shapes represented by curves satisfy-
ing certain constraints is also intriguing. In this paper, we
model and analyze the space of shapes represented by a 3D
curve (space curve) formed by connecting n pieces of quarter
of a unit circle. Such a space curve is what we call a Tangle,
the name coming from a toy built on the same principle.
We provide two models for the shape space of n-link open
and closed tangles, and we show that tangles are a subset
of trigonometric splines of a certain order. We give algo-
rithms for curve approximation using open/closed tangles,
computing geodesics on these shape spaces, and to find the
deformation that takes one given tangle to another given
tangle, i.e., the Log map. The algorithms provided yield
tangles upto a small and acceptable tolerance, as shown by
the results given in the paper.
Keywords: Tangles, Trigonometric splines, Implicitly
defined manifolds, Shape, Space curves, Geodesics, Expo-
nential map, Log map.
1 Introduction
The shape of an object is of tremendous interest to the com-
puter vision community. It has several applications like ob-
ject recognition, summarizing shape of collection of objects
(mean shape), object retrieval and others. There are vari-
ous aspects and inquiries with respect to shape of an object:
shape statistics, shape matching, shape based registration,
modeling shape variability and others.
Shape is typically defined as whatever is left in the ob-
ject representation after eliminating variability due to rigid
transformations[1]. Factoring out these variations depends
on the mode of object representation chosen. One popular
choice is to represent the object by its boundary, which in
turn can be represented using one of the following: land-
mark points, Fourier descriptors, smooth curves, level set
functions, medial axis, and others.
The set of all possible object representation chosen forms a
space to work with, from which factoring out the variabilities
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not of interest gives us a shape space. Using tools of differ-
ential geometry, one then works with metrics, geodesic dis-
tances, parallel transport to answer queries related to shape
as listed in the first paragraph.
Interesting shape (or curve) spaces have been proposed
by putting restrictions on variabilities of an object or lim-
iting the object representation, for example, cubic splines,
Fourier descriptors, and the space of Bicycle-chain shape
models. In this paper, we are interested in studying and an-
alyzing what we call the Tangle shape space. Tangle is a toy
(and much more) created by Richard X. Zawitz’s Tangle
creations (www.tanglecreations.com), consisting of con-
nected copies of a planar curve (arc) to form a closed space
curve. Few examples are shown in Figure 1 below. Each arc
is rigid and each joint can be subjected to local rotations
which may have global effects on the shape. In this paper,
we are interested in the mathematical modeling of the tangle
shape space, and developing shape related computations on
it. We consider two cases, open tangles and closed tangles;
in the former the initial point of the first link and final point
of the last link need not be the same, while in the latter, the
points and the respective tangents must be the same.
We develop mathematical models for tangles as paramet-
ric space curves, and show that the set of all possible tangle
curves is a subset of all trigonometric splines of a specific
order. Apart from this, some useful characteristics of tan-
gles, curvature and torsion for instance, are also derived.
We also show that the set of all possible open tangles can
be modeled as an appropriate dimensional torus, while the
set of all possible closed tangles is a subset of such a torus.
We also provide algorithms for space curve approximation
using tangles, and for computing geodesics and Log map on
the tangle shape space. Exploring applications like protein
shape modeling is left to another paper.
The paper is organized as follows: We summarize related
work in the next section, and develop models for shape
spaces of tangles in Section 3. In the same section, we also
show that tangles form a subset of trigonometric splines.
Thereafter we provide computational algorithms for curve
approximation, computing geodesics and Log map on tangle
shape space in Section 4. We demonstrate the performance
of these algorithms in Section 5, and conclude with some
discussions in Section 6.
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Figure 1: Simulated Tangle examples: (Top) Closed tangles
with 18(left) and 8(right) links. (Bottom) Open tangles with
18(left) and 8(right) links. Note that each distinct color link
is a quarter of a unit-circle.
2 Related Work
The first proper study of shape is credited to D’Arcy
Thompson for his work On Growth and Forms[2]. The
modern treatment of shape is mainly due to Kendall[3] and
Bookstein[4], wherein it was proposed to represent an ob-
ject by some landmark points located on the boundary of
the object in R2. Kendall used the quotient of this space
with the group of translation, scaling and rotation to obtain
a shape space on which he defined the dissimilarity of two
shapes by computing the geodesic distance between the two
shapes on the shape space.
Planar curves have received much more attention than
space curves. The space of planar smooth curves is an im-
portant model for shape space (though not strictly a shape
space). In a more mathematical treatment of this subject,
Michor and Mumford[5] study the set of embeddings and im-
mersions of S1 into R2, where S1 is the unit circle in C and
represents the values that a parameter used to define a closed
curve can take. The space they consider is then the quotient
of the above space with the group of diffeomorphisms from
and to S1 representing the group of reparameterizations.
This forms an infinite dimensional space on which geodesics
are obtained for various metrics. In [6], Younnes also works
on the space of smooth planar curves, and defines the dis-
tance between two curves as the energy needed to deform
one curve to another. The energy is based on the length
of path on the group of infinitesimal deformation field that
deforms one curve to another. Klassen et.al.[7] use Fourier
descriptors of the tangent to the planar curve to represent
the curve. A 2D closed curve can also be represented by its
medial axis[8]. A more comprehensive representation called
the shock graph has been explored for representation and
shape distance computation in [9, 10]. Sommer et.al. in-
troduced the Bicycle chain shape models[11] in which, every
landmark on the curve is constrained to be equidistant from
its neighbors. Glaunes et al.[12] consider a shape as an in-
terior of a planar curve, while the shape space is built by
looking at all possible diffeomorphic deformations of the in-
terior of closed curves.
Srivastava et.al. [13] represent curves in Rn using the
square root velocity function, using which they devise shape
analysis tools. Another interesting representation of space
curves is presented by Kessler[14], in which a space curve
is represented via segments of planar curves called E-sets,
and has been used for shape analysis of protein molecules.
While there exists generalizations of models like the Fourier
descriptors to space curves[15], splines can be used for space
curves without any modification. Splines were introduced by
Schoenberg[16] and de Boor [17] as interpolation methods,
and have found use in signal & image processing[18], com-
puter graphics[19], manufacturing processes[20], and others.
Several types and variations of splines have been developed
based on choice of basis and constraints; B-splines, Be´zier
curves, Rational B-splines, Trigonometric splines, to name a
few. Apart from applications several theoretical results have
also been worked out[21],[22]. Following [21], we briefly in-
troduce trigonometric splines here, as the tangle shape space
will be shown to be its subset later on.
Given a positive integer m, an m-dimensional space is
defined as
Tm =
{
span{v1, . . . , vm}, m = 2r
span{u1, . . . , um}, m = 2r + 1 ,
where
{v1, . . . , vm} ={cos(t/2), sin(t/2), . . .
cos[(r − 1/2)t], sin[(r − 1/2)t]}, m = 2r,
{u1, . . . , um} ={1, cos(t), sin(t), . . . ,
cos(rt), sin(rt)} m = 2r + 1.
Let Dk, k ≥ 0 represent the derivative of order k operator.
Then, given a partition ∆ = {a = t0 < t1, . . . , tk+1 = b} of
an interval [a, b], and a vector M = (m1, . . . ,mk) of k inte-
gers, with 1 ≤ mi ≤ m, the space of trigonometric splines
of order m, with multiplicities M is defined as
S(Tm,M,∆) =

s | ∃ s0, . . . , sk ∈ Tm with s(t) = si(t)
∀t ∈ [ti, ti+1], i = 0, . . . , k, and
Dj−1si−1(ti) = Dj−1si(ti)
j = 1, . . . ,m−mi, i = 1, . . . , k.

(1)
In words, a trigonometric spline is a collection of elements
from Tm, each defined on a sub-interval [ti, ti+1], such that
2
at common points of adjacent elements (also called knots),
they satisfy continuity constraints for derivatives upto order
m −mi − 1. Thus the space S(Tm,M,∆) is m +
∑k
i=1mi
dimensional.
Of special interest to us is the space of trigonometric
splines of order m = 3, with M = (1, 1, . . . , 1), henceforth
denoted by M1. We get T3 = {1, cos(t), sin(t)} in this case,
while the constraints defined in Equation (1) are
si−1(ti) = si(ti), i = 1, . . . , k (2)
Dsi−1(ti) = Dsi(ti), i = 1, . . . , k. (3)
It can be seen that the space S(T3,M1,∆) is k + 3 dimen-
sional. In order to represent a space curve as a trigono-
metric spline, each coordinate is considered as a trigono-
metric spline function of the parameter t, and the space
curve between a sub-interval [ti, ti+1] of ∆, is given by (for
i = 0, . . . , k),
si(t) = ai + bi cos(t− ti) + ci sin(t− ti), ∀t ∈ [ti, ti+1],
(4)
where ai, bi, ci ∈ R3 are the coefficient vectors that satisfy
constraints given by Equations (2),(3). The degrees of free-
dom available for a trigonometric spline space curve is thus
3k + 9.
In the next section, we model the Tangle shape space and
show that it is a subset of S(T3,M1,∆).
3 Modeling Tangles
In this work, we will represent tangle configurations using
parametric space curves, formed by connecting n copies of a
quarter of a unit-circle (each copy called a link), translated
and rotated appropriately. Depending on whether the first
and last links are connected or not, we obtain a closed or
an open tangle. Different configurations are obtained with
the help of local rotations applied on each link. These local
rotations have a global effect on the tangle, akin to the ef-
fect of changing a control point of a spline curve. In what
follows, s represents a parametric space curve, s(t) denotes
the point on the curve at parameter value t, while s˙(t) de-
notes the derivative of the functions s at parameter value t,
and represents the tangent to the curve at point s(t). Un-
less stated otherwise, (p, q, r) ∈ R3 represents a row vector,
while (p, q, r)T ∈ R3 or any element v ∈ R3 will be assumed
to be represented as column vectors.
Since each link is a translated and rotated version of a
quarter of a unit-circle, without loss of generality, we assume
the following canonical form of a quarter of a unit-circle
which when translated and rotated appropriately, yields any
given link:
c(t) = (cos t, sin t, 0)T , ∀t ∈ [0, pi
2
]. (5)
The tangent to c(t) is c˙(t) = (− sin t, cos t, 0)T , ∀t ∈ [0, pi2 ],
specifically, c˙(0) = (0, 1, 0)T and c˙(pi2 ) = (−1, 0, 0)T . Let
s(t), t ∈ [0, npi2 ] denote the n-link space curve, and let ti =
ipi
2 , i = 0, . . . , n. Let Rnˆ,θ ∈ R3×3 denote the rotation matrix
with axis nˆ and angle of rotation θ. For a given space curve s
that represents an n-link tangle, let si(t) = s(t), t ∈ [ti, ti+1]
denote the (i+1)st link, where i = 0, . . . , n−1. Since any link
is a rotated and translated form of the assumed canonical
form c from Equation (5), we have,
si(t) =Rnˆi,θic(t− ti) + Ti, ∀t ∈ [ti, ti+1], (6)
for some unit normal nˆi, angle θi, and translation vector
Ti ∈ R3. The tangent to the (i+ 1)st link is
s˙i(t) =Rnˆi,θi c˙(t− ti),∀t ∈ [ti, ti+1], (7)
and specifically,
s˙i(ti) =Rnˆi,θi(0, 1, 0)
T (8)
s˙i(ti+1) =Rnˆi,θi(−1, 0, 0)T . (9)
Moreover, since 〈c˙(0), c˙(pi2 )〉 = 0, 〈s˙i(ti), s˙i(ti+1)〉 = 0, and||c˙(0)|| = ||c˙(pi2 )|| = ||s˙i(ti)|| = ||s˙i(ti+1)|| = 1.
Thus, one can determine Rnˆi,θi uniquely from an orthog-
onal pair of unit vectors (s˙i(ti), s˙i(ti+1)) by solving Equa-
tions (8),(9), and conversely, given Rnˆi,θi , one can determine
the tangent vectors: s˙i(ti), s˙i(ti+1) from the same equations.
Given two consecutive links si and si+1, these should satisfy
the following constraints:
si(ti+1) =si+1(ti+1) (10)
s˙i(ti+1) =s˙i+1(ti+1), (11)
the former stating that the end point of link (i+ 1), si(ti+1)
should be the same as the starting point of link i + 2,
si+1(ti+1), and the latter ensuring that the tangent vector at
the end point of link i+1, s˙i(ti+1) should be the same as the
tangent vector at the starting point of link i+ 2, s˙i+1(ti+1).
The first constraint gives:
Rnˆi,θic(
pi
2
) + Ti = Rnˆi+1,θi+1c(0) + Ti+1.
Thus, if si(t) is known and Rnˆi+1,θi+1 is known (using tan-
gent vectors as discussed earlier), Ti+1 can be computed
using
Ti+1 = Rnˆi,θic(
pi
2
) + Ti −Rnˆi+1,θi+1c(0). (12)
Let Vi, Vi+1, Vi+2 denote the tangent vectors
s˙i(ti), s˙i(ti+1) = s˙i+1(ti+1), s˙i+1(ti+2) respectively. Since
〈Vi, Vi+1〉 = 〈Vi+1, Vi+2〉 = 0, one can represent the tangent
vector Vi+2 as Vi+2 = RVi+1,θiVi, for some θi. In words,
given the orthonormal tangent vectors Vi, Vi+1, any unit
vector Vi+2 which is orthogonal to Vi+1 can be produced
via a rotation about the axis Vi+1 of the vector Vi.
Let Vi = s˙(ti) denote the tangent vector at the initial
point of (i + 1)st link for i = 0, . . . , n − 1, and Vn = s˙(tn)
denote the tangent vector at the end-point of the nth link.
Assuming V0, V1 to be given such that 〈V0, V1〉 = 0, ||V0|| =
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||V1|| = 1, an n-link open tangle parametric space curve
s : [0, npi2 ] → R3, is also uniquely represented by the set of
angles (θ0, . . . , θn−2), where Vi+2 = RVi+1,θiVi, i = 0, . . . , n−
2. Thus, including the degrees of freedom in choosing the
orthonormal vectors V0, V1 (which is three), and degrees of
freedom available through a global translation (again three),
the total degrees of freedom for an n-link open tangle is n+5.
A closed form expression for each si(t) can be obtained by
carefully observing Equations (8),(9). It is not difficult to
see that the first two columns of Rnˆi,θi in Equation (6) are
−si(ti+1) or −Vi+1 and si(ti) or Vi. Substituting these in
Equation (6) and (12), and noting the special form of c from
Equation (5), one gets the following closed form expression:
si(t) =Vi sin(t− ti)− Vi+1 cos(t− ti) + Ti,∀t ∈ [ti, ti+1],
(13)
for i = 0, . . . , n− 1, and
Ti+1 =Vi + Vi+2 + Ti, i = 0, . . . , n− 2, (14)
with T0 = 0. Comparing Equations (2),(3) and (4) with
Equations (10),(11) and (13), it is clear that the set of all
tangle curves is a subset of S(T3,M1,∆).
In case shape as defined by Kendall[1] of an n-link open
tangle is concerned, the degrees of freedom reduces (by six)
to n − 1. As far as shape representation for an n-link
open tangle is of interest, one can factor out the global
translation and rotation by fixing the first of the n links
to our canonical quarter circle c from Equation (5), i.e.,
s0(t) = c(t), t ∈ [0, pi2 ]. This implies fixing V0 = (0, 1, 0)T
and V1 = (−1, 0, 0)T . The angles (θ0, . . . , θn−2) are the de-
grees of freedom that generate n-link open tangles with dif-
ferent shapes1, and thus the shape space of an n-link open
tangle is the n− 1 dimensional torus Tn−1.
Thus the set of n-link open tangle shapes So, can be mod-
eled by any of the following equivalent ways:
So = Tn−1
or
So =
{
(V2, . . . , Vn), Vi ∈ R3, i = 2, . . . , n | 〈Vi, Vi+1〉 = 0,
i = 2, . . . , n− 1, ||Vi|| = 1, i = 2, . . . , n}
(15)
with V0 = (0, 1, 0)
T and V1 = (−1, 0, 0)T .
3.1 n-link closed tangles
For s : [0, npi2 ] → R3 to represent a closed n-link tangle, it
needs to satisfy two additional constraints:
s(tn) =s(t0)Vn = V0 (16)
(17)
The first constraint ensures that the first and the last point
coincide, while the second ensures continuity of the first
1Some n-link tangles may have additional symmetries which we
ignore in this work.
derivative. The first condition can also be met by using
the fact that line integral over a closed curve of its tangent
vector field is zero, which in terms of s can be written and
simplified as,∫ npi2
0
s˙(t) dt =
n−1∑
i=0
∫ (i+1)pi2
ipi2
s˙i(t) dt (18)
=
n−1∑
i=0
Rnˆi,θi
(
c(
pi
2
)− c(0)
)
(19)
=
n−1∑
i=0
Rnˆi,θi
(
c˙(
pi
2
) + c˙(0)
)
= 0, (20)
the last equality resulting because of the special choice of
c. Using Equations (8),(9), and representing the tangent
vectors with Vi, the constraint that the initial and end-point
of the n-link tangle must coincide boils down to,
n−1∑
i=0
Vi = 0. (21)
In case shape of the n-link closed tangle is of interest, we fix
V0 = (0, 1, 0)
T and V1 = (−1, 0, 0)T . We thus need to ensure
〈V0, Vn−1〉 = 0. With Vi+2 = RVi+1,θi , i = 0, . . . , n − 3,
the n-link closed tangle shape space is Sc = F
−1(0), where
F : Tn−2 → R4 is defined as,
F (θ0, . . . , θn−3) =
(
n−1∑
i=0
Vi, 〈V0, Vn−1〉
)
. (22)
Thus, the degrees of freedom2 as far as shapes of n-link
closed tangles is n − 6, and the shape space is a subset of
Tn−2. The n-link closed tangle shapes Sc, can be modeled
by any of the following equivalent ways:
Sc =
{
(θ0, . . . , θn−3) ∈ Tn−2 | F (θ0, . . . , θn−3) = 0
}
or
Sc =
{
(V2, . . . , Vn−1), Vi ∈ R3, i = 2, . . . , n− 1 |
〈Vi, Vi+1〉 = 〈V0, Vn−1〉 = 0, i = 1, . . . , n− 2,
||Vi|| = 1, i = 2, . . . , n− 1,
n−1∑
i=0
Vi = 0
}
,
(23)
with V0 = (0, 1, 0)
T and V1 = (−1, 0, 0)T . For computations
on the tangle shape space, we will prefer the latter charac-
terizations in terms of unit tangent vector sets (satisfying
appropriate constraints), instead of elements of the appro-
priate torus, since closed form expressions relating the angle
θi with the unit tangent vector Vi become far too involved
as the number of links increases. This is especially true for
closed tangles.
As expected, the set of 4-link closed tangle shape space
contains one point, the circle starting with the canonical
2The reason behind not using the term dimension in place of degree
of freedom will be made clear in a later section.
4
quarter c. It can also be shown that there are no closed
tangle curves with n = 5 links3.
3.2 Properties of Tangles
We now briefly summarize the properties of tangles as space
curves.
1. Unit Speed curves: Tangles as given by Equations (13),
(5) are unit-speed parametric space curves. This is ob-
vious, since for the canonical form ||c˙(t)|| = 1,∀t, while
all links are obtained by rotating and translating this
canonical form.
2. Curvature: The tangent at any point t ∈ [ti, ti+1] is
given by
s˙i(t) = Vi cos(t− ti) + Vi+1 sin(t− ti). (24)
Note that the space of tangle curves was shown to be
a subset of S(T3,M1,∆), hence second order deriva-
tives may not exist at the knots/points connecting two
links. But at all other points, the tangles are smooth.
Since the curve is unit speed, the curvature magnitude
is |κ(t)| = ||s¨i(t)||,∀t 6= ti,
|κ(t)| = ||Vi+1 cos(t− ti)− Vi sin(t− ti)|| = 1,∀t 6= ti
(25)
and therefore κ(t) = ±1,∀t 6= ti.
3. Torsion: The unit normal at t ∈ [ti, ti+1], is
n(t) = Vi+1 cos(t− ti)− Vi sin(t− ti). (26)
and therefore the binormal vector at t ∈ [ti, ti+1], is
b(t) = Vi × Vi+1,
Since each link lies in the plane spanned by Vi and Vi+1,
for each t ∈ (ti, ti+1), the torsion τ is zero.
4 Computational Tools
We first provide an algorithm to approximate a given space
curve with open tangles, followed by algorithms to com-
pute geodesics and Log map in the open/closed tangle shape
space.
4.1 Curve approximation using Tangles
We assume that we are given a smooth (at least C1) constant
speed parameterized space curve p :
[
0, npi2
] → R3 which is
to be approximated by an n-link open tangle s. In case only
an ordered set of points in R3 is to be fit with a tangle, we
fit a spline p through the set of points. Our method tries to
fit the tangent field of the tangle to the tangent field of the
3We avoid giving the proof here as it lacks elegance and it takes the
paper in a tangential direction
given curve in the least square sense, i.e., it minimizes the
following cost:
J˜(s) =
∫ npi2
0
||p˙(t)− s˙(t)||2 dt (27)
The tangent field of the given space curve is either computed
analytically if the parametric form is available, or computa-
tionally via a spline fit as discussed earlier. This gives,
J˜(s) =
n−1∑
i=0
∫ ti+1
ti
||p˙(t)− Vi cos(t− ti)− Vi+1 sin(t− ti)||2 dt.
(28)
Since the tangle is uniquely specified (upto global rigid mo-
tions) once the tangent vectors at the connecting points are
determined, we obtain a constrained minimization problem
in terms of V = [V0, . . . , Vn] (note here we do not fix V0 and
V1):
J(V ) =
n−1∑
i=0
∫ ti+1
ti
||p˙(t)− Vi cos(t− ti)− Vi+1 sin(t− ti)||2 dt
(29)
such that 〈Vi, Vi+1〉 = 0, i = 0, . . . , n− 1, (30)
and ||Vi|| = 1, i = 0, . . . , n, (31)
Sampling the tangent field of the given space curve p and
the tangle curve s to be estimated uniformly (using meth-
ods from [23], if required), and replacing the integral with
a summation at these sample points in the above cost func-
tion J , gives us a constrained least square problem in the
variables V , for which we deploy the penalty method from
[24][25]. Note that since only the tangent fields are aligned,
an additional rigid (and global) transformation alignment is
performed once the above optimization process ends.
Given a closed parametric space curve, we can approx-
imate it with a closed tangle configuration with the same
method given above, with few additional constraints listed
in Section 3 ensuring that the tangle configuration is closed.
4.2 Geodesics on Tangle space
We now compute geodesics emanating at a given point in the
tangle shape space in any given tangent direction. Geodesics
on a Riemannian manifold M , can be computed via the Rie-
mannian Exponential map (henceforth Exp map) as follows.
For p ∈ M , and tangent space of M at p denoted by TpM ,
the Exp map Expp : TpM → M , maps every v ∈ TpM to a
point q ∈ M obtained by moving along a geodesic starting
at p in the direction v||v|| , for a distance ||v||, where ||.|| is
the Riemannian metric defined on TpM . Thus given the Exp
map Exp, one can compute segment of a geodesic γ starting
at p along a tangent vector v ∈ TpM as γ : t 7→ Expp(tv),
t ∈ [0, 1].
As discussed earlier, the n-link open tangle shape space
So is simply Tn−1. Moreover, Tn−1 is a Lie group[26], with
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Tp(Tn−1) = Rn−1 for any p ∈ Tn−1. Identifying Tn−1 with
Sn−1, where S is the unit circle in C, we can use the Exp map
defined on Sn−1 to compute geodesics on Tn−1. For every
p = (p0, . . . , pn−2) ∈ Sn−1 and ∀θ = (θ0, . . . , θn−2) ∈ Rn−1,
Expp : Rn−1 → Sn−1 is defined as,
Expp(θ) = (p0 exp(iθ0), . . . , pn−2 exp(iθn−2)), (32)
where i =
√−1, and exp is the usual exponential function.
The Exp map on the space of closed tangles is more in-
volved. We defer the discussion on whether the set of n-link
closed tangle configurations forms a manifold or not to a
later section. Here, we work under the assumption that
geodesics are computed at points contained in a sufficiently
large neighborhood where singularities do not occur. The
geodesics can be computed in two ways, using each of the
model presented in Section3. For brevity, we present the
method using the following model for n-link closed tangle
shapes:
Sc =
{
(V2, . . . , Vn−1), Vi ∈ R3, i = 2, . . . , n− 1 |
〈Vi, Vi+1〉 = 〈V0, Vn−1〉 = 0, i = 1, . . . , n− 2,
||Vi|| = 1, i = 2, . . . , n− 1,
n−1∑
i=0
Vi = 0
}
, (33)
with V0 = (0, 1, 0)
T , V1 = (−1, 0, 0)T fixing the first link.
Then Sc = F
−1(0) is assumed to be an implicitly defined
manifold, using the function F , where F : R3n−6 → R2n
encode the 2n constraints on the set of tangent vectors
v = (V2, . . . , Vn−1) ∈ R3n−6 given in Equation(33). To sim-
plify notations, let p = 3n − 6, and q = 2n. The tangent
space of Sc at v is given by ker(JF (v)), where ker(A) de-
notes the kernel of matrix A, while JF (v) ∈ Rq×p is the
Jacobian matrix of F . Let HFi(v) ∈ Rp×p denote the Hes-
sian of the constraint Fi, i = 1, . . . , q. Following an optimal
control strategy given by Dedieu & Nowicki [27], in order
to compute the exponential map at a point v ∈ Sc of the
tangent vector u ∈ Tv(Sc), we solve the following set of dif-
ferential equations in v(t), t ∈ [0, 1],:
r˙(t) = −
q∑
i=1
µiHFi(v(t))v˙(t),
v˙(t) =
(
Id− JF (v(t))†JF (v(t))) r(t),
µ(t) = − (JF (v(t))T )† r(t),
v(0) = v, r(0) = u, (34)
where r ∈ Rp acts as an auxiliary variable, A† is the pseudo-
inverse of matrix A, and AT denotes transpose of A. This
differential equation in the variables (r, v) can be solved us-
ing explicit methods or implicit methods given in[27]. We
use explicit methods, since we are interested in solving the
differential equations for a small interval t ∈ [0, 1], for which
in practice the errors are negligible.
4.3 Log map on Tangle shape space
We now compute the inverse of the Exp map, the Rieman-
nian Log map. The Exp map is invertible only on a small
open set of the manifold known as the cut locus.
For the n-link open tangle space So, since the Riemannian
Exp map is given as Equation (32), it can be seen that the
Log map at p ∈ Sn−1 for point q ∈ Sn−1, if it exists, is given
as,
(θ0, . . . , θn−2) =
(
arg
(
q0
p0
)
, . . . , arg
(
qn−2
pn−2
))
∈ Tp(So),
(35)
For the n-link closed tangle shape space Sc, we use the shoot-
ing method [7],[28] to compute the Riemannian Log map.
Given v0 ∈ Sc, in order to compute a = Logv0(v1) ∈ Tv0(Sc)
for a point v1 ∈ Sc, the iterative method starts with an
initial estimate aˆ0 = Πv0(v1 − v0), where Πv0 is the orthog-
onal projection operator to Tv0(Sc). Let wk = Expv0(aˆk)
be the point obtained by shooting with the current esti-
mate aˆk. The estimate is updated using the parallel trans-
port to Tv0(Sc) of the projection of the current error, i.e,
aˆk+1 = aˆk + P (Πwk(v1 − wk)), where P denotes the par-
allel transport to Tv0 along the geodesic γ(−t), t ∈ [0, 1],
where γ(t) is the geodesic connecting v0 and wk computed
via the Exp map. This is repeated until convergence.
Let us briefly describe the parallel transport mechanism
for transporting r ∈ Tw(Sc) along a geodesic γ ∈ Sc with
γ(0) = w, γ(1) = v0, to a vector P (r) ∈ Tv0(Sc). Let r(0) =
r and r(1) = P (r). The conditions defining such a parallel
transport are:
r(t) ∈ Tγ(t)(Sc), t ∈ [0, 1],
Πγ(t)
(
dr
dt
(t)
)
= 0⇒ dr
dt
(t) ∈ (Tγ(t)(Sc))⊥ , t ∈ [0, 1].
While the first equation above states that all vectors r(t)
should belong to the appropriate tangent space, the second
states that the vector field r obtained via parallel transport
should be the one with a zero tangential acceleration along
γ. Rewriting these two equations, we get for all t ∈ [0, 1],
JF (γ(t))r(t) = 0,
dr
dt
(t) = JF (γ(t))Tλ(t),
where λ ∈ Rq. Differentiating the first equation above with
respect to t, using the second equation above and some al-
gebra gives us the following differential equation in r:
dr
dt
(t) = −JFT · (JFT )† · JF † ·D2F (γ˙, r), (36)
where dependence on t of the right hand side has been
suppressed to simplify the expression, and D2F (γ˙, r) is a
vector in Rq whose kth component (1 ≤ k ≤ q) is given
by γ˙(t)THFk(γ(t))r(t). The above differential equation is
solved using an explicit solver to compute P (r) = r(1), for
the given r(0) = r and geodesic γ.
Apart from the shooting method, one may also use the
path straightening approach[29] to compute the Log map.
6
5 Experiments
We now demonstrate results for the computational tools de-
veloped in the last section. The algorithms described in the
previous section have been implemented in MATLAB.
5.1 Curve approximation
One may expect the tangle configurations to be able to repli-
cate helical structures very well. As it turns out, very few
helices can be represented by tangles. A helix has the fol-
lowing parameterization for t ∈ [0, npi2 ],
h(t) = (a cos t, a sin t, bt)
T
. (37)
The tangent vector at any t ∈ [0, npi2 ], is
h˙(t) = (−a sin t, a cos t, b)T .
Even thought h is not unit speed, it is a constant speed
parameterization. At knot points ti =
ipi
2 , i = 0, . . . , n, the
tangents are
h˙(ti) =
(
−a1− (−1)
i
2
, a
1 + (−1)i
2
, b
)T
.
As can be seen from the above equation, in order for a helix
to be a tangle curve, 〈h˙(ti), h˙(ti+1)〉 = 0, i = 0, . . . , n − 1,
which implies b = 0. The same conclusion can be drawn
from the fact that curvature of helix at any point is a√
a2+b2
,
while that of a tangle is ±1, wherever it exists. Thus for the
curves to match, b = 0. In Figure2, we show results of our
curve approximation algorithms for helices with various cur-
vatures: 0.7514, 0.9951, 0.4, and a straight line, using open
tangles.
For curve approximation using closed tangles, we consider
space curves of the form
h(t) =(a cos t+ cos(bt) cos(ct), a sin t+ cos(bt) sin(ct),
(38)
d sin(ct))T , t ∈ [0, 2pi], (39)
where a, b, c and d are real constants. We show couple of
examples of such curves and the closed tangles that approx-
imate them in Figure 3. As can be seen from this analysis,
using tangles for curve approximation will find only limited
applications, perhaps to model helical structures in protein
molecules.
5.2 Geodesics on Tangle space
As shown in Section 3, geodesics on n-link open tangle space
can be obtained via the Exp map on Tn−1 (refer Equation
(32)). For a few p ∈ Tn−1 and v ∈ Tp(Tn−1), samples
of the geodesic γ : t 7→ Expp(tv) are shown in Figure 4.
Note here apart from round-off/precision errors, there are
no other numerical inaccuracies, since the Exp map has an
explicit form.
Geodesics on n-link closed tangle space are much harder
to compute as shown in Section 4. Examples of geodesics
computed via the Exp map defined earlier, are shown in
Figure 5. We demonstrate two cases here: geodesics on the
n-link closed tangle shape space Sc, and geodesics on the n-
link closed tangle space. The former being different from the
latter in the aspect that global rigid motions have been fac-
tored out by fixing the first link to be the canonical quarter
of unit circle going from (0, 1, 0) to (1, 0, 0). In all exam-
ples shown in Figure 5, the maximum deviation of angles
between tangent vectors of consecutive links from right an-
gles is strictly less than 0.1 degrees, while all tangent vectors
computed are vectors with a maximum deviation less than
0.01 from being unit norm. This shows the accuracy of the
computational method.
5.3 Log map
Log map on n-link open tangle shape space has the closed
form description given in Equation (35). We do not show
results for the Log map on open tangle shape space, since
both Exp map and Log map have nice closed form solutions,
and we observe Expp(Logp(q)) = q upto round-off/precision
errors. Let v ∈ Tp(So) be such that q = Expp(v), then
Logp(q) may not equal v depending on whether q is in the
cut-locus of p.
Results for Log map on the n-link closed tangle shape
space are shown in Figure 6. The algorithm stops when
the Euclidean distance between the target tangle curve and
the exponential of the estimated Log map is below a certain
threshold. Note that for any tangle obtained while comput-
ing the Log map, the maximum deviation of angles between
tangent vectors of consecutive links from right angles was
strictly less than 0.1 degrees, while all tangent vectors com-
puted were vectors with a maximum deviation less than 0.01
from being unit norm.
6 Discussion and Conclusion
We now address the question: Is the n-link closed tangle
shape space a manifold or not. In case Sc = F
−1(0) is a
manifold, by the constant rank level set theorem[30], the
rank of F needs to be constant on Sc. The tangles provided
in Figure 7 give a counterexample. For 6-link closed tangles,
the constraint function defined after Equation (33) is of the
kind F : R12 → R12. As it turns out, for the tangle shown
on the left in Figure7, the rank of F (defined as rank of JF )
is 11, while the rank of F for the tangle shown on the right
is 12. This makes the Jacobian a full rank matrix. Thus
there is neighborhood in which the Jacobian remains full
rank, implying that the two tangle configurations belong to
two different connected components of Sc. The tangle on
the left is part of a 1D path on Sc (1 D tangent space),
while the latter is an isolated point (0 D tangent space).
This confirms that Sc with 6 links is not a manifold and
contains at least two connected components, one being a
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Figure 2: Curve approximation using open tangles: Helices are shown in blue in each plot, while the tangle is shown in red
with black points depicting the knots. The parameters (a, b) in Equation (37) are (top-left):(1.3, 0.2), (top-right):(1, 0.07),
(bottom-left):(−0.5, 1), while the straight line in the final plot is h(t) = (−t,−t, t)T . The straight line is approximated
with an 18-link open tangle, while the rest are approximated using 8-link tangles. (top-right) Observe that the tangle
almost coincides with the helix of curvature 0.9951. Note that in all examples, the two curves have been aligned to remove
any difference arising out of rigid motions using Procrustes analysis. (bottom-left) Since curvature of a tangle is fixed to
±1, it can yield more loops if used to approximate helices with a low curvature (here 0.4).
1D path (in fact a closed one), while the other being an
isolated point. Few samples of the geodesic for the tangle
on the left from Figure 7 along the only tangent vector is
shown in Figure 8. When the norm of the tangent vector
is increased, the corresponding geodesic reaches the initial
tangle, thus forming a closed path in Sc. Having said that,
we conjecture that with a larger n, Sc has only one connected
component. This stems from the intuition that with more
degrees of freedom available, it should be possible to deform
one tangle configuration to another.
Forming complex space curves from arcs of planar circles
is a fascinating aspect of tangles. This is analogous to creat-
ing 3D meshes from planar triangles. It would be interesting
to analyze 3D meshes, where every triangle is obtained via
a rigid transformation of a single fixed equilateral triangle.
The expressibility of such a mesh would be limited though.
To conclude, we summarize our contribution. We have
given two models of n-link open and closed tangle shape
spaces. We have shown that tangles are a subset of trigono-
metric splines. We have presented algorithms for space curve
approximation, computing geodesics and Log map on the
space of n link closed/open tangles.
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Figure 4: Geodesics on n-link open tangle shape space. Initial tangles are shown in blue, final in magenta, and intermediate
ones in red. The initial tangles and the tangent vector used in the Exp map to generate the final tangles were chosen
randomly. The geodesics shown above may not necessary be length minimizing geodesics. Also note that the Exp map
is computed on the shape space of n-link open tangles, thus the first link is common to all tangles. This is why the first
link is shown only in magenta(final tangle). (left) Tangles with 7 links, (right) Tangles with 18 links.
Figure 5: Geodesics on n-link closed Tangle space. While the plot on the left and center depicts geodesics on the tangle
shape space, the plot on the right represents geodesics on the tangle space (without restricting the first link). The initial
tangles are shown in blue, the final in magenta, and some intermediate ones are shown in red. The number of links is
8, 24 and 18 from left to right. Observe that all tangles in the plot on the left and center, have the first link common
(canonical quarter of unit circle).
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Figure 6: Log Map on n-link closed tangle shape space. The tangles in red are the points where the Log map is to be
computed, while the tangles in blue are the points to which the Log map is to be computed. The tangles in black are the
exponential map of the computed Log map, while tangles in green show the exponential map of the intermediate estimates
of the Log map. The number of links is 8 for the plot on the left and 18 for the plot on the right.
Figure 7: Two 6-link closed tangle shapes. Apart from the first two tangent vectors being set to (0, 1, 0)T and
(−1, 0, 0)T for both examples, the rest four tangent vectors are: (left) - (0,−1, 0)T , (0, 0,−1)T , (1, 0, 0)T , (0, 0, 1)T , (right)
(0, 0,−1)T , (0,−1, 0)T , (1, 0, 0)T , (0, 0, 1)T .
Figure 8: Samples of geodesic along the only tangent vector for the tangle shown in the left in Figure7. As mentioned in a
footnote in Section3, even after fixing the first link, we may obtain different tangles with the same shape due to additional
symmetries (which as of now are ignored), as can be seen above.
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