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Einleitung
Der britische Mathematiker Alan Turing ist vor allem durch seine Beitra¨ge zu den
Grundlagen der theoretischen Informatik bekannt. Sei es durch die Turing-Maschine
[Sip97, HU79], einem mathematischen Modell fu¨r Berechenbarkeit, oder den Turing-
Test [RN95], dem Versuch einer operationalen Definition von Intelligenz. Weniger
bekannt ist hingegen, daß er auch einen wesentlichen Beitrag zum Versta¨ndnis der
Musterbildung in chemischen und biologischen Systemen geleistet hat und zwar mit
seiner 1952 vero¨ffenlichten Arbeit The Chemical Basis of Morphogenesis [Tur52].
In diesem Aufsatz schla¨gt er einen Mechanismus zur Morphogenese vor, der auss-
chließlich auf den Prozessen der chemischen Reaktion und Diffusion beruht. Das von
Turing vorgeschlagene Modell ist in der Lage eine Vielzahl in der Natur auftretender
Muster, wie z.B. Pigmentierungsmuster [KA95, LYLH01] und die Ausdifferenzierung
von Zellverba¨nden zu erkla¨ren [Mur03, MG74, Car02]. Umso erstaunlicher ist es, daß
es trotz seiner großen Bedeutung fu¨r die Biologie und der Einfachheit des grundle-
genden Mechanismus fast 40 Jahre dauerte, bis schließlich 1990 der experimentelle
Nachweis fu¨r die Existenz von Turing Mustern von einer Arbeitsgruppe in Bordeaux
gefu¨hrt werden konnte [CDBK90]. Dies gelang in einem chemischen System: Der
Chlorid-Iodid-Malonsa¨ure (CIMA) Reaktion einer Variante, der in dieser Arbeit ver-
wendeten Chlordioxid-Jod-Malonsa¨ure (CDIMA) Reaktion.
In den ersten Jahren nach der experimentellen Realisierung der Turingmuster
beschra¨nkten sich die theoretischen und experimentellen Untersuchungen auf die
Charakterisierung des ungesto¨rten Systems [BDWW95, BDK95, LKE93, LE95].
Dabei wurde sich zuna¨chst ein U¨berblick u¨ber die Vielfalt mo¨glicher Muster ver-
schafft [PADK92, PWD+93, DBDK98, MLDB98] und auf Aspekte eingegangen
wie die Interaktion mit zeitabha¨ngigen Strukturen [KJJPD94], den Einfluß von
Kru¨mmung [VAB99], und die Effekte verschiedener Indikatoren [NZL92, ADK92]
auf die Musterbildung.
Seit kurzem ist man nun dazu u¨bergegangen nach Mo¨glichkeiten der externen
Kontrolle der Strukturen zu suchen. Aufgrund der Lichtempfindlichkeit der Reak-
tion besteht eine Mo¨glichkeit darin durch vera¨ndern der Intensita¨t der Beleuchtung
die Reaktionskinetik [MDZE99] und dadurch auch die ra¨umliche Musterbildung
[HDM+99, DBZE01, DZE01] zu beeinflußen. Hierbei hat sich gezeigt, daß schon
Sto¨rungen mit geringer Amplitude zu großen Vera¨nderungen in der Dynamik fu¨hren
ko¨nnen.
Da an der Reaktion Ionen wesentlich beteiligt sind, bietet sich auch die Beein-
flußung durch elektrische Felder an, wie sie schon bei anderen Reaktions-Diffusions-
Systemen untersucht wurde. Bei diesen Untersuchungen, welche u¨berwiegend mit
der Belousov-Zhabotinskii Reaktion durchgefu¨hrt wurden, stand die Beeinflussung
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von Erregungspulsen [SMM92, SM83, SM86, RZE98] und Spiralstrukturen [AK98,
SSM92a, SM97], also zeitabha¨ngigen Mustern, im Mittelpunkt des Interesses. Einzig
in der Gruppe um Arno Mu¨nster an der Universita¨t Wu¨rzburg wurden in Experi-
menten mit der Methylenblau-Reaktion wichtige Ergebnisse u¨ber die Wirkung von
elektrischen Feldern auf sich entwickelnde stationa¨re Strukturen erzielt [MHSM94,
FSM00, Mu¨n02]. Die Methylenblau-Reaktion ist allerdings fu¨r Langzeituntersuchun-
gen nicht geeignet, da sie nicht in einem offenen Reaktor abla¨uft und die Formation
von Mustern an die Polymerisation des Gels gebunden ist. Die CDIMA-Reaktion
hingegen wird in einem offenen Reaktor betrieben und die Muster sind ausschließlich
das Ergebnis von Reaktion und Diffusion und ko¨nnen u¨ber einen beliebig langen
Zeitraum beobachtet und manipuliert werden.
Es war daher auch die erste Aufgabe dieser Arbeit einen geeigneten Reaktor
zu konstruieren, um Muster u¨ber lange Zeitra¨ume mit einem elektrischen Strom
zu beeinflussen. Hierzu konnten im Rahmen einer Kooperation mit dem Centre
de Recherche Paul Pascal in Bordeaux Lo¨sungen auf Basis dort verwendeter Reak-
toren realisiert werden. Der neue Reaktor ermo¨glicht die kontrollierte Ankopplung
elektrischer Stro¨me in der Ebene der Muster und minimiert gleichzeitig die Kontam-
ination mit Produkten der Elektrodenreaktionen. Eine weitere Aufgabe bestand in
der Untersuchung der Dynamik unter dem Einfluß des elektrischen Stromes. Hierbei
wurde sich auf die Untersuchung der Dynamik von Mustern mit einer hexagonalen
Symmetrie bei angelegtem Gleichstrom verschiedener Sta¨rke beschra¨nkt.
Ein zusa¨tzlicher Aspekt ist das theoretische Versta¨ndnis des Verhaltens des Sys-
tems unter dem Einfluß eines externen elektrischen Feldes zu vertiefen. Da fu¨r die
CDIMA-Reaktion ein auf dem Reaktionsmechanismus basierendes Modell existiert,
welches eine ausgezeichnete Beschreibung des ungesto¨rten Systems darstellt, war es
naheliegend dieses zu erweitern, um den Effekt eines externen elektrischen Feldes zu
modellieren. Das System wird durch einen Satz gekoppelter nichtlinearer partieller
Differentialgleichungen beschrieben und entzieht sich somit weitgehend analytischen
mathematischen Methoden. Daher bildet die numerischen Simulationen des erweit-
erten Modells einen zusa¨tzlichen Schwerpunkt der Arbeit.
Die vorliegende Arbeit gliedert sich nun wie folgt: Im ersten Kapitel werden
zuna¨chst die wesentlichen Grundlagen fu¨r das Versta¨ndnis der weiteren Untersuchun-
gen zusammengestellt. Den Anfang bildet ein kurzer U¨berblick u¨ber die Entste-
hung von Muster in Reaktions-Diffusionssystemen. Dabei wird auf die Beschrei-
bung der Systeme durch partielle Differentialgleichungen und deren Untersuchung
mittels linearer Stabilita¨tsanalyse eingegangen. Im Anschluß werden die Turing-
bifurkation und die Differential-Flow-Induced-Chemical Instability eingefu¨hrt. Der
Grundlagenteil wird durch die Vorstellung der CDIMA-Reaktion und des Lengyel-
Epstein Modells abgeschlossen. Dem Grundlagenteil folgt im zweiten Kapitel
die Beschreibung des experimentellen Teils der Arbeit. Zuna¨chst werden der Ver-
suchsaufbau und der Reaktor als Kern des Aufbaues beschrieben, gefolgt von einer
Beschreibung der Versuchsdurchfu¨hrung und den Auswertemethoden, wobei bei der
Auswertung die digitale Bildverarbeitung im Mittelpunkt steht. Danach werden die
Ergebnisse dargestellt und Fehlerquellen, welche einen Einfluß auf die Interpreta-
tion derselbigen haben diskutiert. Der numerische Teil bildet das dritte Kapitel,
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hier werden die in den Rechnungen angewendeten numerischen Methoden erla¨utert
und die Ergebnisse aus den Rechnungen mit dem ein- und zweidimensionalen Mod-
ell aufgefu¨hrt. Die Ergebnisse der Experimente und der numerischen Simulationen
werden im vierten Kapitel diskutiert, miteinander verglichen und im Kontext der
aktuellen Forschung besprochen. Den Abschluß der Arbeit bildet ein kurzer Aus-
blick, in welchem zuku¨nftige Projekte im Zusammenhang mit den in dieser Arbeit
untersuchten Fragestellungen angeregt werden sollen.
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Kapitel 1
Grundlagen
In diesem Teil der Arbeit wird zuna¨chst der allgemeine Mechanismus der Muster-
bildung in Reaktions-Diffusionssystemen vorgestellt. Dies dient der Einfu¨hrung
grundlegender Begriffe und Konzepte. Zu diesen geho¨rt auch die sich anschließende
Lineare Stabilita¨tsanalyse. Danach wird die Turingbifurkation eingefu¨hrt, welche
der Selbstorganisation in dem in dieser Arbeit untersuchten System zugrunde liegt.
Im Experiment wurde das System mit einem schwachen elektrischen Feld mit einer
Sta¨rke bis 10 V/cm beeinflußt. Es wird hier davon ausgegangen, daß dies eine Mi-
gration der Ionen verursacht und somit einen differentiellen Fluß der verschiedenen
Reaktionspartner induziert, daher schließt sich eine Besprechung der Differential-
Flow-Induced Chemical Instability an. Anschließend wird die Chemie der Chlor-
dioxid-Iod-Malonsa¨ure Reaktion vorgestellt und die Herleitung eines mathematis-
ches Modells aus den chemischen Reaktionsgleichungen durchgefu¨hrt. Das Modell
wird schließlich erweitert, um die durch das elektrische Feld verursachte Migration
der Ionen zu beschreiben.
1.1 Reaktions-Diffusions Systeme
Als Reaktions-Diffusionssysteme bezeichnet man Systeme in welchen chemische Re-
aktionen ablaufen und der Materialtransport, also die ra¨umliche Kopplung, auf Dif-
fusion beschra¨nkt bleibt. Sie werden mathematisch beschrieben durch partielle Dif-
ferentialgleichungen der Form [Mur02, Mur03]:
∂ci
∂t
= Di∆ci + i
−1Ri(c) i = 1, 2, . . . , n (1.1)
Hier bezeichnet ci die Konzentration der i-ten Spezies Di deren Diffusionskoef-
fizient. Ri ist der Reaktionsterm, welcher von den Konzentrationen der einzelnen
Spezies abha¨ngt. Der Parameter i beschreibt auf welcher Zeitskala die Reaktion
abla¨uft. Da Diffusion Konzentrationsunterschiede auszugleichen versucht [Cra75],
scheint Musterbildung in Form stabiler ra¨umlicher Gradienten in solchen Systemen
der ta¨glichen Erfahrung zu widersprechen. Noch verblu¨ffender ist die Entstehung
und lange Lebensdauer (einige Minuten bis hin zu mehreren Stunden) von Mustern in
einer Petrischale, z.B. von Erregungswellen und Spiralen in der Belousov-Zhabotisky
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Abbildung 1.1: Typische Nullklinen {(u, v)|f(u, v) = 0, g(u, v) = 0} eines oszilla-
torischen (a), eines erregbaren (b) und eines bistabilen (c) Systems.
Reaktion [ZZ70, Win72], scheint dies doch aufgrund der Abgeschlossenheit des Sys-
tems nicht mit dem zweiten Hauptsatz der Thermodynamik im Einklang zu sein. Im
folgenden wird gezeigt, wie es trotzdem aufgrund der Kopplung von nichtlinearen
Reaktionen und Diffusion zur Entstehung von Mustern kommen kann. Die Darstel-
lung bleibt im wesentlichen qualitativ und zeigt nur die wichtigsten Prinzipien auf,
da es hierzu ausgezeichnete Darstellungen gibt, so etwa in der Monographie von
Epstein und Pojman [EP98].
1.1.1 Musterbildung
Das Verhalten eines Reaktions-Diffusionssystems wird wesentlich von der Kinetik
der Reaktanden bestimmt. Hierbei handelt es sich meist um komplizierte chemis-
che Reaktionen bei welchen mehrere Reaktionspartner beteiligt sind und komplexe
sto¨chometrische Netzwerke bilden. Es hat sich jedoch gezeigt, daß fu¨r das Versta¨nd-
nis der wesentlichen Systemeigenschaften meist ein stark vereinfachtes Modell ausre-
ichend ist. In der Tat kann man durch eine Skalenanalyse die Anzahl der relevanten
Spezies und somit auch der Differentialgleichungen oft auf bis zu zwei reduzieren. Die
Diskussion der Nullklinen der entsprechenden Funktionen R1(c1, c2) und R2(c1, c2)
ermo¨glicht eine Klassifizierung der Systeme. Die beiden Funktionen seien im weit-
eren entsprechend der u¨blichen Konventionen mit f(u, v) und g(u, v) bezeichnet,
wobei u = c1 und v = c2. In Abbildung 1.1 sind typische Nullklinen fu¨r verschiedene
Systeme dargestellt. Je nach Lage und Anzahl der Schnittpunkte der Nullklinen
bezeichnet man das System als oszillatorisch (a), erregbar (b) oder bistabil (c). Die
Stabilita¨t der verschiedenen A¨ste der f-Nullkline sind durch Pfeile gekennzeichnet,
so ist der mittlere Ast instabil und die beiden a¨ußeren sind stabil.
Als erster Fall sei das Verhalten des oszillatorischen Systems (a) bei einer Sto¨rung
der Gleichgewichtslage diskutiert. Da der Schnittpunkt der Nullklinen auf dem in-
stabilen Ast liegt, gibt es keinen stabilen Fixpunkt. Bei einer Sto¨rung aus der Gle-
ichgewichtslage, wird das System um den Fixpunkt herumlaufen, also oszillieren. Die
Amplitude ha¨ngt dabei von dem Verha¨ltnis von u und v ab, so wird bei u  v das
System sehr schnell auf einen der stabilen A¨ste geworfen und la¨uft an diesem entlang
bis beim Erreichen eines Maximums oder Minimums ein rascher U¨bergang auf den
jeweils anderen Ast erfolgt. Beim erregbaren System (b) hingegen befindet sich der
Fixpunkt auf dem stabilen Ast der f-Nullkline und ist gegen kleine Sto¨rungen stabil,
erfolgt jedoch eine Sto¨rung u¨ber den instabilen Ast hinaus, so durchla¨uft das System
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Abbildung 1.2: Entwicklung von Erregungswellen in einem Reaktions-Diffusions Sys-
tem. Die Abbildung zeigt die zeitliche Entwicklung von einer ra¨umlich eindimen-
sionalen Lo¨sung des Oregonatormodells [KT86] der Belousov-Zhabotinsky Reaktion
aus einer lokalen Erho¨hung des Aktivators. Die Zeitachse zeigt nach hinten, in der
linken Teilabbildung der Aktivator und rechts der Inhibitor zu sehen.
dieselbe Exkursion wie im oszillatorischen Fall, landet jedoch schließlich wieder auf
dem Fixpunkt. Im dritten Fall (c) gibt es drei Schnittpunkte der beiden Nullkli-
nen einen instabilen und zwei stabile. Hier endet der Umlauf bei einer ausreichend
großen Sto¨rung im jeweils anderen stabilen Fixpunkt.
Ausgehend von dem Verhalten des ra¨umlich homogenen System la¨ßt sich jetzt die
Bildung von Strukturen in einem System mit zusa¨tzlicher Diffusion verstehen. Fu¨r
ein ra¨umlich eindimensionales erregbares System sei in einem kleinen Bereich eine
u¨berschwellige Sto¨rung aus der stabilen Gleichgewichtslage angenommen. Dadurch
erho¨ht sich der Wert von u weiter und durch die Diffusion ko¨nnen in angrenzenden
Bereichen u¨berschwellige Werte von u erreicht werden, so daß z.B. ein Puls durch
das System laufen kann. Durch das Anwachsen von v wird gleichzeitig die Schwelle
fu¨r den U¨bergang erho¨ht, daher bezeichnet man die Variablen u und v auch als
Aktivator und Inhibitor. Das Prinzip ist in Abbildung 1.2 anhand der Entwicklung
eindimensionaler Lo¨sungen eines Reaktions-Diffusions Systems illustriert. Das Ver-
halten von bistabilen Systemen la¨ß sich analog verstehen, nur daß hier das System in
dem anderen Fixpunkt verbleibt. Beim oszillatorischen Fall gibt es auch noch soge-
nannte Phasenwellen durch Phasenunterschiede in den Oszillationen verschiedener
ra¨umlicher Elemente.
1.1.2 Lineare Stabilita¨tsanalyse
Wa¨hrend es zur Analyse linearer Systeme von Differentialgleichungen einen um-
fangreichen mathematischen Apparat gibt, ist man bei nichtlinearen Systemen auf
Na¨herungsverfahren und numerische Integration beschra¨nkt. Ein wichtiges Ver-
fahren, um zumindest qualitative Aussagen zum Phasenraumverhalten eines dy-
namischen Systems zu machen, ist die sogenannte Lineare Stabilita¨tsanalyse [GH02,
Sch90, JS87]. Da diese spa¨ter zur Analyse der Modellgleichungen eingesetzt werden
wird und sowohl zum Versta¨ndnis des Mechanismus der Turinginstabilita¨t und der
Differential-Flow-Induced Chemical Instabilia¨t eine Rolle spielt, soll sie hier kurz
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dargestellt werden. Der erste Schritt zur Untersuchung der Stabilita¨t des Systems
an einem Fixpunkt cs im Konzentrationsraum besteht darin, das System zu lin-
earisieren, d.h. man entwickelt die nichtlinearen Reaktionsterme um diesen Punkt
und vernachla¨ssigt die Terme ho¨herer Ordnung. Danach betrachtet man das Verhal-
ten der Lo¨sungen des so erhaltenen linearen Systems. Man kann aus den Eigenwerten
der Eigenfunktionen auf die Stabilita¨t schließen. Das Verfahren wird in den na¨chsten
Abschnitten fu¨r mehrere Systeme durchgefu¨hrt und dabei datailliert erla¨utert.
1.1.3 Turingstrukturen
Im Folgenden wird der Mechanismus, der zur Entstehung von Turingstrukturen fu¨hrt
dargestellt, die Darstellung folgt im wesentlichen der Argumentation in [EP98]. Hi-
erzu betrachtet man ein ra¨umlich ausgedehntes Reaktions-Diffusions-System. Das
System besitze einen stabilen Fixpunkt in Abwesenheit von Diffusion. Andere For-
men des Transports sind nicht zugelassen. Es soll jetzt gezeigt werden, daß Diffu-
sion den Fixpunkt gegenu¨ber ra¨umlich inhomogenen Fluktuationen destabilisieren
kann. Nach Voraussetzung ist der Fixpunkt stabil gegen alle homogenen ra¨umlichen
Sto¨rungen. Wa¨hrend der Schwerpunkt hier auf ra¨umlich stationa¨ren Mustern liegt,
soll nicht unerwa¨hnt bleiben, daß Turing auch nichtstationa¨re Muster betrachtete
[Tur52]. Da in der vorliegenden Arbeit der Einfluß elektrischer Felder ausschließlich
auf stationa¨re Muster untersucht wurde, soll die folgende Betrachtung auf diese
beschra¨nkt bleiben. Eine weitere wichtige Eigenschaft der Turingmuster ist, daß
ihre Wellenla¨nge ausschließlich von der Kinetik der chemischen Reaktionen und den
Diffusionskoeffizienten bestimmt wird und unabha¨ngig von der Systemgeometrie ist,
vorausgesetzt die Wellenla¨nge ist nicht gro¨ßer als die Ausdehnung des Systems in
jeder ra¨umlichen Richtung. In diesem Fall ist nur der homogene Gleichgewicht-
szustand stabil. Diese Eigenschaft unterscheidet Turingmuster wesentlich von hy-
drodynamischen Systemen, in welchen die Wellenla¨nge auch von den geometrischen
Eigenschaften des Systems, wie z.B. der Schichtdicke bei Konvektionsstrukturen
abha¨ngt [Tay50, Ray99, Cha81].
Diese Betrachtungen ko¨nnen durch die Analyse eines einfachen Zweivariablensys-
tems in einer ra¨umlichen Dimension pra¨zisiert werden. Es seien u(x, t) und v(x, t)
die Konzentrationen zweier Spezies deren Bewegungsgleichungen durch
∂u
∂t
= f(u, v) +Du∆u (1.2)
∂v
∂t
= g(u, v) +Dv∆v (1.3)
gegeben seien. Das System besitze einen gegen ra¨umlich homogene Sto¨rungen sta-
bilen Fixpunkt (us, vs) mit der Eigenschaft:
f(us, vs) = g(us, vs) = 0. (1.4)
Die Eintra¨ge aij der Jacobimatrix J von f(u, v) berechnet in (us, vs) sind dann
definiert durch:
a11 =
∂f
∂u
, a12 =
∂f
∂v
, a21 =
∂g
∂u
, a22 =
∂g
∂v
. (1.5)
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Aus der linearen Stabilita¨tsanalyse folgt, daß der Fixpunkt genau dann stabil ist,
wenn folgende Beziehungen gu¨ltig sind:
tr(J) = a11 + a22 < 0 (1.6)
sowie
det(J) = a11a22 − a12a21 > 0. (1.7)
Diese Bedingungen ergeben sich aus der Forderung nach dem Abklingen aller ra¨um-
lich homogenen infinitesimalen Sto¨rungen (α, β) der Form:
u(x, t) = us + αe
λt (1.8)
v(x, t) = vs + βe
λt. (1.9)
Es werden jetzt ra¨umlich inhomogene zeitabha¨ngige Sto¨rungen betrachtet.
u(x, t) = us + αe
λteiqx (1.10)
v(x, t) = vs + βe
λteiqx (1.11)
Fu¨hrt man hier die lineare Stabilita¨tsanalyse durch, so erha¨lt man durch die ra¨um-
lichen Ableitungen einen extra Term fu¨r jedes der Diagonalelemente der Jacobima-
trix. Die Elemente a11 und a22 gehen u¨ber in:
a
′
11 = a11 − q2Du (1.12)
a
′
22 = a22 − q2Dv. (1.13)
Setzt man diese Beziehungen in die Stabilia¨tsbedingungen ein, so ergeben sich fol-
gende Ungleichungen, die fu¨r einen stabilen Fixpunkt erfu¨llt sein mu¨ssen.
tr(J) = a11 + a22 − q2(Du +Dv) < 0 (1.14)
sowie
det(J) = (a11 − q2Du)(a22 − q2Du)− a12a21 > 0. (1.15)
Aus der Stabilita¨t des Fixpunktes gegen homogene Sto¨rungen und der Tatsache,
daß fu¨r die Diffusionskoeffizienten Du und Dv gilt
Du > 0, Dv > 0, (1.16)
folgt nun unmittelbar die Gu¨ltigkeit von (1.14). Multipliziert man die Terme von
Gleichung (1.15) aus und schreibt die Bedingung fu¨r die Instabilita¨t in Form eines
Polynoms in q2 erha¨lt man:
H(q2) = DuDvq
4 − (a11Dv + a22Du)q2 + a11a22 − a12a21 < 0. (1.17)
Dies ist eine nach oben offene Parabel in q2, d.h. H besitzt ein Minimum (siehe
auch Abbildung 1.3). Da jedoch a11a22 − a12a21 > 0 gilt, ergibt sich unter der
Voraussetzung q2 > 0 als notwendige Bedingung fu¨r das Minimum:
(a11Dv + a22Du) > 0. (1.18)
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Abbildung 1.3: Die linke Abbildung zeigt H(q2) fu¨r verschiedene Werte von dv.
U¨bersteigt dv einen kritischen Wert dc, so gilt H(q
2) < 0 fu¨r einen Bereich von
Wellenzahlen q. Der rechte Teil zeigt die entsprechende Dispersionsrelation, bei
dv > dc gibt es einen Bereich instabiler Moden. Es wurden folgende Eintra¨ge fu¨r die
Jacobimatrix J gewa¨hlt: a11 = 1, a22 = −2, a21 = 4 und a12 = −4, so daß a11 > a22,
tr(J) = a11 + a22 = −1 < 0 und det(J) = a11a22 − a12a21 = 14 > 0 erfu¨llt sind.
Die Beziehung beschreibt folgende physikalischen Voraussetzung fu¨r die Entstehung
von Turing Strukturen. Nach Gleichung (1.14) ist die Summe der Diagonalelemente
der Jacobi-Matrix a11 + a22 kleiner 0. Sind jedoch beide Diagonalelemente nega-
tiv, so kann die Ungleichung (1.18) nicht erfu¨llt sein. Daraus ergibt sich, daß ein
Diagonalement positiv und das andere negativ sein muß. Mit anderen Worten, die
Produktion der einen Spezies steigt mit der Konzentration an, wa¨hrend die der an-
deren mit steigender Konzentration abnimmt. Ohne Beschra¨nkung der Annahme
sei:
a11 > 0 (1.19)
Daher seien im Folgenden u als Aktivator und v als Inhibitor bezeichnet. Modelle
wie dieses, mit einem positivem und einem negativem Element der Jacobi-Matrix
bezeichnet man daher auch als Aktivator-Inhibitor Modelle. Voraussetzung fu¨r Gle-
ichung (1.17) ist:
|a11| < |a22| (1.20)
Unter Verwendung der Ungleichungen (1.19) und (1.20) erha¨lt man aus Gleichung
(1.18) die folgende wichtige Beziehung:
Du/Dv < a11/(−a22) < 1 (1.21)
Durch (1.21) ist eine wichtige Einschra¨nkung fu¨r die Diffusionskoeffizienten gegeben.
Notwendige Bedingung fu¨r die Entstehung von Turing Strukturen ist danach, daß der
Inhibitor schneller diffundiert als der Aktivator. Betrachtet man Gleichung (1.17), so
erkennt man, daß dies jedoch noch keine hinreichende Bedingung fu¨r deren Erfu¨llung
ist. Als Bedingung fu¨r reale Wurzeln muß noch gelten:
(a11Dv + a22Du)
2 − 4DuDv(a11a22 − a12a21) > 0. (1.22)
oder umgeschrieben:
a11Dv + a22Du > 2
√
DuDv(a11a22 − a12a21) > 0. (1.23)
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a t=1 b t=50
c t=100 d t=200
e t=400 f t=800
g t=1600 h t=3200
Abbildung 1.4: Schematische Darstellung der Entwicklung von Turingstrukturen
aus einer lokalen Fluktuation des Aktivators. Die Abbildungen zeigen die Lo¨sungen
des Lengyel-Epstein Modells (weiter hinten erla¨utert) fu¨r verschiedene Zeiten von
t = 1 bis t = 3200.
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Erfu¨llt ein System der Form (1.2), (1.3) die Bedingungen (1.38),(1.39),(1.19),(1.22)
und (1.23), so sind Turing Strukturen mo¨glich, falls der gegen homogene Sto¨rungen
stabile Fixpunkt (us, vs) einer inhomogenen Perturbation ausgesetzt wird, deren
charakteristische La¨nge q−1 derart ist, daß q Gleichung (1.17) erfu¨llt. Die Entste-
hung von Turingstrukturen ist in Abbildung 1.4 fu¨r den eindimensionalen Fall ver-
anschaulicht. Zuna¨chst sei die Verteilung des Aktivators und des Inhibitors ra¨umlich
homogen. U¨berschreitet die Konzentration des Aktivators lokal einen Schwellwert, so
wird dort die autokatalytische Produktion des Aktivators gestartet (a). Gleichzeitig
wird auch der Inhibitor erzeugt dessen Konzentration anwa¨chst (b). Sowohl der
Inhibitor, als auch der Aktivator diffundieren nun nach aussen. Wu¨rde der Dif-
fusionskoeffizient des Aktivators gro¨ßer als der des Inhibitors sein, so wu¨rde bei
ausreichender Produktion des Aktivators die Reaktion in den benachbarten Gebi-
eten getriggert und es entstu¨nde eine durch das Medium laufende Reaktionswelle.
Nach Voraussetzung diffundiert jedoch der Inhibitor schneller als der Aktivator und
verhindert ein U¨berschreiten des Schwellwertes (c). Dadurch kann erst in einem
gewissen, vom Verha¨ltnis der Diffusionskoeffizienten abha¨ngigen Abstand die Reak-
tion wieder getriggert werden (d). Dies fu¨hrt zu einem stationa¨ren Muster mit einer
charakteristischen Wellenla¨nge (e) bis (f).
1.1.4 Differential-Flow Induced Chemical Instability
Wa¨hrend die Muster im betrachteten System ohne elektrisches Feld mittels der Tur-
ingbifurkation verstanden werden ko¨nnen, ist fu¨r das Versta¨ndnis der Dynamik auf-
grund eines externen elektrischen Feldes die Einfu¨hrung der Differential-Flow In-
duced Chemical Instability (DIFICI) [RM92, RM93, MR95] notwendig. Die wesent-
liche Idee ist hierbei, daß die durch das Feld erzeugte relative Ionendrift, analog zur
Diffusion zu einer ra¨umlichen Entkopplung von Aktivator und Inhibitor fu¨hrt. Es
seien a¨hnlich wie vorher bei der Diskussion der Turingbifurkation, u(x, t) und v(x, t)
die Konzentrationen zweier Spezies deren Bewegungsgleichungen durch
∂u
∂t
= f(u, v)− η∂u
∂x
(1.24)
∂v
∂t
= g(u, v) (1.25)
gegeben seien. Hierbei sind beide Diffusionsterme durch einen Flußterm in der
Aktivatorgleichung ersetzt. Dieser beschreibt fu¨r |η| > 0 einen Fluß von u entlang
der reellen Achse [KMDB97, HV03] (also von links nach rechts, falls η > 0).
Es wird nun gezeigt, daß ein Fixpunkt, welcher gegen homogene Sto¨rungen stabil
ist, durch den differentiellen Fluß destabilisiert werden kann. Das System besitze
einen gegen ra¨umlich homogene Sto¨rungen stabilen Fixpunkt (us, vs) mit der Eigen-
schaft:
f(us, vs) = g(us, vs) = 0 (1.26)
Es mu¨ssen also wieder
tr(J) = a11 + a22 < 0 (1.27)
sowie
det(J) = a11a22 − a12a21 > 0 (1.28)
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erfu¨llt sein. Es werden jetzt auch hier ra¨umlich inhomogene zeitabha¨ngige Sto¨rungen
untersucht
u(x, t) = us + αe
λteiqx = us + u
∗ (1.29)
v(x, t) = vs + βe
λteiqx = vs + v
∗ (1.30)
Das um (us, vs) entwickelte vollsta¨ndige System ist:
∂u
∂t
= f(us, vs) +
∂f
∂u
(u− us) + ∂f
∂v
(v − vs) + · · · − η∂u
∂x
(1.31)
∂v
∂t
= g(us, vs) +
∂g
∂u
(u− us) + ∂g
∂v
(v − vs) + . . . (1.32)
Hier ist u∗ = u−us und v∗ = v−vs, die Punkte bezeichnen Terme ho¨herer Ordnung.
Es ergibt sich dann fu¨r die Entwicklung der Sto¨rungen u∗ und v∗:
∂u∗
∂t
= (a11 − η ∂
∂x
)u∗ + a12v∗ (1.33)
∂v∗
∂t
= a21u
∗ + a22v∗ (1.34)
und weiterhin:
∂u∗
∂t
= (a11 − iqη)u∗ + a12v∗ (1.35)
∂v∗
∂t
= a21u
∗ + a22v∗ (1.36)
mit dem Charakteristischen Polynom:
λ2 − λtr(J) + det(J) = 0 (1.37)
wobei jetzt:
tr(J) = (a11 − iqη) + a22 (1.38)
und
det(J) = (a11 − iqη)a22 − a12a21. (1.39)
Fu¨r die Eigenwerte gilt dann:
λ1/2 =
1
2
{tr(J)±
√
(a11 + a22)2 − 4 det(J)− q2η2 − 2iqη(a11 − a22)} (1.40)
Fu¨r die weitere Untersuchung der Eigenwerte ist es notwendig eine Zerlegung in
Real- und Imagina¨rteil durchzufu¨hren. Man bedient sich dabei folgender Eigenschaft
komplexer Zahlen [Rem89]:
Sei c = a+ ib ∈ C mit a, b ∈ R. Dann gilt ζ2 = c fu¨r
ζ :=
√
1
2
(|c|+ a) + iθ
√
1
2
(|c| − a) (1.41)
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a t=0.01 b t=0.60
c t=1.20 d t=1.80
e t=2.40 f t=3.00
g t=3.60 h t=4.20
Abbildung 1.5: Schematische Darstellung der Entwicklung einer lokalen Fluktuation
des Aktivators bei DIFICI. Die Abbildungen zeigen die Lo¨sungen des Pushinator-
Modells [AP95] der Belousov-Zhabotinsky Reaktion fu¨r verschiedene Zeiten von t =
0.01 bis t = 4.20. Durch die Entkopplung von Aktivator und Inhibitor durch den
differentiellen Fluß kann sich sich die Sto¨rung ausbreiten. Die Parameter sind A =
0.125, B = 0.2, C = 0.0003, h0 = 0.03 und η = 0.1
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wobei θ := ±1 so gewa¨hlt ist, daß b = θ|b|. Sei jetzt also:
ζ =
√
(a11 + a22)2 − 4 det(J)− q2η2 − 2iqη(a11 + a22)
=
√
(a11 + a22)2 − 4((a11 − iqη)a22 − a12a21)− q2η2 − 2iqη(a11 + a22)
=
√
(a11 + a22)2 − 4(a11a22 − a12a21) + 4iqηa22 − q2η2 − 2iqη(a11 + a22)
=
√
(a11 + a22)2 − 4(a11a22 − a12a21)− q2η2 + i2qη(a22 − a11)
c = (a11 + a22)
2 − 4(a11a22 − a12a21)− q2η2 + i2qη(a22 − a11)
z := qη
α := (a11 + a22)
2 − 4(a11a22 − a12a21)
β := 2(a22 − a11)
a := α− z2
b := βz
(1.42)
Es ergibt sich dann fu¨r den Realteil der Wurzel:
Rζ(z) =
√
1
2
(|c|+ a)
=
(
1
2
(
√
((a11 + a22)2 − 4(a11a22 − a12a21)− q2η2)2 + (2qη(a22 − a11))2
+ (a11 + a22)
2 − 4(a11a22 − a12a21)− (qη)2)
) 1
2
(1.43)
und schließlich fu¨r den Realteil der Eigenwerte:
Rλ1/2 =
1
2
{(a11 + a22)±Rζ}
=
1
2
{
(a11 + a22)
±
(
1
2
(
√
((a11 + a22)2 − 4(a11a22 − a12a21)− q2η2)2 + (2qη(a22 − a11))2
+ (a11 + a22)
2 − 4(a11a22 − a12a21)− (qη)2)
) 1
2
}
(1.44)
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mit folgenden Umformungen erha¨lt man den Grenzwert fu¨r q →∞:
Rζ(z) =
√
1
2
(|c|+ a)
=
√
1
2
(
√
(a2 + b2) + a)
=
√
1
2
(
√
(α− z2)2 + (βz)2 + (α− z2))
=
√
1
2
(
√
((α− z2)2 + (βz)2) + (α− z2))(√((α− z2)2 + (βz)2)− (α− z2))
(
√
((α− z2)2 + (βz)2)− (α− z2))
=
√
1
2
(α− z2)2 + (βz)2 − (α− z2)2√
(α− z2)2 + (βz)2 − (α− z2)
=
√√√√1
2
β2√
( α
z2
− 1)2 + (β
z
)2 − ( α
z2
− 1)
lim
z→∞
Rζ = ±β
2
= ±(a22 − a11) =⇒
lim
q→∞
Rλ =
1
2
((a11 + a22)± (a22 − a11)) =
{
a22 λ1
a11 λ2
, a11 < a22
lim
q→∞
Rλ =
1
2
((a11 + a22)± (a11 − a22)) =
{
a11 λ1
a22 λ2
, a22 < a11
(1.45)
Da der Realteil eine monoton steigende (fallende) Funktion von q ist, besitzt sie eine
Nullstelle und es gilt fu¨r die kritische Wellenla¨nge, bei welcher das System instabil
wird:
qc =
1
η
(a11 + a22)
√
a12a21
a11a22
− 1 (1.46)
In der Abbildung 1.6 sind die Entwicklung von Rλ und die Abha¨ngigkeit der kritis-
chen Wellenzahl von der Geschwindigkeit η dargestellt. Wobei vorausgesetzt wurde:
a11 > a22 und a11 + a22 < 0, sowie det(J) = a11a22 − a12a21 < 0.
Die Abbildung 1.5 zeigt ein ein Beispiel fu¨r die Entwicklung einer Sto¨rung bei
nicht verschwindendem differentiellem Fluß von Aktivator und Inhibitor. Hierzu
wurde das Pushinatormodel [AP95] der Belousov-Zhabotinsky Reaktion numerisch
gelo¨st. Die Gleichungen des Modells mit Driftterm lauten:
∂u
∂τ
=
1

[
u(1− u)−
(
2qα
v
1− v + β
)
u− µ
u+ µ
− η∂u
∂x
]
∂v
∂τ
= u− α v
1− v
(1.47)
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Abbildung 1.6: Die linke Abbildung zeigt die Abha¨ngigkeit des Realteils des
Eigenwertes λ1 von der Wellenzahl der Sto¨rung fu¨r verschiedene Betra¨ge der
Geschwindigkeit v des differentiellen Flußes. In der rechten ist die kritische
Wellenla¨nge der Sto¨rung bei welcher das System instabil wird dargestellt. Es wur-
den folgende Eintra¨ge fu¨r die Jacobimatrix J berechnet: a11 = 0.17, a22 = −0.49,
a21 = 1 und a12 = −2.42, so daß a11 > a22, tr(J) = a11 + a22 = −0.32 < 0 und
det(J) = a11a22 − a12a21 = 2.34 > 0 erfu¨llt sind.
hier bezeichnet η die Geschwindigkeit und:
Cv = [Fe(phen)3+3 ], [HBrO2] =
k1A
2k4
u,  =
k1A
k4C
,
α =
k4k8B
(k1Ah0)2
, µ =
k4k7
k1k5
, t =
k4C
(k1A)2h0
τ, β =
2k4k13B
(k1A)2h0
C = [Fe(phen)2+3 ] + [Fe(phen)
3+
3 ], A = [NaBrO3], B = [CH2(COOH)2]
(1.48)
mit folgenden Ratenkonstanten:
k1 = 1.9 mol
−2s−1, k4 = 1350 mol
−1s−1,
k5 = 7.94× 105 mol−2s−1, k7 = 1.19 mol−2s−1,
k8 = 1.59× 10−6 mols−1, k13 = 7.94× 10−8 s−1
(1.49)
Fu¨r die Rechnungen wurden folgende Werte verwendet: A = 0.125, B = 0.2, C =
0.0003 und h0 = 0.03. Damit befindet man sich im erregbaren Bereich und das
System kehrt ohne ra¨umliche Kopplung durch Diffusion oder einen differentiellen
Fluß nach einer lokalen Erho¨hung des Aktivators in den Ruhezustand zuru¨ck.
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1.2 Die Chlordioxid-Iod-Malonsa¨ure-Reaktion
In diesem Abschnitt wird ein auf der Kinetik der Chlordioxid-Iod-Malonsa¨ure-Reaktion
(CDIMA) basierendes Modell vorgestellt. Dieses Modell bildet die Grundlage fu¨r ein
System gewo¨hnlicher und partieller Differentialgleichungen, welche Gegenstand der
numerischen und analytischen mathematischen Untersuchungen darstellen.
1.2.1 Lengyel-Ra´bai-Epstein-Modell
Auf der Grundlage detailierter Untersuchungen der verschiedenen Teilreaktionen der
CDIMA-Reaktion [KK65, LH76, MS66] wurde ein aus folgenden sto¨chometrischen
Gleichungen bestehender Reaktionsmechanismus von Lengyel, Ra´bai und Epstein
vorgeschlagen. Dieser Mechanismus stellt eine gute Beschreibung der wesentlichen
dynamischen Eigenschaften der Reaktion dar [LRE90a, LRE90b]:
MA+ I2 → IMA+ I− +H+
ClO2 + I
− → ClO−2 +
1
2
I2
ClO−2 + 4I
− + 4H+ → 2I2 + Cl− + 2H2O
(1.50)
Hierbei sind die Konzentrationen von MA, ClO2 und I2 die unabha¨ngigen Vari-
ablen. Die Konzentration von H+ wird als konstant angenommen und Cl− und
IMA sind Produkte, welche nicht weiter an der Reaktion teilnehmen. Folgende
zusa¨tzliche Gleichung beschreibt die schnelle reversible Komplexbildung von I2 und
I− mit Polyvinyl-Alkohol (PVA).
S + I2 + I
− 
 SI−3 (1.51)
Mit S wird die Konzentration der komplexbildenden Stellen des Polyvinyl-Alkohols
bezeichnet. Durch die symbolische Spezies SI− werden eine ganze Reihe verschieden-
er Polyiodid-Komplexe repra¨sentiert, welche sich in einem Gleichgewicht befinden.
Die Ratengleichungen fu¨r die beiden Gleichungen sind durch die folgenden Beziehun-
gen gegeben [KLE95]:
r1 =
k1a[MA][I2]
k1b + [I2]
r2 = k2[ClO2][I
−]
r3 = k3a[ClO
−
2 ][I
−][H+] +
k3b[ClO
−
2 ][I2][I
−]
α + [I−]2
r4 = k4[S][I2][I
−]− k−4[SI−3 ]
(1.52)
In Abwesenheit externer Flu¨sse und Konvektion bei Beru¨cksichtigung der Diffu-
sion ergibt sich daraus untenstehendes System nichtlinearer partieller Differential-
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gleichungen im Folgenden mit Lengyel-Ra´bai-Epstein-Modell (LRE) bezeichnet:
∂[MA]
∂t
= −r1 +DMA∆r[MA]
∂[I2]
∂t
= −r1 + 1
2
r2 + 2r3 − r4 +DI2∆r[I2]
∂[ClO2]
∂t
= −r2 +DClO2∆r[ClO2]
∂[S]
∂t
= −r4 +DS∆r[S]
∂[I−]
∂t
= r1 − r2 − 4r3 − r4 +DI−∆r[I−]
∂[ClO−2 ]
∂t
= r2 − r3 +DClO−2 ∆r[ClO
−
2 ]
∂[SI−3 ]
∂t
= r4 +DSI−3 ∆r[SI
−
3 ]
(1.53)
Die Literaturwerte fu¨r die Ratenkonstanten und Diffusionskonstanten sind von
Lengyel und Epstein fu¨r 4 ◦C angepaßt worden [EP98] und sind in Tabelle 1.1 zusam-
mengefaßt.
Tabelle 1.1: Ratenkonstanten
Raten und
Diffusions-
konstanten Wert bei 25 ◦C Wert bei 4 ◦C Quelle
k1a 7.5× 10−3 s−1 6.2× 10−4 s−1 [LE91]
k1b 5× 10−5 mol 5× 10−5 mol [LE95]
k2 6× 103 mol−1s−1 900 mol−1s−1 [LE91]
k3a 460 mol
−2s−2 100 mol−2s−2 [KK65]
k3b 2.65× 10−3 s−1 9.2× 10−5 s−1 [KK65]
k4a 10
8 108 [RBD+99]
k4b 1 1 [RBD
+99]
kE 2× 10−3 s−1 2× 10−3 s−1 berechnet, siehe unten
α 10−15 10−15 [RBD+99]
DMA 0.8× 10−5 cm2s−1 0.4× 10−5 cm2s−1 [RBD+99]
DI2 1.2× 10−5 cm2s−1 0.6× 10−5 cm2s−1 [RBD+99]
DI− 1.4× 10−5 cm2s−1 0.7× 10−5 cm2s−1 [RFC72]
DClO2 1.5× 10−5 cm2s−1 0.75× 10−5 cm2s−1 [RBD+99]
DS 0 (< 10
−7) 0 (< 10−7) [LE95]
DSI−3 0 (< 10
−7) 0 (< 10−7) [LE95]
Die Konstante kE ist die Inverse der Verweildauer und gibt somit die Rate der
Zu- und Abfuhr von Produkten und Edukten an, falls mit dem Gleichungssystem
der Ablauf der Reaktion in einem kontinuierlichen Reaktor (CSTR) modelliert wer-
den soll. In diesem Fall werden die Diffusionsterme durch Flußterme der Form
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kE([X]0 − [X]) ersetzt [Ari99], wobei [X]0 die jeweilige Konzentration der Reak-
tanden im CSTR unmittelbar nach der Mischung und vor Ablauf jeglicher Reaktion
bezeichnet. Der hier angegebene Wert wurde aus dem Volumen des Reaktors und
der Durchflußrate berechnet.
1.2.2 Lengyel-Epstein-Modell
Das obige System von sieben partiellen Differentialgleichungen la¨ßt sich unter der
Voraussetzung, daß die Konzentrationsa¨nderungen von I− und ClO−2 wesentlich
gro¨ßer sind, als die der anderen Spezies und der Diffusionskoeffizient des Komplexes
DSI−3 wesentlich kleiner ist, als die Diffusionskoeffizienten von I
− und ClO−2 auf die
folgenden drei Gleichungen vereinfachen [Bar96]:
∂[I−]
∂t
= r1 − r2 − 4r3 − r4 +DI−∆r[I−]
∂[ClO−2 ]
∂t
= r2 − r3 +DClO−2 ∆r[ClO
−
2 ]
∂[SI−3 ]
∂t
= r4 +DSI−3 ∆r[SI
−
3 ]
(1.54)
Durch Addition der ersten und der dritten Gleichung und unter Ausnutzung der
Beziehung [SI−3 ] ≈ K[S]0[I2][I−] erha¨lt man das folgende System [SC98].
(1 +K[S]0[I2])
∂[I−]
∂t
= r1 − r2 − 4r3 +DI−∆r[I−]
∂[ClO−2 ]
∂t
= r2 − r3 +DClO−2 ∆r[ClO
−
2 ]
(1.55)
Diese System kann man durch die Einfu¨hrung folgender Variablen
u =
[I−]√
α
, v =
(
k3b[I2]
αk2[ClO2]
)
[ClO−2 ], d = DClO−2 /DI−
a =
(
k1a[MA]√
αk2[ClO2]
)(
[I2]
k1b + [I2]
)
, b =
k3b[I2]√
αk2[ClO2]
,
σ = 1 +K[S]0[I2], τ = k2[ClO2]t, x
′
=
√(
k2[ClO2]
DI−
)
x
in eine dimensionslose Form bringen [Ari94, LE91, ELK+92, KK65]:
σ
∂u
∂τ
= a− u− 4 uv
1 + u2
+ ∆u (1.56)
∂v
∂τ
= b
(
u− uv
1 + u2
)
+ d∆v (1.57)
Der Laplace-Operator bezieht sich im Folgenden auf x
′
und der Index wird daher
unterdru¨ckt. Das Gleichungssystem (1.56), (1.57) wird in der Literatur als Lengyel-
Epstein-Modell (LE) bezeichnet. Der Parameter α wird eingefu¨hrt, um den zweit-
en Term der Ratengleichung fu¨r r3 zu begrenzen. Experimentellen Untersuchungen
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Abbildung 1.7: Die linke Abbildung zeigt das aus der linearen Analyse gewonnene
Stabilita¨tsdiagramm fu¨r σ = 26 und δ = 1.07. Auf der rechten Seite ist eine
Grauwertdarstellung der Variablen u fu¨r einen Ausschnitt 8.000 ≤ a < 10.256 und
0.01 ≤ b < 0.256 zu sehen. Ausgangsbedingung fu¨r die Rechnung war eine Zu-
fallsverteilung um den jeweiligen Fixpunkt. Die Parameter: Lx = 256, Ly = 128,
σ = 26, δ = 1.07.
[KK65] zufolge sollte dieser Term u¨ber einen weiten Konzentrationsbereich die Form
k3b[ClO
−
2 ][I2]/[I
−] haben. Fu¨r sehr kleine Werte von [I−] ist dies jedoch nicht la¨nger
gu¨ltig, denn es folgt r3 →∞ aus [I−]→ 0 und nicht wie zu erwarten wa¨re r3 → 0.
Die Konstante α wurde eingefu¨hrt [LRE90b, BK87], um den urspru¨nglichen Term
1/[I−] durch [I−]/(α+ [I−]2) zu ersetzen. Man kann
√
α also als eine untere Grenze
fu¨r die Konzentration von [I−] ansehen. Da alle wesentlichen quantitativen Eigen-
schaften im Zusammenhang mit der Musterbildung von dem Wert von α abha¨ngen,
sollte dieser nicht beliebig gewa¨hlt werden, sondern unter Beru¨cksichtigung der ex-
perimentellen Ergebnisse angepaßt werden oder es sollte eine aufwendigere Beschrei-
bung verwendet werden[LLKE96]. Anpassen heißt natu¨rlich, daß die Parameter fu¨r
einen Punkt bestimmt werden und dann zur Simulation der anderen Ergebnisse
nicht mehr gea¨ndert werden. Die in dieser Arbeit verwendeten Werte (siehe Tabelle
1.1) fu¨r k−4, k4 und α wurden entsprechend experimenteller Ergebnisse angepaßt
[RBD+99].
Einen U¨berblick u¨ber das Verhalten des Systems kann man sich mittels eines
Stabilita¨tsdiagramms verschaffen. Hierzu bestimmt man die kritischen Kurven fu¨r
die Hopfbifurkation [Bar96]:
bH =
3a2 − 125
5aσ
(1.58)
und die Turingbifurkation:
bT =
δ
5a
(13a2 − 4
√
10a
√
25 + a2 + 125) (1.59)
Diese begrenzen die Bereiche verschiedener Stabilita¨t des Parameterraums (a, b),
wie in der linken Ha¨lfte der Abbildung 1.7 dargestellt. Einen Eindruck von den
mo¨glichen Mustern la¨ßt sich durch die numerische Integration des Systems gewinnen,
wobei sich hier das Verfahren einer stetigen Vera¨nderung der Parameter a und b an-
bietet. Hierbei interpoliert man die Parameter linear von einem minimalen zu einem
maximalen Wert und untersucht somit simultan einen ganzen Bereich des Parame-
terraums in einer Rechnung. In der rechten Teilabbildung von 1.7 ist das Ergebnis
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einer solchen Rechnung gezeigt. In dem Gebiet in welchem die stationa¨ren Muster
stabil sind (Turing), gibt es Hexagone H0, Streifen, phasenverschobene Hexagone Hpi
und Gebiete in welchem die verschiedenen Muster koexistieren. Fu¨r eine genauere
Untersuchung einzelner Muster kann man dann die Parameter gezielt auswa¨hlen und
entsprechende Rechnungen durchfu¨hren.
1.2.3 Lengyel-Epstein Modell mit elektrischem Feld
Der Effekt elektrischer Felder auf das System kann durch eine geeignete Erweiterung
des Lengyel-Epstein Modells beru¨cksichtigt werden [Jor74, SO77, SM94]. Dazu geht
man von einer Kombination der Kontinuita¨tsgleichung
∂c
∂t
+∇J = 0 (1.60)
und der Nernst-Planck Gleichung [BR98]:
J = − F
RT
zDc∇φ−D∇c (1.61)
aus und fu¨gt noch die entsprechenden Quellterme sk hinzu.
∂ck
∂t
= −∇Jk + sk
= ∇(Dk∇ck + Dkck
RT
zkF∇φ) + sk
= Dk∆ck +
F
RT
zkDk(ck∆φ+∇ck∇φ) + sk, k = 1, . . . , nc
(1.62)
nc ist die Anzahl unabha¨ngiger Spezies. F ist die Faradaykonstante, R die Gaskon-
stante, T die absolute Temperatur, t die Zeit und φ das elektrische Potential. Die
Konzentration, Ladungszahl, Diffusionskoeffizient und Quellterm der k-ten Spezies
sind mit ck, zk, Dk und sk bezeichnet. Unter der Voraussetzung hoher Leitfa¨higkeit,
kann man die lokalen Felder vernachla¨ssigen [Ort87] und Gleichung (1.62) verein-
fachen:
∂ck
∂t
= Dk∆ck +
F
RT
zkDk∇ck∇φ+ sk, k = 1, . . . , nc (1.63)
Fu¨r das elektrische Feld gilt allgemein [Jac98]:
~E = −∇φ (1.64)
Zur Beschreibung der Experimente reicht es aus sich auf den Fall eines Feldes parallel
zur x-Achse zu beschra¨nken, so daß sich die Gleichung (1.63) weiter vereinfacht zu:
∂ck
∂t
= Dk∆ck − F
RT
zkDkE
∂ck
∂x
+ sk, k = 1, . . . , nc (1.65)
Wendet man nun Gleichung (1.65) auf Gleichung (1.55) an, so erha¨lt man mit
den folgenden Gleichungen eine Beschreibung der CDIMA mit elektrischem Feld.
(1 +K[S]0[I2])
∂[I−]
∂t
= r1 − r2 − 4r3 +DI−∆r[I−]−DI−zI−FE
RT
∂[I−]
∂x
∂[ClO−2 ]
∂t
= r2 − r3 +DClO−2 ∆r[ClO
−
2 ]−DClO−2 zClO−2
FE
RT
∂[ClO−2 ]
∂x
(1.66)
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Der Effekt des elektrischen Feldes ist hierbei auf eine zusa¨tzliche Drift der Ionen
reduziert. Es ist nu¨tzlich auch diese Gleichung in eine dimensionslose Form zu
bringen. Dazu werden zuna¨chst die gleichen Transformationen wie vorher verwendet.
Hier in einer etwas anderen Form geschrieben:
[I−] =
√
αu, [ClO−2 ] =
(
αk2[ClO2]
k3b[I2]
)
v, d = DClO−2 /DI
−(
k1a[MA][I2]
k1b + [I2]
)
=
√
αk2[ClO2]a, k3b[I2] =
√
αk2[ClO2]b,
σ = 1 +K[S]0[I2], t =
τ
k2[ClO2]
, x = x
′
√
DI−
k2[ClO2]
Einsetzen in Gleichung (1.66) ergibt dann:
(k2[ClO2])σ
∂(
√
αu)
∂τ
=
√
αk2[ClO2]a− k2[ClO2]
√
αu
− 4b(√αk2[ClO2])
(
αk2[ClO2]
k3b[I2]
)
v
(
√
αu)
α + (
√
αu)2
+DI−
(
k2[ClO2]
DI−
)
∆r(
√
αu)
−DI−zI−FE
RT
√(
k2[ClO2]
DI−
)
∂(
√
αu)
∂x
(k2[ClO2])
∂
∂τ
(
αk2[ClO2]
k3b[I2]
v
)
= k2[ClO2]
√
αu
− (√αk2[ClO2]b)
(
αk2[ClO2]
k3b[I2]
v
)
(
√
αu)
α + (
√
αu)2
+DClO−2
(
k2[ClO2]
DI−
)
∆r
(
αk2[ClO2]
k3b[I2]
v
)
−DClO−2 zClO−2
FE
RT
√(
k2[ClO2]
DI−
)
∂
∂x
(
αk2[ClO2]
k3b[I2]
v
)
.
(1.67)
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Durch Umstellen und Einsetzen von k3b[I2] =
√
αk2[ClO2]b folgt:
(
√
αk2[ClO2])σ
∂u
∂τ
= (
√
αk2[ClO2])a− (
√
αk2[ClO2])u
− 4b(√αk2[ClO2])
(
αk2[ClO2]√
αk2[ClO2]b
)
v
(
√
αu)
α + (
√
αu)2
+DI−
(√
αk2[ClO2]
DI−
)
∆ru
−DI−zI−FE
RT
√(
αk2[ClO2]
DI−
)
∂u
∂x
(k2[ClO2])
(
αk2[ClO2]√
αk2[ClO2]b
)
∂v
∂τ
= k2[ClO2]
√
αu
− (√αk2[ClO2]b)
(
αk2[ClO2]√
αk2[ClO2]b
v
)
(
√
αu)
α + (
√
αu)2
+DClO−2
(
k2[ClO2]
DI−
)(
αk2[ClO2]√
αk2[ClO2]b
)
∆rv
−DClO−2 zClO−2
FE
RT
√(
k2[ClO2]
DI−
)(
αk2[ClO2]√
αk2[ClO2]b
)
∂v
∂x
.
(1.68)
daraus folgt durch weiteres Vereinfachen und multiplizieren des letzten Terms
mit DI−/DI− :
σ
∂u
∂τ
= a− u− 4 uv
1 + u2
+ ∆ru−
√
DI−
k2[ClO2]
zI−
FE
RT
∂u
∂x
∂v
∂τ
= b
(
u− vu
1 + u2
)
+
DClO−2
DI−
∆rv −
DClO−2
DI−
zClO−2
√
DI−
k2[ClO2]
FE
RT
∂v
∂x
.
(1.69)
Fu¨hrt man noch δ = DClO−2 /DI
− und als die dimensionslose Feldsta¨rke φ =
(FE/RT )
√
DI−/k2[ClO2] ein und setzt die Ladungen zI− = α sowie zClO−2 = β, so
folgt bei Unterdru¨ckung des Index des Laplace-Operators die entgu¨ltige Form der
im Weiteren zu betrachtenden Gleichung:
σ
∂u
∂τ
= a− u− 4 uv
1 + u2
+ ∆u− αφ∂u
∂x
∂v
∂τ
= b
(
u− vu
1 + u2
)
+ δ∆v − δβφ∂v
∂x
.
(1.70)
Transformation in ein bewegtes Koordinatensystem
Hier wird Form von (1.70) in einem Koordinatensystem hergeleitet, welches sich mit
der Driftgeschwindigkeit der Variable u in Richtung der positiven x-Achse bewegt
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[Far93]. Dadurch wird der Advektionsterm in der ersten Gleichung von 1.70 elim-
iniert und das System einfacher zuga¨nglich fu¨r eventuelle weitere Untersuchungen.
Es seien die neuen ra¨umlichen und zeitlichen Variablen ξ und t und die Abku¨rzung
κ = αφ/σ eingefu¨hrt. Fu¨r die Koordinaten gilt:
ξ = x− κτ
t = τ
(1.71)
Die Anwendung der Kettenregel ergibt dann folgende Beziehungen fu¨r die partiellen
Ableitungen von u(ξ, t) bzw. v(ξ, t):
∂u
∂τ
=
∂u
∂ξ
∂ξ
∂τ
+
∂u
∂t
∂t
∂τ
= −κ∂u
∂ξ
+
∂u
∂t
∂u
∂x
=
∂u
∂ξ
∂ξ
∂x
=
∂u
∂ξ
∂2u
∂x2
=
∂
∂x
(
∂u
∂ξ
) =
∂2u
∂ξ2
∂ξ
∂x
=
∂2u
∂ξ2
.
(1.72)
Setzt man dies in Gleichung (1.70) ein und unterdru¨ckt die explizite Bezeichnung
der neuen Koordinaten beim Laplace-Operator, so erha¨lt man:
σ
(
−κ∂u
∂ξ
+
∂u
∂t
)
= a− u− 4 uv
1 + u2
+ ∆u− αφ∂u
∂ξ
−κ∂v
∂ξ
+
∂v
∂t
= b
(
u− vu
1 + u2
)
+ δ∆v − δβφ∂v
∂ξ
.
(1.73)
was sich weiter vereinfachen la¨ßt zu:
∂u
∂τ
=
1
σ
(
a− u− 4 uv
1 + u2
+ ∆u
)
∂v
∂τ
= b
(
u− vu
1 + u2
)
+ δ∆v − φ
(
δβ − α
σ
)
∂v
∂ξ
(1.74)
wobei auch t wieder durch τ ersetzt wurde. Die Form ist vor allem fu¨r analytis-
che Untersuchungen, wie Stabilita¨tsanalysen geeignet, da sich z.B. die Wellenla¨ngen
wegen:
λξ = |ξ1 − ξ2| = |(x1 − κτ)− (x2 − κτ)| = |x1 − x2| = λx (1.75)
durch die Transformation nicht a¨ndern und das transformierte System nur einen
Driftterm entha¨lt.
1.2.4 Stabilita¨tsanalyse
Hier soll untersucht werden, wie sich das System (1.74) bei kleinen Sto¨rungen des
Fixpunktes (us, vs) des homogenen Systems verha¨lt. Es gilt:
(us, vs) = (us, 1 + u
2
s) =
(
a
5
, 1 +
a2
25
)
(1.76)
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Die Untersuchung wird analog [DLK94] fu¨r das ra¨umlich zweidimensionale System
durchgefu¨hrt:
∂u
∂τ
=
1
σ
(
a− u− 4 uv
1 + u2
)
+
1
σ
(
∂2u
∂ξ2
+
∂2u
∂y2
)
∂v
∂τ
= b
(
u− vu
1 + u2
)
+ δ
(
∂2v
∂ξ2
+
∂2v
∂y2
)
− η∂v
∂ξ
(1.77)
Die Abku¨rzung η = φ(δβ − α
σ
) steht fu¨r die Geschwindigkeit. Im folgenden sei
ein ra¨umlich unbegrenztes System vorausgesetzt. Zuna¨chst werden die Gleichungen
linearisiert wobei f(u, v) und g(u, v) die kinetischen Gleichungen bezeichnen:
f(u, v) =
1
σ
(
a− u− 4 uv
1 + u2
)
g(u, v) = b
(
u− vu
1 + u2
) (1.78)
Fu¨r die partiellen Ableitungen am Fixpunkt (us, vs) gilt:
∂f
∂u
= − 1
σ
(
1 + 4v
1− u2
(1 + u2)2
)
=
3a2 − 125
σ(25 + a2)
∂f
∂v
= − 1
σ
(
4
u
1 + u2
)
= − 20a
σ(25 + a2)
∂g
∂u
= b
(
1− v 1− u
2
(1 + u2)2
)
=
2ba2
25 + a2
∂g
∂v
= −b u
1 + u2
= − 5ab
25 + a2
(1.79)
Setzt man eine Sto¨rung der Form
u(x, τ) = us + γe
λτeiqx = us + u
∗ (1.80)
v(x, τ) = vs + e
λτeiqx = vs + v
∗ (1.81)
an mit dem Ortsvektor x = (ξ, y) und dem Wellenvektor q = (qξ, qy), so lauten die
Gleichungen fu¨r das am Fixpunkt linearisierte System:
∂u
∂τ
= f(us, vs) +
∂f
∂u
(u− us) + ∂f
∂v
(v − vs) + · · ·+ 1
σ
(
∂2u
∂ξ2
+
∂2u
∂y2
)
(1.82)
∂v
∂τ
= g(us, vs) +
∂g
∂u
(u− us) + ∂g
∂v
(v − vs) + . . . (1.83)
+ δ
(
∂2v
∂ξ2
+
∂2v
∂y2
)
− η∂v
∂ξ
(1.84)
(1.85)
und somit fu¨r die Entwicklung der Sto¨rungen:
∂u∗
∂τ
=
∂f
∂u
u∗ +
∂f
∂v
v∗ +
1
σ
(
∂2u∗
∂ξ2
+
∂2u∗
∂y2
)
(1.86)
∂v∗
∂τ
=
∂g
∂u
u∗ +
∂g
∂v
v∗ + δ
(
∂2v∗
∂ξ2
+
∂2v∗
∂y2
)
− η∂v
∗
∂ξ
(1.87)
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daraus folgt:
∂u∗
∂τ
=
(
∂f
∂u
− 1
σ
(q2ξ + q
2
y)
)
u∗ +
∂f
∂v
v∗ (1.88)
∂v∗
∂τ
=
∂g
∂u
u∗ +
(
∂g
∂v
− δ(q2ξ + q2y)− iqξη
)
v∗ (1.89)
Es sind also die Eigenwerte der Matrix a mit den Eintra¨gen:
a11 =
1
σ
(
3a2 − 125
25 + a2
− (q2ξ + q2y)
)
a12 = − 20a
σ(25 + a2)
a21 =
2ba2
25 + a2
a22 = − 5ab
25 + a2
− δ(q2ξ + q2y)− iqξη
(1.90)
zu untersuchen. Fu¨r den Realteil µ und den Imagina¨rteil ν der Eigenwerte dieser
Matrix gilt dann:
µ± =
1
2
√
2
[
√
2tr(b)± (Q− (ηqξ)2 + {[Q− (ηqξ)2]2 + 4(b11 − b22)2(ηqξ)2}1/2)1/2]
ν± =
1
2
√
2
[−
√
2ηqξ ± ((ηqξ)2 −Q+ {[Q− (ηqξ)2]2 + 4(b11 − b22)2(ηqξ)2}1/2)1/2]
(1.91)
mit tr(b) = b11 + b22, Q = tr(b)
2 − 4 det(b) und det(b) = b11b22 − b12b21. Die
Eintra¨ge der Matrix b sind b11 = a11, b12 = a12, b22 = a22 + iηqξ und b21 = a21.
Die Bedeutung der Eigenwerte µ± und ν± fu¨r die Stabilita¨t der Moden und
der Abha¨ngigkeit von η la¨ßt sich am einfachsten durch eine graphische Darstellung
der Real- und Imagina¨rteile erkennen. Dazu werden die positiven Eigenwerte µ+
und ν+ als Funktionen von (qx, qy) aufgetragen. Als Parameter dient die dimen-
sionslose Geschwindigkeit η. Die Entwicklung der Eigenwerte ist in Abbildung 1.8
dargestellt. Hier ist es ausreichend fu¨r µ das Verhalten im ersten Quadranten zu
betrachten, da µ± = µ±(q2x, q
2
y). Fu¨r ν+ hingegen muß man die obere oder un-
tere Halbebene betrachten, da die Funktion von qx und q
2
y abha¨ngt. In der linken
Spalte sind der Abbildung ist µ+ fu¨r zunehmendes η aufgetragen. Alle Werte von
µ kleiner Null sind in den Graphen auf Null gesetzt, da visualisiert werden soll,
welche Moden instabil werden. Man entnimmt der Abbildung, daß µ = µ(|q|) fu¨r
η = 0, d.h. rotationssymmetrisch bezu¨glich des Ursprungs ist und fu¨r einen Bere-
ich zwischen |q|min und |q|max wachsende Moden existieren. Mit zunehmendem η
entsteht ein weiterer Bereich instabiler Moden in einer Umgebung des Ursprungs,
gleichzeitig dehnt sich der bisher instabile Bereich entlang qx nach innen aus und die
Bereiche verbinden sich bei gro¨ßeren η. Das Gebiet instabiler Moden entha¨lt zwei
stabile Inseln oberhalb und unterhalb des Ursprungs. Es findet nur eine geringe
Vergro¨ßerung des Instabilita¨tsbereichs nach außen statt. Das starke Anwachsen von
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Abbildung 1.8: Die linke Spalte zeigt den Realteil des Eigenwertes µ+ fu¨r ver-
schiedene η zwischen 0 und 0.8. In der rechten ist jeweils der korrespondierende
Imagina¨rteil ν+ dargestellt. Parameter: a = 9.50, b = 0.11, δ = 1.07 und σ = 26.
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µ+ mit zunehmendem η vor allem nahe der Achse qy = 0 und die Lage des Maxi-
mums, also der instabilsten Mode, genau auf Achse la¨ßt ein Muster aus zur x-Achse
senkrechten Streifen erwarten. Die Tatsache, daß fu¨r η 6= 0 stets ν+/− > 0 gilt,
deutet daru¨berhinaus darauf hin, daß die Streifen nicht stationa¨r sind, sondern ent-
lang der x-Achse driften. U¨ber die entgu¨ltigen Muster kann die hier durchgefu¨hrte
Analyse aufgrund der Beschra¨nkung auf lineare Eigenschaften des Systems allerd-
ings keine Auskunft geben. Das Verhalten des kompletten Systems wird in den
numerischen Simulationen untersucht, deren Ergebnisse in Abschnitt 3.3 ab Seite 59
beschrieben werden.
32
Kapitel 2
Experimente
In diesem Kapitel werden die Experimente beschrieben. Zuna¨chst wird der Ver-
suchsaufbau mit dem Reaktor als wesentlichen Bestandteil dargestellt. Danach fol-
gt die Beschreibung der Durchfu¨hrung der Experimente und der Auswertung der
Meßdaten. Hierbei wird auf die verwendeten Methoden der Bildverarbeitung einge-
gangen und die zur Auswertung herangezogenen Algorithmen werden erkla¨rt. Im
Anschluß folgen die Ergebnisse in deren Mittelpunkt die Abha¨ngigkeit der Drift-
geschwindigkeit von der Stromsta¨rke stehen. Den Abschluß des Kapitels bildet eine
Diskussion mo¨glicher Fehlerquellen bei der Durchfu¨hrung und Auswertung der Ex-
perimente.
2.1 Reaktor und Aufbau
2.1.1 Reaktor
Der in der Experimenten eingesetzte Reaktor (Abbildung 2.1) ist ein Continious
Flow Unstirred Reactor (CFUR), ein Reaktortyp welcher fu¨r die Untersuchung der
Musterbildung in mehreren Reaktions-Diffusions-Systemen (z.B. CIMA-Reaktion,
Belousov-Zhabotinskii Reaktion und Ferrozyanid-Iodat-Sulfit (FIS) Reaktion [QS95,
GS90]) in verschiedenen Varianten schon seit la¨ngerem zum Einsatz kommt. Der
wesentliche Bestandteil des Reaktors ist eine Scheibe aus Agargel mit einer Dicke
von 0.3 mm und einem Durchmesser von 26 mm. Diese befindet sich in Kontakt mit
einem Continous Flow Stirred Tank Reactor (CSTR) [Ari99], welcher die Zufuhr
von Reaktionspartnern und ein Entfernen der Produkte ermo¨glicht. Die Musterbil-
dung findet im wesentlichen in der Ebene des Gels statt. Gelscheibe und Reservoir
sind durch eine Membran getrennt, um sowohl den Einfluß von Hydrodynamik zu
minimieren als auch eine Entkopplung von der chemischen Dynamik im Tank zu
erreichen. Die Membran dient daru¨berhinaus auch der Stabilisierung des Gels. Der
Reaktor fu¨r die Experimente mit externer Beeinflussung durch elektrische Felder
ist eine Weiterentwicklung des in [Rud95] verwendeten Modells. Er wurde modi-
fiziert, um den Fluß einen elektrischen Strom in der Ebene des Gels zu ermo¨glichen.
Hierzu wurde die Ru¨ckwand des Reaktors mit zwei halboffene Kana¨len versehen,
welche mit dem Gel in Kontakt sind (siehe Abbildung 2.2). In die Kana¨le sind zwei
Platindra¨hte eingebracht, welche als Elektroden dienen. Es wird sta¨ndig Reaktion-
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Abbildung 2.1: Fontal- und Seitenansicht des in den Experimenten verwendeten
Reaktors. Die Zufuhr von I2,ClO2 und Malonsa¨ure erfolgt durch den Schlauch unten
links. Der Magnetru¨hrer direkt neben dem Einlaß sorgt fu¨r die Durchmischung und
den Transport. In der Mitte des Reaktors wird befindet sich eine Gelscheibe, dahin-
ter sind die beiden Kana¨le mit den Elektroden sichtbar. In der Seitenansicht sind
die Kana¨le mit den Elektroden deutlich zuerkennen. Ein Teil der Reaktionslo¨sung
fließt durch die Teflonschla¨uche vom Auslaß durch die hinteren Kana¨le und wird
durch die beiden oberen Schla¨uche abgepumpt. Zeichnungen des Reaktors finden
sich im Anhang ab Seite 91
slo¨sung aus dem Reaktor durch die Kana¨le gepumpt, um erstens den Einfluß etwaiger
Reaktionsprodukte zu minimieren und zweitens eine gleichbleibende Ankopplung des
elektrischen Feldes sicherzustellen, da die durch Elektrolyse entstehenden Gasblasen
entfernt werden. Im Innern des Reaktors befindet sich ein Magnetru¨hrer, welcher
die Durchmischung und Zirkulation der Reaktionslo¨sung gewa¨hrleistet. Dadurch
sind ra¨umlich weitgehend homogene und zeitlich konstante Konzentrationen der
zugefu¨hrten Chemikalien gegeben.
2.1.2 Versuchsaufbau
Die Versuche wurden mit einem Standardaufbau fu¨r zweidimensionale Photospek-
troskopie durchgefu¨hrt wie in Abbildung 2.3 dargestellt. Zentraler Bestandteil des
Aufbaus ist der oben beschriebene Reaktor. Dieser befindet sich in einem Wasserbad
und wird auf eine Temperatur von 4± 0.5 ◦C geku¨hlt. Er ist so orientiert, daß das
Gel vertikal ist und von hinten mit einem Diaprojektor homogen beleuchtet wird.
Die Beobachtung der Muster erfolgt im Durchlicht mit einer CCD-Kamera (Hama-
matsu C3077), welche mit einem Kontrastversta¨rker (Hamamatsu C2004) verbun-
den ist. Als Gleichstromquelle wird ein Labornetzgera¨t eingesetzt, zur U¨berpru¨fung
der Stromsta¨rke und der Spannung dient ein Multimeter (Voltcraft 7910 Multime-
ter). Der Ausgang des Kontrastversta¨rkers ist zur Aufzeichnung der Daten mit
einem Videorecorder und einem PC, der mit einem Framegrabber (Matrox-Pulsar)
und in der Arbeitsgruppe entwickelter Bildaufnahmesoftware WinPic ausgestattet
ist, verbunden. Die Zufuhr der Reaktionslo¨sungen erfolgt durch drei Peristaltik
Pumpen (MS-Reglo Sigamtec). Die ClO2-Lo¨sung befindet sich in einer verschlosse-
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Abbildung 2.2: Die linke Abbildung zeigt die Ru¨ckwand des Reaktors mit den
Kana¨len und den Elektroden, davor befindet sich das Gel mit der Anopore Membran,
die Teflonscheibe als Abstandshalter und eine Polycarbonatscheibe zur Fixierung.
Rechts ist ein Schnitt auf der Ho¨he der linken Elektrode zu sehen.
nen Flasche, welche sich ihrerseits in einem mit Eis gefu¨llten Beha¨lter aus Styropor
befindet. Die Ku¨hlung ist notwendig, da ClO2 bei Zimmertemperatur nicht stabil
ist.
2.2 Versuchsdurchfu¨hrung
2.2.1 Pra¨paration
Gel
Kern des Reaktors ist eine kreisfo¨rmige Scheibe aus gelierter Agarose (Fluka 05070),
in ihr laufen die Reaktionen ab und hier erfolgt auch die Musterbildung. Zur Herstel-
lung des Gels wird eine Lo¨sung mit 2% Agarose und einer definierten Konzentration
von Polyvinyl-Alkohol (SIGMA MW 9000) in einem Wasserbad erhitzt bis sie aufk-
lart. Ein Teil der Lo¨sung wird auf auf eine vorgewa¨rmte Glasscheibe gegeben und
mit einer zweiten Glasscheibe bedeckt. Zwischen den beiden Glasscheiben befinden
sich Abstandshalter aus Teflon, mit einer Dicke von 0.3 mm. Nach dem Erstarren des
Gels werden die Glasscheiben durch vorsichtiges seitwa¨rts Verschieben getrennt. Mit
einem speziellen Werkzeug wird eine kreisfo¨rmige Scheibe mit einem Durchmesser
von 26 mm ausgestanzt. Die nicht verwendete Lo¨sung ist geku¨hlt mehrere Wochen
haltbar und kann fu¨r die Pra¨paration weiterer Gel-Scheiben verwendet werden.
Membran
Die Membran (Anopore Watman 0.2 µm) besteht aus Al2O3 und ist im wesentlichen
eine Scheibe aus parallelen, zur Oberfla¨che senkrechten Kana¨len mit einem Durch-
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Abbildung 2.4: STM Aufnahme einer Anopore Membran (entnommen aus [HMPS04,
S. 304])
.
messer von 0.2 µm (siehe Abbildung 2.4). Sie wird vor Gebrauch mit Agar (8%)
impra¨gniert. Dadurch werden die mechanischen Eigenschaften der ansonsten ex-
trem spro¨den und leicht bru¨chigen Membran verbessert und auch die Kopplung an
das Gel erho¨ht. Zur Impra¨gnierung wird die Membran zuna¨chst in ein Gefa¨ß mir
Ethanol gegeben. Dieses kann durch die im Vergleich zu Wasser geringere Ober-
fla¨chenspannung leichter in die Kapillaren der Membran eindringen und verhindert,
daß sich Luftblasen bilden. Danach wird die Membran in einem Becherglas mit des-
tilliertem Wasser geschwenkt, um das Ethanol durch Wasser zu ersetzen. In der Zwis-
chenzeit wird ein Kolben mit dem schon vorher vorbereiten Agar in einem Wasserbad
erhitzt, um es zu verflu¨ssigen. Sobald das Gel aufgeklart ist, wird die Membran auf
eine in einem Wasserbad vorgewa¨rmte Glasscheibe gelegt und u¨berfu¨ssiges Wass-
er mit einem Papiertaschentuch entfernt. Dann wird ein Tropfen Agargel auf die
Membran gegeben und diese mit einer mit einem Gewicht beschwerten Glasplatte
bedeckt. Nach dem Abku¨hlen des Gels wird die impra¨gnierte Membran entnommen
und u¨berstehendes Gel wird entfernt.
Reaktionslo¨sungen
Es werden drei Lo¨sungen angesetzt:
Iodlo¨sung (gesa¨ttigt) mit H2SO4 (10
−2mol/L)
Malonsa¨ure 2.0 (bzw. 3.0) 10−3mol/L mit H2SO4 (10−2mol/L)
ClO2-Lo¨sung (2.28× 10−3 mol/L) mit H2SO4 (10−2mol/L)
Die Herstellung der gesa¨ttigten I2-Lo¨sung erfolgt durch Auflo¨sen von sublimierten
Iod (Riedel-de Hae¨n) in Schwefelsa¨ure (10−2mol/L). Hierzu werden ca. 0.5 g Iod in
einen Kolben mit einem Liter Schwefelsa¨ure (10−2mol/L) gegeben und von einem
Magnetru¨hrer ca. zwo¨lf Stunden lang geru¨hrt. Die Malonsa¨urelo¨sung wird durch
Auflo¨sen von kristalliner Malonsa¨ure (Riedel-de Hae¨n) hergestellt. Die ClO2-Lo¨sung
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wird aus einer ClO2-Stammlo¨sung hergestellt. Da die Herstellung der ClO2-Aus-
gangslo¨sung im Vergleich zu den anderen Lo¨sungen recht anspruchsvoll ist, wird sie
im Anhang beschrieben. Die Konzentration der Ausgangslo¨sung sollte regelma¨ßig
bestimmt werden, da sich ClO2 entsprechend
2ClO2 + 2OH
− → ClO−2 + ClO−3 +H2O (2.1)
allma¨hlich zersetzt [HW85] und dadurch die Konzentration der Lo¨sung im Laufe
der Zeit abnimmt. Nimmt die Lo¨sung eine gelbliche Fa¨rbung an, so sollte sie nicht
weiter verwendet werden, da die Umwandlung zu weit fortgeschritten ist. In dieser
Arbeit wurde die Konzentration unmittelbar vor jedem Ansetzen mit einem Spek-
trophotometer (HP 8543) bestimmt ( = 1265 cm−1mol−1, λ = 360 nm) [Che67].
2.2.2 Messung und Bildaufnahme
Nach Beginn des Experimentes dauert es etwa 30 Minuten, bis sich die Muster aus-
bilden. In dem gewa¨hlten Konzentrationsbereich handelt es sich hierbei um Muster
heller kreisfo¨rmiger Gebiete in einer hexagonalen Anordnung. Diese Muster stabil-
isieren sich nach einiger Zeit und es ist keine weitere Vera¨nderung erkennbar. Nach-
dem sich die Muster stabilisiert hatten wurde der Strom eingeschaltet. Die Dauer
einer Messung betrug ca. zehn Stunden wa¨hrend dieser Zeit wurden Spannung und
Stromsta¨rke nicht vera¨ndert. Es erfolgte eine Aufzeichnung der Dynamik der Muster.
Hierzu wurden Bilder mit einem zeitlichen Abstand von zwei Minuten digitalisiert
und auf Festplatte gespeichert. Zusa¨tzlich wurde eine Aufzeichnung mit einem Vide-
orecorder vorgenommen. Die digitalisierten Bilder wurden in einem speziellen For-
mat gespeichert und unmittelbar nach Abschluß der Messung zur Archivierung auf
eine CD gebrannt.
2.3 Auswertung
Die Auswertung der Daten erfolgte mittels selbstgeschriebener Software, in C [KR88,
Ste92], AWK [AKW88] und UNIX Shellscripten [KW95] welche eine automatis-
che Bestimmung des Geschwindigkeitsfeldes und eine Verfolgung einzelner Struk-
turen ermo¨glicht. Die einzelnen Schritte des Programmablaufes sollen im Folgenden
skizziert werden. Die Daten wurden zuna¨chst mit einem Medianfilter [Ja¨h97, Rus94]
der Gro¨ße 11× 11 gegla¨ttet, um das Rauschen zu reduzieren, welches eine Folge der
geringen Intensita¨t der Muster ist. Danach wird ein adaptives Verfahren [YAL+95]
eingesetzt, um ein bina¨res Bild Graustufen (0 und 255) zu erhalten. Dieses Verfahren
hat den Vorteil sehr robust zu sein und Inhomogenita¨ten in der Beleuchtung und
im Hintergrund zu kompensieren. Eine Trennung von Gebieten, welche nur ein oder
zwei Pixel gemeinsam haben, wurde durch die Anwendung der morphologischen Op-
eration der Erosion erreicht. In diesen so vorbereiteten Daten wurden nun in jedem
Bild die Schwerpunkte aller hellen Gebiete bestimmt und in eine Hashtable [CLR90]
eingetragen. Mittels einer Na¨chsten-Nachbar-Suche wurden daraufhin die Bahnen
der einzelnen Gebiete verfolgt. Die so ermittelten Bahnen bildeten die Grundlage fu¨r
die Bestimmung der Driftgeschwindigkeiten einzelner Gebiete im elektrischen Feld
38
1 4 7 9 3
8 6 2 3 7
1 5 6 9 5
3 5 1 7 9
1 3 8 2 5
1 4 7 9 3
8 6 2 3 7
1 5 5 9 5
3 5 1 7 9
1 3 8 2 5
6 2 3 5 6 9 5 1 7
62 3 5 6 951 7
select
sort
replace
Abbildung 2.5: Prinzip des Median Filters: Es wird ein 3x3 Feld selektiert, sortiert
und der zentrale Wert des 3x3 Feldes durch den Median ersetzt.
und der Berechnung der Geschwindigkeitsfelder. Dabei wurde die Geschwindigkeit
durch lineare Regression [Ham86] aus den Bahnen ermittelt.
2.3.1 Bildverarbeitung
Ziel der Bildverarbeitung in der vorliegenden Arbeit ist die Analyse der Dynamik
von Strukturen, wie sie sich typischerweise in der CDIMA Reaktion ausbilden. Dies
sind wie oben beschrieben im wesentlichen klar von einander abgegrenzte Gebiete
stationa¨rer oder langsam wandernder Konzentrationsverteilungen. Dazu sind ver-
schiedene Schritte notwendig, die im Folgenden diskutiert und deren wesentliche
Algorithmen angegeben werden sollen.
Gla¨ttung
Ein grundsa¨tzliches Problem bei der Auswertung experimenteller Daten ist das durch
die Videoaufnahmetechnik bedingte Pixelrauschen. Dieses kann durch einen Medi-
anfilter reduziert werden. Der Medianfilter ist ein Rangordungsfilter, der alle Grauw-
erte welche innerhalb der Pixelmaske liegen in eine sortierte Liste eintra¨gt und den
Wert der mittleren Position in das Pixel, welches sich im Zentrum der Maske befind-
et zuru¨ckschreibt. Dies ist in Abbildung 2.5 illustriert, welche das Prinzip anhand
eines Beispiels mit einer 3x3 Maske verdeutlicht.
Adaptive Schwellwertbildung
Fu¨r den hier beschrittenen Weg zur Detektion von einzelnen Strukturen ist es
notwendig, das digitalisierte Bild zuna¨chst in ein bina¨res Bild umzuwandeln. Hierzu
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Abbildung 2.6: Prinzip der morphologischen Operation Erosion: Es wird eine 3× 3
Maske u¨ber das Bild bewegt, liegen alle schwarzen Felder der Maske u¨ber schwarzen
Feldern des Bildes so bleibt das Feld des Bildes unter dem Zentrum der Maske
schwarz.
bietet es sich an einen Grauwert als Schwellwert zu definieren und allen Pixeln deren
Grauwert oberhalb dieses Wertes liegt den Wert 255 und allen deren Grauwert un-
terhalb liegt den Wert 0 zuzuweisen. Dieses einfache Verfahren stellt allerdings hohe
Anforderungen an die Homogenita¨t der Ausleuchtung des Beobachtungsgebietes und
hat sich als nicht geeignet erwiesen. Es kam daher ein adaptives Verfahren zum Ein-
satz, welches einen lokalen Schwellwert T (i, j) fu¨r jedes Pixel (i, j) in Abha¨ngigkeit
der Grauwerte WU seiner Nachbarn nach der folgenden Formel [YAL
+95] berechnet.
T (i, j) = 0.65
[
max(Wij)−min(Wij)
]
Wij = {W (k, l)|(i−D/2 < k < i+D/2) ∧ (j −D/2 < l < j +D/2)}
(2.2)
Hier ist D die Seitenla¨nge des Fensters aus welchem die Werte zu Ermittlung
des Schwellenwertes genommen werden. Dieser Schwellwert wurde dann fu¨r die
Bestimmung des dem Pixel zuzuweisenden Wertes herangezogen. Der Faktor 0.65
wurde empirisch ermittelt und fu¨r alle Auswertungen beibehalten.
Morphologische Operationen
Nach der Schwellenwertbildung gibt es manchmal noch immer isolierte Pixel, die
keinem bestimmten Gebiet zuzuordnen sind, und eventuell Bru¨cken zwischen eigent-
lich separaten Gebieten. Die morphologische Operation der Erosion la¨ßt sich dazu
verwenden, sowohl einzelne isolierte Pixel auf den Grauwert der Umgebung zu set-
zen, als auch schmale Verbindungen zwischen verschiedenen Gebieten zu entfernen.
Hierzu bewegt man eine Maske einer bestimmten Gro¨ße (z.B. 3 × 3) u¨ber das Bild
und setzt den Wert des Pixels, u¨ber welchem sich das Zentrum der Maske befindet
auf 255 falls sich alle Felder der Maske, welche einen Wert von eins besitzen, u¨ber
Pixeln mit einem Wert von 255 befinden. Dies ist in Abbildung 2.6 anhand eines
Beispiels dargestellt.
Bestimmung der Gebiete
Zur Bestimmung der Gebiete werden zusammenha¨ngende Gebiete eines bestimmen
Wertes (hier 255) markiert, der Schwerpunkt definiert die Lage des Gebietes. Der Al-
gorithmus arbeitet auf einer Kopie der vorher erzeugten bina¨ren Matrix. Diese Kopie
besitzt den Datentyp int, da der Bereich von unsigned char (0-255) zu klein ist, um
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die zu erwartende Anzahl an verschiedenen Gebieten eindeutig zu markieren. Der
Algorithmus ist rekursiv. Fu¨r jedes Feld der Matrix wird eine Funktion aufgerufen,
welche u¨berpru¨ft, ob das Feld schon markiert ist und in diesem Falle abbricht. Ist das
Feld noch nicht markiert, so wird eine neue Zahl hineingeschrieben und die Funktion
ruft sich selbst fu¨r alle senkrechten Nachbarn auf. Bei der vollsta¨ndigen Markierung
eines Gebietes werden auch gleichzeitig dessen Schwerpunktkoordinaten durch Mit-
telung u¨ber die Koordinaten der markierten Felder bestimmt. Dazu werden wa¨hrend
der Markierung Summen u¨ber die Indizes j und i gefu¨hrt und anschließend durch
die jeweilige Anzahl der gefundenen Pixel dividiert.
Funktion 1: MarkBlob: Allen Pixel mit dem Wert v eines zusammenha¨ngenden Ge-
bietes den Wert m zuweisen
proc MarkBlob (b, i, j, m)
if b[i,j] 6= v then
return
end if
b[i,j] ← m
if i < M-1 then
MarkBlob(b,i+1,j, m)
end if
if i > 0 then
MarkBlob(b,i-1,j, m)
end if
if j < N-1 then
MarkBlob(b,i,j+1, m)
end if
if j > 0 then
MarkBlob(b,i,j-1, m)
end if
return
Suche na¨chster Nachbarn
Die Verfolgung der Bahn einzelner Gebiete erfolgte mittels der Suche des na¨chsten
Nachbarn eines Gebietes in einem der darauffolgenden Bilder. Der zeitliche Abstand
der Bilder kann so gewa¨hlt werden, daß die gefundenen Koordinaten mit der neuen
Position des Gebietes u¨bereinstimmen. Da eine na¨ıve Implementierung der Suche
der na¨chsten Nachbarn in einer Laufzeit der Ordnung O(N2) (N ist die Anzahl
der Gebiete) resultiert, wurde unter Ausnutzung der gleichma¨ßigen Verteilung der
Gebiete folgender Algorithmus eingesetzt: Das Bild wurde zuna¨chst in gleichgroße
Rechtecke eingeteilt, deren Seitenla¨ngen (lx, ly) eine Funktion der Anzahl der Gebiete
sind:
lx =
Lx√
N
, ly =
Ly√
N
(2.3)
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Anhand der Koordinaten des Schwerpunktes wurden die Gebiete in ein zweidi-
mensionales Feld mit Listen der Gebiete eingetragen:
x =
xs
lx
, y =
ys
ly
(2.4)
Fu¨r die eigentliche Suche des na¨chsten Nachbarn eines Gebietes A, werden fu¨r
diesen nun nach obiger Formel das korrespondierende Paar (i, j) zugeordnet. Die
Liste der Gebiete in diesem und in den benachbarten Eintra¨gen werden spriralfo¨rmig
nach außen laufend durchsucht. Es wird sich dabei das Gebiet gemerkt, welches den
geringsten Abstand zu Gebiet A hat. Die Suche wird abgebrochen, sobald die mini-
male Distanz zum neu zu durchsuchenden Rechteck gro¨ßer ist, als der Abstand zum
aktuellen na¨chten Nachbarn oder alle Listen des Feldes durchsucht sind, bzw. wenn
eine vorgegebene maximale Distanz erreicht ist. Diese maximale Distanz wurde
eingefu¨hrt, da es ansonsten zu Fehldetektionen aufgrund mangelnder Qualita¨t der
Daten kommen kann. Die maximale Distanz ergibt sich aus der Wellenla¨nge der
Muster und sollte typischerweise weniger als die halbe minimale Wellenla¨nge betra-
gen. In diesem Falle wurde die alte Position des Gebietes u¨bernommen.
2.4 Ergebnisse
2.4.1 Stationa¨re Muster ohne elektrisches Feld
Ohne elektrisches Feld bildet sich bei den gewa¨hlten Konzentrationen der Chemika-
lien ein Muster heller nahezu kreisfo¨rmiger Gebiete mit hexagonaler Symmetrie
aus. Diese Gebiete korrespondieren mit lokalen Minima in der Konzentration des
Triiodid-PVA Komplexes. Die Wellenla¨nge der Muster (typischer Abstand zwischen
zwei Punkten) betra¨gt 0.4± 0.02 mm. Diese Muster sind stationa¨r und es konnte
ohne elektrisches Feld im Verlauf von zehn Stunden keine Vera¨nderung festgestellt
werden. Ein Ausschnitt des Musters ist in Abbildung 2.7 gezeigt. Das erste Teil-
bild zeigt den Ausschnitt vor der Bildverarbeitung und das zweite denselben nach
der Gla¨ttung. Die letzten beiden Teilbilder zeigen den Ausschnitt nach der Bildung
des adaptiven Schwellwertes und der Bestimmung der Schwerpunktkoordinaten der
Gebiete.
2.4.2 Zeitabha¨ngige Muster
Die Dynamik des Systems erfa¨hrt eine qualitative A¨nderung unter dem Einfluß des
elektrischen Feldes. Sobald das Feld eingeschaltet wird, erfolgt ein U¨bergang von
dem stationa¨ren Muster zu einem zeitabha¨ngigen. Die Gebiete beginnen parallel
zum angelegen Feld in Richtung Kathode zu driften. Die Geschwindigkeit der Drift
ha¨ngt von der Amplitude des angelegten Feldes ab.
2.4.3 Driftgeschwindigkeit als Funktion der Stromsta¨rke
Um eine genauere Charakterisierung der beobachteten Drift der hellen Gebiete
zu ermo¨glichen wurde die Abha¨ngigkeit der Geschwindigkeit von der angelegten
42
Abbildung 2.7: Die vollsta¨ndig entwickelten Muster erscheinen als helle Gebiete in
nahezu hexagonaler Anordnung mit einer Wellenla¨nge von 0.4± 0.02 mm. Zur Ver-
folgung der Drift der einzelnen hellen Gebiete wurde zua¨chst ein Median Filter
angewendet (rechts oben). Danach wurde das Bild mittels einer adaptiven Schwell-
wertbildung in ein bina¨res Bild umgewandelt (links unten). In der letzten Teilabbil-
dung sind die Schwerpunkte der Gebiete, die wie weiter vorne beschrieben bestimmt
wurden, durch Kreise gekennzeichnet.
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Spannung bzw. der Stromsta¨rke bestimmt. Hierzu wurden Spannungen zwischen
0 und 20 V angelegt, resultierend in gemessenen Stromsta¨rken von 0 bis 17.5 mA.
Aufgrund der Gasentwicklung infolge von Elektrolyse an den Elektroden, war es
nicht mo¨glich Messungen mit ho¨heren Stromsta¨rken durchzufu¨hren, da bei ho¨heren
Stromsta¨rken, die Gasblasen unter das Gel gelangen und die Musterbildung beein-
flussen, so daß ein kontrolliertes Experiment nicht mehr mo¨glich ist und die Messung
abgebrochen werden muß. Im Folgenden werden stets die gemessene Stromsta¨rke
oder das angelegte Potential als Kontrollparameter angegeben, Messungen der Po-
tentialverteilung im Gel konnten aufgrund der durch die Reaktorgeometrie bedingte
Unzuga¨nglichkeit des Gels nicht durchgefu¨hrt werden.
Bestimmung der Geschwindigkeit
Die Driftgeschwindigkeit wurde aus den Bahnen der Schwerpunkte der Gebiete bes-
timmt. Hierzu wurden Gebiete aus dem mittleren Bereich des Beobachtungsfeldes
(180 ≤ x ≤ 400 und 12 ≤ y ≤ 300) gewa¨hlt um Randeffekte zu minimieren.
Dabei wurden nur Gebiete zur Auswertung herangezogen, deren Bahn sich fu¨r min-
destens 700 Bilder im Beobachtungsfeld befand. Fu¨r diese wurden die zeitliche
Entwicklung der x und y-Positionen ermittelt. Mittels linearer Regression durch
diese wurden die x und y-Komponenten der Geschwindigkeit berechnet. Es zeigte
sich, daß die y-Komponente im wesentlichen konstant und somit fu¨r die Bestim-
mung der Geschwindigkeit vernachla¨ssigbar ist. Normalerweise erha¨lt man auf diese
Art eine Verteilung der Geschwindigkeit mit einem ausgepra¨gten Peak. Die Drift-
geschwindigkeit wurde definiert, als die Lage des Maximums der Verteilung. Dieses
wurde durch anfitten von folgender Gaußkurve bestimmt:
f(x) = ae−(
x−b
σ
)2 . (2.5)
In Abbildung 2.8 ist das Verfahren exemplarisch dargestellt.
Ergebnisse
Die Messungen der Geschwindigkeit wurden fu¨r zwei verschiedene Konzentrationen
der Malonsa¨ure durchgefu¨hrt und verschiedene Richtungen des elektrischen Feldes
(Vertauschen von Anode und Kathode). Es konnte eine leichte Abha¨ngigkeit von
der Konzentration der Malonsa¨ure festgestellt werden. Die Geschwindigkeiten sind
nicht meßbar abha¨ngig von der Richtung des elektrischen Feldes. Es konnten auch
keinerlei Hystereseeffekte beim Wechsel der Feldrichtung festgestellt werden. In allen
Experimenten wurde eine konstante Stromsta¨rke fu¨r ca. zwo¨lf Stunden angelegt und
danach das System fu¨r weitere zwo¨lf Stunden ungesto¨rt gelassen. Die Abha¨ngigkeit
der Driftgeschwindigkeit ist monoton steigend mit dem angelegten Feld und in der
Gro¨ßenordung einiger µm/min wie in 2.9 dargestellt.
44
44.5
5
5.5
6
6.5
7
4 4.5 5 5.5 6 6.5 7
y[m
m]
 
x[mm]
4
4.5
5
5.5
6
6.5
7
0 50 100 150 200 250
y[m
m]
 
t[min]
4
4.5
5
5.5
6
6.5
7
7.5
0 50 100 150 200 250
x[m
m]
 
t[min]
x[m
m]
 
0
5
10
15
20
25
30
35
40
45
50
0 5 10 15 20 25 30
N 
v[µm/min]
N 
Abbildung 2.8: Darstellung der Bestimmung der Driftgeschwindigkeit. Die erste Ab-
bildung zeigt die Bahn auf welcher sich ein Spot zwischen den Elektroden bewegt.
Die Komponente der Bewegung senkrecht zum Feld ist in der zweiten Abbildung
dargestellt und wesentlich kleiner als die in der dritten Abbildung gezeigte Kompo-
nente parallel zum Feld. An die parallele Komponente wurde eine Gerade angefittet
(links unten). In der letzten Abbildung sieht man die Geschwindigkeitsverteilung
fu¨r die Auswertung mehrerer Bahnen, u¨berlagert mit der angefitten Gaußkurve. Die
A¨hnlichkeit der ersten beiden Kurven leuchtet unmittelbar ein, wenn man sich klar
macht, daß bei im wesentlich konstanter Driftgeschwindigkei, der U¨bergang von x(t)
nach t eine lineare Transformation (Skalierung mit der Geschwindigkeit) darstellt.
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Abbildung 2.9: Abha¨ngigkeit der Driftgeschwindigkeit v von der Stromsta¨rke I. Die
Geschwindigkeit der Drift ist monoton steigend mit der Amplitude der Stromsta¨rke.
Die Berechnung der Geschwindigkeiten erfolgte aus zeitlich aufeinanderfolgenden Po-
sitionen der hellen Gebiete. Malonsa¨urekonzentration: 1.0 mmol (4) und 0.66 mmol
().
Die Werte entsprechen jeweils der Lage des Maximums der Verteilung der Drift-
geschwindigkeiten. Die Geschwindigkeiten einzelner Gebiete ha¨ngen auch gering-
fu¨gig von der Na¨he zu den Elektroden ab, wo sta¨ndig neue Gebiete entstehen (An-
ode) und ausgelo¨scht werden (Kathode).
2.4.4 Orts- und Zeitabha¨ngigkeit der Driftgeschwindigkeit
In diesem Abschnitt wird untersucht ob die Driftgeschwindigkeit vom Ort im Be-
obachtungsfeld abha¨ngt oder sich mit der Dauer des Experimentes a¨ndert. Die Un-
tersuchungen der ra¨umlichen Abha¨ngigkeit dient dazu den Einfluß der Randbedin-
gungen auf die Dynamik abzuscha¨tzen. Zur Visualisierung wurden Geschwindig-
keitsfelder erstellt, wie sie aus der Stro¨mungsphysik bekannt sind. Diese zeigen die
Abha¨ngigkeit der Betra¨ge und Richtung der Geschwindigkeit von der Position der
Gebiete zu einem festen Zeitpunkt. Zur Erstellung des Flußfeldes wurden zua¨chst die
Pfade aller Gebiete verfolgt, welche zu Beginn des Experimentes vorhanden waren.
An jedem dieser Pfade wurde zu einem bestimmten Zeitpunkt die Geschwindigkeit
ermittelt. Ein typisches Ergebnis des Verfahrens ist in Abbildung 2.10 zu sehen. Es
wurde nur fu¨r hohe Stromsta¨rken eine leichte Zunahme der Geschwindigkeit nahe
der Kathode festgestellt. Mit der Untersuchung der zeitlichen Abha¨ngigkeit soll fest-
gestellt werden, ob eine signifikante Verschmutzung des Gels oder CSTR durch die
Akkumulation von Produkten der elektrochemischen Reaktionen an den Elektroden
auftritt und somit eine zeitliche Vera¨nderung der Systemparameter vorliegt. Es kon-
nte keine zeitliche Abha¨ngigkeit der Geschwindigkeitsverteilung festgestellt werden,
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Abbildung 2.10: Geschwindigkeitsfeld der Gebiete. Betrag und Richtung der
Geschwindigkeit entsprechen La¨nge und Richtung der Pfeile. Die Stromsta¨rke be-
tra¨gt 17.5 mA. Die Kana¨le mit den Elektroden sind durch die schwarzen Balken
gekennzeichnet. Die niedrigere Dichte der Pfeile nahe der Anode beruht auf der Art
der Erstellung der Abbildung und entspricht keiner geringeren Dichte der Gebiete.
was darauf hinweist, daß sich die Bedingungen wa¨hrend der Dauer des Experiments
nicht oder nur gering a¨ndern.
2.4.5 Voronoianalyse
Methode und Durchfu¨hrung
Voronoidiagramme wurden schon 1850 von Dirichlet untersucht und spielen in einer
u¨berraschenden Vielzahl von Gebieten eine Rolle, wie z.B. der Suche na¨chster Nach-
barn, Charakterisierung von Ordnungszusta¨nden [Rap95], oder auch dem Zusam-
menbruch von Ordnung [SN00]. Voronoidiagramm und Delaunay Triangulierung
sind wie folgt definiert [Ski98]: Eine Delaunay-Triangulierung einer Menge von
Punkten ist eine Triangulierung, deren Knoten zu der Menge selbst geho¨ren und
die Eigenschaft haben, daß kein Punkt der Menge in das Innere des Umkreises
eines Dreiecks der Triangulierung fa¨llt. Ein Voronoi-Diagramm einer Menge von
Punkten in der Ebene ist eine Unterteilung der Ebene in nicht notwendigerweise
endliche polygonale Gebiete, wobei jedes Gebiet die Punkte der Ebene entha¨lt,
welche na¨her an einem gegebenen Punkt der Menge sind als an einem beliebigen
anderen Punkt der Menge. Voronoidiagramm und Delaunay Triangulierung sind ge-
ometrisch dual zueinander. In Abbildung 2.11 sind Beispiele fu¨r Voronoidiagramme
und Triangulierungen fu¨r verschiedene Punktmengen dargestellt. Die Berechnung
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Abbildung 2.11: Es sind links Voronoidiagramme und rechts die zugeho¨rige Tri-
angulierungen dargestellt. Oben fu¨r ein hexagonales Muster, in der Mitte fu¨r eine
Zufallsverteilung und unten fu¨r typische experimentelle Daten. Unterschiede in den
Voronoidiagrammen erlauben quantitative Aussagen u¨ber den Ordnungsgrad der
Muster.
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der Voronoidiagramme fu¨r die Abbildungen und die Auswertungen erfolgte unter
Verwendung des frei erha¨ltlichen Pakets Triangle1.
Hier soll nun untersucht werden, ob und wie sich charakteristische Gro¨ßen der
Voronoidiagramme bei Anlegen einer Spannung a¨ndern. Die erste zu betrachtende
Go¨ße ist die relative Ha¨ufigkeit von Polygonen mit sechs Seiten bzw. Punkten mit
sechs Kanten in der Delaunay Triangulierung.
H6 = N6/N (2.6)
wobei N6 die Anzahl der Polygone mit genau sechs Seiten und N die Gesamtzahl
der Polygone bzw. Punkte ist. Der Anteil H6 ist eine Kenngro¨ße fu¨r den Ord-
nungsgrad des Systems und die Defektha¨ufigkeit. In einem perfekten hexagonalen
Muster gilt H6 = 1 und die durchschnittliche Anzahl von Seiten einer Voronoizelle
ist genau sechs. Entstehen Defekte, so ist zu erwarten, daß die durchschnittliche
Anzahl von Seiten zuna¨chst im wesentlichen unvera¨ndert bleibt, der Prozentsatz der
Zellen mit genau sechs Seiten jedoch abnimmt. In dem hier betrachteten System ist
vor allem interessant, ob eine Abha¨ngigkeit von H6 von der Stromsta¨rke und Dauer
des Experiments besteht. Zur Berechnung von H6 wird die Anzahl der Kanten pro
Punkt in der Delaunay Triangulierung bestimmt und die Anzahl der Punkte mit
sechs Kanten durch die Gesamtzahl der Punkte geteilt. Es werden nur innere Punk-
te beru¨cksichtigt, um Randeffekte zu vermeiden. Hierzu wird die konvexe Hu¨lle der
Punktmenge bestimmt und fu¨r jeden zu betrachtenden Punkt der minimale Abstand
zur Hu¨lle berechnet. Dieser ist definiert, als das Minimum der Absta¨nde zu den
einzelnen Kanten der Hu¨lle. Ein innerer Punkt ist ein Punkt dessen minimaler Ab-
stand zur Hu¨lle gro¨ßer als der mittlere Abstand zwischen den Punkten (ca. 0.4 mm)
ist. Dieses Vorgehen ist sinnvoll, da die Punktmengen im wesentlichen konvex sind,
d.h. keine Lo¨cher oder signifikante Einbuchtungen enthalten, insbesondere a¨hnelt
die Hu¨lle hier einem Rechteck.
Ergebnisse der Voronoianalyse
Die erste Kenngro¨ße, welche mittels der Voronoianalyse ermittelt wurde, ist die rel-
ative Ha¨ufigkeit der Polygone mit genau sechs Seiten H6. In Abbildung 2.12 sind
typische Ergebnisse fu¨r verschiedene Spannungen zwischen 0 V und 20 V und zwei
Malonsa¨urekonzentrationen (2 mmol und 3 mmol) dargestellt. Jeder Punkt wurde
aus der Analyse eines Voronoidiagramms mit ca. 700 Punkten ermittelt. Es ist keine
signifikante Anha¨ngigkeit von H6 von der Dauer des Experiments erkennbar. Der
Wert der relativen Ha¨ufigkeit bewegt sich zwischen einem Maximum von 0.7 und
sinkt ab bis auf 0.45, was auf eine Abnahme des Ordnungsgrades durch eine Zu-
nahme der Ha¨ufigkeit von Penta-Hepta Defekten hinweist. In den oberen Graphen
der Abbildung 2.14 ist die Abha¨ngigkeit von H6 von der Spannung fu¨r die beiden un-
tersuchten Malonsa¨urekonzentrationen dargestellt. Die Punkte sind jeweils zeitliche
Mittelwerte u¨ber die Dauer eines einzelnen Experiments, wie in 2.12 dargestellt.
Der Wert von H6 nimmt fu¨r die Malonsa¨urekonzentration von 2 mmol mit steigen-
der Spannung von 0.69 auf 0.56 ab und bei einer Konzentration von 3 mmol von
0.69 auf 0.53.
1http://www.netlib.org/voronoi/triangle.zip
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Abbildung 2.12: Es ist der zeitliche Verlauf des Anteils der Voronoizellen mit genau
sechs Seiten H6 fu¨r verschiedene Spannungen abgebildet. In der linken Spalte sind
Ergebnisse bei einer Malonsa¨urekonzentration von 2mM in der rechten fu¨r eine
Konzentration von 3mM dargestellt. Die Spannungen betrugen von oben nach unten
jeweils 7.5 V, 10 V, 12.5 V und 20 V.
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Abbildung 2.13: Die Abbildung zeigt den zeitlichen Verlauf der durchschnittlichen
Seitenanzahl der Voronoizellen fu¨r verschiedene Spannungen. In der linken Spalte
sind Ergebnisse bei einer Malonsa¨urerkonzentration von 2 mmol in der rechten fu¨r
eine Konzentration von 3mM dargestellt. Die Spannungen betrugen von oben nach
unten links und rechts jeweils 7.5 V, 10 V, 12.5 V und 20 V.
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Abbildung 2.14: Der obere Teil der Abbildung zeigt den Anteil H6 der Voronoizellen
mit genau sechs Seiten an der Gesamtzahl aller Voronoizellen in Abha¨ngigkeit von
der angelegten Spannung U . Die unteren beiden Abbildungen zeigen, die aus His-
togrammen u¨ber die Anzahl der Seiten der Voronoizellen mittels Gaußfits erhaltenen
durchschnittlichen Seitenanzahlen N in Abha¨ngigkeit von der angelegten Spannung
U . Die Malonsa¨urekonzentrationen betragen auf der linken Seite 2mM und auf der
rechten 3mM .
Es sind allerdings starke Schwankungen mit Ausreißern nach oben und unten zu
erkennen, welche vermutlich auf Irregularita¨ten in den Pumpraten zuru¨ckzufu¨hren
sind. Neben der relativen Ha¨ufigkeit H6 wurde die durchschnittliche Seitenzahl N
der Polygone bestimmt. In Abbildung 2.13 ist der zeitliche Verlauf N(t) bei kon-
stanter Spannung fu¨r die zwei untersuchten Malonsa¨urekonzentrationen zu sehen.
Der Wert bleibt im Verlauf des Experiments bis auf statistische Schwankungen kon-
stant bei 5.98 und es sind keine signifikanten Unterschiede in Abha¨ngigkeit von
der Konzentration der Malonsa¨ure zu erkennen. Die unteren Graphen von Abbil-
dung 2.14 zeigen die Abha¨ngigkeit von N von der angelegten Spannung. Auch
hier zeigt N keine Vera¨nderung mit zunehmender Spannung. Dies weist daraufhin,
daß es keinen kompletten Zusammenbruch des hexagonalen Grundmusters gibt.
Zusammenfassend la¨ßt sich feststellen, daß der Ordnungsgrad der Muster im Ver-
lauf der Experimente durch eine Zunahme von Defekten leicht abnimmt. Allerdings
ist die Aussagekraft der Voronoianalyse durch die starke Streuung der Ergebnisse
beschra¨nkt und das elektrische Feld verursacht im wesentlichen eine Drift des hexag-
onalen Musters.
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2.4.6 Fehlerquellen
Es gibt verschiedene Fehlerquellen, welche die Ergebnisse der Experimente beein-
flußen ko¨nnen. Die Fehler betreffen sowohl die Durchfu¨hrung der Versuche, als
auch die Auswertung der Daten und sollen im Folgenden besprochen werden. Bei
der Durchfu¨hrung sind Ungenauigkeiten in der Pra¨paration und Zufu¨hrung der
Reaktionslo¨sungen zum Reaktor ein wesentlicher Sto¨rfaktor. Die CDIMA-Reaktion
ist in dem fu¨r die Experimente betrachteten Parameterbereich zwar relativ un-
empfindlich gegenu¨ber geringen Schwankungen in den Konzentrationen von PVA
und Iod, allerdings sind die Konzentrationen von Malonsa¨ure und der Chlordioxid-
Lo¨sung wesentliche Bifurkationsparameter. Schon kleine A¨nderungen ko¨nnen hier
einen signifikanten Einfluß auf die Dynamik haben. Fehler in der Konzentration
der Malonsa¨urelo¨sung ko¨nnen durch Ungenauigkeiten beim Einwiegen und Pipet-
tieren entstehen. Die Chlordioxid-Stammlo¨sung ist nicht stabil und unterliegt auch
bei Lagerung bei tiefen Temperaturen somit einer sta¨ndigen Konzentrationsvera¨n-
derung, daher wurde die Konzentration der Stammlo¨sung unmittelbar vor dem
Ansetzen neuer Lo¨sungen spektrophotometrisch bestimmt. Die Lo¨sung befand sich
wa¨hrend des Experiments in einem mit Eis gefu¨llten Styroporbeha¨lter, wodurch
die Konzentration wa¨hrend der Dauer des Experiments weitgehend konstant ist.
Schlechter zu kontrollieren sind jedoch die Fehler, welche durch die Verwendung von
Peristaltik-Pumpen entstehen, da die Schla¨uche der Pumpen durch Iod und Chlor-
dioxid angegriffen werden und eine Drift in der Pumpleistung von einigen Prozent pro
Tag auftreten kann. Dieser Effekt kann durch nachregulieren der Andrucksta¨rke und
der Rotationsgeschwindigkeit nur ungenu¨gend ausgeglichen werden. Ein zusa¨tzliches
Problem entsteht bei der Zufu¨hrung der Chlordioxid-Lo¨sung durch einen geringen
Verlust durch die Schla¨uche, welche aus Silikon bestehen und somit nicht vo¨llig
gasundurchla¨ssig sind. Effekte, welche empfindlich von der Pumprate abha¨ngen,
wie z.B. die quantitative Bestimmung von Bifurkationspunkten, ko¨nnen mit einem
solchen Aufbau daher nicht zuverla¨ssig durchgefu¨hrt werden.
Schwankungen in der Temperatur beeinflussen sowohl die Ratenkonstanten, also
die Kinetik der Reaktion, als auch den Diffusionskoeffizienten und ko¨nnen dadurch
einen signifikanten Einfluß auf die Dynamik des Systems haben. Die Schwankungen
der Temperatur (4 ◦C) wurden durch Ku¨hlung des Reaktors in einem Wasserbad auf
±0.5 ◦C begrenzt. Schwankungen dieser Gro¨ße haben keinen signifikanten Einfluß
auf das Verhalten des Systems.
Bei der Bildaufnahme und Digitalisierung entstehen zusa¨tzliche Fehler. Die
Muster sind sehr kontrastarm, wodurch ein hohes Grundrauschen in den Daten
vorhanden ist. Dieses kann teilweise durch die verwendeten Mittelungsverfahren
kompensiert werden. Gleiches gilt fu¨r die nicht perfekt homogene Ausleuchtung,
welche durch das adaptive Threshholding ausgeglichen werden kann. Da die Dat-
en nicht in quantitative Konzentrationsverteilungen umgerechnet werden, sind die
Fehlerquellen, die im Zusammenhang mit der Bildverarbeitung auftreten, fu¨r die
Interpretation der Ergebnisse nicht wesentlich.
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Kapitel 3
Modellrechnungen
Gegenstand des Kapitels ist die numerische Lo¨sung des erweiterten Lengyel-Epstein
Modells in einer und zwei ra¨umlichen Dimensionen. Hierzu werden zuna¨chst die
Gleichungen des Modells wiederholt. Danach folgt eine Erla¨uterung und Diskus-
sion der zur Lo¨sung verwendeten numerischen Methoden. Im Anschluß werden die
Auswertemethoden vorgestellt und die Ergebnisse der Rechnungen aufgefu¨hrt. Diese
umfassen im eindimensionalen Fall Wachstum und Drift der Muster in Abha¨ngikeit
von Feldsta¨rke φ und der fiktiven Ladung α. Im zweidimensionalen Fall wird der
Einfluß der beiden Parameter auf vollsta¨ndig entwickelte Muster untersucht.
3.1 Modellsystem
Wie in Abschnitt 1.2 ab Seite 21 schon ausfu¨hrlich erla¨utert, ist die Chemie der CDI-
MA Reaktion im wesentlichen gut verstanden und es existiert ein Modell, welches
von Lengyel und Epstein etwa 1990 entwickelt wurde. Dieses Modell kann zu einem
System von zwei gekoppelten partiellen Differentialgleichungen vereinfacht werden:
σ
∂u
∂t
= a− u− 4 uv
1 + u2
+ ∆u (3.1)
∂v
∂t
= b
(
u− uv
1 + u2
)
+ δ∆v (3.2)
Hierbei bezeichnen u und v die dimensionslosen Konzentrationen von I− und ClO−2 .
a, b und σ sind dimensionslose Parameter, welche die Dynamik des Systems bes-
timmen. σ = 1 +K[I2][S]0, wobei K mit der Bindungskonstante des PVA-Triiodid-
Komplexes korrespondiert und [S]0 die Konzentration der Bindungsstellen pro Mas-
seneinheit des Polymeres ist. Das Verha¨ltnis der Diffusionskoeffizienten von Chlor-
dioxid und Iodid ist δ = DClO−2 /DI
− . Der experimentelle Wert von δ = 1.07 wurde
in allen Rechnungen verwendet. Die Werte von a = 9.50, b = 0.11 und σ = 26
wurden durch numerische Lo¨sung des kompletten Lengyel-Raba´i-Epstein Modells
(1.53) fu¨r den im Experiment verwendeten Reaktor (CSTR-Teil) unter Verwendung
der entsprechenden Ausgangskonzentrationen und Flußraten bestimmt. Ergebnisse,
die durch numerische Lo¨sung dieses Systems erhalten wurden, zeigen eine gute qual-
itative und in gewissen Grenzen auch quantitative U¨bereinstimmung mit den Ex-
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perimenten [RBD+99]. Zur numerischen Simulation des Einflusses von elektrischen
Feldern wurden die beiden Gleichungen wie beschrieben erweitert:
σ
∂u
∂τ
= a− u− 4 uv
1 + u2
+ ∆u− αφ∂u
∂x
∂v
∂τ
= b
(
u− vu
1 + u2
)
+ δ∆v − δβφ∂v
∂x
(3.3)
Hier sind φ das dimensionslose elektrische Feld, α und β die Ladungszahlen. Die
Variablen α und β wurden eingefu¨hrt, um eine Mo¨glichkeit zu haben den Einfluß
verschiedener Werte des differentiellen Flusses von u (ClO−2 ) und v (I
−) zu studieren,
die beide die Ladungszahl −1 besitzen.
3.2 Numerische Integration
3.2.1 Linienmethode
Die numerische Lo¨sung der Reaktions-Diffusionsgleichungen, welche das Verhalten
des Systems beschreiben, spielt eine Schlu¨sselrolle zum Versta¨ndnis der Ergebnisse
der experimentellen Untersuchungen und zur Weiterentwicklung des Modells. Das
zu betrachtende Modell besteht aus einem System nichtlinearer gekoppelter par-
tieller Differentialgleichungen. Zur numerischen Lo¨sung der Gleichungen wurde
die sogenannte Linienmethode [Sch91, HV03, GR94] eingesetzt. Kern der Meth-
ode ist die Transformation der partiellen Differentialgleichungen in ein (großes)
System gewo¨hnlicher gekoppelter Differentialgleichungen. Hierzu nimmt man eine
Diskretisierung der Diffusions- und Advektionsterme auf einem endlichen Gitter vor,
beha¨lt jedoch die zeitliche Ableitung bei. Das so erhaltene Gleichungssystem kann
man dann unter Verwendung eines Programmpakets zur Lo¨sung gewo¨hnlicher Differ-
entialgleichungen numerisch integrieren. In dieser Arbeit wurde das frei verfu¨gbare
Paket CVODE 1 [CH94] verwendet.
Ra¨umliche Diskretisierung
Der erste Schritt bei der Anwendung der Linienmethode fu¨r partielle Differential-
gleichungen ist die Diskretisierung der ra¨umlichen Operatoren. Hierzu schreibt man
die Modellgleichungen als:
∂tc = F(c) + Lc (3.4)
Hier ist c = c(x, y, t) der Vektor der dynamischen Variablen (u, v)T und F ist:
F(c) =
[
1
σ
(a− u− 4 uv
1 + u2
), b(u− uv
1 + u2
)
]T
(3.5)
L bezeichnet die Matrix der Ableitungen:
L =
(
1
σ
(∆− αφ ∂
∂x
) 0
0 δ(∆− βφ ∂
∂x
)
)
(3.6)
1http://www.netlib.org/ode/cvode.tar.gz
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wobei ∆ den eindimensionalen bzw. zweidimensionalen Laplace-Operator bezeich-
net. Fu¨r die Funktion F werden ihre Werte auf einem Stu¨tzgitter (xi, yi) berechnet.
Laplace-Operator
Der Laplace-Operator kann im zweidimensionalen Fall durch eine Fu¨nfpunkteform
∆c ≈ 1
h2
(cij+1 + cij−1 + ci+1j + ci−1j − 4cij) (3.7)
oder auch Neunpunkteform
∆c ≈ 1
6h2
(ci+1j+1+ci−1j−1+ci+1j+1+ci−1j−1+cij+1+cij−1+ci+1j+ci−1j−20cij) (3.8)
approximiert werden [HV03]. Wobei hier ∆x = ∆y = h vorausgesetzt wird und
somit cij = c(ih, jh) gilt. Die letzte Approximation hat durch die Diagonalelemente
eine gro¨ssere Invarianz und verringert den Einfluß der Symmetrie des Gitters im
Vergleich zur Fu¨nfpunkteform. Die Fehlerterme sind fu¨r die Fu¨nfpunkteform durch:
σ
[5]
h =
1
12
h2(cxxxx + cyyyy) +O(h4) (3.9)
und die Neunpunkteform durch:
σ
[9]
h =
1
12
h2(cxxxx + 2cxxyy + cyyyy) +O(h4) (3.10)
gegeben [HV03]. Mit cx...xy...y sind die entsprechenden partiellen Ableitungen beze-
ichnet. Auch hier zeigen sich die besseren Invarianzeigenschaften der Neunpunkte-
form in der Rotationsinvarianz des Fehlerterms. Bei genu¨gend kleiner ra¨umlicher
Schrittweite ist der Unterschied jedoch vernachla¨ssigbar. Fu¨r die Simulationen des
ra¨umlich zweidimensionalen Systems wurden im Inneren und am Rand des Gitters
die Neunpunkteform verwendet und an den Eckpunkten die Fu¨nfpunkteform.
Gradient
Der Effekt des elektrischen Feldes wird im zweidimensionalen Fall durch Terme der
Form
φ ·∇ck = φx∂ck
∂x
+ φy
∂ck
∂y
k = 1, . . . , n (3.11)
beschrieben. Da das elektrische Feld stets parallel zur x-Achse gewa¨hlt wurde, muß
also nur die partielle Ableitung
∂c
∂x
(3.12)
diskretisiert werden. Vergißt man fu¨r einen Augenblick den Reaktions und Dif-
fusionsterm, so erha¨lt man eine hyperbolische partielle Differtialgleichung, welche
u¨blicherweise in der Form:
∂c
∂t
+ η
∂c
∂x
= 0 (3.13)
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geschrieben wird, wobei η die Geschwindigkeit des Flusses bezeichnet. Zur Dis-
kretisierung des Gradiententerms bieten sich prinzipiell eine symmetrische Mittel-
punktsform oder die first order upwind Form an [Sch91, HV03]. Bei der sym-
metrischen Form erha¨lt man ausgehend von
1
2h
(
c(x− h)− c(x+ h)
)
= −cx − 1
6
h2cxxx +O(h4) (3.14)
fu¨r die diskretisierte Form
∂cij
∂x
≈ c(i+ 1, j)− c(i− 1, j)
2h
(3.15)
Bei der first order upwind Form geht man aus von der Entwicklung
1
h
(
c(x− h)− c(x)
)
= −cx − 1
2
hcxx +O(h2) (3.16)
und erha¨lt
∂cij
∂x
≈ c(i+ 1, j)− c(i, j)
h
(3.17)
Beide Approximationen haben ihre speziellen Probleme, was man an den modi-
fizierten Gleichungen sehen kann. So fu¨hrt die upwind Approximation zu numerisch-
er Diffusion
∂c
∂t
+ η
∂c
∂x
=
1
2
ηhcxx (3.18)
und bei der symmetrischen Approximation erha¨lt man
∂c
∂t
+ η
∂c
∂x
=
1
6
ηh2cxxx (3.19)
was zu einer Abha¨ngigkeit der Phasengeschwindigkeit von der Wellenzahl fu¨hrt, also
zu Dispersion und somit zu Oszillationen in der Lo¨sung. Diese Probleme treten vor
allem bei Lo¨sungen auf, welche nicht ausreichend glatt sind, wie z.B. Schockwellen.
In Abbildung 3.1 sind die Ergebnisse der beiden Methoden bei der Integration eines
einfachen Advektionsproblems mit der Anfangsbedingung sin10(2pi(x − 16)/30) zu
sehen. Auf der linken Seite ist der Effekt der numerischen Diffusion und auf der
rechten das Einsetzen zusa¨tzlicher Oszillationen zu erkennen. Die Geschwindigkeit
der Drift ist in beiden Fa¨llen gleich. Bei den hier betrachteten periodischen Wellen-
mustern sind die Effekte vernachla¨ssigbar. Fu¨r die Simulationen in der vorliegenden
Arbeit wurde die first-order-upwind Diskretisierung gewa¨hlt. Da es sich bei dem zu
lo¨senden Problem ohnehin um ein Reaktions-Diffusionsproblem handelt, entspricht
die numerische Diffusion einer geringen zusa¨tzlichen Ungenauigkeit im Diffusionsko-
effizienten. Einzelne Simulationen mit dem kompletten System zum Vergleich mit
der symmetrischen Diskretisierung lieferten identische Ergebnisse.
Randbedingungen
Als Randbedingungen kommen vor allem periodische und Neumann (No-Flux) in
Betracht. Fu¨r den speziellen Fall, des hier betrachteten experimentellen Systems,
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Abbildung 3.1: Links ist der Effekt der numerischen Diffusion bei dem first-order-
upwind Verfahren und rechts das Entstehen zusa¨tzlicher Oszillationen bei sym-
metrischer Diskretisierung des Gradiententerms dargestellt. Gezeigt ist die En-
twicklung einer Anfangsbedingung der Form sin10(2pi(x− 16)/30) zu verschiedenen
Zeitpunkten zwischen t = 1 und t = 3200.
mit einem elektrischen Feld parallel zur x-Achse wa¨re es jedoch auch physikalisch
sinnvoll, links und rechts Dirichlet und oben und unten von Neumann Randbedin-
gungen zu verwenden, da die Konzentrationen links und rechts durch die Kana¨le
mit den Elektroden als konstant angenommen werden ko¨nnen, oben und unten ist
das System hingegen von impermeablen Wa¨nden begrenzt. Im Allgemeinen ist der
Einfluß der Randbedingungen bei der Lo¨sung von partiellen Differentialgleichun-
gen, welche Reaktions-Diffusions-Systeme beschreiben jedoch gering, vorausgesetzt,
daß die charakteristische Wellenla¨nge der Muster klein ist gegen die Dimensionen
des Systems. In dieser Arbeit wurden denn auch parallel zum Feld periodische und
senkrecht No-Flux Randbedingungen verwendet. Setzt man ein quadratisches Gitter
mit der Gro¨ße L×L und h = L/N voraus, so erha¨lt man dann fu¨r die periodischen
Randbedingungen in x-Richtung:
c(L, y, t) = c(0, y, t) (3.20)
Die No-Flux Bedingungen in der y-Richtung lassen sich durch Spiegeln erreichen,
mit
c(x, L, t) = c(L− 2h, y, t)
c(x, 0, t) = c(2h, y, t)
(3.21)
Es ergibt sich somit ein System gekoppelter gewo¨hnlicher Differentialgleichungen der
allgemeinen Form:
c˙ = f(c,x, t) (3.22)
Dieses kann nun zusammen mit den geeigneten Anfangs- und Randbedingungen mit
dem oben genannten Paket zur numerischen Integration gewo¨hnlicher Differential-
gleichungen gelo¨st werden.
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Abbildung 3.2: Die Abbildungen zeigen die zeitliche Entwicklung der Profile der
Variablen u (links) und v (rechts) aus einer Sto¨rung am linken Rand. Die Aus-
breitung des Musters erfolgt mit konstanter Geschwindigkeit. Es entsteht ein sta-
tiona¨res ra¨umlich periodisches Muster.
Dynamic Regridding
Zur Lo¨sung des Systems in einem bewegten Gitter ist eine zeitliche Anpassung des
Gitters notwendig. Da die Flußterme im wesentlichen einer Translation entsprechen,
bietet sich an die Gleichungen in der Langrangeform [wou01] zu schreiben. Die
Gitterpunkte sind dabei zeitabha¨ngig und gegeben durch:
xR = x1 < x2(t) < · · · < xi(t) < · · · < xN = xR (3.23)
Dadurch ergibt sich fu¨r die totale zeitliche Ableitung:
c˙ =
∂c
∂t
+ x˙
∂c
∂x
= f(c, x, t) + x˙
∂c
∂x
(3.24)
Die Geschwindigkeit des Gitters kann nun mittels einer gewo¨hnlichen Differential-
gleichung x˙ = g(t) vorgegeben werden. Fu¨r das hier betrachtete Problem ist die
Geschwindigkeit mit der sich der Aktivator bewegt x˙ = αφ/σ eine physikalisch sin-
nvolle Wahl. Der zusa¨tzliche Gradiententerm wird wie oben beschrieben diskretisiert.
Die Lo¨sungen im bewegten System werden ausschließlich in der Diskussion betra-
chtet.
3.3 Eindimensionales System
Fu¨r Turingstrukturen im eindimensionalen System werden der Einfluß elektrisch-
er Felder auf die Ausbreitung entstehender Muster (Abbildung 3.2) und auf voll
ausgebildete Strukturen untersucht. Es zeigt sich, daß die Geschwindigkeit der Aus-
breitung eines Musters von der Amplitude und Richtung des Feldes φ abha¨ngt. Bei
voll ausgebildeten Mustern erzwingt das Feld eine Drift der Muster. Die Richtung
und Geschwindigkeit der Drift ha¨ngt von Feldsta¨rke φ und Ladungszahl α ab.
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Abbildung 3.3: Die Abbildungen zeigen die zeitliche Entwicklung der Profile der
Variablen u (links) und v (rechts) bei φ = 0.1 und α = 1 aus einer Sto¨rung von u in
der Mitte. Die Ausbreitung ist in Richtung der positiven x-Achse beschleunigt.
3.3.1 Wachstumsgeschwindigkeit als Funktion von φ
In diesem Abschnitt wird die Abha¨ngigkeit der Ausbreitungsgeschwindigkeit entste-
hender eindimensionaler Turingmuster von der Amplitude des elektrischen Feldes
und der fiktiven Ladung α des Aktivators u untersucht. Hierzu wurde φ fu¨r Werte
von α ∈ [1.0, 2.0] zwischen −0.1 und 0.1 in Schritten von δφ = 0.01 variiert.
Bestimmung der Ausbreitungsgeschwindigkeit
Fu¨r jedes Paar (φ, α) wurde die Geschwindigkeit mit welcher sich die Sto¨rung ausbre-
itet mit folgender Methode berechnet: Zuna¨chst wurde die Einhu¨llende der Maxima
des sich ausbreitenden Musters bestimmt. Dazu wurde an die Maxima, welche mit
Hilfe eines C-Programms detektiert wurden, ein Tangenshyperbolicus mittels der
Marquardt-Methode [BR03] angefittet:
f(x) = a(tanh(c(b− x)) + 1) + d (3.25)
Die Position der Front eines in die positive Richtung wachsenden Musters zu einem
gegebenen Zeitpunkt wurde definiert als der Schnittpunkt der Tangente im Wen-
depunkt von f(x) mit:
lim
x→∞
a(tanh(c(b− x)) + 1) + d (3.26)
und berechnet sich zu:
xfront =
1
c
+ b (3.27)
Aus den aufeinander folgenden Positionen der Front wurde die Geschwindigkeit mit-
tels linearer Regression bestimmt. Die einzelnen Schritte sind in Abbildung 3.4 an-
hand eines typischen Beispiels verdeutlicht. Der Vorgang wurde durch Shell- und
AWK-Scripte weitgehend automatisiert.
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Abbildung 3.4: Bestimmung der Wachstumsgeschwindigkeit. Zuna¨chst werden die
Maxima bestimmt, danach an diese f(x) = a(tanh(c(b−x))+1)+d gefittet. Dadurch
erha¨lt man die Einhu¨llende. Die Position der Front ist definiert als Schnittpunkt
der Tangente im Wendepunkt mit lim
x→∞
f(x).
Ergebnisse
Die Gleichungen wurden wie oben schon erwa¨hnt fu¨r Werte der Ladung α des Ak-
tivators u zwischen α = 1.0 und α = 2.0 fu¨r Amplituden des Feldes φ zwischen
φ = −0.10 und φ = 0.10 gelo¨st. Der Bereich der Amplituden wurde so gewa¨hlt, daß
der zusa¨tzliche Fluß der Ionen nur eine Sto¨rung der Diffusion darstellt und nicht die
Dynamik des Systems dominiert.
Es zeigt sich, daß das qualitative Verhalten des Systems im betrachteten Bere-
ich unabha¨ngig von der fiktiven Ladung α ist. Falls der induzierte Fluß und die
Wachstumsgeschwindigkeit parallel sind, so ist die Geschwindigkeit des Wachstums
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Abbildung 3.5: Links ist die Wachstumsgeschwindigkeit der Musters nach einer
Initialisierung am Rand in Abha¨ngigkeit von φ fu¨r verschiedene α aufgetragen. Dabei
wurde φ in Schritten von ∆φ = 0.01 vera¨ndert. Die angefitteten Parabeln schneiden
sich bei φ = 0 in v ≈ 0.0814. Rechts ist die Ableitung der Geschwindigkeit fu¨r φ = 0
fu¨r verschiedene α ∈ [1.0, 2.0] dargestellt.
in Abha¨ngigkeit von der Amplitude des Feldes gro¨sser, falls Fluß und Richtung des
Wachstums antiparallel sind, so wa¨chst das Muster langsamer als ohne Feld, wie in
Abbildung 3.3 dargestellt. Es ergibt sich ein nahezu linearer Zusammenhang zwis-
chen Amplitude des Feldes und Geschwindigkeit der Ausbreitung des Musters. Der
Wert von α hat nur einen geringen quantitativen Einfluß auf die Dynamik, wie der
linke Teil der Abbildung 3.5 zeigt. Um den Einfluß von α auf die Wachstums-
geschwindigkeit des Musters besser zu quantifizieren wurde die A¨nderung von v(φ)
bei φ = 0 bestimmt. Dazu wurde zuna¨chst an die einzelnen Kurven ein Polynom
zweiter Ordnung gefittet:
v(φ) = a(φ− b)2 + c (3.28)
und die Ableitung im Nullpunkt berechnet:
v′(0) = −2ab (3.29)
Es zeigt sich, daß ein nahezu linearer Zusammenhang zwischen der A¨nderung der
Geschwindigkeit und der fiktiven Ladung des Aktivators besteht, wie im rechten Teil
der Abbildung 3.5 dargestellt.
3.3.2 Drift als Funktion von φ und α
In diesem Abschnitt wird der Einfluß des elektrischen Feldes auf vollsta¨ndig ausge-
bildete Muster untersucht. Es wird die Abha¨ngigkeit der vom Feld induzierten Drift
des Musters von der Amplitude des elektrischen Feldes fu¨r verschiedene Werte der
fiktiven Ladung α des Aktivators u bestimmt.
Bestimmung der Driftgeschwindigkeit
Die Driftgeschwindigkeit wird aus der zeitlichen Entwicklung der Profile folgender-
maßen bestimmt: Zuna¨chst werden die Gitterpunkte mit den lokalen Maxima der
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Abbildung 3.6: Die Abbildungen zeigen die zeitliche Entwicklung der Profile der
Variablen u (links) und v (rechts) bei φ = 0.6 und α = 1. Das Muster driftet mit
konstanter Geschwindigkeit nach rechts.
Variablen u bestimmt. Die wahre Lage des Maximums muß jedoch nicht genau mit
einem der Gitterpunkte u¨bereinstimmen. Daher wird wird das Maximum mittels
Lagrange Interpolation [DeV94] ermittelt. Hierzu wird ein Polynom zweiter Ord-
nung durch die Werte u(x0), u(x1) und u(x2) gelegt, wobei x1 ein Gitterpunkt mit
einem lokalen Maximum von u ist und x0 und x2 dessen linker und rechter Nachbar
sind.
p(x) = a(x− x2)2 + b(x− x2) + c (3.30)
a,b und c ergeben sich aus:
c = f(x2)
b =
(x0 − x2)2[f(x1)− f(x2)]− (x1 − x2)2[f(x0)− f(x2)]
(x0 − x1)(x0 − x2)(x1 − x2)
a =
(x1 − x2)[f(x0)− f(x2)]− (x0 − x2)[f(x1)− f(x2)]
(x0 − x1)(x0 − x2)(x1 − x2)
(3.31)
Danach berechnet sich mit d
dx
p = 0 die Lage des Maximums xmax zu:
xmax = x2 − b
2a
(3.32)
Die Maxima werden fu¨r jede Zeile des Time-Space-Plots bestimmt und verfolgt.
Dadurch erha¨lt man die Bahn der einzelnen Maxima. Die Geschwindigkeit der Drift
ergibt sich aus der Steigung der angefitteten Geraden.
Ergebnisse
Anfangsbedingung war in allen Simulationen ein vorher berechnetes ra¨umlich pe-
riodisches Muster. Dieses Muster besitzt eine Wellenla¨nge von λ ≈ 9.24 und ist
bei φ = 0 stationa¨r. Bei Werten von φ > 0 gibt es einen U¨bergang zu einem
zeitabha¨ngigen Muster. Die Muster driften mit einer von φ abha¨ngigen konstanten
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Abbildung 3.7: Die Abbildungen zeigen eine Zusammenstellung der Drift-
geschwindigkeiten v in Abha¨ngigkeit vom Parameter φ fu¨r verschiedene α ∈ [0.2, 2.0].
Hierbei wurde φ in Schritten von ∆φ = 0.01 vera¨ndert. Der rechte Teil der Abbil-
dung ist ein Ausschnitt aus der linken mit angefitteten Geraden.
Geschwindigkeit. Fu¨r kleine Werte von φ ist die Driftgeschwindigkeit v eine lin-
eare Funktion, wie in der rechten Teilabbildung von Abbildung 3.7 ersichtlich. Dies
ist in U¨bereinstimmung mit Beobachtungen in anderen Systemen [MR95], wie z.B.
dem Puschinatormodel [RZ84] der Belousov-Zhabotinsky Reaktion. Aus der linken
Teilabbildung von 3.7 geht hervor, daß der Anstieg der Geschwindigkeit fu¨r gro¨ßere
Werte von φ nicht mehr linear ist, sondern sta¨rker wa¨chst. Es ist daru¨berhinaus er-
sichtlich, daß der genaue Verlauf der Kurven v(φ) von der Ladungszahl α abha¨ngt.
In Abbildung 3.8 sind die Profile von Aktivator und Inhibitor fu¨r verschiedene φ
aufgetragen, dabei ist das Profil des Inhibitors nach unten verschoben, um den
visuellen Vergleich der beiden Kurven zu vereinfachen. Aus den Abbildungen ist
ersichtlich, daß eine Verschiebung der beiden Profile gegeneinander eintritt, welche
mit steigender Amplitude von φ zunimmt. Gleichzeitig vera¨ndert sich das Profil
von einem nahezu sinusfo¨rmigen symmetrischen Profil zu einem asymmetrisch mit
klar unterscheidbaren Wellenru¨cken und Wellenfront. Es ist also eine Entkopplung
von Aktivator und Inhibitor durch den differentiellen Fluß eingetreten. Dies wird
auch in der Auftragung 3.9 deutlich. Hier sind jeweils die Konzentrationen von
u(x) und v(x) fu¨r ein Profil in Abha¨ngigkeit von φ gegeneinander aufgetragen. Es
ergibt sich eine Art Phasenraumdarstellung, in welcher der U¨bergang von einem sym-
metrischen Wellenprofil, bei dem ein Wert von u genau einem Wert von v entspricht,
zu einem asymmetrischen, bei welchem einem Wert von u verschiedene Werte in
Wellenfront und Wellenru¨cken zugeordnet sind, dargestellt ist. Aus den Abbildun-
gen kann man schließen, daß die Drift der Muster eine Folge der Entkopplung von
Aktivator und Inhibitor durch die eingefu¨hrten Driftterme ist. Wobei es wesentlich
ist, daß die Geschwindigkeit der Drift fu¨r die beiden Spezies verschieden ist, da
ansonsten die Gleichungen nur einer Transformation in ein bewegtes Bezugssys-
tem entsprechen wu¨rden [Far93], bei welcher allerdings keine Asymmetrien in den
Profilen auftreten und auch keine echte A¨nderung der Dynamik zu erwarten ist
[KMDB97, KM00, BKMS00].
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Abbildung 3.8: Profile von u und v fu¨r verschiedene Werte von φ ∈ [0, 0.48], bei
α = 1.00 (links) und α = 1.90 (rechts). Mit steigendem φ zeigt sich eine Phasen-
verschiebung und zunehmende Asymmetrie der Profile. Die v-Kurven wurden um
2.75 Einheiten nach unten verschoben, um den visuellen Vergleich der Phasenlage
zu erleichtern.
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Abbildung 3.9: Auftragung von v gegen u fu¨r verschiedene Werte von φ ∈ [0, 0.48],
bei α = 1.00 (links) und α = 1.90 (rechts). Mit steigendem φ entwickelt sich eine
Phasenverschiebung von u und v.
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Abbildung 3.10: Links ist die Ausgangsbedingung des Aktivators fu¨r die ra¨umlich
zweidimensionalen Simulationen gezeigt. Sie besteht in einem regelma¨ßigen Muster
kreisfo¨rmiger Gebiete. Die Grauwerte sind proportional des Wertes der Variablen u.
Rechts ist die Entwicklung nach τ = 3600 bei φ = 0.50 und α = 1.0 gezeigt. Hier sind
die Gebiete von links nach rechts, also in Flußrichtung gedriftet (αφ = 0.50 > 0). Die
Deformation der Bereiche ist klar zu erkennen. Die Parameter fu¨r die Simulationen
waren: Seitenla¨nge des Gitters L = 16, Anzahl Gitterpunkte N = 128 und φ = 0
bzw. φ = 0.50 und α = 1.0. Die Randbedingungen in horizontaler Richtung sind
periodisch und in vertikaler No-Flux. Die Kontourlevel sind links: 1.5, 2.0 2.5, 3.0
und 3.5 rechts: zusa¨tzlich 1.0.
3.4 Zweidimensionales System
Bei der Simulation des ra¨umlich eindimensionalen Systems stand die Entwicklung
der Muster unter Einfluß des elektrischen Feldes und die Abha¨ngigkeit der Drift-
geschwindigkeit von α und der Amplitude des Feldes φ im Mittelpunkt. Bei den
Rechnungen zu dem zweidimensionalen System wird der Einfluß des Feldes auf ein
vollsta¨ndig entwickeltes Muster untersucht, um einen Vergleich mit den im exper-
imentellen Teil vorgestellten Ergebnissen zu ermo¨glichen. Dazu wird zuna¨chst das
Muster des experimentellen Systems reproduziert und als Anfangsbedingung fu¨r
die Rechnungen mit verschiedenen Werten der Parameter α und φ gewa¨hlt. Die
Anfangsbedingungen sind in Abbildung 3.10 links in Form einer skalierten Grauw-
ertverteilung und als Konturplot der Variablen u zu sehen. Zur Berechnung der
Anfangsbedingungen erfolgte eine Initialisierung eines 128 × 128 großen Feldes der
Seitenla¨nge L = 16 mit einer Zufallsverteilung um den Fixpunkt (uss, vss) des ho-
mogenen Systems:
(us, vs) = (us, 1 + u
2
s) =
(
a
5
, 1 +
a2
25
)
(3.33)
Aus der Initialisierung entwickelt sich ein im wesentlichen hexagonales Muster aus
kreisfo¨rmigen Gebieten mit einer Wellenla¨nge λ ≈ 9.39, was reskaliert einer Wellen-
la¨nge von λ ≈ 0.39 mm entspricht. Im Folgenden werden zuna¨chst die Ergebnisse der
Untersuchungen der Abha¨ngigkeit der Richtung und Geschwindigkeit der Drift von
φ und α vorgestellt. Danach wird die Amplitude der Muster als Funktion von φ und
α untersucht und in diesem Zusammenhang der U¨bergang von einem hexagonalen
Muster zu einem Streifenmuster dargestellt.
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Abbildung 3.11: Die Abbildungen zeigen eine Zusammenstellung der Drift-
geschwindigkeiten v fu¨r das ra¨umlich zweidimensionale System in Abha¨ngigkeit vom
Parameter φ fu¨r verschiedene α ∈ [0.2, 1.8]. Hierbei wurde φ in Schritten von
∆φ = 0.02 (bzw. 0.01 bei α = 1.0) vera¨ndert. Der rechte Teil der Abbildung
ist ein Ausschnitt aus der linken mit angefitteten Geraden.
3.4.1 Drift als Funktion von φ und α
Hier wird die Abha¨ngigkeit der Drift von der Amplitude des Feldes φ fu¨r verschiedene
α untersucht. Dazu wurde das Gleichungssystem 3.3 mit denselben Parametern wie
im eindimensionalen Fall auf einem Feld mit der Seitenla¨ngen L = 16 fu¨r Zeiten
τ bis zu τ = 3600 integriert. Im Verlauf der Simulation wurden in Absta¨nden
von ∆τ = 10 die Werte der Variablen u und v als Funktion des Ortes in ein
File geschrieben. Die Auswertung der Geschwindigkeit erfolgte auf der Grundlage
dieser Daten und wurde mit demselben Verfahren durchgefu¨hrt, mit welchem die
experimentellen Daten ausgewertet wurden. Aufgrund der kleinen Ausdehnung des
Feldes und der damit verbundenen geringen Anzahl an Gebieten, wurde hier auf die
Voronoianalyse und das Erstellen eines Geschwindigkeitsfeldes verzichtet. Abbil-
dung 3.11 zeigt die Geschwindigkeit, mit welcher die Gebiete driften, als Funktion
von φ fu¨r verschiedene α. Die Abha¨ngigkeit des Betrags der Geschwindigkeit ist
fu¨r kleine Werte von φ nahezu linear, wie aus dem rechten Teil der Abbildung 3.11
deutlich hervorgeht. Die Richtung der Geschwindigkeit ist sowohl von α als auch
von φ abha¨ngig. Der Wert von α ≈ 0.6 stellt hierbei eine Grenze dar oberhalb derer
die Drift der Gebiete mit dem Fluß von u und v u¨bereinstimmt. Fu¨r Werte α ≤ 0.6
erfolgt die Drift hingegen fu¨r kleine φ stets gegen den Fluß, wobei der Betrag der
Geschwindigkeit zuna¨chst mit wachsendem φ ansteigt um dann wieder abzunehmen.
Der Maximalwert von φ wurde bei der Auswertung der Geschwindigkeit auf φ = 0.5
beschra¨nkt, da bei ho¨heren Werten in Abha¨ngigkeit von α ein U¨bergang zu einem
Streifenmuster erfolgt und die verwendete Definition der Geschwindigkeit nicht mehr
gu¨ltig ist.
3.4.2 U¨bergang von Punktmuster zu Streifen
In den Simulationen zeigte sich, daß das Punktmuster bei ho¨heren Werten von φ seine
Stabilita¨t verliert und in ein Muster aus zum Fluß senkrechten Streifen u¨bergeht. Um
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diesen U¨bergang na¨her zu charakterisieren wurde die zeitliche Entwicklung der Am-
plitude der Muster fu¨r gegebenes φ untersucht. Zusa¨tzlich wurde die Abha¨ngigkeit
der Amplitude von φ fu¨r ein τ = 3600 (Ende der Simulation) betrachtet.
In Abbildung 3.12 sind die Amplituden von u und v zum Zeitpunkt τ = 3600 als
Funktion von φ fu¨r vier verschiedene Werte von α dargestellt. Die Amplitude von
u steigt fu¨r kleine φ zuna¨chst nur leicht an und a¨ndert sich bei φ ≈ 0.60 sprunghaft
auf einen wesentlich ho¨heren Wert. Der genaue Verlauf des U¨bergangs ha¨ngt hierbei
von α ab. Bei kleinem α erfolgt ein steiler Anstieg zu ho¨heren Amplituden wohinge-
gen bei gro¨ßeren Werten zuna¨chst ein Absinken der Amplitude zu verzeichnen ist.
Die Ursache fu¨r diesen Verlauf ist einerseits in der begrenzten Dauer der Simulation
begru¨ndet und la¨ßt sich aus der zeitlichen Entwicklung der Amplitude der Mustern
in Abbildung 3.13 ablesen. Andererseits unterscheidet sich die Pha¨nomenologie der
U¨berga¨nge bei kleinen und großen α, wie in den Abbildungen 3.14 und 3.15 gezeigt
ist. In Abbildung 3.14 ist der zeitliche Verlauf des Zusammenbruchs des Punkt-
musters fu¨r α = 0.20 und φ = 0.78 dargestellt. Die Punkte beginnen zuna¨chst
entgegen der Richtung des Flußes von u und v zu driften. Dabei vera¨ndern die kre-
isfo¨rmigen Gebiete ihre Form zu Ellipsen deren kleine Halbachse parallel zum Fluß
ist. Schließlich verbinden sich die Gebiete zu einem vertikalen Streifen, der ebenfalls
entgegen der Richtung des Fluß driftet. Die Wellenla¨nge des entgu¨ltigen Musters
ist wesentlich gro¨ßer als die des urspru¨nglichen Punktmusters. Die zeitliche Dauer
der abgebildeten Sequenz erstreckt sich bis τ = 3000. Vergleicht man hiermit den in
Abbildung 3.15 dargestellten U¨bergang bei α = 1.40 und φ = 0.78, so fa¨llt zuna¨chst
auf, daß die Punkte jetzt in Richtung des Fluß driften. Auch hier vera¨ndern die
Gebiete ihre Form wie oben. Allerdings ist der U¨bergang selbst weniger drama-
tisch, die Punkte verbinden sich zu einem Streifenmuster welches eine vergleichbare
Wellenla¨nge wie das urspru¨ngliche Muster hat. Hier erstreckt sich die abgebildete
Sequenz nur bis τ = 2100, der U¨bergang zu Streifen ist also schneller abgeschlossen,
allerdings dauert es la¨nger bis sich die Amplitude stabilisiert. Die in 3.13 abgebilde-
ten Beispiele zeigen, daß die Vera¨nderung der Amplitude von u fu¨r eine gegebenes
φ nicht monoton steigend verla¨uft, sondern beim U¨bergang zu ihrem entgu¨ltigen
Wert zuna¨chst absinkt und diesen u¨ber Oszillationen erreicht. Wird die Simulation
beendet bevor der stabile Wert erreicht wird, so erha¨lt man einen zu niedrigen Wert.
Dieser Effekt ist bei gro¨ßeren α sta¨rker ausgepra¨gt als bei kleinen, da der U¨bergang
bei diesen fru¨her erfolgt und die Oszillationen kleiner sind.
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Abbildung 3.12: Dargestellt ist die Abha¨ngigkeit der Amplituden von u (links) und
v (rechts) fu¨r τ = 3600 von φ und verschiedene α zwischen 0.20 und 1.20.
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Abbildung 3.13: Dargestellt ist die Zeitabha¨ngigkeit der Amplitude von u (links)
und v (rechts) fu¨r verschiedene φ und α zwischen 0.20 und 1.20.
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Abbildung 3.14: Zeitliche Entwicklung der normierten Verteilung der Variablen u
fu¨r α = 0.2 und φ = 0.78 Es erfolgt ein U¨bergang von kreisfo¨rmigen Gebieten zu
Streifen, welche senkrecht zur Drift orientiert sind. Die erste Abbildung zeigt den
Zustand fu¨r τ = 10. Der zeitliche Abstand ∆τ der nachfolgenden Abbildungen
betra¨gt ∆τ = 100, beginnend mit τ1 = 1200 fu¨r die zweite Abbildung. Sowohl die
Punkte als auch die Streifen driften entgegen der Flußrichtung nach links.
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Abbildung 3.15: Zeitliche Entwicklung der Muster und U¨bergang von kreisfo¨rmigen
Gebieten zu Streifen bei α = 1.4 und φ = 0.78. Die erste Abbildung zeigt den
Zustand fu¨r τ = 10. Der zeitliche Abstand ∆τ der nachfolgenden Abbildungen
betra¨gt ∆τ = 100, beginnend mit τ1 = 300 fu¨r die zweite Abbildung. Sowohl die
Punkte als auch die Streifen driften in der Flußrichtung nach rechts.
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Kapitel 4
Diskussion
Hier sollen die Ergebnisse, der in den vorherigen Abschnitten vorgestellten Exper-
imente und Simulationen, besprochen werden. Es erfolgt zuna¨chst eine Betrach-
tung der Mo¨glichkeiten und Grenzen des Reaktors. An diese schließt sich eine
Gegenu¨berstellung der numerischen und experimentellen Ergebnisse an. Hiervon
ausgehend erfolgt eine Beurteilung des Modells. Den Abschluß bildet ein Aus-
blick, in welchem die Arbeit in den Rahmen der aktuellen Forschung gestellt wird
und mo¨gliche Richtungen zur Fortsetzung der Untersuchungen und offene Fragen
aufgezeigt werden.
4.1 Reaktor
In musterbildenden chemischen Reaktionen, welche wie die Belousov-Zhabotinsky-
Reaktion, die Methylenblau-Reaktion oder die hier untersuchte CDIMA-Reaktion
in wa¨ssriger Lo¨sung ablaufen, spielen Ionen eine Schlu¨sselrolle fu¨r die Dynamik des
Systems. Diese Ionen - und somit die Musterbildung im System - sind durch elek-
trische Felder, wie sie mit Hilfe des in dieser Arbeit verwendeten offenen Reaktors
angelegt werden ko¨nnen, beeinflußbar. Die Vorteile des Reaktors zeigen sich bei
einem Vergleich mit den vorher verwendeten Versuchsaufbauten zur Beeinflussung
stationa¨rer Strukturen mittels externer elektrischer Felder. Diese waren ausnahm-
slos abgeschlossene Systeme und erlaubten somit nur Experimente mit einer eng
begrenzten zeitlichen Dauer. Weiterhin wurden die vorherigen Experimente auss-
chließlich in der Methylenblau-Reaktion durchgefu¨hrt, in welcher der genaue Mecha-
nismus der Musterbildung (auch ohne elektrisches Feld) noch in der Diskussion steht
[KCOZE98, KCOZE99, OKCZE99, SKM99]. Im Gegensatz dazu ist der hier ver-
wendete Reaktor ein offener Reaktor und die Dauer der Experimente ist nicht durch
den Verbrauch der Edukte beschra¨nkt. Ein weiteres Problem stellt in abgeschlosse-
nen Systemen die Kontamination mit Produkten der Reaktion oder der Elektrolyse
an den Elektroden dar. In Experimenten mit der Belousov-Zhabotinsky Reaktion
wurde daher der direkte Kontakt zwischen Elektroden und der Reaktionslo¨sung
z.B. durch einen mit K2SO4-Lo¨sung getra¨nkten Streifen aus Filterpapier vermieden
[SSM92b]. In dieser Arbeit wurde der Eintrag von Produkten der Elektrodenreaktio-
nen durch das sofortige Abpumpen aus den Kana¨len mit den Elektroden minimiert.
Es waren selbst bei Experimenten mit einer Dauer von mehreren Stunden keine
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Effekte erkennbar, die auf eine Sto¨rung des Reaktionsablaufes durch die Produk-
te hingewiesen ha¨tten. Allerdings stellte die Verwendung von Peristaltik-Pumpen
zur Zufu¨hrung der Chemikalien eine wesentliche Einschra¨nkung bei der quantita-
tiven Auswertung der experimentellen Daten dar, da sich die Flußraten bedingt
durch den Verschleiß der Schla¨uche wa¨hrend eines Experiments vera¨ndern. Dies
wird durch die starke Korrosion des Schlauchs, der die Iod-Lo¨sung zufu¨hrt, noch
versta¨rkt und kann durch nachregulieren der Andrucksta¨rke nicht ausreichend kom-
pensiert werden. U¨berraschenderweise war kein Einfluß auf die Driftgeschwindigkeit-
en im Verlauf eines Experimentes erkennbar, allerdings scheinen die Resultate der
Voronoianalyse durch die Schwankungen an Aussagekraft zu verlieren. Insbesondere
fu¨r Experimente in der Na¨he von Bifurkationen sind stabile Flußraten notwendig, da
hier schon kleine Schwankungen zu signifikanten A¨nderungen der Dynamik fu¨hren
ko¨nnen. Die ungenu¨gende Stabilita¨t der Pumpraten ist jedoch kein prinzipielles
Problem des Aufbaus und eine ausreichende Stabilita¨t kann z.B. durch den Einsatz
von Kolbenpumpen erreicht werden.
Ein Nachteil mehr prinzipieller Natur ist jedoch die Begrenzung der Stromsta¨rke
aufgrund der Bildung von Gasblasen durch die an den Elektroden stattfindende Elek-
trolyse. In den Experimenten konnten problemlos Werte bis ca. 20 mA verwendet
werden. Bei weiterer Erho¨hung der Stromsta¨rke ko¨nnen die Gasblasen nicht schnell
genug abgefu¨hrt werden und werden zwischen Gel und Reaktorru¨ckwand gedru¨ckt,
dadurch wird das Gel angehoben und evtl. zersto¨rt, in jedem Fall ist eine sinnvolle
Weiterfu¨hrung der Messung dann nicht mehr mo¨glich. Die Pumprate kann anderer-
seits nicht beliebig gesteigert werden, um die Gasblasen schneller aus dem System
zu entfernen, da diese durch die Gesamtpumprate begrenzt ist.
Das elektrische Feld zwischen den Elektroden insbesondere der im Gel vorhan-
dene Anteil konnte nicht bestimmt werden, da die Gelscheibe von außen aufgrund der
Reaktorgeometrie nicht zuga¨nglich ist und ein nachtra¨glicher Einbau entsprechender
Elektroden nicht mo¨glich war. Die Potentialverteilung im Gel ist somit unbekan-
nt. Eine weitere Komplikation stellt die Flu¨ssigkeitsschicht vor dem Gel dar, da die
Verteilung des Stromflusses durch diese und das Gel, also in der Ebene in welcher
sich die Muster ausbilden nicht bekannt ist. Dadurch wird eine quantitative Interpre-
tation der Ergebnisse weiter erschwert. Bei einer Fortfu¨hrung der Experimente und
einem damit verbundenen Nachbau des Reaktors sollten entsprechende Elektroden
eingebaut werden, um das elektrische Feld im Innern des Reaktors zu bestimmen.
Es wurde auch ein Ausbleichen des Musters kurz nach dem Einschalten des
elektrischen Stromes beobachtet. Ursache hierfu¨r ko¨nnte eine Beeinflussung der
Stabilita¨ts- oder Absorptionseigenschaften des Iod-PVA Komplexes durch das elek-
trische Feld sein. Fu¨r eine entgu¨ltige Kla¨rung dieser Frage sind jedoch weiter Un-
tersuchungen notwendig.
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4.2 Modellrechnung und Experiment
Zuna¨chst sollen die numerischen Lo¨sungen von (3.3) betrachtet werden. Hierzu
werden die Flußterme der Gleichungen in eine andere Form gebracht:
∂u
∂τ
=
1
σ
(a− u− 4 uv
1 + u2
+ ∆u)− 1
σ
αφ
∂u
∂x
∂v
∂τ
= b(u− vu
1 + u2
) + δ∆v − (δβ − 1
σ
α)φ
∂v
∂x
− 1
σ
αφ
∂v
∂x
(4.1)
Dadurch erfolgt eine Zerlegung des Problems in die verschieden Teile: Reaktion-
skinetik, Diffusion, differentieller Fluß und einen Translationsanteil. Der Transla-
tionsanteil ist durch die jeweils letzten Terme (αφ/σ)∂xu und (αφ/σ)∂xv gegeben
und beschreibt einen Fluß mit der Geschwindigkeit vT = αφ/σ > 0 in Richtung der
positiven x-Achse. Dies sind auch genau die Terme, welche man hinzufu¨gen wu¨rde,
wenn man ein Gleichungssystem in einem sich mit der entsprechenden konstanten
Geschwindigkeit nach links bewegenden Gitter numerisch lo¨sen mo¨chte [wou01]. An-
ders ausgedru¨ckt der Anteil, welchen es zu kompensieren gilt, falls man das System
in einem sich nach rechts bewegenden System beschreibt, wie in Abschnitt 1.2.3 auf
Seite 27 mit Gleichung (1.74) geschehen.
Die Geschwindigkeit des differentiellen Flusses hingegen ist η = (δβ−α/σ)φ > 0.
Dies bedeutet fu¨r Werte von α < δβσ ≈ 28 eine Verschiebung des Inhibitors
gegenu¨ber dem Aktivator nach rechts, was im bewegten System stets in einer nach
links laufenden Welle resultiert. Deren Geschwindigkeit wird im Weiteren mit
vE bezeichnet. Im Laborsystem sind die Richtung der Translation und der Erre-
gungswelle, welche durch die Entkopplung von Aktivator und Inhibitor entsteht,
gegensa¨tzlich. Es kann also Werte fu¨r φ geben, bei welchen die Muster nach links
driften und Werte fu¨r welche sie nach rechts driften. Die Translationsgeschwindigkeit
vT (φ) steigt mit φ linear an. Da die Geschwindigkeit der Wellen durch den dif-
ferentiellen Fluß jedoch begrenzt sein sollte, folgt hieraus der Verlauf der in den
numerisches Simulationen beobachteten Geschwindigkeitskurven. So dominiert bei
den mit negativen Werten beginnenden Geschwindigkeitskurven zuna¨chst der Anteil
der Geschwindigkeit, der durch den differentiellen Fluß verursacht wird, im weiteren
Verlauf bestimmt schließlich der Translationsanteil die Dynamik.
In Abbildung 4.1 sind die entsprechenden Geschwindigkeitskurven fu¨r die Lo¨-
sungen des eindimensionalen Systems in einem sich mit der Geschwindigkeit αφ/σ
nach rechts bewegenden Gitter gezeigt und in Abbildung 4.2 die korrespondierende
zeitliche Entwicklung der Profile fu¨r zwei verschiedene Werte von η. Die Auftragung
der Geschwindigkeit als Funktion von η ist in ihrem Verlauf nicht abha¨ngig von α >
0, welches nur eine Skalierung bewirkt. Die Wertemenge, welche η mit φ durchla¨uft
a¨ndert sich dadurch nicht. Mit steigendem η ist also stets ein relativ steiler Anstieg
der Geschwindigkeit zu verzeichnen, welche dann im weiteren Verlauf ein Maximum
erreicht und schließlich wieder absinkt. Die Abha¨ngigkeit von η von α ist gering,
da α  δβσ gilt. Dies bedeutet, daß auch die eigentliche Wellengeschwindigkeit
nur wenig von α beeinflußt ist. Da der Translationsanteil jedoch linear in α ist,
beobachtet man im Laborsystem einen starken Einfluß des Wertes von α auf die
Geschwindigkeitskurven. Die Nullstellen der Geschwindigkeitskurven entsprechen
den Schnittpunkten der beiden Kurven |vT (φ)| und |vE(φ)|.
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Abbildung 4.1: Die Abbildungen zeigen die Driftgeschwindigkeiten v als Funktion
des differentiellen Flusses η = (δβ − α/σ)φ fu¨r die Lo¨sung des eindimensionalen
Systems in einem sich mit αφ/σ nach rechts bewegenden Gitter. Der rechte Teil der
Abbildung ist ein Ausschnitt aus der linken, um den Verlauf der Geschwindigkeit fu¨r
kleine η sichtbar zu machen. Die Punkte in der rechten Teilabbildung kennzeichnen
die aus den Simulationen ermittelten Geschwindigkeiten. In der linken Teilabbildung
ist aus U¨bersichtlichkeitsgru¨nden nur die Kurve durch die Punkte gezeigt.
Vergleicht man die Geschwindigkeitskurven fu¨r das ra¨umlich eindimensionale
(Abb. 3.7) und das zweidimensionale System (Abb. 3.11) miteinander, so fall-
en geringe systematische Unterschiede in der Abha¨ngigkeit der Geschwindigkeiten
von φ auf. Die Kurven des zweidimensionalen Systems sind zu positiven Werten
hin verschoben. Dies la¨ßt sich unter Verwendung der Eikonalgleichung fu¨r Erre-
gungswellen v = vo − KD [KT86, Zyk80] erkla¨ren. Diese beschreibt die Ausbre-
itungsgeschwindigkeit v in Abha¨ngigkeit von der lokalen Kru¨mmung K der Wellen-
front und der Ausbreitungsgeschwindigkeit v0 einer ebenen Welle. Da im zweidimen-
sionalen Fall kreisfo¨rmige oder anna¨hernd kreisfo¨rmige Konzentrationsverteilungen
mit K > 0 betrachtet wurden, ist zu erwarten, daß |vE| kleiner ist als im eindi-
mensionalen Fall. In beiden Fa¨llen ist jedoch vT gleich und somit ergibt sich die
Verschiebung der Kurven in die positive Richtung. Die Ergebnisse der Simulationen
des ra¨umlich zweidimensionalen Systems stehen auch im Einklang mit den Vorher-
sagen aus der linearen Stabilita¨tsanalyse, welche eine Drift der Muster parallel zum
Fluß und einen U¨bergang zu einem Streifenmuster mit einer zum Fluß senkrecht-
en Ausrichtung vorhersagt. Sie besta¨tigen damit auch die Vorhersagen fru¨herer
Lattice-Gas Simulationen von Ponce-Dawson et. al [DLK94]. In dem dort unter-
suchten System sind die Reaktionsterme aus dem Selkov-Modell fu¨r die Glykolyse
[Sel68, Pea93] abgeleitet und der differentielle Fluß ist hydrodynamisch bedingt.
Es bleibt jetzt noch die numerischen Ergebnisse mit den Resultaten der Exper-
imente zu vergleichen. Wie schon bei der Diskussion der Eigenschaften des Reak-
tors erla¨utert sind die Ergebnisse der Voronoianalyse aufgrund der schwankenden
Pumpraten von geringer Aussagekraft, daher soll hier nicht weiter auf sie eingegan-
gen werden, sondern im wesentlichen die Drift der Muster betrachtet werden.
Zur Erinnerung hier eine kurze Wiederholung der Resultate: Das elektrische
Feld erzwingt eine Drift der Muster mit einer Geschwindigkeit von einigen µm/min.
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Abbildung 4.2: Die Abbildungen zeigen die zeitliche Entwicklung der Profile der
Variablen u fu¨r η = 0.825 (links) und η = 92.7 (rechts) in einem sich mit αφ/σ nach
rechts bewegenden Gitter.
Die Richtung der Drift ist entgegengesetzt zu der Drift der Ionen I− und ClO−2 .
Die Abha¨ngigkeit der Driftgeschwindigkeit von der Stromsta¨rke ist fu¨r die betra-
chteten Stromsta¨rken linear steigend, wie in Abbildung 2.9 zu sehen. Fu¨r eine
gegebene Stromsta¨rke ist die Geschwindigkeit wa¨hrend der mehrstu¨ndigen Dauer
des Experimentes konstant und die Abha¨ngigkeit der Geschwindigkeit vom Ort ver-
nachla¨ssigbar.
Bei einem Vergleich der experimentellen Kurven der Driftgeschwindigkeit mit
den numerischen fa¨llt auf, daß in den Rechnungen fu¨r α = 1.0, was der direkt
aus der Ladung bestimmte Wert fu¨r α ist, nur eine geringe Drift mit positiver
Geschwindigkeit auftritt, wohingegen im Experiment die Geschwindigkeit negativ
ist. Dies weist darauf hin, daß das Modell eine zu grobe Vereinfachung ist, um die
feineren Details der Wirkung des elektrischen Feldes auf die Musterbildung in der
CDIMA-Reaktion korrekt zu erfassen. Wa¨hrend es die ungsto¨rten Muster recht gut
beschreibt, so ist z.B. die Wellenla¨nge λsim der Muster in den numerischen Simula-
tionen mit 0.39 mm nahe an der in den Experimenten gemessene Wellenla¨nge von
λexp = 0.4 mm, war es notwendig die effektive Ladung α des Aktivators anzupassen,
um zumindest die richtige Richtung der Drift zu erhalten. Da die Drift der Muster
in den Experimenten entgegen der Bewegung der Ionen ist, wa¨re es interessant zu
untersuchen, ob sich die Richtung der Drift bei weiterer Erho¨hung der Stromsta¨rke
umkehrt, wie dies aus den Ergebnissen der Rechnungen zu erwarten ist. Dies wa¨re
auch hinsichtlich des durch die Rechnungen vorhergesagten U¨bergangs von Punk-
tmustern zu Streifenmustern (Abb. 3.14 und Abb. 3.15) interessant, welche bei
gro¨ßeren Stromsta¨rken auftreten sollten.
4.3 Fazit und Ausblick
Obwohl der genaue Mechanismus durch welchen die in den Experimenten beobachtete
Destabilisierung der Muster verursacht wird, noch nicht im Detail verstanden ist, ist
es mo¨glich die experimentellen Ergebnisse mit einem semi-quantitativen Modell, das
auf dem Mechanismus der CDIMA-Reaktion basiert, zu reproduzieren. Weitere Ver-
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feinerungen des Modells, etwa durch die Einbeziehung zusa¨tzlicher geladener Spezies
und der Beru¨cksichtigung lokaler Elektroneutralita¨t, werden sehr wahrscheinlich zu
einem tieferen Versta¨ndnis und einer realistischeren Beschreibung der Effekte elek-
trischer Felder in der CDIMA-Reaktion und in Reaktions-Diffusions Systemen im
Allgemeinen, fu¨hren. Doch schon aus den vorliegenden Ergebnissen la¨ßt sich ent-
nehmen, daß der grundlegende Mechanismus der Destabilisierung der differentielle
Fluß von Aktivator und Inhibitor ist. Es ko¨nnten jedoch auch noch andere Mechanis-
men eine Rolle spielen, wie eine durch den Strom verursachte verminderte Komplex-
bildung von PVA und Triiodid. Dies wird durch den starken Abfall des Kontrastes
nach dem Einschalten des elektrischen Feldes nahegelegt. So ko¨nnte eine vermin-
derte Komplexbildung des Aktivators die Entstehung von zeitabha¨ngigen Struk-
turen fo¨rdern. Andererseits reproduzieren die numerischen Simulationen mit festem
Komplexifizierungsfaktor von PVA die experimentellen Ergebnisse relativ gut. Dies
la¨ßt darauf schließen, daß die eventuell verminderte Bindungsfa¨higkeit kein bestim-
mender Faktor fu¨r die Dynamik ist.
Ein Schwerpunkt weiterer Experimente sollte die Untersuchung bei ho¨heren Strom-
sta¨rken sein, da hier qualitative A¨nderungen der Muster oder eine Umkehrung der
Richtung der Drift zu erwarten sind. Dazu sind allerdings Verbesserungen am Reak-
tor notwendig, um zu verhindern, daß Gasblasen zwischen Gel und Reaktorwand
gelangen. Hierzu ko¨nnte man eine Membran zwischen den Kana¨len und dem Gel
einbringen oder den Druck im Inneren des Reaktors erho¨hen und dadurch die Bildung
von Gasblasen erschweren. Neben der in dieser Arbeit betrachteten Geschwindigkeit
der Muster ist auch deren Wellenla¨nge ein wichtiger Systemparameter. Aus den
Rechnungen ist zu erwarten, daß die Wellenla¨nge mit zunehmender Stromsta¨rke
ansteigt, wie auch Untersuchungen in anderen Systemen nahelegen [MR95]. Als
logischer na¨chster Schritt erscheint jedoch die Untersuchung der Wirkung des elek-
trischen Feldes auf andere Mustertypen, wie z.B. Streifenmuster. Hierzu ist lediglich
eine A¨nderung der Ausgangskonzentrationen der Chemikalien oder Pumpraten er-
forderlich. Dies ko¨nnte auch einen Ansatzpunkt fu¨r weitere numerischen Simula-
tionen mit dem ra¨umlich zweidimensionalen System bilden. Im Rahmen der Sim-
ulationen wa¨re es auch denkbar Erkenntnisse u¨ber den Effekt von zeitabha¨ngigen
Feldern zu gewinnen, etwa periodische oder stochastische. Dies sollte eine rela-
tiv einfache Erweiterung des Modells darstellen und mit dem verwendeten Solver
durchfu¨hrbar sein. Bei dem Solver mag es auch interessant sein, die Schrittweitens-
teuerung na¨her zu betrachten, welche fu¨r kleine und sehr große Werte von η starke
irregula¨re Schwankungen aufweist, wie in der Abbildungen C.2 zu sehen ist. Fu¨r
eine realistischere Beschreibung der CDIMA-Reaktion ist es allerdings notwendig
das Modell zu erweitern. Ein Weg hierbei ist die Beru¨cksichtigung lokaler Felder,
wobei man analog wie die Autoren von [FSM00] vorgehen ko¨nnte. Daru¨berhinaus
wird von dem Modell nicht beru¨cksichtigt, daß das System eigentlich ra¨umlich drei-
dimensional ist. Einen Einstieg in diese Problematik findet sich in der Doktorarbeit
von E. Barillot [Bar96]. Eine weitere Richtung fu¨r zusa¨tzliche Untersuchungen bietet
die Verfolgung der Bahn einzelner Spots. So ko¨nnte man z.B. die Wechselwirkung
der hellen Gebiete unter dem Einfluß des Feldes untersuchen.
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Zusammenfassung
Turingstrukturen sind nach dem britischen Mathematiker Alan Turing benannt. Sie
wurden von ihm 1952 als ein Mechanismus der Strukturbildung in biologischen Sys-
tem vorgeschlagen. Erstmals konnten sie 1990 in Bordeaux von der Arbeitsgruppe
um Patrick DeKepper in der Chlordioxid-Iod-Malonsa¨ure Reaktion (CDIMA) exper-
imentell nachgewiesen werden. Seither stand vor allem die Untersuchung autonomer
Strukturen im Vordergrund. Erst in letzter Zeit sind die Mo¨glichkeiten der externen
Beeinflussung der Strukturen in den Mittelpunkt des Interesses geru¨ckt.
Ziel der vorliegenden Arbeit war es die experimentellen Voraussetzungen zu schaf-
fen, um die Dynamik der Muster unter dem Einfluß von elektrischen Feldern fu¨r be-
liebig lange Zeitra¨ume zu untersuchen. Daru¨berhinaus sollten durch mathematische
Modellierung und numerische Simulationen weitere Einsichten in die Dynamik von
Mustern in diesem und vergleichbaren Systemen gewonnen werden.
Es wurde ein Reaktor entwickelt, der es ermo¨glicht die Entstehung und Dynamik
von Mustern in der CDIMA-Reaktion unter dem Einfluß externer elektrischer Felder
zu untersuchen. Das elektrische Feld ist parallel zum Gel in welchem sich die Muster
entwickeln und bewirkt einen von der Ladung der Spezies abha¨ngigen Fluß der Io-
nen in der Ebene des Gels. Die Dynamik der Muster vera¨ndert sich dadurch und
es erfolgt ein U¨bergang von stationa¨ren zu zeitabha¨ngigen Mustern. Ein stationa¨res
hexagonales Muster beginnt bei eingeschaltetem Feld mit einer von der Stromsta¨rke
abha¨ngigen Geschwindigkeit von einigen µm/min zu driften. Die Muster bewegen
sich in Richtung Kathode also entgegen der Drift der negativ geladenen Ionen I−
und ClO−2 . Hierbei bleibt die hexagonale Struktur des Musters weitgehend erhal-
ten. Es wurde eine umfangreiche Software entwickelt, welche eine semi-automatische
Verfolgung und Geschwindigkeitsanalyse der sich bewegenden Muster erlaubt.
Der zweite Teil der Arbeit befaßt sich mit der mathematischen Modellierung
des Einflusses des elektrischen Feldes auf die Muster. Hierzu wurde ein auf der
chemischen Kinetik der Reaktion basierendes Modell erweitert. Dabei ergab sich ein
Reaktions-Diffusions-Advektions System mit nichtlinearen Reaktionstermen. Das
Gleichungssystem wurde fu¨r den ra¨umlich ein- und zweidimensionalen Fall numerisch
gelo¨st. Die Muster driften bei nicht verschwindendem Advektionsterm mit ein-
er von Ladungszahl und Feldsta¨ke abha¨ngigen Richtung und Geschwindigkeit. Im
zweidimensionalen Fall erfolgt bei ho¨heren Feldsta¨rken ein U¨bergang von dem ur-
spru¨nglichen Punktmuster zu einem Streifenmuster.
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Anhang A
Abbildungen des Reaktors
A.1 U¨bersicht
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Anhang B
Chlordioxid (ClO2)-Lo¨sung
Wasser
2 3 4
Eiswasser
WasserstrahlpumpeLuft
Wasser
~100-150 ml 3M H2SO4
+ ~ 5g K2S2O4
~5g NaClO21
Abbildung B.1: Schematische Darstellung des zur Herstellung der ClO2-Stammlo¨-
sung verwendeten Aufbaus (aus [Rud95, Appendix C]).
Der Erlenmeyerkolben 2 entha¨lt K2S2O4 in saurer Lo¨sung. In dem Trichter 1 befind-
et sich NaClO2 Lo¨sung, welche sehr langsam hinzugegeben wird. Die Bildung von
Chlordioxid folgt der Reaktionsgleichung:
ClO−2 +
1
2
S2O
2−
4 → ClO2 + SO2−4 (B.1)
Das entstehende Gas wird durch die Waschflasche 3 geleitet und in dem mit Eiswass-
er geku¨hlten Erlenmeyerkolben 4 in Wasser gelo¨st.
Anmerkungen:
1. Das ungelo¨ste ClO2 ist a¨ußerst explosiv [HW85]. Zeigt das Gas in dem Erlen-
meyerkolben 2 eine bra¨unliche Fa¨rbung, so besteht Explosionsgefahr!
2. Mit der beschriebenen Methode ko¨nnen Lo¨sungen mit Konzentrationen bis et-
wa 0.05 - 0.1M hergestellt werden.
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Anhang C
Modellrechnung
Dieser Anhang beeinhaltet ein Listing des Sourcecodes einer vereinfachten Version
des fu¨r die numerischen Simulationen dieser Arbeit verwendeten Programms und
erga¨nzende Ergebnisse aus den Rechnungen mit dem eindimensionale System. Der
Sourcecode dient als Beispiel fu¨r die Verwendung des Solvers und kann als Aus-
gangspunkt fu¨r eigene numerische Simulationen verwendet werden. Um ein unmit-
telbares Verfolgen des Verlaufs der Rechung zu ermo¨glichen ist das Programm mit
einer einfachen graphischen Ausgabe versehen. Dies ist besonders bei den ersten
Simulationen mit einem neuen Gleichungssystem nu¨tzlich, wenn man noch keine
genaue Vorstellung der geeigneten Parameter besitzt. Fu¨r umfangreichere Berechun-
gen empfiehlt es sich jedoch den graphischen Teil durch geeignete Ein- und Aus-
gaberoutinen zu ersetzten. Dies ist notwendig fu¨r eine ausreichende Performance
und Grundlage fu¨r die weitere Analyse der Ergebnisse. Das Array in welchem die
Funktionswerte gespeichert sind beschreibt ein ra¨umlich zweidimensionales System,
von welchem in der vorliegenden Form nur eine Dimension verwendet wird. Durch
Einfu¨hrung der entsprechenden vertikalen Komponente der Diffusionskoeffizienten
und vergro¨ssern der Anzahl der Gitterpunkte in der Vertikalen la¨ßt sich das Pro-
gramm mit geringen Aufwand fu¨r ra¨umlich zweidimensionale Systeme anpassen.
Dies sei jedoch dem geneigten Leser zur Implementation u¨berlassen. Voraussetzung
fu¨r die U¨bersetzung des Programms ist eine vorhandene Installation des Paketes
CVODE1[CH94] und von OpenGL [WNDS99]. Ersteres la¨ß sich downloaden und
problemlos selbst installieren letzteres sollte normalerweise schon vorhanden sein.
1http://www.netlib.org/ode/cvode.tar.gz
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/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ BS 1 4 . 0 3 . 2 0 0 5
∗ 2D LE Modell der CDIMA Reaction mit E−Feld
∗
∗ compi le with :
∗ cc −g − I$ {CVODE}/ inc lude − I$ {OPENGL}/ inc lude −c l e2d . c
∗ cc −g −L${CVODE}/ cvode/ l i b −o le2d le2d . o − l cvode −lGL −lGLU − l g l u t −lm
∗
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
#include < s t d i o . h>
#include < s t d l i b . h>
#include <math . h>
#include <GL/ g lu t . h> /∗ e v t l . <GLUT/ g lu t . h> ∗/
#include < l l n l t y p s . h>
#include <cvode . h>
#include < i t e r a t i v . h>
#include <cvspgmr . h>
#include <dense . h>
#include < vec to r . h>
#include < l l n lmath . h>
/∗ Problem Constants ∗/
#define NUM SPECIES 2 /∗ number o f s p e c i e s ∗/
#define UPWIND 1 /∗ D i s k r e t i s i e r u n g des Advektionstermes 0 = c e n t r a l d i f f e r e n c e s ∗/
#define T0 0 . 0 /∗ i n i t i a l time ∗/
#define NOUT 256001 /∗ number o f I t e r a t i o n s ∗/
#define TOUT 0.01
#define TPR 1000 /∗ i ou t % TPR == 0 ==> p r i n t ∗/
#define XMIN 0 . 0 /∗ g r id boundar ies in x ∗/
#define XMAX 64.0
#define ZMIN 0 . 0 /∗ not used : g r i d boundar ies in z ∗/
#define ZMAX 1.0
#define MX 512 /∗ MX = number o f x mesh po in t s ∗/
#define MZ 1 /∗ MZ = number o f z mesh po in t s ∗/
#define NSMX (NUM SPECIES∗MX) /∗ NSMX = NUM SPECIES∗MX ∗/
#define MM (MX∗MZ) /∗ MM = MX∗MZ ∗/
/∗ CVodeMalloc Constants ∗/
#define RTOL 1 .0 e−10 /∗ s c a l a r r e l a t i v e t o l e r a n c e ∗/
#define FLOOR 1.0 e−10 /∗ value o f C1 or C2 at which t o l e r a n c e s ∗/
/∗ change from r e l a t i v e to abso lu t e ∗/
#define ATOL (RTOL∗FLOOR) /∗ s c a l a r abso lu t e t o l e r a n c e ∗/
#define NEQ (NUM SPECIES∗MM) /∗ NEQ = number o f equat ions ∗/
/∗ Macros zum A r r a y z u g r i f f ∗/
#define IJKth ( vdata , i , j , k ) ( vdata [ i−1 + ( j )∗NUM SPECIES + ( k )∗NSMX] )
#define IJth ( a , i , j ) ( a [ j −1] [ i −1])
/∗ Type : UserData conta in s problem constant s ∗/
typedef struct {
real dx , dz , hdco1 , haco1 , hdco2 , haco2 ;
real one over s igma , a , b ;
} ∗UserData ;
/∗ forward d e c l a r a t i o n s ∗/
stat ic UserData AllocUserData ( void ) ;
stat ic void In i tUserData ( UserData data , double phi ,
double alpha , double beta , double d e l t a , double one over s igma ,
double a , double b ) ;
stat ic void FreeUserData ( UserData data ) ;
stat ic void S e t I n i t i a l P r o f i l e s M i t t e S i n ( N Vector y , real dx , real dz , UserData data ) ;
stat ic void func ( i n t e g e r N, real t , N Vector y , N Vector ydot , void ∗ f d a t a ) ;
stat ic int S ing l eS tep ( ) ;
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stat ic void dowork ( void ) ;
stat ic void reshape ( int w, int h ) ;
stat ic void keyboard (unsigned char key , int x , int y ) ;
stat ic void i n i t g l ( int argc , char ∗ argv [ ] ) ;
stat ic void doshow ( void ) ;
stat ic void mkgrid (double x , double y , int w, double h , int l ) ;
stat ic N Vector y ;
stat ic void ∗ cvode mem ;
stat ic int i ou t = 1 , f l a g ;
stat ic int win i t = 1024 ;
stat ic int h i n i t = 768 ;
int main ( int argc , char ∗ argv [ ] )
{
double phi = 0 . 1 ; /∗ E l e k t r i s c h e s Feld ∗/
double alpha = 1 . 0 ; /∗ Ladungszahl u ∗/
double beta = 1 . 0 ; /∗ Ladungszahl v ∗/
double d e l t a = 1 . 0 7 ; /∗ Verhae l tn i s D i f f u s i o n s k e f f i z i e n t e n ∗/
double one over s igma = 1 / 2 6 . 0 ; /∗ Komplex i f i z i e rung ∗/
double a = 9 . 5 0 ; /∗ cdima a ∗/
double b = 0 . 1 1 ; /∗ cdima b ∗/
UserData data = AllocUserData ( ) ;
extern char ∗ optarg ;
extern int optind , op te r r , optopt ;
char c ;
real a b s t o l , r e l t o l , ropt [ OPT SIZE ] ;
long int i op t [ OPT SIZE ] ;
while ( ( c = getopt ( argc , argv , ”a : b : p : ” ) ) ! = EOF) {
switch ( c ) {
case ’ a ’ : a lpha = a t o f ( optarg ) ;
break ;
case ’ b ’ : beta = a t o f ( optarg ) ;
break ;
case ’ p ’ : phi = a t o f ( optarg ) ;
break ;
default : break ;
}
}
In i tUserData ( data , phi , alpha , beta , d e l t a , one over s igma , a , b ) ;
y = N VNew(NEQ, NULL) ;
S e t I n i t i a l P r o f i l e s M i t t e S i n ( y , data−>dx , data−>dz , data ) ;
a b s t o l=ATOL; r e l t o l=RTOL;
cvode mem = CVodeMalloc (NEQ, func , T0 , y , BDF, NEWTON, SS , & r e l t o l ,
&a b s t o l , data , NULL, FALSE , i op t , ropt , NULL) ;
i f ( cvode mem == NULL) { f p r i n t f ( s t d e r r , ”CVodeMalloc f a i l e d . ” ) ; return ( 1 ) ; }
CVSpgmr( cvode mem , NONE, MODIFIED GS , 0 , 0 . 0 , NULL, NULL, data ) ;
/∗ graphik i n i t a l i s i e r e n ∗/
i n i t g l ( argc , argv ) ;
glutMainLoop ( ) ;
/∗ Free memory and p r i n t f i n a l s t a t i s t i c s ∗/
N VFree ( y ) ;
FreeUserData ( data ) ;
CVodeFree ( cvode mem ) ;
e x i t ( 0 ) ;
}
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stat ic int S ing l eS tep ( ) {
stat ic double tout = TOUT, t = 0 ;
i f ( i ou t % TPR = = 0 | | i ou t == 1) {
/∗ h i e r z .B output ∗/
}
f l a g = CVode( cvode mem , tout , y , & t , NORMAL) ;
i f ( f l a g != SUCCESS) {
f p r i n t f ( s t d e r r , ”CVode f a i l e d , f l a g=%d .\n” , f l a g ) ;
return −1;
}
tout += TOUT;
i ou t++;
i f ( i ou t >= NOUT) return (−1) ;
return ( 0 ) ;
}
stat ic void dowork ( void ) {
int r e t = 0 ;
r e t = S ing l eS tep ( ) ;
i f ( r e t < 0) {
f p r i n t f ( s t d e r r , ” Error nach S ing l eS tep \n” ) ;
e x i t (−1) ;
}
i f ( i ou t % 10 == 0) g lutPostRed i sp lay ( ) ;
}
stat ic void reshape ( int w, int h)
{
glViewport ( 0 , 0 , ( GLs ize i ) w , ( GLs ize i ) h ) ;
glMatrixMode (GL PROJECTION) ;
g lLoadIdent i ty ( ) ;
gluOrtho2D ( 0 . 0 , ( GLdouble ) w , 0 . 0 , ( GLdouble ) h ) ;
}
stat ic void keyboard (unsigned char key , int x , int y )
{
switch ( key ) {
case 2 7 :
case ’ q ’ :
e x i t ( 0 ) ;
break ;
}
}
stat ic void i n i t g l ( int argc , char ∗ argv [ ] ) {
g l u t I n i t (&argc , argv ) ;
g lut In i tDisp layMode (GLUT DOUBLE | GLUT RGBA) ;
g lutInitWindowSize ( w in i t , h i n i t ) ;
g lutIn i tWindowPos i t ion ( 0 , 0 ) ;
glutCreateWindow ( argv [ 0 ] ) ;
g lC l ea rCo lo r ( 0 . 0 , 0 . 0 , 0 . 0 , 0 . 0 ) ;
g lC l ea r (GL COLOR BUFFER BIT |GL DEPTH BUFFER BIT ) ;
glShadeModel (GL FLAT) ;
/∗ ve r s ch i edene Funktionen r e g i s t r i e r e n ∗/
g lut Id l eFunc ( dowork ) ;
g lutDisplayFunc ( doshow ) ;
glutReshapeFunc ( reshape ) ;
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glutKeyboardFunc ( keyboard ) ;
}
stat ic void mkgrid (double x , double y , int w, double h , int l ) {
i f ( ! l ) return ;
g l C o l o r 3 f ( 0 . 0 , 1 . 0 , 0 . 0 ) ;
/∗ g i t t e r ∗/
g lBeg in (GL LINES ) ;
g lVe r t ex2 f ( x−w/ 2 , y ) ;
g lVe r t ex2 f ( x+w/ 2 , y ) ;
g lVe r t ex2 f ( x , y−h / 2 ) ;
g lVe r t ex2 f ( x , y+h / 2 ) ;
glEnd ( ) ;
l−−;
mkgrid ( x+w/ 4 , y+h / 4 , w/ 2 , h / 2 , l ) ;
mkgrid ( x−w/ 4 , y+h / 4 , w/ 2 , h / 2 , l ) ;
mkgrid ( x−w/ 4 , y−h / 4 , w/ 2 , h / 2 , l ) ;
mkgrid ( x+w/ 4 , y−h / 4 , w/ 2 , h / 2 , l ) ;
}
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗
∗ Graphische Anzeige , Plot e i n e s G i t t e r s und der j e w e i l s a k t u e l l e n
∗ Werte der Var iab le u und v
∗
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
stat ic void doshow ( void ) {
double width = glutGet (GLUT WINDOW WIDTH) ;
double he ight = glutGet (GLUT WINDOW HEIGHT) ;
real ∗ ydata ;
double u , v ;
int jx ;
double x s c l = width/ win i t ;
double y s c l = he ight / h i n i t ;
double s c a l e = 100 ;
double uytrans = he ight /3 ;
double vytrans = −he ight /3 ;
/∗ phasen diagramm ∗/
double uvxtrans = width ∗ 0 . 6 ;
double uvytrans = he ight ∗ 0 . 2 ;
ydata = N VDATA( y ) ;
g lC l ea r (GL COLOR BUFFER BIT ) ;
mkgrid ( width / 4 , he ight / 2 , width / 2 , he ight , 4 ) ;
mkgrid ( width / 2 , he ight / 2 , width , he ight , 1 ) ;
/∗ u ∗/
glPushMatrix ( ) ;
g l C o l o r 3 f ( 1 . 0 , 0 . 0 , 0 . 0 ) ;
g l T r a n s l a t e f ( 0 , uytrans , 0 ) ;
g l S c a l e f ( 1 . 0 , s c a l e ∗ y s c l , 1 . 0 ) ;
g lBeg in (GL LINES ) ;
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for ( jx =2; jx < MX−1; jx ++) {
u = IJKth ( ydata , 1 , jx −1 ,0 ) ;
g lVe r t ex2 f ( ( jx−1)∗ x s c l , u ) ;
u = IJKth ( ydata , 1 , jx , 0 ) ;
g lVe r t ex2 f ( jx ∗ x s c l , u ) ;
}
glEnd ( ) ;
glPopMatrix ( ) ;
/∗ v ∗/
glPushMatrix ( ) ;
g l T r a n s l a t e f ( 0 , vytrans , 0 ) ;
g l S c a l e f ( 1 . 0 , s c a l e ∗ y s c l , 1 . 0 ) ;
g l C o l o r 3 f ( 0 . 0 , 0 . 0 , 1 . 0 ) ;
g lBeg in (GL LINES ) ;
for ( jx =2; jx < MX−1; jx ++) {
v = IJKth ( ydata , 2 , jx −1 ,0 ) ;
g lVe r t ex2 f ( ( jx−1)∗ x s c l , v ) ;
v = IJKth ( ydata , 2 , jx , 0 ) ;
g lVe r t ex2 f ( jx ∗ x s c l , v ) ;
}
glEnd ( ) ;
glPopMatrix ( ) ;
/∗ u vs . v ∗/
glPushMatrix ( ) ;
g l T r a n s l a t e f ( uvxtrans , uvytrans , 0 ) ;
g l S c a l e f ( s c a l e ∗ x s c l , s c a l e ∗ y s c l , 1 . 0 ) ;
g l C o l o r 3 f ( 1 . 0 , 0 . 0 , 1 . 0 ) ;
g lBeg in (GL LINES ) ;
for ( jx =2; jx < MX−1; jx ++) {
u = IJKth ( ydata , 1 , jx −1 ,0 ) ;
v = IJKth ( ydata , 2 , jx −1 ,0 ) ;
g lVe r t ex2 f (u , v ) ;
u = IJKth ( ydata , 1 , jx , 0 ) ;
v = IJKth ( ydata , 2 , jx , 0 ) ;
g lVe r t ex2 f (u , v ) ;
}
glEnd ( ) ;
glPopMatrix ( ) ;
g lutSwapBuf fers ( ) ;
}
stat ic UserData AllocUserData ( void )
{
UserData data ;
data = ( UserData ) mal loc ( s izeof ∗ data ) ;
return ( data ) ;
}
stat ic void In i tUserData ( UserData data , double phi ,
double alpha , double beta , double d e l t a , double one over s igma ,
double a , double b ) {
data−>a = a ;
data−>b = b ;
data−>one over s igma = one over s igma ;
data−>dx = (XMAX−XMIN)/(MX−1);
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/∗ h o r i z o n t a l d i f f u s i o n c o e f f i c i e n t ∗/
data−>hdco1 = 1 ;
data−>hdco2 = d e l t a ;
/∗ h o r i z o n t a l advect ion c o e f f i c i e n t ∗/
data−>haco1 = alpha ∗ phi ;
data−>haco2 = d e l t a ∗ beta ∗ phi ;
}
stat ic void FreeUserData ( UserData data ) { f r e e ( data ) ; }
stat ic void S e t I n i t i a l P r o f i l e s M i t t e S i n ( N Vector y , real dx , real dz , UserData data )
{
int jx , j z , n=30;
real ∗ ydata , u s s , v s s ;
double ex = 1 0 , s c l = M PI 2 , mitte=MX/ 2 , x ;
u s s = data−>a / 5 ;
v s s = 1 + u s s ∗ u s s ;
ydata = N VDATA( y ) ;
/∗ Load i n i t i a l p r o f i l e s o f c1 and c2 in to y vec to r ∗/
for ( j z =0; j z < MZ; j z ++) {
for ( jx =0; jx < MX; jx ++) {
IJKth ( ydata , 1 , jx , j z ) = u s s ;
IJKth ( ydata , 2 , jx , j z ) = v s s ;
}
}
for ( j z =0; j z < MZ; j z ++) {
for ( jx = MX/ 2 ; jx < MX/2 + 2∗n ; jx ++) {
x = ( jx − mitte )∗ s c l /n ;
IJKth ( ydata , 1 , jx , j z ) = u s s + 0.5∗pow( s i n ( x ) , ex ) ;
IJKth ( ydata , 2 , jx , j z ) = v s s ;
}
}
}
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
∗ Berechnung von f ( x , t )
∗
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
stat ic void func ( i n t e g e r N, real t , N Vector y , N Vector ydot , void ∗ f d a t a )
{
real c1 , c2 , c 1 l t , c 2 l t ;
real c1 r t , c 2 r t , hord1 , hord2 , horad1 , horad2 ;
real rk in1 , rk in2 ;
real de lx , hordco1 , horaco1 , hordco2 , horaco2 ;
real ∗ ydata , ∗ dydata , one over s igma , a , b ;
int jx , j z , idn , iup , i l e f t = −1, i r i g h t = 1 ;
UserData data ;
data = ( UserData ) f d a t a ;
ydata = N VDATA( y ) ;
dydata = N VDATA( ydot ) ;
de lx = data−>dx ;
/∗ cdima ∗/
a = data−>a ;
b = data−>b ;
/∗ d i f f u s i o n c o e f f i c i e n t s ∗/
hordco1 = data−>hdco1 ;
hordco2 = data−>hdco2 ;
/∗ advect ion c o e f f i c i e n t s ∗/
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horaco1 = data−>haco1 ;
horaco2 = data−>haco2 ;
/∗ sigma ∗/
one over s igma = data−>one over s igma ;
for ( j z =0; j z < MZ; j z ++) {
idn = ( j z = = 0) ? 1 : −1 ;
iup = ( j z == MZ−1 ) ? −1 : 1 ;
for ( jx =1; jx < MX−1; jx ++) {
/∗ Extract c1 and c2 , and s e t k i n e t i c r a t e terms . ∗ /
c1 = IJKth ( ydata , 1 , jx , j z ) ;
c2 = IJKth ( ydata , 2 , jx , j z ) ;
/∗ CDIMA k i n e t i c ∗/
rk in1 = ( one over s igma ) ∗ ( a − c1 − 4 ∗ ( c1∗ c2 ) / (1+ c1∗ c1 ) ) ;
rk in2 = b ∗ ( c1 − ( c1∗ c2 ) / (1+ c1∗ c1 ) ) ;
/∗ p e r i o d i c boundary c o n d i t i o n s ∗/
i l e f t = ( jx == 1) ? MX−3 : −1;
i r i g h t = ( jx == MX−2) ? 3−MX : 1 ;
c 1 l t = IJKth ( ydata , 1 , jx+i l e f t , j z ) ;
c 2 l t = IJKth ( ydata , 2 , jx+i l e f t , j z ) ;
c 1 r t = IJKth ( ydata , 1 , jx+i r i g h t , j z ) ;
c 2 r t = IJKth ( ydata , 2 , jx+i r i g h t , j z ) ;
/∗ d i f f u s i o n ∗/
hord1 = ( one over s igma )∗ hordco1 ∗( c1 r t − 2 .0∗ c1 + c 1 l t )/ ( de lx ∗ de lx ) ;
hord2 = hordco2 ∗( c2 r t − 2 .0∗ c2 + c 2 l t )/ ( de lx ∗ de lx ) ;
/∗ hraco ∗ < 0 => d r i f t nach l i n k s ∗/
i f (UPWIND) {
i f ( horaco1 < 0 ) {
horad1 = ( one over s igma )∗ horaco1 ∗( c1 r t − c1 )/ ( de lx ) ;
} else {
horad1 = ( one over s igma )∗ horaco1 ∗( c1 − c 1 l t )/ ( de lx ) ;
}
i f ( horaco2 < 0 ) {
horad2 = horaco2 ∗( c2 r t − c2 )/ ( de lx ) ;
} else {
horad2 = horaco2 ∗( c2 − c 2 l t )/ ( de lx ) ;
}
} else {
/∗ advect ion c e n t r a l d i f f e r e n c e s ∗/
horad1 = ( one over s igma )∗ horaco1 ∗( c1 r t − c 1 l t ) / ( 2 . 0∗ de lx ) ;
horad2 = horaco2 ∗( c2 r t − c 2 l t ) / ( 2 . 0∗ de lx ) ;
}
/∗ Load a l l terms in to ydot . ∗ /
IJKth ( dydata , 1 , jx , j z ) = hord1 − horad1 + rk in1 ;
IJKth ( dydata , 2 , jx , j z ) = hord2 − horad2 + rk in2 ;
}
}
}
105
η=0
0
60
x
2500
t
0
5.5
0
η=0.103
0
60
x
2500
t
0
5.5
0
η=0.824
0
60
x
2500
t
0
5.5
0
η=1.03
0
60
x
2500
t
0
5.5
0
η=10.3
0
60
x
2500
t
0
5.5
0
η=20.6
0
60
x
2500
t
0
5.5
0
η=50.15
0
60
x
2500
t
0
5.5
0
η=92.7
0
60
x
2500
t
0
5.5
0
Abbildung C.1: Die zeitliche Entwicklung der Profile von u ist fu¨r verschieden Werte
von η abgebildet. Es handelt sich um numerische Lo¨sungen der Gleichungen im
bewegten System, welche zur Darstellung der Abha¨ngigkeit der Driftgeschwindigkeit
von η in Abbildung 4.1 korrespondieren.
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Abbildung C.2: Die Abbildungen zeigen die zeitliche Abha¨ngigkeit der internen
Schrittweite des verwendeten Solvers vom Wert des Parameters η.
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