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Resumo
Neste trabalho, estamos interessados na existência de soluções para uma classe de
problemas quasilineares não locais do tipo{
−div(a(|∇u|2)∇u) = f(x, u,B(u)) em Ω,
u = 0 sobre ∂Ω,
(P)
onde Ω é um domínio limitado suave de RN , a : R+ → R+ , f : Ω × R × R → R e
B : L∞(Ω) → R são funções cujas hipóteses serão dadas depois. Nós usamos o método
de sub e supersolução, a fim de encontrar soluções para o problema (P). Além disso,
aplicar os resultados a alguns problemas de curvatura média prescritas não locais.
Palavras-chave: Método de sub e supersolução, problema não local, operador
quasilinear, equação da curvatura média prescrita.
Abstract
In this work we are concerned with the existence of solution to the class of nonlocal
quasilinear problems of the type{
−div(a(|∇u|2)∇u) = f(x, u,B(u)) in Ω,
u = 0 on ∂Ω,
(P)
where Ω is a smooth bounded domain in RN , a : R+ → R+ , f : Ω × R × R → R and
B : L∞(Ω) → R are functions whose hypotheses will be defined later. We use sub and
supersolution method in order to find solutions to problem (P). Further, we apply our
result to some nonlocal prescribed mean curvature problems.
Keywords: Sub and supersolution method, nonlocal problem, quasilinear opera-
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No corpo deste trabalho usaremos as seguintes notações:
Ω :Domínio limitado de RN com fronteira regular.
| · |Lp(Ω) :Norma do espaço Lp(Ω), p ≥ 1.
‖ · ‖H10 (Ω) :Norma do espaço H
1
0 (Ω).





Esta dissertação é baseada no artigo [7] onde os autores estudaram a existência de
soluções para uma classe de problemas elípticos quasilineares não locais de tipo{
−div(a(|∇u|2)∇u) = f(x, u,B(u)) em Ω,
u = 0 sobre ∂Ω,
(P)
onde Ω é um domínio limitado suave de RN , as funções f : Ω × R × R → R, B :
L∞(Ω)→ R são funções contínuas e a : R+ → R+ função de classe C1, com as seguintes
propriedades: existem constantes γ,Γ > 0, tais que
(a1) 0 < γ ≤ a(s2) ≤ Γ para todo s ≥ 0;
(a2) (γ − 12)a(s) ≤ a
′
(s)s ≤ Γa(s) para todo s ≥ 0.






Entretanto, o principal resultado é válido para uma classe mais geral de funções B.
começamos comentando o caso local, considerando as hipóteses dadas acima sobre a
função a, temos {
−div(a(|∇u|2)∇u) = f(x, u) em Ω,
u = 0 sobre ∂Ω.
(1)
Os autores em [12] provaram a validade de um método de sub e supersolução para
(1). Para isso, eles usaram a validade de um método de sub e supersolução. Contudo,
esta técnica não pode ser usada em (P) pois o problema não possui estrutura variacional.
Por isso, foi introduzido uma definição adequada de sub e supersolução e foi usado um
argumento de Ponto Fixo de Schauder para provar o resultado principal.
Introdução. 2
Definição 1 Dizemos que u, u ∈ C1(Ω) são sub e supersolução de (P) respetivamente,
se satisfazem:
(i) u ≤ u em Ω e u ≤ 0 ≤ u em ∂Ω,
(ii) −div (a(|∇u|2)∇u) ≤ f(x, u,B(w)) em Ω, para todo u ≤ w ≤ u,
(iii) −div(a(|∇u|2)∇u) ≥ f(x, u,B(w)) em Ω, para todo u ≤ w ≤ u.
As desigualdades acima devem ser entendidas no sentido fraco. Ao longo do trabalho
apresentamos resultados sobre o teorema principal, que enunciamos abaixo:
Teorema 2 Suponhamos que (a1)− (a2) são satisfeitas, então existe u ∈ C1(Ω) solução
do problema (P) tal que u ≤ u ≤ u.





= fi(x, u,B(u)) em Ω,
u = 0 sobre ∂Ω,
(2)
para i = 1, 2 e as seguintes funções














onde as funções h, b, c ∈ C(Ω), λ ∈ R e 0 < p, q, r,m. Suponhamos que h é não negativa e
não trivial, usaremos um problema quasilinear auxiliar para uma função específica usada
em [9] e [6]. De fato, são exemplos que pretendem mostrar a aplicabilidade do resultado.





= λuq + b(x)up em Ω,
u = 0 sobre ∂Ω,
(3)
onde 0 < p < 1 < q.
Introdução. 3
Na literatura temos os seguintes resultados:
(1) Para b ≡ 0, existe λ0 > 0 de tal forma que (3) possui pelo menos uma solução
positiva para todos os λ ∈ (0, λ0). Além disso, no caso em que Ω = B(0;R),
existe λ > 0 de modo que (3) não possua nenhuma solução positiva para λ > λ
(consulte [9] e [13]).
(2) Para b 6= 0, existe λ0 > 0 de tal forma que (3) possui pelo menos uma solução
positiva para todos os λ ∈ (0, λ0) (consulte [9]).
O segundo objetivo desta dissertação é estudar algumas perturbações não locais de (3).
Especificamente, analisar (2) e exibir os seguintes resultados:
(1) No caso f = f1. Para q + r < 1 < p + r. Então, existe λ0 > 0 tal que (2) possui
pelo menos uma solução positiva uλ para todos os λ ∈ (0, λ0).
(2) No caso f = f2. Para 0 < q < 1 < min {p,m+ r}. Então, existe λ0 > 0 tal que o
problema (2) possui pelo menos uma solução positiva uλ para todos os λ ∈ (0, λ0).
Existem alguns artigos interessantes (consulte [6], [9], [14] e [13]) estudando o prob-
lema da curvatura média prescrita fazendo uso de métodos variacionais. Em particular
o método de sub e supersolução.
Em [12] os autores mostraram resultados de multiplicidade para (3) quando o termo
da reação exibe uma oscilação de comportamento próximo do infinito. E em [6] quando
f é uma função contínua e ilimitada com comportamento oscilatório próximo à origem.
Nos referimos a [12] para um estudo detalhado dos métodos de sub e supersolução
para (1) e suas aplicações.
Os estudos realizados em [6] e [12] em certo sentido são complementados no ar-
tigo [7], pois no artigo mencionado estuda uma classe geral de não linearidade, incluindo
um termo não local.
Este trabalho está dividido em quatro capítulos.
No primeiro capítulo, vamos lembrar noções de Análise Funcional e apresentar algu-
mas propriedades do Teorema de Ponto Fixo de Schauder, espaços de Hölder, Teorema
de Minty-Browder e imersões no espaço de Sobolev.
O ponto de partida para o segundo capítulo é mostrar os Lemas auxiliares e depois
mostrar a existência de uma solução entre a sub e supersolução para λ ∈ (0, λ0).
Introdução. 4
No terceiro capítulo, mostraremos duas aplicações do Teorema 22 para a curvatura
média prescrita.
Finalmente, no quarto capítulo, deixaremos o apêndice na qual estão alguns teoremas
usados no presente trabalho.
Capítulo 1
Preliminares
Neste capítulo, faremos uma abordagem sobre algumas definições e teoremas que
ajudaram a dar um melhor entendimento desta dissertação.
1.1 Operadores compactos e espaços de Hölder
Definição 3 Um operador linear T : E → F , entre espaços normados, é dito compacto
se T (A) ⊂ F for compacto em F , onde A é um conjunto limitado em E.
Proposição 1 Sejam E,F espaços normados e T : E → F operador linear, as seguintes
afirmações são equivalentes:
(a) T é compacto.
(b) T (A) é compacto em F para todo limitado A em E.
(c) Para toda sequência limitada (xn)n∈N em E, a sequência (T (xn))n∈N tem sub-
sequência convergente em F .
Demonstração. Ver a prova em [3].
Proposição 2 Sejam E0, E, F0, F espaços normados e S : E0 → F , T : E → F e
U : F → F0 operadores lineares com S e U contínuos e T compacto. Então U ◦ T ◦ S :
E0 → F0 é um operador compacto.
Demonstração. Ver a prova em [3].
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Definição 4 Seja Ω ⊂ RN um aberto, então Ck(Ω) denota o espaço vetorial de funções
cujas derivadas até ordem k(inclusive) são todas contínuas:
Ck(Ω) = {u : Ω→ R onde Dγu é contínua em Ω para todo |γ| ≤ k} .
Observação: Seja γ ∈ N∪{0} e |γ| = γ1 +γ2 + ...+γN . Frequentemente, será denotado





Definição 5 Seja Ω ⊂ RN um aberto. Os espaços de Hölder Ck,α(Ω) são definidos como
subespaços vetoriais de Ck(Ω) consistindo de funções cujas derivadas parciais até ordem
k(inclusive) são todas contínuas Hölder com expoente α em Ω:
Ck,α(Ω) =
{
u ∈ Ck(Ω) : Dγu ∈ Cα(Ω) para todo |γ| ≤ k
}
.
Como Ω ⊂ RN é aberto, funções em Ck(Ω)(e suas derivadas) não precisam ser
limitadas em Ω. Portanto não podemos adotar a norma sup para transformar Ck(Ω) em
um espaço normado. Ao invés, lembrando que uma função limitada e uniformemente
contínua em Ω tem uma única extensão contínua limitada para Ω, consideremos o espaço
Ck(Ω) = {u : Ω→ R : Dγu é limitada e uniformemente contínua em Ω para todo |γ| ≤ k} .
Transformando este espaço vetorial em um espaço normado definindo a norma
‖u‖Ck(Ω) = max|γ|≤k ‖D
γu‖∞.
Definição 6 Dado 0 < α ≤ 1 e uma função u ∈ Ck(Ω), dizemos que é Hölder contínua
com expoente α, se existe uma constante C > 0 tal que









Desta forma definimos o conjunto
Ck,α(Ω) =
{
u ∈ Ck(Ω) : Dγu ∈ Cα(Ω) para todo |γ| ≤ k
}
.
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que é um espaço vetorial normado, quando é munido com a norma,
‖u‖Ck,α(Ω) = ‖u‖Ck(Ω) + max|γ|≤k[D
γu]α,Ω.
Proposição 3 O espaço Ck(Ω) = (Ck(Ω), ‖ · ‖Ck(Ω)) onde Ω ⊂ RN aberto e limitado, e
‖u‖Ck(Ω) = max|γ|≤k supx∈Ω
|Dγu(x)|
é espaço de Banach.
Demonstração. Ver a prova em [4].




é espaço de Banach.
De fato, seja (un)n∈N ⊂ RN uma sequência de Cauchy. Então para todo ε > 0 existe
n0 ∈ N tal que
m,n > n0 ⇒ ‖un − um‖ = max
x∈Ω
|un(x)− um(x)| < ε.
Daí, (un(x)) ⊂ R é de Cauchy, para todo x ∈ R, e como R é completo, existe
u(x) = lim
n→∞
un(x) ∈ R, ∀x ∈ Ω.
Agora, usando o critério de Cauchy para sequências reais e o teorema da continuidade
do limite uniforme, segue que un → u uniformemente em Ω. Logo, un → u ∈ C(Ω), e
portanto, C(Ω) é espaço de Banach.






é espaço de Banach.
De fato, sabemos que C1(Ω) = (C1(Ω), ‖ · ‖C1) é espaço normado. Provemos então que
toda sequência de Cauchy em C1(Ω) é convergente. Seja (un)n∈N uma sequência de
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Cauchy em C1(Ω). Dado ε > 0, existe n0 ∈ N tal que para todo











n(x| < ε, ∀x ∈ Ω.
Portanto, como R é completo, existe u(x) = lim
n→∞
un(x). Além disso, como un é contínua
para todo n e (un)n∈N converge uniformemente para u, então u é contínua em Ω. Da






Afirmação: u é derivável e g = u′ .



























daí, como g é contínua, segue que u ∈ C1(Ω). Portanto, (C1(Ω), ‖ · ‖C1) é espaço de
Banach.
Proposição 4 O espaço (Ck,α(Ω), ‖ · ‖
Ck,α(Ω)
) onde Ω ⊂ RN é aberto e limitado, é um
espaço de Banach.
Demonstração. Seja (un)n∈N uma sequência de Cauchy em Ck,α(Ω). Dado ε > 0 existe
n0 ∈ N, m, n > n0 tal que
‖un−um‖Ck(Ω) ≤ ‖un−um‖Ck,α(Ω) = ‖un−um‖Ck(Ω) + max|γ|≤k[D
γ(un−um)]α,Ω < ε. (1.1)
Assim temos que (un)n∈N é sequência de Cauchy em Ck(Ω). E como Ck(Ω) é completo,
existe u ∈ Ck(Ω) tal que ‖un − u‖Ck(Ω) < ε o que implica ‖Dγun −Dγu‖C0(Ω) < ε, isto
é dado ε > 0 existe n0 ∈ N, n > n0,
|Dγun(z)−Dγu(z)| ≤ ||Dγun −Dγu||C0(Ω) <
ε
3
|x− y|α ∀z ∈ Ω, |γ| < k























Fazendo uso da desigualdade triangular, temos
|Dγ(un − um)(x)−Dγ(un − um)(y)| = |Dγun(x)−Dγu(x)−Dγun(y) +Dγu(y)|


































[Dγ(un − u)]α,Ω → 0 quando n→∞, |γ| ≤ m.
Daí,
‖un − u‖Ck(Ω) ≤ ‖Ck,α(Ω) = ‖un − u‖Ck(Ω) + max|γ|≤k[D
γ(un − u)]α,Ω,
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portanto un → u em Ck,α(Ω). Para finalizar observemos que
‖u‖Ck,α(Ω) = ‖u‖Ck(Ω) + max|γ|≤k[D
γu]α,Ω
= ‖u‖Ck(Ω) + max|γ|≤k[D
γu−Dγun +Dγun]α,Ω





Assim temos que u ∈ Ck,α(Ω).
Definição 9 Dizemos que um espaço normado E está imerso continuamente em um
espaço normado F , e escrevemos E ↪→ F para designar essa imersão se:
(i) E é um subespaço de F.
(ii) O operador identidade I definido de E em F por I(x) = x é contínuo. Como I é
operador linear, isto quer dizer que existe M > 0 tal que
‖x‖F ≤M‖x‖E.
Definição 10 Dizemos que um espaço normado E está imerso compactamente em um
espaço normado F , e escrevemos E ↪→↪→ F para designar essa imersão se:
(i) E é um subespaço de F.
(ii) O operador identidade I definido de E em F por I(x) = x é compacto. Como I é
operador linear, isto quer dizer que existe L > 0 tal que
‖x‖F ≤ L‖x‖E.
Lema 11 (Arzelà-Ascoli) Seja Ω ⊂ RN domínio limitado e K ⊂ C(Ω) tal que
(i) Existe M tal que |u(x)| ≤M para todo Ω e para todo u ∈ K, (equilimitada);
(ii) Dado ε > 0, existe δ > 0 tal que u ∈ K ⊂ C(Ω) e x, y ∈ Ω e |x − y| < δ, então
|u(x)− u(y)| < ε, (equicontínua)
Então, K é pré-compacto em C(Ω), isto é K é subconjunto compacto de C(Ω) com a
norma do supremo, ‖ · ‖∞ = ‖ · ‖C0(Ω).
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Demonstração. Ver a prova em [4].
Proposição 5 Seja Ω ⊂ RN um aberto. Então, para todo k ∈ N∪{0} e 0 < ν < γ ≤ 1,
valem as seguintes imersões
(a) Ck+1(Ω) ↪→ Ck(Ω);
(b) Ck,γ(Ω) ↪→ Ck(Ω);
(c) Ck,γ(Ω) ↪→ Ck,ν(Ω).
Se Ω é limitada, então as imersões (b) e (c) são compactas e se Ω é convexo e
limitado, todas as três imersões são compactas.
Se Ω é convexo, valem duas imersões adicionais,
(d) Ck+1(Ω) ↪→ Ck,1(Ω);
(e) Ck+1(Ω) ↪→ Ck,ν(Ω);
sendo que a última é compacta se Ω for também limitado.
Iremos mostrar apenas o ítem (b) a prova dos demais ítens pode ser encontrada na
referência [11].
Demonstração. Para mostrar a imersão compacta (b) mostremos inicialmente que
C0,α(Ω) ↪→↪→ C(Ω).
Considerando então (un)n∈N sequência limitada C0,α(Ω), então existe M > 0 tal que
||un||C0,α(Ω) ≤M, ∀n ∈ N
ou seja
||un||C0,α(Ω) = ||un||∞ + [un]α,Ω ≤M, ∀n ∈ N.
Precisamos verificar que existe uma subsequência convergente em C(Ω).
Seja K = {un : n ∈ N} ⊂ C(Ω).
(1) Como |un(x)| ≤ ||un||∞ + [un]α,Ω ≤M, ∀x ∈ Ω e ∀n ∈ N.
O que implica que a sequência (un)n∈N é uniformemente limitado.
(2) Como [un]α,Ω ≤M, ∀n ∈ N, segue que
|un(x)− un(y)| ≤M |x− y|α, ∀x ∈ Ω e ∀n ∈ N.
Capítulo 1. Preliminares. 12





Segue do Teorema de Arzelà-Ascoli que (un)n∈N possui subsequência convergente em
C(Ω). Isso estabelece (b) quando k = 0.
Para o caso geral, se (un)n∈N ⊂ Ck,γ(Ω) é uma sequência limitada, então existe uma
subsequência de (un)n∈N que ainda denotaremos por (un)n∈N, tal que un → u em C(Ω)
para todo multi índice γ tal que |γ| ≤ k,
‖u‖Ck,α(Ω) = ‖u‖Ck(Ω) + max|γ|≤k[D
γu]α,Ω ≤M.
Logo
‖Dγu‖C0,α(Ω) = ‖Dγu‖C0(Ω) + [Dγu]α,Ω ≤M.
Usando a primeira parte da demonstração e passando para subsequências se necessário,
temos queDγun → φu em C(Ω). Como a convergência é uniforme devemos terDγu = φu.
Desse modo, u ∈ Ck(Ω) e
||un − u||Ck(Ω) =
∑
|γ|≤k
||Dγun −Dγu||0 → 0,
o que estabelece (b). 
Definição 12 Seja Ω um aberto do RN , 1 ≤ p <∞ e m ∈ N, definimos
Wm,p(Ω) = {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω) no sentido das distribuição para todo |α| ≤ m} .










Notação: para p = 2
Wm,2(Ω) = Hm(Ω).
Proposição 6 Seja Ω um aberto do RN , 1 ≤ p < ∞ e m ∈ N, então Wm,p(Ω) com a
norma || · ||Wm,p(Ω) é um espaço de Banach.
Demonstração. Ver a prova em [1].
Teorema 13 Se 1 < p <∞ então Wm,p(Ω) é um espaço Banach reflexivo.
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Demonstração. Ver a prova em [11].
Definição 14 Seja Ω um aberto do RN . Definiremos o espaço Wm,p0 (Ω) = C∞0 (Ω)
||.||m,p.
Notação: para p = 2
Wm,20 (Ω) = H
m
0 (Ω)





= 1. Representaremos por
W−m,q(Ω) o dual topológico de Wm,p0 (Ω).




Lema 16 (Frechet-Kolgomorov) Seja Ω um aberto do RN e considere = um subconjunto
limitado de Lp(Ω), 1 ≤ p <∞ suponha que :
(s1) ∀ε > 0, existe w ⊂⊂ Ω tal que ||f ||Lp(w) < ε, ∀f ∈ =.
(s2) ∀ε > 0 e ∀w ⊂⊂ Ω existe δ > 0, δ < dist(w,RN −Ω) tal que ||Thf −f ||Lp(Ω−w) < ε
∀h ∈ RN com |h| < δ ∀f ∈ =.
Então, = é relativamente compacto em Lp(Ω).
Demonstração. Ver a prova em [4].
Proposição 7 Se Ω ⊂ RN aberto limitado, bem regular do RN . Então, são verdadeiras
as seguintes imersões:
(a) Se mp < N ,







(b) Se mp = N ,
Wm,p(Ω) ↪→↪→ Lq(Ω) , 1 ≤ q < +∞
(c) Se N < mp,
Wm,p(Ω) ↪→↪→ Ck(Ω) onde k < m− N
p
≤ k + 1 , k ∈ N.
Demonstração. Ver a prova em [11].
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1.2 Ponto Fixo de Schauder
Nesta sessão, vamos enunciar e mostrar o Teorema de Ponto Fixo de Schauder que
será usado nesta dissertação.
Teorema 17 Seja E um espaço de Banach e sejam K ⊂ E um conjunto compacto e
convexo e T : K → K uma aplicação contínuo. Então, T tem um ponto fixo.
Demonstração. Como K é compacto, podemos cobrir com uma quantidade finita de




Bε(yi) cobertura aberta finita.











Notemos que Kε é o menor fechado e convexo contendo {y1, y2, ..., yp}. Assim, Kε ⊂ K
é compacto. Consideremos agora Fε = [y1, y2, ..., yp] o subespaço gerado pelos pontos
y1, y2, ..., yp e definamos a função bj : K → R por bj(x) = ε − ‖x − bj‖, para todo






















∥∥∥∥∥∥∥∥ ≤ ‖x− yj‖ < ε. (1.2)
Primeiramente mostraremos que Kε
T−→ K gε−→ Kε tem ponto fixo. De fato, consider-
emos a seguinte função:
JK : Fε → R+, JK(x) = inf {λ ≥ 0 : x ∈ λK} .
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Por translação, podemos supor que 0 ∈ K. Assim, JK está bem definida pela con-




se x 6= 0. Notemos que h é contínua pois é composição de funções
















. Portanto, |JK(x)| = |JK(y)| de onde concluímos que






implica x = y. Logo, existe h−1 ela é
contínua. Consideremos agora a função
H = h ◦ gε ◦ T ◦ h−1 : B1(0)→ B1(0).
Ou seja, B1(0)
h−1−−→ Kε
T−→ K gε−→ Kε
h−→ B1(0) e do Teorema de ponto fixo de Brouwer,
existe x ∈ B1(0) tal que H(x0) = x0. Daí, h ◦ gε ◦ T ◦ h−1(x0) = x0. Portanto gε ◦
T (h−1(x0)) = h
−1(x0). Logo h−1(x0) é ponto fixo de gε ◦ T .
Da compacidade de K, dado y = h−1(x0) ∈ K, existe uma sequência (yn) ⊂ K tal
que yn → y. Mostraremos que y é ponto fixo de T .
De fato, note que
0 ≤ ‖y − Ty‖ ≤ ‖y − yn‖+ ‖yn − Tyn‖+ ‖Tyn − Ty‖.
Fazendo n → ∞, temos ‖y − yn‖ → 0. Desde que y é um ponto fixo de gε ◦ T , então
pela desigualdade (1.2), obtemos
‖yn − Tyn‖ = ‖(gn ◦ T )− Tyn‖ → 0.
Da continuidade de T , encontramos ‖Tyεj − Ty‖ → 0, donde concluímos Ty = y. 
Teorema 18 (Teorema de Ponto Fixo de Schauder) Seja E um espaço de Banach e seja
Q ⊂ E um conjunto convexo fechado e limitado. Se T : Q→ Q é um operador compacto
e contínuo. Então, T tem um ponto fixo.
Demonstração. Vamos mostrar primeiro o caso em que Q = BR(0). Considere o
operador ϕ : BR(0)→ E, onde ϕ = I − T , ou seja ϕ é a perturbação da identidade por
um compacto. Se existir x0 ∈ ∂BR(0) tal que ϕ(x0) = 0, nada por demostrar, pois neste
caso x0 seria ponto fixo de T .
Suponha que ϕ 6= 0, para todo x ∈ ∂BR(0). Agora defina a seguinte homotopia:
H : BR(0)× [0, 1]→ E tal que H(y, t) = y − tT (y).
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Notemos que H é contínuo. Vamos mostrar que
0 /∈ H(∂BR(0)× [0, 1]),
isto é H(y, t), ∀y ∈ ∂BR(0) e ∀t ∈ [0, 1].
Se, t = 1 temos
H(y, 1) = y − T (y) = ϕ(y) 6= 0, ∀y ∈ ∂BR(0),
mostrando que
0 6= H(∂BR(0)× {1}).
Agora vamos analisar o caso em que t ∈ [0.1) e y ∈ ∂BR(0). Observemos que,
‖tT (y)‖ = t‖T (y)‖ ≤ tR < R = |y|
e com isso,
‖tT (y)‖ < |y|.
Consequentemente
tT (y) 6= y
de onde segue que
H(y, t) 6= 0 ∀y ∈ ∂BR(0) e ∀t ∈ [0, 1).
Portanto,
0 /∈ H(∂BR(0)× [0, 1]).
Desde que o grau é invariante por homotopia, então
deg(H(·, t), BR(0), 0) = constante ∀t ∈ [0, 1]
e portanto,
deg(H(·, 0), BR(0), 0) = deg(H(·, 1), BR(0), 0).
Assim, segue que
deg(T (·, 0), BR(0), 0) = deg(I(·, 1), BR(0), 0) = 1,
então
deg(ϕ,BR(0), 0) = 1 6= 0.
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Agora, como consequência das propriedades de Grau do Leray-Schauder, existe y0 ∈
BR(0) tal que ϕ(y0) = 0, implicando que
y0 − T (y0) = 0,
e com isso y0 = T (y0). Portanto, o operador T tem um ponto fixo y0 ∈ BR(0). 
1.3 Teorema de Minty-Browder
Definição 19 Seja E um espaço de Banach reflexivo e A : E → E ′ um operador (pos-
sivelmente não linear). Dizemos que A é estritamente monótono se:
〈A(u)− A(v), u− v〉E′×E > 0 para todo u, v ∈ E.
Definição 20 Seja E um espaço de Banach reflexivo e A : E → E ′ um operador (pos-
sivelmente não linear). Dizemos que A é coercivo se:
〈A(u), u〉E′×E
‖u‖E
→∞ quando ‖u‖E →∞.
Teorema 21 (Teorema de Minty-Browder) Seja E espaço Banach reflexivo e o operador
A : E → E ′ estritamente monótono, coercivo e contínuo , então para cada f ∈ E ′ existe
uma única solução u ∈ E da equação Au = f .
Demonstração. Ver a prova em [4].
Capítulo 2
Sub e supersoluções
Neste capítulo mostraremos os Lemas e resultados que serão usados para mostrar o
teorema principal.
Consideremos o seguinte problema{
−div(a(|∇u|2)∇u) = f(x, u,B(u)) em Ω,
u = 0 sobre ∂Ω,
(P)
onde Ω é um domínio limitado suave de RN , as funções f : Ω × R × R → R , B :
L∞(Ω) → R são funções contínuas e a : R+ → R+ uma função de classe C1, com as
seguintes propriedades: existem constantes γ,Γ > 0, tais que
(a1) 0 < γ ≤ a(s2) ≤ Γ para todo s ≥ 0;
(a2) (γ − 12)a(s) ≤ a
′
(s)s ≤ Γa(s) para todo s ≥ 0.





Com as hipóteses anteriores mostraremos o seguinte teorema.
Teorema 22 Suponhamos que (a1)−(a2) são satisfeitas, então existe u ∈ C1(Ω) solução
do problema (P) tal que u ≤ u ≤ u.
Para a demonstração do Teorema 22 será necessário o uso dos seguintes Lemas:
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Lema 23 Se (a1)− (a2) são válidas, então:
(i) A função s→ a(s2)s é crescente.












≥ ν|x− y|2. (2.1)
Demonstração.
















= 2γ + a(s2)− a(s2)
> 0.
Desta forma concluímos que s→ a(s2)s é crescente.




1 , se i = j,
0 , se i 6= j.
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(ii.2) Logo como ξ = (ξ1, ξ2, ..., ξi, ..., ξj, ..., ξN) ∈ RN , para i, j = 1, 2, ...,N, multipli-
camos o obtido no (ii.1) por ξi, ξj ∈ R, aplicando a soma dupla, fazendo uso de









= (〈ξ, z〉)2 = |ξ|2|z|2cos2(θ).































= a(|z|2)|ξ|2 + 2a′(|z|2) (〈ξ, z〉)2






a(|z|2) + (2γ − 1)a(|z|2)cos2(θ)
)








1 + (2γ − 1)cos2(θ))
]
. (2.5)
Vamos analisar por casos esta desigualdade







1 + (2γ − 1)cos2(θ)
]
≥ |ξ|2a(|z|2) ≥ γ2|ξ|2






(a(|z|2)zj)ξiξj ≥ γ2|ξ|2. (2.6)
Caso II: Para 2γ − 1 < 0, e já que 0 ≤ cos2(θ) ≤ 1 para todo θ ∈ R,







1 + (2γ − 1)cos2(θ)
]






(a|z|2zj)ξiξj ≥ 2γ2|ξ|2. (2.7)





(a|z|2zj)ξiξj ≥ ν|ξ|2 ∀z, ξ ∈ RN .
Agora para z = y + t(x − y), t ∈ [0, 1] e ξ = x − y, temos que as j-ésimas coordenadas



























(xj − yj) .






















































(xj − yj) .
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= ν med ([0, 1])|x− y|2
= ν|x− y|2.
Portanto, mostramos a existência de ν > 0, satisfazendo a desigualdade (2.1) para
qualquer x, y ∈ RN . 
Lema 24 Seja A(η) um campo de vetores C1 em RN e f(x, s) uma função Carathéodory
limitada em Ω× R. Seja u ∈ H10 (Ω) a solução fraca de{
−div(A(∇u)) = f(x, u) em Ω,







f(x, u)ϕdx ∀ϕ ∈ H10 (Ω).








∣∣∣∣ ≤ K, (2.9)
para todo i, j = 1, 2, ..., N e ξ ∈ RN . Então u ∈ W 2,p(Ω)
⋂
C1,α(Ω) para todo α ∈ (0, 1)
e para todo p ∈ (1,∞). Além disso,
‖u‖C1,α(Ω) ≤ O(ν,K,Ω, ‖f(·, u)‖∞). (2.10)
Demonstração. Ver a prova em [10].
No resultado a seguir, mostramos que o operador diferencial envolvido em (P) verifica
(2.9).
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Lema 25 Se (a1)− (a2) são válidas, então para todo u ∈ H10 (Ω), temos que o operador
diferencial de segunda ordem A(∇u) = a(|∇u|2)∇u satisfaz (2.9) do Lema 24.
Demonstração. Mostremos que as desigualdades de (2.9) do Lema 24 são satisfeitas.
Afirmação I:
∣∣∣∣∂Ai∂ηj (∇u)
∣∣∣∣ ≤ K, para algum 0 < K <∞.






(a(|η|2)ηj) = a(|η|2)δij + 2a
′
(|η|2)ηiηj
e fazendo η = ∇u, temos∣∣∣∣∂Ai∂ηj (∇u)
∣∣∣∣ = ∣∣∣∣a(|∇u|2)δij + 2a′(|∇u|2) ∂u∂xi ∂u∂xj
∣∣∣∣
≤ |a(|∇u|2)|+ 2




≤ Γ + 2Γa(|∇u|2)
≤ Γ + 2ΓΓ
= K
Para alguma constante positiva K, obtemos a desigualdade procurada,∣∣∣∣∂Ai∂ηj (∇u)
∣∣∣∣ ≤ K.







De fato, dado que a função a : R+ → R+ é de classe C1 e além disso (a1) − (a2) são
válidas e fazendo η = ∇u no Lema 24, ou seja













e como A é um campo de vetores, temos
A(∇u) = (A1(∇u), A2(∇u), ..., Ai(∇u), ...AN(∇u)) ∈ RN .







(a(|η|2)ηj) = a(|η|2)δij + 2a
′
(|η|2)ηiηj.
Consequentemente, para η = ∇u, temos
∂Ai
∂nj







aplicando a soma dupla, fazendo uso de (a1) − (a2) e para algum valor de θ ∈ [0, 2π)











































= a(|∇u|2)|ξ|2 + 2a′(|∇u|2) (〈∇u, ξ〉)2






a(|∇u|2) + (2γ − 1)a(|∇u|2)cos2(θ)
)
= |ξ|2a(|∇u|2)[1 + (2γ − 1)cos2(θ)].
Vamos analisar esta desigualdade por casos.







1 + (2γ − 1)cos2(θ)
]
≥ |ξ|2a(|∇u|2) ≥ γ2|ξ|2





(∇u)ξiξj ≥ γ2|ξ|2. (2.11)
Caso II: Para 2γ − 1 < 0, e já que 0 ≤ cos2(θ) ≤ 1 para todo θ ∈ R,
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1 + (2γ − 1)cos2(θ)
]
≥ 2|ξ|2a(|∇u|2) ≥ 2γ2|ξ|2.






2.1 Demonstração do Teorema 22.




u(x) se w(x) ≥ u(x),
w(x) se u(x) ≤ w(x) ≤ u(x),
u(x) se w(x) ≤ u(x),
(2.12)
e o problema auxiliar,{
−div(a(|∇u|2)∇u) = f(x,R(w), B(R(w))) := Fw(x) em Ω,
u = 0 sobre ∂Ω,
(L)
para qualquer w ∈ L∞(Ω). Para mostrar a existência de solução do problema (L),
fazemos uso do seguinte Lema.
Lema 26 Se (a1)−(a2) são válidas, então o problema (L) tem solução única u ∈ H10 (Ω).
Além disso u ∈ C1,α(Ω) para todo α ∈ (0, 1) e existe uma constante positiva C > 0
(independente de w) tal que:
‖u‖C1,α(Ω) ≤ C. (2.13)
Demonstração. Faremos uso do Teorema de Minty-Browder.
Definamos o operador não linear,
A : H10 (Ω)→ (H10 (Ω))
′
= H−1(Ω),





a(|∇u|2)∇u∇ϕdx , ∀ϕ ∈ H10 (Ω).
Mostremos que o operador A satisfaz as hipóteses do Teorema de Minty-Browder, isto é:














= γ‖u‖2H10 (Ω), (2.14)











γ‖u‖H10 (Ω) = +∞,
desta forma concluímos que A é um operador coercivo.
2. A é monótono: fazendo uso do item (ii) do Lema 23 temos,


























= ν‖u− η‖2H10 (Ω)
≥ 0. (2.15)
Assim temos que 〈Au − Aη, u − η〉 > 0, ∀u, η ∈ H10 (Ω), u 6= η. Portanto concluímos
que o operador A é um operador estritamente monótono.
3. A é contínuo:
Seja uma sequência (un)n∈N ⊂ H10 (Ω) e u ∈ H10 (Ω) tal que un → u em H10 (Ω). Temos
que |∇un| → |∇u| em L2(Ω), pelo Teorema 31, existe uma subsequência ainda denotada
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por (un)n∈N tal que{
(i) |∇un(x)| → |∇u(x)| q.t.p. em Ω,
(ii) ∃g ∈ L2(Ω) : |∇un(x)| ≤ g(x) q.t.p. em Ω.
(2.16)
Agora, por definição da norma do operador, e fazendo uso do Teorema 32, temos
‖Aun − Au‖H−1(Ω) = sup
‖ϕ‖≤1
| 〈Aun − Au, ϕ〉 |
= sup
‖ϕ‖≤1



















Vamos fazer uso do Teorema da Convergência Dominada de Lebesgue no lado direito.
(a) Mostremos a convergência pontual.
Por (i) de (2.16), temos
|∇un(x)| → |∇u(x)| q.t.p. em Ω,
e como a função potencial é contínua, segue que
|∇un(x)|2 → |∇u(x)|2 q.t.p. em Ω,
e pela continuidade da função a, temos
a(|∇un(x)|2)→ a(|∇u(x)|2) q.t.p. em Ω,
logo obtemos
a(|∇un(x)|2)∇un(x)∇ϕ(x)→ a(|∇u(x)|2)∇u(x)∇ϕ(x) q.t.p. em Ω.
(b) Mostremos a limitação por uma função em L1(Ω).
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desta forma temos que h ∈ L1(Ω).








||Aun − Au||H−1(Ω) → 0, quando n→∞,
logo A é um operador contínuo.
Desta forma mostramos que o operador não linear A é estritamente monótono,
coercivo e contínuo. Então, pelo Teorema 21, temos que para cada w existe uma
única u solução do problema (L). Além disso pelos Lemas 24 e 25 temos que u ∈
W 2,p(Ω)
⋂
C1,α(Ω), para todo α ∈ (0, 1) , p > 1, e
‖u‖C1,α(Ω) ≤ O(ν,K,Ω, ‖Fw‖∞) ≤ C,
com C independente de w. Isso completa a prova. 
Agora, definimos o operador
T : L∞(Ω)→ L∞(Ω) com T (w) = u,
onde u é a única solução do problema auxiliar (L). Além disso pelo Lema 26 temos
u ∈ C1,α(Ω) e da imerão de C1,α(Ω) em L∞(Ω), temos que u ∈ L∞(Ω).
No próximo resultado, provaremos algumas propriedades do operador T.
Lema 27 O operador T : L∞(Ω)→ L∞(Ω) satisfaz:
(i) T é contínuo e compacto.
(ii) T (B(0,M)) ⊂ B(0,M), onde B(0,M) é a bola de L∞(Ω).
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Demonstração.
(i) T é compacto: Seja, (wn)n∈N uma sequência limitada em L∞(Ω) tal que T (wn) = un,
e pelo Lema 26 temos que ‖un‖C1,α(Ω) ≤ C, ou seja, temos que (un)n∈N é uma sequência
limitada no espaço C1,α(Ω). Por outro lado, pela imersão compacta
C1,α(Ω) ↪→↪→ C1(Ω) ↪→ L∞(Ω),
existe uma subsequência (unk)k∈N de (un)n∈N em C1,α(Ω), que converge para algum
ponto u∗ de L∞(Ω) isto é unk → u∗ em L∞(Ω), pela definição do operador T segue que
T (wnk) = unk → β, desta forma mostramos que o operador T é compacto.
T é contínuo: Seja (wn)n∈N uma sequência em L∞(Ω) tal que, wn → w em L∞(Ω)
e também T (wn) = un, pelo Lema 26 temos que (un)n∈N é uma sequencia limitada no
espaço C1,α(Ω), pela imersão compacta
C1,α(Ω) ↪→↪→ C1(Ω),
temos que a menos de subsequência,
un → u em C1(Ω).
Temos por definição do operador solução: T (wn) = un, como un é uma solução da





Fwnϕdx , ∀ϕ ∈ H10 (Ω). (2.17)
Fazendo passagem ao limite em (2.17). Segue como foi feito na demonstração do
















(z1) Mostremos a convergência pontual.
Como wn → w em L∞(Ω) temos que
|wn(x)− w(x)| ≤ |wn − w|L∞(Ω) < ε
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logo
wn(x)→ w(x) q.t.p. em Ω,
sendo R e B contínuos temos
R(wn(x))→ R(w(x)) q.t.p. em Ω
e
B(R(wn(x)))→ B(R(w(x))) q.t.p. em Ω.
Logo da continuidade de f temos
f(x,R(wn(x)), B(R(wn(x))))→ f(x,R(w(x)), B(R(w(x)))) q.t.p. em Ω
o qual implica
Fwn(x)→ Fw(x) q.t.p. em Ω
consequentemente
Fwn(x)ϕ(x)→ Fw(x)ϕ(x) q.t.p. em Ω.
(z2) Mostremos a limitação por uma função de L1(Ω).
Sendo Ω um conjunto compacto e f uma função contínua, existe K > 0 tal que
|Fwn(x)ϕ(x)| ≤ K|ϕ(x)| = g(x)
desta forma existe g ∈ L1(Ω) tal que |Fwnϕ| ≤ g ∀ n ∈ N q.t.p. em Ω.





Fwϕdx, ∀ϕ ∈ H10 (Ω).





Fwϕdx , ∀ϕ ∈ H10 (Ω).
(ii) A bola B(0,M) em L∞(Ω) é definida como segue,
B(0,M) =
{
u ∈ L∞(Ω) : ||u||L∞(Ω) < M
}
.
Seja u ∈ T (B(0,M)), então existe w ∈ B(0,M) tal que T (w) = u,
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(k1) Como u é solução do problema (L), então pelo Lema 26 temos ‖u‖C1,α(Ω) ≤ C.
(k2) Da imersão compacta
C1,α(Ω) ↪→↪→ L∞(Ω),
existe λ > 0, tal que |u|L∞(Ω) ≤ λ‖u‖C1,α(Ω).
Logo, de (k1) e (k2) tem-se que |u|L∞(Ω) ≤ M , onde M = λC é o raio da bola, o qual
implica que u ∈ B(0,M).
Finalmente de (i) e (ii), temos ao menos um Ponto Fixo de Schauder sobre a bola
B(0,M) ∈ L∞(Ω). Isso completa a demonstração. 
Pelo Lema 27 podemos aplicar o Teorema 18 e concluímos que existe u ∈ H10 (Ω)





f(x,R(u), B(R(u)))ϕdx , ∀ϕ ∈ H10 (Ω). (2.18)
Deste modo temos o procurado para o operador de truncamento.
Agora mostremos a ordenação de sub e supersolução.
Afirmação 1: u ≤ u.
De fato, fazendo uso da Definição 1 de subsolução u, temos
−div(a(|∇u|2)∇u ≤ f(x, u,B(w)) em Ω, para todo u ≤ w ≤ u.
Em particular, tomando w = R(u), onde R é o operador de truncamento definido por
(2.12), obtemos
−div(a(|∇u|2)∇u ≤ f(x, u,B(R(u))) em Ω





f(x, u,B(w))ϕdx , ∀ϕ ∈ H10 (Ω), ϕ ≥ 0. (2.19)





f(x,R(u), B(R(u)))ϕdx , ∀ϕ ∈ H10 (Ω). (2.20)
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[f(x, u,B(R(u)))− f(x,R(u), B(R(u)))]ϕdx, (2.21)
para todo ϕ ∈ H10 (Ω), ϕ ≥ 0.
Como u, u ∈ H10 (Ω), e ϕ ∈ H10 (Ω) onde ϕ ≥ 0, em particular, podemos considerar
ϕ = (u− u)+ = max {u− u, 0} ∈ H10 (Ω),
logo ∫
Ω
a(|∇u|2)∇u− a(|∇u|2)∇u)∇(u− u)+dx ≤∫
Ω








[f(x, u,B(R(u)))− f(x,R(u), B(R(u)))] (u− u)dx. (2.22)
Usando o operador de truncamento R, definido por (2.12), temos∫
{x∈Ω:u(x)>u(x)}
[f(x, u,B(R(u)))− f(x,R(u), B(R(u)))] (u− u)dx = 0,
e por (2.22) temos que∫
{x∈Ω:u(x)>u(x)}
(a(|∇u|2)∇u− a(|∇u|2)∇u)∇(u− u)dx ≤ 0






(a(|∇u|2)∇u− a(|∇u|2)∇u)∇(u− u)dx ≤ 0,





|∇(u− u)|2dx ≤ 0,
portanto med {x ∈ Ω : u(x) > u(x)} = 0. Logo u(x) ≤ u(x) q.t.p. em Ω.
Afirmação 2: u ≤ u.
De fato, fazendo uso da Definição 1 de supersolução u, temos
−div(a(|∇u|2)∇u ≥ f(x, u,B(w)) em Ω, para todo u ≤ w ≤ u.
Em particular, tomando w = R(u), temos
−div(a(|∇u|2)∇u ≥ f(x, u,B(R(u))) em Ω





f(x, u,B(R(w)))ϕdx , ∀ϕ ∈ H10 (Ω), ϕ ≥ 0. (2.23)





f(x,R(u), B(R(u)))ϕdx , ∀ϕ ∈ H10 (Ω). (2.24)







[f(x,R(u), B(R(u)))− f(x, u,B(R(u)))]ϕdx, (2.25)
para todo ϕ ∈ H10 (Ω), ϕ ≥ 0.
Como u, u ∈ H10 (Ω), e ϕ ∈ H10 (Ω) onde ϕ ≥ 0, em particular podemos considerar
ϕ = (u− u)+ = max {u− u, 0} ∈ H10 (Ω),
logo ∫
Ω
(a(|∇u|2)∇u− a(|∇u|2)∇u)∇(u− u)+dx ≤∫
Ω
[f(x,R(u), B(R(u)))− f(x, u,B(R(u)))] (u− u)+dx,
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e obtemos ∫
{x∈Ω:u(x)<u(x)}
(a(|∇u|2)∇u− a(|∇u|2)∇u)∇(u− u)dx ≤∫
{x∈Ω:u(x)<u(x)}
[f(x,R(u), B(R(u)))− f(x, u,B(R(u)))] (u− u)dx. (2.26)
Usando o operador de truncamento R, definido por (2.12), temos∫
{x∈Ω:u(x)<u(x)}
[f(x,R(u), B(R(u)))− f(x, u,B(R(u)))] (u− u)dx = 0,
e por (2.26) temos que∫
{x∈Ω:u(x)<u(x)}
(a(|∇u|2)∇u− a(|∇u|2)∇u)∇(u− u)dx ≤ 0











|∇(u− u)|2dx ≤ 0,
portanto med {x ∈ Ω : u(x) < u(x)} = 0. Logo u(x) ≤ u(x) q.t.p. em Ω.
Das afirmações I e II, temos que
u ≤ u ≤ u , implicando que R(u) = u.
E assim, olhando para a equação (2.18), u é solução do problema (P).
Dessa forma demonstramos o Teorema 22. 
Capítulo 3
Aplicações à curvatura média prescrita
Nesta sessão apresentamos duas aplicações do Teorema 22 à curvatura média pre-
scrita não local (veja [9], [13], [14]).
3.1 Primeira aplicação





= f(x, u,B(u)) em Ω,
u = 0 sobre ∂Ω,
(P1)
onde a função f é dada por




e supondo h, b ∈ C(Ω), λ ∈ R e 0 < p, q, r. Consideremos ainda que h é não negativa e
não trivial. Dada uma função g ∈ C(Ω), denotemos:
gm = min
x∈Ω
g(x) e gM = max
x∈Ω
g(x).
Proposição 8 Suponhamos que q + r < 1 < p + r. Então, existe λ0 > 0 tal que (P1)
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Demonstração. Será dividida em três etapas.
Inicialmente, consideremos o problema auxiliar,{
−div(a(|∇u|2)|∇u|) = f(x, u,B(u)) em Ω,
u = 0 sobre ∂Ω,
(PA1)





s ∈ [0, 1),
b(s− 2)2 + c s ∈ [1, 2),













Observação 28 Notemos os seguintes fatos.
(i) A função a satisfaz as hipóteses (a1) - (a2). Vamos denotar por ã a primeira regra




, para s ∈ [0, 1)
(m1) A função ã satisfaz a hipótese (a1).
De fato, observevamos que para 0 ≤ s < 1, temos
1 ≤
√







1 ≥ ã(s2) > 1√
2
> 0.
Assim, existem as constantes positivas γ no intervalo (0, 1√
2
) e Γ no intervalo
[1,+∞), que satisfazem a desigualdade acima, logo a função ã satisfaz a hipótese
(a1) para s ∈ [0, 1).
(m2) A função ã satisfaz a hipótese (a2).
De fato, como ã(s) =
1√
1 + s
, s ∈ (0, 1) derivando neste conjunto convexo, temos
ã
′









(s) = − 1
2(1 + s)
ã(s). (3.2)
Consideremos a função g(s) = − 1
2(s+ 1)
que é contínua no intervalo [0, 1], assim
temos ã′(s) = g(s)ã(s), logo a função ã é de classe C1.
Além disso, multiplicando por s a equação (3.2) em ambos os lados, segue que
ã
′



























Por outro lado, como a função h(s) =
s
s+ 1
é crescente onde seu valor máximo é
menor do que 1
2
. Para s ∈ [0, 1) temos











portanto, γ < 1
2
. De (m1) e (m2) concluímos que existem γ,Γ > 0 onde γ ∈ (0, 14)
e Γ ∈ [1,+∞), que satisfazem as hipóteses (a1)− (a2) da função ã.
(ii) Denotemos por ϕ1 a autofunção do operador Laplaciano em Ω correspondente ao
primeiro autovalor λ1, onde ϕ1 ∈ H10 (Ω), então pelo Teorema 39, segue que ϕ1 > 0
em Ω e satisfaz −∆ϕ1 = λ1ϕ1 em Ω,ϕ1 = 0 sobre ∂Ω. (3.3)
(iii) Considere o problema linear elíptico−∆e = 1 em Ω,e = 0 sobre ∂Ω. (3.4)
Mostraremos que este problema admite uma única solução e, esta solução é neces-
sariamente positiva.
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vdx , ∀v ∈ H10 (Ω).
























0 ≤ ‖e−‖H10 (Ω) = −
∫
Ω
e−dx ≤ 0, e− ∈ H10 (Ω).
Dessa forma, obtemos e− ≡ 0. Como e = e+ − e−, onde e+, e− ∈ H10 (Ω), temos que
e = e+ ≥ 0.




Pelo Teorema 38, e = constante. Como e = 0 sobre a ∂Ω segue que e ≡ 0, que é um
absurdo, pois teríamos 0 = −∆e = 1. Então não existe x ∈ Ω tal que e(x) = 0, portanto
e > 0 em Ω. 
Temos como candidatos a sub e supersolução, as seguintes funções,
u = εϕ1 e u = λ
se,
com ε, s, λ > 0 que serão escolhidos de maneira mais apropriada, para que os candidatos
mencionados sejam realmente sub e supersolução da equação (PA1).
Primeira Etapa: Vamos verificar que u satisfaz o item (iii) da Definição 1.






1− (q + r)
)
.
Ao longo da nossa prova consideraremos λ suficientemente pequeno tal que satisfaz o
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seguinte,
λ2s|∇e|2 ≤ 1. (3.5)
Pela Definição 1, dada para supersolução, temos
-div(a(|∇u|2)∇u) ≥ f(x, u,B(w)) em Ω, para todo u ≤ w ≤ u.






≥ f(x, u,B(w)) em Ω, para todou ≤ w ≤ u.














dx , ∀ϕ ∈ H10 (Ω) , ϕ ≥ 0,
onde sabemos que o candidato à supersolução é u := λse. Substituindo na desigualdade






























































1− (q + r)
)
, temos que s(p − q) > 1. Observe que
podemos tomar λ suficientemente pequeno tal que
1 + b(x)λp−qe(x)p−q ≥ 0 , para todo x ∈ Ω. (3.7)
De fato, como Ω é um domínio limitado, temos que Ω é um conjunto compacto.
Além disso, valem:
Capítulo 3. Aplicações à curvatura média prescrita. 40
(z1) Dado que b ∈ C(Ω) então b atinge mínimo e máximo que denotaremos por
bm = min
x∈Ω
b(x) ≤ b(x) ≤ max
x∈Ω
b(x) = bM .
(z2) Como e é solução positiva do problema linear (3.4), temos que e é contínua pelo
Teorema 36, temos
0 < em = min
x∈Ω
e(x) ≤ e(x) ≤ max
x∈Ω
e(x) = eM .
Com isso, analisemos a desigualdade (3.7) nos seguintes casos:
Caso I. Se b(x) ≥ 0, para λ pequeno e positivo, vale a desigualdade.








Portanto, em geral, vale a desigualdade (3.7).






1− (q + r)
)














































Provaremos que existe λ0 > 0 tal que para λ < λ0 a desigualdade (3.9) é verdadeira.
Suponhamos por contradição que exista ϕ0 ∈ H10 (Ω), ϕ0 ≥ 0 e ϕ0 6= 0 tal que para







































ϕ0dx > 0, quando n→ +∞.
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h(x)er(x)dx)dx −→ 0, quando n→ +∞,
isso contradiz (3.10) e prova que u = λse satisfaz o item (iii) da Definição 1 para λ < λ0
para algum λ0 > 0. Dessa forma, temos que u = λse é uma candidata a supersolução.
Segunda Etapa: Vamos verificar que u satisfaz o item (ii) da Definição 1.
Primeiro, escolhamos um λ fixo menor que λ0 e tomemos ε suficientemente pequeno
tal que satisfaz
ε2|∇ϕ1|2 ≤ 1. (3.11)
Pela Definição 1, dada para a subsolução, temos
−div(a(|∇u|2)∇u) ≤ f(x, u,B(w)) em Ω, para todou ≤ w ≤ u.






≤ f(x, u,B(w)) em Ω, para todou ≤ w ≤ u.














dx ∀ϕ ∈ H10 (Ω), ϕ ≥ 0.
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para todo ϕ ≥ 0 e para todo w ∈ [u, u].
Para λ ∈ (0, λ0) fixado e ε suficientemente pequeno, é válida a desigualdade
λ+ b(x)(εϕ1)
p−q ≥ 0 , para x ∈ Ω. (3.12)
De fato,
(r1) Dado que b ∈ C(Ω) então b atinge mínimo e máximo que denotaremos por
bm = min
x∈Ω
b(x) ≤ b(x) ≤ max
x∈Ω
b(x) = bM .
(r2) Como ϕ1 é autofunção do operador Laplaciano em Ω correspondente ao primeiro
autovalor λ1, onde ϕ1 ∈ H10 (Ω), segue pelo Teorema 39, que ϕ1 > 0 em Ω.
Com a validade de (r1) e (r2), analisemos a desigualdade (3.12) nos seguintes casos:
Caso I. Se b(x) ≥ 0, para λ ∈ (0, λ0) fixado e ε pequeno e positivo, temos o procurado.









que (3.12) é satisfeita.
Logo, é válida a desigualdade (3.12).


















































Como q + r < 1 < p + r por hipótese, segue que 1 − (q + r) > 0. Fixando agora λ0 tal
que λ ∈ (0, λ0), vamos supor por contradição que existe ϕ0 ∈ H10 (Ω), ϕ0 ≥ 0 e ϕ0 6= 0
tal que para a sequência (εn)n∈N ⊂ R, onde εn <
1
n
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dx −→ 0, quando n→ +∞.
























Isso contradiz (3.14) e prova que u = εϕ1 satisfaz o item (ii) da Definição 1 para
λ ∈ (0, λ0) fixado. Dessa forma, temos que u = εϕ1 é uma candidata a subsolução.
Da primeira e segunda etapa acima se obtém u ≤ u, um par de candidatos a sub e
supersolução.
Veremos essa ordenação com mais detalhes na terceira etapa.
Terceira Etapa: Ordenação de u ≤ u .
Dada λ ∈ (0, λ0), diminuindo ε = ε(λ), se necessário, de modo que λ1ε‖ϕ1‖∞ ≤ λs,
temos −∆(εϕ1) ≤ −∆(λse) em Ω, por (3.3), temos que εϕ1 = 0 sobre ∂Ω e por (3.4),
temos que λse = 0 sobre ∂Ω, logo−∆(εϕ1) ≤ −∆(λse) em Ω,εϕ1 ≤ λse sobre ∂Ω, (3.15)
do Teorema 40, temos
u = εϕ1 ≤ λse = u q.t.p. em Ω. (3.16)
Em vista dos argumentos apresentados nas três etapas acima, temos que u = εϕ1 é
subsolução e u = λse é supersolução.
Pelo Teorema 22, existe uma solução positiva uλ para (P1) tal que,
0 ≤ u ≤ uλ ≤ u para λ ∈ (0, λ0). (3.17)
Pelo Lema 24,
‖uλ‖C1,α(Ω) ≤ O(||f(x, uλ, B(uλ))||∞). (3.18)
Da desigualdade (3.17), obtemos
0 ≤ ||εϕ1||∞ ≤ ||uλ||∞ ≤ ||λse||∞ = λs||e||∞.
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assim fazendo uso da desigualdade triangular, temos



















Tomando supremo sobre Ω na desigualdade acima, obtemos



















‖f(x, uλ, B(uλ))‖∞ = 0. (3.21)



















= f(x, u,B(u)) em Ω,
u = 0 sobre ∂Ω,
(P2)
onde a função f é dada da seguinte forma:
f(x, u,B(u)) =
(






Supondo ainda que as funções h, b, c ∈ C(Ω), λ ∈ R e 0 < m, p, q, r. Consideremos ainda
que h é não negativa e não trivial. Dada uma função g ∈ C(Ω), denotemos
gm = min
x∈Ω
g(x) e gM = max
x∈Ω
g(x).
Proposição 9 Suponhamos que 0 < q < 1 < min {p,m+ r}. Então, existe λ0 > 0 tal
que o problema (P2) possui pelo menos uma solução positiva uλ para todos os λ ∈ (0;λ0).




Demonstração. Será dividida em três etapas.
Inicialmente consideremos o problema auxiliar{
−div(a(|∇u|2)∇u) = f(x, u,B(u)) em Ω,
u = 0 sobre ∂Ω,
(PA2)





s ∈ [0, 1),
b(s− 2)2 + c s ∈ [1, 2),













Observação 29 Notemos os seguintes fatos.
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(i) A função a satisfaz as hipóteses (a1) - (a2). Vamos denotar ã a primeira regra de




, para s ∈ [0, 1)
A função ã satisfaz as hipóteses (a1)− (a2), a prova está na Observação 28.
(ii) Denotemos ϕ1 a autofunção do operador Laplaciano em Ω correspondente ao
primeiro autovalor λ1, onde ϕ1 ∈ H10 (Ω), então, pelo Teorema 39, segue que ϕ1 > 0
em Ω e satisfaz −∆ϕ1 = λ1ϕ1 em Ω,ϕ1 = 0 sobre ∂Ω. (3.23)
(iii) Além disso, também denotamos por e a única solução positiva do problema linear
elíptico −∆e = 1 em Ω,e = 0 sobre ∂Ω. (3.24)
A prova dessa afirmação está na Observação 28.
Temos como candidatos a sub e supersolução, respectivamente, as seguintes funções,
u = εϕ1 e u = λ
se,
com ε, s, λ > 0 que serão escolhidos de maneira mais apropriada, para que os candidatos
mencionados sejam realmente sub e supersolução da equação (PA2).
Primeira Etapa: Vamos verificar que u satisfaz o item (iii) da Definição 1.
Começamos com a função f dada em (3.22) e escolhamos s em
(
1






ao longo de nossa prova consideraremos λ suficientemente pequeno tal que satisfaz a
seguinte desigualdade
λ2s|∇e|2 ≤ 1. (3.25)
Pela Definição 1, dada para supersolução, temos
-div(a(|∇u|2)∇u) ≥ f(x, u,B(w)) em Ω, para todo u ≤ w ≤ u.
Capítulo 3. Aplicações à curvatura média prescrita. 47






≥ f(x, u,B(w)) em Ω, para todou ≤ w ≤ u.














dx ∀ϕ ∈ H10 (Ω), ϕ ≥ 0.
Onde sabemos que o candidato à supersolução é u = λse. Substituindo na desigualdade


































































Pela escolha de s em
(
1





, temos que, 1 < (m + r − q)s e s(p− q) < 1.




h(x)wr(x)dx ≥ 0 , para todo x ∈ Ω. (3.29)
De fato, como Ω é um domínio limitado, temos que Ω é um conjunto compacto.
Observe que valem:
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(y1) Dado que b, c ∈ C(Ω), então b, c atingem mínimo e máximo que denotaremos por
bm = min
x∈Ω
b(x) ≤ b(x) ≤ max
x∈Ω




c(x) ≤ c(x) ≤ max
x∈Ω
c(x) = cM .
(y2) Como e é solução positiva do problema linear (3.4), temos que e é contínua pelo
Teorema 36, assim temos
0 < em = min
x∈Ω
e(x) ≤ e(x) ≤ max
x∈Ω
e(x) = eM .
Com isso, analisemos a desigualdade (3.29) por casos:.
Caso I. Se b(x), c(x) ≥ 0 ou b(x) < 0 e c(x) < 0, para λ pequeno e positivo, temos o
procurado.
Caso II. Se b(x) < 0 e c(x) > 0 ou b(x) > 0 e c(x) < 0, para λ dependendo de Ω, b, s, p, q
e m obtemos a desigualdade.
Então, em geral, temos a desigualdade (3.29).
Assim, da escolha de s em
(
1






















































Provaremos que existe λ0 > 0 tal que para λ < λ0 a desigualdade (3.30) é verdadeira.
Suponhamos, por contradição, que exista ϕ0 ∈ H10 (Ω), ϕ0 ≥ 0 e ϕ0 6= 0 tal que para





























































Vejamos a convergência na parte esquerda da desigualdade (3.31), quando λn → 0,∫
Ω
∇e∇ϕ0√























→ 0, n→ +∞.
Isso contradiz (3.31), e prova que u = λse satisfaz o item (iii) da Definição 1 para algum
λ0 > 0. Dessa forma, temos que u = λse é uma candidata a supersolução.
Segunda Etapa: Vamos verificar que u satisfaz o item (ii) da Definição 1.
Agora, escolhendo um λ fixo, tal queλ < λ0 e tomando ε suficientemente pequeno,
tal que satisfaz o seguinte,
ε2|∇ϕ1|2 ≤ 1. (3.32)
Pela Definição 1, dada para a subsolução, temos
−div(a(|∇u|2)∇u) ≤ f(x, u,B(w)) em Ω, para todou ≤ w ≤ u.






≤ f(x, u,B(w)) em Ω, para todou ≤ w ≤ u.














dx, ∀ϕ ≥ 0 (3.33)
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para todo ϕ ≥ 0 e para todo w ∈ [u, u].







h(x)wr(x)dx ≥ 0, para x ∈ Ω.














































Vamos analisar os seguintes casos, para que a desigualdade (3.36) seja válida.
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Caso I: Para m > q e tomando ε suficientemente pequeno, u satisfaz o item (ii) da
Definição 1.
De fato, Suponhamos, por contradição, que exista ϕ0 ∈ H10 (Ω), ϕ0 ≥ 0 e ϕ0 6= 0 tal que




































dx→ 0, quando n→ +∞.

















O qual é uma contradição com a desigualdade (3.37) para o Caso I.
Dessa forma u = εϕ1 é uma candidata a subsolução para o problema (PA2).





























h(x)er(x)dx > 0, em Ω,












Provaremos que existe λ0 > 0 tal que para λ < λ0 a desigualdade (3.40) é verdadeira.
Suponhamos, por contradição, que exista ϕ0 ∈ H10 (Ω), ϕ0 ≥ 0 e ϕ0 6= 0 tal que para
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dx→ 0, quando n→ +∞.























Isso contradiz (3.39) e se prova que u = εϕ1 satisfaz o item (ii) da Definição 1 para
λ ∈ (0, λ0) fixado. Logo u = εϕ1 é candidata a subsolução.
Dos casos I e II da segunda etapa, temos que u = εϕ1 é uma candidata a subsolução
para o problema (PA2).
Da primeira e segunda etapa acima se obtém u ≤ u, um par de candidatos a sub e
supersolução. Veremos essa ordenação com mais detalhes na terceira etapa.
Terceira Etapa: Ordenação de u ≤ u.
Dada λ ∈ (0, λ0), diminuindo ε = ε(λ), se necessário, de modo que λ1ε‖ϕ1‖∞ ≤ λs,
temos −∆(εϕ1) ≤ −∆(λse) em Ω, por (3.23), temos que εϕ1 = 0 sobre ∂Ω e por (3.24),
temos que λse = 0 sobre ∂Ω, logo−∆(εϕ1) ≤ −∆(λse) em Ω,εϕ1 ≤ λse sobre ∂Ω, (3.40)
do Teorema 40, temos
u = εϕ1 ≤ λse = u q.t.p. em Ω. (3.41)
Em vista dos argumentos apresentados nas três etapas acima, temos que u = εϕ1 é
subsolução e u = λse é supersolução.
Pelo Teorema 22, existe uma solução positiva uλ para (P2) tal que,
0 ≤ u ≤ uλ ≤ u para λ ∈ (0, λ0). (3.42)
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Pelo Lema 24,
‖uλ‖C1,α(Ω) ≤ O(||f(x, uλ, B(uλ))||∞). (3.43)
Da desigualdade (3.42) obtemos
0 ≤ ||εϕ1||∞ ≤ ||uλ||∞ ≤ ||λse||∞ = λs||e||∞.




Pela equação (3.22), temos













|f(x, uλ, B(uλ))| =














Tomando o supremo sobre Ω na desigualdade acima, obtemos
‖f(x, uλ, B(uλ))‖∞ ≤ λ




∥∥uqλ∥∥+ ∥∥b||∞||upλ∥∥∞ + ‖c‖∞ ‖umλ ‖∞ ‖h||∞||urλ‖∞med(Ω)(3.45)




‖f(x, uλ, B(uλ))‖∞ = 0. (3.46)














Teorema 30 (Teorema da Convergência Dominada de Lebesgue) Seja (fn)n∈N uma se-
quência de funções em L1(Ω). Suponhamos que:
(a) fn → f q.t.p. em Ω;
(b) Existe g ∈ L1(Ω), tal que |fn| ≤ g ∀n ∈ N q.t.p. em Ω.









Demonstração. Ver a prova em [15].
Teorema 31 (Teorema de Vainberg) Sejam (fn)n∈N uma sequência em Lp(Ω) e f ∈
Lp(Ω), tais que
fn → f em Lp(Ω).
Então existe uma subsequência (fnk)k∈N ⊂ (fn)n∈N tal que
(a) fnk(x)→ f(x) q.t.p. em Ω;
(b) |fnk(x)| ≤ g(x) q.t.p. em Ω ∀k ∈ N , onde g ∈ Lp(Ω).
Demonstração. Ver a prova em [15].
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fg ∈ L1(Ω) e |fg|L1(Ω) ≤ |f |Lp(Ω)|g|Lq(Ω)
Demonstração. Ver a prova em [15].
Teorema 33 (Desigualdade de Young) Se p e q são números reais positivos tais que









Demonstração. Ver a prova em [1].
Lema 34 Se 1 ≤ p e a, b ≥ 0, então
(a+ b)p ≤ 2p−1(ap + bp).
Demonstração. Ver a prova em [1].
Teorema 35 (de Agmon-Douglis-Nirenberg) Sejam Ω ⊂ RN um domínio limitado e
f ∈ Lr(Ω) com r > 0. Se u ∈ H10 (Ω)é solução fraca do problema linear−∆u = f(x) em Ω,u = 0 sobre ∂Ω,
então u ∈ W 2,r(Ω) e existe C > 0, independente de u tal que
||u||W 2,r(Ω) ≤ C|f |Lr(Ω).
Além disso, se f ∈ W k,r(Ω) então u ∈ W 2+k,r(Ω).
Demonstração. Ver a prova em [2].
Teorema 36 (Schauder) Sejam Ω ⊂ RN um domínio limitado e f ∈ C0,α(Ω). Então
existe u ∈ C2,α(Ω) solução do problema linear−∆u = f(x) em Ω,u = 0 sobre ∂Ω,
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e existe C > 0, independente de u tal que
||u||C2,α(Ω) ≤ C|f |C0,α(Ω).
Além disso, se f ∈ Ck,r(Ω) então u ∈ C2+k,r(Ω).
Teorema 37 Se ϕ ∈ H10 (Ω) é uma autofunção associada a um autovalor λ do operador
(−∆u,H10 (Ω)), então ϕ ∈ C∞(Ω).
Demonstração. Notemos que −∆ϕ = λϕ em Ω,ϕ = 0 sobre ∂Ω.
Assim ϕ ∈ C∞(Ω) ⊂ L2(Ω). Usando o Teorema de Agmon-Douglis-Nirenberg k-vezes,
obtemos:
ϕ ∈ W 2,2(Ω)⇒ ϕ ∈ W 4,2(Ω)⇒ ϕ ∈ W 6,2(Ω)⇒ · · · ⇒ ϕ ∈ W n,2(Ω).
Para k suficientemente grande, temos que W n,2(Ω) ↪→ C1,α(Ω). Portanto, ϕ ∈ C1,α(Ω).
Usando o Teorema de Schauder k-vezes, obtemos:
ϕ ∈ C1,α(Ω)⇒ ϕ ∈ C3,α(Ω)⇒ ϕ ∈ C5,α(Ω)⇒ · · · ⇒ ϕ ∈ Ck,α(Ω).
Como k é arbitrário, concluímos que ϕ ∈ C∞(Ω).
Teorema 38 (Princípio do Máximo Forte) Seja Ω um domínio do RN e
u ∈ C2(Ω)
⋂
C(Ω) com −∆u ≥ 0(−∆u ≤ 0) em Ω.
Suponha que exista x0 ∈ Ω tal que
u(x0) = inf
x∈Ω
u(x) (u(x0) = sup
x∈Ω
u(x)).
Então u é constante.
Demonstração. Ver a prova em [8].
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Lema 39 O número real λ1 é o único autovalor cujas autofunções tem sinal definido.
Isto é, apenas as autofunções associadas a λ1 são estritamente positivas ou estritamente
negativas.
Demonstração. Ver a prova em [16].
Teorema 40 Seja Ω um domínio limitado do RN e seja u, v ∈ H10 (Ω) satisfazendo∆u ≤ ∆u em Ω,u ≤ v sobre ∂Ω,
no sentido fraco. Então u ≤ v q.t.p. em Ω.
Demonstração. Ver a prova em [8].
Definição 41 Sejam X, Y espaços topológicos e considere duas funções contínuas f, g :
X → Y . Essas funções são ditas homotópicas se existir uma função contínua H :
X × [0, 1]→ Y tal que para cada x ∈ X temosH(x, 0) = f(x),H(x, 1) = g(x),
quando isso acontece dizemos que H é uma homotopia entre f e g e denotaremos H :
f ' g
4.2 Grau Topológico
Nesta seção faremos uma breve revisão da Teoria do Grau, pois foi usada na demostração
do Teorema 36.
Sejam Ω um domínio limitado do RN , ϕ ∈ C1(Ω,RN) e S = {x ∈ Ω; Jϕ(x) = 0},
onde Jϕ representa a matriz jacobiana de ϕ. Seja y ∈ RN com y 6∈ ϕ(∂Ω)
⋃
ϕ(S).
Se x ∈ ϕ−1({y}) temos que Jϕ(x) = det[ϕ
′
(x)] 6= 0, então pelo Teorema da Função
Inversa ϕ é um difeomorfismo de uma vizinhança U de x sobre uma vizinhança V de y,
isto é, ϕ : U → ϕ(U) = V é um difeomorfismo. O conjunto ϕ−1({y}) é finito.
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Definição 42 Sejam ϕ ∈ C1(Ω,RN) e y 6∈ ϕ(∂Ω)
⋃
ϕ(S) . Definimos o grau topológico





sgn det[ϕ′(x)] se ϕ−1(x) 6= ∅
0 caso contrário,
onde sgn é a função sinal que é definida por
sgn(t) =
1 , se t > 0−1 , se t < 0.










. Nosso objetivo é calcular o grau topológico de ϕ com relação a
Ω no ponto y, ou seja deg(ϕ,Ω, y).





































, ϕ(∂Ω) = {0, 1},
ϕ(A) = {−1, 1}, logo ϕ(∂Ω)
⋃
ϕ(S) = {−1, 0, 1} com isso concluimos que π
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Da definição do Grau Topológico, temos as seguintes propriedades:
(1) Normalização. Seja Id a aplicação identidade Id : Ω→ RN , então,
deg(Id,Ω, y) =
1 , se y ∈ Ω,0 , se y 6= Ω.
(2) Excisão. Se deg(ϕ,Ω, y) 6= 0, então existe pelo menos um x ∈ Ω tal que ϕ(x) = y.
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(3) Aditividade. Se Ω1,Ω2 ⊂ Ω são tais que Ω1
⋂




deg(ϕ,Ω, y) = deg(ϕ,Ω1, y) + deg(ϕ,Ω2, y).
(4) Continuidade.
deg(ϕ,Ω, y) = deg(φ,Ω, y) sempre que ||ϕ− φ||C1 é suficiente pequeno.
(5) Invariância por Homotopia.
Se H : Ω× [0, 1]→ RN é contínua e y /∈ H(∂Ω× [0, 1]) , então,
deg(H(·, t),Ω, y) = constante , para todo t ∈ [0, 1].
Observação A Definição 4.2 do Grau de Brouwer pode ser extendido para funções ϕ
definidas em espaços de dimensão infinita que são da forma
ϕ = I −K,
onde K é um operador compacto, tal extensão é chamada Grau de Leray-Schauder e
preserva as cinco propriedades acima.
O estudo mais detalhado sobre Grau de Leray-Schauder pode ser encontrado em [5].
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