Abstract. A functional equation related to a problem of linear dependence of iterates is considered.
Introduction
The polynomial-like iterative functional equation
where X stands for a real or complex linear space and f k denotes the k-th iterate of the unknown function f : X → X, i.e., f 0 (x) = x for x ∈ X and f k+1 = f • f k (here "•" denotes the composition of functions) is discussed extensively, cf.
[1]− [11] . An important special case of this equation is f n (x) = a n−1 f n−1 (x) + a n−2 f n−2 (x) + ...
where a 0 , . . . a n−1 are real or complex numbers. This functional equation can be interpreted as linear dependence of iterates of f . In 1974 Nabeya [8] discussed (1) for n = 2 and X = R in detail by considering its characteristic equation. However Nabeya's idea appears to be difficult to apply in solving equation (1) for n ≥ 3. During the 26th International Symposium on Functional Equations held in Spain in 1988 the first author presented the result [6] that the solutions of (1) for n = k are solutions of (1) for (1), but until now the proof was not published. In this paper an elementary proof is presented. Furthermore, based on this result some conclusions how the solutions to be ruled by the roots of the relevant characteristic polynomials are given.
Characteristic equations
Following Euler's idea for differential equations, we formally consider a linear solution
of the equation (1) where r ∈ C is indeterminate. From (1) we have
Here (2) is called the characteristic equation of equation (1), its roots are called the characteristic roots, and the left-hand side of (2), denoted by P n (r), is called the characteristic polynomial of equation (1) . By the well known relations between roots and coefficients of polynomials equation (1) is equivalent to
for x ∈ X, where r 1 , r 2 , ..., r n are n complex roots of the polynomial P n . Let F n (r 1 , r 2 , ..., r n )f denote the function of the left-hand side of (3) and call it n-form of (3). The n-form is uniquely determined by given r 1 , r 2 , ..., r n ∈ C.
Proof. Since F n (r 1 , r 2 , ..., r n )f = 0, i.e., f satisfies equation (3), we have
Thus, for all x ∈ X, the (n + 1)-form satisfies
Now we can prove the result presented in [6] .
are polynomials, where r ∈ C, k ≤ n, and that Q|P , i.e., P is exactly divided by Q. If a function f : X → X satisfies the functional equation
then f satisfies functional equation (1), i.e.,
Proof. Let r 1 , r 2 , ..., r n be complex roots of P . Since Q|P we may assume without any loss of generality that r 1 , ..., r k , k ≤ n, are roots of Q. From the definition of F k and (4) we have
By Lemma 1, the function f also satisfies
Thus, by induction, we can prove easily that
that is, f satisfies equation (1).
Remark 1. Equation (1) of order n has a solution which does not satisfy the equation (4) of order k if Q|P but Q = P .
In fact, if all roots r 1 , r 2 , ..., r n of P are real and only r 1 , r 2 , ..., r k , k < n, are roots of Q, then f (x) = r i x, x ∈ X, i = k + 1, ..., n, satisfies (1) but is not a solution of (4).
Remark 2. Let X = R and suppose that the coefficients in equation (1) are real. If r 0 is a complex root of the characteristic polynomial P n with imaginary part r 0 = 0, then all solutions of the real 2-order iterative equation
where r 0 denotes the real part of r 0 and |r 0 | denotes the modulus of r 0 , satisfy equation (1).
This assertion is a consequence of Theorem 1 and the fact that the conjugacyr 0 of r 0 is also a root of P n .
Iterations of solutions
For convenience, let F n−1 (r 1 , ...,ř k , ..., r n )f represent the (n − 1)-form of (3) determined by n − 1 characteristic roots r 1 , ..., r k−1 , r k+1 , ..., r n . Theorem 2. Suppose that the characteristic polynomial P n in (2) has n pairwise different roots r 1 , ..., r n and that f : X → X is a solution of fuctional equation (1) . Then for any integer m ≥ 0,
where
and ∆ and A k1 , k = 1, 2, .., n, denote respectively the determinant and algebraic adjuncts of the matrix
Here i =1 and its like denote the summations with respect to the indexes from 1 to n with some shown restriction.
Proof. Write equation (3) in the equivalent form
By the definition of g k , with k = n, we have
Thus, for every non-negative integer m, Corollary 1. Suppose that the polynomial P n in (2) has n pairwise different roots r 1 , ..., r n and that f : X → X is a solution of a k-order equation of the form (1) whose characteristic polynomial Q k exactly divides P n . Then f n+m is a sum of the suitable k terms which appear in (5).
Proof. Since Q k |P n , we may assume without any loss of generality that the first k numbers r 1 , r 2 , ..., r k are the k roots of Q k . Thus the function f satisfies the equation F k (r 1 , r 2 , . .., r k )f = 0. By Theorem 1, (r 1 , ..., r k , ...,ř i , . .., r n )f = 0, i = k + 1, ..., n, that is, according to the notations in Theorem 2, g i = 0, i = k + 1, ..., n. By Theorem 2,
which completes the proof.
Remark 3. It is easy to verify that a solution f : X → X of ( 1) is oneto-one if a 0 = 0; if moreover X = R and f is continuous then it is strictly monotone and onto. If a 0 = 0 then, by (2), the characteristic polynomial of equation (1) has no zero root.
Obviously, if a 0 = 0 and f is onto then equations (1) and (3) are equivalent, respectively, to
and
where f −k denotes the k-th iterate of f −1 and s i = r
.., n. In fact, in this case f is invertible, maps X onto itself and satisfies (1) . Usually (7) and (8) are called the dual equations of (1) and (3), respectively. The following result is the dual counterpart of Theorem 2. 
Some properties of solutions
Assume that X is a normed space, a 0 = 0 and that the characteristic polynomial of equation (1) has n pairwise different roots r 1 , r 2 , ..., r n . 
Thus at least one of r i , i = 1, 2, ..., n, would be equal 1. This contradicts the hypotheses in 1 0 and 2 0 . Therefore f has no non-zero fixed point. Now the relation f (0) = 0 is an obvious consequence of the continuity of the function f .
In the next result we assume that X = R. Proof. By similar arguments as in the last corollary it is easy to show that, in both cases, 0 is a unique fixed point of f in R. To prove 1 0 assume that −1 < r 1 < ... < r n−1 < 1 < r n and take arbitrary x > 0. Since f is increasing, we have
Similarly, for arbitrary x < 0, we have
By Theorem 2, g n vanishes, i.e., F n−1 (r 1 , ..., r n−1 )f = 0 because |r i | k → 0, i = 1, 2, ..., n − 1, and |r n | k does not as k → +∞. Similarly, applying Theorem 3, we can prove 2 0 .
