A new class of fully 4-dimensional image reconstruction algorithm for cardiac CT was developed. The proposed method is an iterative algorithm that alternates two methods, motion estimation (ME) method and motion compensated reconstruction (MCR) method.
INTRODUCTION
Cardiovascular disease remains the leading cause of death in the western world, placing an ever-increasing burden on both private and public health services. The electrocardiogram (ECG)-gated cardiac computed tomography (CT) imaging is a promising non-invasive technique for early detection of fatty vulnerable plaque in coronary arteries. However, there are two major problems with the retrospectively ECG-gated image reconstruction technique: large patient radiation dose and insufficient temporal resolution, resulting in motion artifacts in images.
Current solutions to these problems have limitations. A prospectively ECG-gated scanning technique is a typical solution to the dose issue, which turn off the x-ray for outside the cardiac phase of interest. Problems of this technique are as follows: (1) users have to identify the patient specific optimal phase with respect to the ECG signals to acquire data prior to the scan; (2) the heart rate must be stable during the scan; (3) the motion of the heart, which is a critical functionality of this dynamically deforming organ, cannot be obtained.
Solutions to the temporal resolution include faster gantry rotation and dual-source CT; these hardware-based solutions increase the cost of the scanner.
In this paper, we propose a fully 4-dimensional image reconstruction algorithm: an iterative algorithm that alternates two methods, one to estimate the time-dependent motion vector field (MVF) of the heart from image data, and the other to reconstruct images using the estimated MVF. The temporal resolution will be limited not by the width of the gating time-windows, but by the accuracy of motion estimation. The quality of the image will be significantly improved since the motion is compensated. In addition, lower tube current could be utilized since all of the acquired data will be used to reconstruct any cardiac phase of interest.
The structure of this paper is as follows. In section II, we outline the motion estimation (ME)-motion compensated reconstruction (MCR) algorithm, the ME method, and MCR method. In section III, the proposed method is evaluated using a clinical cardiac CT data. Relevant issues are discussed in section IV, followed by conclusion.
METHODS

ME-MCR algorithm
The general framework of the proposed ME-MCR method is similar to that of Gilland, et. al. which was developed for nuclear medicine [1, 2] . The iteration starts with a set of images f tm (0) (x tm ) reconstructed by ECG-gated helical, halfscan Feldkamp algorithm, where x tm is a 3-D vector at a discrete cardiac phase, t m , m = 1,…,N m . The two independent methods, ME and MCR, are alternatively performed in one loop of the iterative process. The iteration ends once the change of reconstructed images becomes small.
Step-1. k = 0: Reconstruct f tm (0) (x tm ) at phase t m by FDK.
Step-2. k k + 1
Step-3. Estimate MVF u 0 tm (k) (x 0 ).
Step-4. Calculate MVFs u 0 t (k) (x 0 ), toward arbitrary time t.
Step-5. Reconstruct f tm (k ) (x tm ) by MCR using u 0 t (k) (x 0 ).
Step
Step-2 otherwise.
where ε is a small scalar value for the stopping criteria and u 0 t (k) (x 0 ) denotes a motion vector that moves a point x 0 at phase t 0 to a point x 0 + u 0 t at phase t as
(1)
ME algorithm
Zeng and Fessler proposed an optimization-based motion estimation (ME) approach that maximizes the agreement between the measured and calculated projection data [3] . We have modified their approach to image-based ME and obtained MVFs from a reference phase, t 0 , to other phases, t m 's.
Deformation model:
We choose a volume at the least motion phase as the reference, f 0 (x), and assume that moving volumes are all deformations of the reference volume as shown in Eq. (A.1) and the deformation can be modeled using cubic B-splines as
or in short, f t = Ψ 0 (θ, t) f 0 , where Ψ denotes the warping operator.
Cost function:
We estimate the deformation parameters by minimizing a regularized least-squared difference between the warped reference volume and the target volumes:
and,
where C is a differencing matrix. Note that the regularization is applied to both space and time.
Optimization: We use an iterative nested conjugate gradient (CG) method to minimize the cost function; In the inner loop, MVF between a pair of volumes, one at the reference time, t 0 , and the other at one of other phases, t m 's, was updated one and only one time. We choose conjugate gradient because it often provides fast convergence and does not require an inversion of the Hessian matrix. From the current estimation θ k , the next estimation θ k+1 can be obtained by the conjugate vector (searching direction) p k as
where λ k+1 and p k+1 can be calculated analytically taking an approach similar to Ref. [3] .
MCR algorithm
We adapted Schafer's motion tracking cone-beam backprojection method [4] using an iterative method [5] . We then concatenate MVFs
We then temporally interpolate the discrete set of MVFs to obtain an MVF for the phase which corresponds to each projection.
It is almost identical to the standard Feldkamp algorithm except that during the backprojection process, a ray that corresponds to a new pixel location, x t = x tm + u tm t (x m ), will be chosen with the inverse squareddistance weight calculated by the new pixel location.
EVALUATIONS
We implemented the proposed algorithm using C and CUDA programming and a graphic processing unit board, and evaluated its performance with cardiac CT patient data.
Patient data
The patients were scanned by a 64-slice CT scanner (Sensation 64; Siemens Healthcare; Forchheim, Germany) with a standard cardiac protocol: detector collimation of 2 × 32 × 0.6 mm with z-flying focal spot technique, helical pitch of 0.29/rot., gantry rotation speed of 330 msec/rot, and 1160 projections/rot. ECG signals were also acquired during the scan.
We used 20 phases with a 5 % R-R interval in this experiment; the volume size at one phase was 512×512×321. The quiescent cardiac phases with least motion were determined manually as 5% of the R-R interval (end-diastole), 40% (end-systole), and 75% (mid-diastole), and the reference phase was chosen at 75%.
ME algorithm
It took 70 iterations and 110 minutes for one nested CG process to converge to estimate 4-D MVFs. Image data were down-sampled to 256×256×161×20. Figure 1 shows results of the motion estimation in the first iteration. A subtraction image (Fig. 1d) shows that the difference between the reference image f 0 and the image at the end-systole (40%) was quite large due to the contraction of the heart (white rim) and a large circumferential twisting motion near the right coronary artery (RCA) (yellow circle). By warping the reference image and repeating the subtraction (Fig. 1e) , both of the differences were significantly decreased.
The locations of RCA were traced by an observer (K.T.) at this slice location using the original images, f t (0) , and warped reference images, Ψ 0 (θ, t) f 0 (0) . Figure 2 shows that, despite the large extent of the circumferential twisting motionwhich is difficult to estimate-the motion path traced using the warped reference images qualitatively agrees very well with that obtained using the images f t .
ME-MCR algorithm
We have completed three ME-MCR iteration loops.
I;] Figure 3b shows images at a rapid systolic phase, 20%, and at diastolic phase, 85%, reconstructed by no motion compensation and by the proposed method in 1 st and 2 nd iterations for patient #1. It can be clearly seen that the motion artifacts are significantly decreased by the proposed method, and the degree of improvement increases as the iteration goes. There were no visible striking improvements with images at quiet phases, probably because motion near those phases of this particular patient was sufficiently small. 
DISCUSSIONS AND CONCLUSIONS
We have developed a fully four-dimensional image reconstruction method that alternates ME and MCR algorithms in an iterative fashion. The motion artifacts decreased as the iteration increases, although the number of iteration was limited to 3. The current results are encouraging toward the ultimate goals: improvement of temporal resolution and radiation dose reduction. The improved image quality at 20% of R-R interval and near the three quiescent phases indicates that the effective temporal resolution has been improved. We have reconstructed images using more than 3 rotations of projection data, which corresponds to about 1 second or the entire cardiac cycle. Images reconstructed by the proposed ME-MCR method maintained the resolution of the anatomical structures, much better than neglecting the motion, although images reconstructed by ~0.5 rotation of data was much sharper (not shown). This result indicated that the accuracy of MVFs has to further improve.
We will continue the evaluation of the proposed method. By the time of the conference, we will perform quantitative assessment with ~10 patient data using a larger number of iterations.
The proposed ME-MCR algorithm loosely couples the two sub-algorithms, ME and MCR, with sending images f from MCR to ME and vectors u from ME to MCR. It is advantageous because we can modify one of them without affecting the other. It is disadvantageous, however, because the improvement of the accuracy of MVFs on ME side solely depends on the improvement of the image quality on MCR side; and the improvement on MCR part relies on the inaccurate MVFs at the early stage of iterations. It has empirically shown that the use of MVFs-even though they are not completely accurate-somewhat improves the artifacts. It is especially true for rapidly moving phases because the use of inaccurate MVFs must be at least better than neglecting the motion as long as the directions of motion vectors are not the opposite of the true directions.
We are using differences of pixel values of reconstructed images to monitor the progress and convergence of the proposed iterative algorithm. The fact that a difference is getting smaller does not guarantee that the image quality is being maximized. We will study it with more patient data.
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