Let {Y i , -∞ < i < ∞} be a sequence of ρ --mixing random variables without the assumption of identical distributions, and {a i , -∞ < i < ∞} be an absolutely summable sequence of real numbers. In this paper, under some suitable conditions, we establish the complete moment convergence for the partial sum of moving average processes {X n = ∞ i=-∞ a i Y i+n , n ≥ 1}. These results promote and improve the corresponding results obtained by Li and Zhang (Stat. Probab. Lett. 70:191-197, 2004) from NA to the case of a ρ --mixing setting.
Introduction
Let {Y i , -∞ < i < ∞} be a sequence of random variables and {a i , -∞ < i < ∞} be an absolutely summable sequence of real numbers, and for n ≥  set X n = ∞ i=-∞ a i Y i+n . The limit behavior of the moving average process {X n , n ≥ } has been extensively investigated by many authors. For example, Baek et al. [] have obtained the convergence of moving average processes, Burton [] have obtained the complete (moment) convergence of moving average process based on a sequence of dependent (or mixing) random variables, respectively. But very few results for moving average process based on a ρ --mixing random variables are known. Firstly, we recall some definitions. For two nonempty disjoint sets S, T of real numbers, we define dist(S, T) = min{|j -k|; j ∈ S, k ∈ T}. Let σ (S) be the σ -field generated by {Y k , k ∈ S}, and define σ (T) similarly. 
Definition .
where
Definition . A sequence {Y i , i ∈ Z} is called negatively associated (NA) if for every pair of disjoint subsets S, T of Z and any real coordinatewise increasing functions f on R S and
Definition . A sequence {Y i , -∞ < i < ∞} of random variables is said to be stochastically dominated by a random variable Y if there exists a constant C such that 
Theorem A Suppose that
Chen et al.
[] also established the following results for moving average processes under NA assumptions.
where {a i , -∞ < i < ∞} is a sequence of real numbers with
Recently, Zhou and Lin [] obtained the following complete moment convergence of moving average processes under ρ-mixing assumptions.
Theorem C Let h be a function slowly varying at infinity, p ≥ , pα >  and α > /. Suppose that {X n , n ≥ } is a moving average process based on a sequence But there are few results on the complete moment convergence of moving average process based on a ρ --mixing sequence. Therefore, in this paper, we establish some results on the complete moment convergence for maximum partial sums with less restrictions. Throughout the sequel, C represents a positive constant although its value may change from one appearance to the next, I{A} denotes the indicator function of the set A.
Preliminary lemmas
In this section, we list some lemmas which will be useful to prove our main results.
Lemma . (Zhou []) If l is slowly varying at infinity, then
() m n= n s l(n) ≤ Cm s+ l(m) for s > - and positive integer m, () ∞ n=m n s l(n) ≤ Cm s+ l(m) for s < - and positive integer m.
Lemma . (Wang and Lu []) For a positive real number q
≥ , if {X n , n ≥ } is a se- quence of ρ --mixing random variables, with EX i = , E|X i | q < ∞ for every i ≥ , then for all n ≥ , there is a positive constant C = C(q, ρ -(·)) such that E max ≤j≤n j i= X i q ≤ C n i= E|X i | q + n i= EX  i q  . Lemma . (Wang et al. []) Let {X n , n ≥ } be a
sequence of random variables which is stochastically dominated by a random variable X. Then for any a >  and b > ,
E|X n | a I |X n | ≤ b ≤ C E|X| a I |X| ≤ b + b a P |X| > b , E|X n | a I |X n | > b ≤ CE|X| a I |X| > b .
Main results and proofs

Theorem . Let l be a function slowly varying at infinity
, p ≥ , α > /, αp > . As- sume that {a i , -∞ < i < ∞} is an absolutely summable sequence of real numbers. Sup- pose that {X n = ∞ i=-∞ a i Y i+n , n ≥ } is a
moving average process generated by a sequence
xj be the monotone truncations of {Y j , -∞ < j < ∞} for x > . Then by the property of ρ --mixing random variables (cf. Property P in Wang and Lu []),
we have
Hence for x > n α large enough, we get
Firstly we show I  < ∞. Noting |Y
Markov's inequality and Lemma ., we have
If p > , then αp - -α > -, and, by Lemma ., we obtain
Lemma ., we obtain
So, we get
Next we show I  < ∞. By Markov's inequality, the Hölder inequality, and Lemma ., we conclude
where r ≥  will be specialized later.
For I  , if p > , take r > max{, p}, then by C r inequality, Lemma ., and Lemma ., we get
For I  , if p = , take r > max{ + δ , }, where  < δ < δ, then by the same argument as above we have
, by the C r inequality, Lemma ., and Lemma ., we obtain
we have α(p -r) + r/ - < -, and therefore one gets
Thus, (.) can be deduced by combining (.)-(.). Now, we show (.). By Lemma . and (.) we have
Hence the proof of Theorem . is completed.
The next theorem treats the case αp = . 
Theorem . Let l be a function slowly varying at infinity,
 ≤ p < . Assume that ∞ i=-∞ |a i | θ < ∞, where θ belong to (, ) if p =  and θ =  if  < p < . Suppose that {X n = ∞ i=-∞ a i Y i+n , n ≥ }
If EY i =  and E|Y
Similarly to the proof of (.), we have
For J  , by Markov's inequality, the C r inequality, Lemma ., and Lemma ., one gets
For J  , similar to the proof of I  , take r = , by Lemma ., Lemma ., and Lemma ., we conclude
Hence from (.)-(.), (.) holds.
For the complete convergence and strong law of large numbers, we have the following corollary from the above theorems immediately. Remark . Obviously, the assumption that {Y i , -∞ < i < ∞} is stochastically dominated by a random variable Y is weaker than the assumption of identical distribution of the random variables {Y i , -∞ < i < ∞}, therefore the above results also hold for identically distributed random variables. 
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