We consider the two-variable fragment of first-order logic with counting, subject to the stipulation that a single distinguished binary predicate be interpreted as an equivalence. We show that the satisfiability and finite satisfiability problems for this logic are both NEXPTIME-complete. We further show that the corresponding problems for two-variable first-order logic with counting and two equivalences are both undecidable.
Introduction
The two-variable fragment of first-order logic, here denoted L 2 , is the set of function-free, first-order formulas (with equality) featuring at most two variables. The two-variable fragment with counting, here denoted C 2 , is the set of function-free, first-order formulas featuring at most two variables, but with the counting quantifiers ∃ [≤M ] , ∃ [≥M ] and ∃ [=M ] , (for every M ≥ 0) allowed. It is impossible, in either logic, to express the fact that a given binary relation is an equivalence (i.e. is reflexive, symmetric and transitive). This suggests the possibility of enriching these logics by adding such a facility. We denote by L 2 kE the extension of L 2 in which k distinguished binary predicates are required to be interpreted as equivalences, for any k ≥ 1; and we denote by C 2 kE the analogous extension of C 2 . The following facts are known. The logic L 2 has the finite model property [1] , and its satisfiability (= finite satisfiability) problem is NEXPTIME-complete [2] . The logic L 2 1E retains the finite model property, and its satisfiability problem remains NEXPTIME-complete [3] . The logic L 2 2E lacks the finite model property, and its satisfiability and finite satisfiability problems are both 2-NEXPTIME-complete [4] . The satisfiability and finite satisfiability problems for L 2 kE are both undecidable when k ≥ 3 [5] . In this paper, we investigate C 2 kE-the two variable fragment with counting and k equivalences. We show that the satisfiability and finite satisfiability problems for C 2 1E are both NEXPTIME-complete. We also show that the satisfiability and finite satisfiability problems for C 2 2E are both undecidable. Note that the undecidability of the corresponding problems for C 2 kE where k ≥ 3 follows anyway from the above-mentioned results on L 2 kE. Almost all of the paper is devoted to showing that the finite satisfiability problem for C 2 1E is in NEXPTIME. From a technical point of view, the major innovation is the use of Hilbert bases (of systems of linear Diophantine equations) to construct succinct certificates for finitely satisfiable C 2 1E-formulas. A closely related family of logics is obtained by considering transitive relations in place of equivalences. We denote by L 2 kT the extension of L 2 in which k distinguished binary predicates are required to be interpreted as transitive relations, for any k ≥ 1; and we denote by C 2 kT the analogous extension of C 2 . It is easy to show that L 2 1T lacks the finite model property, and it is known (but by no means easy to show) that its satisfiability problem is in 2-NEXPTIME-time [6] . (No matching lower bound has yet been obtained, and the decidability of the finite satisfiability problem is still open.) The satisfiability and finite satisfiability problems for L 2 kT are undecidable when k ≥ 2 [3, 7] . In fact, the satisfiability and finite satisfiability problems for the weaker two-variable fragment with one equivalence and one transitive relation are also both undecidable [8] . In the context of logics with no effective decrease in expressive power, since we can always declare a unary predicate p to be uniquely instantiated by writing ∃ [=1] x.p(x). Likewise, the use of predicates of arity greater than two adds no effective increase in expressive power, and we therefore assume, for simplicity, that all predicates are unary or binary. It is easy to see that C 2 lacks the finite model property: the formula ∃x∀y¬r(y, x) ∧ ∀x∃y.r(x, y) ∧ ∀x∃ ≤1 y.r(y, x) is satisfiable, but only over infinite domains.
The two-variable fragment with counting and one equivalence, C 2 1E, employs the same syntax and semantics as C 2 , but with the restriction that, in any structure A, the distinguished binary predicate E be interpreted as an equivalence. Where A is clear from context, we refer to the cliques of E A simply as equivalence classes. A formula ψ of C 2 1E is in normal form if it conforms to the pattern:
where α and the β h are quantifier-free, equality-free L 2 -formulas, m is a positive integer, and the M h are (bitstrings representing) positive integers. We refer to the integer M = max{M h | 1 ≤ h ≤ m} as the ceiling of ψ. Observe that ψ is not satisfiable over any domain of cardinality less than or equal to M .
The following lemma uses a familiar technique originally employed in [18] to reduce the depth of quantification in L 2 -formulas.
Lemma 2.1 Given a C 2 1E-formula ϕ, we can compute, in polynomial time, a normal-form C 2 1E-formula ψ, with ceiling M , such that, for any set A of cardinality greater than M , ψ is satisfiable over the domain A if and only if ϕ is. P r o o f. We may assume without loss of generality that ϕ is a universally quantified sentence. (Apply up to two existential quantifiers and a redundant universal quantifier if necessary.) We build ψ in three stages.
Stage 1: Write ϕ (0) = ϕ, and suppose first that ϕ (0) contains a subformula π(u) = ∃ [≤N ] v.γ, where u, v are the variables x, y in some order, and γ is quantifier-free. Let p be a new unary predicate, let ϕ (1) be the result of replacing π(u) in ϕ by the atomic formula p(u), and define
It is routine to check that ∀u∃ [≤N ] v(p(u) ∧ γ) ∧ ∀u∃ [≥(N +1)] v(p(u) ∨ γ) entails ∀u(p(u) ↔ ∃ [≤N ] v.γ); hence, ψ entails ϕ. Moreover, if A |= ϕ with |A| > N , then we may expand A to a model A of ψ by setting p A = {a ∈ A | A |= π[a]}. On the other hand, if ϕ (0) does not contain a subformula π(u) = ∃ [≤N ] v.γ, then it contains a subformula having one of the forms ∃ [≥N ] v.γ, ∃ [=N ] v.γ, ∃v.γ or ∀v.γ, and we may proceed similarly, subject to the obvious adjustments. Now apply the same process to the subformula ϕ (1) and continue until we obtain a universally quantified formula, say ϕ (k) , in prenex form with quantifier depth at most two. Collecting ϕ (k) together with all the added conjuncts, and applying trivial logical manipulations, we obtain a formula
where: (i) α and the β h are quantifier-free, (ii) the symbol h stands for any of ≤, ≥ or =; (iii) ψ * |= ϕ; and (iv) if A |= ϕ with |A| > max h M h , then A may be expanded to a model of ψ * .
Stage 2: Replace any conjunct of the form ∀x∃ ≤M h y.β h by ∀x∃ =M h y.q(x, y), where q is a new binary predicate, and add the conjunct ∀x∀y(β → q(x, y)); similarly, mutatis mutandis, for the case where h is ≥. By rearranging conjuncts again, we may henceforth assume that each of the symbols h in ψ * is in fact =.
Stage 3: Over domains of size at least 2, the formulas ∀x∀y.α (x, y) and ∀x∀y(x = y ∨ (α (x, y) ∧ α (x, x))) are logically equivalent. Let α be the result of eliminating equalities from (α (x, y) ∧ α (x, x)) in the obvious way: i.e. replace any subformula u = u by and any subformula u = v, with u, v different, by ⊥. Thus, over domains of size at least 2, ∀x∀y.α (x, y) is logically equivalent to ∀x∀y(x = y ∨ α). Similarly, replace each of the conjuncts ∀x∃ =M h y.β h (assuming M h ≥ 1) with the corresponding conjunction ∀x∃ [=(M −1)] y(q(x, y) ∧ x = y) ∧ ∀x∃ [=M ] y(q (x, y) ∧ x = y)∧ ∀x∀y (x = y ∨ [(β h (x, x) → (β h (x, y) ↔ q(x, y))) ∧ (¬β h (x, x) → (β h (x, y) ↔ q (x, y)))]) ,
where q and q are fresh binary predicates. Modulo trivial logical manipulations, the resulting formula ψ is of the form (1), and is satisfiable over the over a set A with |A| > M if and only if ϕ is.
Linear algebra
We write N for the non-negative integers, {0, 1, 2, . . . }; and if m ≤ n, we write [m, n] for the set of integers {m, m + 1, . . . , n}. Throughout this paper, all entries in vectors and matrices will be integers (possibly negative). We write A[i, j] to denote the (i, j)th entry of the matrix A, and similarly for vectors. If u and v are vectors over N of dimension n, we write u v if, for every i (1
. We call the pointwise order. A matrix or vector is bounded by a quantity M if each of its entries is, and absolutely bounded by M if the absolute value of each of its entries is. Matrices and vectors (and occasionally scalars) that it is helpful to think of as constants will frequently be indicated in bold type.
We write systems of linear Diophantine equations in matrix form: Aw = b, with solutions sought over N. If E is such a system, we refer to the elements of A as variable coefficients of E and the elements of b as constant coefficients of E; a coefficient of E is an element of either A or b. We write E to denote the size of E, i.e. the total number of bits required to write all its coefficients; and we write |E| to denote the cardinality of E, i.e. the number or rows in A. If b = 0, we say that E is homogeneous. If E is any homogeneous system of linear Diophantine equations, we define its Hilbert basis, denoted H(E), to be the set of non-trivial solutions of E that are minimal in the pointwise order. It is obvious that, if E has nontrivial solutions, then every solution is a non-negative integer linear combination of vectors in H(E). The following bound on H(E) can be established by a simple combinatorial argument.
Proposition 2.2 (Pottier [19] , Theorem 1) Let E : Ax = 0 be a homogeneous system of linear Diophantine equations, with A absolutely bounded by M , and having dimensions r×k. Then every vector in H(E) is bounded by (kM + 1) r .
The restriction to the homogeneous case is easily lifted. Corollary 2.3 Let E : Ax = b be a system of linear Diophantine equations, with A and b absolutely bounded by M , and A of dimensions r × k. Then the set of solutions of E over N can be written as
where W is a finite set of vectors over N, and w 1 , . . . , w L a list of vectors over N. Each vector in W and each of the vectors w 1 , . . . , w L is bounded by ((k+1)M +1) r ; hence |W| and L are bounded by (1+((k+1)M +1) r ) k .
P r o o f. Let E be the homogeneous system of linear Diophantine equations (A | −b) x y = 0, where y is a new variable. The solutions of E are evidently those of E in which y = 1 (with the final 1 projected out). Now divide H(E ) into sets of vectors W , W and W , according as the last element is 0, 1 or greater than 1, and enumerate W as w 1 , . . . , w L . Thus, any solution of E in which y = 1 has the form w 0 + ζ 1 w 1 + · · · + ζ L w L , where w 0 ∈ W and ζ 1 , . . . , ζ L are non-negative integers. Now let W and w 1 , . . . , w L be the result of projecting out the last components of all the vectors in W and w 1 , . . . , w L , respectively. The final statement then follows from Proposition 2.2.
We make the following trivial observation: Lemma 2.4 Let E : Ax = b be a system of linear Diophantine equations, and suppose w 0 , w 1 , . . . , w L is a list of vectors over N such that for all Note that the bounds in Corollary 2.3 imply the familiar fact that, if a system of linear Diophantine equations E has a solution over N, then it has a solution in which all values are bounded by 2 p( E ) , where p is a fixed polynomial [20, Theorem 2] , (see also [21] ). This in turn implies that the problem of determining whether E has a solution is in NPTIME; indeed, the problem is easily seen to be NPTIME-complete.
In the sequel, we shall require a slightly sharper complexity bound when E has many more variables than equations. Given a solution of E, the footprint of that solution is the set of variables from w taking positive (i.e. non-zero) values. The next result yields a bound on the cardinality of this set.
Proposition 2.5 ( [22] , Theorem 1(ii)) Let E : Ax = b be a system of linear Diophantine equations with A absolutely bounded by M and of dimensions r × k. If E has a solution over N, then it has a solution over N with footprint of size at most 2r log(4rM ).
The surprising feature of the bound obtained in Proposition 2.5 is that it is independent both of the number of variables, k, and also of the constant coefficients, b. This feature will figure crucially in the argument of Sec. 4.4 and Sec. 6.
We consider also linear Diophantine inequalities a · x ≤ b. Any such inequality can be converted into an equivalent (in the obvious sense) linear Diophantine equation a · x + y = b, where y is a fresh variable, usually referred to as a slack variable. Thus, a mixed system of r linear Diophantine equations and inequalities can be converted into an equivalent system of r linear Diophantine equations by the addition of at most r slack variables.
At various points in the sequel, we shall need to consider disjunctions of linear Diophantine equations and inequalities. We refer to such a disjunction as a linear Diophantine clause.
Combinatorics
The following fact will be used in Sec. 5.
Lemma 2.6 Let {V x } x∈X be a family of disjoint sets, and let V = x∈X V x . Suppose that:
(i) x∈X |V x | is either even or infinite;
(ii) for all y ∈ X, |V y | ≤ x∈X\{y} |V x |.
Then the elements of V can be arranged in pairs so that no pair has both its elements from the same V x .
We might express condition (ii) of the lemma by saying that no set V y contains an absolute majority of elements in the family.
P r o o f. If {x ∈ X | V x = ∅} is infinite, the existence of the required pairing is immediate. Moreover, if any of the sets V x is infinite, then, by (ii), at least two are, and the existence of the required pairing is again immediate. Therefore, we may assume that V is finite, and proceed by induction on |V |. If |V | = 0, there is nothing to show. Otherwise, let y ∈ X be such that |V y | is largest, and choose u ∈ V y . By (ii), there exists z = y such that V z = ∅, so choose z such that |V z | is largest (for z ∈ X \ {y}), and choose v ∈ V z . Now define the family {V x } x∈X by setting V y = V y \ {u}; V z = V z \ {v}; and V x = V x for any other x ∈ X. Then {V x } x∈X satisfies (i). To see that it also satisfies (ii), we observe that, if V y is strictly largest among the sets {V x }, then the result is immediate since |V y | = |V y | − 1 ≤ x∈X\{y} |V x | − 1 = x∈X\{y} |V x |. So we may assume that there exists some w ∈ X \ {y, z} such that V w is largest among the sets V x : |V w | = |V w | = |V y | = |V z | = k, say. Now if k = 1, by (i), there exists x ∈ X \ {y, z, w} with V x = V x = ∅ and it is immediate that V w does not have an absolute majority. And if k > 1, |V w | = |V w | = |V y | = |V y | + 1 ≤ |V y | + |V z |, so that V w again does not have an absolute majority. By inductive hypothesis, the family {V x } x∈X has a pairing in which no pair has both its elements from the same set V x . Now add (u, v) to this pairing.
The following fact will be used in Sec. 4.5. Lemma 2.7 Let u 1 , . . . , u n be nonnegative integers. Then the following are equivalent
We might express condition (a) of the lemma by saying that no integer u k constitutes an absolute majority.
P r o o f. Suppose (a) holds. If n ≤ 2, putting k = 1 evidently secures (b); so me may assume n > 2. From (a), u 1 ≤ 2≤j≤n u j ; so let k be the largest number (2 ≤ k ≤ n − 1) such that 1≤j<k u j ≤ k≤j≤n u j . This secures (i). If k < n − 1, then we have 1≤j≤k u j > k<j≤n u j by the maximality of k, securing (ii); on the other hand, if k = n − 1, then (ii) is an immediate consequence of (a). Finally, inequality (iii) is an immediate consequence of (a). Conversely, suppose (b) holds, and choose any j (1 ≤ j ≤ n). Then j is in one of the intervals
Lemma 2.7 guarantees that the n inequalities in (a), if true, are always 'witnessed' by some value of k (1 ≤ k ≤ n) satisfying the three inequalities in (b).
Local configurations in structures
In the sequel, we fix a normal-form C 2 1E-formula ϕ. We use the symbols α, m, M h , β h throughout to refer to the parts of ϕ as indicated in (1), and we aditionally define M to be the ceiling of ϕ. We denote the number of symbols occurring in ϕ by ϕ , it being understood that a counting subscript M h contributes log M h symbols. In this section, we construct the basic apparatus required to describe certain local configurations in structures interpreting the signature of ϕ. This apparatus will allow us to characterize collections of elements in these structures using non-negative integer vectors, and thence to apply techniques from integer linear programming to analyse them.
For technical reasons, we shall work with a signature featuring a number of unary predicates not occurring in ϕ. Henceforth, let
and fix Σ to be the signature of ϕ together with ( ϕ + 5 log Z ) additional unary predicates, which we shall refer to as spare predicates. Since ϕ is fixed in the sequel, we refer to any quantity bounded by p( ϕ ), where p is a fixed polynomial, as polynomially bounded, or simply polynomial. Likewise, quantities bounded by 2 p( ϕ ) are said to be (singly) exponentially bounded or (singly) exponential; and quantities bounded by 2
are said to be doubly exponentially bounded or doubly exponential. Thus, |Σ| is polynomial, while M and Z are exponential. The quantity Z will feature at various points in the sequel as a 'moderately large' number.
Basic definitions
A 1-type is a maximal consistent set of literals over Σ involving only the variable x. Likewise, a 2-type is a maximal consistent set of literals over Σ involving only the variables x and y and containing the literal x = y. Here, consistency is understood to take account of the requirement that E is interpreted as an equivalence: every 1-type contains the literal E(x, x); every 2-type contains E(x, x) and E(y, y); and every 2-type contains E(x, y) if and only if it contains E(y, x). We denote by τ −1 the 2-type obtained by exchanging the variables x and y in τ , and call τ −1 the inverse of τ . We denote by tp 1 (τ ) the 1-type obtained by removing from τ any literals containing y; and we denote by tp 2 (τ ) the 1-type obtained by first removing from τ any literals containing x, and then replacing all occurrences of y by x. Evidently, tp 2 (τ ) = tp 1 (τ −1 ). We equivocate freely between finite sets of formulas and their conjunctions.
Let A be any structure interpreting Σ. A [a, b] = τ . We call a 2-type τ galactic if it contains the atom E(x, y), and cosmic otherwise, i.e. if it contains the atom ¬E(x, y). For any 2-type τ , τ is galactic (cosmic) if and only if τ −1 is. Recalling the form (1) of ϕ, we call the 2-type τ a ray-type if |= τ → β h for some h (1 ≤ h ≤ m). If ρ is a ray-type such that ρ −1 is also a ray-type, we say that ρ is invertible. A ray-type ρ is polarized if it is either non-invertible or if tp 1 (ρ) = tp 2 (ρ). It will be convenient, in the sequel, to pair polarized, invertible, cosmic ray-types with their inverses: if ρ is a polarized, invertible cosmic ray-type, we refer to the unordered pair (ρ, ρ −1 ) as a symmetrized cosmic ray-type. (We do not require a corresponding notion for other sorts of ray-types.) If τ is a 2-type such that neither τ nor τ −1 is a ray-type, we say that τ is dark.
Informally, if tp A [a, b] = ρ is a ray-type, we speak of the ordered pair a, b as a ray of type ρ, and we are invited to imagine that this ray is emitted by a and absorbed by b. If ρ is invertible, then b reciprocates with a ray of type ρ −1 . Accordingly, we refer to the 1-types tp 1 (ρ) and tp 2 (ρ) as the emission-type and absorption-type of ρ, respectively. Polarized ray-types (galactic or cosmic) are thus ray-types which are either non-invertible or whose emission and absorption types are distinct. If tp A [a, b] is dark, then neither element emits a ray that is absorbed by the other. By inspection of (1), we see that, if A |= ϕ, and a ∈ A, then a emits at least one ray. On the other hand, a cannot emit more than M rays of any given type, and indeed cannot emit more than M m rays in total.
Differentiation and polarization
Recall that Σ features ( ϕ + 5 log Z ) spare unary predicates, not occurring in ϕ. We proceed to introduce a class of Σ-structures in which the 1-type of each element encodes useful information about that element's locality. We show that we may without loss of generality restrict attention to such structures.
Say that a Σ-structure A is polarized if no element sends an invertible ray to any other element with the same 1-type as itself-equivalently, if every ray in A is polarized. Likewise, say that A is 2-polarized if it is polarized, and no element sends invertible rays to any two elements with the same 1-type as each other. A moment's thought shows that A is 2-polarized just in case no two elements with the same 1-type are joined by a chain of at most two invertible rays-i.e. just in case, for all distinct a, b such that tp Recalling the quantity Z defined in (2) , say that a Σ-structure A is differentiated if, for every 1-type π:
(i) for every equivalence class B of A, π is realized either by at most one or by at least Z elements of B;
(ii) π is realized either in at most one or in at least Z equivalence classes of A.
When dealing with differentiated structures, any equivalence class realizing some 1-type that is realized only in that class will regarded as a 'special'. Lemma 3.1 If ϕ has a model over some domain A, then ϕ has a 2-polarized, differentiated model interpreting Σ over A. P r o o f. Let A be a model of ϕ interpreting Σ. Without loss of generality, we can assume that all spare predicates have empty extension in A. We first construct a 2-polarized model A . Consider the graph (A, E), where E is the set of pairs of distinct elements of A joined by a chain of one or two invertible rays: This graph has degree at most (mM ) 2 . Hence its vertices may be coloured using (mM ) 2 + 1 colours in such a way that no two vertices joined by an edge have the same colour. Now take log((mM ) 2 + 1) ≤ log Z spare predicates, and re-interpret them so as to encode these colours in the obvious way. The resulting structure, A , is evidently 2-polarized.
We next construct a 2-polarized model A , in which every 1-type is realized in every equivalence class either at most once or at least Z times. Let B be an equivalence class of A , and suppose π is any 1-type realized in A by at least two, and fewer than Z elements of B. Colour these elements with at most Z − 1 colours in such a way that each has a different colour. Re-using the same colours, do the same for every 1-type in A , and every equivalence class. Colour any remaining elements uniformly with any colour. Take log(Z − 1) additional spare predicates and re-interpret them so as to encode these colours, denoting the resulting structure by A . Evidently, if B is an equivalence class, then every 1-type in A is realized either by at most one or by at least Z elements of B. In addition, A is 2-polarized, since it was obtained from A by further differentiating the realized 1-types.
We next construct a 2-polarized differentiated model A , by modifying A so as to ensure that every 1-type is realized in either at most one or in at least than Z equivalence classes. Since we assumed all spare predicates to have empty extensions in A, and re-interpreted at most 2 log Z of these to form A , we know that A realizes at most 2 ( ϕ +2 log Z ) different 1-types. Let B be the set of equivalence classes in A (equivalently, in A ), and, for any 1-type π realized in A , let B π be the set of those equivalence classes in which π is realized. We first claim that there exists a subset B * of B with |B * | ≤ 2 ( ϕ +2 log Z )) · (Z − 1) such that, for every 1-type π, either
To see this, start with B * = ∅; if any π fails to satisfy the required condition, add all the elements of B π to B * , proceeding until there are no more 1-types to consider. This process must terminate in at most 2 ( ϕ )+2 log Z ) rounds, in each of which at most (Z − 1) equivalence classes are added to B * . Having obtained B * , take |B * | ≤ 2 ( ϕ )+2 log Z ) · (Z − 1) colours, and modify the structure A as follows. For each equivalence class B ∈ B * , pick a fresh colour, and colour all elements of B uniformly with that colour. Then pick any colour (not necessarily fresh) and use it to colour all other elements of A uniformly. Encode these colours using at most log(2 ( ϕ +2 log Z )) · Z) = ( ϕ + 3 log Z ) additional spare predicates. Let the resulting structure be A . Since each equivalence class is coloured uniformly, the previous step in the construction is not undone, whence A is differentiated. In addition, A is 2-polarized, since it was obtained from A by further differentiating the realized 1-types. The number of spare predicates required in the entire construction is at most ( log Z ) + ( log Z ) + ( ϕ + 3 log Z ) = ϕ + 5 log Z , so we do not run out.
Coupling: galactic and cosmic
Fix 1-types π and π , not necessarily distinct. Recalling the form (1) of ϕ, we see that the conjunct ∀x∀y(x = y ∨ α) might force a pair of distinct elements realizing these 1-types to be joined by a (galactic or cosmic) raytype. This situation will careful treatment in the sequel, and we need a mechanism to describe it. Define γ to be the formula
Informally, for pairs of distinct elements, γ(x, y) expresses the condition that, if x and y have respective 1-types π and π , and are related in both directions by α, then one of them emits a ray absorbed by the other. We say that π and π are galactically coupled, and write π g ∼ π , if |= ∀x∀y(E(x, y) ∧ x = y → γ); and we say that π and π are cosmically coupled, and write π Similarly, suppose a, b are non-equivalent elements of A such that tp
(possibly both) is a cosmic ray-type. A pair of 1-types that are both numerous in some equivalence class cannot be galactically coupled, with corresponding remarks applying to cosmic coupling. This is shown in the next two lemmas. Lemma 3.2 Suppose A |= ϕ, and let B be any equivalence class of A. If π and π are 1-types both realized at least Z times in B, then π and π are not galactically coupled.
P r o o f. Certainly, from (2), Z ≥ mM (mM + 1) + 1. Suppose the conditions of the lemma hold, and let D ⊆ B be a set of exactly mM + 1 elements with 1-type π . Mark every element of B which absorbs a (galactic) ray emitted by any element of D. There can be at most mM (mM + 1) marked elements, so choose an unmarked element a ∈ B having 1-type π. Since a emits only mM galactic rays, there exists b ∈ D such that neither tp
is a galactic ray-type.
Lemma 3.3 Suppose A |= ϕ, and π, π are 1-types for which either of the following holds:
(i) π is realized in at least Z different equivalence classes of A, and π is realized at least Z times in A;
(ii) π is realized in some equivalence class B at least Z times, and π is realized in some equivalence class B at least Z times, where B = B .
Then π and π are not cosmically coupled. 
Star-types
We now construct apparatus for describing the 'local environment' of elements in finite polarized structures interpreting Σ.
Enumerate the 1-types as π 1 , . . . , π I . Notice that the number of 1-types, I = 2 |Σ|−1 , is singly exponentially bounded. We fix this enumeration for the remainder of this paper. Enumerate the polarized ray-types as ρ 1 , . . . , ρ 8J . We may choose the enumeration so that the ray-types ρ 1 , . . . , ρ 2J are all galactic and invertible, the ray-types ρ 2J+1 , . . . , ρ 4J are all galactic and non-invertible, the ray-types ρ 4J+1 , . . . , ρ 6J are all cosmic and invertible, and the ray-types ρ 6J+1 , . . . , ρ 8J are all cosmic and non-invertible. We need not worry that there are more invertible than non-invertible ray-types: we can simply 'pad out' the latter with unrealized dummy types. Notice that the quantity J (approximately one eighth the number of polarized ray-types) is singly exponentially bounded. Since the rays in question are polarized, we certainly have ρ j = ρ −1 j for all invertible ray-types ρ j (galactic or cosmic); hence we may unproblematically arrange the enumeration so that ρ −1 j = ρ J+j for all j in the ranges 1 ≤ j ≤ J and 4J + 1 ≤ j ≤ 5J. It follows that the symmetrized cosmic ray-types are exactly the pairs (ρ 4J+j , ρ 5J+j ), where 1 ≤ j ≤ J. We fix the enumeration ρ 1 , . . . , ρ 8J for the remainder of this paper.
A star-type is a pair σ = π, (v 1 , . . . , v 8J ) where π is a 1-type and the v j are non-negative integers such that v j > 0 implies tp 1 (ρ j ) = π for all j (1 ≤ j ≤ 8J). We write tp(σ) = π and, abusing our vector notation slightly, σ[j] = v j . It is often useful to regard a star-type σ as a finite multiset over the list of polarized ray-types ρ 1 , . . . , ρ 8J , with multiplicities indicated by v 1 , . . . , v 8J . Accordingly, we speak informally of σ emitting σ[j] rays of type ρ j , for all j (1 ≤ j ≤ 8J). Since all the ray-types involved are polarized, it is obvious that σ cannot emit any ray with absorption-type tp(σ). Suppose A is a finite, polarized structure interpreting Σ. If a ∈ A, we define
where v j = |{b ∈ A : b = a and tp
for some a ∈ A, we say σ is realized in A. Later in the paper, it will be useful to consider a truncated form of star-types featuring only galactic rays. Recalling that ρ 1 , . . . , ρ 4J are the galactic polarized ray-types, we define, for a ∈ A,
We call st A [a] the galactic star-type of a in A. Galactic star-types will not be used until Sec. 5.
A star-type σ is 2-polarized if it does not emit two invertible rays (galactic or cosmic) with the same absorptiontype as each other-that is to say, if, for every 1-type π,
A finite polarized structure interpreting Σ is thus 2-polarized if and only if every star-type it realizes is 2-polarized.
Recalling the form (1) of ϕ, we say that a 2-type τ is compatible with ϕ if |= τ → (α(x, y) ∧ α(y, x)). (Remember that τ by definition contains the literal x = y.) Evidently, in any model of ϕ, all realized 2-types are compatible with ϕ. Similarly, we say that a star-type σ is compatible with ϕ if:
Informally, σ is compatible with ϕ if it emits emits no rays forbidden by the conjunct ∀x∀y(x = y ∨ α), and emits the right numbers of rays required by the conjuncts ∀x∃ [=M h ] y(β h ∧ x = y). Evidently, if A is a finite polarized structure interpreting Σ, then A |= ϕ if and only if every star-type and every dark 2-type realized in A is compatible with ϕ. Finally, we observe that, if σ is compatible with ϕ,
It follows that the number of star-types compatible with ϕ is at most (M + 1)
J -i.e., is doubly exponentially bounded.
From models to certificates
In this section, we suppose that the C 2 1E-formula ϕ given in (1) has a finite, 2-polarized, differentiated model A interpreting the signature Σ, featuring ( ϕ + 5 log Z) spare predicates. Our aim is to construct a certificate for ϕ, namely, a data structure satisfying certain conditions depending only on ϕ (and not on A). In Sec. 5, we show that the existence of such a certificate constitutes a guarantee that ϕ is finitely satisfiable, and in Sec. 6 we show that this certificate may be assumed to be of size bounded by an exponential function of ϕ .
Numerical characterizations
Let us first enumerate the star-types realized in A as σ 1 , . . . , σ K ; we fix this enumeration for the remainder of Sec. 4. Unlike the enumerations {π i } I 1 and {ρ j } 8J 1 , the enumeration {σ k } K 1 depends on A. However, the number of 2-polarized star-types compatible with ϕ is doubly exponentially bounded as a function of (ϕ) ; and so, therefore, is K.
The following notion provides the fundamental numerical characterization of subsets of A used in this paper. Let A ⊆ A; define the profile of A to be the vector
where
The profile of A may be thought of as a histogram of the star-types its elements realize. While it does not tell us how these elements are connected to each other (or to elements outside A ), it nevertheless gives us relatively detailed information about A as a whole. Of primary interest in the sequel will be the case where A is an equivalence class or a union of equivalence classes.
In a similar vein, we define the cosmic spectrum (or c-spectrum) of A to be the vector
And we define the symmetrized c-spectrum of A to be the vector
. Thus, the c-spectrum lists the total number of rays of each invertible cosmic type emitted by elements of A ; and the symmetrized c-spectrum lists the total number of rays of each symmetrized cosmic type emitted by elements of A . When determining these spectra, we take no account of whether the rays involved are absorbed by other elements of A or by elements outside A : the only thing that counts is that the rays should be emitted by elements of A . We may think of the c-spectrum and symmetrized c-spectrum of A as more laconic versions of its profile. In particular, while the length of the vector pr A [A ] is doubly exponentially bounded (as a function of ϕ ), the lengths of cs A [A ] and ss A [A ] are singly exponentially bounded. The following notation will be useful in the sequel. Define the integer array U, of dimensions (2J × K), as follows:
That is, U[j, k] records the number of rays of invertible cosmic type ρ 4J+j emitted by σ k . Denoting the (J × J) identity matrix by I, define the matrix
, we see that (TU)[j, k] records the number of cosmic rays of symmetrized type (ρ 4J+j , ρ 5J+j ) emitted by σ k . Hence, if the profile of A is w, its c-spectrum and symmetrized c-spectrum are, respectively, Uw and TUw.
Special and ordinary elements
For all i (1 ≤ i ≤ I), execute the following procedure. If π i is realized in at least Z equivalence classes of A, select Z of those equivalence classes. If, on the other hand, π i is realized in just one equivalence class B, select B, and if, in addition, π i is realized by exactly one element a of B (and hence by exactly one element in the whole of A), also select every equivalence class B containing any b such that tp A [a, b] is a cosmic ray-type. Call an equivalence class special if it is selected in this process. Thus, a special equivalence class is one which realizes a 1-type not realized outside that equivalence class, or which absorbs a cosmic ray emitted by an element whose 1-type is realized uniquely. An equivalence-class that is not special is ordinary, and an element is special (ordinary) if its equivalence class is. Let A † be the set of special elements, and A * the set of ordinary elements. Thus, A = A † ∪ A * , and A † = ∅; both A † and A * are unions of equivalence classes. Enumerate the special equivalence classes as B 1 , . . . , B G . Thus, 1 ≤ G < IZ +I(1+mM ), i.e. G is (positive and) singly exponentially bounded. Define I = {i | π i is realized exactly once in A}.
g }. Now consider the following sets of statements:
We write B = B 1 ∪ B 2 ∪ B 3 .
Lemma 4.1 All the statements in B are true.
P r o o f. The statements in B 1 and B 2 are immediate by the construction of the sets G i and I and the fact that A is differentiated. For B 3 , fix i and i , and suppose that π i and π i are c-coupled 1-types with i, i ∈ I. Thus, if the first two disjuncts are false, then π i and π i are each realized in A more than once, and hence, since A is differentiated, at least Z times. In that case, suppose first that π i is realized in more than one equivalence class of A. Since A is differentiated, π i is realized in at least Z equivalence classes of A. By Lemma 3.3(i), then, π i and π i are not c-coupled-a contradiction. If π i is realized in more than one equivalence class of A, the same argument applies exchanging i and i . So we may assume that π i is realized (at least Z times) in a single special equivalence class B g and π i is realized (at least Z times) in a single special equivalence class B g . Since π i and π i are c-coupled, Lemma 3.3(ii) implies that g = g , and the third disjunct holds as required.
The set I and the collection of sets G i will form part of the certificate for ϕ, which we assemble in Sec. 4.6. The statements B will feature among the conditions to which certificates are subject.
Equivalence classes
Recall the enumeration of the 1-types π 1 , . . . , π I , polarized ray-types ρ 1 , . . . ρ 8J and star-types σ 1 , . . . , σ K . We define the following integer constants for all i, j and k
Thus, the equation p i,k = 1 states that any element with star-type σ k has 1-type π i , while t j,k gives the number of rays of (invertible galactic) type ρ j emitted by any element having star-type σ k . In a similar vein, for all i, j, k in the above ranges, all i (1 ≤ i ≤ I), and all c, d
, we define the following integer constants:
states that any element with star-type σ k has 1-type π i and emits at least c galactic rays (invertible or non-invertible) that are absorbed by elements with 1-type π i ; and o * i,i ,k = 1 states that any element with star-type σ k has 1-type π i and emits no non-invertible galactic rays that are absorbed by elements with 1-type π i . The corresponding equations involving the constants q d i,i ,k and q * i,i ,k are interpreted analogously, but with "galactic ray" replaced by "cosmic ray".
For convenience, we collect those constants with indices differing only in the value of k (1 ≤ k ≤ K) into vectors of length K, thus:
Let w = (w 1 , . . . , w K ) be a tuple of variables ranging over N. Informally, we may think of the values of these variables as the profile of some equivalence class in A. Consider the following sets of linear Diophantine clauses:
. Notice that |C 0 |-that is, the number of clauses in C 0 -is singly exponentially bounded, whereas the number K of variables in C 0 is doubly exponentially bounded. j emitted by elements of B. Since B is an equivalence class, these must be equal. : If a ∈ B emits a galactic ray that is absorbed by b ∈ B, then b emits no non-invertible, galactic ray that is absorbed by a. Hence, if a is in addition the unique element of B with 1-type π i , then b emits no noninvertible, galactic ray absorbed by any element whose 1-type is π i . Therefore, if a in fact emits at least c rays that are absorbed by elements having 1-type π i , there must exist at least c elements of B having 1-type π i and emitting no non-invertible, galactic ray absorbed by any element whose 1-type is π i .
: If a ∈ B has 1-type π i , and b ∈ B has 1-type π i , where π i and π i are galactically coupled, then either a emits a ray absorbed by b, or b emits a non-invertible ray absorbed by a. Hence, if there is at least one element a ∈ B having 1-type π i , and at least c elements of B having 1-type π i that emit no non-invertible, galactic ray absorbed by any element of 1-type π i (and hence by a), then a emits at least c galactic rays absorbed by elements of type π i . : If π i and π i are galactically coupled, then, by Lemma 3.2, these 1-types cannot both be realized at least Z times in B. Since A is differentiated, one of them is realized at most once.
Focussing specifically on the ordinary equivalence classes of A, consider the following sets of linear Diophantine equations:
We write
Again, we see that |C * | is singly exponentially bounded. 
If π i is realized in at most one special equivalence class, then it is not realized in any ordinary equivalence class, since Z > 1.
Suppose π i is realized exactly once in A, say by the element a. By construction, a is special, and no ordinary element absorbs a ray emitted by a. Hence, if b is an ordinary element, of 1-type π i , such that π i and π i are c-coupled, b must emit a non-invertible ray absorbed by a. Hence B cannot contain an element of 1-type π i that emits no cosmic ray absorbed by any element of type π i .
Turning now to the special equivalence classes of A, namely, B 1 , . . . , B G , let w g be a K-tuple of fresh variables for all g (1 ≤ g ≤ G). We may think of the values of these variables as the profile of B g in A. Write 1 for the vector (1, . . . , 1) of length K. For any g, consider the following sets of linear Diophantine clauses:
We remark that C 
gives the number of elements in special equivalence classes other than B g having 1-type π i , and emitting no non-invertible, cosmic ray absorbed by any element whose 1-type is π i . Fixing g, we consider the sets of clauses C g 1 , . . . , C g 7 in turn.
, and so no element of B g (of any 1-type π i ) emits a cosmic ray absorbed by an element of 1-type π i .
g emits a cosmic ray that is absorbed by an element b of a special equivalence class B h (where h = g), then b emits no non-invertible cosmic ray that is absorbed by a. Hence, if a is in addition the unique element realizing the 1-type π i , then b emits no non-invertible, cosmic ray absorbed by any element whose 1-type is π i . Therefore, if a in fact emits at least d cosmic rays to be absorbed by elements having 1-type π i (with these elements being special, by definition), there must exist at least d elements in the various special equivalence classes other than B g having 1-type π and emitting no non-invertible, cosmic ray absorbed by any element whose 1-type is π i . C g 7 : Let π i and π i be cosmically coupled, and suppose g ∈ G i . Pick a ∈ B g with 1-type π i . If b is an element of a special equivalence class B h (h = g), having 1-type π i , then either a emits a cosmic ray absorbed by b, or b emits a non-invertible cosmic ray absorbed by a. Hence, if a emits fewer than d cosmic rays absorbed by elements of type π i , then there must be fewer than d elements in special equivalence classes other than B g having 1-type π i that emit no non-invertible, cosmic ray absorbed by a, and hence fewer than d elements in special equivalence classes other than B g having 1-type π i that emit no non-invertible, cosmic ray absorbed by any element of 1-type π i .
Writing w † to denote the (KG)-tuple w 1 , . . . , w G , define the set of linear Diophantine clauses C † to be
The tuple (KG)-tuple pr
] will form part of the certificate for ϕ, which we assemble in Sec. 4.6. The linear Diophantine clauses C † (w † ) will feature among the conditions to which certificates are subject. The clauses in C * (w), by contrast, will feature only implicitly in these conditions, as part of additional machinery constructed in Secs. 4.4-4.5.
Clusters
We now group the equivalence classes of A into larger units, called clusters. The number of clusters will be bounded as a (doubly exponential) function of ϕ ; the number of equivalence classes within each cluster, by contrast, will not be bounded a priori. However, within each cluster, any equivalence class will be characterized by a linear combination of a fixed set of constant vectors (depending only on the cluster). These vectors, which are bounded as a function of ϕ , will form a part of the certificate for ϕ, which we assemble in Sec. 4.6. We remind the reader of the notions of profile and c-spectrum, established in Sec. 4.1, as well as the matrix U relating them, and defined in (5) .
We first consider the special elements
Here, clustering is degenerate: we define a special cluster to be a special equivalence class, and we list the special clusters as C 1 , . . . , C G , where
. This completes the definition of the special clusters of A. Now let us turn to the ordinary elements of A, namely the set A * = A\A † . Lemma 4.3 states that the profile of any ordinary equivalence class satisfies the clauses C * (w). Now replace any clause in C * by one of its disjuncts, so that a mixed system of linear Diophantine equations and inequalities results. Enumerate the systems obtained in this way as Q 1 , . . . , Q z . Thus z is doubly exponentially bounded. For each z (1 ≤ z ≤ z), let E z denote the set of those ordinary equivalence classes B such that z is the smallest integer for which pr A [B] satisfies Q z ; and let E z = E z . Discarding any empty E z and re-numbering if necessary, we ensure that E 1 , . . . , E z is a partition of A * . We call any set E z a hyper-cluster. Thus, the hyper-cluster E z is a union of equivalence classes all of which have profiles satisfying Q z . Hyper-clusters are by construction non-empty: if A * = ∅, we have z = 0, i.e. there are no hyper-clusters at all. By adding slack variables to w, each Q z can be written as a system of linear Diophantine equations
We may take the dimensions of all the matrices A z to be R × K * , where R = |C * | and K ≤ K * ≤ K + R. Thus, R is singly exponential in ϕ , and K * doubly exponential. We remark that w features at most R slack variables.
Fixing some value z (1 ≤ z ≤ z), consider any equivalence class B ⊆ E z . Recalling the matrix U linking profiles to c-spectra, pr
satisfies not only (6) , but also the system of linear Diophantine equations:
Observe that the total number of equations in (6) and (7) is R + 2J. Moreover, by inspection of C * , the absolute value of any entry in A z or U is bounded by M m + 1; that is to say, the variable coefficients in the combined system (6)- (7) are absolutely bounded by M m + 1. Writing K 0 = 2(R + 2J) log(4(R + 2J)(M m + 1)), Proposition 2.5 guarantees that (6) and (7) have a solution in which at most K 0 values are non-zero-i.e. with footprint of cardinality at most K 0 . Observe that K 0 is singly exponentially bounded.
Continuing to fix z, list all subsets of the set of variables {w 1 , . . . , w K } of size at most K 0 as ω 1 , . . . , ω (6) and (7) have a solution with footprint, say, ω y,z of cardinality at most K 0 . We remark that, while pr A [B] (together with appropriate values for slack variables) is a solution of (6) and (7), it might not have footprint ω y,z .
Fixing also the value y (1 ≤ y ≤ y(z)), let A y,z be the result of zeroing all columns of A z in (6) L such that the set of solutions of (6) with footprint ω y,z is exactly
In particular, for any equivalence class B ⊆ D y,z , there exists a vector in this set satisfying (6) and (7) . Note that we take vectors w 0 , w , where x(y, z) = |W y,z |. For all x (1 ≤ x ≤ x(y, z)), let C x,y,z be the set of equivalence classes B ⊆ D z,y such that x is the smallest value for which there exists a vector of the form w x,y,z 0 (6) and (7); and let C x,y,z = C x,y,z . Again, by discarding any empty C x,y,z and re-numbering if necessary, we may assume that the C 1,y,z , . . . , C x(z,y),y,z partition D y,z . We call any set C x,y,z an ordinary cluster. For notational convenience, we define, for each x (1 ≤ x ≤ x(y, z)) and each (1 ≤ ≤ L), w x,y,z = w y,z . (That is: when ≥ 1, we allow ourselves to add redundant x-superscripts to w y,z .) It follows that, if B is an equivalence class included in C x,z,y , then there exists a vector of the form
where ζ 1 , . . . , ζ L ∈ N, satisfying (6) and (7). Almost there. Let us say that a cluster is a special cluster or ordinary cluster; let us enumerate the ordinary clusters C x,y,z (1 ≤ z ≤ z, 1 ≤ y ≤ y(z), 1 ≤ x ≤ x(y, z)) as C G+1 , . . . , C H ; and let us re-index the vectors w x,y,z as w h in a corresponding fashion. In addition, if h (G < h ≤ H) is the new index corresponding to the triple (x, y, z), we write Q h = Q z , A h = A z and b h = b z . In this way, the sequence C 1 , . . . , C G , C G+1 , . . . , C H enumerates all the clusters of A, with the special clusters first; and if B is an equivalence class included in the ordinary cluster C h (G < h ≤ H), then there exists a vector
satisfying
. This completes the definition of the clusters of A. Observe that the total number of clusters, H, is doubly exponentially bounded. For
g . The resulting arrangement of clusters is shown in Fig. 2 . The collections of matrices A h and vectors b h , w h will form part of the certificate for ϕ, which we assemble in Sec. 4.6. For notational convenience, we define the constant vectors
for all h (G < h ≤ H) and (0 ≤ ≤ L). The following facts, established in the course of this section, will feature among the conditions to which certificates are subject.
(i) Any cluster C h is a union of equivalence classes, and for each of these equivalence classes, B, there exist non-negative integers ζ 1 , . . . , ζ L (depending on B) such that, by (7), (8) and (9),
(ii) From Lemma 2.4, for all (0 ≤ ≤ L),
(iii) Any solution of the system of linear Diophantine equations A h w = b h is a solution (discarding slack variables) of Q h , and hence of the system of linear Diophantine clauses C * .
(iv) The matrices A h have singly exponentially many rows and doubly exponentially many columns, and are singly exponentially absolutely bounded; the vectors b h are singly exponentially absolutely bounded; the nonnegative vectors w h (0 ≤ ≤ L) are doubly exponentially absolutely bounded, but with footprint of singly exponential cardinality.
To understand the significance of the foregoing construction, fix some ordinary cluster C h (G < h ≤ H), and consider its c-spectrum. Evidently, cs
. Pictorially, we may imagine each equivalence class B ⊆ C h to be composed of various groups of elements, or 'constellations': a single 'core constellation' having c-spectrum u h 0 , and, for each (1 ≤ ≤ L), some number (possibly zero) of 'peripheral constellations' each having c-spectrum u h , as depicted in Fig. 1 . The number z h 0 is simply the number of equivalence classes in C h , while the numbers z h (1 ≤ ≤ L) are simply the totals obtained by summing the coefficients ζ in (10) corresponding to all the B included in C h . The key to our approach is that-subject to a caveat to be discussed in Sec. 4.5-we do not particularly mind Fig. 2 The organization of equivalence classes into clusters.
Special clusters Ordinary clusters
how the various peripheral constellations are distributed between the equivalence classes in C h : all that matters is the total number of constellations of each type, as given by the parameters
. And, while we have no a priori bound on the number of ordinary equivalence classes, we do have such a bound on L and H.
Sectors and terminators
It turns out that the decomposition of A into clusters is not quite sufficient to extract the required certificate guaranteeing the satifiability of ϕ, and in this section, we rectify this problem by organizing the equivalence classes B h s in each cluster C h into an alternating sequence of groups, which we refer to as sectors and terminators. We remind the reader of the notion of symmetrized c-spectrum, established in Sec. 4.1, as well as the matrix T relating c-spectra and symmetrized c-spectra.
Fix some j (1 ≤ j ≤ J): recall that the enumeration of ray-types {ρ j } 8J j=1 was chosen so that ρ 4J+j is an invertible cosmic ray-type, and (ρ 4J+j , ρ −1 4J+j ) = (ρ 4J+j , ρ 5J+j ) is a symmetrized cosmic ray-type. By definition, a cosmic ray emitted by an element of some equivalence class B must be absorbed by an element of A \ B. Therefore, for every h (1 ≤ h ≤ H), and every s (1 ≤ s ≤ c(h)) the elements of B h s cannot possibly emit more rays of symmetrized cosmic type (ρ 4J+j , ρ 5J+j ) than all the rest of A put together, that is to say:
As we might put it: no equivalence class has an absolute majority in respect of any symmetrized cosmic ray-type. Let us write B h s ≺ B h s if either h < h , or both h = h and s < s . Thus, ≺ is simply the lexicographic ordering of equivalence classes by their indices, i.e. the left-to-right order in Fig. 2 . We define the symbols , and in the expected way. Continuing to fix j, consider the list of nonnegative integers (ss
, with h and s varying, and with the index-pairs (h, s) ordered lexicographically. Applying Lemma 2.7, we see that (13) corresponds to Statement (a) of that lemma, whence, by the equivalent Statement (b), there exists an index-pair (h(j), s(j)) with 1 ≤ h(j) ≤ H and 1 ≤ s(j) ≤ c(h(j)), satisfying
Let this choice of h(j) and s(j)) be made for all j (1 ≤ j ≤ J).
Inequalities (14)- (16) will play a key role in constructing the certificate for ϕ-once we have re-organized them slightly. To this end, fix h (1 ≤ h ≤ H), and let
Thus, S h records those indices s(j) (with j varying), for which B h(j) s(j) is included in C h , and adds in the final index c(h). We remark that c(h) may be the only element of S h . Let b(h) = |S h |, and enumerate S h as a strictly Fig. 3 The division of C h into sectorsB 
will form part of the certificate for ϕ. Notice that p(j) ≤ b(h(j)) ≤ J + 1. Keeping h fixed, recalling the enumeration s 1 , . . . , s b(h) of S h , and writing s 0 = 0, we define, for all
We refer to the (possibly empty) sets of elementsB h p as the sectors of C h , and to the sets of elementsḂ h p as the terminators of C h . The resulting internal organization of clusters into sectors and terminators is illustrated in Fig. 3 . Necessarily, this decomposition is degenerate for special clusters:
We shall see presently that the terminatorḂ h(j) p(j) functions as a witness guaranteeing that no equivalence class emits more rays of symmetrized cosmic type (ρ 4J+j , ρ 5J+j ) than the rest of A put together.
Having constructed the various terminators and sectors, let us write arithmetic expressions for their c-spectra. To reduce notational clutter, define, for all h (1 ≤ h ≤ H) and all p (1 ≤ p ≤ b(h)),
From (17) and (18), we havė
(Note that the sequence s 1 , . . . , s b(h) used in these equations depends on h.) Considering first the special clusters, fix g in the range [1, G] . By construction, in this case,Ḃ 
Turning now to the ordinary clusters, fix h in the range [G+1, H]. Since the cosmic spectrum of every equivalence class included in C h has the form (10), we see that, for all s (1 ≤ s ≤ c(h)), there exist non-negative integers, say ζ 
Therefore, from (19) , there exist nonnegative integers,
satisfying the following system of linear Diophantine equations:
Thus, D 1 -D 2 express the c-spectrum of every sector and every terminator in terms of the parameters w g ,ż h p, and z h p, (whose values depend on A), via the constant matrix U and vectors u h = Uw h (which depend only on ϕ). A little reflection shows that the values of these parameters satisfy certain conditions. First, since each terminator comprises a single equivalence class, and ζ h s,0 in (20) equals 1, the following simple system of linear Diophantine equations is satisfied:
By contrast,ẑ (ẑ
Having expressed the c-spectra of all the sectors and terminators-i.e. the quantitiesu 
The vector u alerts us to a further condition on the parameters w g ,ż h p, andẑ h p, . Since each ray of invertible cosmic type ρ 4J+j (1 ≤ j ≤ J) may be paired with a ray of (distinct) inverse type, ρ −1 4J+j = ρ 5J+j , the following equations hold:
Now for the promised re-organization of the inequalities (14)- (16) . Reducing notational clutter again, define,
The following system of linear Diophantine equations is evidently satisfied:
In addition, we define the vectors v − , v + and v • , of length J, as follows. 
Thus, we have the following system of linear Diophantine equations:
Taking j = 1, . . . , J in (14)- (16), we then obtain the following system of linear Diophantine inequalities:
The significance of E 4 -E 6 is that they constitute a succinct guarantee that, for each j (1 ≤ j ≤ J), no sector or terminator-and hence certainly no equivalence class-accounts for an absolute majority of the rays of symmetrized cosmic type (ρ 4J+j , ρ 5J+j ) emitted by the elements of A.
Let us gather together the above systems of linear Diophantine equations and linear Diophantine clauses, writing
Let us further writeż for the tuple of valuesż h p, in some arbitrary fixed order, and similarly forẑ. By regarding equations D as definitions of their left-hand sides, and performing the appropriate substitutions, we may take E to be system of linear Diophantine clauses in the vector variables w † ,ż andẑ. Note that |E 3 |, . . . , |E 6 | are singly exponentially bounded, while |E 1 | and |E 2 | are doubly exponentially bounded, a matter to which we shall return in Sec. 6.
Certificates
Let us summarize the argument so far. From the formula ϕ and its expanded signature Σ, we defined the constants I and J, representing, respectively, the number of 1-types, and (approximately) one eighth of the number of polarized ray-types. Supposing ϕ to have a finite, 2-polarized, differentiated model A, interpreting Σ, we listed the star-types σ 1 , . . . , σ K realized in A, noting that these must be 2-polarized and compatible with ϕ. We identified the set I ⊆ {1, . . . , I} of indices of 1-types uniquely realized in A, enumerated the special equivalence classes in A as B 1 , . . . , B G , and defined the sets G i (1 ≤ i ≤ I) of indices of the special equivalence classes in which π i is realized. We observed in Sec. 4.2 that all statements in B hold. Denoting the profile of B g by w g , and writing w † = w 1 · · · w G , we further observed in Sec. 4.3 that w † satisfies the system of linear Diophantine clauses C † (w). We re-named the special equivalence classes as special clusters C g (1 ≤ g ≤ G); and we organized the ordinary equivalence classes in A into ordinary clusters C h (G < h ≤ H). Each ordinary equivalence class C h was associated with a mixed system Q h (w) of linear Diophantine equations and inequalities that propositionally entail the clauses C * (w). By adding slack variables to w, we transformed Q h into a system of linear Diophantine equations A h w = b h , and thence obtained a a sequence of vectors
The matrices A h and vectors b h are all exponentially absolutely bounded, though the number L is doubly exponentially bounded; by contrast, the vectors w h are all doubly exponentially bounded, but have footprints of singly exponentially bounded cardinality. Finally, we computed the doubly exponentially bounded vectors u h = Uw h . The argument of Sec. 4.4 showed that the w h could be chosen in such a way that the c-spectrum of any equivalence class in the cluster C h is a linear combination of the u h .
We then decomposed each cluster C h (1 ≤ h ≤ H) into a sequence of sectorsB 
p(j) witnessing the fact that no sector or terminator-and hence, no equivalence class-emits an absolute majority of all the rays of the symmetrized cosmic type (ρ 4J+j , ρ 5J+j ). The argument of Sec. 4.5 showed that such witnessing equivalence classes can be found. Writingż for the sequence of variablesż
in some order, and similarly forẑ, we showed that, under the definitions D, the set of linear Diophantine clauses E(w † ,ż,ẑ) has a solution in N. Applying Corollary 2.3, we see that it has a solution which is triply exponentially bounded.
Let ϕ, Σ, π 1 , . . . , π I and ρ 1 , . . . , ρ 8J , be as described in Sec. 3, then, and let the sets of statements, constraints and definitions B, C * , C † , D and E be as described in Sec. 4. A certificate (for ϕ) is a tuple
where: If C is a certificate, take its size, denoted C , to be the number of bits required to write it (under some natural encoding). Thus, Lemma 4.5 states that, if ϕ has a finite model, then it has a certificate of doubly exponential size. In the next section, we prove the converse: if ϕ has a certificate, then it is finitely satisfiable. In section 6, we improve the size bound.
From certificates to models
Let a certificate C of the form (21) be given. We keep C fixed throught this section, using it to construct a finite model A of ϕ. Recall in particular that C features a list of star-types σ 1 , . . . , σ K .
Galaxies and the cosmos
A set of stars is a set A together with a mapping st : A → {σ 1 , . . . , σ K }. We call any element a ∈ A a star, and we call st(a) the intrinsic star-type of a. We write tp(a) for tp(st(a)), and call this 1-type the intrinsic 1-type of a . If st(a) = π, (v 1 , . . . , v 8J ) , then we write st (a) for π, (v 1 , . . . , v 4J ) , and we call st (a) the intrinsic galactic star-type of a. As explained in Sec. 3.4, it helps to think of any star a of type σ, informally, as 'emitting' a set of 'rays' of the various types ρ 1 , . . . , ρ 8J . Specifically: for each j (1 ≤ j ≤ 8J), a emits σ[j] rays of type ρ j . We employ this way of speaking throughout this section.
If A ⊆ A, we define the intrinsic profile of A , denoted pr(A ), to be the vector (w 1 , . . . , w K ), where w k = |{a ∈ A | st(a) = σ k }|. Likewise, we define the intrinsic c-spectrum of A , denoted cs(A ), to be the vector (u 1 , . . . , u 2J ) , where, for all j (1 ≤ j ≤ 2J), u j is the total number of rays of (invertible, cosmic) type ρ 4J+j emitted by the stars in A ; and we define the intrinsic symmetrized c-spectrum of A , denoted ss(A ), to be the vector (v 1 , . . . , v J ) , where, for all j (1 ≤ j ≤ J), v j is the total number of rays of (symmetrized, cosmic) type (ρ 4J+j , ρ 5J+j ) emitted by the stars in A . Recalling the matrices U and T from Sec. 4.1, we see that cs(A ) = Upr(A ) and ss(A ) = Tcs(A ). Do not confuse the notation st(a), where a is a star, with the notation st
, where a is an element of the domain of a finite polarized structure A; similarly for st (a), tp(a), pr(A ), cs(A ) and ss(A ). So far in this section, we have not built any structures.
Of course, if A is a finite set of stars, there is nothing to prevent us from using A as the domain of a polarized structure A interpreting Σ. In that case, any a ∈ A also has a star-type σ A [a], and indeed a galactic a star-type σ A [a], both defined as in Sec. 3.4. To avoid confusion, we typically refer to the star-type σ A [a] as the extrinsic star-type of a, and similarly for galactic star-types, 1-types, profiles, etc. However, the case we are most interested in is precisely the one where the intrinsic notions defined above coincide with their extrinsic counterparts. If A is a finite set of stars, then we call a polarized structure A interpreting Σ over A a cosmos if, for all a ∈ A,
. In this section, we shall construct a cosmos from a certificate. We begin on a small scale. Let B be a finite set of stars. Say that a galaxy is a polarized structure B interpreting Σ over B, satisfying the following properties:
B is the total relation B × B;
(ii) for all b ∈ B, st(b) is compatible with ϕ, and st
(iii) every (dark, galactic) 2-type realized in B is compatible with ϕ.
By property (i), the qualifier 'galactic' can be removed from property (iii) without change of meaning, since all 2-types realized in B are necessarily galactic. By property (ii), the qualifier 'dark' can removed from property (iii) without change of meaning, since all ray-types in B must be compatible with ϕ. It is obvious that, if A is a cosmos, then the equivalence classes of A are galaxies. Note that, formally, we allow the set of stars B-and hence the galaxy B-to be empty. Recall the system of linear inequalities C 0 (w), as well as the various constants has not yet been defined, so that we can set tp B [a, b] = ρ. We say in this case that b absorbs the ray in question. We then complete the construction of B by setting any 2-types not defined by this process to be dark galactic 2-types compatible with ϕ. Clearly, following this construction, E B = B × B. Moreover, since every galactic ray emitted by any star in a ∈ B is found an absorption site in B, and all other 2-types are dark, st B [a] = st (a). Finally, all dark 2-types realized in B are by assumption compatible with ϕ, thus securing the lemma. The construction proceeds in three stages.
Stage 1: Consider first the invertible galactic ray-types ρ 1 , . . . , ρ 2J , and fix j (1 ≤ j ≤ J) for the moment. Recall that the chosen enumeration of the ray-types ensures that ρ −1 j = ρ J+j . The total number of rays of type ρ j emitted by the elements of B is t j · w; and the total number of rays of type ρ −1 j emitted by the elements of B is t J+j · w. By C 0 1 , these are equal, so let the two sets of rays be put in 1-1 correspondence. Do this for all j (1 ≤ j ≤ J). Now take and a, b ∈ B such that a and b emit invertible galactic rays that have been paired in this process. Suppose the type of the ray emitted by a is ρ. Let π = tp(a) and π = tp(b). Then π = tp 1 (ρ) and π = tp 2 (ρ). Since all ray-types considered are polarized, π = π , whence a = b. Since all the intrinsic star-types of a and b are 2-polarized, there can be no other invertible ray emitted by a with absorption-type π and no other invertible ray emitted by b with absorption-type π; hence a cannot be chosen to absorb any other invertible galactic ray emitted by b, and b cannot be chosen to absorb any other invertible galactic ray emitted by a. Therefore, we may set tp B [a, b] = ρ for any such pair a, b, without danger of clashes. At the end of this stage, absorption sites have been found for all the invertible galactic rays emitted by the stars in B.
Stage 2: Fix i and i (1 ≤ i, i ≤ I), and write π = π i and π = π i . We proceed to find absorption sites for all non-invertible galactic rays of absorption-type π emitted by stars having intrinsic 1-type π, and, simultaneously, absorption sites for all non-invertible galactic rays of absorption-type π emitted by stars having intrinsic 1-type π . The number of stars of B having intrinsic 1-type π is p i · w, and the number of stars of B having intrinsic 1-type π is p i · w. By C 0 2 , each of these numbers is either at most 1 or at least Z.
That is to say, no star of B having intrinsic 1-type π emits any ray with absorption-type π. Hence, for the pair of 1-types π and π , there is no work to do. An exactly similar argument applies if p i · w = 0. Henceforth, then, we may assume that these quantities are both positive. Now suppose p i · w = 1, and let a be the unique star of B having intrinsic 1-type π. By C 0 3 , putting c = 2, o 2 i ,i ·w = 0: that is to say, none of the stars of intrinsic 1-type π in B emits more than one galactic ray (invertible or non-invertible) with absorption-type π. Suppose, then, b has intrinsic 1-type π and emits exactly one noninvertible galactic ray with absorption-type π (and therefore no invertible galactic rays with absorption-type π). Let ρ be the type of this ray. We note first that that a = b; for otherwise, we have i = i , and therefore p i · w = 1, o That is, we can find at least c stars of B having intrinsic 1-type π that do not emit any non-invertible galactic rays with absorption-type π-hence which do not emit any rays which were assigned to be absorbed by a in this stage. Of these c stars, up to one may have been chosen in Stage 1 to absorb an invertible galactic ray emitted by a: if so, it has already been dealt with in Stage 1; and therefore, for each non-invertible ray-say of type ρ-emitted by a and having absorption-type π , we can find a fresh star b of 1-type π that does not send any galactic ray to a, and for which tp B [a, b] was not defined in Stage 1. Hence we may set tp B [a, b] = ρ without undoing any work of Stage 1 or any work previously done in this stage. Thus, we have again found absorption sites for all non-invertible galactic rays of absorption-type π emitted by the unique star having intrinsic 1-type π, and absorption sites for all non-invertible galactic rays of absorption-type π emitted by stars having intrinsic 1-type π . An exactly similar argument applies if p i · w = 1. Henceforth, then, we may assume that p i · w and p i · w are both at least 2.
By C 0 2 , B contains at least Z ≥ 3M m stars having intrinsic 1-type π, and at least Z ≥ 3M m stars having intrinsic 1-type π . Partition the former set into subsets B 0 , B 1 , B 2 of cardinality at least M m; and partition the latter into subsets B 0 , B 1 , B 2 of cardinality at least M m. No star in B emits more than M m rays in total. For each (0 ≤ < 3), and for for each non-invertible ray-say of type ρ-emitted by any star a ∈ B and having absorption-type π , we may choose a fresh star b ∈ B +1 (addition in subscripts modulo 3) not chosen to absorb any other galactic ray emitted by a, and set tp B [a, b] = ρ. Likewise, for each (0 ≤ < 3), and for for each noninvertible ray-say of type ρ-emitted by any star b ∈ B and having absorption-type π , we may choose a fresh star a ∈ B +1 not chosen to absorb any other galactic ray emitted by b, and set tp B [b, a] = ρ. The arrangement is depicted in Fig. 4 ; by inspection, none of these type assignments clashes with any other, even when π = π . Once again, we have found absorption sites for all non-invertible galactic rays of absorption-type π emitted by each star having intrinsic 1-type π, and absorption sites for all non-invertible galactic rays of absorption-type π emitted by each star having intrinsic 1-type π . 
Constructing the cosmos: the stars
Recalling that the certificate C given in (21) is subject to the condition C7, we see that the system of linear Diophantine clauses C † (w † ) has a solution a † . For ease of comparison with Sec. 4, we shall henceforth write w † = w 1 , . . . , w G to denote this solution. For the same reason, we writeż andẑ for the vectorsḃ andb, respectively. Furthermore, we take the various vectorsu
• to be defined in terms of w † ,ż andẑ by the equations in D. Thus, for all g (1 ≤ g ≤ G), we have C 0 (w g ); and we have E(w † ,ż,ẑ). We begin by constructing the stars that will become special elements of our model. By Lemma 5.1, let B g be a galaxy with profile w g , for all g (1 ≤ g ≤ G). By C g 4 , these galaxies are all non-empty. The galaxies B 1 , . . . , B G will form the special equivalence classes in our model of ϕ. As in Section 4.4, we impose on each special equivalence class B g a degenerate decomposition into a single sectorB We turn now to the ordinary stars. Fix some
By E 1 ,ż The setsḂ h p andB h p will form, respectively, the sectors and terminators of the cluster C h ; we may imagine them to be arranged as in Fig. 3 . Let this construction be carried out for all values of h (G < h ≤ H). Putting the special and ordinary clusters together, we see that, for all h and
Let
The set of stars A will form the domain of the model being constructed. For convenience, we write
Let us pause to consider the construction of some non-empty sectorB h p outlined above (where G < h ≤ H). Our aim was to build a collection of stars with intrinsic profileŵ
L , that could be organized into galaxies. Essentially, we proceed as follows. For each (0 ≤ ≤ L), we took z h p, sets of stars, each with intrinsic profileŵ h . It helps to imagine that, for = 0, the sets of stars in question formed 'galactic cores', while for 1 ≤ ≤ L, they formed 'peripheral constellations'. Thus, we had at out disposal z h p,0 galactic cores, and for each (1 ≤ ≤ L), z h p, peripheral constellations of the th type. The question was: how to distribute the various peripheral constellations between the z h p,0 galactic cores so that each core, together with its allotted constellations, could be used to manufacture a galaxy using Lemma 5.1? According to conditions C 5 and C 6 , the answer is: any way we like. Any combination of one galactic core and some collection of peripheral constellations is a set of stars whose intrinsic profile satisfies C * , and hence which may be the domain of a galaxy. Therefore, we made the simplest possible choice, and associated all the peripheral constellations with a single galactic core (to form a galaxy with profilew), leaving all the other galactic cores, if any, to form galaxies on their own.
We shall require the intrinsic c-spectra and intrinsic symmetrized c-spectra of these sets of stars. It follows from (22) and D 1 , D 2 and D 4 that, for all h and
The following observation is a trivial consequence of D 3 and D 4 .
It may be helpful to observe that, by D 3 , u = cs(A).
Constructing the cosmos: the invertible cosmic rays
We wish to define a model A |= ϕ over the set of stars A. If B is any of the galaxies formed in the construction of A, then we set A |B = B, thus guaranteeing that, for all a ∈ A, st A [a] = st (a). That is, all galactic rays emitted by the stars in A have been found absorption sites in the same galaxy as the star emitting them, and all remaining pairs of elements from the same galaxy of A have been assigned a dark galactic 2-type compatible with ϕ. It remains to specify the 2-types of pairs of elements from different galaxies in such a way that st A [a] = st(a) for all a ∈ A, and that all dark cosmic types are compatible with ϕ. To do so, we make use of the fact that the tuple w † satisfies the constraints C † , and the tuple (w † ,ż h p, ,ẑ h p, ) satisfies the constraints E under the definitions D. We begin with the invertible cosmic rays, i.e. those of any of the types ρ 4J+1 , . . . , ρ 6J . Observe that the 1-type of every star a ∈ A has now been defined in such a way that tp A [a] = tp(a). Thus, we may simply speak of the 1-type of a without using the qualifiers extrinsic or intrinsic.
Fix j in the range 1 ≤ j ≤ J. For each h (1 ≤ h ≤ H) and each p (1 ≤ p ≤ b(h)), letV h p be the set of all rays of symmetrized cosmic type (ρ 4J+j , ρ 5J+j ) emitted by the stars ofḂ , which, from E 3 , is an even number. Observe in addition that, from E 4 -E 6 , none of these cardinalities can be larger than the sum of all the others put together. (As we might say, none of the setsV h p orV h p forms an absolute majority in V .) Lemma 2.6 then guarantees that the rays of symmetrized cosmic type (ρ 4J+j , ρ 5J+j ) emitted throughout the cosmos can be paired up so that all paired rays belong to different sets in the family {V h p ,V h p } h,p . Let such a pairing be chosen: certainly then, any two paired rays must be emitted by stars in different galaxies.
Consider now two rays that have been paired up, emitted by stars a and b. Either the rays in question are of opposite types (i.e. one ρ 4J+j and one ρ 5J+j ) or of the same type (i.e. both ρ 4J+j or both ρ 5J+j ). In the former case, we say that the pair is good, in the latter case, bad. We now show how to modify this pairing so that all pairs are good. Observe first that the number of bad pairs in which both rays are of type ρ 4J+j equals the number of bad pairs in which both rays are of type ρ 5J+j , since, otherwise, the total number of cosmic rays of type ρ 4J+j and the number of cosmic rays of type ρ 5J+j would be different, contradicting E 3 . Let the set of bad pairs of type ρ 4J+j be matched 1-1 with the set of bad pairs of type ρ 5J+j . Take any bad pair of type ρ 4J+j , and let the stars emitting these (paired) rays be a and b; take the bad pair of type ρ 5J+j that is matched with it, and let the stars emitting these (paired) rays be a and b . The fact that the relevant star-types are 2-polarized ensures that a, b, a and b are all distinct; moreover, by construction, a and b are from different galaxies, as are a and b . Suppose first that a and a are from the same galaxy. Then a and b are from different galaxies, as are a and b. Hence we may replace the bad pairs (a, b) and (a , b ) with the good pairs (a, b ) and (a , b). If b and b are from the same galaxy, a symmetric argument applies. If a and a are from different galaxies and b and b are also from different galaxies, then we may replace the bad pairs (a, b) and (a , b ) with the good pairs (a, a ) and (b, b ). By doing this for all matched bad pairs, we obtain a pairing in which all pairs are good. Thus, we may pair the invertible cosmic rays emitted by the stars of A of type ρ 4J+j 1-1 with the invertible cosmic rays of type ρ 5J+j emitted by the stars of A, such that any two rays paired in this way are emitted by stars in different galaxies.
Let us carry out this process independently for all j (1 ≤ j ≤ J). Suppose a ∈ A emits a ray of type ρ 4J+j , paired with ray of type ρ 5J+j emitted by b, and let the intrinsic 1-type of a be π and the intrinsic 1-type of b be π . Then a and b are from different galaxies; moreover, since the intrinsic star-types of a and b are 2-polarized, a emits no other invertible ray with absorption-type π , and b emits no other invertible ray with absorption-type π. Thus we may simply set tp A [a, b] = ρ 4J+j , without danger of clashes. In this way, we obtain an absorption site for every invertible cosmic ray emitted by every star in A.
Constructing the cosmos: the non-invertible cosmic rays
Recall that the set of stars A is partitioned into A † and A * (though the latter set may be empty). We consider first the non-invertible cosmic rays emitted by the stars in A * . The plan is to find stars in A † to absorb them. Fix i (1 ≤ i ≤ I). Let a be a star in A * : we consider any non-invertible cosmic rays with absorption type π i emitted by a. Note that a belongs to a galaxy whose intrinsic profile satisfies the linear Diophantine clauses C * . Suppose first that G i = ∅. Then, by C 0 8 , a emits no cosmic rays with absorption type π i , and so there is nothing to do. Suppose now that i ∈ I. By C 3 , all the statements in B hold; and from B 2 , G i = {g} for some g (1 ≤ g ≤ G). By C † contains at least mM stars of 1-type π i , and we may proceed as in the previous case. Evidently this procedure can be executed for all a ∈ A * , and for all i (1 ≤ i ≤ I), with none of these 2-type assignments overwriting any other. At the end of this process, every ray (galactic or cosmic) emitted by any star a ∈ A * , has been found an absorption site b ∈ A † ; and the relevant 2-type tp A [a, b] has been set to be the type of that ray.
We consider next the non-invertible cosmic rays emitted by the stars in A † . Fix integers i and i (1 ≤ i, i ≤ I), and write π = π i and π = π i . (We allow the possibility that i = i .) We proceed to find absorption sites for all non-invertible cosmic rays of absorption-type π emitted by stars in A † having intrinsic 1-type π, and, simultaneously, absorption sites for all non-invertible galactic rays of absorption-type π emitted by stars in A † having intrinsic 1-type π . If G i is empty, then, by the constraints C g 1 (where 1 ≤ g ≤ G), there are no cosmic rays with emission-type π, and by C 0 8 , there are no cosmic rays with absorption-type π, whence there is nothing to do. A symmetrical argument applies if G i is empty. Henceforth then, we assume that G i and G i have cardinality at least 1. We have three cases to consider. , either is currently undefined, or b already absorbs an invertible ray sent by a. Now, if a emits any invertible cosmic ray with absorption type π , then this will have been accounted for previously, and so it (and the star chosen to absorb it) may be disregarded. Considering the remaining (non-invertible) cosmic rays emitted by a with absorption type π , then, we can find, for each such ray-and having type, say, ρ j -a fresh absorption site b of type π emitting no ray with absorption type π; we then assign tp
Case 2: i ∈ I. We proceed symmetrically to Case 1.
, and either |G i | = 1 or |G i | ≥ Z. We consider the four resulting sub-cases in turn. Observe first however, the combined effect of C 0 2 and C g 3 : if G i = {g} for some g (1 ≤ g ≤ G), then, as we are now supposing i ∈ I, it follows that B g 1 contains at least Z ≥ 3mM stars with intrinsic 1-type π; and similarly for π . 
Sub-case 3(i):
It is easy to see that these partitions can be chosen such that g ∈ G i, and g ∈ G i implies g ∈ G i , . For = 0, 1, 2, let D i, be the set of stars with intrinsic 1-type π lying in some B , emits a collection of at most mM cosmic rays with absorption type π; for each non-invertible ray in this collection, having type, say, ρ j , we may choose a fresh absorption site a ∈ D i, +1 (addition in subscripts modulo 3), and assign tp A [b, a] = ρ j . By arranging the various sets D i, and D i , similarly to the sets B and B in Fig. 4 , we see that these assignments do not overwrite each other, and that no ray is emitted and absorbed by stars in the same galaxy.
Clearly, we may carry out the above assignments for all pairs of indices i, i , without danger of overwriting. At the end of this process, every ray (galactic or cosmic, invertible or non-invertible), emitted by any star a ∈ A, has been found an absorption site b ∈ A; and the relevant 2-type tp A [a, b] has been set to be the type of this ray.
Constructing the cosmos: the dark cosmic 2-types
To complete the construction of A, we must set any two-types not considered in the above process to be a dark cosmic 2-type compatible with ϕ. (We require a dark cosmic 2-type, because, having found absorption sites for all rays, we want to secure st A [a] = st(a) for any a ∈ A.) Suppose, then, that a and b are stars from different galaxies, and let a have 1-type π = π i , and b, 1-type π = π i . If π and π are not c-coupled, and tp
has not yet been defined, we can simply choose any dark cosmic 2-type τ compatible with ϕ and satisfying tp 1 (τ ) = π, tp 2 (τ ) = π , and set tp A [a, b] = τ . It therefore suffices to show that, if π and π are c-coupled, then either a has been chosen to absorb a ray emitted by b or vice versa, and therefore that tp A [a, b] has already been defined. Suppose, then, π and π are c-coupled. Since π and π are by assumption both realized, the sets of cluases C * 1 and C g 1 guarantee that both G i and G i are non-empty; indeed we cannot have G i = G i with this set a singleton, since a and b are, by hypothesis, from different galaxies. By B 3 , then, either i ∈ I or i ∈ I. Suppose the former. By B 2 , we have G i = {g} for some g (1 ≤ g ≤ G), and by the various constraints C 
Now freeze the values b 1,1 and b 2,1 , together with both the 0s. That is, consider the system of equations and inequalities
The number of equations in F is still n, and the largest variable coefficient is still at most N v . Since We next deal with the value K. Observe first that, as we have just shown, we may assume that only exponentially many of the values in the tuple a † are non-zero. (Model-theoretically speaking, this means that, among the special elements of the constructed cosmos, only exponentially many star-types are realized.) Moreover, as we earlier established, each of the vectors w h has at most exponentially large footprint, and we have just shown (via the bounds on H and L) that there are only exponentially many of them. (Model-theoretically speaking, this means that, among the ordinary elements of the constructed cosmos, only exponentially many star-types are realized.) Thus, we may safely ignore all but at most singly exponentially many star-types in our enumeration σ 1 , . . . , σ K . By projecting out components of vectors corresponding to unrealized star-types, we may assume K too is exponentially bounded.
Finally, we consider the vectors a † ,ḃ andb. These are simply required as solutions to a system of linear diophantine equations and inequalities in exponentially many variables, and with all coefficients doubly exponentially bounded. It is then an easy consequence of Corollary 2.3 that such a solution exists which is doubly exponentially bounded. It follows that C is exponentially bounded.
We have thus strengthened Lemma 4.5. Lemma 6.1 Suppose ϕ is a C 2 1E-formula in normal form. If ϕ is finitely satisfiable, then ϕ has a certificate C, with C singly exponentially bounded as a function of ϕ .
We can now prove the main theorem of this paper. Theorem 6.2 The finite satisfiability problem for C 2 1E is NEXPTIME-complete. P r o o f. It is obvious that we can check whether a certificate C satisfies the conditions C1-C7 given in Sec. 4.6 in time bounded by a polynomial function of C . Equally obviously, given a C 2 -formula ϕ with ceiling M , and a structure A with |A| ≤ M , we can determine in time bounded by a polynomial function of ϕ and M (and hence by a singly exponential function of ϕ ) whether A |= ϕ. The upper bound then follows from Lemmas 2.1, 5.2 and 6.1. The lower bound follows from the well-known fact that the (finite) satisfiability problem for the twovariable fragment of first-order logic is NEXPTIME-hard (see, e.g. [23] , p. 255). Denote by N * the set N ∪ {ℵ 0 }. We interpret the arithmetic operations + and · as well as the ordering < over N * as expected. Specifically: ℵ 0 + n = ℵ 0 + ℵ 0 = ℵ 0 for all n ∈ N; ℵ 0 · 0 = 0, and ℵ 0 · m = ℵ 0 · ℵ 0 = ℵ 0 for all non-zero m ∈ N; and n < ℵ 0 for all n ∈ N. By considering solutions of systems of over N * rather than N, and making various minor adjustments to the above proof, we easily obtain Theorem 6.4 The satisfiability problem for C 2 1E is NEXPTIME-complete.
Two equivalence relations
In this section, we show that the satisfiability and finite satisfiability problems for C 2 2E are both undecidable. A deterministic 2-counter machine M has a finite set of states s 0 , . . . , s L and two counters, c 1 and c 2 , each holding a non-negative integer. We regard s 0 as a start state and s L as a stop state. The basic operations of M are: test whether c i holds the value 0; and increment/decrement c i (where attempting to decrement zero yields zero). The program of M associates with each state s other than s L a basic operation (i.e. a zero-test, increment or decrement), together with a specification of the next state of the machine (depending, in the case of of zero-tests, on the outcome). No action is specified for the stop state. A configuration for M is a triple comprising a state together with the values of c 1 and c 2 . The run of M is the (finite or infinite) sequence of configurations starting with s 0 , 0, 0 , where each configuration is obtained from its predecessor as specified by the program of M, in the obvious way. We allow this sequence to stop if a configuration featuring the stop state, s L , is encountered, in which case we say that the machine M terminates. It is well-known that deterministic Turing machines may be effectively simulated by deterministic 2-counter machines. Hence, the problem of deciding whether a given deterministic 2-counter machine terminates is r.e.-complete.
We proceed to show how runs of deterministic 2-counter machines can be encoded using the logic C 2 2E. Recall that, in C 2 2E, the distinguished binary predicates E 1 and E 2 must be interpreted as equivalences. Where a structure A is clear from context, we refer to the equivalence classes of E A 1 as E 1 -classes, and similarly for E 2 . Note that the coarsest common refinement E A 1 ∩ E A 2 of these two equivalences is also an equivalence; to aid intuition, we refer to its equivalence classes as configurations. We write E 12 (x, y) as an abbreviation for the formula E 1 (x, y) ∧ E 2 (x, y). We employ unary predicates d 1 , d 2 to partition the universe, in such a way that, within any E 1 -or E 2 -class, the elements satisfying them form configurations: ∀x∀y(E k (x, y) ∧ d j (x) ∧ d j (y) → E 3−k (x, y)).
We call a configration whose elements satisfy d k a d k -configuration. It follows that each equivalence class contains at most one d 1 -configuration, and at most one d 2 -configuration. Where two different configurations, B and B , lie in some E k -class (k ∈ {1, 2}), then we say that B is the successor of B if B is a d k -configuration Fig. 6 Initial segment of a chain of configurations: each configuration (white region) contains a unique s-element determining its state; the first configuration is in the start state, and forms an E2-class on its own.
and B a d 3−k -configuration. Thus, for B and B as described, one is the successor of the other. Successors, where they exist, are obviously unique. We employ unary predicates s 1 , . . . , s L , and refer to them as states; we also employ an additional unary predicate s to stand for their disjunction. We require that every configuration contains a unique element satisfying s, which will be in exactly one state:
A configuration whose s-element satisfies s will be said to be in state s . We call s 0 the start state and s L , the stop state. We employ a binary predicate t, and we require that t(x, y) holds only between s-elements of configurations one of which is the successor of the other:
(E k (x, y) ∧ ¬E 3−k (x, y) ∧ d k (x)))).
We require that there exists a d 1 -configuration in the start state, that this configuration is the only one in its E 2 -class (i.e., is not the successor of any configuration), and that every configuration in a state other than the stop state has a successor:
L−1
=0
∀x(s (x) → ∃y.t(x, y)).
It follows that, in any model of (26)-(33), there is a chain, B 0 , B 1 , . . . , (possibly infinite) of distinct configurations, where B 0 is in the start state, and where each B i+1 is the successor of B i . Moreover, if this chain is finite and maximal (i.e. cannot be extended), then its final configuration must be in the stop state. Notice that this condition must obtain if the model is finite. The situation is illustrated in Fig. 6 . Recall that, if B is any configuration, then B contains exactly one element satisfying s. We employ two further unary predicates c 1 and c 2 : we refer to the set of elements of B satisfying c i (1 ≤ i ≤ 2) as the the c i -counter in B, and we refer to the cardinality of this set as the value of that counter. It helps to assume that the sets of elements of B satisfying the respective predicates s, c 1 and c 2 partition B; however, this is not formally a requirement.
We now consider any deterministic 2-register machine, M, and proceed to describe the run of M using C 2 2E-formulas. We first define, for i = 1, 2, a 1-place formula c • i (x), which, in effect, states that the c i -register in the configuration containing x is zero:
¬∃y(E 12 (x, y) ∧ c i (y)).
Using these formulas, we fix these register values for any d 1 -configuration that is not a successor to be zero: ∀x(d 1 (x) ∧ ∀y(E 2 (x, y) → E 1 (x, y)) → c , y) , we employ a pair of binary predicates r 1 , r 2 , denoting relations contained within the equivalences E 1 , E 2 , respectively, but disjoint from the other: Note how the variables x and y are 're-used' by quantifiers. This formula relies on the sentence (34) to have its advertised effect: the relation r k holds only between elements in the same E k -class but different E 3−k -classes. The situation is illustrated in Fig. 7 .
Similarly, we can define a formula c + i (x, y) entailing that, if the configuration B containing y is the successor of the configuration B containing x, then the c i -register of B is one greater than that of B, and a formula c − i (x, y) entailing that the c i -register of B is one less than that of B (or that both are zero).
Using the formulas c Writing such formulas for all states s i (0 ≤ i < L), we can effectively construct a C 2 2E-formula ϕ M any model of which contains a sequence of configurations B 0 , B 1 , . . . , encoding the run of M. Indeed, ϕ M has a finite model if and only if M has a terminating run. Hence: Theorem 7.1 The finite satisfiability problem for C 2 2E is r.e.-complete.
Bearing in mind that M terminates just in case its run encounters the stop state, we see that ϕ M ∧ ∀x¬s L (x) has an (infinite) model if and only if M is non-terminating. Hence: Theorem 7.2 The satisfiability problem for C 2 2E is co-r.e.-complete.
