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Parametrix for wave equations on a rough
background I: regularity of the phase at initial time
Je´re´mie Szeftel
DMA, Ecole Normale Supe´rieure,
45 rue d’Ulm, 75005 Paris,
jeremie.szeftel@ens.fr
Abstract. This is the first of a sequence of four papers [21], [22], [23], [24] dedicated
to the construction and the control of a parametrix to the homogeneous wave equation
gφ = 0, where g is a rough metric satisfying the Einstein vacuum equations. Controlling
such a parametrix as well as its error term when one only assumes L2 bounds on the
curvature tensorR of g is a major step of the proof of the bounded L2 curvature conjecture
proposed in [11], and solved jointly with S. Klainerman and I. Rodnianski in [16]. On a
more general level, this sequence of papers deals with the control of the eikonal equation on
a rough background, and with the derivation of L2 bounds for Fourier integral operators
on manifolds with rough phases and symbols, and as such is also of independent interest.
1 Introduction
We consider the Einstein vacuum equations,
Rαβ = 0 (1.1)
where Rαβ denotes the Ricci curvature tensor of a four dimensional Lorentzian space time
(M, g). The Cauchy problem consists in finding a metric g satisfying (1.1) such that the
metric induced by g on a given space-like hypersurface Σ0 and the second fundamental
form of Σ0 are prescribed. The initial data then consists of a Riemannian three dimen-
sional metric gij and a symmetric tensor kij on the space-like hypersurface Σ0 = {t = 0}.
Now, (1.1) is an overdetermined system and the initial data set (Σ0, g, k) must satisfy the
constraint equations { ∇jkij −∇iTrk = 0,
R− |k|2 + (Trk)2 = 0, (1.2)
where the covariant derivative ∇ is defined with respect to the metric g, R is the scalar
curvature of g, and Trk is the trace of k with respect to the metric g.
The fundamental problem in general relativity is to study the long term regularity and
asymptotic properties of the Cauchy developments of general, asymptotically flat, initial
data sets (Σ0, g, k). As far as local regularity is concerned it is natural to ask what are
the minimal regularity properties of the initial data which guarantee the existence and
uniqueness of local developments. In [16], we obtain the following result which solves
bounded L2 curvature conjecture proposed in [11]:
1
Theorem 1.1 (Theorem 1.10 in [16]) Let (M, g) an asymptotically flat solution to
the Einstein vacuum equations (1.1) together with a maximal foliation by space-like hy-
persurfaces Σt defined as level hypersurfaces of a time function t. Let rvol(Σt, 1) the volume
radius on scales ≤ 1 of Σt1. Assume that the initial slice (Σ0, g, k) is such that:
‖R‖L2(Σ0) ≤ ε, ‖k‖L2(Σ0) + ‖∇k‖L2(Σ0) ≤ ε and rvol(Σ0, 1) ≥
1
2
.
Then, there exists a small universal constant ε0 > 0 such that if 0 < ε < ε0, then the
following control holds on 0 ≤ t ≤ 1:
‖R‖L∞
[0,1]
L2(Σt) . ε, ‖k‖L∞[0,1]L2(Σt) + ‖∇k‖L∞[0,1]L2(Σt) . ε and inf0≤t≤1 rvol(Σt, 1) ≥
1
4
.
Remark 1.2 While the first nontrivial improvements for well posedness for quasilinear
hyperbolic systems (in spacetime dimensions greater than 1+ 1), based on Strichartz esti-
mates, were obtained in [2], [1], [25], [26], [8], [14], [18], Theorem 1.1, is the first result
in which the full nonlinear structure of the quasilinear system, not just its principal part,
plays a crucial role. We note that though the result is not optimal with respect to the
standard scaling of the Einstein equations, it is nevertheless critical with respect to its
causal geometry, i.e. L2 bounds on the curvature is the minimum requirement necessary
to obtain lower bounds on the radius of injectivity of null hypersurfaces. We refer the
reader to section 1 in [16] for more motivations and historical perspectives concerning
Theorem 1.1.
Remark 1.3 The regularity assumptions on Σ0 in Theorem 1.1 - i.e. R and ∇k bounded
in L2(Σ0) - correspond to an initial data set (g, k) ∈ H2loc(Σ0)×H1loc(Σ0).
Remark 1.4 In [16], our main result is stated for corresponding large data. We then
reduce the proof to the small data statement of Theorem 1.1 relying on a truncation and
rescaling procedure, the control of the harmonic radius of Σ0 based on Cheeger-Gromov
convergence of Riemannian manifolds together with the assumption on the lower bound
of the volume radius of Σ0, and the gluing procedure in [6], [5]. We refer the reader to
section 2.3 in [16] for the details.
Remark 1.5 We recall for the convenience of the reader the definition of the volume
radius of the Riemannian manifold Σt. Let Br(p) denote the geodesic ball of center p and
radius r. The volume radius rvol(p, r) at a point p ∈ Σt and scales ≤ r is defined by
rvol(p, r) = inf
r′≤r
|Br′(p)|
r3
,
with |Br| the volume of Br relative to the metric gt on Σt. The volume radius rvol(Σt, r)
of Σt on scales ≤ r is the infimum of rvol(p, r) over all points p ∈ Σt.
The proof of Theorem 1.1, obtained in the sequence of papers [16], [21], [22], [23], [24],
[15], relies on the following ingredients2:
1See Remark 1.5 below for a definition
2We also need trilinear estimates and an L4(M) Strichartz estimate (see the introduction in [16])
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A Provide a system of coordinates relative to which (1.1) exhibits a null structure.
B Prove appropriate bilinear estimates for solutions to gφ = 0, on a fixed Einstein
vacuum background3.
C Construct a parametrix for solutions to the homogeneous wave equations gφ = 0
on a fixed Einstein vacuum background, and obtain control of the parametrix and of
its error term only using the fact that the curvature tensor is bounded in L2.
Steps A and B are carried out in [16]. In particular, the proof of the bilinear estimates
rests on a representation formula for the solutions of the wave equation using the following
plane wave parametrix4:
Sf(t, x) =
∫
S2
∫ +∞
0
eiλu(t,x,ω)f(λω)λ2dλdω, (t, x) ∈M (1.3)
where u(., ., ω) is a solution to the eikonal equation gαβ∂αu∂βu = 0 on M such that
u(0, x, ω) ∼ x.ω when |x| → +∞ on Σ05. Therefore, in order to complete the proof of
the bounded L2 curvature conjecture, we need to carry out step C with the parametrix
defined in (1.3).
Remark 1.6 Note that the parametrix (1.3) is invariantly defined6, i.e. without reference
to any coordinate system. This is crucial since coordinate systems consistent with L2
bounds on the curvature would not be regular enough to control a parametrix.
Remark 1.7 In addition to their relevance to the resolution of the bounded L2 curvature
conjecture, the methods and results of step C are also of independent interest. Indeed, they
deal on the one hand with the control of the eikonal equation gαβ∂αu∂βu = 0 at a critical
level7, and on the other hand with the derivation of L2 bounds for Fourier integral operators
with significantly lower differentiability assumptions both for the corresponding phase and
symbol compared to classical methods (see for example [19] and references therein).
In view of the energy estimates for the wave equation, it suffices to control the
parametrix at t = 0 (i.e. restricted to Σ0)
Sf(0, x) =
∫
S2
∫ +∞
0
eiλu(0,x,ω)f(λω)λ2dλdω, x ∈ Σ0 (1.4)
3Note that the first bilinear estimate of this type was obtained in [12]
4(1.3) actually corresponds to a half-wave parametrix. The full parametrix corresponds to the sum of
two half-parametrix. See [22] for the construction of the full parametrix
5The asymptotic behavior for u(0, x, ω) when |x| → +∞ will be used in [22] to generate with the
parametrix any initial data set for the wave equation
6Our choice is reminiscent of the one used in [18] in the context of H2+ǫ solutions of quasilinear wave
equations. Note however that the construction in that paper is coordinate dependent
7We need at least L2 bounds on the curvature to obtain a lower bound on the radius of injectivity of
the null level hypersurfaces of the solution u of the eikonal equation, which in turn is necessary to control
the local regularity of u (see [23])
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and the error term
Ef(t, x) = gSf(t, x) =
∫
S2
∫ +∞
0
eiλu(t,x,ω)gu(t, x, ω)f(λω)λ
3dλdω, (t, x) ∈M. (1.5)
This requires the following ingredients, the two first being related to the control of the
parametrix restricted to Σ0 (1.4), and the two others being related to the control of the
error term (1.5):
C1 Make an appropriate choice for the equation satisfied by u(0, x, ω) on Σ0, and control
the geometry of the foliation generated by the level surfaces of u(0, x, ω) on Σ0.
C2 Prove that the parametrix at t = 0 given by (1.4) is bounded in L(L2(R3), L2(Σ))
using the estimates for u(0, x, ω) obtained in C1.
C3 Control the geometry of the foliation generated by the level hypersurfaces of u on
M.
C4 Prove that the error term (1.5) satisfies the estimate ‖Ef‖L2(M) ≤ C‖λf‖L2(R3)
using the estimates for u and gu proved in C3.
Step C3 was initiated in the sequence of papers [13], [9], [10] where the authors prove
the estimate gu ∈ L∞(M), which is crucial for stepC3 andC4. In the present paper, we
focus on step C1. Remember that u is a solution to the eikonal equation gαβ∂αu∂βu = 0
on M. To define u in a unique manner, we still have to prescribe u on Σ0. Having in
mind steps C2 and C3, we look for u(0, x, ω) satisfying the three following conditions:
C1a u(0, x, ω) ∼ x.ω when |x| → +∞ on Σ0.
C1b gu(0, x, ω) is in L
∞(Σ). In fact, the estimate gu ∈ L∞(M) is obtained in [13]
using a transport equation (the Raychadhouri equation) so that one needs the corre-
sponding estimate on Σ0 (i.e. at t = 0).
C1c u(0, x, ω) has enough regularity in x and ω to achieve step C2, i.e. to control the
parametrix at t = 0 given by (1.4).
Such a choice turns out to be a difficult task. This is due to the fact that the initial
data set (Σ0, g, k) has very little regularity. In fact, to be consistent with the bounded L
2
curvature conjecture, one should only assume that the curvature tensor R of g and ∇k
are in L2(Σ). Together with C1b, this drastically limits the regularity in x of u(0, x, ω).
Although (Σ0, g, k) is independent of ω (which only intervenes in C1a to prescribe the
asymptotic behavior of u(0, x, ω)), the function u(0, x, ω) has also very limited regularity
in ω. We will thus have to make a very careful choice of u(0, x, ω) to be able to satisfy
the three conditions C1a C1b C1c at the same time.
Let us note that the typical choice u(0, x, ω) = x · ω in a given coordinate system
would not work for us, since we don’t have enough control on the regularity of a given
coordinate system within our framework. Instead, we need to find a geometric definition
of u(0, x, ω). A natural choice would be
gu = 0 on Σ0
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which by a simple computation turns out to be the following simple variant of the minimal
surface equation8
div
( ∇u
|∇u|
)
= k
( ∇u
|∇u| ,
∇u
|∇u|
)
on Σ0.
Unfortunately, this choice does not allow us to have enough control of the derivatives of
u in the normal direction to the level surfaces of u. This forces us to look for an alternate
equation for u:
div
( ∇u
|∇u|
)
= 1− 1|∇u| + k
( ∇u
|∇u| ,
∇u
|∇u|
)
on Σ0.
In the time symmetric case, i.e. k = 0, this choice simply means that the mean curvature of
the level surfaces of u is equal to 1 minus the lapse of u. In this context, this construction
has not appeared in the literature. It is closest in spirit to the mean curvature flow
equation, as it can be recast in an alternative form
dx
du
= (1 +H + kNN)N,
where N is the mean curvature of the level surface of u. Its main advantage is that it
turns out to be parabolic in the normal direction to the level surfaces of u. Consequently,
this construction retains the regularity of the leaves of the foliation of the minimal surface
choice, but also additionally gives stronger control in the normal direction to the leaves.
The rest of the paper is as follows. In section 2, we motivate our choice for u(0, x, ω)
and we state the main results. In section 3, we assume the existence of u(0, x, ω) and
prove calculus inequalities with respect to the foliation generated by u(0, x, ω) on Σ0,
which will be needed in the sequel. In section 4, we investigate the regularity of u(0, x, ω)
with respect to x. In section 5, we recall the properties of the geometric Littlewood-Paley
decompositions established in [9], and we derive useful commutator estimates, product
estimates, as well as parabolic estimates. In section 6, we derive additional regularity
for u(0, x, ω) with respect to x. In section 7, we investigate the regularity of u(0, x, ω)
with respect to ω. In section 7, we construct a global coordinate system on the leaves
of the foliation generated by u(0, x, ω) on Σ0. Finally, we derive additional estimates for
u(0, x, ω) in section 8.
Acknowledgments. The author wishes to express his deepest gratitude to Sergiu Klain-
erman and Igor Rodnianski for stimulating discussions and constant encouragements dur-
ing the long years where this work has matured. He also would like to stress that the
basic strategy of the construction of the parametrix and how it fits into the whole proof
of the bounded L2 curvature conjecture has been done in collaboration with them. The
author is supported by ANR jeunes chercheurs SWAP.
8In the time symmetric case k = 0, this is exactly the minimal surface equation
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2 Main results
From now on, there will be no further reference to Σt for t > 0. Since there is no confusion,
we will denote Σ0 simply by Σ in the rest of the paper.
2.1 Modification of R and k near the asymptotic end
Recall from Theorem 1.1 that our assumptions on the initial data set (Σ, g, k) are the
following
‖R‖L2(Σ) + ‖k‖L2(Σ) + ‖∇k‖L2(Σ) ≤ ε, (2.1)
where ε > 0 is small enough. Now, as a byproduct of the reduction to these small initial
data outlined in Remark 1.4 and performed in section 2.3 of [16], we may also assume the
existence of a global coordinate system on (Σ, g, k) relative to which we have
1
2
|ξ|2 ≤ gijξiξj ≤ 2|ξ|2, (2.2)
and (Σ, g, k) is smooth in |x| ≥ 1.
In order to construct u(0, x, ω) satisfying the asymptotic behavior C1a, we need to
modify (Σ, g, k) outside of |x| ≤ 1. We can glue it to (R3, δ, 0) so that the new initial data
set is still smooth outside of |x| ≤ 1, satisfies (2.1), and coincides with (R3, δ, 0) outside
of a slightly larger neighborhood. We still denote this initial data set (Σ, g, k). Of course,
(Σ, g, k) does not satisfies the constraint equations in the annulus where the gluing takes
place. However, for the construction of u(0, x, ω), we only require (Σ, g, k) to satisfy the
constraint equations in |x| ≤ 1. Outside of |x| ≤ 1, (Σ, g, k) is smooth, so things are much
easier.
Finally, in order to be consistent with the statement of Theorem 1.1, we consider a
maximal foliation, i.e.
Trk = 0.
2.2 Geometry of the foliations generated by u on M and by u|Σ
on Σ
Let u a solution to the eikonal equation gαβ∂αu∂βu = 0 on M. Let L = −gαβ∂αu ∂β be
the corresponding null generator vectorfield and s its affine parameter, i.e. L(s) = 1. Let
us introduce the level hypersurfaces of u
Hu0 = {(t, x) in M such that u = u0}
which generate a foliation onM. The level surfaces Ps,u of s generate the geodesic foliation
on Hu.
The geometry of Hu depends in particular of the null second fundamental form
χ(X, Y ) = g(DXL, Y ) (2.3)
withX, Y arbitrary vectorfields tangent to the s-foliation Ps,u and whereD is the covariant
differentiation with respect to g. We denote by trχ the trace of χ, i.e. trχ = δABχAB
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where χAB are the components of χ relative to an orthonormal frame (eA)A=1,2 on the
leaves of the s-foliation. An easy computation yields:
gu = trχ (2.4)
so that ones needs to prove enough regularity for trχ to control the error term (1.5) of
the parametrix (1.3). trχ satisfies the well known Raychadhouri equation
d
ds
trχ+
1
2
(trχ)2 = −|χ̂|2 (2.5)
with χ̂AB = χAB − 1/2trχδAB the traceless part of χ. This transport equation is used in
[13] to prove the crucial estimate trχ ∈ L∞(M) provided that trχ is in L∞(Σ) at t = 0.
Let us now recall the link between u|Σ and trχ|Σ. We define the lapse a = |∇u|−1, and
the unit vector N such that ∇u = a−1N . We also define the level surfaces
Pu0 = {x in Σ such that u = u0},
so that N is the normal to Pu in Σ. The second fundamental form θ of Pu is defined by
θ(X, Y ) = g(∇XN, Y ) (2.6)
with X, Y arbitrary vectorfields tangent to the u-foliation Pu on Σ and where ∇ denotes
the covariant differentiation with respect to g. We extend θ as a tensor on Σ by setting
θ(N, .) = θ(., N) = 0. (2.7)
We denote by trθ the trace of θ, i.e. trθ = δABθAB where θAB are the components of θ
relative to an orthonormal frame (eA)A=1,2 on Pu. We then have the following equality on
Σ:
trχ = trθ + trk. (2.8)
Now, Trk = trk+kNN . Recall from section 2.1 that we impose Trk = 0 which corresponds
to a maximal foliation. Thus, we obtain the following relation between u and trχ on Σ:
trχ = trθ − kNN on Σ. (2.9)
Finally, using (2.4) and (2.9), we may reformulate C1b as:
trθ − kNN ∈ L∞(Σ). (2.10)
2.3 Structure equations of the foliation generated by a function
u on Σ
We recall the structure equations of the foliation generated by a scalar function u on Σ
(see for example [3]).
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Proposition 2.1 The orthonormal frame frame N, eA, A = 1, 2 of Σ satisfies the follow-
ing system: 
∇NeA = ∇/NeA + a−1(∇/ Aa)N,
∇AN = θABeB,
∇BeA = ∇/ BeA − θABN,
∇NN = −a−1∇/ a.
(2.11)
Also, the lapse a and the second fundamental form θ satisfy the following system:
a−1∆/ (a) = −∇N trθ − |θ|2 +RNN ,
∇/ B θ̂AB = 12∇/ Atrθ +RNA,
a−1∇/ A∇/ Ba+∇NθAB + 2θCAθCB − trθθAB +KγAB = RAB,
(2.12)
where θ̂AB = θAB − 1/2trθδAB is the traceless part of θ, K is the Gauss curvature of Pu,
γ is the metric on Pu induced by g, and ∇/ is the intrinsic covariant derivative on Pu.
Finally, we have:
2K − trθ2 + |θ|2 = R− 2RNN . (2.13)
Proof We start with (2.11). Note that the second equality in (2.11) follows from the
definition of the second fundamental form θ. Also, the first and the third equality follow
from the second and the fourth equality and the fact that the frame is orthonormal. Thus,
it remains to prove the fourth equality in (2.11).
Since ∇u = a−1N , we have N(u) = a−1. Thus, using eA(u) = 0 using the fact that
the frame is orthonormal, we obtain:
∇A(a−1) = ∇A(N(u))
= [eA, N ](u)
= ∇AN(u)−∇NeA(u)
= a−1g(N,∇AN −∇NeA)
= a−1g(∇NN, eA)
which concludes the proof of (2.11).
We now turn to the proof of (2.12) starting with the first equation. Using the definition
of the curvature tensor R, we have:
g([∇A,∇N ]N, eB) = g(∇/A∇NN, eB)− g(∇N∇/ AN, eB) + g(∇∇NeAN, eB)
= g(∇A∇NN, eB)− g(∇N∇AN, eB) + g(∇∇NeAN, eB)
= −RANBN + g(∇∇AN−∇NeAN, eB) + g(∇∇NeAN, eB)
= −RANBN + θACθCB
where we used (2.11) in the last inequality. Taking the trace yields:
[div,∇N ]N = −RNN + |θ|2,
which together with (2.11) implies:
div(∇NN) = ∇N(div(N)) + [div,∇N ]N = ∇N trθ −RNN + |θ|2. (2.14)
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Using (2.11), we have:
div(∇NN) = −div(a−1∇/ a) = −div/ (a−1∇/ a)− |a−1∇/ a|2 = −a−1∆/ (a)
which together with (2.14) proves the first equality of (2.12).
Next, we turn to the second equality of (2.12). Using the definition of the curvature
tensor R, we have:
∇/ AθBC −∇/ BθAC = eA(g(∇BN, eC))− θ(∇/ AeB, eC)− θ(eB,∇/ AeC)
−eB(g(∇AN, eC)) + θ(∇/ BeA, eC) + θ(eA,∇/ BeC)
= g((∇A∇B −∇B∇A)N, eC) + g(∇BN,∇AeC −∇/ AeC)
−θ(∇/ AeB, eC)− g(∇AN,∇BeC −∇/ BeC) + θ(∇/ BeA, eC)
= RABNC + g(∇∇AeB−∇/ AeB−∇BeA+∇/ BeAN, eC)
= RABNC
where we used (2.11), the fact that θ is symmetric, and the fact that the frame is or-
thonormal. Taking the trace yields:
div/ (θ)A = ∇/ Atrθ +RABNB = ∇/ Atrθ +RAN
which together with the definition of θ̂ proves the second equality of (2.12).
We now turn to the last equality of (2.12). Using the definition of the curvature tensor
R and the property (2.7) of θ, we have:
∇NθAB = ∇N(g(∇AN, eB))− θ(∇NeA, eB)− θ(eA,∇NeB)
= g(∇N∇AN, eB)− θ(∇/ NeA, eB)
= g(∇A∇NN, eB) +RANBN + g(∇∇NeA−∇ANN, eB)− θ(∇/NeA, eB)
= g(∇A∇NN, eB) +RANBN + g(∇∇NeA−∇/ NeA−∇ANN, eB)
which together with (2.11) yields:
∇NθAB = −a−1∇/ A∇/ Ba− θACθCB +RANBN . (2.15)
Now, the Gauss equation of the foliation generated by u on Σ reads:
RAB = RANBN +KγAB + θACθCB − trθθAB, (2.16)
which together with (2.15) proves the last equation of (2.12).
Finally, we turn to (2.13). This follows from taking the trace of the Gauss equation
(2.16). Note that it also follows form taking the trace of the last equality of (2.12) and
using the first equality.
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2.4 Commutation formulas
Let Π the projection operator from the tangent space of Σ to the tangent space Pu, which
is defined in an arbitrary orthonormal frame on Σ by
Πij = δ
i
j −N iNj .
Then, for any Pu-tangent tensor F , we define ∇/NF as the projection of ∇NF on Pu:
∇/NUi1···in = Πi1j1 · · ·Πinjn∇NUj1···jn.
We have the following useful commutation formulas between ∇/ and ∇/N (see [3] page 64).
Lemma 2.2 For any Pu-tangent tensor F on Σ, we have schematically:
[∇/ N ,∇/ ]F = a−1∇/ a · ∇NF − θ · ∇/F +RN. · F + θ · a−1∇/ a · F. (2.17)
In particular, we obtain for any scalar f on Σ:
[∇/N ,∇/ ]f = a−1∇/ a∇Nf − θ · ∇/ f, (2.18)
and:
[∇N ,∆/ ]f = −trθ∆/ f − 2θ̂ · ∇/ 2f + 2a−1∇/ a · ∇/∇Nf + a−1∆/ a∇Nf − 2RN. · ∇/ f
−∇/ trθ · ∇/ f − 2θ̂ · a−1∇/ a · ∇/ f. (2.19)
We will use some variants of the commutator formulas (2.17), (2.18) and (2.19). In
particular, for any scalar function f on Σ, (2.19) yields:
a[∇N , a−1∆/ ]f = −(trθ + a−1∇Na)∆/ f − 2θ̂ · ∇/ 2f + 2a−1∇/ a · ∇/∇Nf + a−1∆/ (a)∇Nf
−2RN. · ∇/ f −∇/ trθ · ∇/ f − 2θ̂ · a−1∇/ a · ∇/ f. (2.20)
Also, for some applications we have in mind, we would like to get rid of the terms
containing ∇/N in the right-hand side of (2.17), (2.18) and (2.19). This is achieved by
considering the commutators with ∇/ aN instead of ∇/N . (2.17) implies for any Pu-tangent
tensor F on Σ, schematically:
[∇/ aN ,∇/ ]F = −aθ · ∇/F + aRN. · F + θ · ∇/ (a) · F. (2.21)
Using twice the commutator formula (2.21), we obtain, schematically:
[∇/ aN ,∆/ ]F = ∇/ ·(−θ ·∇/ F +RN. ·F +θ ·∇/ (a)F )−∇/ θ ·∇/F +RN. ·∇/F +θ ·∇/ (a) ·∇/F. (2.22)
In view of (2.21), we also have for any scalar function f on Σ:
[∇aN ,∆/ ]f = −atrθ∆/ f − 2aθ̂ · ∇/ 2f + (−2aRN. − a∇/ trθ + 2θ̂ · ∇/ a) · ∇/ f. (2.23)
Finally, we conclude this section with the following commutator formula on Pu. For
any scalar function f on Pu, we have:
[∇/ ,∆/ ]f = K∇/ f. (2.24)
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2.5 The choice of u(0, x, ω)
In view of (2.10), we may reformulate C1a C1b C1c. We look for u(0, x, ω) satisfying
the three following conditions:
C1a u(0, x, ω) ∼ x.ω when |x| → +∞ on Σ
C1b trθ − kNN ∈ L∞(Σ)
C1c u(0, x, ω) has as enough regularity in x and ω to achieve step C2, i.e. to control the
parametrix at t = 0 given by (1.4)
where the initial data set (Σ, g, k) satisfies:
∇jkij = 0,
R = |k|2,
Trk = 0,
(2.25)
and where R and ∇k are in L2(Σ) and satisfy the smallness assumption (2.1).
In order to motivate our choice of u(0, x, ω), we investigate the regularity of the lapse
a, which by (2.12) satisfies the following equation:
a−1∆/ (a) = −∇N trθ − |θ|2 − RNN . (2.26)
Since R is in L2(Σ), (2.26) implies that a has at most two derivatives in L2(Σ). Thus,
u(0, x, ω) has at most three derivatives with respect to x in L2(Σ). This is not enough to
satisfy C1c (i.e. to obtain the boundedness of the parametrix at t = 0 in L2). In fact,
the classical T ∗T argument (see for example [19]) relies on integrations by parts in x and
would require at least one more derivative since Σ has dimension 3.
Alternatively, we could try to use the TT ∗ argument which relies on integrations by
parts in ω. Indeed, R being independent of ω, one would expect the regularity of u(0, x, ω)
with respect to ω to be better. Differentiating (2.26) with respect to ω, we obtain:
a−1∆/ (∂ωa) = 2∇/∇Na+ · · · , (2.27)
where the term on the right-hand side comes from the commutator [∂ω,∆/ ] (see section 7).
Thus, obtaining an estimate for ∂ωa from (2.27) requires to control ∇Na. Unfortunately,
(2.26) seems to give control of tangential derivatives of a only. This is where the specific
choice of u(0, x, ω) comes into play.
Having in mind the equation of minimal surfaces (i.e. trθ = 0), condition C1b suggest
the choice trθ − kNN = 0. Unfortunately, this equation together with (2.26) does not
provide any control of ∇Na. We might propose as a second guess natural guess to take
instead trθ − kNN = ∇Na. Plugging in (2.26) yields an elliptic equation for a: ∇2Na +
a−1∆/ (a) = −|θ|2 −∇N(kNN)− RNN . This allows us to control ∇2Na in L2(Σ). However,
∇Na is at most in H1(Σ) which does not embed in L∞(Σ) - since Σ has dimension 3 - so
that condition C1b is not satisfied. To sum up, the first guess trθ − kNN = 0 satisfies
C1b, but not C1c, whereas the second guess trθ − kNN = ∇Na might satisfy C1c, but
does not satisfy C1b.
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The correct choice is the intermediate one:
trθ − kNN = 1− a. (2.28)
We will see in section 4 that a − 1 belongs to L∞(Σ) so that C1b is satisfied. Also,
plugging (2.28) in (2.26) yields:
∇Na− a−1∆/ (a) = |θ|2 +∇N(kNN) +RNN . (2.29)
This parabolic equation will allow us to control normal derivatives of a. In turn, we will
control derivatives of a with respect to ω using (2.27). Ultimately, we will prove enough
regularity with respect to both x and ω for C1c to be satisfied.
2.6 Main results
From now on, we will not make any further reference to the space-time M. Instead,
we will work only with the initial data set (Σ, g, k). Thus, since there can be no more
confusion, we will denote u(0, x, ω) simply by u(x, ω). To u, we associate Pu, a, N , θ and
K as in section 2.2. For 1 ≤ p, q ≤ +∞, we define the spaces LpuLq(Pu) for tensors F on
Σ using the norm:
‖F‖LpuLq(Pu) =
(∫
u
‖F‖pLq(Pu)du
)1/p
.
Remark 2.3 In the rest of the paper, all inequalities hold for any ω ∈ S2 with the constant
in the right-hand side being independent of ω. Thus, one may take the supremum in ω
everywhere. To ease the notations, we do not explicitly write down this supremum.
We first state a result of existence and regularity with respect to x for u.
Theorem 2.4 Let (Σ, g, k) chosen as in section 2.1. There exists a scalar function u on
Σ× S2 satisfying assumption C1a and such that:
‖a− 1‖L∞u L2(Pu) + ‖∇a‖L∞u L2(Pu) + ‖a− 1‖L∞(Σ) + ‖∇/∇a‖L2(Σ) . ε,
‖trθ − kNN‖L∞(Σ) + ‖∇θ‖L2(Σ) + ‖K‖L2(Σ) . ε, (2.30)
where Pu, a, N , θ and K are associated to u as in section 2.2.
Notice that condition C1b is implied by (2.30). In order to state our second result, we
introduce fractional Sobolev spaces Hb(Pu) on the surfaces Pu for any b ∈ R (see section
5.6 for their definition). We have the following estimate for ∇2Na, and improved estimate
for ∇Na.
Theorem 2.5 Let (Σ, g, k) chosen as in section 2.1. Let u the scalar function on Σ× S2
constructed in theorem 2.4, and let Pu, a, N , θ and K be associated to u as in section
2.2. We have:
‖∇Na‖L∞u L4(Pu) + ‖∇2Na‖L2uH− 12 (Pu) . ε. (2.31)
The third theorem investigates the regularity of u with respect to ω:
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Theorem 2.6 Let (Σ, g, k) chosen as in section 2.1. Let u the scalar function on Σ× S2
constructed in theorem 2.4, and let Pu, a, N , θ and K be associated to u as in section
2.2. We have:
‖∂ωa‖L∞(Σ) + ‖∇/ ∂ωa‖L∞u L2(Pu) + ‖∇/ 2∂ωa‖L2(Σ) + ‖∇N∂ωa‖L2uH 12 (Pu)
+‖∇N∂ωa‖L∞u H− 12 (Pu) + ‖∇
2
N∂ωa‖L2uH− 32 (Pu) + ‖∇∂ωθ‖L2(Σ) . ε,
‖∂ωN‖L∞(Σ) . 1, (2.32)
‖∂2ωa‖L2uH 32 (Pu) + ‖∂
2
ωa‖L∞u H 12 (Pu) + ‖∇N∂
2
ωa‖L2uH− 12 (Pu) + ‖∇∂
2
ωθ‖L2(Σ) . ε,
‖∂2ωN‖L∞(Σ) . 1, (2.33)
and
‖∂3ωu‖L∞loc(Σ) . 1. (2.34)
Remark 2.7 In order to prove Theorem 2.4, Theorem 2.5 and Theorem 2.6, we will rely
in a fundamental way on the choice (2.28) for u, and on the structure of the constraint
equations in the maximal foliation (2.25).
2.7 Coordinate systems on Pu and Σ
In order to prove Theorem 2.4, Theorem 2.5 and Theorem 2.6, we will use embeddings on
the level surfaces Pu of u. These embeddings are discussed in section 3, and their proof
will require in particular, the existence of a suitable coordinate system. The following
proposition establishes the existence of a global coordinate system on Pu.
Proposition 2.8 Let ω ∈ S2. Let Φu : Pu → TωS2 defined by:
Φu(x) := ∂ωu(x, ω), (2.35)
where TωS
2 is the tangent space to S2 at ω. Then Φu is a global C
1 diffeomorphism from
Pu to TωS
2.
The following proposition establishes the existence of a global coordinate system on
Σ and provides the control of the determinant of the corresponding Jacobian. This will
turn out to be useful to control the parametrix at t = 0 given by (1.4), which corresponds
to step C2 (see [22]).
Proposition 2.9 Let ω ∈ S2. Let Φ : Σ→ R3 defined by:
Φ(x) := u(x, ω)ω + ∂ωu(x, ω) = u(x, ω)ω + Φu(x), (2.36)
where Φu has been defined in (2.35). Then Φ is a bijection, and the determinant of its
Jacobian satisfies the following estimate:
‖| det(JacΦ)| − 1‖L∞(Σ) . ε. (2.37)
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2.8 Additional estimates
Below, we provide several additional estimates. These are consequences of Theorem 2.4,
Theorem 2.5 and Theorem 2.6 that will be needed in steps C2 and C3 (see respectively
[22] and [23]). We start with a first proposition.
Proposition 2.10 Let (Σ, g, k) chosen as in section 2.1. Let u the scalar function on
Σ× S2 constructed in theorem 2.4, and let N be associated to u as in section 2.2. For all
x ∈ Σ and ω ∈ S2, we have:
|N(x, ω) +N(x,−ω)| . ε. (2.38)
Also, we have:
||N(x, ω)−N(x, ω′)| − |ω − ω′|| . |ω − ω′|(ε+ |ω − ω′|), ∀x ∈ Σ, ω, ω′ ∈ S2. (2.39)
Finally, let ν ∈ S2 and Φν the map defined in (2.36). Then, we have:
u(x, ω)− Φν(x) · ω = O(ε|ω − ν|2),
∂ωu(x, ω)− ∂ω(Φν(x) · ω) = O(ε|ω − ν|),
∂2ωu(x, ω)− ∂2ω(Φν(x) · ω) = O(ε).
(2.40)
We introduce the family of intrinsic Littlewood-Paley projections Pj which have been
constructed in [9] using the heat flow on the surfaces Pu (see section 5.1 for their main
properties). This allows us to define the following Besov space B for tensors F on Σ:
‖F‖B =
∑
j≥0
2j‖PjF‖L∞u L2(Pu) + ‖P<0F‖L∞u L2(Pu), (2.41)
where P<0 =
∑
j<0 Pj . In particular, one can show that a scalar function belonging to
B also belongs to L∞(Σ) (see [9]). Now, as recalled in the introduction, the reason for
requiring condition C1b for u is that a crucial space-time quantity has been proved to
be in L∞ in [13] relying on a transport equation (the Raychadhouri equation) so that
the corresponding quantity at t = 0 should be in L∞(Σ). However, pseudodifferential
operators of order 0 do not map L∞ to L∞ which forces the authors in [13] to actually
prove a stronger estimate. In fact, they work with a Besov space which both embeds
in L∞ and is stable relative to operators of order 0. In turn, this forces us to obtain a
stronger version of condition C1b. This is the aim of the following proposition:
Proposition 2.11 Let (Σ, g, k) chosen as in section 2.1. Let u the scalar function on
Σ × S2 constructed in theorem 2.4, and let Pu, N and θ be associated to u as in section
2.2. We have:
‖trθ − kNN‖B . ε. (2.42)
Using the geometric Littlewood Paley projections Pj together with the estimates for
∇Na in (2.30), and the estimate for ∇2Na in (2.31), we obtain the following proposition:
Proposition 2.12 Let (Σ, g, k) chosen as in section 2.1. Let u the scalar function on
Σ× S2 constructed in theorem 2.4, and let a and N be associated to u as in section 2.2.
For all j ≥ 0, there are scalar functions aj1 and aj2 such that:
∇Na = aj1 + aj2 where ‖aj1‖L2(Σ) . 2−
j
2ε and ‖∇Naj2‖L2(Σ) . 2
j
4ε. (2.43)
14
Remark 2.13 Recall from section 2.5 that we do not have enough regularity in x to apply
the T ∗T method. Alternatively, we could try the TT ∗ method which relies on integration
by parts in ω. But ∂3ωu ∈ L∞loc(Σ) is also not enough and we would need at least one more
derivative in ω (see also Remark 7.6). Nevertheless, we will prove in a subsequent paper
that the regularity of u both with respect to x and ω obtained in this paper is enough to
show that condition C1c is satisfied.
The rest of the paper is as follows. In section 3, we prove various embeddings and
estimates on Pu and Σ which are compatible with the regularity for u obtained in The-
orem 2.4. In section 4, we prove Theorem 2.4. In section 5, we recall the properties of
the geometric Littlewood-Paley projections Pj introduced in [9]. We then prove several
commutator and product estimates, as well as estimates for some parabolic equations on
Σ. In section 6, we prove Theorem 2.5. In section 7, we prove Theorem 2.6. In section 8,
we prove Proposition 2.8 and Proposition 2.9. Finally, Proposition 2.10, Proposition 2.11
and Proposition 2.12 are proved in section 9.
3 Calculus inequalities
3.1 The Sobolev embedding on Σ
Recall from section 2.1 that there is a global coordinate system on (Σ, g, k) relative to
which we have
1
2
|ξ|2 ≤ gijξiξj ≤ 2|ξ|2. (3.1)
Lemma 3.1 Let f a real scalar function on Σ. Then:
‖f‖
L
3
2 (Σ)
. ‖∇f‖L1(Σ). (3.2)
Proof We may assume that f has compact support in Σ. In the global coordinate
system x = (x1, x2, x3) on Σ satisfying (3.1), we have:
|f(x1, x2, x3)| 32 =
∣∣∣∣∫ x1
−∞
∂1f(y, x2, x3)dy
∫ x2
−∞
∂2f(x1, y, x3)dy
∫ x3
−∞
∂3f(x1, x2, y)dy
∣∣∣∣12
.
(∫
R
|∂1f(y, x2, x3)|dy
)1
2
(∫
R
|∂2f(x1, y, x3)|dy
)1
2
(∫
R
|∂3f(x1, x2, y)|dy
)1
2
.
Hence, ∫
R3
|f(x1, x2, x3)| 32dx1dx2dx3
.
(∫
R3
|∂1f(x1, x2, x3)|dx1dx2dx3
) 1
2
(∫
R3
|∂2f(x1, x2, x3)|dx1dx2dx3
) 1
2
(∫
R3
|∂3f(x1, x2, x3)|dx1dx2dx3
) 1
2
.
(∫
R3
|∇f(x1, x2, x3)|dx1dx2dx3
) 3
2
.
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Now in view of the coordinates system property (3.1), we deduce from the previous
estimate: (∫
R3
|f(x)| 32
√
|gt|dx1dx2dx3
) 2
3
.
∫
R3
|∇f(x)|
√
|gt|dx1dx2dx3
as desired.
As a corollary of the estimate (3.2), we may derive the following Sobolev embeddings.
Corollary 3.2 Given an arbitrary tensorfield F on Σ, we have
‖F‖L6(Σ) . ‖∇F‖L2(Σ). (3.3)
Proof We use (3.2) with f = |F |4:
‖F‖4L6(Σ) = ‖|F |4‖L 32 (Σ) . ‖|F |
2F∇F‖L1(Σ) . ‖∇F‖L2(Σ)‖F‖3L6(Σ)
which yields (3.3).
3.2 Embeddings compatible with the foliation generated by u
on Σ
We assume the existence of a real function u on Σ. We define the lapse a = |∇u|−1, and the
unit vector N such that∇u = a−1N . We also define the level surfaces Pu = {x / u(x) = u}
so that N is the normal to Pu. In this section we establish some basic calculus inequalities
with respect to the foliation generated by u on Σ in the strip S defined by:
S = {x such that − 2 < u(x) < 2}.
These calculus inequalities will be used in all subsequent sections of the present paper.
We will use the following assumptions, which are consistent with our assumption on R
and our choice of bootstrap assumptions (see (4.9), (4.10), (4.11), (4.12)):
‖R‖L2(S) + ‖a− 1‖L∞(S) + ‖∇/∇a‖L2(S) + ‖∇a‖L2(S) + ‖trθ‖L6(S)
+‖∇θ‖L2(S) + ‖a−1∇/ a ‖L∞
[−2,2]
L4(Pu) + ‖θ‖L∞[−2,2]L4(Pu) + ‖K‖L2(S) ≤ δ
(3.4)
for some small enough constant δ > 0.
Let µu denote the area element of Pu. Then, for all integrable function f on S, the
coarea formula implies: ∫
S
fdΣ =
∫ 2
−2
∫
Pu
fadµudu. (3.5)
It is also well-known that for a scalar function f :
d
du
(∫
Pu
fdµu
)
=
∫
Pu
(
df
du
+ trθf
)
dµu. (3.6)
For 1 ≤ p, q ≤ +∞, we define the spaces Lp[−2,2]Lq(Pu) using the norm
‖F‖Lp
[−2,2]
Lq(Pu) =
(∫ 2
−2
‖F‖pLq(Pu)du
)1/p
.
In particular, in view of the assumptions (3.4) for a, Lp[−2,2]L
p(Pu) coincides with L
p(S)
for all 1 ≤ p ≤ +∞. We denote by γ the metric induced by g on Pu, and by ∇/ the induced
covariant derivative. We define the space H1(S) for tensors F on S using the norm
‖F‖H1(S) = (‖F‖2L2(S) + ‖∇F‖2L2(S))1/2.
A coordinate chart U ⊂ Pu with coordinates x1, x2 is admissible if, relative to these
coordinates, there exists a constant c > 0 such that,
c−1|ξ|2 ≤ γAB(p)ξAξB ≤ c|ξ|2, uniformly for all p ∈ U. (3.7)
We assume that Pu can be covered by a finite number of admissible coordinate charts,
i.e., charts satisfying the conditions (3.7). Furthermore, we assume that the constant c in
(3.7) and the number of charts is independent of u.
Remark 3.3 The existence of a covering of Pu by coordinate charts satisfying (3.7) with
a constant c > 0 and the number of charts independent of u follows from Proposition 2.8.
Under these assumptions, the following calculus inequality has been proved in [9]:
Proposition 3.4 Let f be a real scalar function. Then,
‖f‖L2(Pu) . ‖∇/ f‖L1(Pu) + ‖f‖L1(Pu). (3.8)
As a corollary of the estimate (3.8), the following Gagliardo-Nirenberg inequality is derived
in [9]:
Corollary 3.5 Given an arbitrary tensorfield F on Pu and any 2 ≤ p <∞, we have:
‖F‖Lp(Pu) . ‖∇/F‖
1− 2
p
L2(Pu)
‖F‖
2
p
L2(Pu)
+ ‖F‖L2(Pu). (3.9)
As a corollary to (3.8) it is also classical to derive the following inequality (for a proof,
see for example [7] page 157):
Corollary 3.6 For any tensorfield F on Pu and any p > 2,
‖F‖L∞(Pu) . ‖∇/F‖Lp(Pu) + ‖F‖Lp(Pu). (3.10)
Below, we state and prove several embeddings with respect to the foliation generated
by u on Σ. The difficulty is to obtain these estimates while using only assumptions that
are compatible with the regularity for u obtained in Theorem 2.4.
Proposition 3.7 Let F be a tensorfield on S such that F ∈ H1(S). Assume also (3.4).
Then F belongs to L∞[−2,2]L
4(Pu).
17
Proof
‖F (u, .)‖4L4(Pu) = ‖F (−2, .)‖4L4(P−2) (3.11)
+4
∫ u
−2
∫
Pu′
∇NF (u′, x′) · F (u′, x′)|F (u′, x′)|2du′dµu′
+
∫ u
−2
∫
Pu′
trθ|F (u′, x′)|4du′dµu′
. ‖F (−2, .)‖4L4(P−2) + ‖∇NF‖L2(S)‖F‖3L6(S)
+‖trθ‖L6(S)‖F‖4L24/5(S)
. ‖F (−2, .)‖4L4(P−2) + ‖∇NF‖L2(S)‖F‖3L6(S) + ‖F‖4L12[−2,2]L24/5(Pu),
where we used the assumption (3.4) for trθ in the last inequality. Replacing F with ϕ(u)F
where ϕ is a smooth function such that ϕ(−2) = 1 and ϕ(2) = 0, and proceeding as in
(3.11), we obtain:
‖F (−2, .)‖4L4(P−2) . ‖∇NF‖L2(S)‖F‖3L6(S) + ‖F‖4L12[−2,2]L24/5(Pu) + ‖F‖
4
L4(S), (3.12)
which together with (3.11) yields:
‖F (u, .)‖4L4(Pu) . ‖∇NF‖L2(S)‖F‖3L6(S) + ‖F‖4L12[−2,2]L24/5(Pu) + ‖F‖L2(S)‖F‖
3
L6(S). (3.13)
This concludes the proof by taking the supremum in u on the left-hand side, and by using
the Sobolev embedding (3.3) and the following estimate:
‖F‖L12
[−2,2]
L24/5(Pu) . ‖F‖
1
2
L6(S)‖F‖
1
2
L∞
[−2,2]
L4(Pu)
.
In Proposition 3.7, we can get rid of the assumption that F ∈ L2(S). This is done in
the following corollary.
Corollary 3.8 Let F be a tensorfield on S such that ∇F ∈ L2(S) and F (−2, .) ∈
L4(P−2). Assume also (3.4). Then F belongs to L
∞
[−2,2]L
4(Pu) and L
6(S). Moreover,
if F (−2, .) ∈ L2(P−2), then F also belongs to L∞[−2,2]L2(Pu) and H1(S).
Proof The proof of Proposition 3.7 yields:
‖F‖L∞
[−2,2]
L4(Pu)
. ‖F (−2, .)‖L4(P−2) + ‖∇NF‖
1
4
L2(S)‖F‖
3
4
L6(S) + ‖trθ‖L6(S)(‖F‖L∞[−2,2]L4(Pu) + ‖F‖L6(S)),
which together with the Sobolev embedding (3.3), and the assumption (3.4) for trθ, yields
for δ small enough:
‖F‖L∞
[−2,2]
L4(Pu) . ‖F (−2, .)‖L4(P−2) + ‖∇F‖L2(S). (3.14)
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This proves the first statement of the corollary.
Now, we also assume that F (−2, .) ∈ L2(P−2).
‖F (u, .)‖2L2(Pu) = ‖F (−2, .)‖2L2(P−2)
+2
∫ u
−2
∫
Pu′
∇NF (u′, x′) · F (u′, x′)du′dµu′
+
∫ u
−2
∫
Pu′
trθ|F (u′, x′)|2du′dµu′
. ‖F (−2, .)‖2L2(P−2) + ‖∇NF‖L2(S)‖F‖L2(S)
+‖trθ‖L6(S)‖F‖2L12/5(S)
. ‖F (−2, .)‖2L2(P−2) + ‖∇NF‖L2(S)‖F‖L∞[−2,2]L2(Pu)
+‖trθ‖L6(S)‖F‖3/2L∞
[−2,2]
L2(Pu)
‖F‖1/2L6(S),
(3.15)
which proves that F ∈ L∞[−2,2]L2(Pu) by taking the supremum in u on the left-hand side
and using the Sobolev embedding (3.3) and the assumption (3.4) for trθ. This concludes
the proof of the corollary.
Proposition 3.9 Let F be a tensorfield on S such that F ∈ L∞[−2,2]L2(Pu) and ∇/F ∈
L2(S). Then F belongs to L4(S).
Proof
‖F‖4L4(S) =
∫ 2
−2
‖F‖4L4(Pu)adu .
∫ 2
−2
‖F‖4L4(Pu)du
.
∫ 2
−2
(‖F‖2L2(Pu)‖∇/F‖2L2(Pu) + ‖F‖4L2(Pu))du
. ‖F‖2L∞
[−2,2]
L2(Pu)
‖∇/F‖2L2(S) + ‖F‖4L4
[−2,2]
L2(Pu)
. ‖F‖2L∞
[−2,2]
L2(Pu)
(‖∇/F‖2L2(S) + ‖F‖2L∞
[−2,2]
L2(Pu)
)
(3.16)
where we have used (3.9) with p = 4.
Proposition 3.10 Let F be a tensorfield on S such that F ∈ H1(S) and ∇/∇F ∈ L2(S).
Assume also (3.4). Then F belongs to L∞(S) and ∇N∇/ F belongs to L2(S). Moreover,
the conclusion still holds if instead of F ∈ H1(S) we assume ∇F ∈ L2(S) and F (−2, .) ∈
L4(P−2).
Proof Using (3.10) with p = 4 and Proposition 3.7, we obtain:
‖F‖L∞(S) . ‖∇/F‖L∞
[−2,2]
L4(Pu) + ‖F‖L∞[−2,2]L4(Pu) . ‖F‖H1(S) + ‖∇∇/F‖L2(S). (3.17)
Thus, we just need to prove that ∇N∇/F belongs to L2(S) to conclude the proof. Since
∇/∇NF belongs to L2(S), it remains to prove that [∇/ ,∇N ]F is in L2(S). The commutation
formula (2.17) yields:
‖[∇N ,∇/ ]F‖L2(S) ≤ (‖∇/ a‖L∞
[−2,2]
L4(Pu) + ‖θ‖L∞[−2,2]L4(Pu))‖∇F‖L2[−2,2]L4(Pu)
+(‖R‖L2(S) + ‖∇/ a‖L2
[−2,2]
L4(Pu)‖θ‖L∞[−2,2]L4(Pu))‖F‖L∞(S).
(3.18)
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Using the Gagliardo-Nirenberg inequality (3.9) and Proposition 3.7 to bound the norm in
L2[−2,2]L
4(Pu) and L
∞
[−2,2]L
4(Pu) of ∇F and ∇/ a, together with the estimate (3.17) and the
estimate (3.4), we finally obtain:
‖∇N∇/F‖L2(S) (3.19)
. (1 + ‖∇/ a‖H1(S) + ‖∇/ a‖L2(S) + ‖∇/ 2a‖L2(S))(‖F‖H1(S) + ‖∇∇/F‖L2(S)).
Next, we evaluate ∇N∇/ a. The commutation formula for scalars (2.18) yields:
‖[∇N ,∇/ ]a‖L2(S) ≤ (‖∇/ a‖L∞
[−2,2]
L4(Pu) + ‖θ‖L∞[−2,2]L4(Pu))‖∇a‖L2[−2,2]L4(Pu),
which together with the Gagliardo-Nirenberg inequality (3.9) and Proposition 3.7 to
bound the norm in L2[−2,2]L
4(Pu) of ∇/ a, and the estimate (3.4), implies
‖∇N∇/ a‖L2(S) . ‖∇/∇Na‖L2(S) + (‖∇/ a‖H1(S) + δ)(‖∇/∇a‖L2(S) + ‖∇a‖L2(S)). (3.20)
Using again (3.4), we deduce for δ > 0 small enough:
‖∇N∇/ a‖L2(S) . δ. (3.21)
Finally, we conclude the proof in the case where F ∈ H1(S) using (3.19) together
with the smallness assumption (3.4) and (3.21). In the case where ∇F ∈ L2(S) and
F (−2, .) ∈ L4(P−2), we proceed in the same way except that we use Corollary 3.8 to
bound F in L∞[−2,2]L
4(Pu).
Proposition 3.11 Let F be a tensorfield on S such that ∇/ 2F ∈ L2(S), ∇NF ∈ L2(S)
and ∇/F (−2, .) ∈ L2(P−2). Assume also (3.4). Then ∇/F belongs to L∞[−2,2]L2(Pu) and to
L4(S).
Proof We start with the estimate of ∇/F in L∞[−2,2]L2(Pu). We have:
‖∇/F (u, .)‖2L2(Pu) (3.22)
= ‖∇/F (−2, .)‖2L2(P−2) + 2
∫ u
−2
∫
Pu′
∇N∇/F (u′, x′) · ∇/F (u′, x′)du′dµu′
+
∫ u
−2
∫
Pu′
trθ|∇/F (u′, x′)|2du′dµu′
. ‖∇/F (−2, .)‖2L2(P−2) +
∣∣∣∣∣
∫ u
−2
∫
Pu′
∇/∇NF (u′, x′) · ∇/ F (u′, x′)du′dµu′
∣∣∣∣∣
+
∣∣∣∣∣
∫ u
−2
∫
Pu′
[∇N ,∇/ ]F (u′, x′) · ∇/F (u′, x′)du′dµu′
∣∣∣∣∣+ ‖trθ‖L∞[−2,2]L4(Pu)‖∇/F‖2L2[−2,2]L 83 (Pu)
. ‖∇/F (−2, .)‖2L2(P−2) + ‖∆/F‖L2(S)‖∇NF‖L2(S)
+‖[∇/ ,∇N ]F‖L2
[−2,2]
L
4
3 (Pu)
‖∇/F‖L2
[−2,2]
L4(Pu) + ‖trθ‖L∞[−2,2]L4(Pu)‖∇/
2F‖2L2(S),
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where we used in the last inequality an integration by parts and the Gagliardo- Nirenberg
inequality (3.9). Now, using the commutator formula (2.17), we have:
‖[∇/ ,∇N ]F‖L2
[−2,2]
L
4
3 (Pu)
(3.23)
. ‖a−1∇/ a∇NF − θ∇/F +RN.F + θa−1∇/ aF‖L2
[−2,2]
L
4
3 (Pu)
. ‖a−1∇/ a ‖L∞
[−2,2]
L4(Pu)‖∇NF‖L2(S) + ‖θ‖L∞[−2,2]L4(Pu)‖∇/F‖L2(S)
+(‖R‖L2(S) + ‖θa−1∇/ a ‖L2(S))‖F‖L∞
[−2,2]
L4(Pu)
. (‖R‖L2(S) + ‖θ‖L∞
[−2,2]
L4(Pu) + ‖a−1∇/ a ‖L∞[−2,2]L4(Pu))(‖∇NF‖L2(S) + ‖∇/F‖L∞[−2,2]L2(Pu)),
where we used in the last inequality the Gagliardo-Nirenberg inequality (3.9). (3.22) and
(3.23) yields:
‖∇/F (u, .)‖2L2(Pu)
. ‖∇/F (−2, .)‖2L2(P−2) + (1 + ‖R‖L2(S) + ‖θ‖L∞[−2,2]L4(Pu) + ‖a−1∇/ a ‖L∞[−2,2]L4(Pu))
×(‖∇NF‖2L2(S) + ‖∇/F‖L∞[−2,2]L2(Pu)‖∇/
2F‖L2(S) + ‖∇/ 2F‖2L2(S)).
Finally, taking the supremum in u and using the assumption (3.4) implies:
‖∇/F‖L∞
[−2,2]
L2(Pu) . ‖∇/F (−2, .)‖L2(P−2) + ‖∇/ 2F‖L2(S) + ‖∇NF‖L2(S). (3.24)
Next, we estimate of ∇/F in L4(S). In view of Proposition 3.9, we have:
‖∇/F‖L4(S) . ‖∇/ 2F‖L2(S) + ‖∇/F‖L∞
[−2,2]
L2(Pu).
Together with (3.24), this concludes the proof of the proposition.
Proposition 3.12 Let F be a vectorfield on S such that F (−2, .) ∈ L2(P−2), ∇/F ∈
L2(S), and ∇NF = ∇/ f1+F2 where f1 is a scalar function on S such that f1 ∈ L2(S) and
F2 is a vectorfield on S such that F2 ∈ L4/3(S). Assume also (3.4). Then F belongs to
L∞[−2,2]L
2(Pu).
Proof
‖F (u, .)‖2L2(Pu) . ‖F (−2, .)‖2L2(P−2) +
∫ u
−2
∫
Pu′
∇NF · Fdµu′du′
+
∫ u
−2
∫
Pu′
trθ|F |2dµu′du′
. ‖F (−2, .)‖2L2(P−2) +
∫ u
−2
∫
Pu′
(∇/ f1 + F2) · Fdµu′du′
+‖trθ‖L6(S)‖F‖2
L
12
5 (S)
. ‖F (−2, .)‖2L2(P−2) +
∫ u
−2
∫
Pu′
f1div/Fdµu′du
′
+‖F2‖L4/3(S)‖F‖L4(S) + ‖trθ‖L6(S)‖F‖2
L
12
5 (S)
. ‖F (−2, .)‖2L2(P−2) + (‖f1‖L2(S) + ‖F2‖L4/3(S))
×(‖∇/F‖L2(S) + ‖F‖L∞
[−2,2]
L2(Pu))
+‖trθ‖L6(S)(‖∇/F‖
1
3
L2(S)‖F‖
5
3
L∞
[−2,2]
L2(Pu)
+ ‖F‖L∞
[−2,2]
L2(Pu))
(3.25)
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where we have used Proposition 3.9 to bound ‖F‖L4(S), and (3.9) with p = 12/5 to bound
‖F‖L12/5(S). This concludes the proof by taking the supremum in u on the left-hand side
and using the assumption (3.4).
3.3 The Bochner identity and consequences
We recall the Bochner identity on Pu (which has dimension 2). This allows us to control
the L2 norm of the second derivatives of a tensorfield in terms of the L2 norm of the
laplacian and geometric quantities associated with Pu (see for example [9] for a proof).
Proposition 3.13 Let K denote the Gauss curvature of Pu. Then
i) For a scalar function f :∫
Pu
|∇/ 2f |2µu =
∫
Pu
|∆/ f |2µu −
∫
Pu
K|∇/ f |2µu. (3.26)
ii) For a vectorfield Fa:∫
Pu
|∇/ 2F |2µu =
∫
Pu
|∆/F |2µu −
∫
Pu
K(2 |∇/F |2 − |div/F |2 − |curl/ F |2)µu +
∫
Pu
K2|F |2µu,
(3.27)
where div/ F = γab∇/ bFa, curl/F = div/ (∗F ) =∈ab ∇/ aFb.
Remark 3.14 As a consequence of (3.27) together with a L∞(Pu) estimate for tensors,
we have the following Bochner inequality for tensors F on Pu (see [9] for a proof):
‖∇/ 2F‖L2(Pu) . ‖∆/ F‖L2(Pu) + ‖K‖L2(Pu)‖∇/F‖L2(Pu) + ‖K‖2L2(Pu)‖F‖L2(Pu). (3.28)
Using Proposition 3.13, we obtain the following proposition:
Proposition 3.15 Let f be a scalar function on S such that ∇/ f(−2, .) ∈ L2(P−2), ∇Nf ∈
L2(S) and ∆/ f ∈ L2(S). Assume also (3.4). Then ∇/ 2f belongs to L2(S) and ∇/ f belongs
to L∞[−2,2]L
2(Pu).
Proof The Bochner identity (3.26) implies:
‖∇/ 2f‖L2(S) . ‖∆/ f‖L2(S) + ‖K|∇/ f |2‖1/2L1(S)
. ‖∆/ f‖L2(S) + ‖K‖1/2L2(S)‖∇/ f‖L4(S)
. ‖∆/ f‖L2(S) + ‖K‖1/2L2(S)(‖∇/ f‖1/2L∞
[−2,2]
L2(Pu)
‖∇/ 2f‖1/2L2(S)
+‖∇/ f‖L∞
[−2,2]
L2(Pu))
(3.29)
where we have used Proposition 3.9. Thus, it just remains to prove that ∇/ f belongs to
L∞[−2,2]L
2(Pu). In order to use Proposition 3.12 , we have first to estimate [∇N ,∇/ ]f , which
is given by the commutator formula (2.18). We estimate [∇N ,∇/ ]f in L2[−2,2]L4/3(Pu):
‖[∇N ,∇/ ]f‖L2
[−2,2]
L4/3(Pu) . ‖a−1∇/ a ‖L∞[−2,2]L4(Pu)‖∇Nf‖L2(S)+‖θ‖L∞[−2,2]L4(Pu)‖∇/ f‖L∞[−2,2]L2(Pu).
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Thus, ∇N∇/ f = ∇/ f1+F2 where f1 = ∇Nf belongs to L2(S) and F2 = [∇N ,∇/ ]f belongs to
L2[−2,2]L
4/3(Pu). According to Proposition 3.12, and using assumption (3.4), this implies:
‖∇/ f‖L∞
[−2,2]
L2(Pu) . ‖∇f‖L2(S) + ‖∇/ 2f‖L2(S) + δ‖∇/ f‖L∞[−2,2]L2(Pu).
For δ > 0 small enough, this yields:
‖∇/ f‖L∞
[−2,2]
L2(Pu) . ‖∇f‖L2(S) + ‖∇/ 2f‖L2(S).
Together with (3.29), this implies:
‖∇/ 2f‖L2(S) . ‖∇f‖L2(S) + ‖K‖1/2L2(S)‖∇/ 2f‖L2(S)
which concludes the proof since ‖K‖L2(S) ≤ δ for a small δ > 0 in view of assumption
(3.4).
3.4 Parabolic and elliptic estimates
In the proof of Theorem 2.4 and Theorem 2.6, we will often encounter parabolic equations
of the following type:
(∇N − a−1∆/ )f = h on − 2 < u < 2,
(see for example (2.29)). In Proposition 3.16 and Proposition 3.17 below, we obtain
estimates for such equations.
Proposition 3.16 Let f be a scalar function on S such that:
(∇N − a−1∆/ )f = h on − 2 < u < 2, (3.30)
where h is in L2(S). Assume also that f(−2, .) and ∇/ f(−2, .) both belong to L2(P−2).
Finally, assume (3.4). Then, we have:
‖f‖L∞
[−2,2]
L2(Pu) + ‖∇/ f‖L∞[−2,2]L2(Pu) + ‖∇Nf‖L2(S) + ‖∇/
2f‖L2(S)
. ‖h‖L2(S) + ‖f(−2, .)‖L2(P−2) + ‖∇/ f(−2, .)‖L2(P−2).
(3.31)
Proof We multiply (3.30) by f and integrate on −2 < u′ < u where u ≤ 2. Using
integration by parts together with (3.5) and (3.6), we obtain:
1
2
‖f(u, .)‖2L2(Pu) + ‖a−1/2∇/ f‖2L2(S)
=
1
2
‖f(−2, .)‖2L2(P−2) +
1
2
∫ u
−2
∫
Pu′
a−1trθf 2dµu′du
′ +
∫ u
−2
∫
Pu′
hfdµu′du
′
. ‖f(−2, .)‖2L2(P−2) + ‖trθ‖L∞[−2,2]L4(Pu)‖f‖2L2
[−2,2]
L
8
3 (Pu)
+‖h‖L2(S)‖f‖L∞
[−2,2]
L2(Pu).
(3.32)
Together with (3.9) and (3.4), we get:
‖f‖2L∞
[−2,2]
L2(Pu)
+ ‖∇/ f‖2L2(S) . ‖h‖2L2(S) + ‖f(−2, .)‖2L2(P−2). (3.33)
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We multiply (3.30) by ∆/ f and integrate on −2 < u′ < u where u ≤ 2:∫ u
−2
∫
Pu′
∇/ (a∇Nf)∇/ fdµu′du′ + ‖a−1/2∆/ f‖2L2(S)
=
∫ u
−2
∫
Pu′
h∆/ fadµu′du
′ . ‖h‖L2(S)‖∆/ f‖L2(S).
(3.34)
Using integration by parts together with (3.5) and (3.6), we obtain:
1
2
‖∇/ f(u, .)‖2L2(Pu) + ‖a−1/2∆/ f‖2L2(S)
≤ 1
2
‖∇/ f(−2, .)‖2L2(P−2) +
∫ u
−2
∫
Pu′
[∇N ,∇/ ]f∇/ fdµu′du′
+
∫ u
−2
∫
Pu′
|∇/ f |2trθdµu′du′ −
∫ u
−2
∫
Pu′
∇/ a∇/ f∇Nfdµu′du′ + ‖h‖L2(S)‖∆/ f‖L2(S).
(3.35)
Using the commutator formula (2.18), we get:
‖∇/ f‖2L∞
[−2,2]
L2(Pu)
+ ‖a−1/2∆/ f‖2L2(S)
. ‖∇/ f(−2, .)‖2L2(P−2) + ‖θ‖L∞[−2,2]L4(Pu)‖∇/ f‖2L2[−2,2]L8/3(Pu) + ‖h‖L2(S)‖∆/ f‖L2(S),
(3.36)
which together with (3.9) and (3.4) yields:
‖∇/ f‖2L∞
[−2,2]
L2(Pu) + ‖∆/ f‖2L2(S)
. δ(‖∇/ f‖2L2(S) + ‖∇/ 2f‖2L2(S)) + ‖∇/ f(−2, .)‖2L2(P−2) + ‖h‖2L2(S).
(3.37)
Since ∇Nf = a−1∆/ f + h, (3.37) yields:
‖∇Nf‖2L2(S) . δ(‖∇/ f‖2L2(S) + ‖∇/ 2f‖2L2(S)) + ‖∇/ f(−2, .)‖2L2(P−2) + ‖h‖2L2(S), (3.38)
which together with Proposition 3.15, (3.4) and (3.37) implies:
‖∇/ 2f‖2L2(S) . δ‖∇/ f‖2L2(S) + ‖∇/ f(−2, .)‖2L2(P−2) + ‖h‖2L2(S). (3.39)
Finally, (3.33), (3.37), (3.38) and (3.39) yield (3.31) for δ > 0 small enough.
Proposition 3.17 Let f be a scalar function on S such that:
(∇N − a−1∆/ )f = h on − 2 < u < 2. (3.40)
Assume that there exists a vectorfield H on S tangent to Pu and a scalar function h1 on
S such that:
h = div/ (H) + h1 with H ∈ L2(S) and h1 ∈ L 43 (S). (3.41)
Assume also that f(−2, .) belongs to L2(P−2). Finally, assume (3.4). Then, we have:
‖f‖L∞
[−2,2]
L2(Pu) + ‖∇/ f‖L2(S) . ‖H‖L2(S) + ‖h1‖L 43 (S) + ‖f(−2, .)‖L2(P−2). (3.42)
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Proof We multiply (3.40) by f and integrate on −2 < u′ < u where u ≤ 2. Using
integration by parts together with (3.5) and (3.6), we obtain:
1
2
‖f(u, .)‖2L2(Pu) + ‖a−1/2∇/ f‖2L2(S)
=
1
2
‖f(−2, .)‖2L2(P−2) +
1
2
∫ u
−2
∫
Pu′
a−1trθf 2dµu′du
′ +
∫ u
−2
∫
Pu′
hfdµu′du
′
. ‖f(−2, .)‖2L2(P−2) + ‖trθ‖L∞[−2,2]L4(Pu)‖f‖2L2
[−2,2]
L
8
3 (Pu)
+
∫ u
−2
∫
Pu′
hfdµu′du
′.
(3.43)
Taking (3.41) into account, we have:∫ u
−2
∫
Pu′
hfdµu′du
′ =
∫ u
−2
∫
Pu′
div/ (H)fadµu′du
′ +
∫ u
−2
∫
Pu′
fh1dµu′du
′
= −
∫ u
−2
∫
Pu′
H∇/ fdµu′du′ −
∫ u
−2
∫
Pu′
a−1∇/ aHfdµu′du′
+
∫ u
−2
∫
Pu′
fh1dµu′du
′
. ‖∇/ f‖L2(S)‖H‖L2(S) + ‖f‖L4(S)(‖a−1∇/ a‖L4(S)‖H‖L2(S)
+‖h1‖L 43 (S)),
(3.44)
which together with Proposition 3.9 and (3.4) yields:∫ u
−2
∫
Pu′
hfdµu′du
′ . (‖f‖L∞
[−2,2]
L2(Pu) + ‖∇/ f‖L2(S))(‖H‖L2(S) + ‖h1‖L 43 (S)). (3.45)
Finally, (3.9), (3.4), (3.43) and (3.45) imply (3.42).
In section 4, we will have among other things to control θ̂ (the traceless part of θ). Now,
according to the second equation of (2.12), θ̂ satisfies an equation of the type div/ (F ) = h.
Thus, we conclude this section with an estimate that will allow us to control the solution
to such equations.
Proposition 3.18 Let F a symmetric 2-tensor such that trF = 0. Then:
‖∇/F‖L2(S) . ‖div/ F‖L2(S) + ‖K‖
1
2
L2(S)‖F‖L4(S). (3.46)
Proof This follows immediately from the following identity for Hodge systems (see
for example [13]): ∫
Pu
(|∇/F |2 + 2K|F |2) = 2
∫
Pu
|div/F |2. (3.47)
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4 Construction of the foliation and regularity with
respect to x
This section deals with the proof of Theorem 2.4. By section 2.1, we may assume that
(Σ, g, k) coincides with (R3, δ, 0) outside of a compact, say |x| ≥ 1. Notice that in |x| ≥ 1
and for all ω ∈ S2, the scalar function x.ω satisfies the equation (2.28) and the estimate
(2.30), since a ≡ 1, θ ≡ 0 and N ≡ ω in this region. Thus, we would like to construct a
function u solution of (2.28) satisfying (2.30) in a region containing |x| ≤ 2 and to glue
it to x.ω in 1 ≤ |x| ≤ 2. Now, (2.28) is of parabolic type - see (2.29) - where u plays
the role of time. Therefore, for each ω ∈ S2, we will construct u(., ω) on a strip of type
S = {x ∈ Σ such that − 2 < u(x, ω) < 2} solution of:{
trθ − kNN = 1− a, on − 2 < u < 2,
u(., ω) = −2 on x.ω = −2. (4.1)
The rest of the section is as follows. We first prove a priori estimates consistent with
the estimate (2.30) and valid on −2 < u < 2 for the solution u of (4.1). We also prove
on −2 < u < 2 a priori estimates for higher derivatives of the solution u of (4.1). We
then recall the result obtained in [20], where we use a Nash-Moser procedure to obtain
the existence of u solution to:{
trθ − kNN = 1− a, on α < u < α + T,
u = α on u = α,
(4.2)
where −2 ≤ α ≤ 2, u is smooth, and T > 0 is small enough. Together with the a priori
estimates, this allows us to control the solution of (4.2) on −2+ kT < u < −2+ (k+1)T
uniformly with respect to k = 0, . . . , [4/T ] in order to obtain a solution u of (4.1) on
−2 < u < 2. Finally, we conclude the proof of Theorem 2.4 by showing how to glue the
solution u of (4.1) to x.ω in 1 ≤ |x| ≤ 2 in order to obtain a solution on Σ satisfying
(2.30).
Remark 4.1 In order to obtain higher order derivatives estimates for (4.1), and in order
to construct the solution of (4.2) using a Nash Moser procedure, we need to assume that
(Σ, g, k) is smooth. We would like to insist on the fact that the smoothness is only assumed
to obtain the existence of u solution of (4.1). On the other hand, we only rely on the
control of ‖R‖L2(Σ) and ‖∇k‖L2(Σ) given by (2.1) to prove the estimate (2.30).
4.1 A priori estimates for lower order derivatives
Let (Σ, g, k) chosen as in section 2.1. In particular, we assume:
‖∇k‖L2(Σ) + ‖R‖L2(Σ) ≤ ε. (4.3)
Let u a scalar function on Σ × S2, and let Pu, a, N , θ and K be associated to u as in
section 2.2. Assume that u satisfies the additional equation (2.28). The equations (2.11)
(2.12) (2.13) may be rewritten: { ∇AN = θABeB,
∇NN = −∇/ a,
(4.4)
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
trθ − kNN = 1− a,
∇Na− a−1∆/ (a) = |θ|2 +∇N(kNN) +RNN ,
∇/ B θ̂AB = 12∇/ Atrθ +RNA,
a−1∇/ A∇/ Ba+∇NθAB + θCAθCB +KγAB = RAB,
(4.5)
and
2K − trθ2 + |θ|2 = R− 2RNN . (4.6)
In this section, we establish a priori estimates for a, N , θ and K corresponding to (2.30)
in the region S of Σ between P−2 and P2 (i.e. S = {x / − 2 < u(x, ω) < 2}) where u is
initialized on x.ω = −2 by:
u(x, ω) = −2 on x.ω = −2. (4.7)
Note that the first equation of (4.5), (4.7) and the fact that (g, k,Σ) coincides with
(δ, 0,R3) for |x| ≥ 2 yields:
∇p(a− 1) = 0, ∇pθ = 0, ∇p(N − ω) = 0 for all p ∈ N on u = −2, (4.8)
so that the subsequent integrations by parts will not create boundary terms at u = −2.
We will assume:
‖a−1‖L∞
[−2,2]
L2(Pu)+‖∇a‖L∞[−2,2]L2(Pu)+‖a−1‖L∞(S)+‖∇/∇a‖L2(S)+‖K‖L2(S) ≤ Dε, (4.9)
and
‖∇θ‖L2(S) ≤ D2ε, (4.10)
where D is a large enough constant. We will then try to improve on these estimates.
Let us note that (4.8), (4.9) and (4.10) together with Corollary 3.8, Proposition 3.9 and
Proposition 3.10 yield:
‖∇Na‖L4(S) + ‖∇/ a‖L∞
[−2,2]
L4(Pu) + ‖∇/ a‖L6(S) ≤ D2ε, (4.11)
and
‖θ‖L∞
[−2,2]
L2(Pu) + ‖θ‖L∞[−2,2]L4(Pu) + ‖θ‖L6(S) ≤ D3ε. (4.12)
Also, using Corollary 3.8, (4.3), and the fact that k ≡ 0 on x.ω = −2 by section 2.1 yields:
‖k‖L∞
[−2,2]
L2(Pu) + ‖k‖L∞[−2,2]L4(Pu) + ‖k‖L6(S) ≤ Dε. (4.13)
4.1.1 Improvement of the bootstrap assumptions (4.10)
We start by estimating θ. Since trθ − kNN = 1− a, we have from (4.9):
‖trθ − kNN‖L∞(S) ≤ Dε. (4.14)
Also, the first equation of (4.5) together with (4.4) yields, schematically:
∇N trθ = ∇NkNN − 2k∇/ aN −∇Na, ∇/ trθ = ∇/ kNN + 2kN · · θ −∇/ a,
27
so that:
‖∇trθ‖L2(S) . ‖∇a‖L2(S) + ‖∇k‖L2(S)
+‖k‖L∞
[−2,2]
L4(Pu)(‖∇/ a‖L∞[−2,2]L4(Pu) + ‖θ‖L∞[−2,2]L4(Pu))
. (D +D4ε)ε,
(4.15)
where we have used the bootstrap assumption (4.9), (4.11), (4.12) and (4.13) to obtain
the last inequality. We continue with the estimates for θ̂. The third equation in (4.5) and
Proposition 3.18 yield:
‖∇/ θ̂‖L2(S) . ‖∇/ trθ‖L2(S) + ‖RN.‖L2(S) + ‖K‖
1
2
L2(S)‖θ̂‖L4(S) (4.16)
which together with (4.3), (4.9), (4.12) and (4.15) yields:
‖∇/ θ̂‖L2(S) . (D +D4ε 12 )ε. (4.17)
Also, using the last equation of (4.5), we have:
‖∇Nθ‖L2(S) . ‖∇/ 2a‖L2(S) + ‖K‖L2(S) + ‖R‖L2(S) + ‖θ‖2L4(S) (4.18)
which together with (4.3), (4.9) and (4.12) yields:
‖∇Nθ‖L2(S) . (D +D6ε)ε. (4.19)
Finally, (4.15), (4.17) and (4.19) yield:
‖∇θ‖L2(S) . (D +D6ε 12 )ε, (4.20)
which is an improvement of (4.10).
4.1.2 Improvement of the bootstrap assumptions (4.9)
We now try to improve (4.9). Note first that (4.6) yields:
‖K‖L2(S) . ‖trθ‖2L4(S) + ‖θ‖2L4(S) + ‖R‖L2(S). (4.21)
Together with (4.3) and (4.12), this yields:
‖K‖L2(S) . (1 +D6ε)ε. (4.22)
We rewrite the second equation of (4.5) as:
(∇N − a−1∆/ )(a− 1) = h, (4.23)
where h is given by:
h = |θ|2 +∇N(kNN) +RNN . (4.24)
Using the second equation of (4.4) implies:
∇N(kNN) = ∇NkNN + k(∇NN,N) = ∇NkNN − k(∇/ a,N), (4.25)
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which together with (4.24) yields:
h = |θ|2 +∇NkNN − k(∇/ a,N) +RNN . (4.26)
Using (4.3), (4.11), (4.12), (4.13) and (4.26), we obtain:
‖h‖L2(S) . (1 +D6ε)ε. (4.27)
Using Proposition 3.16, (4.8), (4.9), (4.11), (4.12), (4.23) and (4.27) we obtain:
‖a− 1‖L∞
[−2,2]
L2(Pu) + ‖∇/ a‖L∞[−2,2]L2(Pu) + ‖∇Na‖L2(S) + ‖∇/
2a‖L2(S) . (1 +D6ε)ε. (4.28)
In order to obtain estimates for ∇/∇Na and ∇2Na, we differentiate the second equation
of (4.5) by ∇N :
(∇N − a−1∆/ )∇Na = [∇N , a−1∆/ ]a+ 2θ∇Nθ +∇2NkNN +∇NRNN , (4.29)
Using (4.25), we have:
∇2N(kNN) = ∇N(∇NkNN − k(∇/ a,N)). (4.30)
The commutator formula (2.18) and the second equation of (4.4) yield:
∇N(k(∇/ a,N)) = −∇Nk(∇/ a,N)− k(∇N∇/ a,N)
+k(∇/ a,∇/ a)
= −∇Nk(∇/ a,N)− k(∇/∇Na,N)
−∇Nak(∇/ a,N) + θ(∇/ a, eA)kAN
+k(∇/ a,∇/ a).
(4.31)
Using the constraint equations (1.2) and the fact that we have a maximal foliation yields:
∇Nk(NN) = −∇AkAN (4.32)
= −div/ (kN.)− trθkNN + θABkAB,
which together with the commutator formula (2.17), the second equation of (4.4), (4.30)
and (4.31) implies, schematically:
∇2N(kNN) = −div/ (∇NkN.) + a−1∇/ a∇NkN. + θ∇/ kN. +RN.k + θa−1∇/ a kN.
+∇Nθk + θ∇Nk + θk∇/ a +∇Nk(∇/ a,N)
+k(∇/∇Na,N) +∇Nak(∇/ a,N)
+θk + k(∇/ a,∇/ a).
(4.33)
We use the twice-contracted Bianchi identity on Σ
∇jRij = 1
2
∇iR, (4.34)
together with the constraint equations (1.2) to express ∇NRNN :
∇NRNN = −∇ARAN + k · ∇Nk (4.35)
= −div/ (R.N) + trθRNN − θABRAB + k · ∇Nk.
29
Finally, we use the commutator formula (2.20) for a scalar f :
a[∇N , a−1∆/ ]a = −trθ∆/ a− 2θ̂ · ∇/ 2a + 2a−1∇/ a · ∇/∇Na− 2RN. · ∇/ a (4.36)
−∇/ trθ · ∇/ a− 2θ̂ · a−1∇/ a · ∇/ a.
(4.29), (4.33), (4.35) and (4.36) yield:
(∇N − a−1∆/ )∇Na = div/ (H) + h1, (4.37)
where the tensor H is given by
H = −∇Nk.N − R.N , (4.38)
and where the scalar h1 is given schematically by
h1 = −a−1trθ∆/ a− 2a−1θ̂∇/ 2a + 2a−2∇/ a∇/∇Na− 2RN.a−1∇/ a −∇/ trθa−1∇/ a
+2θ̂|a−1∇/ a |2 + 2θ∇Nθ + a−1∇/ a∇NkN. +∇θk + θ∇k +RN.k
+θa−1∇/ akN. + 2k∇Nk +∇Nk(∇/ a,N) + k(∇/∇Na,N)
+∇Nak(∇/ a,N) + θk + k(∇/ a,∇/ a) + θR.
(4.39)
We estimate H in L2(S) using (4.3):
‖H‖L2(S) ≤ ‖∇k‖L2(S) + ‖R‖L2(S) ≤ 2ε. (4.40)
We estimate h in L2[−2,2]L
4
3 (Pu):
‖h‖
L2
[−2,2]
L
4
3 (Pu)
. (‖θ‖L∞
[−2,2]
L4(Pu) + ‖∇/ a‖L∞[−2,2]L4(Pu) + ‖k‖L∞[−2,2]L4(Pu))
×(‖∇/ 2a‖L2(S) + ‖∇/∇Na‖L2(S) + ‖R‖L2(S) + ‖∇θ‖L2(S) + ‖∇k‖L2(S)
+‖∇/ a‖2L4(S) + ‖θ‖2L4(S) + ‖∇Na‖2L4(S) + ‖k‖2L4(S))
(4.41)
which together with (4.3), (4.9), (4.10), (4.11), (4.12) and (4.13) yields:
‖h‖
L2
[−2,2]
L
4
3 (Pu)
. D9ε2. (4.42)
Using Proposition 3.17, (4.8), (4.11), (4.12), (4.37), (4.40) and (4.42) we obtain:
‖∇Na‖L∞
[−2,2]
L2(Pu) + ‖∇/∇Na‖L2(S) . (1 +D9ε)ε. (4.43)
Now, Proposition 3.10 together with (4.28) and (4.43) yields:
‖a− 1‖L∞(S) . (1 +D9ε)ε. (4.44)
Finally, (4.22), (4.28), (4.43) and (4.44) imply:
‖a− 1‖L∞
[−2,2]
L2(Pu) + ‖∇a‖L∞[−2,2]L2(Pu) + ‖a− 1‖L∞(S)
+‖∇/∇a‖L2(S) + ‖K‖L2(S) . (1 +D9ε)ε,
(4.45)
which is an improvement of (4.9).
Thus, there is a universal constant D such that (4.9) and (4.10) hold. Together with
(4.4) and (4.14), this yields (2.30).
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4.2 A priori estimates for higher order derivatives
In addition to (4.3), we assume the following control on R and k:
‖∇jR‖L2(S) + ‖∇1+jk‖L2(S) ≤M, for all 1 ≤ j ≤ 300, (4.46)
whereM is a large constant. The goal of this section is to prove the following proposition:
Proposition 4.2 Let (Σ, g, k) chosen as in section 2.1, and satisfying (4.46). Let u a
scalar function defined on S = {x / − 2 < u(x, ω) < 2}, and let Pu, a, N , θ and K be
associated to u as in section 2.2. Assume that u satisfies the additional equation (2.28)
and is initialized on x.ω = −2 by (4.7). Then, a and θ satisfy the following estimates:
‖∇/ 2∇j−1a‖L2(S) + ‖∇ja‖L2(S) + ‖∇jθ‖L2(S) ≤ C(M), for all 1 ≤ j ≤ 300. (4.47)
Remark 4.3 In connection with Remark 4.1, let us insist again on the fact that the
assumption (4.46) is only used to obtain the existence of u solution to (4.1).
The proof of Proposition 4.2 is postponed to Appendix A.
4.3 Construction of the foliation on a small strip using a Nash
Moser procedure
In this section, we recall the local existence result obtained for (4.2) in [20]. Let −2 ≤
α ≤ 2, a function u on Σ which is smooth in u ≤ α, and T > 0. To a function u on Σ, we
associate Pu, a, N and θ as in section 2.2. We then define the nonlinear map φ:
φ(u) = trθ − 1 + a− kNN . (4.48)
Using φ, we may rewrite (4.2) as:{
φ(u) = 0 on α < u < α + T,
u = α on u = α.
(4.49)
In [20], we prove that for T > 0 small enough, we can construct a solution u of (4.49)
using a Nash Moser procedure:
Theorem 4.4 Assume that g and k are smooth, and that u is smooth in a neighborhood
of u ≤ α where it satisfies φ(u) ≡ 0. Assume also that the lapse of u satisfies |a−1| ≤ 1/4
on u ≤ α. Then, there exists a constant T > 0 and a solution u of (4.49) which is smooth
in α < u < α + T . Furthermore, T only depends on the norm of (g, k) in H300(Σ), and
on the norm of u in H300 in u ≤ α.
Remark 4.5 The linearized operator φ′(u) is explicitly computed in [20] to be:
φ′(u)h = a(∆/ h+ 3a−1∇/ a.∇/ h)− a2∇Nh− 2ak(N,∇/ h). (4.50)
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Thus, φ′(u) is of parabolic type, where u plays the role of time, ∇N the role of ∂t, and ∇/ the
role of ∂x. This is due to the fact that the nonlinear problem is itself of parabolic nature
as exhibited by the equation of the lapse (2.29). The estimates obtained for (4.50) in
[20] exhibit a loss of derivatives which prevents us from using a standard Picard iterative
scheme. Fortunately, these estimates are tame so that one can prove Theorem 4.4 by
performing a Nash Moser type iterative scheme (see [20]).
Remark 4.6 We do not claim any sharpness in the Sobolev exponents appearing in the
statement of Theorem 4.4. Our goal is to obtain an existence result with T > 0 depending
only on a fixed number of derivatives of (g, k) and u, no matter how large this fixed number
is.
Remark 4.7 There are numerous existence results in the literature for quasilinear parabolic
equations of the form:
∂tu− F (t, x, u, ∂xu, ∂2xu) = 0, (4.51)
where F is a nonlinear map such that ∂t−F ′ is a parabolic operator (see for example [17]).
The main difference between (4.49) and (4.51) lies in the fact that the ’time’ u and the
’time derivative’ ∇N depend themselves on the solution u. This considerably complicates
the analysis. Indeed, one may solve (4.51) by a standard Picard iteration scheme, while
(4.49) requires an intricate Nash Moser procedure. In particular, to prove that (4.50)
satisfies tame estimates, one has to use inhomogeneous Sobolev spaces that depend on
u. In turn, the norms in which the converging Nash Moser sequence of Theorem 4.4 is
evaluated depend on the sequence itself (see [20]).
4.4 Proof of Theorem 2.4
We apply here the strategy explained in the introduction of section 4. Let 0 < α ≤ 4. We
look for a solution u(., ω) to:{
trθ − kNN = 1− a, on − 2 < u < −2 + α,
u(., ω) = −2 on x.ω = −2. (4.52)
Theorem 4.4 ensures that u(., ω) solution of (4.52) exists as long as |a − 1| ≤ 1/4 and
the norm of u(., ω) in H300 in −2 ≤ u ≤ −2 + α stays under control. Now, the a priori
estimates (4.9) and (4.47) yield |a − 1| ≤ 1/4 and the control of the norm of u(., ω) in
H300 in −2 ≤ u ≤ 2. Thus, we deduce the existence of u(., ω) solution of:{
trθ − kNN = 1− a, on − 2 < u < 2,
u(., ω) = −2 on x.ω = −2, (4.53)
satisfying (4.9), (4.10) and (4.47) on −2 < u < 2.
Now, we would like to glue the solution u(., ω) of (4.53) to x.ω in the region 1 ≤ |x| ≤ 2
where (Σ, g, k) coincides with (R3, δ, 0) by section 2.1. We will use the following lemma.
Lemma 4.8 Let u(., ω) the solution of (4.53) satisfying (4.9), (4.10) and (4.47) on −2 <
u < 2. Then, we have:
(1 + |x|)−1|u− x.ω|+ |∇u− ω| . ε, in {|x| ≥ 1} ∩ {−2 < u < 2}. (4.54)
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The proof of Lemma 4.8 is postponed to the end of the section. We now conclude the
proof of Theorem 2.4 by showing how to glue u and x.ω together in {1 ≤ |x| ≤ 2}. Let
ϕ a smooth function with compact support which is equal to 1 on |x| ≤ 1 and to 0 on
|x| ≥ 2. Let u˜ be defined on Σ by:
u˜ = ϕu+ (1− ϕ)x.ω. (4.55)
Then, u˜ satisfies C1a. Also, since u satisfies (4.9) and (4.10) in {−2 < u < 2}, since x.ω
satisfies the same estimates in |x| ≥ 1, and since we have (4.54) on 1 ≤ |x| ≤ 2, u˜ satisfies
(2.30) on Σ. This concludes the proof of Theorem 2.4.
Proof of Lemma 4.8 We first show that u(., ω) satisfies better estimates in this
region due to the hypoellipticity of the parabolic-elliptic system (4.5). In particular, we
obtain the following improvement of (4.47) for j = 2:
‖∇/ 2∇a‖L2(S) + ‖∇2a‖L2(S) + ‖∇2θ‖L2(S) . ε, in {|x| ≥ 1} ∩ {−2 < u < 2}. (4.56)
In fact, C(M) in (4.47) comes from the assumption (4.46) on the norms of R and k.
However, since R and k vanish in |x| ≥ 1, we may take M = 0 in this region. Let us
prove for example the estimate for ‖∇/ 2∇Na‖L2(S) in (4.56), the others being similar. Let
ϕ a smooth function with compact support which is equal to 1 on |x| ≤ 1. Using (A.1),
we obtain an equation for (1− ϕ)∇Na:
(∇N − a−1∆/ )[(1− ϕ)∇Na] = (1− ϕ)h+ h˜ (4.57)
where h is given by (A.2) and h˜ is given by:
h˜ = −∇Nϕ∇Na+ a−1∆/ϕ∇Na + 2a−1∇/ϕ∇/∇Na. (4.58)
(A.5) and the fact that R and k vanish on the support of 1− ϕ yield:
‖(1− ϕ)h‖L2(S) . ε‖(1− ϕ)∇2θ‖L2(S) + ε. (4.59)
(4.9) and the fact that ϕ is smooth yields:
‖h˜‖L2(S) . ε. (4.60)
Proposition 3.16, (4.57), (4.59) and (4.60) yield:
‖(1− ϕ)∇2Na‖L2(S) + ‖(1− ϕ)∇/ 2∇Na‖L2(S) .
√
ε‖(1− ϕ)∇2θ‖L2(S) + ε. (4.61)
In the same fashion, we adapt the analysis of (A.7)-(A.24) and we use the fact that R
and k vanish on the support of 1 − ϕ to obtain estimates for ‖(1 − ϕ)∇/ 3a‖L2(S) and
‖(1− ϕ)∇2θ‖L2(S) which yield (4.56).
We now use (4.56) and the fact that u = −2 on x.ω = −2 to show that u and x.ω are
close to each other in the region {|x| ≥ 1} ∩ {−2 < u < 2}. Proposition 3.10, (4.4) and
(4.56) yield:
|∇N | . ε, in {|x| ≥ 1} ∩ {−2 < u < 2}. (4.62)
Since N = ω on x.ω = −2, (4.62) yields:
|N − ω| . ε, in {|x| ≥ 1} ∩ {−2 < u < 2}. (4.63)
u = x.ω on x.ω = −2, so since ∇u = a−1N , (4.9) and (4.63) yield the desired estimate
(4.54). This concludes the proof of Lemma 4.8.
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5 Littlewood-Paley theory on Pu and consequences
In this section, we introduce several tools which will be needed to prove Theorem 2.5
and Theorem 2.6. We introduce and recall the main properties of the family of intrinsic
Littlewood-Paley projections Pj which has been constructed in [9] using the heat flow on
the surfaces Pu. We then prove a crucial bound for K. This allows us to derive suitable
commutator estimates, product estimates and estimates for parabolic equations.
Remark 5.1 Recall that (Σ, g, k) coincides with (R3, δ, 0) in |x| ≥ 2. Also, u(x, ω) co-
incides with x.ω in |x| ≥ 2, and so a ≡ 1, N ≡ ω, θ ≡ 0 and K ≡ 0 in this region.
Therefore, u clearly satisfies the estimates of Theorem 2.5, Theorem 2.6 and of the propo-
sitions thereafter in the region |x| ≥ 2. Thus, in the rest of the paper, we will restrict the
proof all our estimates in the strip S = {x/ − 2 < u < 2} where u(x, ω) is solution to:{
trθ − kNN = 1− a, on − 2 < u < 2,
u(., ω) = −2 on x.ω = −2.
5.1 Properties of the geometric Littlewood-Paley projections Pj
In this section, we introduce and recall the main properties of the family of intrinsic
Littlewood-Paley projections Pj which has been constructed in [9] using the heat flow on
the surfaces Pu. We recall the properties of the heat equation for arbitrary tensorfields F
on Pu.
∂τU(τ)F −∆/U(τ)F = 0, U(0)F = F.
The following L2 estimates for the operator U(τ) are proved in [9].
Proposition 5.2 We have the following estimates for the operator U(τ):
‖U(τ)F‖2L2(Pu) +
∫ τ
0
‖∇/U(τ ′)F‖2L2(Pu)dτ ′ . ‖F‖2L2(S), (5.1)
‖∇/U(τ)F‖2L2(Pu) +
∫ τ
0
‖∆/U(τ ′)F‖2L2(Pu)dτ ′ . ‖∇/ F‖2L2(S), (5.2)
τ‖∇/U(τ)F‖2L2(Pu) +
∫ τ
0
τ ′‖∆/ U(τ ′)F‖2L2(Pu)dτ ′ . ‖F‖2L2(S). (5.3)
We also introduce the nonhomogeneous heat equation:
∂τV (τ)−∆/ V (τ) = F (τ), V (0) = 0,
for which we easily derive the following estimates:
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Proposition 5.3 Let β > 0. We have the following estimates for the operator V (τ):
‖∇/ V (τ)‖2L2(Pu) +
∫ τ
0
‖∆/ V (τ ′)‖2L2(Pu)dτ ′ .
∫ τ
0
‖F (τ ′)‖2L2(Pu)dτ ′, (5.4)
‖V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pu)dτ ′ .
∫ τ
0
∫
Pu
V (τ ′)F (τ ′)dµudτ
′, (5.5)
τ‖V (τ)‖2L2(Pu) +
∫ τ
0
τ ′‖∇/ V (τ ′)‖2L2(Pu)dτ ′ .
∫ τ
0
∫
Pu
τ ′V (τ ′)F (τ ′)dµudτ
′, (5.6)
τ 2β‖V (τ)‖2L2(Pu) +
∫ τ
0
τ ′
2β‖∇/ V (τ ′)‖2L2(Pu)dτ ′ .
∫ τ
0
∫
Pu
τ ′
2β
V (τ ′)F (τ ′)dµudτ
′,
+
∫ τ
0
τ ′
2β−1‖V (τ ′)‖2L2(Pu)dτ ′. (5.7)
We now recall the definition of the geometric Littlewood-Paley projections Pj con-
structed in [9]:
Definition 5.4 Consider a smooth function m on [0,∞), vanishing sufficiently fast at
∞, verifying the vanishing moments property:∫ ∞
0
τk1∂k2τ m(τ)dτ = 0, |k1|+ |k2| ≤ N. (5.8)
We set, mj(τ) = 2
2jm(22jτ) and define the geometric Littlewood -Paley (LP) projections
Pj, for arbitrary tensorfields F on S to be
PjF =
∫ ∞
0
mj(τ)U(τ)Fdτ. (5.9)
Given an interval I ⊂ Z we define
PI =
∑
j∈I
PjF.
In particular we shall use the notation P<k, P≤k, P>k, P≥k.
Observe that Pj are selfadjoint, i.e., Pj = P
∗
j , in the sense,
< PjF,G >=< F, PjG >,
where, for any given m-tensors F,G
< F,G >=
∫
Pu
γi1j1 . . . γimjmFi1...imGj1...jmdµu
denotes the usual L2 scalar product. Recall also from [9] that there exists a function m
satisfying (5.8) such that the LP-projections associated to m verify:∑
j
Pj = I. (5.10)
The following properties of the LP-projections Pj have been proved in [9]:
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Theorem 5.5 The LP-projections Pj verify the following properties:
i) Lp-boundedness For any 1 ≤ p ≤ ∞, and any interval I ⊂ Z,
‖PIF‖Lp(Pu) . ‖F‖Lp(Pu) (5.11)
ii) Bessel inequality ∑
j
‖PjF‖2L2(Pu) . ‖F‖2L2(Pu)
iii) Finite band property For any 1 ≤ p ≤ ∞.
‖∆/PjF‖Lp(Pu) . 22j‖F‖Lp(Pu)
‖PjF‖Lp(Pu) . 2−2j‖∆/F‖Lp(Pu). (5.12)
In addition, the L2 estimates
‖∇/PjF‖L2(Pu) . 2j‖F‖L2(Pu)
‖PjF‖L2(Pu) . 2−j‖∇/F‖L2(Pu) (5.13)
hold together with the dual estimate
‖Pj∇/F‖L2(Pu) . 2j‖F‖L2(Pu)
iv) Weak Bernstein inequality For any 2 ≤ p <∞
‖PjF‖Lp(Pu) . (2(1−
2
p
)j + 1)‖F‖L2(Pu),
‖P<0F‖Lp(Pu) . ‖F‖L2(Pu)
together with the dual estimates
‖PjF‖L2(Pu) . (2(1−
2
p
)j + 1)‖F‖Lp′(Pu),
‖P<0F‖L2(Pu) . ‖F‖Lp′(Pu)
We use the Littlewood-Paley projections Pj to define Sobolev spaces H
b(Pu).
Definition 5.6 Let b ∈ R. Then, we define the Sobolev space Hb(Pu) as follows:
‖F‖2Hb(Pu) =
∑
j≥0
22jb‖PjF‖2L2(Pu) + ‖P<0F‖2L2(Pu).
Let us state a lemma about the action of ∇/ on Hb(Pu).
Lemma 5.7 Let 0 < b < 1. Let F a tensor on Pu such that F ∈ Hb(Pu). Then,
∇/F ∈ Hb−1(Pu).
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Proof We have:
‖Pj∇/F‖L2(Pu) .
∑
l≥0
‖Pj∇/PlF‖L2(Pu). (5.14)
If l ≤ j, we use the boundedness of Pj on L2(Pu) and the finite band property for Pl to
obtain:
2j(b−1)‖Pj∇/PlF‖L2(Pu) . 2j(b−1)‖∇/PlF‖L2(Pu) (5.15)
. 2j(b−1)2l‖PlF‖L2(Pu)
. 2−|j−l|(1−b)2bl‖PlF‖L2(Pu),
where we used in the last inequality the fact that l ≤ j and b < 1.
If l > j, we use the finite band property for Pj to obtain:
2j(b−1)‖Pj∇/PlF‖L2(Pu) . 2j(b−1)2j‖PlF‖L2(Pu) (5.16)
. 2−|j−l|b2bl‖PlF‖L2(Pu),
where we used in the last inequality the fact that l > j and b > 0. Finally, (5.14), (5.15)
and (5.16) imply:
∑
j≥0
22(b−1)j‖Pj∇/F‖2L2(Pu) .
∑
j≥0
(∑
l≥0
2−min(b,1−b)|j−l|2lb‖PlF‖L2(Pu)
)2
.
∑
l≥0
22lb‖PlF‖2L2(Pu)
. ‖F‖2Hb(Pu),
where we used the fact that min(b, 1− b) > 0. This concludes the proof of the lemma.
We also recall the definition of the negative fractional powers of Λ2 = I − ∆/ on any
smooth tensorfield F on Pu used in [9].
ΛαF =
1
Γ(−α/2)
∫ ∞
0
τ−
α
2
−1e−τU(τ)Fdτ (5.17)
where α is an arbitrary complex number with ℜ(α) < 0 and Γ denotes the Gamma
function. We extend the definition of fractional powers of Λ to the range of α with
ℜ(α) > 0, on smooth tensorfields F , by defining first
ΛαF = Λα−2 · (I −∆/ )F
for 0 < ℜ(α) ≤ 2 and then, in general, for 0 < ℜ(α) ≤ 2n, with an arbitrary positive
integer n, according to the formula
ΛαF = Λα−2n · (I −∆/ )nF.
With this definition, Λα is symmetric and verifies the group property ΛαΛβ = Λα+β. We
also have by standard complex interpolation the following inequality:
‖Λµα+(1−µ)βF‖L2(Pu) . ‖ΛαF‖µL2(Pu)‖ΛβF‖
1−µ
L2(Pu)
. (5.18)
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Using the operators Λα, we complete (5.1)-(5.3) with:
‖Λ−1U(τ)F‖2L2(Pu) +
∫ τ
0
τ ′‖∇/Λ−1U(τ ′)F‖2L2(Pu)dτ ′ . ‖Λ−1F‖2L2(S), (5.19)
τ‖U(τ)F‖2L2(Pu) +
∫ τ
0
τ ′‖∇/U(τ ′)F‖2L2(Pu)dτ ′ . ‖Λ−1F‖2L2(S), (5.20)
for α ∈ R,
‖ΛαV (τ)‖2L2(Pu) +
∫ τ
0
‖∇/ΛαV (τ ′)‖2L2(Pu)dτ ′ .
∫ τ
0
∫
Pu
Λ2αV (τ ′)F (τ ′)dµudτ
′, (5.21)
and for 0 < η < δ < 1:
τ 1+δ‖∇/U(τ)F‖2L2(Pu) +
∫ τ
0
τ ′
1+δ‖∆/U(τ ′)F‖2L2(Pu)dτ ′ . ‖Λ−ηF‖2L2(S), (5.22)
τ 1+δ‖U(τ)F‖2L2(Pu) +
∫ τ
0
τ ′
1+δ‖∇/U(τ ′)F‖2L2(Pu)dτ ′ . ‖Λ−1−ηF‖2L2(S), (5.23)
τ δ‖U(τ)F‖2L2(Pu) +
∫ τ
0
τ ′
δ‖∇/U(τ ′)F‖2L2(Pu)dτ ′ . ‖Λ−ηF‖2L2(S), (5.24)
τ δ‖Λ−1U(τ)F‖2L2(Pu) +
∫ τ
0
τ ′
δ‖U(τ ′)F‖2L2(Pu)dτ ′ . ‖Λ−1−ηF‖2L2(S). (5.25)
We now investigate the boundedness of Λ−α on Lp(Pu) spaces for 0 ≤ α ≤ 1. For any
tensor F on Pu and any α ∈ R, integrating by parts and using the definition of Λ, we get:
‖ΛαF‖2L2(Pu) + ‖∇/ΛαF‖2L2(Pu) =
∫
Pu
ΛαFΛαFdµu +
∫
Pu
∇/ΛαF∇/ΛαFdµu
=
∫
Pu
(1−∆/ )ΛαFΛαFdµu =
∫
Pu
Λ2ΛαFΛαFdµu
= ‖Λα+1F‖2L2(Pu).
(5.26)
Taking α = −1 in (5.26), we obtain:
‖∇/Λ−1F‖L2(Pu) . ‖F‖L2(Pu). (5.27)
Below, we deduce several estimates from (5.27). Taking the adjoint of (5.27), we obtain
for any vectorfield F :
‖Λ−1div/ F‖L2(Pu) . ‖F‖L2(Pu). (5.28)
Also, (3.9) and (5.27) imply for any tensor F on Pu:
‖Λ−1F‖Lp(Pu) . ‖F‖L2(Pu) for all 2 ≤ p < +∞. (5.29)
Taking the adjoint of (5.29) yields:
‖Λ−1F‖L2(Pu) . ‖F‖Lp(Pu) for all 1 < p ≤ 2. (5.30)
38
Interpolating between the identity and Λ−1, we deduce form (5.30):
‖Λ−αF‖L2(Pu) . ‖F‖Lp(Pu) for all 0 < α < 1,
2
1 + α
< p ≤ 2. (5.31)
Finally, we conclude this section by recalling the sharp Bernstein inequality for scalars
obtained in [9]. It is derived under the additional assumption that the Christoffel symbols
ΓABC of the coordinate system (3.7) on Pu verify:∑
A,B,C
∫
U
|ΓABC |2dx1dx2 ≤ c−1, (5.32)
with a constant c > 0 independent of u and where U is a coordinate chart.
Remark 5.8 The existence of a covering of Pu by coordinate charts satisfying (3.7) and
(5.32) with a constant c > 0 and the number of charts independent of u will be established
in Proposition 8.1.
Let 0 ≤ γ < 1, and let Kγ be defined by:
Kγ := ‖Λ−γK‖L2(Pu). (5.33)
Then, we have the following sharp Bernstein inequality for any scalar function f on Pu,
0 ≤ γ < 1, any j ≥ 0, and an arbitrary 2 ≤ p <∞ (see [9]):
‖Pjf‖L∞(Pu) . 2j
(
1 + 2−
j
p
(
K
1
p(1−γ)
γ +K
1
2p
γ
)
+ 1
)‖f‖L2(Pu), (5.34)
‖P<0f‖L∞(Pu) .
(
1 +K
2
p(1−γ)
γ +K
1
2p
γ
)‖f‖L2(Pu). (5.35)
Also, the Bochner identity (3.26) together with the properties of Λ implies the following
inequality (see [9]):∫
Pu
|∇/ 2f |2 .
∫
Pu
|∆/ f |2 + (K 21−γγ +Kγ) ∫
Pu
|∇/ f |2. (5.36)
Thus, we need to bound Kγ in order to be able to use (5.34), (5.35), and (5.36). For
ℜ(α) < 0, we will use the fact that for any tensor F on Pu:
‖Λ−αF‖2L2(Pu) . ‖P<0F‖2L2(Pu) +
+∞∑
j=0
2−2αj‖PjF‖2L2(Pu). (5.37)
which follows from the methods in [9]. Therefore, we would like to controlK in L∞u H
−α(Pu)
for some α < 1. This is the goal of the next section.
5.2 Control of K in L∞u H
− 1
2 (Pu)
The goal of this section is to prove the following estimate.
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Proposition 5.9 Let (Σ, g, k) chosen as in section 2.1. Let u the scalar function on
Σ×S2 constructed in theorem 2.4, and let Pu, N , θ and K be associated to u as in section
2.2. We have: ∑
j≥0
2−j‖PjK‖2L∞u L2(Pu) + ‖P<0K‖2L∞u L2(Pu) . ε2. (5.38)
Proof Recall from (4.9) that:
‖K‖L2(S) . ε. (5.39)
Also, (2.25) and (4.6) yield:
∇NK = trθ∇N trθ − θ∇Nθ + k∇Nk −∇NRNN ,
which together with (4.35) implies:
∇NK = div/ (B) + b
where
B = RN., b = trθ∇N trθ − θ∇Nθ +R(∇/ a,N).
Multiplying by a, this implies:
∇aNK = div/ (B1) + b1 (5.40)
where
B1 = aRN., b1 = −∇/ a · B + atrθ∇N trθ − aθ∇Nθ + aR(∇/ a,N). (5.41)
Using (4.3), (4.10), (4.11) and (4.12), we obtain:
‖B1‖L2(S) ≤ ε, (5.42)
and
‖b1‖L2
[−2,2]
L
4
3 (Pu)
. ‖θ‖L∞
[−2,2]
L4(Pu)‖∇Nθ‖L2(S) + (‖B1‖L2(S)‖R‖L2(S))‖∇/ a‖L∞[−2,2]L4(Pu) . ε.
(5.43)
In particular, (5.28), (5.30), (5.40), (5.42) and (5.43) yield:
‖Λ−1∇NK‖L2(S) . ε. (5.44)
We may assume the existence of P˜j with the same properties than Pj such that Pj =
P˜j
2
(see [9]), and for simplicity we write Pj = P
2
j . Also, using the fact that ΛΛ
−1 = I
and that Λ commutes with Pj , we obtain:
Pj∇aNK = ΛPj(PjΛ−1∇aNK),
which together with property (iii) of Theorem 5.5 yields:
‖Pj∇aNK‖L2(S) . ‖ΛPj(PjΛ−1∇aNK)‖L2(S) . 2j‖PjΛ−1∇aNK‖L2(S).
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Using property (ii) of Theorem 5.5, we get:∑
j≥0
2−2j‖Pj∇aNK‖2L2(S) .
∑
j≥0
‖PjΛ−1∇aNK‖2L2(S)
. ‖Λ−1∇aNK‖2L2(S).
Together with (5.44), we finally obtain:∑
j≥0
2−2j‖Pj∇aNK‖2L2(S) . ε2. (5.45)
To prove Proposition 5.9, we assume:∑
j≥0
2−j‖PjK‖2L∞
[−2,2]
L2(Pu) + ‖P<0K‖2L∞[−2,2]L2(Pu) . D
2ε2, (5.46)
where D is a large enough constant. We will then try to improve (5.46). Note that (5.36),
(5.37) and (5.46) yield for any scalar function f on Pu:
‖∇/ 2f‖2L2(Pu) . ‖∆/ f‖2L2(Pu) + (Dε+D4ε4)‖∇/ f‖2L2(Pu). (5.47)
The term ‖P<0K‖L∞
[−2,2]
L2(Pu) is easier to bound, so we concentrate on estimating the
sum
∑
j≥0 2
−j‖PjK‖L2(S). We will use the following variant of (3.15) where we do not yet
use Cauchy-Schwarz in u for the integral containing ∇NF :
‖F‖2L∞
[−2,2]
L2(Pu)
. ‖F (−2, .)‖2L2(P−2) +
∫ 2
−2
‖∇NF‖L2(Pu)‖F‖L2(Pu)du
+‖∇/F‖L2(S)‖F‖L2(S).
(5.48)
Using (5.48), the fact that PjK ≡ 0 on u = −2, and properties (ii) and (iii) of Theorem
5.5, we have:∑
j≥0
2−j‖PjK‖2L∞
[−2,2]
L2(Pu)
.
∑
j≥0
2−j
(∫ 2
−2
‖PjK‖L2(Pu)‖∇NPjK‖L2(Pu)du+ ‖PjK‖L2(S)‖∇/PjK‖L2(S)
)
.
∑
j≥0
2−j
(∫ −2
−2
‖PjK‖L2(Pu)‖∇NPjK‖L2(Pu)du
)
+
∑
j≥0
‖PjK‖2L2(S)
.
∑
j≥0
2−j
(∫ −2
−2
‖PjK‖L2(Pu)‖∇aNPjK‖L2(Pu)du
)
+ ε2,
(5.49)
where we used in the last inequality the estimate (4.9) for a and the estimate (5.39) for
K. We inject the estimate:
‖∇aNPjK‖L2(Pu) . ‖Pj∇aNK‖L2(Pu) + ‖[∇aN , Pj]K‖L2(Pu)
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in (5.49). We obtain:∑
j≥0
2−j‖PjK‖2L∞
[−2,2]
L2(Pu)
.
∑
j≥0
(‖PjK‖2L2(S) + 2−2j‖Pj∇aNK‖2L2(S))
+
∑
j≥0
2−j‖PjK‖L∞
[−2,2]
L2(Pu)‖[∇aN , Pj]K‖L1[−2,2]L2(Pu) + ε
2,
which together with the estimates (5.39) and (5.45) for K implies:∑
j≥0
2−j‖PjK‖2L∞
[−2,2]
L2(Pu)
.
∑
j≥0
2−j‖[∇aN , Pj]K‖2L1
[−2,2]
L2(Pu)
+ ε2. (5.50)
Now, we will prove:
‖[∇aN , Pj]K‖L1
[−2,2]
L2(Pu) . 2
j
3 (ε+Dε2). (5.51)
Together with (5.50), this yields:∑
j≥0
2−j‖PjK‖2L∞
[−2,2]
L2(Pu)
. ε2 +
(∑
j≥0
2−
j
3
)
(ε2 +D2ε4)
. ε2 +D2ε4,
which is an improvement of (5.46). Thus we have:∑
j≥0
2−j‖PjK‖2L∞
[−2,2]
L2(Pu) + ‖P<0K‖2L∞[−2,2]L2(Pu) . ε
2,
which concludes the proof of Proposition 5.9 provided (5.51) holds.
In the rest of the proof, we focus on obtaining (5.51). We have:
[∇aN , Pj]K =
∫ ∞
0
mj(τ)V (τ)dτ, (5.52)
where V (τ) is satisfies:
(∂τ −∆/ )V (τ) = [∇aN ,∆/ ]U(τ)K, V (0) = 0. (5.53)
In view of (5.52), we have:
‖[∇aN , Pj]K‖L1
[−2,2]
L2(Pu) .
∫ ∞
0
mj(τ)‖V (τ)‖L1
[−2,2]
L2(Pu)dτ. (5.54)
Now, using (5.18) and (5.26), we have:∫ ∞
0
mj(τ)‖V (τ)‖L2(Pu)dτ .
∫ ∞
0
mj(τ)‖Λ− 13V (τ)‖
2
3
L2(Pu)
‖∇/Λ− 13V (τ)‖
1
3
L2(Pu)
dτ
.
(∫ ∞
0
mj(τ)‖Λ− 13V (τ)‖L2(Pu)dτ
) 2
3
(∫ ∞
0
‖∇/Λ− 13V (τ)‖2L2(Pu)dτ
) 1
6
×
(∫ ∞
0
mj(τ)
2dτ
) 1
6
. 2
j
3
(
sup
τ
‖Λ− 13V (τ)‖L2(Pu) +
(∫ ∞
0
‖∇/Λ− 13V (τ)‖2L2(Pu)dτ
) 1
2
)
.
(5.55)
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Integrating in u and using (5.54), we obtain:
‖[∇aN , Pj]K‖L1
[−2,2]
L2(Pu) . 2
j
3
(
sup
τ
‖Λ− 13V (τ)‖L1
[−2,2]
L2(Pu) (5.56)
+
∫ 2
−2
(∫ ∞
0
‖∇/Λ− 13V (τ)‖2L2(Pu)dτ
) 1
2
du
)
.
Now, we will prove:
‖Λ− 13V (τ)‖L1
[−2,2]
L2(Pu) +
∫ 2
−2
(∫ τ
0
‖∇/Λ− 13V (τ ′)‖2L2(Pu)dτ ′
) 1
2
du . ε+ ε2D. (5.57)
Together with (5.56), this yields the wanted estimate (5.51).
In the rest of the proof, we focus on obtaining (5.57). In view of (5.53) and the heat
flow estimate (5.21), we have:
‖Λ− 13V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/Λ− 13V (τ ′)‖2L2(Pu)dτ ′ .
∫ τ
0
∫
Pu
Λ−
2
3V (τ ′)[∇aN ,∆/ ]U(τ ′)dµudτ ′.
Injecting the commutator formula (2.23), integrating by parts, we obtain the following
estimate:
‖Λ− 13V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/Λ− 13V (τ ′)‖2L2(Pu)dτ ′ (5.58)
. (‖a∇/ (θ)‖L2(Pu) + ‖∇/ (a)θ‖L2(Pu) + ‖aR‖L2(Pu))
∫ τ
0
‖∇/U(τ ′)‖Lp(Pu)‖∇/Λ−
2
3V (τ ′)‖L2(Pu)dτ ′,
where
2 < p < 3.
Now, we have in view of (5.26) and (5.18):
‖∇/Λ− 23V (τ ′)‖L2(Pu) . ‖Λ−
1
3V (τ ′)‖
1
3
L2(Pu)
‖∇/Λ− 23V (τ ′)‖
2
3
L2(Pu)
which together with (5.58) implies:
‖Λ− 13V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/Λ− 13V (τ ′)‖2L2(Pu)dτ ′ (5.59)
. (‖a∇/ (θ)‖2L2(Pu) + ‖∇/ (a)θ‖2L2(Pu) + ‖aR‖2L2(Pu))
∫ τ
0
τ ′
( 1
3
)−‖∇/U(τ ′)‖2Lp(Pu)dτ ′.
The Gagliardo-Nirenberg inequality (3.9) implies:∫ τ
0
τ ′
( 1
3
)−‖∇/U(τ ′)‖2Lp(Pu)dτ ′
.
∫ τ
0
τ ′
( 1
3
)−‖∇/U(τ ′)‖
4
p
L2(Pu)
‖∇/ 2U(τ ′)‖2(1−
2
p
)
L2(Pu)
dτ ′
.
(∫ τ
0
‖∇/U(τ ′)‖2L2(Pu)dτ ′
) 2
p
(∫ τ
0
τ ′‖∇/ 2U(τ ′)‖2L2(Pu)dτ ′
)1− 2
p
,
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where we used in the last inequality the fact that:(
1
3
)
−
− 1 + 2
p
> 0
in view of the restriction p < 3. Together with the Bochner inequality (5.47), we obtain:∫ τ
0
τ ′
( 1
3
)−‖∇/U(τ ′)‖2Lp(Pu)dτ ′
. (1 +Dε+D4ε4)1−
2
p
(∫ τ
0
‖∇/U(τ ′)‖2L2(Pu)dτ ′ +
∫ τ
0
τ ′‖∆/U(τ ′)‖2L2(Pu)dτ ′
)
.
Thus, we obtain in view of the heat flow estimates (5.1) and (5.3):∫ τ
0
τ ′
( 1
3
)−‖∇/U(τ ′)‖2Lp(Pu)dτ ′ . ‖K‖2L2(Pu).
Together with (5.59), this yields:
‖Λ− 13V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/Λ− 13V (τ ′)‖2L2(Pu)dτ ′
. (1 +Dε+D4ε4)1−
2
p (‖a∇/ (θ)‖2L2(Pu) + ‖∇/ (a)θ‖2L2(Pu) + ‖aR‖2L2(Pu))‖K‖2L2(Pu).
Integrating in u, this yields:
‖Λ− 13V (τ)‖L1
[−2,2]
L2(Pu) +
∫ 2
−2
(∫ τ
0
‖∇/Λ− 13V (τ ′)‖2L2(Pu)dτ ′
) 1
2
du
. (1 +Dε+D4ε4)
1
2
− 1
p (‖a∇/ (θ)‖L2(S) + ‖∇/ (a)θ‖L2(S) + ‖aR‖L2(S))‖K‖L2(S)
. (1 +Dε+D4ε4)
1
2
− 1
p ε2,
where we used in the last inequality the estimate (2.30) for a and θ, the smallness as-
sumption (2.1) for R, and the estimate (5.39) for K. Now, since 2 < p < 3, we obtain:
‖Λ− 13V (τ)‖L1
[−2,2]
L2(Pu) +
∫ 2
−2
(∫ τ
0
‖∇/Λ− 13V (τ ′)‖2L2(Pu)dτ ′
) 1
2
du . ε2 +D
2
3ε
8
3 ,
which implies (5.57). This concludes the proof of the proposition.
Remark 5.10 The following consequence of Proposition 5.9 will be useful in the next two
sections. Proposition 5.9 and (5.37) with the choice α = 1/2 imply:
‖K 1
2
‖L∞(−2,2) = ‖Λ− 12K‖L∞
[−2,2]
L2(Pu) . ε, (5.60)
where K1/2 has been defined in (5.33). Together with (5.34) and (5.35) with the choice
γ = 1/2, we obtain for any scalar function f on Pu and any j ≥ 0:
‖Pjf‖L∞(Pu) . 2j‖f‖L2(Pu), (5.61)
‖P<0f‖L∞(Pu) . ‖f‖L2(Pu). (5.62)
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Also, (5.60) and (5.36) with the choice γ = 1/2 imply:∫
Pu
|∇/ 2f |2 .
∫
Pu
|∆/ f |2 + ε
∫
Pu
|∇/ f |2. (5.63)
Using the Bochner inequality (5.63), we may prove the following lemma.
Lemma 5.11 For any 1-form F on Pu, for any 1 < p ≤ 2 and for all j ≥ 0, we have:
‖Pjdiv/ (F )‖L2(Pu) . 2
2
p
j‖F‖Lp(Pu). (5.64)
Proof By duality, it suffices to prove for any scalar function f on Pu, for any 2 ≤
p < +∞ and for all j ≥ 0 the following inequality:
‖∇/Pjf‖Lp(Pu) . 22(1−
1
p
)j‖f‖L2(Pu). (5.65)
Now, using the Gagliardo-Nirenberg inequality (3.9), the Bochner inequality for scalar
functions (5.63), and the property iii) of Theorem 5.5 for Littlewood-Paley projections,
we have:
‖∇/Pjf‖Lp(Pu) . ‖∇/ 2Pjf‖
1− 2
p
L2(Pu)
‖∇/Pjf‖
2
p
L2(Pu)
. (‖∆/ Pjf‖L2(Pu) + ‖∇/Pjf‖L2(Pu))1−
2
p‖∇/Pjf‖
2
p
L2(Pu)
. 22j(1−
1
p
)‖f‖L2(Pu),
which is (5.65). This concludes the proof of Lemma 5.11.
Let us state another consequence of the Bochner inequality (5.63).
Lemma 5.12 Let 0 < b < 2. Let f a scalar on Pu such that f ∈ Hb(Pu). Then,
∇/ f ∈ Hb−1(Pu).
Proof We have:
‖Pj∇/ f‖L2(Pu) .
∑
l≥0
‖Pj∇/Plf‖L2(Pu). (5.66)
If l ≤ j, we use the finite band property of Pj and Pl and the Bochner inequality (5.63)
for scalars to obtain:
2j(b−1)‖Pj∇/Plf‖L2(Pu) . 2j(b−2)‖∇/ 2Plf‖L2(Pu) (5.67)
. 2j(b−2)22l‖Plf‖L2(Pu)
. 2−|j−l|(2−b)2bl‖Plf‖L2(Pu),
where we used in the last inequality the fact that l ≤ j and b < 2.
If l > j, we use the finite band property for Pj to obtain:
2j(b−1)‖Pj∇/Plf‖L2(Pu) . 2jb‖Plf‖L2(Pu) (5.68)
. 2−|j−l|b2bl‖Plf‖L2(Pu),
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where we used in the last inequality the fact that l > j and b > 0. Finally, (5.66), (5.67)
and (5.68) imply:
∑
j≥0
22(b−1)j‖Pj∇/ f‖2L2(Pu) .
∑
j≥0
(∑
l≥0
2−min(b,2−b)|j−l|2lb‖Plf‖L2(Pu)
)2
.
∑
l≥0
22lb‖Plf‖2L2(Pu)
. ‖f‖2Hb(Pu),
where we used the fact that min(b, 2− b) > 0. This concludes the proof of the lemma.
Finally, the bound (5.60) allows us to prove the following Hodge inequality.
Lemma 5.13 Let F a symmetric 2-tensor such that trF = 0. Then:
‖∇/F‖L2(Pu) . ‖div/F‖L2(Pu) + ε‖F‖L2(Pu). (5.69)
Proof Recall the identity (3.47) for Hodge systems:∫
Pu
(|∇/F |2 + 2K|F |2) = 2
∫
Pu
|div/F |2. (5.70)
We have: ∣∣∣∣∫
Pu
K|F |2
∣∣∣∣ . ‖K‖L∞u H− 12 (Pu)‖|F |2‖H 12 (Pu)
. ε‖|F |2‖
H
1
2 (Pu)
,
where we used the bound (5.60) in the last inequality. Together with (5.70), this implies:
‖∇/F‖L2(Pu) . ‖div/F‖L2(Pu) + ε
1
2‖|F |2‖
1
2
H
1
2 (Pu)
. (5.71)
Next, we estimate the last term in the right-hand side of (5.71). We have:
Pj(|F |2) = 2−2jPj∆/ (|F |2) = 2−2jPjdiv/ (∇/ (|F |2)).
Together with (5.64), we obtain:
2
j
2‖Pj(|F |2)‖L2(Pu) . 2
j
22−2j2
4j
3 ‖F · ∇/F‖
L
3
2 (Pu)
. 2−
j
6‖F‖L6(Pu)‖∇/F‖L2(Pu)
. 2−
j
6‖F‖
1
3
L2(Pu)
‖∇/F‖
5
3
L2(Pu)
,
where we used in the last inequality the Gagliardo-Nirenberg estimate (3.9). This yields:
‖|F |2‖
H
1
2 (Pu)
. ‖F‖
1
3
L2(Pu)
‖∇/F‖
5
3
L2(Pu)
.
Together with (5.71), we obtain (5.69). This concludes the proof of the lemma.
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5.3 Estimates for the commutator [∇aN , Pj]
In this section, we state several estimates for the commutator [∇aN , Pj]. To simplify the
exposition, the proof are postponed to Appendix B. The reason we prefer to consider
[∇aN , Pj] instead of [∇aN , Pj] is because the former does not contain any N derivative in
view of the commutator estimates (2.22) and (2.23). We start with a first commutator
estimate.
Proposition 5.14 Let f a scalar function on S. Then, for any j ≥ 0 and for any δ > 0,
we have the following commutator estimate:
‖[∇aN , Pj]f‖L2(S) . ε‖Λ 12+δf‖L2(S) + ε‖Λδf‖L∞
[−2,2]
L2(Pu). (5.72)
We state a second commutator estimate.
Proposition 5.15 Let F a tensor on S. Then, for any j ≥ 0 and for any δ > 0, we have
the following commutator estimate:
‖[∇aN , Pj]F‖L1
[−2,2]
L2(Pu) . 2
−j(1−δ)ε
(
‖∇/F‖L2(S) + ‖F‖L∞
[−2,2]
L2(Pu)
)
. (5.73)
Proposition 5.15 yields the following corollary.
Corollary 5.16 For any Pu-tangent tensor F on S such that F ≡ 0 on u = −2, and for
all j ≥ 0, we have:
‖PjF‖L∞u H 12 (Pu) . ‖F‖H1(S). (5.74)
We state a third commutator estimate.
Proposition 5.17 Let f a scalar function on S. Then, for any j ≥ 0 and for any
0 < δ < α < 1, we have the following commutator estimate:
‖[∇aN , Pj]f‖L1
[−2,2]
L2(Pu) . 2
jαε‖Λ−δf‖L2(S). (5.75)
We state a fourth commutator estimate.
Proposition 5.18 Let f a scalar function on S. Then, for any j ≥ 0 and for any δ > 0,
we have the following commutator estimate:
‖[∇aN , Pj]f‖L2(S) . 2−(1−δ)jε(‖∆/ f‖L2(S) + ‖∇/ f‖L∞
[−2,2]
L2(Pu)). (5.76)
Proposition 5.18 yields the following corollary.
Corollary 5.19 Let a tensor F on S such that F ≡ 0 on u = −2, ∇/ 2F ∈ L2(S) and
∇NF ∈ L2uHb(Pu) for b > 0. Then, F ∈ L∞(S).
We state a fifth commutator estimate.
Proposition 5.20 Let f a scalar function on S. Then, for any j ≥ 0 and for any δ > 0,
we have the following commutator estimate:
‖[∇aN , Pj]f‖L2(S) . 2jε‖Λ−(1−δ)f‖L∞
[−2,2]
L2(Pu). (5.77)
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5.4 Product estimates
In this section, we derive several product estimates. To simplify the exposition, the proof
are postponed to Appendix C. Note that all product estimates in this section are sharp
except the first one.
Proposition 5.21 Let 0 < b < 1
2
. For any tensors F , G and H on Pu such that F ·G ·H
is a scalar, we have:
‖F ·G ·H‖Hb(Pu) . ‖F‖H1(Pu)‖G‖H1(Pu)‖H‖H 12 (Pu). (5.78)
Proposition 5.22 For any Pu-tangent tensor G and H on S such that G ·H is a scalar,
we have:
‖G ·H‖L2(Pu) . ‖G‖H 12 (Pu)‖H‖H 12 (Pu). (5.79)
Proposition 5.23 For any scalars f and h on Pu, we have:
‖fh‖
H−
1
2 (Pu)
. (‖f‖L∞(Pu) + ‖∇/ f‖L2(Pu))‖h‖H−12 (Pu). (5.80)
Proposition 5.24 For any Pu-tangent tensor G and H on S such that G ·H is a scalar,
and for all j ≥ 0, we have:∑
j≥0
2−j‖Pj(G ·H)‖2L2(S) . ‖G‖2H1(S)‖H‖2L2(S). (5.81)
Lemma 5.25 Let F and G two tensors on Pu such that the contraction F ·G is a scalar.
Then, we have:
sup
j≥0
2−j‖Pj(F ·G)‖L2(Pu) . ‖F‖H 12 (Pu)‖G‖H− 12 (Pu). (5.82)
Lemma 5.26 Let −1 < b < 1. Let f a scalar function on Pu, and G a 1-form on Pu.
Then, we have:
‖div/ (fG)‖Hb−1(Pu) . ‖f‖Hb(Pu)(‖G‖L∞(Pu) + ‖∇/G‖L2(Pu)). (5.83)
Lemma 5.27 Let 1 ≤ b < 2. Let f a scalar function on S, and G a 1-form on S. Then,
we have:
‖div/ (fG)‖L2uHb−1(Pu) . (‖f‖L2uHb(Pu) + ‖f‖L∞u Hb−1(Pu))(‖G‖L∞(S) + ‖∇/G‖L∞[−2,2]L2(Pu)).
(5.84)
Lemma 5.28 Let 0 < b < 1. Let F a tensor on Pu and h a scalar function on Pu. Then,
we have:
‖Fh‖Hb(Pu) . (‖F‖L∞(Pu) + ‖∇/F‖L2(Pu))‖h‖Hb(Pu). (5.85)
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5.5 Estimates for parabolic equations on S
Consider the following parabolic equation:
(∇N − a−1∆/ )f = h on S, (5.86)
where f and h are scalar functions on S. In Proposition 3.16 and Proposition 3.17, we
obtained estimates for such equations. In this section, we derive additional estimates
involving the Littlewood Paley projections of section 5.1. We start with the following
commutation lemma.
Lemma 5.29 Let f satisfying equation (5.86). Then, Pjf satisfies the following parabolic
equation:
(∇N − a−1∆/ )(Pjf) = a−1Pj(ah) + a−1[∇aN , Pj]f on S. (5.87)
Proof We multiply equation (5.86) with a. We obtain:
(∇aN −∆/ )f = ah.
Next, we commute with Pj, using the fact that Pj commutes with ∆/ . We obtain:
(∇aN −∆/ )(Pjf) = Pj(ah) + [∇aN , Pj]f.
Finally, multiplying with a−1, we get (5.87). This concludes the proof of Lemma 5.29.
Proposition 5.30 Let f be a scalar function on S satisfying (5.86) and such that f ≡ 0
on u = −2. Assume that there exists two tensors G and H on S on S on S tangent to
Pu such that:
h = G ·H with ‖H‖L2(S) . ε and ‖G‖H1(S) . ε. (5.88)
Then, we have:
‖f‖L∞
[−2,2]
L4(Pu) . ε, (5.89)
and: ∑
j≥0
(
23j‖Pjf‖2L2(S) + 2j‖Pjf‖2L∞
[−2,2]
L2(Pu)
+ 2−j‖Pj(∇Nf)‖2L2(S)
)
. ε2. (5.90)
Proof We multiply (5.86) by f 3 and integrate on −2 < u′ < u where u ≤ 2. Using
integration by parts together with (3.5) and (3.6), we obtain:
1
4
‖f(u, .)‖4L4(Pu) + ‖a−1/2f∇/ f‖2L2(S)
=
1
4
‖f(−2, .)‖4L4(P−2) +
1
2
∫ u
−2
∫
Pu′
a−1trθf 4dµu′du
′ +
∫ u
−2
∫
Pu′
hf 3dµu′du
′
. ‖trθ‖L∞
[−2,2]
L4(Pu)‖f‖4L4
[−2,2]
L
16
3 (Pu)
+‖h‖
L2
[−2,2]
L
4
3 (Pu)
‖f‖3
L6
[−2,2]
L12(Pu)
,
(5.91)
49
where we used in the last inequality the fact that f ≡ 0 on u = −2. In view of the
assumptions (5.88) on h, we have h = G ·H , and thus:
‖h‖
L2
[−2,2]
L
4
3 (Pu)
. ‖G‖L∞
[−2,2]
L4(Pu)‖H‖L2(S)
. ‖G‖H1(S)‖H‖L2(S)
. ε,
where we used Proposition 3.7, and the estimates for G and H provided by (5.88). To-
gether with (5.91), and the estimate (2.30) for trθ, we obtain:
‖f(u, .)‖L4(Pu) . ε+ ε(‖f‖L∞[−2,2]L4(Pu) + ‖f‖L6[−2,2]L12(Pu)).
Taking the supremum in u on the left-hand side, we get:
‖f‖L∞
[−2,2]
L4(Pu) . ε+ ε‖f‖L6[−2,2]L12(Pu). (5.92)
Next, we derive an estimate for Pjf . In view of Lemma 5.29 and since f satisfies
(5.86), Pjf satisfies the following parabolic equation:
(∇N − a−1∆/ )(Pjf) = a−1Pj(ah) + a−1[∇aN , Pj]f on S. (5.93)
Together with the estimate (3.31), we obtain:
‖Pjf‖L∞
[−2,2]
L2(Pu) + ‖∇/ (Pjf)‖L∞[−2,2]L2(Pu) + ‖∇N(Pjf)‖L2(S) + ‖∇/
2(Pjf)‖L2(S)
. ‖a−1Pj(ah)‖L2(S) + ‖a−1[∇aN , Pj ]f‖L2(S) + ‖Pjf(−2, .)‖L2(P−2)
+‖∇/ (Pjf)(−2, .)‖L2(P−2)
. ‖a−1Pj(ah)‖L2(S) + ‖a−1[∇aN , Pj ]f‖L2(S),
where we used in the last inequality the fact that Pf ≡ 0 in u = −2. Using the finite
band property for Pj and the estimate (2.30) for a, we obtain:
2j‖Pjf‖L∞
[−2,2]
L2(Pu)+‖∇N(Pjf)‖L2(S)+22j‖Pjf‖L2(S) . ‖Pj(ah)‖L2(S)+‖[∇aN , Pj]f‖L2(S).
(5.94)
Next, we estimate the two terms in the right-hand side in (5.94) starting with the first
one. Since ah = G · (aH), and in view of Proposition 5.24, we have:∑
j≥0
2−j‖Pj(ah)‖2L2(S) . ‖G‖2H1(S)‖aH‖2L2(S) (5.95)
. ε2,
where we used in the last inequality the assumption (5.88) for G and H , and the estimate
(2.30) for a. For the second term in the right-hand side in (5.94), we used the commutator
estimate (5.72), which yields for any δ > 0:
‖[∇aN , Pj]f‖L2(S) . ε‖Λ 12+δf‖L2(S) + ε‖Λδf‖L∞
[−2,2]
L2(Pu).
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Together with (5.94) and (5.95), we obtain:∑
j≥0
(
23j‖Pjf‖2L2(S) + 2j‖Pjf‖2L∞
[−2,2]
L2(Pu)
+ 2−j‖Pj(∇Nf)‖2L2(S)
)
(5.96)
. ε2(1 + ‖Λ 12+δf‖2L2(S) + ‖Λδf‖2L∞
[−2,2]
L2(Pu)
).
Now, since δ > 0, we have:
‖Λ 12+δf‖2L2(S) + ‖Λδf‖2L∞
[−2,2]
L2(Pu) (5.97)
.
(∑
j≥0
(2j(
1
2
+δ)‖Pjf‖L2(S) + 2jδ‖Pjf‖L∞
[−2,2]
L2(Pu))
)2
.
∑
j≥0
2j(1+3δ)‖Pjf‖2L2(S) +
∑
j≥0
2j3δ‖Pjf‖2Linfty
[−2,2]
L2(Pu)
.
∑
j≥0
(
23j‖Pjf‖2L2(S) + 2j‖Pjf‖2L∞
[−2,2]
L2(Pu)
)
where we chose in the last estimate 0 < δ ≤ 1
3
. Finally, (5.96) and (5.97) imply:∑
j≥0
(
23j‖Pjf‖2L2(S) + 2j‖Pjf‖2L∞
[−2,2]
L2(Pu)
+ 2−j‖Pj(∇Nf)‖2L2(S)
)
. ε2. (5.98)
Next, we estimate the L4[−2,2]H
1(p) norm of f . Using the Bessel inequality for Pj , we
have:
‖f‖4L4
[−2,2]
H1(Pu)
=
∥∥∥‖f‖2H1(Pu)∥∥∥2
L2
[−2,2]
.
∥∥∥∥∥∑
j≥0
22j‖Pjf‖2L2(S)
∥∥∥∥∥
2
L2
[−2,2]
.
(∑
j≥0
22j‖Pjf‖2L4
[−2,2]
L2(Pu)
)2
.
Thus, in view of (5.98), we have:
‖f‖4L4
[−2,2]
H1(Pu)
.
(∑
j≥0
23j‖Pjf‖2L2(S)
)(∑
j≥0
2j‖Pjf‖2L∞
[−2,2]
L2(Pu)
)
. ε4. (5.99)
In view of (5.92), we need to estimate ‖f‖L6
[−2,2]
L12(Pu). Now, note that applying the
Sobolev embedding (3.8) with f q for some integer q ≥ 2 yields:
‖f‖qL2q(Pu) = ‖f q‖L2(Pu) . ‖∇/ (f q−1)‖L1(Pu)+‖f q‖L1(Pu) . ‖f‖
q−1
L2(q−1)(Pu)
‖∇/ f‖L2(Pu)+‖f‖qLq(Pu).
Using the previous inequality successively with q = 3, 4, 5, 6 implies the following variant
of the Gagliardo-Nirenberg inequality (3.9):
‖f‖L12(Pu) . ‖f‖
1
3
L4(Pu)
‖∇/ f‖
2
3
L2(Pu)
+ ‖f‖L2(Pu).
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In particular, we obtain:
‖f‖L6
[−2,2]
L12(Pu) . ‖f‖
1
3
L∞
[−2,2]
L4(Pu)
‖∇/ f‖
2
3
L4
[−2,2]
L2(Pu)
. ε
2
3‖f‖
1
3
L∞
[−2,2]
L4(Pu)
, (5.100)
where we used (5.99) in the last inequality. Finally, (5.100) and (5.92) yield:
‖f‖L∞
[−2,2]
L4(Pu) . ε,
which together with (5.98) implies (5.89) and (5.90). This concludes the proof of the
proposition.
We have the following extension of Proposition 3.16.
Proposition 5.31 Let f be a scalar function on S such that Pjf satisfies:
(∇N − a−1∆/ )(Pjf) = h on S. (5.101)
Assume also that f ≡ 0 on u = −2, and that we have a decomposition for h:
h = h1 + h2.
Then, we have:
2j‖Pjf‖L∞
[−2,2]
L2(Pu) + 2
2j‖Pjf‖L2(S) . ‖h1‖L2(S) + 2j‖h2‖L1
[−2,2]
L2(Pu). (5.102)
Proof We multiply (5.101) by ∆/ Pjf and integrate on −2 < u′ < u where u ≤ 2. We
proceed as in (3.34) (3.35) (3.36) (3.37), except that we estimate the integral in of (3.32)
involving h as: ∣∣∣∣∣
∫ u
−2
∫
Pu′
h∆/Pjfadµu′du
′
∣∣∣∣∣
.
∣∣∣∣∣
∫ u
−2
∫
Pu′
h1∆/ Pjfadµu′du
′
∣∣∣∣∣ +
∣∣∣∣∣
∫ u
−2
∫
Pu′
h2∆/Pjfadµu′du
′
∣∣∣∣∣
. ‖h1‖L2(S)‖∆/Pjf‖L2(S) + ‖h2‖L1
[−2,2]
L2(Pu)‖∆/ (Pjf)‖L∞[−2,2]L2(Pu)
. ‖h1‖L2(S)‖∆/Pjf‖L2(S) + 2j‖h2‖L1
[−2,2]
L2(Pu)‖∇/ (Pjf)‖L∞[−2,2]L2(Pu),
where we used the estimate (2.30) for a and the finite band property for Pj. We obtain
the analog of (3.37):
‖∇/Pjf‖2L∞
[−2,2]
L2(Pu)
+ ‖∆/Pjf‖2L2(S)
. ε(‖∇/Pjf‖2L2(S) + ‖∇/ 2(Pjf)‖2L2(S)) + ‖h1‖2L2(S) + 22j‖h2‖2L1
[−2,2]
L2(Pu)
.
(5.103)
Finally, (5.103) together with the Bochner inequality (5.63) and the finite band property
for Pj yields (5.102). This concludes the proof of the proposition.
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Proposition 5.32 Let f be a scalar function on S satisfying (5.86) and such that f ≡ 0
on u = −2. Assume that h satisfies:
h = h1 + h2 with sup
j≥0
‖Pj(ah1)‖L2(S) . 22jε and sup
j≥0
‖Pj(ah2)‖L1
[−2,2]
L2(Pu) . ε2
j. (5.104)
Then, we have:
sup
j≥0
‖Pjf‖L2(S) + sup
j≥0
2−j‖Pjf‖L∞
[−2,2]
L2(Pu) . ε. (5.105)
Proof Recall from (5.93) that Pjf satisfies the following parabolic equation:
(∇N − a−1∆/ )(Pjf) = a−1Pj(ah) + a−1[∇aN , Pj]f on S.
Together with the estimate (5.102), we obtain:
2j‖Pjf‖L∞
[−2,2]
L2(Pu) + 2
2j‖Pjf‖L2(S)
. ‖a−1Pj(ah1)‖L2(S) + 2j‖a−1Pj(ah2)‖L1
[−2,2]
L2(Pu) + 2
j‖a−1[∇aN , Pj]f‖L1
[−2,2]
L2(Pu)
. ε22j + 2j‖[∇aN , Pj]f‖L1
[−2,2]
L2(Pu),
where we used the estimate (2.30) for a and the assumption (5.104) on h. This yields:
2−j‖Pjf‖L∞
[−2,2]
L2(Pu) + ‖Pjf‖L2(S) . ε+ 2−j‖[∇aN , Pj]f‖L1[−2,2]L2(Pu). (5.106)
Next, we use the commutator estimate (5.75). We have:
‖[∇aN , Pj]f‖L1
[−2,2]
L2(Pu) . 2
jαε‖Λ−δF‖L2(S), (5.107)
for any 0 < δ < α < 1. Now, for any δ > 0, we have:
‖Λ−δF‖L2(S) .
∑
j≥0
‖Λ−δPjF‖L2(S) (5.108)
.
∑
j≥0
2−jδ‖PjF‖L2(S)
. sup
j≥0
‖Pjf‖L2(S).
Finally, (5.106), (5.107) and (5.108) imply for any j ≥ 0:
2−j‖Pjf‖L∞
[−2,2]
L2(Pu) + ‖Pjf‖L2(S) . ε+ ε sup
j≥0
‖Pjf‖L2(S),
which yields (5.105). This concludes the proof of the proposition.
Proposition 5.33 Let f be a scalar function on S satisfying (5.86) and such that f ≡ 0
on u = −2. Assume that h satisfies:∑
j≥0
2−3j‖Pj(ah)‖2L2(S) . ε2. (5.109)
Then, we have:∑
j≥0
(
2j‖Pjf‖2L2(S) + 2−j‖Pjf‖2L∞
[−2,2]
L2(Pu)
+ 2−3j‖Pj(∇Nf)‖2L2(S)
)
. ε2. (5.110)
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Proof Recall the estimate (5.94):
2j‖Pjf‖L∞
[−2,2]
L2(Pu)+‖∇N(Pjf)‖L2(S)+22j‖Pjf‖L2(S) . ‖Pj(ah)‖L2(S)+‖[∇aN , Pj]f‖L2(S).
This yields: ∑
j≥0
(
2j‖Pjf‖2L2(S) + 2−j‖Pjf‖2L∞
[−2,2]
L2(Pu)
+ 2−3j‖Pj(∇Nf)‖2L2(S)
)
(5.111)
.
∑
j≥0
2−3j‖Pj(ah)‖2L2(S) +
∑
j≥0
2−3j‖[∇aN , Pj]f‖2L2(S)
. ε2 +
∑
j≥0
2−3j‖[∇aN , Pj]f‖2L2(S),
where we used the assumption (5.109) in the last inequality.
Next, we use the commutator estimate (5.77), which yields for any δ > 0:
‖[∇aN , Pj]f‖L2(S) . 2jε‖Λ−(1−δ)f‖L∞
[−2,2]
L2(Pu).
Together with (5.111), we obtain:∑
j≥0
(
2j‖Pjf‖2L2(S) + 2−j‖Pjf‖2L∞
[−2,2]
L2(Pu) + 2
−3j‖Pj(∇Nf)‖2L2(S)
)
(5.112)
. ε2 +
(∑
j≥0
2−j
)
ε2‖Λ−(1−δ)f‖2L∞
[−2,2]
L2(Pu)
. ε2(1 + ‖Λ−(1−δ)f‖2L∞
[−2,2]
L2(Pu)).
Now, since δ > 0, we have:
‖Λ−(1−δ)f‖2L∞
[−2,2]
L2(Pu)
.
(∑
j≥0
2−j(1−δ)‖Pjf‖L∞
[−2,2]
L2(Pu))
)2
(5.113)
.
∑
j≥0
2−(2−3δ)j‖Pjf‖2Linfty
[−2,2]
L2(Pu)
.
∑
j≥0
2−j‖Pjf‖2L∞
[−2,2]
L2(Pu)
,
where we chose in the last estimate 0 < δ ≤ 1
3
. Finally, (5.112) and (5.113) imply (5.110).
This concludes the proof of the proposition.
Proposition 5.34 Let f be a scalar function on S satisfying (5.86) and such that f ≡ 0
on u = −2. Assume that h satisfies:∑
j≥0
2−j‖Pj(ah)‖2L2(S) . ε2. (5.114)
Then, we have:∑
j≥0
(
23j‖Pjf‖2L2(S) + 2j‖Pjf‖2L∞
[−2,2]
L2(Pu)
+ 2−j‖Pj(∇Nf)‖2L2(S)
)
. ε2. (5.115)
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Proof The proof follows from (5.93) (5.94) (5.95) (5.96) (5.97) (5.98).
Proposition 5.35 Let 0 < b < 1. Let f be a scalar function on S satisfying (5.86) and
such that f ≡ 0 on u = −2. Assume that h satisfies:∑
j≥0
22jb‖Pj(ah)‖2L2(S) . ε2. (5.116)
Then, we have:∑
j≥0
(
2(4+2b)j‖Pjf‖2L2(S) + 2(2+2b)j‖Pjf‖2L∞
[−2,2]
L2(Pu)
+ 22bj‖Pj(∇Nf)‖2L2(S)
)
. ε2. (5.117)
Proof Recall the estimate (5.94):
2j‖Pjf‖L∞
[−2,2]
L2(Pu)+‖∇N(Pjf)‖L2(S)+22j‖Pjf‖L2(S) . ‖Pj(ah)‖L2(S)+‖[∇aN , Pj]f‖L2(S).
This yields:∑
j≥0
(
2(4+2b)j‖Pjf‖2L2(S) + 2(2+2b)j‖Pjf‖2L∞
[−2,2]
L2(Pu)
+ 22bj‖Pj(∇Nf)‖2L2(S)
)
.
∑
j≥0
22bj‖Pj(ah)‖2L2(S) +
∑
j≥0
22bj‖[∇aN , Pj ]f‖2L2(S)
. ε2 +
∑
j≥0
22bj‖[∇aN , Pj]f‖2L2(S), (5.118)
where we used the assumption (5.116) in the last inequality.
Next, we use the commutator estimate (5.76), which yields for any δ > 0:
‖[∇aN , Pj]f‖L2(S) . 2−(1−δ)jε(‖∆/ f‖L2(S) + ‖∇/ f‖L∞
[−2,2]
L2(Pu)).
Together with (5.118), we obtain:∑
j≥0
(
2(4+2b)j‖Pjf‖2L2(S) + 2(2+2b)j‖Pjf‖2L∞
[−2,2]
L2(Pu)
+ 22bj‖Pj(∇Nf)‖2L2(S)
)
. ε2 +
(∑
j≥0
2−2j(1−b−δ)
)
ε2(‖∆/ f‖2L2(S) + ‖∇/ f‖2L∞
[−2,2]
L2(Pu)
)
. ε2(1 + ‖∆/ f‖2L2(S) + ‖∇/ f‖2L∞
[−2,2]
L2(Pu)
), (5.119)
where we chose in the last inequality 0 < δ < 1 − b which is possible since b < 1. Now,
the finite band property for Pj yields:
‖∆/ f‖2L2(S) + ‖∇/ f‖2L∞
[−2,2]
L2(Pu)
.
(∑
j≥0
(22j‖Pjf‖L2(S) + 2j‖Pjf‖L∞
[−2,2]
L2(Pu))
)2
.
∑
j≥0
(
2(4+2b)j‖Pjf‖2L2(S) + 2(2+2b)j‖Pjf‖2L∞
[−2,2]
L2(Pu)
)
,
where we used in the last inequality the fact that b > 0. Together with (5.119), this
implies (5.117). This concludes the proof of the proposition.
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6 Estimates for ∇Na and ∇2Na (proof of Theorem 2.5)
This section is dedicated to the proof of Theorem 2.5. We recall the decomposition (4.37)
(4.38) (4.39):
(∇N − a−1∆/ )∇Na = div/ (H) + h, (6.1)
where the tensor H is given by
H = −∇Nk.N − R.N , (6.2)
and where the scalar h is given schematically by
h = −a−1trθ∆/ a− 2a−1θ̂∇/ 2a+ 2a−2∇/ a∇/∇Na− 2RN.a−1∇/ a −∇/ trθa−1∇/ a
+2θ̂|a−1∇/ a |2 + 2θ∇Nθ + a−1∇/ a∇NkN. +∇θk + θ∇k +RN.k
+θa−1∇/ a kN. + 2k∇Nk +∇Nk(∇/ a,N) + k(∇/∇Na,N)
+∇Nak(∇/ a,N) + θk + k(∇/ a,∇/ a) + θR.
(6.3)
We introduce the scalar functions on S a1 and a2 solutions of:
(∇N − a−1∆/ )a1 = h on S, a1(−2, .) = 0, (6.4)
and:
(∇N − a−1∆/ )a2 = div/ (H) on S, a2(−2, .) = 0, (6.5)
which yields, in view of (6.1), the fact that ∇Na(−2, .) = 0, the decomposition:
∇Na = a1 + a2. (6.6)
Remark 6.1 In the right-hand side of (6.1), the regularity of h is better than the regu-
larity of div/ (H) (see (6.12)). On the other hand, we can not make sense of ∇Nh, while
the contracted Bianchi identities on Σ allow us to make sense of ∇Ndiv/ (H) (see in par-
ticular (6.33)). Thus, the idea behind the decomposition (6.6) is to take advantage of the
regularity of h for a1, and to use the structure of div/ (H) to obtain a useful equation for
∇Na2 (see (6.39)). We carry out this strategy in the rest of the section.
The following two propositions state the regularity of a1 and a2.
Proposition 6.2 Let a1 be the solution of (6.4), where h is defined in (6.3). Then, we
have:
‖a1‖L∞
[−2,2]
L4(Pu) . ε, (6.7)
and: ∑
j≥0
(
23j‖Pja1‖2L2(S) + 2j‖Pja1‖2L∞
[−2,2]
L2(Pu) + 2
−j‖Pj(∇Na1)‖2L2(S)
)
. ε2. (6.8)
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Proposition 6.3 et a2 be the solution of (6.5), where H is defined in (6.2). Then, we
have:
‖a2‖L∞
[−2,2]
L4(Pu) . ε, (6.9)∑
j≥0
22j‖Pja2‖4L∞
[−2,2]
L2(Pu) . ε
4. (6.10)
and:
sup
j≥0
‖Pj(∇Na2)‖L2(S) . ε. (6.11)
The proof of Proposition 6.2 is postponed to section 6.1, while the proof of Proposition
6.3 is postponed to section 6.2. In view of the decomposition (6.6) for ∇Na, the estimates
(6.7) (6.8) for a1, and the estimates (6.9) (6.10) (6.11) for a2, we immediately obtain the
estimate (2.31) for ∇Na and ∇2Na. This concludes the proof of Theorem 2.5.
6.1 Proof of Proposition 6.2
In view of the definition (6.3), the scalar function hmay be written as a linear combination
of terms of the form h = F ·G, where F is schematically given by:
F = ∇/ 2a+∇/∇Na+R +∇θ + |a−1∇/ a |2 +∇k + a−1∇/ a k +∇(a)k,
and G is schematically given by:
G = θ + a−1∇/ a + k.
In view of the estimate (2.30) for a and θ, and in view of the assumption (2.1) for R and
k, we deduce:
h = F ·G with ‖F‖L2(S) . ε and ‖G‖H1(S) . ε. (6.12)
Now, in view of the equation (6.4) satisfied by a1, and the decomposition (6.12) for h,
the estimates (6.7) and (6.8) are a consequence of the estimates (5.89) and (5.90) of
proposition 5.30. This concludes the proof of Proposition 6.2.
6.2 Proof of Proposition 6.3
In view of the decomposition (6.6) of ∇Na, we have:
a2 = ∇Na− a1
which together with the estimate (2.30) for a and the estimates (6.7) and (6.8) for a1
implies:
‖∇/ a2‖L2(S) + ‖a2‖L∞
[−2,2]
L2(Pu) . ε. (6.13)
Next, we derive en equation for ∇aNa2. We use the following commutation lemma.
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Lemma 6.4 Let f satisfying the following parabolic equation:
(∇aN −∆/ )f = ah.
Then, ∇aNf satisfies the following parabolic equation:
(∇N − a−1∆/ )(∇aNf) = ∇N(ah) + a−1[∇aN ,∆/ ]f on S. (6.14)
Proof We multiply equation the equation satisfied by f with a. We obtain:
(∇aN −∆/ )f = ah.
Next, we commute with ∇aN . We obtain:
(∇aN −∆/ )(∇aNf) = ∇aN (ah) + [∇aN ,∆/ ]f.
Finally, multiplying with a−1, we get (6.14). This concludes the proof of Lemma 5.29.
In view of the equation (6.5) satisfied by a2, and in view of the commutation Lemma
6.4, ∇aNa2 satisfies:
(∇N − a−1∆/ )(∇aNa2) = ∇N (adiv/ (H)) + a−1[∇aN ,∆/ ]a2. (6.15)
Next, we evaluate both terms in the right-hand side of (6.15) starting with the second
one. Using the commutation formula (2.23), we have:
a−1[∇aN ,∆/ ]a2 = h1 + h2, (6.16)
where h1 and h2 are given schematically by:
h1 = div/ (θ · ∇/ a2), (6.17)
and:
h2 = (R +∇/ θ + θ̂∇/ a)∇/ a2. (6.18)
We first estimate h1. We have:
ah1 = div/ (aθ · ∇/ a2)−∇/ (a) · θ∇/ a2.
In view of the estimate (5.64) and the sharp Bernstein inequality (5.61), we obtain:
‖Pj(ah1)‖L2(S) (6.19)
. 2
3j
2 ‖aθ · ∇/ a2‖L2
[−2,2]
L
4
3 (Pu)
+ 2j‖∇/ (a) · θ∇/ a2‖L2(S)
. 2
3j
2 ‖a‖L∞(S)‖θ‖L∞
[−2,2]
L4(Pu)‖∇/ a2‖L2(S) + 2j‖∇/ (a)‖L∞[−2,2]L4(Pu)‖θ‖L∞[−2,2]L4(Pu)‖∇/ a2‖L2(S)
. 2
3j
2 ε,
where we used in the last inequality the estimate (2.30) for θ and a, and the estimate
(6.13) for ∇/ a2. Next, we estimate h2. In view of the estimate (2.30) for θ and a, the
assumption (2.1) for R, and the estimate (6.13) for ∇/ a2, we have:
‖h2‖L1(S) . (‖R‖L2(S) + ‖∇/ θ‖L2(S) + ‖θ̂‖L4(S)‖∇/ a‖L4(S))‖∇/ a2‖L2(S) . ε2,
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which together with the dual of the sharp Bernstein inequality (5.61) yields:
‖Pj(ah2)‖L1
[−2,2]
L2(Pu) . 2
j‖a‖L∞(S)‖h1‖L1(S) . 2jε, (6.20)
where we used in the last inequality the estimate (2.30) for a.
Next, we estimate the first term in the right-hand side of (6.15). We have:
a∇N(adiv/ (H)) = ∇aN (adiv/ (H))
= ∇aN (a)div/ (H) + a[∇aN , div/ ](H) + adiv/ (∇aNH),
which together with the commutator formula (2.21) yields:
a∇N (adiv/ (H)) = adiv/ (∇aNH) + h3 + h4, (6.21)
where h3 and h4 are given by:
h3 = div/ (∇N (a)H − aθH), (6.22)
and
h4 = −(∇/ (∇aN(a)) +∇/ (aθ) + aRN. + aθ · ∇/ (a)) ·H (6.23)
Now, in view of the definition of H (6.2), we have:
‖H‖L2(S) . ‖∇k‖L2(S) + ‖R‖L2(S) . ε, (6.24)
where we used in the last inequality the assumption (2.1) on R and k. We first estimate
h3. In view of the estimate (5.64), we obtain:
‖Pj(h3)‖L2(S) (6.25)
. 2
3j
2 (‖∇N(a)H‖L2
[−2,2]
L
4
3 (Pu)
+ ‖aθH‖
L2
[−2,2]
L
4
3 (Pu)
)
. 2
3j
2 ‖a‖L∞(S)(‖∇N(a)‖L∞
[−2,2]
L4(Pu) + ‖θ‖L∞[−2,2]L4(Pu))‖H‖L2(S)
. 2
3j
2 ε(1 + ‖a2‖L∞
[−2,2]
L4(Pu)),
where we used in the last inequality the estimate (2.30) for θ and a, the estimate (6.24) for
H , the decomposition ∇Na = a1+a2, and the estimate (6.7) for a1. Next, we estimate h4.
In view of the estimate (2.30) for θ and a, the assumption (2.1) for R, and the estimate
(6.24) for H , we have:
‖h4‖L1(S) . (‖∇/∇Na‖L2(S)+‖∇/ (aθ)‖L2(S)+‖aR‖L2(S)+‖θ̂‖L4(S)‖∇/ a‖L4(S))‖H‖L2(S) . ε2,
which together with the dual of the sharp Bernstein inequality (5.61) yields:
‖Pj(h4)‖L1
[−2,2]
L2(Pu) . 2
j‖h4‖L1(S) . 2jε. (6.26)
Next, we estimate the first term in the right-hand side of (6.21), i.e. adiv/ (∇aNH).
Recall the definition of H (6.2):
H = −∇Nk.N − R.N .
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We take the ∇aN derivative of each of the two terms in the definition of H starting with
the first one. Using the constraint equations (1.2) and the fact that we have a maximal
foliation yields:
∇NkNA = −∇BkBA. (6.27)
Now, we have:
∇BkBA = div/ kA + trθkNA + θABkNB.
Together with (6.27), we obtain, schematically:
∇NkN. = −div/ k − θ · kN.. (6.28)
Taking the ∇aN derivative, we obtain:
∇aN (∇NkN.) = −div/ (∇aNk)− [∇aN , div/ ]k −∇aN (θ) · kN. − θ · ∇aNkN. − θ · k.∇aNN .
Using the commutation formula (2.21) and the structure equation (4.4), we obtain,
schematically:
∇aN (∇NkN.) = −div/ (∇aNk) + aθ∇k + a(R +∇θ + θ∇/ (a))k. (6.29)
Next, we take the ∇aN derivative of the second term in the definition of H . The twice-
contracted Bianchi identity on Σ yields:
∇NRNA = −∇BRAB + 1
2
∇AR,
which together with the constraint equations (1.2) implies:
∇NRNA = −∇BRAB + k · ∇Ak. (6.30)
Now, we have:
∇BRAB = ∇/ BRAB + trθRNA + θABRNB.
Together with (6.30), we obtain schematically:
∇NRN. = −div/R− θ · R + k · ∇k. (6.31)
This yields:
∇aN (RN.) = −div/ (aR) +∇/ (a) · R− aθ ·R + ak · ∇k. (6.32)
Finally, in view of the definition (6.2) of H , (6.29) and (6.32), we obtain schematically:
∇aNH = div/ (∇aNk + aR) + a(θ + k)∇k + a(R +∇θ + θ∇/ (a))k + (∇/ (a) + aθ) · R.
This yields:
∇aNH = div/ (H1) +H2, (6.33)
where H1 is a 2-tensor given by:
H1 = ∇aNk + aR,
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and H2 is a 1-form given by:
H2 = a(θ + k)∇k + a(R +∇θ + θ∇/ (a))k + (∇/ (a) + aθ) · R.
In particular, we have:
‖H1‖L2(S) . ‖a‖L∞(S)(‖∇k‖L2(S) + ‖R‖L2(S)) . ε, (6.34)
where we used in the last inequality the assumption (2.1) on k and R. Also, we have:
‖H2‖L2
[−2,2]
L
4
3 (Pu)
. ‖a‖L∞(S)(‖θ‖L∞
[−2,2]
L4(Pu) + ‖k‖L∞[−2,2]L4(Pu) + ‖a−1∇/ a ‖L∞[−2,2]L4(Pu))
(‖∇k‖L2(S) + ‖R‖L2(S) + ‖∇θ‖L2(S))
. ε, (6.35)
where we used in the last inequality the assumption (2.1) on k and R and the estimate
(2.30) for a and θ. In view of (6.33), we obtain schematically:
adiv/ (∇aNH) = div/ div/ (aH1) + div/ (∇/ (a) ·H1) +∇/ 2(a) ·H1 + div/ (aH2) +∇(a) ·H2
= h5 + h6, (6.36)
where the scalar functions on S h5 and h6 are given by:
h5 = div/ div/ (aH1) + div/ (∇/ (a) ·H1) + div/ (aH2) +∇(a) ·H2,
and:
h6 = ∇/ 2(a) ·H1.
Using the finite band property for Pj, the sharp Bernstein inequality (5.61) and the
estimate (5.64), we obtain:
‖Pj(h5)‖L2(S)
. 22j‖∆/−1div/ div/ ‖L(L2(Pu))‖aH1‖L2(S) + 2
3j
2 ‖∇/ (a) ·H1‖L2(S) + 2
3j
2 ‖aH2‖L2
[−2,2]
L
4
3 (Pu)
+2j‖∇(a) ·H2‖L2
[−2,2]
L1(Pu)
. 22j‖∇/ 2∆/−1‖L(L2(Pu))‖a‖L∞(S)‖H1‖L2(S) + 2
3j
2 ‖∇/ (a)‖L∞
[−2,2]
L4(Pu)‖H1‖L2(S)
+2
3j
2 ‖a‖L∞(S)‖H2‖L2
[−2,2]
L
4
3 (Pu)
+ 2j‖∇(a)‖L∞
[−2,2]
L4(Pu)‖H2‖L2
[−2,2]
L
4
3 (Pu)
,
which together with the Bochner inequality for scalars (5.63), the estimate (2.30) for a,
and the estimates (6.34) and (6.35) for H1 and H2 implies:
‖Pj(h5)‖L2(S) . 22jε. (6.37)
Next, we estimate h6. In view of the estimate (2.30) for a and the estimate (6.34) for H1,
we have:
‖h6‖L1(S) . ‖∇/ 2a‖L2(S)‖H1‖L2(S) . ε.
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Together with the sharp Bernstein inequality (5.61), we obtain:
‖Pj(h6)‖L1
[−2,2]
L2(Pu) . 2
jε. (6.38)
Finally, in view of (6.15), (6.16), (6.21) and (6.36), we have:
(∇N − a−1∆/ )(∇aNa2) = h7 + h8, (6.39)
where h7 and h8 are defined by:
h7 = h1 + a
−1h3 + a
−1h5,
and:
h8 = h2 + a
−1h4 + a
−1h6.
In view of (6.19), (6.25) and (6.37), we have:
‖Pj(ah7)‖L2(S) . 22jε(1 + ‖a2‖L∞
[−2,2]
L4(Pu)). (6.40)
Also, in view of (6.20), (6.26) and (6.38), we have:
‖Pj(ah8)‖L1
[−2,2]
L2(Pu) . 2
jε. (6.41)
Now, in view of (6.39), (6.40) and (6.41), (5.105) implies:
sup
j≥0
‖Pj(∇aNa2)‖L2(S) . ε(1 + ‖a2‖L∞
[−2,2]
L4(Pu)). (6.42)
Next, we state three lemma.
Lemma 6.5 For any scalar function f on S, and for any 0 ≤ b < 1, we have:
sup
j≥0
2jb‖Pj(a±1f)‖L2(S) . sup
j≥0
2jb‖Pjf‖L2(S). (6.43)
Lemma 6.6 For any scalar function f on S such that f ≡ 0 on u = −2, we have:(∑
j≥0
22j‖Pjf‖4L∞
[−2,2]
L2(Pu)
) 1
4
. ‖∇/ f‖L2(S)+ ‖f‖L∞
[−2,2]
L2(Pu)+ sup
j≥0
‖Pj(∇Nf)‖L2(S). (6.44)
Lemma 6.7 For any scalar function f on S such that f ≡ 0 on u = −2, we have:
‖f‖L∞
[−2,2]
L4(Pu) . ‖∇/ f‖L2(S) + sup
j≥0
‖Pj(∇Nf)‖L2(S). (6.45)
The proof of Lemma 6.5 is postponed to section 6.3, the proof of Lemma 6.6 is post-
poned to section 6.4 and the proof of Lemma 6.5 is postponed to section 6.5. Let us now
conclude the proof of Proposition 6.3. In view of (6.13) and Lemma 6.7, we have:
‖a2‖L∞
[−2,2]
L4(Pu) . ε+ sup
j≥0
‖Pj(∇Na2)‖L2(S). (6.46)
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Together with (6.42), we obtain:
sup
j≥0
‖Pj(∇aNa2)‖L2(S) . ε(1 + sup
j≥0
‖Pj(∇Na2)‖L2(S)).
Together with Lemma 6.5 and (6.46), we obtain:
sup
j≥0
‖Pj(∇Na2)‖L2(S) + ‖a2‖L∞
[−2,2]
L4(Pu) . ε. (6.47)
Finally, (6.13), (6.47) and Lemma 6.6 imply:(∑
j≥0
22j‖Pjf‖4L∞
[−2,2]
L2(Pu)
) 1
4
. ε.
This concludes the proof of Proposition 6.3.
6.3 Proof of Lemma 6.5
We have:
‖Pj(a±1f)‖L2(S) .
∑
l≥0
‖Pj(a±1Plf)‖L2(S). (6.48)
If l ≤ j, we use the finite band property for Pj , and we obtain:
2jb‖Pj(a±1Plf)‖L2(S) (6.49)
. 2−j(1−b)‖∇/ (a±1Plf)‖L2(S)
. 2−j(1−b)‖a±1∇/Plf‖L2(S) + 2−j(1−b)‖∇/ (a±1)Plf‖L2(S)
. 2−j(1−b)‖a±1‖L∞(S)‖∇/Plf‖L2(S) + 2−j(1−b)‖∇/ (a±1)‖L∞
[−2,2]
L4(Pu)‖Plf‖L2[−2,2]L4(Pu)
. 2−(j−l)(1−b) sup
q≥0
2qb‖Pqf‖L2(S),
where we used in the last inequality the finite band property and Bernstein for Pl, and
the estimate (2.30) for a.
If l > j, we use the fact that:
Pj(a
±1Plf) = 2
−2lPj(a
±1∆/Plf)
= 2−2lPj(div/ (a
±1∇/Plf))− 2−2lPj(∇/ (a±1)∇/Plf),
which together with the finite band property and Bernstein for Pj yields:
2jb‖Pj(a±1Plf)‖L2(S) . 2−2l+j(1+b)‖a±1∇/Plf‖L2(S) + 2−2l+
j
2‖∇/ (a±1)∇/Plf‖L2
[−2,2]
L4(Pu)
. 2−2l+j(1+b)(‖a±1‖L∞(S) + ‖∇/ (a±1)‖L∞
[−2,2]
L4(Pu))‖∇/Plf‖L2(S)
. 2−(l−j)(1+b) sup
q≥0
2qb‖Pqf‖L2(S), (6.50)
where we used in the last inequality the finite band property for Pl, and the estimate
(2.30) for a.
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Finally, (6.48), (6.49) and (6.50) yield for all j ≥ 0:
2jb‖Pj(a±1f)‖L2(S) .
(∑
l≥0
(2−|j−l|(1−b) + 2−|j−l|(1+b))
)
sup
q≥0
‖Pqf‖L2(S) . sup
q≥0
‖Pqf‖L2(S),
where we used in the last inequality the fact that 0 ≤ b < 1. Taking the supremum in j
yields (6.43). This concludes the proof of Lemma 6.5.
6.4 Proof of Lemma 6.6
We follow the proof of Corollary 5.16. Proceeding as in (B.12), we obtain for all j ≥ 0:
2j‖Pjf‖2L∞
[−2,2]
L2(Pu)
. 2j
(∫ −2
−2
‖Pjf‖L2(Pu)‖∇aNPjf‖L2(Pu)du
)
+ 22j‖Pjf‖2L2(S). (6.51)
Then, proceeding as in (B.13), we obtain in view of (6.51):
2j‖Pjf‖2L∞
[−2,2]
L2(Pu)
. 2j‖Pjf‖L2(S)‖Pj(∇aNf)‖L2(S) + 2j‖Pjf‖L∞
[−2,2]
L2(Pu)‖[∇aN , Pj]F‖L1[−2,2]L2(Pu)
+22j‖Pjf‖2L2(S).
This implies:
2j‖Pjf‖2L∞
[−2,2]
L2(Pu) . 2
j‖Pjf‖L2(S)‖Pj(∇aNf)‖L2(S)
+2j‖[∇aN , Pj]F‖2L1
[−2,2]
L2(Pu)
+ 22j‖Pjf‖2L2(S).
Taking the square on both side, summing in j ≥ 0, and using the Bessel inequality yields:∑
j≥0
22j‖Pjf‖4L∞
[−2,2]
L2(Pu)
.
(∑
j≥0
22j‖Pjf‖2L2(S)
)(
sup
j≥0
‖Pj(∇aNf)‖2L2(S)
)
+
∑
≥0
22j‖[∇aN , Pj]F‖4L1
[−2,2]
L2(Pu)
+
∑
j≥0
24j‖Pjf‖4L2(S).
Using the Bessel inequality for Pj and Lemma 6.5, we finally obtain:∑
j≥0
22j‖Pjf‖4L∞
[−2,2]
L2(Pu) (6.52)
. ‖∇/ f‖4L2(S) +
(
sup
j≥0
‖Pj(∇Nf)‖L2(S)
)4
+
∑
≥0
22j‖[∇aN , Pj]F‖4L1
[−2,2]
L2(Pu)
.
Now, we have in view of the commutator estimate (5.73):
‖[Pj,∇aN ]f‖L1
[−2,2]
L2(Pu) . 2
−j(1−δ)ε(‖∇/ f‖L2(S) + ‖f‖L∞
[−2,2]
L2(Pu)),
for any δ > 0. Proceeding as in (B.15), we obtain:∑
j≥0
22j‖Pjf‖4L∞
[−2,2]
L2(Pu)
. ‖∇/ f‖4L2(S) + ‖f‖4L∞
[−2,2]
L2(Pu)
. (6.53)
Finally, (6.52) and (6.53) yield (6.44). This concludes the proof of Lemma 6.7.
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6.5 Proof of Lemma 6.7
Lemma 6.7 is an improvement of Proposition 3.7 where one has a slightly weaker assump-
tion on ∇Nf . Proceeding as in (3.11), we have:
‖f(u, .)‖4L4(Pu) (6.54)
= ‖f(−2, .)‖4L4(P−2) + 4
∫ u
−2
∫
Pu′
∇Nf(u′, x′)f 3du′dµu′ +
∫ u
−2
∫
Pu′
trθf(u′, x′)4du′dµu′
.
∑
j≥0
∣∣∣∣∣
∫ u
−2
∫
Pu′
Pj(∇Nf)(u′, x′)Pj(f 3)du′dµu′
∣∣∣∣∣+ ‖trθ‖L∞[−2,2]L4(Pu)‖f‖4L4[−2,2]L 163 (Pu)
.
(
sup
j≥0
‖Pj(∇Nf)‖L2(S)
)(∑
j≥0
‖Pj(f 3)‖L2(S)
)
+ ε‖f‖2L∞
[−2,2]
L4(Pu)
‖f‖2L2
[−2,2]
L8(Pu)
,
where we used the fact that f(−2, .) = 0 and the estimate (2.30) for trθ. (6.54) yields:
‖f(u, .)‖4L4(Pu) .
(
sup
j≥0
‖Pj(∇Nf)‖L2(S)
)4
+
(∑
j≥0
‖Pj(f 3)‖L2(S)
) 4
3
+ ‖∇/ f‖4L2(S),
which after taking the supremum in u on the left-hand side implies:
‖f‖L∞
[−2,2]
L4(Pu) . sup
j≥0
‖Pj(∇Nf)‖L2(S) +
(∑
j≥0
‖Pj(f 3)‖L2(S)
) 1
3
+ ‖∇/ f‖L2(S). (6.55)
Next, we estimate the second term in the right-hand side of (6.55). We have:
‖Pj(f 3)‖L2(S) .
∑
l,m,q
‖Pj(PlfPmfPqf)‖L2(S). (6.56)
We may assume:
l ≥ m ≥ q,
and we consider the following three cases:
q > j, q ≤ j < l and l ≤ j.
We start with the case q > j. Then, using the strong Bernstein inequality for scalars
(5.34) for Pj , we have:
‖Pj(PlfPmfPqf)‖L2(S) . 2j‖PlfPmfPqf‖L2
[−2,2]
L1(Pu) (6.57)
. 2j‖Plf‖L2(S)‖Pmf‖L∞
[−2,2]
L4(Pu)‖Pqf‖L∞[−2,2]L4(Pu)
. 2j+
m
2
+ q
2‖Plf‖L2(S)‖Pmf‖L∞
[−2,2]
L2(Pu)‖Pqf‖L∞[−2,2]L2(Pu),
where we used Bernstein for Pm and Pq in the last inequality.
65
Next, we consider the case q ≤ j < l. Then, the boundedness of Pj on L2(Pu) yields:
‖Pj(PlfPmfPqf)‖L2(S) . ‖PlfPmfPqf‖L2(S) (6.58)
. ‖Plf‖L2(S)‖Pmf‖L∞(S)‖Pqf‖L∞(S)
. 2m+q‖Plf‖L2(S)‖Pmf‖L∞
[−2,2]
L2(Pu)‖Pqf‖L∞[−2,2]L2(Pu),
where we used in the last inequality the strong Bernstein inequality for scalars (5.34) for
Pm and Pq.
Finally, we consider the case l ≤ j. Using the finite band property for Pj, we have:
Pj(PlfPmfPqf) (6.59)
= 2−2jPj(∆/ (PlfPmfPqf))
= 2−2jPj(∆/ (Plf)PmfPqf) + 2
−2jPj(∇/ (Plf)∇/ (Pmf)Pqf) + permutations of (l, m, p).
Using the boundedness of Pj on L
2(Pu), we have:
‖Pj(∆/ (Plf)PmfPqf)‖L2(S) . ‖∆/ (Plf)PmfPqf‖L2(S) (6.60)
. ‖∆/ Plf‖L2(S)‖Pmf‖L∞(S)‖Pqf‖L∞(S)
. 22l+m+q‖Plf‖L2(S)‖Pmf‖L∞
[−2,2]
L2(Pu)‖Pqf‖L∞[−2,2]L2(Pu),
where we used in the last inequality the finite band property for Pl, and the strong
Bernstein inequality for scalars (5.34) for Pm and Pq. Using again the boundedness of Pj
on L2(Pu), we have:
‖Pj(∇/ (Pl)f∇/ (Pmf)Pqf)‖L2(S) . ‖∇/ (Plf)∇/ (Pmf)Pqf‖L2(S) (6.61)
. ‖∇/Plf‖L2
[−2,2]
L4(Pu)‖∇/Pmf‖L∞[−2,2]L4(Pu)‖Pqf‖L∞(S)
. 2
3l
2
+ 3m
2
+q‖Plf‖L2(S)‖Pmf‖L∞
[−2,2]
L2(Pu)‖Pqf‖L∞[−2,2]L2(Pu),
where we used in the last inequality the Gagliardo-Nirenberg inequality (3.9), the Bochner
inequality for scalars (5.63), the finite band property for Pl and Pm, and the strong
Bernstein inequality for scalars (5.34) for Pq. Now, since we assumed that l ≥ m, (6.59),
(6.60) and (6.61) imply:
‖Pj(PlfPmfPqf)‖L2(S) . 2−2j+2l+m+q‖Plf‖L2(S)‖Pmf‖L∞
[−2,2]
L2(Pu)‖Pqf‖L∞[−2,2]L2(Pu).
(6.62)
Finally, in view of (6.56), (6.57), (6.58) and (6.62), and since we assumed that l ≥
m ≥ q, we obtain:
‖Pj(f 3)‖L2(S)
.
∑
l,m,q
2−
|j−l|
6
− |j−m|
6
− |j−q|
6 (2l‖Plf‖L2(S))(2m2 ‖Pmf‖L∞
[−2,2]
L2(Pu))(2
q
2‖Pqf‖L∞
[−2,2]
L2(Pu)).
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This yields: ∑
j≥0
‖Pj(f 3)‖L2(S) (6.63)
.
∑
j≥0
(∑
l≥0
2−
|j−l|
6 22l‖Plf‖2L2(S)
) 1
2
(∑
m≥0
2−
|j−m|
6 22m‖Pmf‖4L∞
[−2,2]
L2(Pu)
) 1
4
×
(∑
q≥0
2−
|j−q|
6 22q‖Pqf‖4L∞
[−2,2]
L2(Pu)
) 1
4
.
(∑
j≥0
22j‖Pjf‖2L2(S)
) 3
2
+
(∑
j≥0
22j‖Pjf‖4L∞
[−2,2]
L2(Pu)
) 3
4
. ‖∇/ f‖L2(S)
(∑
j≥0
22j‖Pjf‖4L∞
[−2,2]
L2(Pu)
) 1
2
,
where we used in the last inequality the Bessel inequality. Now, (6.55) and (6.63) imply:
‖f‖L∞
[−2,2]
L4(Pu) . sup
j≥0
‖Pj(∇Nf)‖L2(S)+‖∇/ f‖
1
3
L2(S)
(∑
j≥0
22j‖Pjf‖4L∞
[−2,2]
L2(Pu)
) 1
6
+‖∇/ f‖L2(S),
which together with Lemma 6.6 yields (6.45). This concludes the proof of Lemma 6.7.
7 Regularity of the foliation with respect to ω
Let u(x, ω) the function constructed in section 4. In this section, we prove Theorem 2.6
which deals with the control of the derivatives with respect to ω of the foliation generated
by u(x, ω) on Σ. Recall that (Σ, g, k) coincides with (R3, δ, 0) in |x| ≥ 2. Also, u(x, ω)
coincides with x.ω in |x| ≥ 2, and so a ≡ 1, N ≡ ω and θ ≡ 0 in this region. Thus, u
clearly satisfies the estimates of Theorem 2.6 in |x| ≥ 2 and it is enough to control the
derivatives with respect to ω of the function u(x, ω) solution to:{
trθ − kNN = 1− a, on − 2 < u < 2,
u(., ω) = −2 on x.ω = −2, (7.1)
in the strip S = {x/ − 2 < u < 2}.
To u(x, ω), we associate the quantities N , a, θ and K as in section 2.2. We will have
to differentiate these quantities several times with respect to ω. Since a and K (resp. N)
are scalars (resp. is a vectorfield) defined on −2 < u < 2, the meaning of ∂ωN , ∂ωa and
∂ωK is clear. On the other hand, θ is a 2-tensor on Pu, and we need to extend it to a
2-tensor on −2 < u < 2 for ∂ωθ to be properly defined. We choose the trivial extension:
θ(N, .) = θ(., N) ≡ 0, (7.2)
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so that θ is a symmetric 2-tensor on −2 < u < 2. For consistency, we extend its traceless
part θ̂ in the same way:
θ̂(N, .) = θ̂(., N) ≡ 0, (7.3)
so that θ̂ is a symmetric 2-tensor on −2 < u < 2 satisfying:
θ̂(X, Y ) = θ(X, Y )− 1
2
trθ(X.Y − (X.N)(Y.N)), (7.4)
where X, Y are two vectorfields on Σ.
7.1 First order derivatives with respect to ω
The goal of this section is to prove (2.32). We first give an outline of the proof. Differen-
tiating the second equation of (4.5) with respect to ω, we obtain:
(∇N − a−1∆/ )∂ωa = 2∇/∇Na + 2RN∂ωN + · · · (7.5)
where the first term on the right-hand side comes from the commutator [∂ω,∆/ ] (see (7.13)).
Since ∇/∇Na and R are in L2(S) respectively by (4.9) and (4.3), this suggests in view of
Proposition 3.16 that:
‖∇N∂ωa‖L2(S) + ‖∇/ ∂ωa‖L∞
[−2,2]
L2(Pu) + ‖∇/ 2∂ωa‖L2(S) . ε. (7.6)
Next, we differentiate (7.5) with respect to ∇N . We obtain:
(∇N − a−1∆/ )∇N∂ωa = 2∇/∇2Na + 2∇NRN∂ωN + · · · . (7.7)
The term ∇NRN∂ωN may be treated using the contracted Bianchi identity for R - as we
did for ∇NRNN in section 2.4 - and turns out to be in L2uH−1−δ(Pu). On the other hand,
in view of the estimate (2.31) for ∇2Na, ∇/∇2Na belongs to L2uH−
3
2 (Pu). This suggest in
view of Proposition 5.33 that:
‖∇N∂ωa‖L2uH 12 (Pu) + ‖∇
2
N∂ωa‖L2uH− 32 (Pu) . ε. (7.8)
By interpolation between (7.6) and (7.8), we should obtain ∂ωa in L
∞
u H
5
4 (Pu) which
embeds in L∞(S) since Pu has dimension 2.
We now turn to the estimates for ∂ωθ. Since trθ = a − 1 + kNN , we differentiate
in ω, and we easily obtain from the assumption on k (4.3) and the estimate (7.6) that
∇∂ωtrθ ∈ L2(S). To obtain estimates for ∂ωθ, we differentiate the last two equations of
(4.5) with respect to ω:{
∇/ B∂ω θ̂AB = 12∇/ A∂ωtrθ + · · · ,
∇N∂ωθAB = −∇/∇Na−∇/ A∇/ B∂ωa + · · · ,
(7.9)
where the first term on the right-hand side of the second equation comes from the com-
mutator [∂ω,∇/ 2] (see (7.12)). Using the fact that ∇∂ωtrθ ∈ L2(S), ∇/∇Na ∈ L2(S) and
∇/ 2∂ωa ∈ L2(S), we then obtain ∇∂ωθ ∈ L2(S).
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Finally, we turn to the estimates for ∂ωN . Differentiating (4.4) with respect to ω, we
obtain: { ∇/ ∂ωN = ∂ωθ + · · · ,
∇N∂ωN = −∇/ ∂ωa+ · · · . (7.10)
Together with the fact that ∇/ ∂ωθ and ∇/ 2∂ωa belong to L2(S), this implies that ∇/ 2∂ωN
and ∇/∇N∂ωN belong to L2(S). Using Proposition 3.10, we obtain that ∂ωN belongs to
L∞(S).
The rest of this section is as follows. We start by deriving commutator formulas for
[∂ω,∇/ ], [∂ω,∆/ ] and [∂ω,∇/ 2]. Then, we prove the estimates for ∂ωa. We continue with the
estimates for ∂ωθ. And we conclude with the estimates for ∂ωN .
7.1.1 Commutator formulas
We have the following commutator formulas:
Lemma 7.1 Let f a scalar on Σ. We have:
[∂ω,∇/ ]f = −∇/ ∂ωNfN −∇Nf∂ωN, (7.11)
[∂ω,∇/ 2]f(eA, eB) = −(∂ωN)A∇2f(N, eB)− (∂ωN)B∇2f(N, eA)
−∂ωθAB∇Nf − θAB∇/ ∂ωNf.
(7.12)
and
[∂ω,∆/ ]f = −2∇2f(N, ∂ωN)− ∂ωtrθ∇Nf − trθ∇/ ∂ωNf. (7.13)
Proof Differentiating with respect to ω the equality
∇/ f = ∇f −∇NfN, (7.14)
and using the fact that ∂ω commutes with ∇ since g is independent of ω, we obtain:
[∂ω,∇/ ]f = −∇∂ωNfN −∇Nf∂ωN. (7.15)
Now, we have:
g(∂ωN,N) = 0, (7.16)
which follows from the differentiation of g(N,N) = 1 with respect to ω. Thus, ∂ωN is
tangent to Pu which implies that ∇∂ωNf = ∇/ ∂ωNf . Together with (7.15), this yields
(7.11).
We now turn to the proof of (7.12). Differentiating (7.14) by ∇/ , we obtain:
∇/ 2f(eA, eB) = ∇2f(eA, eB)−∇NfθAB. (7.17)
Let Π denote the projection of vectorfields of Σ on vectorfields tangent to Pu:
ΠX = X − (X.N)N. (7.18)
The commutator [∂ω,Π] satisfies:
[∂ω,Π]X = −(X.∂ωN)N − (X.N)∂ωN. (7.19)
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For X, Y two vectorfields on Σ independent of ω, we differentiate ∇/ 2f(ΠX,ΠY ) with
respect to ω using (7.17), (7.19) and the fact that ∂ω commutes with ∇:
∂ω(∇/ 2f(ΠX,ΠY )) = ∇2∂ωf(ΠX,ΠY )− (X.∂ωN)∇2f(N,ΠY )
−(X.N)∇2f(∂ωN,ΠY )− (Y.∂ωN)∇2f(N,ΠX)− (Y.N)∇2f(∂ωN,ΠX)
−∇N∂ωfθXY −∇/ ∂ωNfθXY −∇Nf∂ωθXY ,
(7.20)
where we have used the fact that θΠXΠY = θXY from (7.2). evaluating (7.20) at X =
eA, Y = eB yields (7.12). Finally, taking the trace of (7.12) yields (7.13).
Lemma 7.2 Let ρ a symmetric 2-tensor on Σ such that ρ(N, .) ≡ 0. Then, we have:
([∂ω, div/ ]ρ)A = −trθρ∂ωNA − θABρB∂ωN −∇Nρ∂ωNB + θ∂ωNCρCA
+(∂ωN)AθBCρCB.
(7.21)
Proof For any symmetric 2-tensor ν on Σ, we have:
∇/ CνAB = eC(νAB)− ν(∇/ CeA, eB)− ν(eA,∇/ CeB)
= eC(νAB)− ν(∇CeA − g(∇CeA, N)N, eB)− ν(eA,∇eB − g(∇CeB, N)N)
= eC(νAB)− ν(∇CeA, eB)− ν(eA,∇CeB)− θACνNB − θBCνNA
= ∇CνAB − θACνNB − θBCνNA.
(7.22)
Applying (7.22) to ρ and using the fact that ρ(N, .) = ρ(., N) ≡ 0, we obtain:
∇/ CρAB = ∇CρAB. (7.23)
Let X a vectorfield on Σ independent of ω. Using (7.19) and (7.23), we have:
∂ω((div/ ρ)ΠX) = ∂ω(∇/ AρAΠX) = ∂ω(∇AρAΠX)
= ∇∂ωeAρAΠX +∇Aρ∂ωeAΠX +∇A∂ωρAΠX − (X.N)∇AρA∂ωN
−(X.∂ωN)∇AρAN .
(7.24)
Now, differentiating g(eA, eB) = δAB and g(eA, N) = 0 with respect to ω, we obtain:{
∂ωe1 = g(∂ωe1, e2)e2 − g(∂ωN, e1)N,
∂ωe2 = −g(∂ωe1, e2)e1 − g(∂ωN, e2)N. (7.25)
This yields
∇∂ωeAρAΠX +∇Aρ∂ωeAΠX = −∇Nρ∂ωNΠX −∇∂ωNρNΠX . (7.26)
Since ρ(N, .) = ρ(., N) ≡ 0, we have:
∇AρNB = eA(ρNB)− ρ∇ANB − ρN∇AeB = −θACρCB. (7.27)
Using again ρ(N, .) = ρ(., N) ≡ 0, we have:
∂ωρ(N, .) = −ρ(∂ωN, .), (7.28)
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which together with (7.22) applied to ∂ωρ yields:
∇A∂ωρAB = ∇/ A∂ωρAB + θAA∂ωρNB + θAB∂ωρAN
= (div/ ∂ωρ)B − trθρ∂ωNB − θABρ∂ωNA. (7.29)
Finally, (7.24), (7.26), (7.27) and (7.29) yield:
∂ω((div/ ρ)ΠX) = (div/ ∂ωρ)ΠX − trθρ∂ωNΠX − θBΠXρB∂ωN −∇Nρ∂ωNΠX
+θ∂ωNBρBΠX − (X.N)∇BρB∂ωN + (X.∂ωN)θBCρCB. (7.30)
Taking X = eA in (7.30) yields (7.21).
We conclude this section by recalling the link between ∇/ A∇Nf and ∇2f(eA, N) for a
scalar function f :
∇/ A∇Nf = ∇2f(eA, N) + θ(eA,∇/ f). (7.31)
7.1.2 Estimates for ∂ωa
Note that the first equation of (4.5), (4.7) and the fact that (g, k,Σ) coincides with
(δ, 0,R3) for |x| ≥ 2 yields:
∇p(∂ωa) = 0, ∇p∂ωθ = 0, ∇p(∂ωN − ∂ωω) = 0 for all p ∈ N on u = −2, (7.32)
so that integrations by parts will not create boundary terms at u = −2.
Differentiating the second equation of (4.5) with respect to ω, and using the commu-
tator formula (7.11), (7.13), the fact that ∂ωN is tangent to Pu by (7.16), and (7.31), we
obtain:
∇N∂ωa− a−1∆/ ∂ωa = h, (7.33)
where h is given by:
h = −∇/ ∂ωNa− a−2∂ωa∆/ a− 2∇/ ∂ωN∇Na+ 2θ(∂ωN,∇/ a)−∂ωtrθ∇Na− trθ∇/ ∂ωNa+ 2θ∂ωθ + ∂ω(∇N (kNN)) + 2RN∂ωN .
(7.34)
Using (4.4), we have:
∇N(kNN) = ∇NkNN − 2k(∇/ a,N), (7.35)
which together with (7.11) yields:
∂ω(∇N(kNN)) = ∇∂ωNkNN + 2∇NkN∂ωN − 2k(∇/ a, ∂ωN)
−2k(∇/ ∂ωa,N) + 2∇/ ∂ωNakNN + 2∇NakN∂ωN .
(7.36)
Using (7.34) and (7.36), we estimate the norm of h in L2(S):
‖h‖L2(S) . ‖∇/ a‖L2(S)‖∂ωN‖L∞(S) + ‖a−2‖L∞‖∆/ a‖L2(S)‖∂ωa‖L∞
+‖∇/∇Na‖L2(S)‖∂ωN‖L∞(S) + ‖θ‖L4(S)‖∇/ a‖L4(S)‖∂ωN‖L∞(S)
+‖∂ωtrθ‖L4(S)‖∇Na‖L4(S) + ‖trθ‖L4(S)‖∇/ a‖L4(S)‖∂ωN‖L∞(S)
×‖∂ωN‖L∞(S) + ‖θ‖L4(S)‖∂ωθ‖L4(S) + ‖∇k‖L2(S)‖∂ωN‖L∞(S)
+‖k‖L4(S)‖∇a‖L2(S)‖∂ωN‖L∞(S) + ‖k‖L4(S)‖∇/ ∂ωa‖L4(S)
+‖R‖L2(S)‖∂ωN‖L∞(S).
(7.37)
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Together with (4.3), (4.9), (4.11), (4.12) and (4.13), this yields:
‖h‖L2(S) . ε‖∂ωN‖L∞(S) + ε‖∂ωa‖L∞(S) + ε‖∇/ ∂ωa‖L4(S) + ε‖∂ωθ‖L4(S). (7.38)
Proposition 3.16, (7.32), (7.33) and (7.38) yield:
‖∂ωa‖L∞
[−2,2]
L2(Pu) + ‖∇∂ωa‖L2(S) + ‖∇/ ∂ωa‖L∞[−2,2]L2(Pu)
+‖∇/ 2∂ωa‖L2(S) . ε(‖∂ωa‖L∞ + ‖∂ωN‖L∞(S) + ‖∂ωθ‖L4(S)).
(7.39)
Next, we differentiate equation (7.33) by ∇N . We obtain:
∇N(∇N∂ωa)− a−1∆/ (∇N∂ωa) = [∇N , a−1∆/ ](∂ωa) +∇N(h), (7.40)
where h is given by (7.34). Next, we estimate each term in the right-hand side of (7.40)
starting with the first one. In view of the commutator formula (2.20), we have:
a[∇N , a−1∆/ ]∂ωa = h1 + 2a−1∇/ a∇/∇N∂ωa + a−1∆/ a∇N∂ωa, (7.41)
where the scalar function h1 is given by:
h1 = −(trθ+ a−1∇Na)∆/ ∂ωa− 2θ̂ ·∇/ 2∂ωa− 2RN. ·∇/ ∂ωa−∇/ trθ ·∇/ ∂ωa+2θ̂ · a−1∇/ a ·∇/ ∂ωa.
h1 satisfies the following estimate:
‖h1‖L2
[−2,2]
L1(Pu) . (‖θ‖L∞[−2,2]L2(Pu) + ‖a−1∇Na‖L∞[−2,2]L2(Pu))‖∇/
2∂ωa‖L2(S)
+(‖R‖L2(S) + ‖∇/ trθ‖L2(S) + ‖θ̂a−1∇/ a‖L2(S))‖∇/ ∂ωa‖L∞
[−2,2]
L2(Pu)
Together with the estimates (7.39) for ∂ωa, (4.3) for R, (4.11) for a, and (4.12) for θ, we
obtain:
‖h1‖L2
[−2,2]
L1(Pu) . ε(‖∂ωa‖L∞(S) + ‖∂ωN‖L∞(S) + ‖∂ωθ‖L4(S)). (7.42)
Also, the second term in (7.41) satisfies in view of the product estimate (5.82):
sup
j≥0
2−j‖Pj(a−1∇/ a∇/∇N∂ωa)‖L2(S) . ‖∇/∇N∂ωa‖L2uH− 12 (Pu)‖a
−1∇/ a‖
L∞u H
1
2 (Pu)
,
which together with the Lemma 5.7, the embedding (5.74), and the estimate (4.9) for a
yield:
sup
j≥0
2−j‖Pj(a−1∇/ a∇/∇N∂ωa)‖L2(S) . ε‖∇N∂ωa‖L2uH 12 (Pu). (7.43)
The third term in the right-hand side of (7.41) satisfies in view of the product estimate
(5.82):
sup
j≥0
2−j‖Pj(a−1∆/ a∇N∂ωa)‖L2(S)
. ‖∇N∂ωa‖L2uH 12 (Pu)‖a
−1∆/ a‖
L∞u H
− 12 (Pu)
. ‖∇N∂ωa‖L2uH 12 (Pu)(‖div/ (a
−1∇/ a)‖
L∞u H
− 12 (Pu)
+ ‖a−2|∇/ a|2‖
L∞u H
− 12 (Pu)
)
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which together with the Lemma 5.7, the embedding (5.74), and the estimate (4.9) for a
yield:
sup
j≥0
2−j‖Pj(a−1∆/ a∇N∂ωa)‖L2(S) . ε‖∇N∂ωa‖L2uH 12 (Pu). (7.44)
Next, we estimate the second term in (7.40), i.e. ∇N (h). In view of (7.34), we have:
∇N(h) = h2 + h3 − 2a−1div/ (a∂ωN∇2Na) +∇N(∂ω(∇N(kNN))) + 2∇NRN∂ωN , (7.45)
where h2 and h3 are given respectively by:
h2 = a
−2∇/ ∂ωa · ∇/∇Na+ a−3∂ωa∇/ a · ∇/∇Na + a−2∂ωa[∇N ,∆/ ]a− 2a−3∇Na∂ωa∆/ a
+2a−3|∇/ a|2∇N∂ωa+ 2∇Nθ(∂ωN,∇/ a) + 2θ(∇N∂ωN,∇/ a) + θ(∂ωN,∇N∇/ a)
−∇N(∂ωtrθ)∇Na−∇N trθ∇/ ∂ωN(a)− trθ∇N∇/ ∂ωNa+ 2∇N∇/ a · ∇/ ∂ωa
−2∇N∇/ ∂ωNa∇Na+ 2∇Nθ · ∂ωθ + 2θ∇N∂ωθ − 2Ra−1∇/ a ∂ωN + 2RN∇N∂ωN ,
and:
h3 = a
−1div/ (a−1∂ωa∇/∇Na) + a−2∇/ a · ∇/∇N∂ωa + a−2∇N(∂ωa)∆/ a+ 2div/ (∂ωN)∇2Na
−6a−1∇/ ∂ωNa∇2Na− ∂ωtrθ∇2Na + a∇/ a · ∇N∇/ (∂ωa).
Let us first estimate h2 and h3. In view of the definition of h2, we have:
‖h2‖L2
[−2,2]
L1(Pu)
. ‖a−2‖L∞(‖∇/ ∂ωa‖L∞
[−2,2]
L2(Pu) + ‖∂ωa‖L∞[−2,2]L4(Pu)‖∇/ a‖L∞[−2,2]L4(Pu))‖∇/∇a‖L2(S)
+‖a−3∂ωa‖L∞(S)(‖[∇N ,∆/ ]a‖L2
[−2,2]
L1(Pu) + ‖∇Na‖L∞(S)2‖∆/ a‖L2(S))
+‖a−3‖L∞‖∇/ a‖2L∞
[−2,2]
L4(Pu)
‖∇N∂ωa‖L2(S)
+‖∇Nθ‖L2(S)‖∂ωN∇/ a‖L∞
[−2,2]
L2(Pu) + ‖θ‖L∞[−2,2]L2(Pu)‖∇N∂ωN‖L4(S)‖∇/ a)‖L4(S)
+‖θ∂ωN‖L∞
[−2,2]
L2(Pu)‖∇N∇/ a‖L2(S) + ‖∇N(∂ωtrθ)‖L2(S)‖∇Na‖L∞[−2,2]L2(Pu)
+‖∇Ntrθ‖L2(S)‖∇/ ∂ωN(a)‖L∞[−2,2]L2(Pu) + ‖trθ‖L∞[−2,2]L2(Pu)‖∇N∇/ ∂ωNa‖L2(S)
+‖∇N∇/ a‖L2(S)‖∇/ ∂ωa‖L∞
[−2,2]
L2(Pu) + ‖∇N∇/ ∂ωNa‖L2(S)‖∇Na‖L∞[−2,2]L2(Pu)
+‖∇Nθ‖L2(S)‖∂ωθ‖L∞
[−2,2]
L2(Pu) + ‖θ‖L∞[−2,2]L2(Pu)‖∇N∂ωθ‖L2(S)
+‖R‖L2(S)‖a−1∇/ a ‖L∞
[−2,2]
L2(Pu)‖∂ωN‖L∞(S) + ‖R‖L2(S)‖∇N∂ωN‖L∞[−2,2]L2(Pu),
which together with the commutator formula (2.19) for [∇N ,∆/ ], the estimates (4.9) (4.11)
for a, (4.10) (4.12) for θ, the estimate (4.3) for R, and the estimate (7.39) for ∂ωa yields:
‖h2‖L2
[−2,2]
L1(Pu) . ε(‖∂ωa‖L∞(S) + ‖∇N∂ωN‖L4(S) + ‖∂ωN‖L∞(S) + ‖∂ωθ‖L4(S)
+‖∇N∂ωθ‖L2(S) + ‖∂ωθ‖L∞
[−2,2]
L2(Pu)). (7.46)
Also, in view of the definition of h3 and the product estimate (5.82), the finite band
property for Pj and the estimates (7.43) and (7.44), we have:
sup
j≥0
2−j‖Pj(ah3)‖L2(Pu)
. ‖a−1∂ωa‖L∞(S)‖∇/∇Na‖L2(S) + ε‖∇N∂ωa‖L2uH 12 (Pu) + (‖div/ (∂ωN)‖L∞u H 12 (Pu)
+‖∇/ ∂ωNa‖L∞u H 12 (Pu) + ‖a∂ωtrθ‖L∞u H 12 (Pu))‖∇
2
Na‖L2uH− 12 (Pu),
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which together with the estimate (2.31) for ∇Na and ∇2Na, the estimates (4.9) (4.11)
for a, the estimate (7.39) for ∂ωa, the embedding (5.74) and the product estimate (5.85)
yields:
sup
j≥0
2−j‖Pj(ah3)‖L2(Pu) . ε(‖∂ωa‖L∞(S) + ‖∇/ ∂ωN‖L∞[−2,2]L2(Pu) + ‖∂ωN‖L∞(S) (7.47)
+‖div/ (∂ωN)‖L∞u H 12 (Pu) + ‖∂ωθ‖L4(S) + ‖∇∂ωtrθ‖L2(S)).
Next, we estimate the third term in (7.45). In view of the product estimate (5.83)
with b = 1
2
, f = ∇2Na and G = a∂ωN , we have:
‖div/ (a∂ωN∇2Na)‖L2uH− 32 (Pu)
. ‖∇2Na‖L2uH− 12 (Pu)(‖a∂ωN‖L∞(S) + ‖∇/ (a∂ωN)‖L∞[−2,2]L2(Pu)).
Together with the estimate (2.31) for∇2Na, the estimate (2.31) for∇Na, and the estimates
(4.9) (4.11) for a, this yields:
‖div/ (a∂ωN∇2Na)‖L2uH− 32 (Pu) . ε(‖∂ωN‖L∞(S) + ‖∇/ ∂ωN‖L∞[−2,2]L2(Pu)). (7.48)
Next, we estimate the third term in (7.45). We have:
∇N (∂ω(∇N(kNN)))
= ∇∂ωN (∇NkNN) + [∇N ,∇∂ωN ](kNN) + 2∇N(∇N (kN∂ωN ))
= div/ (∂ωN∇N (kNN))− div/ (∂ωN)∇N (kNN) +∇∇N∂ωN(kNN) + a−1∇/ ∂ωNa∇N(kNN)
−θ(∂ωN,A)∇/ A(kNN) + 2∇N(∇NkN∂ωN − k(a−1∇/ a , ∂ωN) + k(N,∇N∂ωN))
= div/ (∂ωN(∇NkNN − 2k(a−1∇/ a ,N)))− div/ (∂ωN)(∇NkNN − 2k(a−1∇/ a ,N))
+∇∇N∂ωN(kNN) + a−1∇/ ∂ωNa(∇NkNN − 2k(a−1∇/ a ,N))
−θ(∂ωN,A)(∇AkNN + 2θABkBN) + 2∇N(∇NkN∂ωN )− 2∇Nk(a−1∇/ a , ∂ωN)
−2k(∇N (a−1∇/ a ), ∂ωN)− 4k(a−1∇/ a ,∇N∂ωN) + 2∇Nk(N,∇N∂ωN)
+2k(N,∇N∇N∂ωN),
where we used the structure equations (4.4) for N and the commutator formula (2.18).
This yields:
∇N(∂ω(∇N(kNN))) = a−1div/ (a∂ωN∇NkNN)+2∇N(∇NkN∂ωN )+2k(N,∇N∇N∂ωN)+h4,
(7.49)
with h4 satisfying:
‖h4‖L2
[−2,2]
L1(Pu) (7.50)
.
(
‖∇k‖L2(S)(‖a−1∇/ a ‖L∞
[−2,2]
L2(Pu) + ‖θ‖L∞[−2,2]L2(Pu))
+‖k‖L∞
[−2,2]
L2(Pu)(‖∇/∇a‖L2(S) + ‖a−1∇/ a ‖2L4(S) + ‖θ‖2L4(S))
)
‖∂ωN‖L∞(S)
+
(
‖∇k‖L2(S) + ‖k‖L∞
[−2,2]
L4(Pu)‖a−1∇/ a ‖L∞[−2,2]L4(Pu)
)
‖∇∂ωN‖L∞
[−2,2]
L2(Pu))
. ε(‖∂ωN‖L∞(S) + ‖∇∂ωN‖L∞
[−2,2]
L2(Pu)),
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where we used in the last inequality the estimate (4.3) for k, the estimate (4.9) for a and
the estimate (4.12) for θ. Now, in view of the constraint equations (2.25), we have
∇NkNA = −∇BkBA.
This yields:
∇NkN∂ωN = −∇BkB∂ωN
= −div/ (k∂ωN.) + kAB(∇A∂ωN)B − trθkN∂ωN .
Differentiating with respect to ∇N , we obtain:
∇N (∇NkN∂ωN)
= −div/ (∇N(k∂ωN.))− [∇N , div/ ](k∂ωN.) +∇NkAB(∇A∂ωN)B + kAB(∇N∇A∂ωN)B
−∇N trθkN∂ωN − trθ∇NkN∂ωN + trθk(a−1∇/ a , ∂ωN)− trθkN∇N∂ωN
= −div/ (∇Nk∂ωN.)− (a−1∇/ a∇N + θ∇/ +R + a−1∇/ a · θ) · k∂ωN.
+∇NkAB(∇A∂ωN)B + kAB([∇N ,∇/ ]A∂ωN)B −∇NtrθkN∂ωN − trθ∇NkN∂ωN
+trθk(a−1∇/ a , ∂ωN)− trθkN∇N∂ωN
= −div/ (∇Nk∂ωN.)− (a−1∇/ a∇N + θ∇/ +R + a−1∇/ a · θ) · k∂ωN.
+∇NkAB(∇A∂ωN)B + k · (a−1∇/ a∇N + θ∇/ +R + a−1∇/ a · θ) · ∂ωN
−∇N trθkN∂ωN − trθ∇NkN∂ωN + trθk(a−1∇/ a , ∂ωN)− trθkN∇N∂ωN ,
where we used the commutator estimate (2.17). This yields:
∇N(∇NkN∂ωN) = −a−1div/ (a∇Nk∂ωN.) + h5, (7.51)
with h5 satisfying:
‖h5‖L2
[−2,2]
L1(Pu) (7.52)
. ‖∇k‖L2(S)((‖a−1∇/ a ‖L∞
[−2,2]
L2(Pu) + ‖θ‖L∞[−2,2]L2(Pu))‖∂ωN‖L∞(S) + ‖∇∂ωN‖L∞[−2,2]L2(Pu))
+‖∇∂ωN‖L∞
[−2,2]
L2(Pu)‖k‖L4(S)(‖θ‖L4(S) + ‖a−1∇/ a ‖L4(S))
+‖∇Nθ‖L2(S)‖k‖L∞
[−2,2]
L2(Pu)‖∂ωN‖L∞(S)
. ε(‖∂ωN‖L∞(S) + ‖∇∂ωN‖L∞
[−2,2]
L2(Pu)),
where we used in the last inequality the estimate (4.3) for k, the estimates (4.9) (4.11)
for a, and the estimates (4.10) (4.12) for θ.
Next, we estimate the fourth term in (7.45). Using the twice contracted Bianchi
identities (4.34), we have
∇NRAN = −∇BRAB + k · ∇Ak.
This yields:
∇NRN∂ωN = −div/ (R∂ωN.) + trθRN∂ωN − RAB(∇A∂ωN)B + k · ∇∂ωNk.
75
We obtain:
∇NRN∂ωN = −a−1div/ (aR∂ωN.) + h6, (7.53)
with h6 satisfying:
‖h6‖L2
[−2,2]
L1(Pu) . ‖R‖L2(S)(‖∇/ ∂ωN‖L∞[−2,2]L2(Pu) + (‖a−1∇/ a ‖L∞[−2,2]L2(Pu) (7.54)
+‖θ‖L∞
[−2,2]
L2(Pu))‖∂ωN‖L∞(S)) + ‖∇k‖L2(S)‖k‖L∞[−2,2]L2(Pu)‖∂ωN‖L∞(S)
. ε(‖∂ωN‖L∞(S) + ‖∇/ ∂ωN‖L∞
[−2,2]
L2(Pu)),
where we used in the last inequality the estimate (4.3) for R and k, the estimate (4.13)
for k, and the estimate (4.12) for θ.
Finally, (7.45), (7.49), (7.51) and (7.53) imply:
∇N (h) = h2 + h3 + h4 + 2h5 + 2h6 − 2a−1div/ (a∂ωN∇2Na) + 2k(N,∇N∇N∂ωN)
+a−1div/ (a∂ωN∇NkNN)− 2a−1div/ (a∇Nk∂ωN.)− 2a−1div/ (aR∂ωN.).
Together with (7.40) and (7.41), this implies:
∇N(∇N∂ωa)− a−1∆/ (∇N∂ωa) = h7, (7.55)
where h7 is given by:
h7 = a
−1(h1 + 2a
−1∇/ a∇/∇N∂ωa+ a−1∆/ a∇N∂ωa) + h2 + h3 + h4 + 2h5 + 2h6
−2a−1div/ (a∂ωN∇2Na) + 2k(N,∇N∇N∂ωN) + a−1div/ (a∂ωN∇NkNN)
−2a−1div/ (a∇Nk∂ωN.)− 2a−1div/ (aR∂ωN.).
Together with the strong Bernstein inequality for scalars (5.61), the finite band property
for Pj, and the estimate (4.9) for a, this yields:
‖Pj(ah7)‖L2(S)
. 2j
(
‖h1‖L2
[−2,2]
L1(Pu) + ‖h2‖L2[−2,2]L1(Pu) + ‖h4‖L2[−2,2]L1(Pu) + ‖h5‖L2[−2,2]L1(Pu)
+‖h6‖L2
[−2,2]
L1(Pu)
)
+ ‖Pj(ah3)‖L2(S) + ‖Pj(a−1∇/ a · ∇/∇N∂ωa)‖L2(S)
+‖Pj(a−1∆/ a∇N∂ωa)‖L2(S) + ‖Pj(div/ (a∂ωN∇2Na))‖L2(S)
+‖Pj(div/ (ak(N,∇N∇N∂ωN)))‖L2(S) + 2j(‖∇Nk‖L2(S) + ‖R‖L2(S))‖a‖L∞(S)‖∂ωN‖L∞(S).
Together with the estimates (7.38), (7.42), (7.43), (7.44), (7.46), (7.50), (7.52) and (7.54),
the estimate (4.9) for a, the estimate (7.39) for ∂ωa, and the estimate (4.3) for R and k,
we obtain:
‖Pj(ah7)‖L2(S)
. ε2j
(
‖∂ωa‖L∞(S) + ‖∂ωN‖L∞(S) + ‖∇N∂ωN‖L4(S) + ‖∇(∂ωN)‖L∞
[−2,2]
L2(Pu)
+‖div/ (∂ωN)‖L∞u H 12 (Pu) + ‖∂ωθ‖L4(S) + ‖∇∂ωθ‖L2(S) + ‖∂ωθ‖L∞[−2,2]L2(Pu)
+‖∇N∂ωa‖L2uH 12 (Pu)
)
+ ‖Pj(div/ (a∂ωN∇2Na))‖L2(S) + ‖Pj(ak(N,∇N∇N∂ωN))‖L2(S).
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Together with the estimate (7.48), we finally obtain:
‖ah7‖L2uH− 32 (Pu) (7.56)
. ε
(
‖∂ωa‖L∞(S) + ‖∂ωN‖L∞(S) + ‖∇N∂ωN‖L4(S) + ‖∇∂ωN‖L∞
[−2,2]
L2(Pu)
+‖div/ (∂ωN)‖L∞u H 12 (Pu) + ‖∇∂ωθ‖L2(S) + ‖∇N∂ωa‖L2uH 12 (Pu)
)
+‖ak(N,∇N∇N∂ωN)‖L2uH− 32 (Pu).
Now, in view of (7.55) and Proposition 5.33, we have:
‖∇N∂ωa‖L2uH 12 (Pu) + ‖∇N∂ωa‖L∞u H− 12 (Pu) + ‖∇
2
N∂ωa‖L2uH− 32 (Pu) . ‖ah7‖L2uH− 32 (Pu).
Together with (7.56), this yields:
‖∇N∂ωa‖L2uH 12 (Pu) + ‖∇N∂ωa‖L∞u H− 12 (Pu) + ‖∇
2
N∂ωa‖L2uH− 32 (Pu) (7.57)
. ε
(
‖∂ωa‖L∞(S) + ‖∂ωN‖L∞(S) + ‖∇N∂ωN‖L4(S) + ‖∇∂ωN‖L∞
[−2,2]
L2(Pu)
+‖div/ (∂ωN)‖L∞u H 12 (Pu) + ‖∇∂ωθ‖L2(S) + ‖∇N∂ωa‖L2uH 12 (Pu)
)
+‖ak(N,∇N∇N∂ωN)‖L2uH− 32 (Pu).
In view of Corollary 5.19, we have
‖∂ωa‖L∞(S) . ‖∇/ 2∂ωa‖L2(S) + ‖∇N∂ωa‖L2uH 12 (Pu). (7.58)
Thus, we finally obtain, in view of (7.57) and (7.58):
‖∇N∂ωa‖L2uH 12 (Pu) + ‖∇N∂ωa‖L∞u H− 12 (Pu) + ‖∇
2
N∂ωa‖L2uH− 32 (Pu) (7.59)
. ε
(
‖∂ωN‖L∞(S) + ‖∇N∂ωN‖L4(S) + ‖∇∂ωN‖L∞
[−2,2]
L2(Pu)
+‖div/ (∂ωN)‖L∞u H 12 (Pu) + ‖∇∂ωθ‖L2(S)
)
+ ‖ak(N,∇N∇N∂ωN)‖L2uH− 32 (Pu).
7.1.3 Estimates for ∂ωθ
Let us start by showing that ∂ω θ̂ is traceless when seen as a tensor on Pu. Differentiating
(7.4) with respect to ω, we obtain:
∂ω θ̂(X, Y ) = ∂ωθ(X, Y )− 1
2
∂ωtrθ(X.Y − (X.N)(Y.N))
+
1
2
trθ((X.∂ωN)(Y.N) + (X.N)(Y.∂ωN)).
(7.60)
which yields:
∂ω θ̂AB = ∂ωθAB − 1
2
∂ωtrθδAB, (7.61)
so that:
tr(∂ω θ̂) = tr(∂ωθ)− ∂ωtrθ. (7.62)
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We compute ∂ωtrθ:
∂ωtrθ = ∂ω(θAA) = tr(∂ωθ) + 2θ(eA, ∂ωeA). (7.63)
Together with (7.2), (7.63) and (7.25), this yields
∂ωtrθ = tr(∂ωθ). (7.64)
Finally, (7.62) and (7.64) imply that ∂ω θ̂ is traceless:
tr(∂ω θ̂) = 0. (7.65)
We now turn to the estimates for ∂ωtrθ. Differentiating the first equation of (4.5) with
respect to ω, we obtain:
∂ωtrθ = −∂ωa + 2kN∂ωN , (7.66)
so that:
∇∂ωtrθ = −∇∂ωa+ 2∇k(N, ∂ωN) + 2k(∇N, ∂ωN)
+2k(N,∇∂ωN), (7.67)
which in turn yields:
‖∇∂ωtrθ‖L2(S) . ‖∇∂ωa‖L2(S) + ‖∇k‖L2(S)‖∂ωN‖L∞(S)
+‖k‖L4(S)‖∇N‖L4(S)‖∂ωN‖L∞(S) + ‖k‖L4(S)‖∇∂ωN‖L4(S), (7.68)
Together with Proposition 3.9, (4.3), (4.11) and (4.13), we obtain:
‖∇∂ωtrθ‖L2(S) . ‖∇∂ωa‖L2(S) + ε‖∂ωN‖L∞(S) + ε‖∇∂ωN‖L4(S). (7.69)
We now turn to the estimates for ∇/ ∂ω θ̂. We differentiate the third equation of (4.5)
with respect to ω. Using (7.11), and (7.21), we obtain:
(div/ ∂ω θ̂)A = h, (7.70)
where h is given by:
h = trθθ̂∂ωNA + θAB θ̂B∂ωN +∇N θ̂∂ωNA − θ∂ωNC θ̂CA
−(∂ωN)AθBC θ̂CB + 1
2
∇/ A∂ωtrθ −
1
2
∇N trθ(∂ωN)A +RA∂ωN
−(∂ωN)ARNN .
(7.71)
Differentiating (7.4) with respect to ∇N , we obtain:
∇N θ̂AB = ∇NθAB − 1
2
∇NtrθδAB (7.72)
Also, the definition of trθ and θ̂ implies:
θAC θ̂CB − θ̂ACθCB = 0, (7.73)
78
which together with (7.71) and (7.72) yields:
h =
1
2
∇/ A∂ωtrθ +∇Nθ∂ωNB −
1
2
∇Ntrθ(∂ωN)A + trθθ̂∂ωNA − (∂ωN)AθBC θ̂CB
+RA∂ωN − (∂ωN)ARNN .
(7.74)
We estimate the norm of h in L2(S):
‖h‖L2(S) . ‖∇/ ∂ωtrθ‖L2(S) + ‖∇Nθ‖L2(S)‖∂ωN‖L∞(S) + ‖θ‖2L4(S)‖∂ωN‖L∞(S)
+‖R‖L2(S)‖∂ωN‖L∞(S). (7.75)
Together with (4.3), (4.10) and (4.12), this yields:
‖h‖L2(S) . ‖∇/ ∂ωtrθ‖L2(S) + ε‖∂ωN‖L∞(S). (7.76)
Proposition 3.18, (7.65), (7.70) and (7.76) imply:
‖∇/ ∂ω θ̂‖L2(S) . ‖∇/ ∂ωtrθ‖L2(S) + ε‖∂ωN‖L∞(S) + ‖K‖
1
2
L2(S)‖∂ω θ̂‖L4(S). (7.77)
Finally, Corollary 3.8, (4.9), (7.32), (7.69) and (7.77) yield:
‖∇/ ∂ωθ̂‖L2(S) . ε‖∂ωa‖L∞
[−2,2]
L2(Pu) + ‖∇∂ωa‖L2(S)
+ε‖∂ωN‖L∞(S) + ε‖∇∂ωN‖L4(S) + ε 12‖∇∂ωθ‖L2(S).
(7.78)
We now turn to the estimates for ∇N∂ωθ. Let X, Y two vectorfields on Σ independent
of ω. (7.2) and the last equation of (4.5) imply:
a−1∇/ ΠX∇/ ΠY a+∇NθΠXΠY + θjXθjY +Kg(ΠX,ΠY ) = R(ΠX,ΠY ). (7.79)
We differentiate (7.79) with respect to ω. Using (7.12), (7.19) and , and evaluating at
X = eA, Y = eB, we obtain:
∇N∂ωθAB = h, (7.80)
where h is given by:
h = −a−1∇/ A∇/ B∂ωa + (∂ωN)Aa−1∇2a(eB, N) + (∂ωN)Ba−1∇2a(eA, N)
+∂ωθABa
−1∇Na+ θABa−1∇/ ∂ωNa + a−2∂ωa∇/ A∇/ B∂ωa−∇∂ωNθAB
−(∂ωN)A∇NθNB − (∂ωN)B∇NθNA − ∂ωθCAθCB − θCA∂ωθCB − ∂ωKγAB
−(∂ωN)ARNB − (∂ωN)BRNA.
(7.81)
Using (4.4) and (7.2), we have:
∇NθNA = θ(∇/ a, eA). (7.82)
Using (7.22), (7.31) and (7.82), we rewrite (7.81) as:
h = −a−1∇/ A∇/ B∂ωa + (∂ωN)Aa−1∇/ B∇Na+ (∂ωN)Ba−1∇/ A∇Na
+∂ωθABa
−1∇Na + θABa−1∇/ ∂ωNa + a−2∂ωa∇/ A∇/ B∂ωa−∇/ ∂ωNθAB
−2(∂ωN)Aθ(∇/ a, eB)− 2(∂ωN)Bθ(∇/ a, eA)− ∂ωθCAθCB − θCA∂ωθCB
−∂ωKγAB − (∂ωN)ARNB − (∂ωN)BRNA.
(7.83)
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Thus, we estimate the norm of h in L2(S) by:
‖h‖L2(S) . ‖a−1‖L∞(S)
(
‖∇/ 2∂ωa‖L2(S) + ‖∇/∇Na‖L2(S)‖∂ωN‖L∞(S) (7.84)
+‖∂ωθ‖L4(S)‖∇Na‖L4(S) + ‖θ‖L4(S)‖∇/ a‖L4(S)‖∂ωN‖L∞(S)
)
+‖a−2‖L∞(S)‖∂ωa‖L∞(S)‖∇/ a‖L2(S) + ‖∇/ θ‖L2(S)‖∂ωN‖L∞(S)
+‖θ‖L4(S)‖∇/ a‖L4(S)‖∂ωN‖L∞(S) + ‖∂ωθ‖L4(S)‖θ‖L4(S) + ‖∂ωK‖L2(S)
+‖R‖L2(S)‖∂ωN‖L∞(S).
Differentiating (4.6) with respect to ω and using Corollary 3.8, (4.3), (4.12) and (7.32),
we obtain:
‖∂ωK‖L2(S) . ‖R‖L2(S)‖∂ωN‖L∞(S) + ‖θ‖L4(S)‖∂ωθ‖L4(S)
. ε‖∂ωN‖L∞(S) + ε‖∂ωθ‖L4(S)
. ε‖∂ωN‖L∞(S) + ε‖∇∂ωθ‖L2(S).
(7.85)
(4.3), (4.9), (4.11), (4.12), (7.84) and (7.85) yield:
‖h‖L2(S) . ‖∇/ 2∂ωa‖L2(S) + ε
(
‖∂ωa‖L∞(S) + ‖∂ωN‖L∞(S) + ‖∂ωθ‖L4(S) + ‖∇∂ωθ‖L2(S)
)
.
(7.86)
Corollary 3.8, Proposition 3.9, (7.32), (7.80) and (7.86) yield:
‖∇N∂ωθ‖L2(S) . ‖∇/ 2∂ωa‖L2(S) + ε
(
‖∂ωa‖L∞(S) + ‖∂ωN‖L∞(S) + ‖∇∂ωθ‖L2(S)
)
. (7.87)
Finally, (7.69), (7.78) and (7.87) yield:
‖∇∂ωθ‖L2(S) . ‖∇/ 2∂ωa‖L2(S) + ε
(
‖∂ωa‖L∞(S) + ‖∂ωN‖L∞(S) + ‖∇∂ωN‖L4(S)
)
. (7.88)
7.1.4 Estimates for ∂ωN
We start by estimating the norm of ∇∂ωN in L4(S). Let X, Y two vectorfields on Σ
independent of ω. We rewrite the first equation of (4.4) as:
g(∇ΠXN,ΠY ) = θ(ΠX,ΠY ). (7.89)
We differentiate (7.89) with respect to ω. Using (7.19) and evaluating at X = eA, Y = eB,
we obtain:
g(∇A∂ωN, eB) = ∂ωθAB − (∂ωN)Aa−1∇/ Ba. (7.90)
Also, using (7.16), we have:
g(∇A∂ωN,N) = −g(∂ωN,∇AN) = −θ(∂ωN, eA). (7.91)
Differentiating the second equation of (4.4) and using (7.11), we obtain:
∇N∂ωN = −θ(∂ωN, eA)eA− a−1∇/ ∂ωa+ a−1∇Na∂ωN + a−1∇/ ∂ωNaN + a−2∂ωa∇/ a. (7.92)
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(7.90), (7.91) and (7.92) yield:
‖∇∂ωN‖L4(S) . ‖∂ωθ‖L4(S) + ‖∇/ ∂ωa‖L4(S) + (‖∇/ a‖L4(S) + ‖θ‖L4(S)
+‖∇Na‖L4(S))(‖∂ωN‖L∞(S) + ‖∂ωa‖L∞(S)). (7.93)
Together with (4.11) and (4.12), this yields:
‖∇∂ωN‖L4(S) . ‖∂ωθ‖L4(S) + ‖∇/ ∂ωa‖L4(S) + ε‖∂ωN‖L∞(S) + ε‖∂ωa‖L∞(S). (7.94)
Finally, using Corollary 3.8 and Proposition 3.9, we obtain:
‖∇∂ωN‖L4(S) . ‖∇∂ωθ‖L2(S) + ‖∇/ ∂ωa‖L∞
[−2,2]
L2(Pu) + ‖∇/ 2∂ωa‖L2(S)
+ε‖∂ωN‖L∞(S) + ε‖∂ωa‖L∞(S).
(7.95)
Next, we estimate the norm of ∇∂ωN in L∞[−2,2]L2(Pu). In view of (7.90), (7.91) and
(7.92), we have:
‖∇∂ωN‖L∞
[−2,2]
L2(Pu)
. ‖∂ωθ‖L∞
[−2,2]
L2(Pu) + ‖a−1∇/ ∂ωa‖L∞[−2,2]L2(Pu) + (‖a−1∇/ a‖L∞[−2,2]L2(Pu)
+‖θ‖L∞
[−2,2]
L2(Pu) + ‖a−1∇Na‖L∞[−2,2]L2(Pu))(‖∂ωN‖L∞(S) + ‖∂ωa‖L∞(S)).
Together with (4.11) for a and (4.12) for θ, this yields:
‖∇∂ωN‖L∞
[−2,2]
L2(Pu) . ‖∂ωθ‖L∞[−2,2]L2(Pu)+‖∇/ ∂ωa‖L∞[−2,2]L2(Pu)+ε(‖∂ωN‖L∞(S)+‖∂ωa‖L∞(S)).
Finally, we obtain:
‖∇∂ωN‖L∞
[−2,2]
L2(Pu) . ‖∇∂ωθ‖L2(S) + ‖∇/ ∂ωa‖L∞[−2,2]L2(Pu) + ε(‖∂ωN‖L∞(S) + ‖∂ωa‖L∞(S)).
(7.96)
Next, we estimate the norm of div/ (∂ωN) in L
∞
u H
1
2 (Pu). In view of (7.90), we have:
div/ (∂ωN) = tr(∂ωθ)− a−1∇/ ∂ωNa.
This yields:
‖div/ (∂ωN)‖L∞u H 12 (Pu) . ‖∂ωθ‖L∞u H 12 (Pu) + ‖a
−1∇/ ∂ωNa‖L∞u H 12 (Pu).
In view of Corollary 5.16, we finally obtain:
‖div/ (∂ωN)‖L∞u H 12 (Pu) (7.97)
. ‖∇∂ωθ‖L2(S) + ‖∇(a−1∇/ ∂ωNa)‖L2(S)
. ‖∇∂ωθ‖L2(S) + ‖∇(a−1∇/ a)‖L2(S)‖∂ωN‖L∞(S) + ‖a−1∇/ a‖L4(S)‖∇∂ωN‖L4(S)
. ‖∇∂ωθ‖L2(S) + ε(‖∂ωN‖L∞(S) + ‖∇∂ωN‖L4(S)),
where we used in the last inequality the estimates (4.9) and (4.11) for a.
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In view of the right-hand side of (7.59), we need to control ‖ak(N,∇N∇N∂ωN)‖L2uH− 32 (Pu).
In view of (7.92), we have:
∇N∇N∂ωN
= −∇Nθ(∂ωN, eA)eA − θ(∇N∂ωN, eA)eA − a−1∇/∇N∂ωa− a−1[∇N ,∇/ ]∂ωa
+a−2∇Na∇/ ∂ωa + a−1∇2Na∂ωN + a−1∇Na∇N∂ωN − a−2(∇Na)2∂ωN
+∇N(a−1∇/ a)∂ωNN + a−1∇/∇N∂ωNaN − a−1∇/ ∂ωNaa−1∇/ a +∇N(a−2∇/ a)∂ωa
+a−2∇N∂ωa∇/ a.
This yields
∇N∇N∂ωN = −a−1∇/∇N∂ωa− a−2∇/ a∇N∂ωa+ a−1∇2Na∂ωN +H, (7.98)
where, in view of the commutator formula (2.18), the vectorfield H is given by
H = −∇Nθ(∂ωN, eA)eA − θ(∇N∂ωN, eA)eA + a−1θ · ∇/ ∂ωa + a−2∇Na∇/ ∂ωa
+a−1∇Na∇N∂ωN − a−2(∇Na)2∂ωN +∇N(a−1∇/ a)∂ωNN + a−1∇/∇N∂ωNaN
−a−1∇/ ∂ωNaa−1∇/ a +∇N(a−2∇/ a)∂ωa.
We have
‖H‖L2(S) .
(
‖∇θ‖L2(S) + ‖∇N(a−2∇/ a)‖L2(S) + (‖θ‖L4(S) + ‖∇∂ωN‖L4(S)
+‖a−1∇/ ∂ωa‖L4(S) + ‖a−1∇a‖L4(S))2
)
(1 + ‖∂ωN‖L∞(S) + ‖∂ωa‖L∞(S))
which together with (4.9), (4.10), (4.11) and (4.12) yields:
‖H‖L2(S) . ε(‖∇/ ∂ωa‖L4(S) + ‖∇∂ωN‖L4(S) + ‖∂ωN‖L∞(S) + ‖∂ωa‖L∞(S)). (7.99)
Using the finite band property for Pj , we obtain
‖Pj(ak(N,H))‖L2(S) (7.100)
. 2j‖ak(N,H)‖L2
[−2,2]
L1(Pu)
. ‖a‖L∞(S)‖k‖L∞
[−2,2]
L2(Pu)‖H‖L2(S)
. ε(‖∇/ ∂ωa‖L4(S) + ‖∇∂ωN‖L4(S) + ‖∂ωN‖L∞(S) + ‖∂ωa‖L∞(S)),
where we used in the last inequality the estimate (7.99) for H , the estimate (4.9) for a and
the estimate (4.13) for k. Next, we estimate the other terms generated by the right-hand
side of (7.98). In view of the product estimate (5.82), the embeddings (5.74) and Lemma
5.7, we have
‖Pj(ak(N, a−1∇/∇N∂ωa))‖L2(S) . 2j‖kN‖L∞u H 12 (Pu)‖∇/∇N∂ωa‖L2uH− 12 (Pu) (7.101)
. 2j‖kN‖H1(S)‖∇N∂ωa‖L2uH 12 (Pu)
. 2jε‖∇N∂ωa‖L2uH 12 (Pu),
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where we used in the last inequality the estimates (4.3) and (4.13) for k, (4.11) and (4.4).
Using the finite band property for Pj , we have
‖Pj(ak(N, a−2∇/ a∇N∂ωa))‖L2(S) . 2j‖ak(N, a−2∇/ a∇N∂ωa)‖L2
[−2,2]
L1(Pu) (7.102)
. 2j‖ka−1∇/ a‖L∞
[−2,2]
L2(Pu)‖∇N∂ωa‖L2(S)
. 2j‖k‖L∞
[−2,2]
L4(Pu)‖a−1∇/ a‖L∞[−2,2]L4(Pu)‖∇N∂ωa‖L2(S)
. 2jε‖∇N∂ωa‖L2(S),
where we used in the last inequality the estimate (4.13) for k and the estimate (4.11) for
a. In view of the product estimate (5.82) and the embeddings (5.74), we have
‖Pj(ak(N, a−1∇2Na∂ωN))‖L2(S) . 2j‖kN∂ωN‖L∞u H 12 (Pu)‖∇
2
Na‖L2uH− 12 (Pu) (7.103)
. 2j‖kN∂ωN‖H1(S)‖∇2Na‖L2uH− 12 (Pu)
. 2jε(‖∂ωN‖L∞(S) + ‖∇∂ωN‖L4(S)),
where we used in the last inequality the estimates (4.3) and (4.13) for k, (4.11), (4.4),
and the estimate (2.31) for ∇2Na. Finally, (7.98)-(7.103) imply
‖ak(N,∇N∇N∂ωN)‖L2uH− 32 (Pu) (7.104)
. ε
(
‖∇/ ∂ωa‖L4(S) + ‖∇∂ωN‖L4(S) + ‖∂ωN‖L∞(S) + ‖∂ωa‖L∞(S) + ‖∇N∂ωa‖L2uH 12 (Pu)
)
.
We now estimate the norm of ∂ωN in L
∞(S). Using (7.32) and the fact that (Σ, g)
coincides with (R3, δ) for |x| ≥ 1 by section 2.1, we have:
g(∂ωN, ∂ωN) = I on x.ω = −2, (7.105)
where I is the 2×2 identity matrix. We will estimate the L∞(S) norm of g(∂ωN, ∂ωN)−I
using Proposition 3.10. To this end, we need to estimate the norm of:
∇/ 2(g(∂ωN, ∂ωN)− I) = 2∇/ (g(∇/ ∂ωN, ∂ωN)), (7.106)
and
∇/∇N(g(∂ωN, ∂ωN)− I) = 2∇/ (g(∇N∂ωN, ∂ωN)), (7.107)
in L2(S). First we estimate the norm of (7.106) in L2(S). Using (7.90), we have:
g(∇/A∂ωN, ∂ωN) = ∂ωθ(∂ωN, eA)− (∂ωN)Aa−1∇/ ∂ωNa, (7.108)
which together with (7.106) yields:
∇/ 2AB(g(∂ωN, ∂ωN)− I) = 2∇/ A(∂ωθ)(eB, ∂ωN) + 2∂ωθ(eB,∇/ A∂ωN)
−2g(∇/ A∂ωN, eB)∇/ ∂ωNa− 2(∂ωN)B∇/ (a−1∇/ a )(eA, ∂ωN)−2(∂ωN)Bg(∇/ A∂ωN, a−1∇/ a ).
(7.109)
We estimate the norm of ∇/ 2(g(∂ωN, ∂ωN)− I):
‖∇/ 2(g(∂ωN, ∂ωN)− I)‖L2(S) . ‖∇/ ∂ωθ‖L2(S)‖∂ωN‖L∞(S)
+(‖∂ωθ‖L4(S) + ‖∂ωN‖L∞(S)‖a−1∇/ a ‖L4(S))‖∇/ ∂ωN‖L4(S)
+‖∂ωN‖2L∞(S)‖∇/ (a−1∇/ a )‖L2(S),
(7.110)
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which together with (4.9) and (4.11) yields:
‖∇/ 2(g(∂ωN, ∂ωN)− I)‖L2(S) . ‖∇/ ∂ωθ‖L2(S)‖∂ωN‖L∞(S)
+(‖∂ωθ‖L4(S) + ε‖∂ωN‖L∞(S))‖∇/ ∂ωN‖L4(S) + ε‖∂ωN‖2L∞(S). (7.111)
We turn to the estimate of the norm of (7.107) in L2(S). Using (7.92), we have:
g(∇N∂ωN, ∂ωN) = −θ(∂ωN, ∂ωN)− a−1∇/ ∂ωN(∂ωa) + a−1∇Na|∂ωN |2 + a−2∂ωa∇/ ∂ωNa,
(7.112)
which together with (7.107) yields:
∇/ A∇N(g(∂ωN, ∂ωN)− I) (7.113)
= −2∇/ Aθ(∂ωN, ∂ωN)− 4θ(∇/ A∂ωN, ∂ωN)− 2∇/ (a−1∇/ (∂ωa))(∂ωN, eA)
−2g(∇/A∂ωN, a−1∇/ ∂ωa) + 2∇/ (a−1∇Na)|∂ωN |2 + 4a−1∇Nag(∇/ ∂ωN, ∂ωN)
+∇/ (a−2∇/ a)∂ωa · ∂ωN + a−2∂ωa∇/∇/ ∂ωNa+ a
−2∇/ (∂ωa)∇/ ∂ωNa.
We estimate the norm of ∇/∇N(g(∂ωN, ∂ωN)− I):
‖∇/∇N(g(∂ωN, ∂ωN)− I)‖L2(S) (7.114)
. ‖∇/ 2∂ωa‖L2(S)‖∂ωN‖L∞(S) + (‖∇/ θ‖L2(S) + ‖∇/∇Na‖L2(S))‖∂ωN‖2L∞(S)
+(‖θ‖L4(S) + ‖∇Na‖L4(S))‖∇/ ∂ωN‖L4(S)‖∂ωN‖L∞(S) + ‖∇/ ∂ωN‖L4(S)‖∇/ ∂ωa‖L4(S)
which together with (4.9), (4.10), (4.11) and (4.12) yields:
‖∇/∇N(g(∂ωN, ∂ωN)− I)‖L2(S) (7.115)
. ‖∇/ 2∂ωa‖L2(S)‖∂ωN‖L∞(S) + ε‖∂ωN‖2L∞(S) + ε‖∇/ ∂ωN‖L4(S)‖∂ωN‖L∞(S)
+‖∇/ ∂ωN‖L4(S)‖∇/ ∂ωa‖L4(S).
Proposition 3.10, (7.111) and (7.115) yield:
‖g(∂ωN, ∂ωN)− I‖L∞(S) (7.116)
. ‖∇/ ∂ωN‖L4(S)(‖∇/ ∂ωa‖L4(S) + ‖∂ωθ‖L4(S)) + (‖∇/ 2∂ωa‖L2(S) + ε‖∂ωN‖L∞(S)
+ε‖∇/ ∂ωN‖L4(S) + ‖∇/ ∂ωθ‖L2(S))‖∂ωN‖L∞(S).
(7.116) implies:
‖∂ωN‖L∞(S) . 1+‖∇/ ∂ωN‖L4(S)+‖∇/ ∂ωa‖L4(S)+‖∂ωθ‖L4(S)+‖∇/ 2∂ωa‖L2(S)+‖∇/ ∂ωθ‖L2(S).
(7.117)
Together with Corollary 3.8, Proposition 3.9 and (7.95), we obtain:
‖∂ωN‖L∞(S) . 1 + ‖∇/ ∂ωa‖L∞
[−2,2]
L2(Pu) + ‖∇/ 2∂ωa‖L2(S) + ‖∇∂ωθ‖L2(S). (7.118)
Finally, (7.39), (7.59), (7.88), (7.58), (7.95), (7.96), (7.97), (7.104) and (7.118) yield:
‖∂ωa‖L∞
[−2,2]
L2(Pu) + ‖∇/ ∂ωa‖L∞[−2,2]L2(Pu) + ‖∇/
2∂ωa‖L2(S) + ‖∇N∂ωa‖L2uH 12 (Pu)
+‖∇N∂ωa‖L∞u H− 12 (Pu) + ‖∇
2
N∂ωa‖L2uH− 32 (Pu) + ‖∂ωa‖L∞(S) + ‖∇∂ωθ‖L2(S)
+‖∇∂ωN‖L4(S)
. ε, (7.119)
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and
‖∂ωN‖L∞(S) . 1, (7.120)
which concludes the proof of (2.32).
7.2 Second order derivatives with respect to ω
The goal of this section is to prove (2.33). We first give an outline of the proof. Differen-
tiating the equation (7.33) for ∂ωa with respect to ω, we obtain:
(∇N − a−1∆/ )∂2ωa = 2∇2Na +∇/∇Na + 2R∂ωN∂ωN + · · · (7.121)
where the first two terms on the right-hand side come respectively from the commutators
[∂ω,∇/ ] and [∂ω,∆/ ] (see (7.11) and (7.13)). Since R is in L2(S) by (4.3), ∇2Na is in
L2uH
− 1
2 (Pu) by (2.31), and ∇N∂ωa is in L2uH
1
2 (Pu) by (2.32), this suggests in view of
Proposition 5.34 that:
‖∂2ωa‖L2uH 32 (Pu) + ‖∂
2
ωa‖L∞u H 12 (Pu) + ‖∇N∂
2
ωa‖L2uH− 12 (Pu) . ε. (7.122)
Remark 7.3 Note that we may not differentiate the equation (7.121) for ∂2ωa with respect
to ∇N . Indeed, the term ∇NR∂ωN∂ωN has no structure: unlike RNN and RN∂ωN which
were involved in the equation for a and ∂ωa, R∂ωN∂ωN does not contain any contraction
with N since ∂ωN is tangent to Pu. Thus, unlike ∇NRNN and ∇NRN∂ωN , we can not
write ∇NR∂ωN∂ωN as a tangential derivative using the contracted Bianchi identities for
R. In turn, we can not obtain any estimate for ∇2N∂2ωa.
Next, we turn to the estimates for ∂2ωθ. Differentiating the equation (7.66) for ∂ωtrθ
and the equation (7.70) for ∂ω θ̂ with respect to ω, we obtain:{
∇/ ∂2ωtrθ = ∇kN∂2ωN + · · · ,
∇/ B∂2ω θ̂AB = RN∂2ωN + · · · ,
(7.123)
which together with the estimate (4.3) for R and k yields ∇/ ∂2ωθ ∈ L2(S) provided ∂2ωN
belongs to L∞(S).
Finally, we turn to the estimates for ∂2ωN . Differentiating the equations (7.90), (7.91)
and (7.92) for ∂ωN with respect to ω, we obtain:{ ∇/ ∂2ωN = ∂2ωθ + · · · ,
∇N∂2ωN = −a−1∇/ ∂2ωa + · · · . (7.124)
Together with the fact that ∇/ ∂ωθ belong to L2(S) and ∂ωa belongs to L1uH
3
2 (Pu), this
suggests using interpolation that ∂2ωN belongs to L
∞
u H
5
4 (Pu). Since
5
4
> 1, and since Pu
is 2 dimensional, we obtain that ∂2ωN belongs indeed to L
∞(S).
The rest of this section is as follows. We first prove the estimates for ∂2ωa. Then, we
prove the estimates for ∂2ωθ. Finally, we conclude with the estimates for ∂
2
ωN .
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7.2.1 Estimates for ∂2ωa
Recall (7.33) and (7.34). ∂ωa satisfies:
∇N∂ωa− a−1∆/ ∂ωa = a−1h, (7.125)
where h is given by:
h = −∇/ ∂ωNa− a−2∂ωa∆/ a− 2∇/ ∂ωN∇Na+ 2θ(∂ωN,∇/ a)−∂ωtrθ∇Na− trθ∇/ ∂ωNa+ 2θ∂ωθ + ∂ω(∇N(kNN)) + 2RN∂ωN .
(7.126)
Now, differentiating (7.125) with respect to ω and using the commutator formula (7.13),
we obtain:
∇N∂2ωa− a−1∆/ ∂2ωa = −2a−1div/ (∇N(∂ωa)∂ωN) + ∂ωh + a−1h1, (7.127)
where h1 is given by:
h1 = −a∇/ ∂ωN(∂ωa)− a−1∂ωa∆/ (∂ωa) + 2div/ (∂ωN)∇N (∂ωa)
+2θ(∂ωN,∇/ (∂ωa))− ∂ωtrθ∇N(∂ωa)− trθ∇/ ∂ωN(∂ωa).
Together with the product estimate (5.79), this yields:
‖h1‖L2(S) (7.128)
. ‖a‖L∞(S)‖∂ωN‖L∞(S)‖∇/ (∂ωa)‖L2(S) + ‖∂ωa‖L∞(S)‖∆/ (∂ωa)‖L2(S)
+‖div/ (∂ωN)‖L∞u H 12 (Pu)‖∇N(∂ωa)‖L2uH 12 (Pu)
+‖θ‖L4(S)‖∂ωN‖L∞(S)‖∇/ (∂ωa)‖L4(S) + ‖∂ωtrθ‖L∞u H 12 (Pu)‖∇N(∂ωa)‖L2uH 12 (Pu)
+‖trθ‖L4(S)‖∂ωN‖L∞(S)‖∇/ (∂ωa)‖L4(S) + ‖∂ωa‖L∞(S)‖h‖L2(S)
. ε(1 + ‖div/ (∂ωN)‖L∞u H 12 (Pu) + ‖∂ωtrθ‖L∞u H 12 (Pu)),
where we used in the last inequality the estimate (4.9) for a, the estimate (4.12) for θ, and
the estimate (2.32) for ∂ωa and ∂ωN . In view of Corollary 5.16 and the estimate (7.97),
we have:
‖div/ (∂ωN)‖L∞u H 12 (Pu) + ‖∂ωtrθ‖L∞u H 12 (Pu)
. ‖∇∂ωθ‖L2(S) + ‖∇(∇/ ∂ωNa)‖L2(S)
. ‖∇∂ωθ‖L2(S) + ‖∇∇/ a‖L2(S)‖∂ωN‖L∞(S) + ‖∇/ a‖L4(S)‖∇∂ωN‖L4(S)
. ε,
where we used in the last inequality the estimates (4.9) and (4.11) for a, and the estimate
(2.32) for ∂ωθ and ∂ωN . Together with (7.128), this finally yields:
‖h1‖L2(S) . ε. (7.129)
Next, we estimate the first term in the right-hand side of (7.127). In view of the
product estimate (5.83), we have:
‖div/ (∇N(∂ωa)∂ωN)‖L2uH− 12 (Pu) (7.130)
. ‖∇N (∂ωa)‖L2uH 12 (Pu)(‖∂ωN‖L∞(S) + ‖∇/ ∂ωN‖L∞[−2,2]L2(Pu))
. ε,
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where we used in the last inequality the estimate (2.32) for ∂ωa and ∂ωN .
Finally, we estimate the second term in the right-hand side of (7.127). We first provide
a decomposition of ∂2ωN . Differentiating (7.16) with respect to ω, we obtain:
g(∂2ωN,N) = −g(∂ωN, ∂ωN), (7.131)
which yields:
∂2ωN = Π(∂
2
ωN)− |∂ωN |2N. (7.132)
Next, we compute ∂ωh. Differentiating (7.126) with respect to ω and using (7.132) and
the commutator formula (7.11), we obtain:
∂ωh = 2|∂ωN |2∇2Na− 2a−1div/ (∇N (∂ωa)∂ωN) + h2, (7.133)
where h2 is given by:
h2 = −∇/ Π(∂2ωN)a−∇/ ∂ωN(∂ωa)− a
−2∂ωa∆/ (∂ωa) + 2a
−3(∂ωa)
2∆/ a− a−2∂ωa[∂ω,∆/ ]a
−2∇/ Π(∂2ωN)∇Na− 2∇/ ∂ωN∇/ ∂ωNa+ 2θ(∂
2
ωN,∇/ a) + 2∂ωθ(∂ωN,∇/ a) + 2θ(∂ωN,∇/ ∂ωa
−∇N (a)∂ωN)− ∂2ωtrθ∇Na− ∂ωtrθ∇N(∂ωa)− 2∂ωtrθ∇/ ∂ωNa− trθ∇∂2ωNa
−trθ∇/ ∂ωN(∂ωa) + 2∇/ a∇/ ∂2ωa+ 2|∇/ ∂ωa|2 − 2∇Na∇/ ∂ωN∂ωa− 2∇/ ∂ωN (a)∇N∂ωa
−2∇/ ∂2ωNa∇Na− 2|∇/ ∂ωNa|
2 − 2∇/ ∂ωN(∂ωa)∇Na− 2∇/ ∂ωNa∇N (∂ωa) + 2θ∂2ωθ
+2|∂ωθ|2 +∇∂2ωNkNN + 2∇NkN∂2ωN + 4∇∂ωNkN∂ωN + 2∇Nk∂ωN∂ωN + 2RN∂2ωN
+2R∂ωN∂ωN .
Together with the product estimate (5.79), this yields:
‖h2‖L2(S)
. ‖a−2∂ωa‖L∞(S)‖∆/ ∂ωa‖L2(S) + ‖a−3(∂ωa)2‖L∞(S)‖∆/ a‖L2(S)
+‖a−2∂ωa‖L∞(S)‖[∂ω,∆/ ]a‖L2(S) + ‖∇/ a‖L2(S)‖∂2ωN‖L∞(S)
+‖∇/ ∂ωa‖L2(S)‖∂ωN‖L∞(S) + ‖∇/∇Na‖L2(S)‖∂2ωN‖L∞(S) + ‖∇/ 2a‖L2(S)‖∂ωN‖2L∞(S)
+‖∇/ a‖L4(S)‖∇/ ∂ωN‖L4(S)‖∂ωN‖L∞(S) + ‖θ‖L4(S)‖∂2ωN‖L∞(S)‖∇/ a‖L4(S)
+‖∂ωθ‖L4(S)‖∂ωN‖L∞(S)‖∇/ a‖L4(S) + ‖θ‖L4(S)‖∂ωN‖L∞(S)(‖∇/ ∂ωa‖L4(S)
+‖∇Na‖L4(S)‖∂ωN‖L∞(S)) + ‖∂2ωtrθ‖L2[−2,2]L4(Pu)‖∇Na‖L∞[−2,2]L4(Pu)
+‖∂ωtrθ‖L∞u H 12 (Pu)‖∇N∂ωa‖L2uH 12 (Pu) + ‖∂ωtrθ‖L4(S)‖∇/ a‖L4(S)‖∂ωN‖L∞(S)
+‖trθ‖L4(S)‖∇a‖L4(S)‖∂2ωN‖L∞(S) + ‖trθ‖L4(S)‖∇/ ∂ωa‖L4(S)‖∂ωN‖L∞(S)
+‖∇/ a‖
L∞u H
1
2 (Pu)
‖∇/ ∂2ωa‖L2uH 12 (Pu) + ‖∇/ ∂ωa‖
2
L4(S)
+‖∇Na‖L4(S)‖∇/ ∂ωa‖L4(S)‖∂ωN‖L∞(S) + ‖∇/ ∂ωN (a)‖L∞u H 12 (Pu)‖∇N∂ωa‖L2uH 12 (Pu)
+‖∇/ a‖L4(S)‖∇Na‖L4(S)‖∂2ωN‖L∞(S) + ‖∇/ a‖2L4(S)‖∂ωN‖2L∞(S)
+‖∇/ ∂ωa‖L4(S)‖∇Na‖L4(S)‖∂ωN‖L∞(S) + ‖∇/ ∂ωN (a)‖L∞u H 12 (Pu)‖∇N∂ωa‖L2uH 12 (Pu)
+‖θ‖L∞
[−2,2]
L4(Pu)‖∂2ωθ‖L2[−2,2]L4(Pu) + ‖∂ωθ‖
2
L4(S)
+(‖∇k‖L2(S) + ‖R‖L2(S))(‖∂2ωN‖L∞(S) + ‖∂ωN‖2L∞(S))
. ε(1 + ‖∂2ωa‖L2[−2,2]L4(Pu) + ‖∇/ ∂
2
ωa‖L2uH 12 (Pu) + ‖∂
2
ωN‖L∞(S) + ‖∂2ωθ‖L2[−2,2]L4(Pu)),
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where we used in the last inequality the commutator formula (7.13) and the identity
(7.31), the estimates (4.9) (4.11) for a, the estimate (2.31) for ∇Na, the estimate (4.12)
for ∂ωθ, the estimate (4.3) for k and R, the estimate (2.32) for ∂ωa, ∂ωθ and ∂ωN , and
Corollary 5.16. Together with the Gagliardo-Nirenberg inequality (3.9) and the Lemma
5.12, this yields:
‖h2‖L2(S) . ε(1 + ‖∂2ωa‖L2uH 32 (Pu) + ‖∂
2
ωN‖L∞(S) + ‖∇/ ∂2ωθ‖L2(S)). (7.134)
Next, we evaluate the first term in the right-hand side of (7.133). In view of Proposi-
tion 5.23, we have:
‖a|∂ωN |2∇2Na‖L2uH− 12 (Pu) . (‖a|∂ωN |
2‖L∞(S) + ‖∇/ (a|∂ωN |2)‖L∞
[−2,2]
L2(Pu))‖∇2Na‖H− 12 (Pu)
. ε(‖a‖L∞(S)‖∂ωN‖2L∞(S) + ‖∇/ a‖L∞[−2,2]L2(Pu)‖∂ωN‖2L∞(S)
+‖∇/ ∂ωN‖L∞
[−2,2]
L2(Pu)‖a‖L∞(S)‖∂ωN‖L∞(S))
. ε, (7.135)
where we used the estimate (2.31) for ∇2Na, the estimates (4.9) (4.11) for a, and the
estimate (2.32) for ∂ωN .
Finally, in view of (7.127) and (7.133), we have:
∇N∂2ωa− a−1∆/ ∂2ωa = h3, (7.136)
where h3 is given by:
h3 = −4a−1div/ (∇N(∂ωa)∂ωN) + 2|∂ωN |2∇2Na+ a−1h1 + h2.
Together with the estimates (7.129), (7.130), (7.134), (7.135) and the estimate (4.9) for
a, this yields:
‖ah3‖L2uH− 12 (Pu) (7.137)
. ‖div/ (∇N(∂ωa)∂ωN)‖L2uH− 12 (Pu) + ‖a|∂ωN |
2∇2Na‖L2uH− 12 (Pu) + ‖h1‖L2(S) + ‖ah2‖L2(S)
. ε(1 + ‖∂2ωa‖L2uH 32 (Pu) + ‖∂
2
ωN‖L∞(S) + ‖∇/ ∂2ωθ‖L2(S)).
Now, in view of (7.136) and Proposition 5.34, we have:
‖∂2ωa‖L2uH 32 (Pu) + ‖∂
2
ωa‖L∞u H 12 (Pu) + ‖∇N∂
2
ωa‖L2uH− 12 (Pu) . ‖h3‖L2uH− 12 (Pu).
Together with (7.137), this yields:
‖∂2ωa‖L2uH 32 (Pu) + ‖∂
2
ωa‖L∞u H 12 (Pu) + ‖∇N∂
2
ωa‖L2uH− 12 (Pu)
. ε(1 + ‖∂2ωa‖L2uH 32 (Pu) + ‖∂
2
ωN‖L∞(S) + ‖∇/ ∂2ωθ‖L2(S)).
Thus, we finally obtain:
‖∂2ωa‖L2uH 32 (Pu) + ‖∂
2
ωa‖L∞u H 12 (Pu) + ‖∇N∂
2
ωa‖L2uH− 12 (Pu) (7.138)
. ε(1 + ‖∂2ωN‖L∞(S) + ‖∇/ ∂2ωθ‖L2(S)).
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7.2.2 Estimates for ∂2ωθ
Let us start by computing the trace of ∂ω θ̂ when seen as a tensor on Pu. Differentiating
(7.60) with respect to ω, we obtain:
∂2ω θ̂(X, Y ) = ∂
2
ωθ(X, Y )−
1
2
∂2ωtrθ(X.Y − (X.N)(Y.N))
+∂ωtrθ((X.∂ωN)(Y.N) + (X.N)(Y.∂ωN))
+
1
2
trθ((X.∂2ωN)(Y.N) + (X.N)(Y.∂
2
ωN) + 2(∂ωN ·X)(∂ωN · Y )),
which yields:
∂2ω θ̂AB = ∂
2
ωθAB −
1
2
∂2ωtrθδAB + trθ(∂ωN)A(∂ωN)B, (7.139)
so that:
tr(∂2ωθ̂) = tr(∂
2
ωθ)− ∂2ωtrθ + trθ|∂ωN |2. (7.140)
We compute ∂2ωtrθ. In view of (7.64), we have:
∂2ωtrθ = ∂ω(∂ωθAA) = tr(∂
2
ωθ) + 2∂ωθ(eA, ∂ωeA). (7.141)
Now, in view of (7.2), we have:
∂ωθ(N, .) = −θ(∂ωN, .). (7.142)
(7.141), (7.142) and (7.25) yield
∂2ωtrθ = tr(∂
2
ωθ) + 2θ(∂ωN, ∂ωN). (7.143)
Finally, (7.140) and (7.143) imply:
tr(∂2ωθ̂) = trθ|∂ωN |2 − 2θ(∂ωN, ∂ωN). (7.144)
We now turn to the estimates for ∂2ωtrθ. Differentiating (7.66) with respect to ω, we
obtain:
∂2ωtrθ = −∂2ωa + 2kN∂2ωN + 2k∂ωN∂ωN ,
so that:
∇/ ∂2ωtrθ = −∇/ ∂2ωa+ 2kN∇/ ∂2ωN + 2k∇/N∂2ωN + 2∇/ kN∂2ωN + 4k∂ωN∇/ ∂ωN + 2∇/ k∂ωN∂ωN
which in turn yields:
‖∇/ ∂2ωtrθ‖L2(S)
. ‖∇/ ∂2ωa‖L2(S) + ‖k‖L∞[−2,2]L4(Pu)(‖∇/ ∂2ωN‖L2[−2,2]L4(Pu) + ‖∇/N‖L2[−2,2]L4(Pu)‖∂
2
ωN‖L∞(S)
+‖∇/ ∂ωN‖L2
[−2,2]
L4(Pu)‖∂ωN‖L∞(S)) + ‖∇/ k‖L2(S)(‖∂2ωN‖L∞(S) + ‖∂ωN‖2L∞(S)).
Together with the Gagliardo-Nirenberg inequality (3.9), Lemma 5.12, the estimate (2.32)
for ∂ωa and ∂ωN , and the estimate (4.3) for k, we obtain:
‖∇/ ∂2ωtrθ‖L2(S) . ‖∇/ ∂2ωa‖L2(S) + ε(1 + ‖∇/ 2∂2ωN‖L2(S) + ‖∂2ωN‖L∞(S)). (7.145)
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We now turn to the estimates for ∇/ ∂2ω θ̂. We differentiate the third equation of (4.5)
with respect to ω. We introduce the symmetric tensor σ on S defined by:
σ(X, Y ) = ∂ω θ̂(X, Y ) +
(
θ(∂ωN, Y )− 1
2
trθ∂ωN · Y
)
N ·X (7.146)
+
(
θ(∂ωN,X)− 1
2
trθ∂ωN ·X
)
N · Y,
which in view of (7.60) and (7.142) satisfies:
σ(N, .) = σ(., N) = 0.
We may thus apply the commutator formula (7.21) to σ. We obtain:
([∂ω, div/ ]σ)A = −trθσ∂ωNA − θABσB∂ωN −∇Nσ∂ωNB + θ∂ωNCσCA (7.147)
+(∂ωN)AθBCσCB,
Now, in view of the definition (7.146) of σ, and the structure equation for N (4.4), we
have:
σAB = ∂ω θ̂AB, (7.148)
∇NσAB = ∇N∂ω θ̂AB − θ̂∂ωNB∇/ Aa− θ̂∂ωNA∇/ Ba
∇/ CσAB = ∇/ C∂ω θ̂AB + θ̂∂ωNBθAC + θ̂∂ωNAθBC ,
which together with (7.147) implies:
([∂ω, div/ ]σ)A = −trθ∂ω θ̂∂ωNA − θAB∂ω θ̂B∂ωN −∇N∂ω θ̂∂ωNB + θ̂∂ωNB∇/ ∂ωNa
+θ̂∂ωN∂ωN∇/ Aa + θ∂ωNC∂ω θ̂CA + (∂ωN)AθBC∂ω θ̂CB. (7.149)
Now, we have in view of (7.148), (7.70) and (7.74):
(div/ σ)A = h, (7.150)
where h is given by:
h =
1
2
∇/ A∂ωtrθ +∇Nθ∂ωNB −
1
2
∇N trθ(∂ωN)A + 2trθθ̂∂ωNA + θAB θ̂B∂ωN
−(∂ωN)AθBC θ̂CB +RA∂ωN − (∂ωN)ARNN .
(7.151)
Differentiating (7.150) and (7.151) with respect to ω, and using (7.149) and the commu-
tator formula (7.11), we obtain:
(div/ ∂ωσ)A = h1, (7.152)
where h1 is given by:
h1 =
1
2
∇/ A∂2ωtrθ −
1
2
∇N∂ωtrθ(∂ωN)A +∇Nθ∂2ωNA + 2∇N∂ωθ∂ωNA +∇/ ∂ωNθ∂ωNA
−1
2
∇Ntrθ(∂2ωN)A −
1
2
∇N∂ωtrθ(∂ωN)A − 1
2
∇/ ∂ωNtrθ(∂ωN)A + 2trθθ̂∂2ωNA
+3trθ∂ω θ̂∂ωNA + 2∂ωtrθθ̂∂ωNA + θAB θ̂B∂2ωN + ∂ωθAB θ̂B∂ωN + 2θAB∂ω θ̂B∂ωN
−(∂2ωN)AθBC θ̂CB − (∂ωN)A∂ωθBC θ̂CB − 2(∂ωN)AθBC∂ω θ̂CB − θ∂ωNC∂ω θ̂CA
−θ̂∂ωNB∇/ ∂ωNa− θ̂∂ωN∂ωN∇/ Aa +RA∂2ωN − (∂2ωN)ARNN − 2(∂ωN)ARN∂ωN .
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h1 satisfies:
‖h1‖L2(S)
. ‖∇/ ∂2ωtrθ‖L2(S) + ‖∇θ‖L2(S)(‖∂2ωN‖L∞(S) + ‖∂ωN‖2L∞(S)) + ‖∇∂ωθ‖L2(S)‖∂ωN‖L∞(S)
+‖θ‖L4(S)‖θ̂‖L4(S)(‖∂2ωN‖L∞(S) + ‖∂ωN‖2L∞(S)) + ‖∂ω θ̂‖L4(S)‖θ‖L4(S)‖∂ωN‖L∞(S)
+‖∂ωθ‖L4(S)‖θ̂‖L4(S)‖∂ωN‖L∞(S) + ‖θ̂‖L4(S)‖∇/ a‖L4(S)‖∂ωN‖2L∞(S)
+‖R‖L2(S)(‖∂2ωN‖L∞(S) + ‖∂ωN‖2L∞(S)).
Together with the estimate (7.145) for ∂2ωtrθ, the estimates (4.10) (4.12) for θ, the estimate
(2.32) for ∂ωθ and ∂ωN , the estimate (4.11) for a, and the estimate (4.3) for R, we obtain:
‖h1‖L2(S) . ‖∇/ ∂2ωa‖L2(S) + ε(1 + ‖∇/ 2∂2ωN‖L2(S) + ‖∂2ωN‖L∞(S)). (7.153)
Next, we compare div/ ∂ωσ to div/ ∂
2
ωθ. Differentiating the definition (7.146) of σ with
respect to ω first, and then div/ , we obtain:
div/ ∂ωσ = div/ ∂
2
ω θ̂ + h2, (7.154)
where h2 is given schematically by:
h2 = ∇/ θ(∂2ωN + (∂ωN)2) +∇/ ∂ωθ∂ωN + ∂ωθ∇/ ∂ωN + θ(∇/ ∂2ωN + ∂ωN∇/ ∂ωN).
h2 satisfies:
‖h2‖L2(S)
. ‖∇/ θ‖L2(S)(‖∂2ωN‖L∞(S) + ‖∂ωN‖2L∞(S)) + ‖∇/ ∂ωθ‖L2(S)‖∂ωN‖L∞(S)
+‖∂ωθ‖L∞
[−2,2]
L4(Pu)‖∇/ ∂ωN‖L2[−2,2]L4(Pu)
+‖θ‖L∞
[−2,2]
L4(Pu)(‖∇/ ∂2ωN‖L2[−2,2]L4(Pu) + ‖∂ωN‖L∞(S)‖∇/ ∂ωN‖L2[−2,2]L4(Pu)).
Together with the Gagliardo-Nirenberg inequality (3.9), the estimates (4.10) (4.12) for θ
and the estimate (2.32) for ∂ωθ and ∂ωN , we obtain
‖h2‖L2(S) . ε(1 + ‖∂2ωN‖L∞(S) + ‖∇/ 2∂2ωN‖L2(S)). (7.155)
Finally, in view of (7.152), (7.153), (7.154) and (7.155), we have:
‖div/ (∂2ω θ̂)‖L2(S) . ‖∇/ ∂2ωa‖L2(S) + ε(1 + ‖∂2ωN‖L∞(S) + ‖∇/ 2∂2ωN‖L2(S)). (7.156)
Next, we estimate ∇/ tr(∂2ω θ̂). In view of (7.144), we have:
∇/ tr(∂2ωθ̂) = |∂ωN |2∇/ trθ + 2trθ∂ωN∇/ ∂ωN − 2∇/ θ(∂ωN, ∂ωN)− 4θ(∂ωN,∇/ ∂ωN).
This yields:
‖∇/ tr(∂2ω θ̂)‖L2(S) . ‖∇/ θ‖L2(S)‖∂ωN‖2L∞(S) + ‖θ‖L4(S)‖∇/ ∂ωN‖L4(S)‖∂ωN‖L∞(S),
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which together with the estimates (4.10) (4.12) for θ, and the estimate (2.32) for ∂ωN
and ∂ωθ implies:
‖∇/ tr(∂2ω θ̂)‖L2(S) . ε. (7.157)
Together with (7.156), we obtain:
‖div/ (∂2ω θ̂ − tr(∂2ω θ̂))‖L2(S) . ‖∇/ ∂2ωa‖L2(S) + ε(1 + ‖∂2ωN‖L∞(S) + ‖∇/ 2∂2ωN‖L2(S)).
In view of the Hodge estimate (5.69), this implies:
‖∇/ (∂2ω θ̂ − tr(∂2ω θ̂))‖L2(S) . ‖∇/ ∂2ωa‖L2(S) + ε(1 + ‖∂2ωN‖L∞(S) + ‖∇/ 2∂2ωN‖L2(S)),
which together with (7.157) yields:
‖∇/ ∂2ω θ̂‖L2(S) . ‖∇/ ∂2ωa‖L2(S) + ε(1 + ‖∂2ωN‖L∞(S) + ‖∇/ 2∂2ωN‖L2(S)). (7.158)
Now, in view of (7.139), we have:
‖∇/ ∂2ωθ‖L2(S) . ‖∇/ ∂2ω θ̂‖L2(S) + ‖∇/ ∂2ωtrθ‖L2(S) + ‖∇/ trθ‖L2(S)‖∂ωN‖2L∞(S)
+‖trθ‖L4(S)‖∇/ ∂ωN‖L4(S)‖∂ωN‖L∞(S)
Together with the estimate (7.145) for ∂2ωtrθ, the estimate (7.158) for ∂
2
ω θ̂, the estimates
(4.10) (4.12) for trθ and the estimate (2.32) for ∂ωN , we finally obtain:
‖∇/ ∂2ωθ‖L2(S) . ‖∇/ ∂2ωa‖L2(S) + ε(1 + ‖∂2ωN‖L∞(S) + ‖∇/ 2∂2ωN‖L2(S)). (7.159)
7.2.3 Estimates for ∂2ωN
Let X, Y two vectorfields on Σ independent of ω. We rewrite (7.90):
g(∇ΠX∂ωN,ΠY ) = ∂ωθΠXΠY − (∂ωN)ΠX∇ΠY a. (7.160)
We differentiate (7.160) with respect to ω. Using (7.19) and evaluating atX = eA, Y = eB,
we obtain:
g(∇A∂2ωN, eB)− g(∇N∂ωN, eB)(∂ωN)A − g(∇A∂ωN,N)(∂ωN)B
= ∂2ωθAB − ∂ωθNB(∂ωN)A − ∂ωθAN (∂ωN)B − (∂2ωN)A∇/ Ba
−(∂ωN)A∇/ B(∂ωa) + (∂ωN)A(∂ωN)B∇Na.
Together with the identities (7.91), (7.92), (7.142), we obtain:
g(∇A∂2ωN, eB) (7.161)
= ∂2ωθAB − (∂2ωN)A∇/ Ba− 2(∂ωN)A∇/ B(∂ωa) + 2(∂ωN)A(∂ωN)B∇Na.
Next, we differentiate the identity (7.131). We obtain:
g(∇A∂2ωN,N) + g(∂2ωN,∇AN) = −2g(∇A∂ωN, ∂ωN).
92
Together with (4.4) and (7.90), we obtain:
g(∇A∂2ωN,N) = −θA∂2ωN − 2∂ωθA∂ωN + (∂ωN)A∇/ ∂ωNa. (7.162)
Finally, differentiating (7.92), and using the commutator formula (7.11), and the identities
(7.2) and (7.25), we obtain:
∇N∂2ωN (7.163)
= −θ(∂2ωN, eA)eA −∇/ (∂2ωa) +∇∂2ωNa+∇Na∂2ωN −∇∂ωN∂ωN
−∂ωθ(∂ωN, eA)eA + 2∇/ ∂ωN(∂ωa)N + 2∇N(∂ωa)∂ωN + 2∇/ ∂ωN(a)∂ωN.
Next, we estimate ∇/ 2∂2ωN . Differentiating (7.161) and (7.162), we obtain:
‖∇/ 2∂2ωN‖L2(S)
. ‖∇/ ∂2ωθ‖L2(S) + (‖∂2ωN‖L∞(S) + ‖∇/ ∂2ωN‖L2[−2,2]L4(Pu))(‖∇/ a‖L∞[−2,2]L4(Pu)
+‖∇/ 2a‖L2(S) + ‖∇/ θ‖L2(S) + ‖θ‖L∞
[−2,2]
L4(Pu)) + (‖∂ωN‖L∞(S) + ‖∇/ ∂ωN‖L∞[−2,2]L4(Pu))
×(‖∇/ ∂ωa‖L2
[−2,2]
L4(Pu) + ‖∇/ 2∂ωa‖L2(S) + ‖∇/ ∂ωθ‖L2(S) + ‖θ‖L∞[−2,2]L4(Pu))
+(‖∂ωN‖L∞(S) + ‖∇/ ∂ωN‖L∞
[−2,2]
L4(Pu))
2(‖∇/∇a‖L2(S) + ‖∇a‖L2
[−2,2]
L4(Pu)).
Together with the Gagliardo-Nirenberg inequality (3.9), the estimates (4.9) (4.11) for a,
the estimates (4.10) (4.12) for θ, and the estimate (2.32) for ∂ωa, ∂ωθ and ∂ωN , we obtain:
‖∇/ 2∂2ωN‖L2(S) . ‖∇/ ∂2ωθ‖L2(S) + ε(1 + ‖∂2ωN‖L∞(S) + ‖∇/ 2∂2ωN‖L2(S)),
and thus:
‖∇/ 2∂2ωN‖L2(S) . ‖∇/ ∂2ωθ‖L2(S) + ε(1 + ‖∂2ωN‖L∞(S)). (7.164)
Next, we estimate ∇N∂2ωN . In view of (7.163), we have:
∇N∂2ωN = −∇/ (∂2ωa) + 2∇N(∂ωa)∂ωN +H, (7.165)
where H is given by:
H = −θ(∂2ωN, eA)eA +∇∂2ωNa+∇Na∂2ωN −∇∂ωN∂ωN
−∂ωθ(∂ωN, eA)eA + 2∇/ ∂ωN(∂ωa)N + 2∇/ ∂ωN(a)∂ωN.
We have:
‖∇/H‖L2(S)
. (‖∂2ωN‖L∞(S) + ‖∇/ ∂2ωN‖L2[−2,2]L4(Pu))(‖θ‖L∞[−2,2]L4(Pu)
+‖∇/ θ‖L2(S) + ‖∇a‖L∞
[−2,2]
L4(Pu) + ‖∇/∇a‖L2(S)) + ‖∇/∇∂ωN∂ωN‖L2(S)
+(‖∂ωN‖L∞(S) + ‖∇/ ∂ωN‖L∞
[−2,2]
L4(Pu))(‖∂ωθ‖L∞[−2,2]L4(Pu) + ‖∇/ ∂ωθ‖L2(S)
+‖∇/ ∂ωa‖L∞
[−2,2]
L4(Pu) + ‖∇/ 2∂ωa‖L2(S)) + (‖∂ωN‖L∞(S)
+‖∇/ ∂ωN‖L∞
[−2,2]
L4(Pu))
2(‖∇/ a‖L∞
[−2,2]
L4(Pu) + ‖∇/ 2a‖L2(S)).
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Together with the Gagliardo-Nirenberg inequality (3.9), the estimates (4.9) (4.11) for a,
the estimates (4.10) (4.12) for θ, and the estimate (2.32) for ∂ωa, ∂ωθ and ∂ωN , we obtain:
‖∇/H‖L2(S) . ε(1 + ‖∂2ωN‖L∞(S) + ‖∇/ 2∂2ωN‖L2(S)). (7.166)
Also, Lemma 5.12 yields:
‖∇/ (∂2ωa)‖L2uH 12 (Pu) . ‖∂
2
ωa‖L2uH 32 (Pu). (7.167)
The product estimate (5.85) implies:
‖∇N(∂ωa)∂ωN‖L2uH 12 (Pu) . ‖∇N(∂ωa)‖L2uH 12 (Pu)(‖∂ωN‖L∞(S) + ‖∇/ ∂ωN‖L∞[−2,2]L2(Pu)),
which together with the estimate (2.32) for ∂ωa and ∂ωN yields:
‖∇N(∂ωa)∂ωN‖L2uH 12 (Pu) . ε. (7.168)
Finally, (7.165), (7.166), (7.167) and (7.168) imply:
‖∇N∂2ωN‖L2uH 12 (Pu) . ‖∂
2
ωa‖L2uH 32 (Pu) + ε(1 + ‖∂
2
ωN‖L∞(S) + ‖∇/ 2∂2ωN‖L2(S)). (7.169)
Next, we estimate the L∞(S) norm of ∂2ωN . In view of Corollary 5.19, we have:
‖∂2ωN‖L∞(S) . ‖∇/ 2∂2ωN‖L2(S) + ‖∇N∂2ωN‖L2uH 12 (Pu).
Together with (7.164) and (7.169), we finally obtain:
‖∇/ 2∂2ωN‖L2(S) + ‖∇N∂2ωN‖L2uH 12 (Pu) + ‖∂
2
ωN‖L∞(S) (7.170)
. ‖∇/ ∂2ωθ‖L2(S) + ‖∂2ωa‖L2uH 32 (Pu) + ε.
Finally, (7.138), (7.159) and (7.170) yield:
‖∂2ωa‖L2uH 32 (Pu) + ‖∂
2
ωa‖L∞u H 12 (Pu) + ‖∇N∂
2
ωa‖L2uH− 12 (Pu) (7.171)
+‖∇/ ∂2ωθ‖L2(S) + ‖∇/ 2∂2ωN‖L2(S) + ‖∇N∂2ωN‖L2uH 12 (Pu) . ε,
and:
‖∂2ωN‖L∞(S) . 1, (7.172)
which concludes the proof of (2.33).
7.3 Third order derivatives with respect to ω
The goal of this section is to prove (2.34). We first give an outline of the proof. We start
with the derivation of an equation for ∂3ωu. Recall that div(N) = trθ, N = ∇u/|∇u|,
a = 1/|∇u| and trθ = 1− a + kNN , so that:
div
( ∇u
|∇u|
)
= 1− 1|∇u| + kNN . (7.173)
Differentiating (7.173) three times with respect to ω yields:
(∇N − a−1∆/ )∂3ωu = ∇/ ∂2ωa+ · · · . (7.174)
In view of the estimate (2.33) for ∂2ωa and the parabolic estimate (5.117), this suggests
that ∂3ωu satisfies the following estimate:
‖∂3ωu‖L2uH 52 (Pu) + ‖∂
3
ωu‖L∞u H 32 (Pu) + ‖∇N∂
3
ωu‖L2uH 12 (Pu) . 1. (7.175)
Now, since ∂3ωu ∈ L∞u H
3
2 (Pu) and Pu is 2-dimensional, we obtain that ∂
3
ωu belongs to
L∞(S).
The rest of this section is as follows. We start by deriving the equations for ∂3ωu and
∂3ωN . Then, we prove the estimates for ∂
3
ωu.
Remark 7.4 Note that ∂3ωu = ∂
3
ω(x.ω) on x.ω = −2, which yields:
|∂3ωu| ∼ |x| when |x| → +∞ on x.ω = −2. (7.176)
This lack of decay is a problem when one tries to solve (7.174). However, recall from
section 4 that the final solution will be equal to x.ω in the region |x| ≥ 2 so that the
estimate (2.34) is clearly satisfied there. Thus, we may estimate ϕ∂3ωu instead of ∂
3
ωu,
where ϕ is a smooth function on Σ equal to 1 on |x| ≤ 2, ϕ > 0 on Σ, and ϕ ∼ |x|−3
when |x| goes to infinity. Then, ϕ∂3ωu is L2 on x.ω = −2. Also, the lower order terms
generated by commuting (7.122) with the multiplication by ϕ are all under control since
they are localized in a compact region of |x| ≥ 2 where u is explicitly given by u = x · ω.
In the rest of the section, we omit this detail and we assume that the decay of ∂3ωu is
sufficient at x.ω = −2.
Remark 7.5 One may ask whether it is possible to obtain estimates for higher order
derivatives of u and a with respect to ω. Consider first ∂4ωa. Differentiating the equation
(7.127) for ∂2ωa twice would yield:
(∇N − a−1∆/ )∂4ωa = ∇2N∂2ωa+ · · · .
Now, we notice in Remark 7.3 that one can not obtain an estimate for ∇2Na, so that the
above equation for ∂4ωa is useless. On the other hand, differentiating the equation (7.174)
with respect to ω, we obtain:
(∇N − a−1∆/ )∂4ωu = ∇/ ∂3ωa+ · · · . (7.177)
Now, differentiating ∇u = a−1N three times with respect to ω, we obtain:
∂3ωa = −a∇N∂3ωu+ · · ·
which together with (7.175) suggests that ∂3ωa belongs to L
2
uH
1
2 (Pu). Thus, in view of
(7.177) and the parabolic estimate (5.115), we see that ∂4ωu is at best in L
∞
u H
1
2 (Pu) which
does not embed in L∞(S). Interpolating with (7.175), we see that the best estimate we
might hope for is:
∂3+δω u ∈ L∞(S) for all δ <
1
2
. (7.178)
Remark 7.6 Note in conjunction with Remark 2.13 that the estimate (7.178) would still
be at least half a derivative away from allowing to apply the TT ∗ method in step C2.
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7.3.1 Derivation of the equation for ∂3ωN and ∂
3
ωu
We first establish the link between ∂2ω log(a) and ∂
2
ωu:
Lemma 7.7 ∂2ω log(a) and ∂
2
ωu are linked by the following equality:
∂2ω log(a) = −a∇N (∂2ωu)− |∂ωN |2 + (∂ω log(a))2. (7.179)
Proof We start with the equality ∇u = a−1N . Differentiating it with respect to ω,
we obtain:
∇∂ωu = a−1∂ωN − a−1∂ω log(a)N, (7.180)
which together with (7.16) yields:{ ∇/ ∂ωu = a−1∂ωN,
∇N∂ωu = −a−1∂ω log(a). (7.181)
Differentiating the second equation of (7.181) with respect to ω yields:
∇N∂2ωu+∇/ ∂ωN∂ωu = −a−1∂2ω log(a) + a−1(∂ω log(a))2. (7.182)
Together with (7.181), this yields (7.179).
Next, we establish the link between ∂3ωN and ∂
3
ωu:
Lemma 7.8 ∂3ωN and ∂
3
ωu are linked by the following equality:
∂3ωN = a∇/ (∂3ωu) + (3∂2ω log(a)− 3(∂ω log(a))2)∂ωN + 3∂ω log(a)∂2ωN
+(−3g(∂ωN, ∂2ωN) + 3∂ω log(a)|∂ωN |2)N. (7.183)
Proof Differentiating the first equation of (7.181) with respect to ω and using (7.11)
yields:
∇/ ∂2ωu−∇/ ∂ωN (∂ωu)N −∇N (∂ωu)∂ωN = a−1∂2ωN − a−1∂ω log(a)∂ωN. (7.184)
Together with (7.181), this yields:
∂2ωN = a∇/ (∂2ωu) + 2∂ω log(a)∂ωN − |∂ωN |2N. (7.185)
Differentiating (7.185) with respect to ω, we obtain:
∂3ωN = a∂ω(∇/ (∂2ωu)) + a∂ω log(a)∇/ (∂2ωu) + 2∂2ω log(a)∂ωN + 2∂ω log(a)∂2ωN
−2g(∂2ωN, ∂ωN)N − |∂ωN |2∂ωN. (7.186)
(7.11), (7.185), (7.179) and (7.186) yield:
∂3ωN = a(∇/ (∂3ωu)−∇/ ∂ωN(∂2ωu)N −∇N(∂2ωu)∂ωN) + a∂ω log(a)∇/ (∂2ωu)
+2∂2ω log(a)∂ωN + 2∂ω log(a)∂
2
ωN − 2g(∂2ωN, ∂ωN)N − |∂ωN |2∂ωN
= a∇/ (∂3ωu) + (3∂2ω log(a)− 3(∂ω log(a))2)∂ωN + 3∂ω log(a)∂2ωN
+(−3g(∂ωN, ∂2ωN) + 3∂ω log(a)|∂ωN |2)N,
(7.187)
which implies (7.183).
We finally derive an equation for ∂3ωu:
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Lemma 7.9 ∂3ωu satisfies the following equation:
(∇N − a−1∆/ )∂3ωu (7.188)
= 2a−2∇∂3ωN(log(a))− 2a−2k(N, ∂3ωN)− a−1∂ω log(a)∆/ ∂2ωu+ 2a−1∇/ ∂ωN∇N∂2ωu
+∂2ω log(a)(3a
−2∂ωtrθ − 2a−1∂ω log(a)− 8a−2∇/ ∂ωN log(a) + 4a−2k(N, ∂ωN))
+4a−2∇/ ∂ωN∂2ω log(a) + 6a−2∇∂2ωN∂ω log(a)− 12a−2∂ω log(a)∇∂2ωN log(a)
+12a−2∂ω log(a)k(N, ∂
2
ωN) + 6a
−2θ(∂ωN, ∂
2
ωN)− 3a−2trθg(∂ωN, ∂2ωN)
−6a−2k(∂ωN, ∂2ωN)− 3a−1g(∂ωN, ∂2ωN)− 5a−2(∂ω log(a))2∂ωtrθ
+2a−2∂ωθ(∂ωN, ∂ωN)− 16a−2∂ω log(a)∇/ ∂ωN(∂ω log(a))− 2a−1(∂ω log(a))3
+a−2(∂ω log(a))
2(16∇/ ∂ωN(log(a))− 8k(N, ∂ωN)) + ∂ω log(a)(4a−2trθ|∂ωN |2
−8a−2θ(∂ωN, ∂ωN) + 12a−2k(∂ωN, ∂ωN) + 3a−1|∂ωN |2).
Proof We start by obtaining an equation for ∂ωu. We differentiate the first equation
of (4.5) by ω:
∂ωtrθ − 2k(N, ∂ωN) = −a∂ω log(a). (7.189)
By (4.4), we have trθ =div(N), and differentiating with respect to ω, we obtain:
∂ωtrθ = div(∂ωN). (7.190)
Now, for any vectorfield X tangent to Pu, we have:
div(X) = div/ (X) +∇/X log(a), (7.191)
which together with (7.16) and (7.190) yields:
∂ωtrθ = div/ (∂ωN) +∇/ ∂ωN log(a). (7.192)
(7.181), (7.189) and (7.192) imply:
(∇N − a−1∆/ )∂ωu = a−1∇/ log(a)∇/ ∂ωu+ a−2∇/ ∂ωN log(a)− 2a−2k(N, ∂ωN). (7.193)
which together with the first equation of (7.181) yields:
(∇N − a−1∆/ )∂ωu = 2a−2∇/ ∂ωN log(a)− 2a−2k(N, ∂ωN). (7.194)
We differentiate (7.194) with respect to ω to obtain an equation for ∂2ω:
∇N(∂2ωu) +∇/ ∂ωN(∂ωu)− a−1∆/ (∂2ωu)− a−1[∂ω,∆/ ](∂ωu) + a−1∂ω(log(a))∆/ (∂ωu)
= 2a−2∇/ ∂ωN (∂ω log(a)) + 2a−2∇∂2ωN(log(a))− 4a−2∂ω log(a)∇/ ∂ωN log(a)
−2a−2k(N, ∂2ωN)− 2a−2k(∂ωN, ∂ωN) + 4a−2∂ω log(a)k(N, ∂ωN). (7.195)
The first equation of (7.181) and (7.192) yield:
∆/ (∂ωu) = a
−1∂ωtrθ − 2a−1∇/ ∂ωN log(a). (7.196)
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(7.13), (7.181), (7.195) and (7.196) imply:
(∇N − a−1∆/ )∂2ωu = −2a−1∇2(∂ωu)(N, ∂ωN) + 2a−2∇∂2ωN (log(a))
−2a−2k(N, ∂2ωN) + 2a−2∂ω(log(a))∂ωtrθ + 2a−2∇/ ∂ωN(∂ω log(a))−6a−2∂ω log(a)∇/ ∂ωN log(a) + 4a−2∂ω log(a)k(N, ∂ωN)−a−2trθ|∂ωN |2 − 2a−2k(∂ωN, ∂ωN)− a−1|∂ωN |2.
(7.197)
Using (7.181), we rewrite ∇2(∂ωu)(N, ∂ωN) as:
∇2(∂ωu)(N, ∂ωN) = ∇∂ωN(∇N(∂ωu))−∇∇∂ωNN(∂ωu)
= ∇/ ∂ωN(−a−1∂ω log(a))− θ(∂ωN, eA)∇/ A(∂ωu)
= −a−1∇/ ∂ωN(∂ω log(a)) + a−1∂ω log(a)∇/ ∂ωN(log(a))−a−1θ(∂ωN, ∂ωN).
(7.198)
(7.197) and (7.198) yield:
(∇N − a−1∆/ )∂2ωu = 2a−2∇∂2ωN(log(a))− 2a−2k(N, ∂2ωN) + 2a−2∂ω(log(a))∂ωtrθ
+4a−2∇/ ∂ωN(∂ω log(a))− 8a−2∂ω log(a)∇/ ∂ωN log(a) + 4a−2∂ω log(a)k(N, ∂ωN)−a−2trθ|∂ωN |2 + 2a−2θ(∂ωN, ∂ωN)− 2a−2k(∂ωN, ∂ωN)− a−1|∂ωN |2.
(7.199)
Differentiating (7.199) with respect to ω, we obtain:
(∇N − a−1∆/ )∂3ωu+∇/ ∂ωN∂2ωu+ a−1∂ω log(a)∆/ ∂2ωu− a−1[∂ω,∆/ ]∂2ωu
= 2a−2∇∂3ωN(log(a))− 2a−2k(N, ∂3ωN) + 2a−2∂ω log(a)∂2ωtrθ
+∂2ω log(a)(2a
−2∂ωtrθ − 8a−2∇/ ∂ωN log(a) + 4a−2k(N, ∂ωN))
+4a−2∇/ ∂ωN∂2ω log(a) + 6a−2∇∂2ωN∂ω log(a)− 12a−2∂ω log(a)∇∂2ωN log(a)
+8a−2∂ω log(a)k(N, ∂
2
ωN) + 4a
−2θ(∂ωN, ∂
2
ωN)− 2a−2trθg(∂ωN, ∂2ωN)
−6a−2k(∂ωN, ∂2ωN)− 2a−1g(∂ωN, ∂2ωN)− 4a−2(∂ω log(a))2∂ωtrθ
−a−2∂ωtrθ|∂ωN |2 + 2a−2∂ωθ(∂ωN, ∂ωN)− 16a−2∂ω log(a)∇/ ∂ωN (∂ω log(a))
+a−2(∂ω log(a))
2(16∇/ ∂ωN(log(a))− 8k(N, ∂ωN)) + ∂ω log(a)(2a−2trθ|∂ωN |2−4a−2θ(∂ωN, ∂ωN) + 8a−2k(∂ωN, ∂ωN) + a−1|∂ωN |2).
(7.200)
Using (7.185), we have:
∇/ ∂ωN∂2ωu = a−1g(∂ωN, ∂2ωN)− 2a−1∂ω log(a)|∂ωN |2. (7.201)
(7.13) and (7.31) yield:
[∂ω,∆/ ]∂
2
ωu = −2∇2∂2ωu(N, ∂ωN)− ∂ωtrθ∇N∂2ωu− trθ∇/ ∂ωN∂2ωu
= −2∇/ ∂ωN∇N∂2ωu+ 2θ(∂ωN,∇/ ∂2ωu)− ∂ωtrθ∇N∂2ωu− trθ∇/ ∂ωN∂2ωu,
(7.202)
which together with (7.185) and (7.179) implies:
[∂ω,∆/ ]∂
2
ωu = −2∇/ ∂ωN∇N∂2ωu+ a−1∂ωtrθ∂2ω log(a) + 2a−1θ(∂ωN, ∂2ωN)−a−1trθg(∂ωN, ∂2ωN)− a−1∂ωtrθ(∂ω log(a))2 + a−1∂ωtrθ|∂ωN |2
−4a−1∂ω log(a)θ(∂ωN, ∂ωN) + 2trθ∂ω log(a)|∂ωN |2.
(7.203)
Differentiating the first equation of (4.5) twice with respect to ω, we obtain:
∂2ωtrθ = −a∂2ω log(a)− a(∂ω log(a))2 + 2k(N, ∂2ωN) + 2k(∂ωN, ∂ωN). (7.204)
Finally, (7.200), (7.201), (7.203) and (7.204) imply (7.188).
7.3.2 Estimates for ∂3ωu
The equation (7.188) takes the form:
(∇N − a−1∆/ )∂3ωu = h, (7.205)
where h is given by:
h = 2a−2∇∂3ωN(log(a))− 2a−2k(N, ∂3ωN)
−a−1∂ω log(a)∆/ ∂2ωu+ 2a−1∇/ ∂ωN∇N∂2ωu+ ∂2ω log(a)(3a−2∂ωtrθ − 2a−1∂ω log(a)−8a−2∇/ ∂ωN log(a) + 4a−2k(N, ∂ωN)) + 4a−2∇/ ∂ωN∂2ω log(a)
+6a−2∇∂2ωN∂ω log(a)− 12a−2∂ω log(a)∇∂2ωN log(a)
+12a−2∂ω log(a)k(N, ∂
2
ωN) + 6a
−2θ(∂ωN, ∂
2
ωN)− 3a−2trθg(∂ωN, ∂2ωN)
−6a−2k(∂ωN, ∂2ωN)− 3a−1g(∂ωN, ∂2ωN)− 5a−2(∂ω log(a))2∂ωtrθ
+2a−2∂ωθ(∂ωN, ∂ωN)− 16a−2∂ω log(a)∇/ ∂ωN (∂ω log(a))− 2a−1(∂ω log(a))3
+a−2(∂ω log(a))
2(16∇/ ∂ωN (log(a))− 8k(N, ∂ωN)) + ∂ω log(a)(4a−2trθ|∂ωN |2−8a−2θ(∂ωN, ∂ωN) + 12a−2k(∂ωN, ∂ωN) + 3a−1|∂ωN |2).
Let 0 < b < 1
2
. We estimate the norm of h in L2uH
b(Pu). Using the product estimate
(5.78), we have:
‖h‖L2uHb(Pu)
. ‖a−2∇∂3ωN(log(a))‖L2uHb(Pu) + ‖∂3ωN‖L2uH1(Pu)‖a−2k‖L∞u H 12 (Pu)
+‖∂ωa‖L∞u H 12 (Pu)‖∆/ ∂
2
ωu‖L2uH1(Pu) + ‖a−1∇/ ∂ωN∇N∂2ωu‖L2uHb(Pu)
+‖∂2ω log(a)‖L2uH1(Pu)(‖a−2∂ωtrθ‖L∞u H 12 (Pu) + ‖a
−1∂ω log(a)‖L∞u H 12 (Pu)
+‖a−2∇/ ∂ωN log(a)‖L∞u H 12 (Pu) + ‖a
−2k(N, ∂ωN)‖L∞u H 12 (Pu))
+‖a−2∇/ ∂ωN∂2ω log(a)‖L2uHb(Pu) + ‖a−2∇∂2ωN∂ω log(a)‖L2uHb(Pu)
+‖a−2∂ω log(a)‖L∞u H1(Pu)‖∂2ωN‖L∞u H 12 (Pu)‖∇ log(a)‖L2uH1(Pu)
+‖∂2ωN‖L2uH1(Pu)(‖a−2∂ω log(a)‖L∞u H1(Pu)‖k‖L∞u H 12 (Pu) + ‖a
−2θ∂ωN‖L∞u H 12 (Pu)
+‖a−2trθ∂ωN‖L∞u H 12 (Pu) + ‖a
−2k∂ωN‖L∞u H 12 (Pu))
+‖a−1∂ω log(a)‖2L∞u H1(Pu)‖∂ωtrθ‖L2uH 12 (Pu) + ‖∂ωθ‖L2uH 12 (Pu)‖a
−1∂ωN‖2L∞u H1(Pu)
+‖∂ω log(a)‖L∞u H 12 (Pu)‖a
−2∂ωN‖L∞
[−2,2]
L1(Pu)‖∇/ (∂ω log(a))‖L2uH1(Pu)
+‖a−1∂ω log(a)‖L2uH 12 (Pu)‖∂ω log(a)‖
2
L∞u H
1(Pu)
+ ‖a−1∂ω log(a)‖2L∞u H1(Pu)
×(‖∇/ ∂ωN(log(a)‖L2uH 12 (Pu) + ‖k∂ωN‖L2uH 12 (Pu))
+‖∂ω log(a)‖L∞u H1(Pu)(‖θ‖L∞u H 12 (Pu) + ‖k‖L∞u H 12 (Pu))‖a
−2(∂ωN)
2‖L2uH1(Pu).
Together with the embedding (5.74), the estimates (4.9) and (4.11) for a, the estimate
(4.10) and (4.12) for θ, the estimates (4.3) (4.13) for k, the estimate (2.32) for ∂ωa, ∂ωN
and ∂ωθ, and the estimate (2.33) for ∂
2
ω log(a) and ∂
2
ωN , we obtain:
‖h‖L2uHb(Pu) (7.206)
. ‖a−2∇∂3ωN(log(a))‖L2uHb(Pu) + ε‖∆/ ∂2ωu‖L2uH1(Pu) + ‖a−1∇/ ∂ωN∇N∂2ωu‖L2uHb(Pu)
+‖a−2∇/ ∂ωN∂2ω log(a)‖L2uHb(Pu) + ‖a−2∇∂2ωN∂ω log(a)‖L2uHb(Pu) + ε+ ε‖∂3ωN‖L2uH1(Pu).
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Next, we estimate the various terms in the right-hand side of (7.206) starting with the
fifth one. Using the decomposition (7.132) of ∂2ωN , we have:
a−2∇∂2ωN∂ω log(a) = −a−2|∂ωN |2∇N∂ω log(a) + a−2∇/ Π(∂2ωN)∂ω log(a).
Together with the product estimate (5.78), this yields:
‖a−2∇∂2ωN∂ω log(a)‖L2uHb(Pu) (7.207)
. ‖a−1∂ωN‖2L∞u H1(Pu)‖∇N∂ω log(a)‖L2uH 12 (Pu) + ‖a
−2∂2ωN‖L∞u H 12 (Pu)‖∇/ ∂ω log(a)‖L2uH1(Pu)
. ε,
where we used in the last inequality the embedding (5.74), the estimate (4.9) for a, the
estimate (2.32) for ∂ωa, ∂ωN , and the estimate (2.33) for ∂
2
ωN .
Next, we estimate the first term in the right-hand side of (7.206). We first provide a
decomposition of ∂3ωN . Differentiating (7.131) with respect to ω, we obtain:
g(∂3ωN,N) = −3g(∂2ωN, ∂ωN),
which yields:
∂3ωN = Π(∂
3
ωN)− 3g(∂2ωN, ∂ωN)N. (7.208)
We obtain:
a−2∇∂3ωN (log(a)) = −3a−2g(∂2ωN, ∂ωN)∇N (log(a)) + a−2∇/ Π(∂3ωN)(log(a)).
Together with the product estimate (5.78), this yields:
‖a−2∇∂3ωN (log(a))‖L2uHb(Pu) . ‖∂2ωN‖L∞u H 12 (Pu)‖a
−2∂ωN‖L∞u H1(Pu)‖∇N(log(a))‖L2uH1(Pu)
+‖∂3ωN‖L2uH1(Pu)‖a−2∇/ log(a)‖L∞u H 12 (Pu)
. ε(1 + ‖∂3ωN‖L2uH1(Pu)), (7.209)
where we used in the last inequality the embedding (5.74), the estimates (4.9) (4.11) for
a, the estimate (2.32) for ∂ωN , and the estimate (2.33) for ∂
2
ωN .
Next, we estimate the fourth term in the right-hand side of (7.206). We have:
a−2∇/ ∂ωN∂2ω log(a) = div/ (a−2∂2ω log(a)∂ωN)− div/ (a−2∂ωN)∂2ω log(a).
Together with the product estimates (5.84) and (5.78), this yields:
‖a−2∇/ ∂ωN∂2ω log(a)‖L2uHb(Pu) (7.210)
. ‖div/ (a−2∂2ω log(a)∂ωN)‖L2uHb(Pu) + ‖div/ (a−2∂ωN)∂2ω log(a)‖L2uHb(Pu)
. (‖∂2ω log(a)‖L2uH 32 (Pu) + ‖∂
2
ω log(a)‖L∞u H 12 (Pu))(‖a
−2∂ωN‖L∞(S)
+‖∇/ (a−2∂ωN)‖L∞
[−2,2]
L2(Pu) + ‖div/ (a−2∂ωN)‖L2uH1(Pu))
. ε,
where we used in the last inequality the estimate (4.9) for a, the estimate (2.32) for ∂ωN ,
and the estimate (2.33) for ∂2ω log(a).
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Next, we estimate the second term in the right-hand side of (7.206). In view of (7.185),
we have:
Π(∂2ωN) = a∇/ (∂2ωu) + 2∂ω log(a)∂ωN.
Differentiating, we obtain:
div/ (Π(∂2ωN)) = a∆/ (∂
2
ωu) +∇/ (a) · ∇/ (∂2ωu) + 2∇/ ∂ωN(∂ω log(a)) + 2∂ω log(a)div/ (∂ωN),
which together with (7.185) implies:
∆/ (∂2ωu) = a
−1div/ (Π(∂2ωN))− a−2∇/ Π(∂2ωN)a+ 2a
−1∇/ ∂ωN(a)∂ω log(a)
−2a−1∇/ ∂ωN(∂ω log(a))− 2a−1∂ω log(a)div/ (∂ωN).
This yields:
‖∆/ (∂2ωu)‖L2uH1(Pu) (7.211)
. (‖a−1‖L∞(S) + ‖∇/ (a−1)‖L∞
[−2,2]
L4(Pu))(‖div/ (Π(∂2ωN))‖L2uH1(Pu)
+‖∇/ 2∂ω log(a)‖L2(S)‖∂ωN‖L∞(S)) + ‖∇/ 2a‖L2(S)(‖∂2ωN‖L∞(S)
+‖∂ω log(a)‖L∞(S)‖∂ωN‖L∞(S)) + ‖∇/ 2∂ω log(a)‖L2(S)‖a−1∂ωN‖L∞(S)
+‖∂ω log(a)‖L∞(S)‖∇/ ∂ωN‖L2uH1(Pu) + ‖∇/ 2∂ω log(a)‖L2(S)‖∇/ ∂ωN‖L∞[−2,2]L4(Pu)
. ε,
where we used in the last inequality the estimates (4.9) (4.12) for a, the estimate (2.32)
for ∂ωa and ∂ωN , and the estimate (2.33) for ∂
2
ωN .
Next, we estimate the third term in the right-hand side of (7.206). Differentiating the
identity (7.179), we have:
a−1∇/ ∂ωN∇N∂2ωu
= a−1∇/ ∂ωN
(−a−1∂2ω log(a)− a−1|∂ωN |2 + a−1(∂ω log(a))2)
= −a−2∇/ ∂ωN (∂2ω log(a)) + a−3∇/ ∂ωN log(a)(∂2ω log(a) + |∂ωN |2 − (∂ω log(a))2)
−2a−2∂ωN · ∇/ ∂ωN∂ωN + 2a−2∂ω log(a)∇/ ∂ωN (∂ω log(a)).
Together with the product estimate (5.78), we obtain:
‖a−1∇/ ∂ωN∇N∂2ωu‖L2uHb(Pu) (7.212)
. ‖a−2∇/ ∂ωN (∂2ω log(a))‖L2uHb(Pu) + ‖a−3∇/ ∂ωN log(a)‖L∞u H 12 (Pu)(‖∂
2
ω log(a)‖L2uH1(Pu)
+‖∂ωN‖L∞u H1(Pu)‖∂ωN‖L2uH1(Pu) + ‖∂ω log(a)‖L∞u H1(Pu)‖∂ω log(a)‖L2uH1(Pu))
+‖∂ωN‖L∞u H1(Pu)‖∇/ ∂ωN‖L2uH1(Pu)
+‖∂ω log(a)‖L∞u H 12 (Pu)‖∇/ ∂ω log(a)‖L2uH1(Pu)‖∂ωN‖L∞u H1(Pu)
. ε,
where we used in the last inequality the estimate (7.210), the embedding (5.74), the
estimates (4.9) (4.11) for a, the estimate (2.32) for ∂ωa and ∂ωN , and the estimate (2.33)
for ∂2ω log(a).
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Finally, in view of (7.206), (7.207), (7.209), (7.210), (7.211) and (7.212), we obtain:
‖h‖L2uHb(Pu) . ε+ ε‖∂3ωN‖L2uH1(Pu). (7.213)
In view of the equation (7.205) for ∂3ωu, the estimate (7.213), and the estimate (5.117) for
parabolic equations, we obtain:
‖∂3ωu‖L2uH2+b(Pu) + ‖∂3ωu‖L∞u H1+b(Pu) + ‖∇N∂3ωu‖L2uHb(Pu) . ε+ ε‖∂3ωN‖L2uH1(Pu), (7.214)
for any 0 < b < 1
2
.
Next, we estimate ∂3ωN . Recall (7.183):
∂3ωN = a∇/ (∂3ωu) + (3∂2ω log(a)− 3(∂ω log(a))2)∂ωN + 3∂ω log(a)∂2ωN
+(−3g(∂ωN, ∂2ωN) + 3∂ω log(a)|∂ωN |2)N.
Together with the Gagliargdo-Nirenberg inequality (3.9), this yields:
‖∂3ωN‖L2uH1(Pu) (7.215)
. (‖a‖L∞(S) + ‖∇/ a‖L∞
[−2,2]
L4(Pu))‖∂3ωu‖L2uH2(Pu)
+(‖∂2ω log(a)‖L2uH1(Pu) + (‖∂ω log(a)‖L∞u H1(Pu) + ‖∂ω log(a)‖L∞(S))2)
×(‖∂ωN‖L∞u H1(Pu) + ‖∂ωN‖L∞(S)) + (‖∂ω log(a)‖L∞u H1(Pu) + ‖∂ω log(a)‖L∞(S)
+‖∂ωN‖L∞u H1(Pu) + ‖∂ωN‖L∞(S))(‖∂2ωN‖L2uH1(Pu) + ‖∂2ωN‖L∞(S))
+(‖∂ω log(a)‖L∞u H1(Pu) + ‖∂ω log(a)‖L∞(S))(‖∂ωN‖L∞u H1(Pu) + ‖∂ωN‖L∞(S))2
. ε(1 + ‖∂3ωu‖L2uH2(Pu)),
where we used in the last inequality the estimates (4.9) (4.12) for a, the estimate (2.32)
for ∂ωa and ∂ωN , and the estimate (2.33) for ∂
2
ω log(a) and ∂
2
ωN . (7.214) and (7.215)
imply:
‖∂3ωu‖L2uH2+b(Pu) + ‖∂3ωu‖L∞u H1+b(Pu) + ‖∇N∂3ωu‖L2uHb(Pu) . ε(1 + ‖∂3ωu‖L2uH2(Pu)),
for any 0 < b < 1
2
. This yields:
‖∂3ωu‖L2uH2+b(Pu) + ‖∂3ωu‖L∞u H1+b(Pu) + ‖∇N∂3ωu‖L2uHb(Pu) . ε, (7.216)
for any 0 < b < 1
2
. Now, the strong Bernstein inequality for scalars (5.61) yields:
‖∂3ωu‖L∞(S) .
∑
j≥0
‖Pj∂3ωu‖L∞(S)
.
∑
j≥0
2j‖Pj∂3ωu‖L∞[−2,2]L2(Pu)
.
(∑
j≥0
2−jb
)
‖∂3ωu‖L∞u H1+b(Pu)
. ‖∂3ωu‖L∞u H1+b(Pu),
where the last inequality hods for any b > 0. Together with (7.216), we finally obtain:
‖∂3ωu‖L∞(S) . 1.
This concludes the proof of (2.34).
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8 A global coordinate system on Pu and Σ
The inequalities in section 3 and 9 have been derived under the assumption that Pu can
be covered by a finite number of charts satisfying the conditions (3.7) and (5.32) such
that the constant c > 0 in (3.7) and (5.32) and the number of charts is independent of u.
In this section, we prove that a covering of Pu by such coordinate systems exists. We first
prove the existence of a global coordinate system on Pu, which corresponds to the proof
of Proposition 2.8. We then show that (3.7) and (5.32) hold for this global coordinate
system on Pu with a constant c > 0 independent of u. Finally, we also introduce a
global coordinate system on Σ for which we control the determinant of the corresponding
Jacobian, which corresponds to the proof of Proposition 2.9.
8.1 Proof of Proposition 2.8
Recall the definition (2.35) of Φu : Pu → TωS2:
Φu(x) := ∂ωu(x, ω).
where TωS
2 is the tangent space to S2 at ω.
step1 Φu is a local C
1 diffeomorphism
We first prove that Φu is a local C
1 diffeomorphism. Using (7.181) we obtain a formula
for dΦu:
dΦu = ∇/ ∂ωu = a−1∂ωN. (8.1)
In particular, if e1, e2 is an orthonormal frame on TPu and (ϕ, ψ) are the usual spherical
coordinates on S2, we have:
JacΦu = a
−1
(
g(∂ϕN, e1) g(∂ψN, e1)
g(∂ϕN, e2) g(∂ψN, e2)
)
. (8.2)
Our estimates for a and ∂ωN together with (8.2) imply that we control Φu in C
1. We
deduce a formula for (JacΦu)
∗JacΦu from (8.2):
(JacΦu)
∗JacΦu = a
−2
(
g(∂ϕN, ∂ϕN) g(∂ψN, ∂ϕN)
g(∂ψN, ∂ϕN) g(∂ψN, ∂ψN)
)
, (8.3)
which we denote for simplicity by:
(JacΦu)
∗JacΦu = a
−2g(∂ωN, ∂ωN). (8.4)
Recall that u coincides with x.ω in |x| ≥ 2, so that (JacΦu)∗JacΦu is equal to the 2 × 2
identity matrix I in this region. According to (2.30) and (7.116), we have:
‖(JacΦu)∗JacΦu − I‖L∞(Σ) . ε, (8.5)
so that | det((JacΦu)∗JacΦu)− 1| . ε. In turn, this yields:
‖| det(JacΦu)| − 1‖L∞(Σ) . ε. (8.6)
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From the fact that Φu is C
1 and (8.6), we deduce that Φu is a C
1 local diffeomorphism.
step2 Φu is onto
We continue by showing that Φu is onto. The image of Φu is a nonempty subset of
TωS
2 which is open since it is a local diffeomorphism at each point in Pu. Let us show that
the image of Φu is also closed in TωS
2. Indeed, consider a subsequence Φu(xn) = yn that
converges to some y in TωS
2. In particular, yn is a bounded sequence. Since u coincides
with x.ω in the region |x| ≥ 2, it is easy to check that
lim
x∈Pu, |x|→+∞
|Φu(x)| = +∞,
so that xn must be a bounded sequence too. Thus, we may extract a subsequence from xn
that converges towards some x ∈ Pu. Finally, we have Φu(x) = y by the continuity of Φu,
so that the image of Φu is closed. Thus, the image of Φu is a nonempty open and closed
subset of TωS
2. Since TωS
2 is connex, the image of Φu coincides with TωS
2, and Φu is onto.
step3 Φu is one-to-one
We conclude the proof of Proposition 2.8 by showing that Φu is one-to-one. Let
us assume the contrary. Then, there exists x1 and x2 in Pu such that x1 6= x2 and
Φu(x1) = Φu(x2). In particular, using the definition (2.35) of Φu and the usual spherical
coordinates (ϕ, ψ) on S2, we have:
∂ϕu(x1, ω) = ∂ϕu(x2, ω) and ∂ψu(x1, ω) = ∂ψu(x2, ω). (8.7)
We define α := ∂ϕu(x1, ω) and β := ∂ψu(x1, ω). (8.7) implies that:
{∂ϕu(., ω) = α} and {∂ψu(., ω) = β} intersect at two distinct points in Pu. (8.8)
Our goal from now on is to prove that the situation described in (8.8) can not hap-
pen. Let us first show that the level curve {∂ϕu(., ω) = α} is connex in Pu. Note that
{∂ϕu(., ω) = α} coincides with the union of two half straight lines in the region |x| ≥ 2
since u coincides with x.ω there. Let us call C− and C+ the connex component containing
each of these half straight lines. Let x0 a point on {∂ϕu(., ω) = α}. We consider the
following curve:
dµ
dτ
= ∂ϕN(µ(τ)), µ(0) = x0. (8.9)
Since ∂ϕN is tangent to {∂ϕu(., ω) = α}, we see that the curve µ is contained inside
{∂ϕu(., ω) = α}. Note also that according to (8.3) and (8.5), we have |∂ϕN | ≃ 1 every-
where, so that µ exists for all τ ∈ R and does not have a limit in Pu when τ → ±∞. Let
us prove that:
lim
τ→±∞
|µ(τ)| = +∞. (8.10)
Indeed, if (8.10) does not hold, then we can construct a sequence (τn)n∈N such that
τn → ±∞ and µ(τn)→ x for some x in {∂ϕu(., ω) = α}. Now, since∇/ ∂ϕu = a−1∂ϕN(x) 6=
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0, the implicit function Theorem implies the existence of a neighborhood V of x in Pu
such that {∂ϕu(., ω) = α} coincides with a single arc of curve in V . Let n0 ∈ N large
enough such that µ(τn) ∈ V for all n ≥ n0. Then, for each n ≥ n0 and for τ sufficiently
close to τn, µ(τ) lies inside V and is therefore on this arc of curve. Since µ does not have
a limit in Pu when τ → ±∞, this implies that µ(τ) covers the whole arc of curve inside
V for each n ≥ n0 and for τ sufficiently close to τn. Thus, µ(τ) must be periodic.
Let us now consider the connex components of Pu \{µ(τ), τ ∈ R}. If there is only one
such component, then there is a neighborhood W in Pu of {µ(τ), τ ∈ R} where ∂ϕu 6= α
on W \{µ(τ), τ ∈ R} and W \{µ(τ), τ ∈ R} is connex. Thus, either ∂ϕu > α everywhere
on W \ {µ(τ), τ ∈ R}, or ∂ϕu < α everywhere on W \ {µ(τ), τ ∈ R}. In both cases, ∂ϕu
reaches a local extrema on {µ(τ), τ ∈ R}, and its gradient vanishes. This is impossible
since ∇/ ∂ϕu = a−1∂ϕN(x) 6= 0 everywhere.
Assume now that Pu \ {µ(τ), τ ∈ R} has at least two connex components. Since
{µ(τ), τ ∈ R} is periodic, it is compact, and at least one connex component must be
precompact. The boundary of this connex component is {µ(τ), τ ∈ R} where ∂ϕu = α.
So ∂ϕu reaches a local extrema inside this precompact connex component, and its gradient
vanishes there. This is impossible since a−1∂ϕN(x) 6= 0 everywhere. This concludes the
proof of (8.10).
Since (8.10) holds, this means that any point x0 in {∂ϕu(., ω) = α} belongs either
to C− or to C+. We now prove that C− = C+. Assume the contrary. Consider x0 for
example on C+. Then since C+ coincides with a half straight line in the region |x| ≥ 2,
(8.10) implies that C+ ∩ {|x| ≥ 2} is covered at least twice by µ(τ) (when τ → −∞ and
when τ → +∞). Thus, µ(τ) takes at least one value twice and must be periodic, which
is in contradiction with (8.10). Thus C− = C+ and the level curve {∂ϕu(., ω) = α} is
connex in Pu.
We now prove that the situation described in (8.8) can not happen. Let x1 and x2 the
two distinct points of (8.8) where {∂ϕu(., ω) = α} and {∂ψu(., ω) = β} intersect. Since
the level curve {∂ϕu(., ω) = α} is connex in Pu, {∂ϕu(., ω) = α} \ ({x1} ∪ {x2}) has three
connex components in Pu. Also, since {∂ϕu(., ω) = α} coincides with the union of two half
straight lines in the region |x| ≥ 2, one of these three connex components is precompact.
Let us call C this precompact connex component of {∂ϕu(., ω) = α}\ ({x1}∪{x2}). Note
that its boundary ∂C consists of {x1} ∪ {x2}. Then, since ∂ψu(x1) = ∂ψu(x2) = β by
(8.7), ∂ψu reaches a local extrema at a point x inside C. Thus, the tangent vector to
{∂ϕu(., ω) = α} and {∂ψu(., ω) = β} at x must be collinear. This implies that ∂ϕN(x)
and ∂ψN(x) must be collinear. It is impossible since (8.3) and (8.5) yield |∂ϕN | ≃ 1,
|∂ψN | ≃ 1 and |g(∂ϕN, ∂ψN)| . ε.
Finally, we have proved that the situation in (8.8) can not happen so that Φu is
one-to-one. This concludes the proof of Proposition 2.8.
8.2 The control of the Christoffel symbols
We now show that the global coordinate system induced by Φu on Pu satisfies (3.7) and
(5.32) such that the constant c > 0 in (3.7) and (5.32) is independent of u.
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Proposition 8.1 Let ω ∈ S2. Let Φu : Pu → TωS2 defined by (2.35). Then, it induces a
global coordinate system on Pu which satisfies:
|γAB(p)ξAξB − |ξ|2| . ε|ξ|2, uniformly for all p ∈ R2. (8.11)
Moreover, the Christoffel symbols ΓABC verify,∑
A,B,C
∫
R2
|ΓABC |2dx1dx2 . ε2. (8.12)
Proof The coordinates functions on Pu induced by the global C
1 diffeomorphism Φu
defined in (2.35) are given by:
x1 = ∂ϕu(., ω), x2 = ∂ψu(., ω), (8.13)
which using (8.1) implies:
∂
∂x1
= a−1∂ϕN,
∂
∂x2
= a−1∂ψN. (8.14)
Since γAB = g(
∂
∂xA
, ∂
∂xB
), (8.3), (8.5) and (8.14) imply (8.11).
We now turn to the proof of (8.12). By definition of the Christoffel symbols ΓABC , we
have:
ΓABC = g
(
∇B ∂
∂xC
,
∂
∂xA
)
. (8.15)
In view of (8.14) and (8.15), the Christoffel symbols are of the form:
Γ = a−3g(∇∂ωN∂ωN, ∂ωN)− a−3∇/ ∂ωNag(∂ωN, ∂ωN), (8.16)
which together with (7.108) implies:
Γ = a−3∂ωθ(∂ωN, ∂ωN)− 2a−3∇/ ∂ωNa|∂ωN |2. (8.17)
(2.30), (2.32) and (8.17) imply:
‖Γ‖L∞u L2(Pu) . ‖∂ωθ‖L∞u L2(Pu)‖∂ωN‖2L∞(Σ) + ‖∇/ a‖L∞u L2(Pu)‖∂ωN‖3L∞(Σ) . ε, (8.18)
which is (8.12). This concludes the proof of Proposition 8.1.
8.3 Proof of Proposition 2.9
Let ω ∈ S2. Recall the definition (2.36) of Φ : Σ→ R3:
Φ(x) := u(x, ω)ω + ∂ωu(x, ω) = u(x, ω)ω + Φu(x),
where Φu has been defined in Proposition 2.8.
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We start by showing that Φ is one-to-one. Assume that Φ(x1) = Φ(x2) for x1 and x2
in Σ. Then, since the image of Φu is contained in TωS
2, ω.Φu(x) = 0 for all x ∈ Σ, so we
have from (2.36):
u(x1, ω) = u(x2, ω) and Φu(x1,ω)(x1) = Φu(x2,ω)(x2). (8.19)
Since Φu is one-to-one by Proposition 2.8, (8.19) implies x1 = x2. Thus, Φ is one-to-one.
We now prove that Φ is onto. Let y ∈ R3. Then y = (y.ω)ω + y′ where y′ belongs to
TωS
2. Let u = y.ω. Since Φu is onto by Proposition 2.8, there exists x ∈ Pu such that
Φu(x) = y
′. Thus, u(x, ω) = y.ω and Φu(x) = y
′ so that Φ(x) = y by (2.36). Therefore,
Φ is onto.
We now turn to the proof of (2.37). Using the fact that ∇u = a−1N together with
(7.181) we obtain a formula for dΦ:
dΦ = (∇u)ω +∇∂ωu = a−1Nω + a−1∂ωN − a−1∂ωaN. (8.20)
In particular, if e1, e2 is an orthonormal frame on TPu and (ϕ, ψ) are the usual spherical
coordinates on S2, we have:
JacΦ = a−1
 1 −∂ϕa −∂ψa0 g(∂ϕN, e1) g(∂ψN, e1)
0 g(∂ϕN, e2) g(∂ψN, e2)
 . (8.21)
We deduce from (8.21) a formula for (JacΦu)
∗JacΦu:
(JacΦu)
∗JacΦu = a
−2
×
 1 −∂ϕa −∂ψa−∂ϕa (∂ϕa)2 + g(∂ϕN, ∂ϕN) ∂ϕa∂ψag(∂ψN, ∂ϕN)
−∂ψa ∂ϕa∂ψa+ g(∂ψN, ∂ϕN) (∂ψa)2 + g(∂ψN, ∂ψN)
 .
Taking the determinant yields:
det((JacΦ)∗JacΦ) = a−2 det((JacΦu)
∗JacΦu), (8.22)
which together with (8.5) implies:
‖det((JacΦ)∗JacΦ)− 1‖L∞(Σ) . ε. (8.23)
(8.23) yields (2.37). This concludes the proof of Proposition 2.9.
9 Additional estimates
This section is dedicated to the proof of Proposition 2.10, Proposition 2.11 and Proposition
2.12.
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9.1 Proof of Proposition 2.10
We start with the proof of the estimate (2.38). We first derive an estimate for ∇N and
∇2N . In view of the structure equation (4.4), we have:
‖∇N‖L2(S) + ‖∇2N‖L2(S) . ‖θ‖L2(S) + ‖a−1∇/ a ‖L2(S) + ‖∇θ‖L2(S) + ‖∇(a−1∇/ a )‖L2(S)
. ε+ ‖∇(a−1∇/ a )‖L2(S), (9.1)
where we used in the last inequality the estimate (4.9) for a and the estimate (4.10) for
θ. Now, we have:
‖∇(a−1∇/ a )‖L2(S) . ‖∇/ (a−1∇/ a ‖L2(S) + ‖∇Na−1∇/ a ‖L2(S)
. ‖a−1‖L∞(S)(‖∇/∇a‖L2(S) + ‖[∇N ,∇/ ]a‖L2(S)) + ‖a−2‖L∞(S)‖∇a‖2L4(S)
. ε+ ‖[∇N ,∇/ ]a‖L2(S),
where we used in the last inequality the estimates (4.9) (4.11) for a. Together with the
commutator estimate (2.18), we deduce:
‖∇(a−1∇/ a )‖L2(S) . ε+ ‖[∇N ,∇/ ]a‖L2(S)
. ε+ (‖θ‖L4(S) + ‖a−1∇/ a ‖L4(S))‖∇a‖L4(S)
. ε,
where we used in the last inequality the estimates (4.9) (4.11) for a and the estimate
(4.10) for θ. In view of (9.1), we finally obtain:
‖∇N‖L2(S) + ‖∇2N‖L2(S) . ε. (9.2)
Next, recall from Proposition 3.10 the following bound on the L∞(S) norm of a tensor
F on S. We have:
‖F‖L∞(S) . ‖F (−2, .)‖L4(P−2) + ‖∇F‖L2(S) + ‖∇/∇F‖L2(S). (9.3)
Now, recall that u = x · ω in |x| ≥ 2, and thus Pu=−2 = {x · ω = −2}. Therefore, P−2 is
included in the region |x| ≥ 2. In particular, if F ≡ 0 in |x| ≥ 2, we may use (9.3) and
obtain:
‖F‖L∞(Σ) . ‖∇F‖L2(Σ) + ‖∇/∇F‖L2(Σ) for all F such that F = 0 in |x| ≥ 2. (9.4)
Also, working in the global coordinate system on Pu given by Proposition 2.8, we easily
derive
‖f‖L2(Pu) . ‖∇/ f‖L2(Pu) for any scalar f such that f = 0 in Pu ∩ {|x| ≥ 2}.
Integrating in u, and in view of coarea formula (3.5), we deduce
‖f‖L2(Σ) . ‖∇/ f‖L2(Σ) for any scalar f such that f = 0 in |x| ≥ 2.
With the choice f = |F |, this yields
‖F‖L2(Σ) . ‖∇/F‖L2(Σ) for any tensor F such that F = 0 in |x| ≥ 2.
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Together with (9.4), we finally obtain
‖F‖L∞(Σ) . ‖∇/∇F‖L2(Σ) for all F such that F = 0 in |x| ≥ 2. (9.5)
Since u = x · ω in |x| ≥ 2, we have in particular N = ω in |x| ≥ 2. This yields:
N(x, ω) +N(x,−ω) = ω − ω = 0 in |x| ≥ 2.
Thus, using the estimate (9.5) with F = N(., ω) +N(.,−ω) implies:
‖N(., ω) +N(.,−ω)‖L∞(Σ)
. ‖∇2N(., ω)‖L2(Σ) + ‖∇2N(.,−ω)‖L2(Σ)
. ε,
where we used the fact that ∇N ≡ 0 in |x| ≥ 2 and the estimate (9.2). This concludes
the proof of the estimate (2.38).
Next, we prove the estimate (2.39). We have:
N(x, ω′) = N(x, ω) + ∂ωN(x, ω)(ω − ω′) +
∫
[ω,ω′]
∂2ωN(., ω
′′)dω′′(ω − ω′)2.
This yields:
||N(x, ω)−N(x, ω′)| − |∂ωN(x, ω)(ω − ω′)|| . ‖∂2ωN‖L∞(S)|ω − ω′|2 (9.6)
. |ω − ω′|2
where we used in the last inequality the estimate (2.33) for ∂2ωN . Now, the estimate
(7.116) implies:
‖g(∂ωN, ∂ωN)− I‖L∞(S) . ε.
This yields:
||∂ωN(x, ω)(ω − ω′)| − |ω − ω′|| . ε|ω − ω′|.
Together with (9.6), we obtain:
||N(x, ω)−N(x, ω′)| − |ω − ω′|| . |ω − ω′|(ε+ |ω − ω′|).
This concludes the proof of the estimate (2.39).
Finally, we prove the estimate (2.40). We first estimate u, ∂ωu and ∂
2
ωu. Differentiating
the equality ∇u = a−1N , and using the structure equation (4.4), we obtain:
‖∇2u‖L2(S) . ‖a−2∇a‖L2(S) + ‖a−1θ‖L2(S) . ε, (9.7)
where we used in the last inequality the estimate (4.9) for a and the estimate (4.10) for
θ. Also, differentiating the identity (7.180) for ∇∂ωu, and using the structure equation
(4.4), we obtain:
‖∇2∂ωu‖L2(S) (9.8)
. ‖a−1∇∂ωN‖L2(S) + ‖a−1∇∂ωa‖L2(S) + (‖a−2∇a‖L4(S) + ‖a−1θ‖L4(S))
×(‖∂ωa‖L∞(S) + ‖∂ωN‖L∞(S))
. ε,
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where we used in the last inequality the estimate (4.9) for a, the estimate (4.10) for θ and
the estimate (2.32) for ∂ωN and ∂ωa. Finally, differentiating (7.180) with respect to ω,
we obtain:
∇(∂2ωu) = a−1∂2ωN − a−1∂2ωaN − 2a−1∂ωN∂ωa+ a−2(∂ωa)2N.
Differentiating with respect to ∇/ , we obtain:
‖∇/∇∂2ωu‖L2(S) (9.9)
. ‖a−1‖L∞(S)(‖∇∂2ωN‖L2(S) + ‖∇/ ∂2ωa‖L2(S)) + (‖a−2∇/ a‖L∞[−2,2]L4(Pu)
+‖a−1θ‖L∞
[−2,2]
L4(Pu))(‖∂2ωN‖L2[−2,2]L4(Pu) + ‖∂
2
ωa‖L2[−2,2]L4(Pu)
+‖∂ωa‖L2
[−2,2]
L4(Pu)‖∂ωN‖L∞(S) + ‖∂ωa‖2L4
[−2,2]
L8(Pu)
)
+‖∇/ ∂ωa‖L2(S)‖∂ωN‖L∞(S)
+‖∂ωa‖L∞(S)(‖a−2∇/ a‖L2(S) + ‖a−1∇/ ∂ωN‖L2(S))
. ε,
where we used in the last inequality the estimates (4.9) (4.11) for a, the estimates (4.10)
(4.12) for θ, the estimate (2.32) for ∂ωN and ∂ωa, and the estimate (2.33) for ∂
2
ωN and
∂2ωa.
Recall that for ω ∈ S2, the map Φω : Σ→ R3 is defined by:
Φω(x) := u(x, ω)ω + ∂ωu(x, ω).
Since u = x · ω in |x| ≥ 2, we have:
Φω(x) = x for |x| ≥ 2,
which yields:
u(x, ω)− Φν(x) · ω = 0, ∂ωu(x, ω)− ∂ω(Φν(x) · ω) = 0, (9.10)
and ∂2ωu(x, ω)− ∂2ω(Φν(x) · ω) = 0 in |x| ≥ 2.
Now, let ν ∈ S2. We first estimate ∂2ωu(x, ω) − ∂2ω(Φν(x) · ω). In view of (9.10) and
(9.5), we have:
‖∂2ωu(., ω)− ∂2ω(Φν(.) · ω)‖L∞(Σ) (9.11)
. ‖∇/∇∂2ωu(., ω)‖L2(Σ) + ‖∇2∂ωu(., ν)‖L2(Σ) + ‖∇2u(., ν)‖L2(Σ)
. ε,
where we used in the last inequality the estimate (9.7) for u, the estimate (9.8) for ∂ωu,
and the estimate (9.9) for ∂2ωu.
Next, we estimate ∂ωu(x, ω)− ∂ω(Φν(x) · ω). We have:
Φν(x) · ω = u(x, ν)ν · ω + ∂ωu(x, ν)ω (9.12)
= u(x, ν) + ∂ωu(x, ν)(ω − ν)− |ω − ν|
2
2
u(x, ν),
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where we used in the last equality the fact that ∂ωu(x, ν)ν = 0. Thus, we obtain:
∂ωu(x, ω)− ∂ω(Φν(x) · ω) = ∂ωu(x, ω)− ∂ωu(x, ν)− (ω − ν)u(x, ν)
=
∫
∂2ωu(x, ω
′)(ω − ν)− (ω − ν)u(x, ν),
where ω′ is on the arc [ω, ν] of S2. Together with (9.10) and (9.5), this implies:
‖∂ωu(., ω)− ∂ω(Φν(.) · ω)‖L∞(Σ) (9.13)
. |ω − ν|(‖∇/ ′∇∂2ωu(., ω′)‖L2(Σ) + ‖∇2u(., ν)‖L2(Σ))
. ε|ω − ν|,
where we used in the last inequality the estimate (9.7) for u and the estimate (9.9) for
∂2ωu.
Finally, we estimate u(x, ω)− Φν(x) · ω. In view of (9.12), we have:
u(x, ω)− Φν(x) · ω = u(x, ω)− u(x, ν)− ∂ωu(x, ν)(ω − ν) + |ω − ν|
2
2
u(x, ν)
=
∫
∂2ωu(x, ω
′)(ω − ν)2 + |ω − ν|
2
2
u(x, ν),
where ω′ is on the arc [ω, ν] of S2. Together with (9.10) and (9.5), this implies:
‖u(., ω)− Φν(.) · ω‖L∞(Σ) (9.14)
. |ω − ν|2(‖∇/ ′∇∂2ωu(., ω′)‖L2(Σ) + ‖∇2u(., ν)‖L2(Σ))
. ε|ω − ν|2,
where we used in the last inequality the estimate (9.7) for u and the estimate (9.9) for
∂2ωu.
Finally, (9.11), (9.13) and (9.14) imply (2.40). This concludes the proof of Proposition
2.10.
9.2 Proof of Proposition 2.11
Recall from the first equation of (4.5) that trθ − kNN = 1 − a. Now, since a satisfies
(2.30), trθ − kNN satisfies:
‖∇N(trθ − kNN)‖L2(S) + ‖∇/ (trθ − kNN)‖L∞
[−2,2]
L2(Pu) + ‖∇/∇(trθ − kNN)‖L2(S) . ε.
Thus, Proposition 2.11 is a direct consequence of the following proposition:
Proposition 9.1 Let a scalar function f on Σ such that f ≡ 0 on u = −2 and:
‖∇/ f‖L∞
[−2,2]
L2(Pu) + ‖∇Nf‖L2(S) + ‖∇/∇f‖L2(S) . ε. (9.15)
Then, we have:
‖f‖B . ε. (9.16)
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The rest of this section is dedicated to the proof of Proposition 9.1.
Proof Using the definition (2.41), (3.15), property (iii) of Theorem 5.5 and (9.15),
we have:
‖f‖B =
∑
j≥0
2j‖Pjf‖L∞
[−2,2]
L2(Pu) + ‖P<0f‖L∞[−2,2]L2(Pu)
.
∑
j≥0
2j‖Pjf‖
1
2
L2(S)(‖∇NPjf‖L2(S) + ‖∇/Pjf‖L2(S))
1
2
+‖P<0f‖
1
2
L2(S)(‖∇NP<0f‖L2(S) + ‖∇/P<0f‖L2(S))
1
2
.
∑
j≥0
‖∆/ f‖
1
2
L2(S)(‖∇NPjf‖L2(S) + 2−j‖∆/ f‖L2(S))
1
2
+‖f‖
1
2
L2(S)(‖∇NP<0f‖L2(S) + ‖f‖L2(S))
1
2
. ε
1
2
(∑
j≥0
‖∇aNPjf‖
1
2
L2(S) + ‖∇aNP<0f‖
1
2
L2(S)
)
+ ε,
(9.17)
where we used the estimate (2.32) for a in the last estimate. The term ‖∇aNP<0f‖L2(S)
is easier to bound, so we concentrate on estimating the sum
∑
j≥0‖∇aNPjf‖
1
2
L2(S).
Let 0 < δ < 1. In view of the finite band property for Pj, and the commutator estimate
(5.76), we have:
‖∇aNPjf‖L2(S) (9.18)
. ‖Pj(∇aNf)‖L2(S) + ‖[∇aN , Pj]f‖L2(S)
. 2−j‖∇/ (∇aNf)‖L2(S) + 2−(1−δ)jε(‖∆/ f‖L2(S) + ‖∇/ f‖L∞
[−2,2]
L2(Pu))
. 2−(1−δ)jε(‖a‖L∞(S)‖∇/∇Nf‖L2(S) + ‖∇/ a‖L∞
[−2,2]
L4(Pu)‖∇Nf‖L2[−2,2]L4(Pu)
+‖∆/ f‖L2(S) + ‖∇/ f‖L∞
[−2,2]
L2(Pu))
. 2−(1−δ)jε,
where we used in the last inequality the Gagliardo-Nirenberg inequality (3.9), the estimate
(2.30) for a and the estimate (9.15) for f . Since δ < 1, (9.17) and (9.18) imply (9.16).
This concludes the proof of the proposition.
9.3 Proof of Proposition 2.12
We decompose ∇Na in the following way:
∇Na = aj1 + aj2, where aj1 = P>j/2(∇Na) and aj2 = P≤j/2(∇Na). (9.19)
Using the estimate (4.9) for a and the finite band property for Pj , we obtain:
‖aj1‖L2(S) ≤
∑
l>j/2
‖Pl∇Na‖L2(S) .
∑
l>j/2
2−l‖∇/∇Na‖L2(S) . 2−j/2ε. (9.20)
We also have:
‖∇Naj2‖L2(S) ≤
∑
l≤j/2
‖∇NPl∇Na‖L2(S) .
∑
l≤j/2
‖∇aNPl∇Na‖L2(S), (9.21)
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where we used in the last inequality the estimate (4.9) for a.
Next, we estimate ∇aNPl∇Na. Let δ > 0. In view of the finite band property for Pl
and the commutator estimate (5.72), we have:
‖∇aNPl∇Na‖L2(S) . ‖Pl(a∇2Na)‖L2(S) + ‖[∇aN , Pl]∇Na‖L2(S)
. 2
l
2‖a∇2Na‖L2uH− 12 (Pu) + ε‖Λ
1
2
+δ∇Na‖L2(S) + ε‖Λδ∇Na‖L∞
[−2,2]
L2(Pu).
Together with the product estimate (5.80), we obtain:
‖∇aNPl∇Na‖L2(S) (9.22)
. 2
l
2 (‖a‖L∞(S) + ‖∇/ a‖L∞
[−2,2]
L2(Pu))‖∇2Na‖L2uH− 12 (Pu) + ε‖∇/∇Na‖L2(S) + ε‖∇Na‖L∞u Hδ(Pu)
. 2
l
2ε+ ε‖∇Na‖L∞u Hδ(Pu),
where we used in the last inequality the estimate (2.30) for a and the estimate (2.31)
for ∇2Na. Now, in view of the decomposition (6.6) of ∇Na, and the estimates (6.8) and
(6.10), we have for all j ≥ 0:
‖Pj∇Na‖L∞
[−2,2]
L2(Pu) . 2
− j
2 ε,
which yields:
‖∇Na‖L∞u H( 12 )−(Pu) . ε. (9.23)
Choosing 0 < δ < 1
2
in (9.22) and using (9.23) finally yields:
‖∇aNPl∇Na‖L2(S) . 2 l2 ε.
Together with (9.21), we obtain:
‖∇Naj2‖L2(S) .
∑
l≤j/2
2
l
2 ε . 2
j
4ε. (9.24)
Finally, in view of (9.19), (9.20) and (9.24), we obtain the conclusion of the proposition.
A Proof of Proposition 4.2
Remark first that (4.47) for j = 1 has already been obtained in the section 4.1. We prove
(4.47) by iteration on j. Let us first start with the case j = 2.
A.1 Proof of (4.47) for j = 2
We start by estimating ‖∇2Na‖L2(S) and ‖∇/ 2∇Na‖L2(S). By (4.29) and (2.20), we have:
(∇N − a−1∆/ )∇Na = h, (A.1)
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where h is defined by:
h = −a−1trθ∆/ a− 2a−1θ̂∇/ 2a+ 2a−2∇/ a∇/∇Na− 2RN.a−1∇/ a −∇/ trθa−1∇/ a
+2θ̂|a−1∇/ a |2 + 2θ∇Nθ +∇2NkNN +∇NRNN .
(A.2)
We estimate ‖h‖L2(S):
‖h‖L2(S) . ‖θ‖L∞(S)‖∇/ 2a‖L2(S) + ‖∇/ a‖L∞
[−2,2]
L4(Pu)‖∇/∇Na‖L2[−2,2]L4(Pu)
+‖R‖L∞(S)‖∇/ a‖L2(S) + ‖∇/ trθ‖L2
[−2,2]
L4(Pu)‖∇/ a‖L∞[−2,2]L4(Pu)
+‖θ‖L6(S)‖∇/ a‖2L6(S) + ‖θ‖L∞[−2,2]L4(Pu)‖∇Nθ‖L2[−2,2]L4(Pu)
+‖∇2NkNN‖L2(S) + ‖∇NRNN‖L2(S),
(A.3)
which together with (4.9), (4.11), (4.12), (4.46) and (A.3) yields:
‖h‖L2(S) . ε(‖θ‖L∞(S) + ‖∇/∇Na‖L2
[−2,2]
L4(Pu) + ‖∇/ trθ‖L2[−2,2]L4(Pu)
+‖∇Nθ‖L2
[−2,2]
L4(Pu) + ε
2) +M.
(A.4)
Together with (3.9), Proposition 3.10, (4.9) and (4.10), this implies:
‖h‖L2(S) . ε(‖∇2θ‖L2(S) + ‖∇/ 2∇Na‖L2(S) + ε) +M. (A.5)
Proposition 3.16, (4.8), (4.9), (4.11), (4.12), (A.1) and (A.5) yield:
‖∇/∇Na‖L∞
[−2,2]
L2(Pu) + ‖∇2Na‖L2(S) + ‖∇/ 2∇Na‖L2(S) . ε‖∇2θ‖L2(S) +M. (A.6)
Let us now estimate ‖∇/ 3a‖L2(S). We differentiate the second equation of (4.5) with
respect to ∇/ and we obtain, in view of the commutator formula (2.24):
a−1∆/∇/ a = h+∇/∇Na, (A.7)
where h is defined by:
h = −a−2∇/ a∆/ a+Ka−1∇/ a + 2θ∇/ θ +∇/∇NkNN +∇/RNN . (A.8)
(A.7) yields:
‖a−1∆/∇/ a‖L2(S) ≤ ‖h‖L2(S) + ‖∇/∇Na‖L2(S). (A.9)
We estimate ‖h‖L2(S):
‖h‖L2(S) . ‖∇/ a‖L∞
[−2,2]
L4(Pu)‖∇/ 2a‖L2[−2,2]L4(Pu) + ‖K‖L3(S)‖∇/ a‖L6(S)
+‖θ‖L∞
[−2,2]
L4(Pu)‖∇/ θ‖L2[−2,2]L4(Pu) + ‖∇/∇NkNN‖L2(S)
+‖∇/RNN‖L2(S).
(A.10)
Together with (4.6), (4.11), (4.12) and (4.46), this yields:
‖h‖L2(S) . ε(‖∇/ 2a‖L2
[−2,2]
L4(Pu) + ε
2 +M) + ε‖∇/ θ‖L2
[−2,2]
L4(Pu) +M. (A.11)
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Together with (3.9), (4.9) and (4.10), this implies:
‖h‖L2(S) . ε(‖∇/ 3a‖L2(S) + ‖∇/ 2θ‖L2(S) +M) +M. (A.12)
Now, (4.6), (4.12) and (4.46) imply:
‖K‖L3(S) + ‖K‖L∞
[−2,2]
L2(Pu) . ‖θ‖2L6(S) + ‖θ‖2L∞
[−2,2]
L4(Pu)
+M .M + ε2. (A.13)
(3.27) and (A.13) yield:
‖∇/ 3a‖L2(S) . ‖∆/∇/ a‖L2(S) + ‖K‖1/2L∞
[−2,2]
L2(Pu)
‖∇/ 2a‖L2
[−2,2]
L4(Pu)
+‖K‖L3(S)‖∇/ a‖L6(S)
. ‖∆/∇/ a‖L2(S) + (M + ε2)‖∇/ 2a‖L2
[−2,2]
L4(Pu) + (M + ε
2)ε.
(A.14)
Together with (3.9) and (4.9), this implies:
‖∇/ 3a‖L2(S) . ‖∆/∇/ a‖L2(S) + (M2 + ε2)ε. (A.15)
(4.9), (A.9), (A.12) and (A.15) yield:
‖∇/ 3a‖L2(S) . ε‖∇/ 2θ‖L2(S) +M. (A.16)
Let us now estimate ‖∇/ 2θ‖L2(S). We differentiate the first equation of (4.1), which
yields together with (4.9) and (4.46):
‖∇/ 2trθ‖L2(S) ≤ ‖∇/ 2a‖L2(S) + ‖∇/ 2kNN‖ . ε+M. (A.17)
Let us now estimate ‖∇/ 2θ̂‖L2(S). We consider the Hodge operator D2 which takes any
symmetric traceless 2-tensor F on Pu into the 1-form div/F . Let
∗D2 its adjoint which
takes 1-forms on Pu into the 2-covariant symmetric traceless tensor (
∗D2F )AB = ∇/ BFA+
∇/ AFB − (div/F )γAB. We have the following identity:
∗D2D2 = −1
2
∆/ +K. (A.18)
Thus, applying ∗D2 to the third equation of (4.5), we obtain:
∆/ θ̂ = 2Kθ̂ −∗ D2(∇/ trθ)− 2∗D2(RN.). (A.19)
(A.19) together with (4.46) and (A.17) yields:
‖∆/ θ̂‖L2(S) . ‖Kθ̂‖L2(S) +M + ε. (A.20)
The analog of (3.27) for 2-tensors, (4.12), (A.13) and (A.20) yield:
‖∇/ 2θ̂‖L2(S) . ‖K‖1/2L∞
[−2,2]
L2(Pu)
‖∇/ θ̂‖L2
[−2,2]
L4(Pu) + ‖K‖L3(S)‖θ̂‖L6(S) +M + ε
. (M + ε2)‖∇/ θ̂‖L2
[−2,2]
L4(Pu) + (M + ε
2)ε+M + ε.
(A.21)
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Together with (3.9) and (4.10), this implies:
‖∇/ 2θ̂‖L2(S) .M. (A.22)
Finally, (A.17) and (A.22) yield:
‖∇/ 2θ‖L2(S) .M. (A.23)
Let us now estimate ‖∇∇Nθ‖L2(S). Differentiating the last equation of (4.5) by ∇,
taking the norm in L2(S), using (2.17), and estimating the various quantities in the same
fashion as previously, we obtain:
‖∇∇Nθ‖L2(S) . ‖∇/ 2∇Na‖L2(S) + ε‖∇2θ‖L2(S) +M. (A.24)
Finally, (A.6), (A.16), (A.23) and (A.24) yield the proof of (4.47) for j = 2.
A.2 Proof of (4.47) for j + 1 assuming (4.47) for j with j ≥ 2
We state two lemmas which will be used in the course of the proof.
Lemma A.1 Let F a tensor on S and l ∈ N. Assume that (4.47) holds with j = 2.
Assume also that ‖∇/∇2Na‖L2(S) ≤ C(M). Then, we have the following inequality:
‖∇lF‖L2(S) ≤ C(M)
(
‖∇lNF‖L2(S) + ‖∇/ lF‖L2(S) +
l−1∑
m=0
‖∇mF‖L2(S)
)
. (A.25)
Lemma A.2 Let f a scalar function on S. We have the following commutator formula:
[∇jN , a−1∆/ ]f = j(2a−1∇/ a∇/ + a−1∆/ a+ (j − 1)|a−1∇/ a |2)∇jNf
+
(
p∏
l=1
∇/ t1l∇t2lNa
)(
q∏
m=1
∇/ v1m∇v2mN θ
)(
r∏
n=1
∇/ w1n∇w2nN R
)
∇/ s1∇s2N f
(A.26)
where t1l , t
2
l , v
1
m, v
2
m, w
1
n and w
2
n satisfy:
t11 + · · ·+ t1p + v11 + · · ·+ v1q + w11 + · · ·+ w1r + s1 = 2,
t21 + · · ·+ t2p + v21 + · · ·+ v2q + w21 + · · ·+ w2r + s2 = j − q − r,
t2l ≤ j − 1, 0 ≤ l ≤ p, s2 ≤ j − 1.
(A.27)
We postpone the proof of Lemma A.1 to section A.3, and the proof of Lemma A.2 to
section A.4. We now continue the proof of Proposition 4.2. We differentiate the second
equation of (4.5) by ∇jN :
(∇N − a−1∆/ )∇jNa = h, (A.28)
where h is defined by:
h = [∇jN , a−1∆/ ]a +∇jN(|θ|2) +∇j+1N kNN +∇jNRNN . (A.29)
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We estimate ‖h‖L2(S). Using (4.46) and (A.29), we obtain:
‖h‖L2(S) . ‖[∇jN , a−1∆/ ]a‖L2(S) + ‖∇jN(|θ|2)‖L2(S) +M. (A.30)
If j = 2, we have:
‖∇2N(|θ|2)‖L2(S) . ‖θ‖L∞(S)‖∇2θ‖L2(S) + ‖∇θ‖2L4(S) .M2, (A.31)
where we have used Proposition 3.10 to bound the L∞(S) norm. If j ≥ 3, using (4.47)
for j and Leibnitz formula yields:
‖∇jN(|θ|2)‖L2(S) .
∑
0≤p≤j/2
‖∇pθ‖L∞(S)‖∇j−pθ‖L2(S) ≤ C(M). (A.32)
We now estimate ‖[∇jN , a−1∆/ ]a‖L2(S) with the help of (A.26). We have:
‖a−1∇/ a∇/∇jNa‖L2(S) . ‖a−1∇/ a ‖L∞[−2,2]L4(Pu)‖a−1∇/ a∇/∇
j
Na‖L2[−2,2]L4(Pu)
. ε‖∇/ 2∇jNa‖1/2L2(S)‖∇/∇jNa‖1/2L2(S),
(A.33)
where we have used (3.9) and (4.11). Using the estimate (4.9) for a, and the Gagliardo-
Nirenberg inequality (3.9), we have:
‖a−1∆/ a∇jNa‖L2(S) . ‖a−1‖L∞(S)‖∆/ a‖L∞[−2,2]L4(Pu)‖∇
j
Na‖L2[−2,2]L4(Pu) (A.34)
. ‖∆/ a‖
1
2
L2(S)‖∇/∆/ a‖
1
2
L2(S)‖∇jNa‖
1
2
L2(S)‖∇/∇jNa‖
1
2
L2(S)
. C(M)‖∇/∇jNa‖
1
2
L2(S),
where we used in the last inequality (4.47) for j and for 2. Using (4.47) for j and for 2
yields:
‖|a−1∇/ a |2∇jNa‖L2(S) . ‖a−1∇/ a‖2L∞(S)‖∇jNa‖L2(S) ≤ C(M), (A.35)
where we have used Proposition 3.10 to bound ‖a−1∇/ a‖L∞(S). Using (4.47) for j and for
2 together with (A.27) yields:∥∥∥∥∥
(
p∏
l=1
∇/ t1l∇t2lNa
)(
q∏
m=1
∇/ v1l∇v2lN θ
)(
r∏
n=1
∇/ w1l∇w2lN R
)
∇/ s1∇s2Na
∥∥∥∥∥
L2(S)
≤ C(M). (A.36)
(A.26), (A.33), (A.34), (A.35) and (A.36) yield:
‖[∇jN , a−1∆/ ]a‖L2(S) . C(M)(1 + ‖∇/∇jNa‖
1
2
L2(S)) + ε(‖∇/ 2∇jNa‖L2(S) + ‖∇/∇jNa‖L2(S)).
(A.37)
Finally, (A.30), (A.31), (A.32) and (A.37) yield:
‖h‖L2(S) . C(M)(1 + C(M)‖∇/∇jNa‖
1
2
L2(S)) + ε(‖∇/ 2∇jNa‖L2(S) + ‖∇/∇jNa‖L2(S)). (A.38)
Proposition 3.16, (A.28) and (A.38) yield:
‖∇/∇jNa‖L∞[−2,2]L2(Pu) + ‖∇/
2∇jNa‖L2(S) + ‖∇j+1N a‖L2(S) ≤ C(M). (A.39)
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Now, (4.47) for j, (A.25) and (A.39) yield:
‖∇j+1a‖L2(S) ≤ C(M). (A.40)
Let us now estimate ‖∇/ j+1θ‖L2(S). We differentiate the first equation of (4.5) by ∇/ j+1,
which yields together with (4.46) and (4.47) for j:
‖∇/ j+1trθ‖L2(S) ≤ ‖∇/ j+1a‖L2(S) + ‖∇/ j+1kNN‖L2(S) ≤ C(M). (A.41)
Differentiating (A.19) by ∇/ j−1, we obtain:
∇/ j−1∆/ θ̂ = 2∇/ j−1(Kθ̂)−∇/ j−1(∗D2(∇/ trθ))− 2∇/ j−1(∗D2(RN.)). (A.42)
(4.46) and (A.41) yield:
‖∇/ j−1(∗D2(∇/ trθ))‖L2(S) + ‖∇/ j−1(∗D2(RN.))‖L2(S) ≤ C(M). (A.43)
Using Leibnitz formula together with (4.6), (4.46) and (4.47) for j, we obtain:
‖∇/ j−1(Kθ̂)‖L2(S) ≤ C(M). (A.44)
(A.42), (A.43) and (A.44) yield:
‖∇/ j−1∆/ θ̂‖L2(S) ≤ C(M). (A.45)
Now, (2.24) yields:
∆/∇/ j−1θ̂ = ∇/ j−1∆/ θ̂ +
j−1∑
p=1
∇/ j−1−pK∇/ pθ̂, (A.46)
which together with (4.6), (4.46), (4.47) and (A.45) implies:
‖∆/∇/ j−1θ̂‖L2(S) ≤ C(M). (A.47)
The analog of (3.27) for 2-tensors, (A.13) and (A.47) yield:
‖∇/ j+1θ̂‖L2(S)
. ‖∆/∇/ j−1θ̂‖L2(S) + ‖K‖1/2L∞
[−2,2]
L2(Pu)
‖∇/ j θ̂‖L2
[−2,2]
L4(Pu) + ‖K‖L3(S)‖∇/ j−1θ̂‖L6(S)
. (M + ε2)(‖∇/ j θ̂‖L2
[−2,2]
L4(Pu) + ‖∇/ j−1θ̂‖L6(S)) + C(M).
(A.48)
Together with (3.9) and (4.47) for j, this implies:
‖∇/ j+1θ̂‖L2(S) ≤ C(M). (A.49)
Finally, (A.41) and (A.49) yield:
‖∇/ j+1θ‖L2(S) ≤ C(M). (A.50)
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Let us now estimate ‖∇j+1N θ‖L2(S). Differentiating the last equation of (4.5) by ∇jN ,
taking the norm in L2(S), using the computation (A.64) of [∇jN ,∇/ 2] proved in the Ap-
pendix, (4.47) for j, (A.39), and estimating the various quantity in the same fashion as
previously, we obtain:
‖∇j+1N θ‖L2(S) ≤ C(M). (A.51)
Now, (4.47) for j, (A.25), (A.50) and (A.51) yield:
‖∇j+1θ‖L2(S) ≤ C(M). (A.52)
Also, differentiating the last equation of (4.5) by ∇j , taking the norm in L2(S), (4.47)
for j, (A.52), and estimating the various quantity in the same fashion as previously, we
obtain:
‖∇/ 2∇j−1a‖L2(S) ≤ C(M). (A.53)
Finally, (A.40), (A.52) and (A.53) yield (4.47) for j + 1 so that (4.47) is true for all j.
This concludes the proof of Proposition 4.2.
A.3 Proof of Lemma A.1
Let us first recall the following result (see for instance [4]). If the symbol a(x, ξ) satisfies:
sup
ξ
‖a(., ξ)‖H3/2+δ(R3) < +∞ (A.54)
for some δ > 0, then the pseudodifferential operator a(x,D) acting on R3 is bounded on
L2(R3). Now, assume that the symbol a(x, ξ) satisfies:
sup
ξ
‖a(., ξ)‖H5/2+δ(R3) < +∞ (A.55)
for some δ > 0 and:
a(x, ξ) ≥ 1 for all (x, ξ). (A.56)
Then, using the previous result and the symbolic calculus for the adjoint and the compo-
sition of pseudodifferential operators, one can show that:
a(x,D)−√a(x,D)∗√a(x,D) is bounded from H−1(R3) to L2(R3). (A.57)
Thus, under the assumptions (A.55) (A.56), the Garding inequality holds:
(a(x,D)v, v) ≥ −C‖v‖H−1(R3), (A.58)
where v is in L2(R3) and C > 0 is a constant depending in the quantity in (A.55).
Now, consider
a(x, ξ) = 2l+1
((
N.
ξ
|ξ|
)2l
+
(
e.
ξ
|ξ|
)2l)
− 1. (A.59)
Then, we clearly have (A.56). We also have (A.55):
sup
ξ
‖a(., ξ)‖H5/2+δ ≤ C(‖N‖H5/2+δ) ≤ C(‖∇3N‖L2(S)) ≤ C(M), (A.60)
where we have used (4.4), (4.47) with j = 2 and ‖∇/∇2Na‖L2(S) ≤ C(M). Thus, a defined
by (A.59) satisfies (A.58), which together with the choice v = |D|lF concludes the proof
of Lemma A.1.
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A.4 Proof of Lemma A.2
We start by deriving a formula for the commutator [∇jN ,∇/ ]. Let F a tensor on S. Using
(2.17), one proves the following commutator formula by iteration:
[∇jN ,∇/ ]F = j∇/ a∇jNF
+∇/∇t1Na
(
p∏
l=2
∇tlNa
)(
q∏
m=1
∇vmN θ
)(
r∏
n=1
∇wnN R
)
∇sNF
+
(
p∏
l=1
∇tlNa
)(
q∏
m=1
∇vmN θ
)(
r∏
n=1
∇wnN R
)
∇/∇sNF,
(A.61)
where tl, vm and wn satisfy:
t1 + · · ·+ tp + v1 + · · ·+ vq + w1 + · · ·+ wr + s = j − q − r,
tl ≤ j − 1, 1 ≤ l ≤ p, s ≤ j − 1. (A.62)
Then, using the fact that:
[∇jN ,∇/ 2] = [∇jN ,∇/ ]∇/ +∇/ [∇jN ,∇/ ], (A.63)
we deduce from (A.61) and (A.62) the following commutator formula:
[∇jN ,∇/ 2]F =
(
p∏
l=1
∇/ t1l∇t2lNa
)(
q∏
m=1
∇/ v1m∇v2mN θ
)(
r∏
n=1
∇/ w1n∇w2nN R
)
∇/ s1∇s2NF, (A.64)
where t1l , t
2
l , v
1
m, v
2
m, w
1
n and w
2
n satisfy:
t11 + · · ·+ t1p + v11 + · · ·+ v1q + w11 + · · ·+ w1r + s1 = 2,
t21 + · · ·+ t2p + v21 + · · ·+ v2q + w21 + · · ·+ w2r + s2 = j − q − r,
t2l ≤ j − 1, 0 ≤ l ≤ p, s1 + s2 ≤ j + 1.
(A.65)
Now, using (2.20), we have for any scalar f on S:
[∇jN , a−1∆/ ]f =
∑j
l=1∇l−1N [∇N , a−1∆/ ]∇j−lN f
=
j∑
l=1
∇l−1N (−(trθ + a−1∇Na)∆/ − 2θ̂ · ∇/ 2 + 2a−1∇/ a · ∇/∇N
+a−1∆/∇N − 2RN. · ∇/ −∇/ trθ · ∇/ + 2θ̂ · a−1∇/ a · ∇/ )∇j−lN f
= 2
j∑
l=1
∇l−1N (a−1∇/ a∇/∇j+1−lN f + a−1∆/ a∇j+1−lN f)
+
j∑
l=1
∇l−1N (−(trθ + a−1∇Na)∆/ − 2θ̂ · ∇/ 2 − 2RN. · ∇/
−∇/ trθ · ∇/ + 2θ̂ · a−1∇/ a · ∇/ )∇j−lN f.
(A.66)
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We rewrite the first term in the right-hand side of (A.66):
j∑
l=1
∇l−1N (a−1∇/ a∇/∇j+1−lN f + a−1∆/ a∇j+1−lN f)
= ja−1∇/ a∇/∇jNf + ja−1∆/ a∇jNf
+
j∑
l=1
a−1∇/ a[∇l−1N ,∇/ ]∇j+1−lN f +
j∑
l=1
l−1∑
m=1
∇mN(a−1∇/ a)∇l−1−mN ∇/∇j+1−lN f
+
j∑
l=1
l−1∑
m=1
∇mN(a−1∆/ a)∇j−mN f
= ja−1∇/ a∇/∇jNf + ja−1∆/ a∇jNf +
j(j − 1)
2
|∇/ a|2∇jNf
+
j∑
l=1
a−1∇/ a([∇l−1N ,∇/ ]− (l − 1)∇/ a∇l−1N )∇j+1−lN f
+
j∑
l=1
l−1∑
m=1
∇mN(a−1∇/ a)∇l−1−mN ∇/∇j+1−lN f +
j∑
l=1
l−1∑
m=1
∇mN (a−1∆/ a)∇j−mN f.
(A.67)
Finally, (A.61), (A.62), (A.64), (A.65), (A.66) and (A.67) yield (A.26) and (A.27).
B Proof of the estimates for the commutator [∇aN , Pj]
In this section, we prove the commutator estimates stated in section 5.3.
B.1 Proof of Proposition 5.14
Proceeding as in (5.50) (5.51) (5.52), we have:
[∇aN , Pj]f =
∫ ∞
0
mj(τ)V (τ)dτ. (B.1)
where V is given by:
(∂τ −∆/ )V (τ) = [∇aN ,∆/ ]U(τ)f, V (0) = 0. (B.2)
In view of (B.1), we have:
‖[∇aN , Pj]f‖L2(S) .
∫ ∞
0
mj(τ)‖V (τ)‖L2(S)dτ.
Thus, to obtain (5.72), it suffices to show:
sup
τ
‖V (τ)‖L2(S) . ε‖Λ 12+δf‖L2(S) + ε‖Λδf‖L∞
[−2,2]
L2(Pu). (B.3)
From now on, we focus on proving (B.3).
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In view of (B.2) and the heat flow estimate (5.5), we have:
‖V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pu)dτ ′ .
∫ τ
0
∫
Pu
V (τ ′)[∇aN ,∆/ ]U(τ ′)dµudτ ′.
Using the commutator formula (2.23), and integrating the second order derivative by
parts, we obtain the following estimate:
‖V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pu)dτ ′
. (‖a∇/ (θ)‖L2(Pu) + ‖∇/ (a)θ‖L2(Pu) + ‖aR‖L2(Pu))
∫ τ
0
‖∇/U(τ ′)‖L4(Pu)‖V (τ ′)‖L4(Pu)dτ ′
‖aθ‖L∞u L4(Pu)
∫ τ
0
‖∇/U(τ ′)‖L4(Pu)‖∇/ V (τ ′)‖L2(Pu)dτ.
Together with the Gagliardo-Nirenberg inequality (3.9), Proposition 3.7, and the estimate
(2.30) for a and θ, we obtain:
‖V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/V (τ ′)‖2L2(Pu)dτ ′
. (‖a∇/ (θ)‖2L2(Pu) + ‖∇/ (a)θ‖2L2(Pu) + ‖aR‖2L2(Pu))
×
∫ τ
0
τ ′
1
2
−δ‖∇/ 2U(τ ′)‖L2(Pu)‖∇/U(τ ′)‖L2(Pu)dτ
+ε2
∫ τ
0
‖∇/ 2U(τ ′)‖L2(Pu)‖∇/U(τ ′)‖L2(Pu)dτ +
1
2
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pu)dτ ′
+
1
2
∫ τ
0
τ ′
−1+δ‖V (τ ′)‖2L2(Pu)dτ,
for any δ > 0. This yields:
‖V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pu)dτ ′ . (‖a∇/ (θ)‖2L2(Pu) + ‖∇/ (a)θ‖2L2(Pu) + ‖aR‖2L2(Pu))
×
∫ τ
0
τ ′
1
2
−δ‖∇/ 2U(τ ′)‖L2(Pu)‖∇/U(τ ′)‖L2(Pu)dτ
+ε2
∫ τ
0
‖∇/ 2U(τ ′)‖L2(Pu)‖∇/U(τ ′)‖L2(Pu)dτ
and integrating in u, we obtain:
‖V (τ)‖2L2(S) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(S)dτ ′ (B.4)
. ε2 sup
u
(∫ τ
0
τ ′
1
2
−δ‖∇/ 2U(τ ′)‖L2(Pu)‖∇/U(τ ′)‖L2(Pu)dτ
)
+ε2
∫ τ
0
‖∇/ 2U(τ ′)‖L2(S)‖∇/U(τ ′)‖L2(S)dτ,
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where we used the estimate (2.30) for a and θ, and the smallness assumption (2.1) for R.
Now, we have: ∫ τ
0
τ ′
1
2
−δ‖∇/ 2U(τ ′)‖L2(Pu)‖∇/U(τ ′)‖L2(Pu)dτ ′
.
∫ τ
0
τ ′
1−2δ‖∆/U(τ ′)‖2L2(Pu)dτ ′ +
∫ τ
0
‖∇/U(τ ′)‖2L2(Pu)dτ ′,
where we used the Bochner inequality for scalars (5.63). Together with the heat flow
estimate (5.24), we obtain:
sup
u
(∫ τ
0
τ ′
1
2
−δ‖∇/ 2U(τ ′)‖L2(Pu)‖∇/U(τ ′)‖L2(Pu)dτ ′
)
. ‖Λ3δf‖2L∞
[−2,2]
L2(Pu)
. (B.5)
Also, we have:∫ τ
0
‖∇/ 2U(τ ′)‖L2(S)‖∇/U(τ ′)‖L2(S)dτ ′ (B.6)
.
∫ τ
0
τ ′
1
2
−δ‖∆/U(τ ′)‖2L2(S)dτ ′ +
(
sup
τ
τ ′
1
2‖∇/U(τ)‖2L2(S)
)(∫ τ
0
τ ′
−1+δ
)
. ‖Λ 12+2δf‖2L2(S),
where we used in the last inequality the Bochner inequality for scalars (5.63) and a heat
flow estimate. Finally, (B.4), (B.5) and (B.6) imply:
sup
τ
‖V (τ)‖L2(S) . ε‖Λ3δf‖L∞
[−2,2]
L2(Pu) + ε‖Λ
1
2
+2δf‖L2(S).
Since δ > 0 is arbitrary, this yields (B.3), which concludes the proof of the proposition.
B.2 Proof of Proposition 5.15
Proceeding as in (B.1) (B.2), we have:
[∇aN , Pj]F =
∫ ∞
0
mj(τ)V (τ)dτ. (B.7)
where V is given by:
(∂τ −∆/ )V (τ) = [∇aN ,∆/ ]U(τ)F, V (0) = 0. (B.8)
In view of (B.7), we have:
‖[∇aN , Pj]F‖L1
[−2,2]
L2(Pu) .
∫ ∞
0
mj(τ)‖V (τ)‖L1
[−2,2]
L2(Pu)dτ.
Thus, to obtain (5.73), it suffices to show:
‖V (τ)‖L1
[−2,2]
L2(Pu) . τ
1
2
− δ
2 ε
(
‖∇/F‖L2(S) + ‖F‖L∞
[−2,2]
L2(Pu)
)
. (B.9)
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From now on, we focus on proving (B.9).
In view of (B.8) and the heat flow estimate (5.5), we have:
‖V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pu)dτ ′ .
∫ τ
0
∫
Pu
V (τ ′)[∇aN ,∆/ ]U(τ ′)dµudτ ′. (B.10)
Injecting the commutator formula (2.22) in (B.10), integrating by parts, and using the
L∞(Pu) estimate (3.10), we obtain the following estimate:
‖V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pu)dτ ′
. (‖a∇/ (θ)‖L2(Pu) + ‖∇/ (a)θ‖L2(Pu) + ‖aR‖L2(Pu))
∫ τ
0
‖∇/U(τ ′)‖Lp(Pu)‖∇/ V (τ ′)‖L2(Pu)dτ ′,
where 2 < p < 4 will be chosen later. Together with the Gagliardo-Nirenberg inequality
(3.9), we obtain:
‖V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pu)dτ ′
. (‖a∇/ (θ)‖2L2(Pu) + ‖∇/ (a)θ‖2L2(Pu) + ‖aR‖2L2(Pu))
∫ τ
0
‖∇/ 2U(τ ′)‖2(1−
2
p
)
L2(Pu)
‖∇/U(τ ′)‖
4
p
L2(Pu)
dτ ′.
Taking the square root, and integrating in u, this yields:
‖V (τ)‖L1
[−2,2]
L2(Pu) . (‖a∇/ (θ)‖L2(S) + ‖∇/ (a)θ‖L2(S) + ‖aR‖L2(S)) (B.11)
×
∥∥∥∥∥
(∫ τ
0
‖∇/ 2U(τ ′)‖2(1−
2
p
)
L2(Pu)
‖∇/U(τ ′)‖
4
p
L2(Pu)
dτ ′
) 1
2
∥∥∥∥∥
L2u
. ε
∥∥∥∥∥
(∫ τ
0
‖∇/ 2U(τ ′)‖2(1−
2
p
)
L2(Pu)
‖∇/U(τ ′)‖
4
p
L2(Pu)
dτ ′
) 1
2
∥∥∥∥∥
L2u
,
where we used in the last inequality the estimate (2.30) for a and θ, and the smallness
assumption (2.1) for R. Now, in view of the Bochner identity for tensors (3.28), we have:∫ τ
0
‖∇/ 2U(τ ′)‖2(1−
2
p
)
L2(Pu)
‖∇/U(τ ′)‖
4
p
L2(Pu)
dτ ′
.
∫ τ
0
(
‖∆/U(τ ′)‖L2(Pu) + ‖K‖L2(Pu)‖∇/U(τ ′)‖L2(Pu) + ‖K‖2L2(Pu)‖U(τ ′)‖L2(Pu)
)2(1− 2
p
)
×‖∇/U(τ ′)‖
4
p
L2(Pu)
dτ ′
.
(∫ τ
0
‖∆/U(τ ′)‖2L2(Pu)dτ ′
)1− 2
p
(∫ τ
0
‖∇/U(τ ′)‖2L2(Pu)dτ ′
) 2
p
+‖K‖4(1−
2
p
)
L2(Pu)
∫ τ
0
(‖∇/U(τ ′)‖2L2(Pu) + ‖U(τ ′)‖2L2(Pu))dτ ′.
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Integrating in u, and using the fact that 2 < p < 4, this yields:∫ 2
−2
∫ τ
0
‖∇/ 2U(τ ′)‖2(1−
2
p
)
L2(Pu)
‖∇/U(τ ′)‖
4
p
L2(Pu)
dτ ′du
. τ
2
p
(
sup
τ
‖∇/U(τ ′)‖2L2(S) +
∫ τ
0
‖∆/U(τ ′)‖2L2(S)dτ ′
)
+‖K‖4(1−
2
p
)
L2(S) τ
4
p
−1
(
sup
τ
(‖∇/U(τ ′)‖2L2(S) + ‖U(τ ′)‖2L2(S))
+ sup
u
(∫ τ
0
(‖∇/U(τ ′)‖2L2(Pu) + ‖U(τ ′)‖2L2(Pu))dτ ′
))
.
Together with the estimate (2.30) for K, and the heat flow estimates (5.1) and (5.2), we
obtain:∫ 2
−2
∫ τ
0
‖∇/ 2U(τ ′)‖2(1−
2
p
)
L2(Pu)
‖∇/U(τ ′)‖
4
p
L2(Pu)
dτ ′du .
(
τ
2
p + τ
4
p
−1
)
(‖∇/F‖2L2(S) + ‖F‖2L∞
[−2,2]
L2(Pu)).
Together with (B.11), we finally obtain:
‖V (τ)‖L1
[−2,2]
L2(Pu) . ε
(
τ
1
p + τ
2
p
− 1
2
)
(‖∇/F‖L2(S) + ‖F‖L∞
[−2,2]
L2(Pu)).
Since δ > 0, we may choose p such that:
2 < p < min
(
4,
4
2− δ
)
,
which yields (B.9). This concludes the proof of the proposition.
B.3 Proof of Corollary 5.16
Using the inequality (5.48), the fact that PjF ≡ 0 on u = −2, and properties (ii) and (iii)
of Theorem 5.5, we have:∑
j≥0
2j‖PjF‖2L∞
[−2,2]
L2(Pu)
.
∑
j≥0
2j
(∫ 2
−2
‖PjF‖L2(Pu)‖∇NPjF‖L2(Pu)du+ ‖PjF‖L2(S)‖∇/PjF‖L2(S)
)
.
∑
j≥0
2j
(∫ −2
−2
‖PjF‖L2(Pu)‖∇NPjF‖L2(Pu)du
)
+
∑
j≥0
22j‖PjF‖2L2(S)
.
∑
j≥0
2j
(∫ −2
−2
‖PjF‖L2(Pu)‖∇aNPjF‖L2(Pu)du
)
+ ‖∇/F‖2L2(S),
(B.12)
where we used the estimate (2.30) for a in the last inequality. Now, we have:
‖∇aNPjF‖L2(Pu) . ‖Pj(∇aNF )‖L2(Pu) + ‖[∇aN , Pj]F‖L2(Pu)
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which together with (B.12), and the properties (ii) and (iii) of Theorem 5.5 implies:∑
j≥0
2j‖PjF‖2L∞
[−2,2]
L2(Pu) (B.13)
.
∑
j≥0
2j‖PjF‖L2(S)‖Pj(∇aNF )‖L2(S) +
∑
j≥0
2j‖PjF‖L∞
[−2,2]
L2(Pu)‖[∇aN , Pj]F‖L1[−2,2]L2(Pu)
+‖∇/F‖2L2(S)
.
∑
j≥0
22j‖PjF‖2L2(S) +
∑
j≥0
‖Pj(∇aNF )‖2L2(S)
+
(∑
j≥0
2j‖PjF‖2L∞
[−2,2]
L2(Pu)
) 1
2
(∑
j≥0
2j‖[Pj ,∇aN ]F‖2L1
[−2,2]
L2(Pu)
) 1
2
+ ‖∇/F‖2L2(S)
.
(∑
j≥0
2j‖PjF‖2L∞
[−2,2]
L2(Pu)
) 1
2
(∑
j≥0
2j‖[Pj,∇aN ]F‖2L1
[−2,2]
L2(Pu)
) 1
2
+ ‖∇F‖2L2(S).
This yields:∑
j≥0
2j‖PjF‖2L∞
[−2,2]
L2(Pu)
.
∑
j≥0
2j‖[Pj,∇aN ]F‖2L1
[−2,2]
L2(Pu)
+ ‖∇F‖2L2(S). (B.14)
Now, we have in view of the commutator estimate (5.73):
‖[Pj,∇aN ]F‖2L1
[−2,2]
L2(Pu)
. 2−j(1−δ)ε(‖∇/F‖L2(S) + ‖F‖L∞
[−2,2]
L2(Pu)),
for any δ > 0. In view of Corollary 3.8 and the fact that F ≡ 0 on u = −2, we obtain:
‖[Pj ,∇aN ]F‖2L1
[−2,2]
L2(Pu)
. 2−j(1−δ)ε‖F‖H1(S).
Together with (B.14), this yields:
∑
j≥0
2j‖PjF‖2L∞
[−2,2]
L2(Pu)
.
(
1 +
∑
j≥0
2−j(1−2δ)
)
‖F‖2H1(S).
Choosing 0 < δ < 1/2, we obtain:∑
j≥0
2j‖PjF‖2L∞
[−2,2]
L2(Pu) . ‖F‖2H1(S), (B.15)
which is the wanted estimate. This concludes the proof of the corollary.
B.4 Proof of Proposition 5.17
In view of (B.1), we have:
‖[∇aN , Pj]f‖L1
[−2,2]
L2(Pu) .
∫ ∞
0
mj(τ)‖V (τ)‖L1
[−2,2]
L2(Pu)dτ,
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where V is given by:
(∂τ −∆/ )V (τ) = [∇aN ,∆/ ]U(τ)f, V (0) = 0. (B.16)
Thus, to obtain (5.75), it suffices to show:
‖Λ−αV (τ)‖L1
[−2,2]
L2(Pu) +
∫ 2
−2
(∫ τ
0
‖∇/Λ−αV (τ ′)‖2L2(Pu)dτ ′
) 1
2
du . ε‖Λ−δF‖L2(S). (B.17)
Indeed, once (B.17) is obtained, one proceeds as in (5.55) (5.56) to deduce (5.75). From
now on, we focus on proving (B.17).
In view of (B.16) and the heat flow estimate (5.21), we have:
‖Λ−αV (τ)‖2L2(Pu) +
∫ τ
0
‖∇/Λ−αV (τ ′)‖2L2(Pu)dτ ′ .
∫ τ
0
∫
Pu
Λ−2αV (τ ′)[∇aN ,∆/ ]U(τ ′)dµudτ ′.
Injecting the commutator formula (2.23), integrating by parts, we obtain the following
estimate:
‖Λ−αV (τ)‖2L2(Pu) +
∫ τ
0
‖∇/Λ−αV (τ ′)‖2L2(Pu)dτ ′ (B.18)
. (‖a∇/ (θ)‖L2(Pu) + ‖∇/ (a)θ‖L2(Pu) + ‖aR‖L2(Pu))
×
∫ τ
0
‖∇/U(τ ′)‖Lp(Pu)‖∇/Λ−2αV (τ ′)‖L2(Pu)dτ ′,
where
2 < p <
2
1− α
will be chosen later. Now, we have in view of (5.26) and (5.18):
‖∇/Λ−2αV (τ ′)‖L2(Pu) . ‖Λ−αV (τ ′)‖αL2(Pu)‖∇/Λ−2αV (τ ′)‖1−αL2(Pu)
which together with (B.18) implies:
‖Λ−αV (τ)‖2L2(Pu) +
∫ τ
0
‖∇/Λ−αV (τ ′)‖2L2(Pu)dτ ′ (B.19)
. (‖a∇/ (θ)‖2L2(Pu) + ‖∇/ (a)θ‖2L2(Pu) + ‖aR‖2L2(Pu))
∫ τ
0
τ ′
α−‖∇/U(τ ′)‖2Lp(Pu)dτ ′.
The Gagliardo-Nirenberg inequality (3.9) and the Bochner inequality (5.63) imply:∫ τ
0
τ ′
α−‖∇/U(τ ′)‖2Lp(Pu)dτ ′
.
∫ τ
0
τ ′
α−‖∇/U(τ ′)‖
4
p
L2(Pu)
‖∆/U(τ ′)‖2(1−
2
p
)
L2(Pu)
dτ ′
.
∫ τ
0
τ ′
b‖∇/U(τ ′)‖2L2(Pu)dτ ′ +
∫ τ
0
τ ′
1+b‖∆/U(τ ′)‖2L2(Pu)dτ ′
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where b is given by:
b = α− − 1 + 2
p
. (B.20)
We have 0 < b < 1 from the choice of α and p. Thus, we obtain in view of the heat flow
estimates (5.22) and (5.24):∫ τ
0
τ ′
α−‖∇/U(τ ′)‖2Lp(Pu)dτ ′ . ‖Λ−b−f‖2L2(Pu).
Together with (B.19), this yields:
‖Λ−αV (τ)‖2L2(Pu) +
∫ τ
0
‖∇/Λ−αV (τ ′)‖2L2(Pu)dτ ′
. (‖a∇/ (θ)‖2L2(Pu) + ‖∇/ (a)θ‖2L2(Pu) + ‖aR‖2L2(Pu))‖Λ−b−f‖2L2(Pu).
Integrating in u, this yields:
‖Λ−αV (τ)‖L1
[−2,2]
L2(Pu) +
∫ 2
−2
(∫ τ
0
‖∇/Λ−αV (τ ′)‖2L2(Pu)dτ ′
) 1
2
du (B.21)
. (‖a∇/ (θ)‖L2(S) + ‖∇/ (a)θ‖L2(S) + ‖aR‖L2(S))‖Λ−b−f‖L2(S)
. ε‖Λ−b−F‖L2(S),
where we used in the last inequality the estimate (2.30) for a and θ, and the smallness
assumption (2.1) for R. Now, in view of the definition (B.20) of b, and since δ < α, we
may choose p > 2 close enough to 2 such that b− > δ, which together with (B.21) implies
(B.17). This concludes the proof of the proposition.
B.5 Proof of Proposition 5.18
Proceeding as in (B.1) (B.2), we have:
[∇aN , Pj]f =
∫ ∞
0
mj(τ)V (τ)dτ. (B.22)
where V is given by:
(∂τ −∆/ )V (τ) = [∇aN ,∆/ ]U(τ)f, V (0) = 0. (B.23)
In view of (B.22), we have:
‖[∇aN , Pj]f‖L2(S) .
∫ ∞
0
mj(τ)‖V (τ)‖L2(S)dτ.
Thus, to obtain (5.75), it suffices to show:
‖V (τ)‖L2(S) . τ 12− δ2 ε
(
‖∆/ f‖L2(S) + ‖∇/ f‖L∞
[−2,2]
L2(Pu)
)
. (B.24)
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From now on, we focus on proving (B.24).
In view of (B.23) and the heat flow estimate (5.5), we have:
‖V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pu)dτ ′ .
∫ τ
0
∫
Pu
V (τ ′)[∇aN ,∆/ ]U(τ ′)dµudτ ′.
Using the commutator formula (2.23), we obtain the following estimate:
‖V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pu)dτ ′
. ‖aθ‖L∞
[−2,2]
L4(Pu)
∫ τ
0
‖∇/ 2U(τ ′)‖L2(Pu)‖V (τ ′)‖L4(Pu)dτ ′
+(‖a∇/ θ‖L2(Pu) + ‖∇/ (a)θ‖L2(Pu) + ‖aR‖L2(Pu))
∫ τ
0
‖∇/U(τ ′)‖L4(Pu)‖V (τ ′)‖L4(Pu)dτ ′.
Together with the Gagliardo-Nirenberg inequality (3.9), Proposition 3.7, and the estimate
(2.30) for a and θ, we obtain:
‖V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pu)dτ ′
. (‖a∇/ (θ)‖2L2(Pu) + ‖∇/ (a)θ‖2L2(Pu) + ‖aR‖2L2(Pu))
×
∫ τ
0
τ ′
1
2
−δ‖∇/ 2U(τ ′)‖L2(Pu)‖∇/U(τ ′)‖L2(Pu)dτ + ε2
∫ τ
0
τ ′
1−2δ‖∇/ 2U(τ ′)‖2L2(Pu)dτ
+
1
2
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pu)dτ ′ +
1
2
∫ τ
0
τ ′
−1+δ‖V (τ ′)‖2L2(Pu)dτ,
for any δ > 0. This yields:
‖V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(Pu)dτ ′
. (‖a∇/ (θ)‖2L2(Pu) + ‖∇/ (a)θ‖2L2(Pu) + ‖aR‖2L2(Pu))
×
∫ τ
0
τ ′
1
2
−δ‖∇/ 2U(τ ′)‖L2(Pu)‖∇/U(τ ′)‖L2(Pu)dτ + ε2
∫ τ
0
τ ′
1
2
−δ‖∇/ 2U(τ ′)‖2L2(Pu)dτ
and integrating in u, we obtain:
‖V (τ)‖2L2(S) +
∫ τ
0
‖∇/ V (τ ′)‖2L2(S)dτ ′ (B.25)
. ε2 sup
u
(∫ τ
0
τ ′
1
2
−δ‖∇/ 2U(τ ′)‖L2(Pu)‖∇/U(τ ′)‖L2(Pu)dτ
)
+ ε2
∫ τ
0
τ ′
1
2
−δ‖∇/ 2U(τ ′)‖2L2(S)dτ,
where we used the estimate (2.30) for a and θ, and the smallness assumption (2.1) for R.
Now, we have: ∫ τ
0
τ ′
1
2
−δ‖∇/ 2U(τ ′)‖L2(Pu)‖∇/U(τ ′)‖L2(Pu)dτ ′ (B.26)
. τ 1−δ sup
τ
‖∇/U(τ)‖L2(Pu)
(∫ τ
0
‖∆/U(τ ′)‖2L2(Pu)dτ ′
) 1
2
. τ 1−δ‖∇/ f‖2L2(Pu),
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where we used the Bochner inequality for scalars (5.63) and the heat flow estimate (5.2).
Also, we have: ∫ τ
0
τ ′
1
2
−δ‖∇/ 2U(τ ′)‖2L2(S)dτ ′ . τ
3
2
−δ sup
τ
‖∆/U(τ)‖2L2(S) (B.27)
. τ
3
2
−δ‖∆/ f‖2L2(S),
where we used the Bochner inequality for scalars (5.63) and a heat flow estimate. Finally,
(B.25), (B.26) and (B.27) yield (B.24). This concludes the proof of the proposition.
B.6 Proof of Proposition 5.19
Let us start by proving the corollary in the case where f is a scalar function on S satisfying
the same assumptions that F . We estimate ‖Pjf‖2L∞
[−2,2]
L2(Pu)
. Using the inequality (5.48)
and the fact that Pjf ≡ 0 on u = −2, we have:
‖Pjf‖2L∞
[−2,2]
L2(Pu)
. ‖Pjf‖L2(S)‖∇NPjf‖L2(S) + ‖Pjf‖L2(S)‖∇/Pjf‖L2(S)
. ‖Pjf‖L2(S)‖∇aNPjf‖L2(S) + 2j‖Pjf‖2L2(S),
(B.28)
where we used in the last inequality the estimate (2.30) for a, and the finite band property
for Pj. Now, we have:
‖∇aNPjf‖L2(Pu) . ‖Pj(∇aNf)‖L2(Pu) + ‖[∇aN , Pj]f‖L2(Pu)
which together with (B.28) implies:
‖Pjf‖2L∞
[−2,2]
L2(Pu)
. ‖Pjf‖L2(S)‖Pj(∇aNf)‖L2(S) + ‖Pjf‖L2(S)‖[∇aN , Pj]f‖L2(S) + 2j‖Pjf‖2L2(S)
.
(
2−(2+b)j‖∇aNf‖L2uHb(Pu) + 2−2j‖[∇aN , Pj]f‖L2(S) + 2−3j‖∆/ f‖L2(S)
)
‖∆/ f‖L2(S),
where we used in the last inequality the finite band property for Pj , and the definition of
Hb(Pu). Together with (6.43) and the commutator estimate (5.76), we obtain:
‖Pjf‖2L∞
[−2,2]
L2(Pu)
(B.29)
.
(
2−(2+b)j‖∇Nf‖L2uHb(Pu) + 2−(3−δ)j(‖∇/ f‖L∞[−2,2]L2(Pu) + ‖∆/ f‖L2(S))
)
‖∆/ f‖L2(S),
for any δ > 0. Now, in view of Proposition 3.15, we have:
‖∇/ f‖L∞
[−2,2]
L2(Pu) . ‖∆/ f‖L2(S) + ‖∇Nf‖L2(S). (B.30)
Since b ≥ 0, (B.29) and (B.30) imply:
‖Pjf‖L∞
[−2,2]
L2(Pu) . 2
−(1+ b
2
)j(‖∇Nf‖L2uHb(Pu) + ‖∇/ 2f‖L2(S)). (B.31)
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Now, we have:
‖f‖L∞(S) .
∑
j≥0
‖Pjf‖L∞(S) .
∑
j≥0
2j‖Pjf‖L∞
[−2,2]
L2(Pu),
where we used in the last inequality the strong Bernstein inequality for scalars (5.61).
Together with (B.32) and the fact that b > 0, we obtain:
‖f‖L∞(S) . ‖∇Nf‖L2uHb(Pu) + ‖∇/ 2f‖L2(S). (B.32)
Next, we turn to the case where F is a tensor. Using (B.32) with b
2
instead for b, and
with f = |F |2, we obtain:
‖F‖2L∞(S) . ‖F · ∇NF‖L2uH b2 (Pu) + ‖F∇/
2F‖L2(S) + ‖∇/F‖2L4(S)
. ‖F · ∇NF‖
L2uH
b
2 (Pu)
+ ‖F‖L∞(S)‖∇/ 2F‖L2(S) + ‖∇/ 2F‖2L2(S) + ‖∇NF‖2L2(S),
where we used in the last inequality Proposition 3.11 to estimate ‖∇/F‖L4(S). This yields:
‖F‖2L∞(S) . ‖F · ∇NF‖L2uH b2 (Pu) + ‖∇/
2F‖2L2(S) + ‖∇NF‖2L2(S). (B.33)
Next, we estimate the first term in the right-hand side of (B.33). We have:
‖Pj(F · ∇NF )‖L2(S) .
∑
l≥0
‖Pj(F · Pl∇NF )‖L2(S). (B.34)
In the case l > j, the boundedness of Pj on L
2(Pu) yields:
2
bj
2 ‖Pj(F · Pl∇NF )‖L2(S) . 2
bj
2 ‖F · Pl∇NF‖L2(S) (B.35)
. 2
bj
2 ‖F‖L∞(S)‖Pl∇NF‖L2(S)
. 2
bj
2
−bl‖F‖L∞(S)‖∇NF‖L2uHb(Pu).
In the case l ≤ j, we use the finite band property for Pj . We have:
Pj(F · Pl∇NF ) = 2−2jPj(∆/ (F · Pl∇NF ))
= 2−2jPj(div/ (∇/F · Pl∇NF )) + 2−2jPj(div/ (F · ∇/Pl∇NF )).
Together with (5.64) -note that ∇/F · Pl∇NF is a 1-form - and the finite band property
for Pj, we obtain:
2
bj
2 ‖Pj(F · Pl∇NF )‖L2(S)
. 2
bj
2
− j
2‖∇/F · Pl∇NF‖L2
[−2,2]
L
4
3 (Pu)
+ 2
bj
2
−j‖F · ∇/Pl∇NF‖L2(S)
. 2
bj
2
− j
2‖∇/F‖L∞
[−2,2]
L2(Pu)‖Pl∇NF‖L2[−2,2]L4(Pu) + 2
bj
2
−j‖F‖L∞(S)‖∇/Pl∇NF‖L2(S).
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Using Bernstein and the finite band property for Pl, this yields for l ≤ j:
2
bj
2 ‖Pj(F · Pl∇NF )‖L2(S) (B.36)
. 2
bj
2 (2−
j
2
+ l
2‖∇/F‖L∞
[−2,2]
L2(Pu) + 2
−j+l‖F‖L∞(S))‖Pl∇NF‖L2(S)
. 2−
1−b
2
j+( 1
2
−b)l(‖∇/F‖L∞
[−2,2]
L2(Pu) + ‖F‖L∞(S))‖∇NF‖L2uHb(Pu).
We may assume b < 1
2
. Then, using (B.34), (B.35) for l > j, and (B.36) for l ≤ j, we
obtain:
2
bj
2 ‖Pj(F · ∇NF )‖L2(S) . 2− b2 j(‖∇/F‖L∞
[−2,2]
L2(Pu) + ‖F‖L∞(S))‖∇NF‖L2uHb(Pu),
which yields:
‖F · ∇NF‖
L2uH
b
2 (Pu)
. (‖∇/F‖L∞
[−2,2]
L2(Pu) + ‖F‖L∞(S))‖∇NF‖L2uHb(Pu).
Together with (B.33), we obtain:
‖F‖2L∞(S) . (‖∇/F‖L∞[−2,2]L2(Pu) + ‖F‖L∞(S))‖∇NF‖L2uHb(Pu) + ‖∇/
2F‖2L2(S) + ‖∇NF‖2L2(S),
and thus:
‖F‖L∞(S) . ‖∇/F‖L∞
[−2,2]
L2(Pu) + ‖∇NF‖L2uHb(Pu) + ‖∇/ 2F‖L2(S).
Now, using Proposition 3.11 to estimate ‖∇/F‖L∞
[−2,2]
L2(Pu), we finally get:
‖F‖L∞(S) . ‖∇NF‖L2uHb(Pu) + ‖∇/ 2F‖L2(S).
This concludes the proof of the corollary.
B.7 Proof of Proposition 5.20
In view of (B.1), we have:
‖[∇aN , Pj]f‖L2(S) .
∫ ∞
0
mj(τ)‖V (τ)‖L2(S)dτ,
where V is given by:
(∂τ −∆/ )V (τ) = [∇aN ,∆/ ]U(τ)f, V (0) = 0. (B.37)
Thus, to obtain (5.75), it suffices to show:∫ τ
0
‖V (τ ′)‖2L2(S)dτ ′ . ε‖Λ−(1−δ)f‖2L∞
[−2,2]
L2(Pu). (B.38)
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Indeed, (B.38) yields:
‖[∇aN , Pj]f‖L2(S) .
∫ ∞
0
mj(τ)‖V (τ)‖L2(S)dτ
.
(∫ ∞
0
mj(τ)
2dτ
) 1
2
(∫ ∞
0
‖V (τ)‖2L2(S)dτ
) 1
2
. 2jε‖Λ−(1−δ)f‖L∞
[−2,2]
L2(Pu),
which is (5.77). From now on, we focus on proving (B.38).
In view of (B.37) and the heat flow estimate (5.21), we have:
‖Λ−1V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/Λ−1V (τ ′)‖2L2(Pu)dτ ′ .
∫ τ
0
∫
Pu
Λ−2V (τ ′)[∇aN ,∆/ ]U(τ ′)dµudτ ′.
Injecting the commutator formula (2.23), integrating by parts, we obtain the following
estimate:
‖Λ−1V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/Λ−1V (τ ′)‖2L2(Pu)dτ ′ (B.39)
. (‖a∇/ (θ)‖L2(Pu) + ‖∇/ (a)θ‖L2(Pu) + ‖aR‖L2(Pu))
×
∫ τ
0
‖∇/U(τ ′)‖Lp(Pu)‖∇/Λ−2V (τ ′)‖L2(Pu)dτ ′,
where
2 < p < 4
will be chosen later. Now, we have in view of (5.26):
‖∇/Λ−2V (τ ′)‖L2(Pu) . ‖Λ−1V (τ ′)‖L2(Pu)
which together with (B.39) implies:
‖Λ−1V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/Λ−1V (τ ′)‖2L2(Pu)dτ ′ (B.40)
. (‖a∇/ (θ)‖2L2(Pu) + ‖∇/ (a)θ‖2L2(Pu) + ‖aR‖2L2(Pu))
∫ τ
0
τ ′
1−‖∇/U(τ ′)‖2Lp(Pu)dτ ′.
The Gagliardo-Nirenberg inequality (3.9) and the Bochner inequality (5.63) imply:∫ τ
0
τ ′
1−‖∇/U(τ ′)‖2Lp(Pu)dτ ′
.
∫ τ
0
τ ′
1−‖∇/U(τ ′)‖
4
p
L2(Pu)
‖∆/ U(τ ′)‖2(1−
2
p
)
L2(Pu)
dτ ′
.
∫ τ
0
τ ′
b‖∇/U(τ ′)‖2L2(Pu)dτ ′ +
∫ τ
0
τ ′
1+b‖∆/U(τ ′)‖2L2(Pu)dτ ′
where b is given by:
b = 1− − 1 + 2
p
. (B.41)
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We have 0 < b < 1 from the choice of p. Thus, we obtain in view of the heat flow estimates
(5.22) and (5.24): ∫ τ
0
τ ′
α−‖∇/U(τ ′)‖2Lp(Pu)dτ ′ . ‖Λ−b−f‖2L2(Pu).
Together with (B.19), this yields:
‖Λ−1V (τ)‖2L2(Pu) +
∫ τ
0
‖∇/Λ−1V (τ ′)‖2L2(Pu)dτ ′
. (‖a∇/ (θ)‖2L2(Pu) + ‖∇/ (a)θ‖2L2(Pu) + ‖aR‖2L2(Pu))‖Λ−b−f‖2L2(Pu).
Integrating in u, this yields:
‖Λ−1V (τ)‖2L2(S) +
∫ τ
0
‖∇/Λ−1V (τ ′)‖2L2(S)dτ ′ (B.42)
. (‖a∇/ (θ)‖L2(S) + ‖∇/ (a)θ‖L2(S) + ‖aR‖L2(S))‖Λ−b−f‖L∞
[−2,2]
L2(Pu)
. ε‖Λ−b−f‖L∞
[−2,2]
L2(Pu),
where we used in the last inequality the estimate (2.30) for a and θ, and the smallness
assumption (2.1) for R. Now, in view of the definition (B.41) of b, and since δ > 0, we
may choose p > 2 close enough to 2 such that b− > 1 − δ, which together with (B.42)
implies (B.38). This concludes the proof of the proposition.
C Product estimates
In this section, we prove the commutator estimates stated in section 5.4.
C.1 Proof of Proposition 5.21
We have:
‖Pj(F ·G ·H)‖L2(Pu) .
∑
l≥0
‖Pj(F ·G · PlH)‖L2(Pu). (C.1)
We first consider the case where l ≤ j. Since 0 < b < 1
2
, there exists a real number p such
that:
2
3
2
− b < p < 2. (C.2)
We have:
‖Pj(F ·G·PlH)‖L2(Pu) = 2−2j‖Pj(∆/ (F ·G·PlH))‖L2(Pu) = 2−2j‖Pj(div/ (∇/ (F ·G·PlH)))‖L2(Pu).
Since F ·G ·H is a scalar, we may use (5.64), and we obtain:
2jb‖Pj(F ·G · PlH)‖L2(Pu)
. 2jb2−2j2
2j
p ‖∇/ (F ·G · PlH)‖Lp(Pu)
. 2j(b−2+
2
p
)(‖∇/F‖L2(Pu)‖G‖Lr(Pu)‖PlH‖Lr(Pu) + ‖F‖Lr(Pu)‖∇/G‖L2(Pu)‖PlH‖Lr(Pu)
+‖F‖Lr(Pu)‖G‖Lr(Pu)‖∇/PlH‖L2(Pu)),
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where 4 < r < +∞ is given by:
2
r
=
1
p
− 1
2
.
Together with the finite band property and Bernstein for Pl, and using the Gagliardo-
Nirenberg inequality (3.9), we obtain in the case l ≤ j:
2jb‖Pj(F ·G · PlH)‖L2(Pu) . 2j(b−2+
2
p
)‖F‖H1(Pu)‖G‖H1(Pu)2l‖PlH‖L2(Pu) (C.3)
. 2−max(j,l)(
3
2
−b− 2
p
)‖F‖H1(Pu)‖G‖H1(Pu)‖H‖H 12 (Pu),
where we used in the last inequality the fact that l ≤ j and the choice of p (C.2).
Next, we consider the case l > j. Since 0 < b < 1
2
, there exists a real number q such
that:
2 < q <
2
b+ 1
2
. (C.4)
Then, let 4 < r < +∞ such that:
2
r
+
1
q
=
1
2
.
Using the boundedness of Pj on L
2(Pu), Bernstein for Pl, and the Gagliardo-Nirenberg
inequality (3.9), we have:
2jb‖Pj(F ·G · PlH)‖L2(Pu) . 2jb‖F ·G · PlH‖L2(Pu) (C.5)
. 2jb‖F‖Lr(Pu)‖G‖Lr(Pu)‖PlH‖Lq(Pu)
. 2jb‖F‖H1(Pu)‖G‖H1(Pu)2l(1−
2
q ‖PlH‖L2(Pu)
. 2−max(j,l)(
2
q
− 1
2
−b)‖F‖H1(Pu)‖G‖H1(Pu)‖H‖H 12 (Pu),
where we used in the last inequality the fact that l > j and the choice of q (C.4).
Let δ given by:
δ = min
(
3
2
− b− 2
p
,
2
q
− 1
2
− b
)
.
Then, we have δ > 0 in view of (C.2) and (C.4). Now, in view of (C.1), (C.3) and (C.5),
we have:
∑
j≥0
22jb‖Pj(G ·G ·H)‖2L2(Pu) . ‖F‖2H1(Pu)‖G‖2H1(Pu)‖H‖2H 12 (Pu)
∑
j≥0
(∑
l≥0
2−δmax(l,j)
)2
. ‖F‖2H1(Pu)‖G‖2H1(Pu)‖H‖2H 12 (Pu),
since δ > 0. This concludes the proof of the Proposition.
C.2 Proof of Proposition 5.22
We have:
‖Pj(G ·H)‖L2(Pu) .
∑
l,m≥0
‖Pj(PlG · PmH)‖L2(Pu). (C.6)
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By symmetry, we may assume:
l ≤ m.
We first consider the case where l ≤ m ≤ j. Then, we have:
‖Pj(PlG · PmH)‖L2(Pu) = 2−2j‖Pj(∆/ (PlG · PmH))‖L2(Pu)
= 2−2j‖Pj(div/ (∇/ (PlG · PmH)))‖L2(Pu).
Since G ·H is a scalar, we may use (5.64), and we obtain:
‖Pj(PlG · PmH)‖L2(Pu) (C.7)
. 2−2j2
4j
3 ‖∇/ (PlG · PmH)‖L 32 (Pu)
. 2−
2j
3 ‖∇/PlG‖L2(Pu)‖PmH‖L6(Pu) + 2−
2j
3 ‖PlG‖L6(Pu)‖∇/PmH‖L2(Pu)
. 2−
2j
3 (2l+
2m
3 + 2m+
2l
3 )‖PlG‖L2(Pu)‖PmH‖L2(Pu)
. 2−
|j−m|
6
− |j−l|
6 2
l
2‖PlG‖L2(Pu)2
m
2 ‖PmH‖L2(Pu),
where we used the finite band property and Bernstein for Pl and Pm, and the fact that
l ≤ m ≤ j.
Next, we consider the case where l ≤ j < m. Then, we use the boundedness of Pj on
L2(Pu) which yields:
‖Pj(PlG · PmH)‖L2(Pu) . ‖PlG · PmH‖L2(Pu) (C.8)
. ‖PlG‖L6(Pu)‖PmH‖L3(Pu)
. 2
2l
3 ‖PlG‖L2(Pu)2
m
3 ‖PmH‖L2(Pu)
. 2−
|j−m|
12
−
|j−l|
12 2
l
2‖PlG‖L2(Pu)2
m
2 ‖PmH‖L2(Pu)
where we used Bernstein for Pl and Pm, and the fact that l ≤ j < m.
Finally, we consider the case where j < l ≤ m. Then, we use Bernstein for Pj which
yields:
‖Pj(PlG · PmH)‖L2(Pu) . 2
j
3‖PlG · PmH‖L 32 (Pu) (C.9)
. 2
j
3‖PlG‖L3(Pu)‖PmH‖L3(Pu)
. 2
j
32
l
3‖PlG‖L2(Pu)2
m
3 ‖PmH‖L2(Pu)
. 2−
|j−m|
6
−
|j−l|
6 2
l
2‖PlG‖L2(Pu)2
m
2 ‖PmH‖L2(Pu),
where we used Bernstein for Pl and Pm, and the fact that j < l ≤ m.
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Finally, we have in view of (C.6), (C.7), (C.8) and (C.9):
∑
j≥0
‖Pj(G ·H)‖2L2(Pu) .
∑
j≥0
(∑
l,m≥0
‖Pj(PlG · PmH)‖L2(Pu)
)2
.
∑
j≥0
(∑
l,m≥0
2−
|j−m|
12
− |j−l|
12 2
l
2‖PlG‖L2(Pu)2
m
2 ‖PmH‖L2(Pu)
)2
.
(∑
l≥0
2l‖PlG‖2L2(Pu)
)(∑
m≥0
2m‖PmH‖2L2(Pu)
)
. ‖G‖2
H
1
2 (Pu)
‖H‖2
H
1
2 (Pu)
.
This yields (5.79) which concludes the proof of the proposition.
C.3 Proof of Proposition 5.23
We have:
‖Pj(fh)‖L2(Pu) .
∑
l≥0
‖Pj(fPlh)‖L2(Pu). (C.10)
If l ≤ j, we use the boundedness of Pj on L2(Pu) to obtain:
2−
j
2‖Pj(fPlh)‖L2(Pu) . 2−
j
2‖fPlh‖L2(Pu) (C.11)
. 2−
j
2‖f‖L∞(Pu)‖Plh‖L2(Pu)
. 2−
|j−l|
2 ‖f‖L∞(Pu)2−
l
2‖Plh‖L2(Pu),
where we used in the last inequality the fact that l ≤ j.
If l > j, we use the following identity:
Pj(fPlh) = 2
−2lPj(fPl∆/ h) = 2
−2lPj(div/ (f∇/Plh)) + 2−2lPj(∇/ f · ∇/Plh).
Together with the finite band property for Pj, the strong Bernstein inequality (5.61) for
scalars, and the finite band property for Pl, we obtain:
2−
j
2‖Pj(fPlh)‖L2(Pu) . 2−
j
2
−2l(‖Pjdiv/ (f∇/Plh)‖L2(Pu) + ‖Pj(∇/ f · ∇/Plh)‖L2(Pu))
. 2
j
2
−2l(‖f∇/Plh‖L2(Pu) + ‖∇/ f · ∇/Plh‖L1(Pu))
. 2
j
2
−2l(‖f‖L∞(Pu) + ‖∇/ f‖L2(Pu))‖∇/Plh‖L2(Pu)
. 2
j
2
−l(‖f‖L∞(Pu) + ‖∇/ f‖L2(Pu))‖Plh‖L2(Pu)
. 2−
|j−l|
2 (‖f‖L∞(Pu) + ‖∇/ f‖L2(Pu))2−
l
2‖Plh‖L2(Pu), (C.12)
where we used in the last inequality the fact that l > j.
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Finally, (C.10), (C.11) and (C.12) imply:∑
j≥0
2−j‖Pj(fh)‖2L2(Pu) . (‖f‖2L∞(Pu) + ‖∇/ f‖2L2(Pu))
∑
j≥0
(
2−
|j−l|
2 2−
l
2‖Plh‖L2(Pu)
)2
. (‖f‖2L∞(Pu) + ‖∇/ f‖2L2(Pu))
∑
l≥0
2−l‖Plh‖2L2(Pu)
. (‖f‖2L∞(Pu) + ‖∇/ f‖2L2(Pu))‖h‖2H−12 (Pu).
This concludes the proof of the proposition.
C.4 Proof of Proposition 5.24
We estimate ‖Pj(G·PlH)‖L2(Pu) starting with the case where j ≥ l. Using the boundedness
of Pj on L
2(Pu) of Pj , we have:
‖Pj(G · PlH)‖L2(S) . ‖G‖L∞
[−2,2]
L4(Pu)‖PlH‖L2[−2,2]L4(Pu)
. 2
l
2‖G‖H1(S)‖PlH‖L2(S),
where we used in the last inequality the Proposition 3.7 and the Bernstein inequality for
Pl. This yields in the case j ≥ l:
2−
j
2‖Pj(G · PlH)‖L2(S) . 2−
|l−j|
2 ‖G‖H1(S)‖PlH‖L2(S). (C.13)
Next, we consider the case where l > j, and we estimate ‖Pj(PmG·PlH)‖L2(Pu) starting
with the case where m ≥ l. Using the sharp Bernstein inequality (5.61), we have:
‖Pj(PmG · PlH)‖L2(S) . 2j‖PmG‖L∞
[−2,2]
L2(Pu)‖PlH‖L2(S). (C.14)
Finally, we consider the case where l > j and l > m. Using the finite band property
for Pl, we have:
‖Pj(PmG · PlH)‖L2(S) . 2−2l‖Pj(PmG ·∆/ PlH)‖L2(S)
. 2−2l‖Pj(∇/PmG · ∇/ PlH)‖L2(S) + 2−2l‖Pj(div/ (∇/PmG · PlH))‖L2(S).
Using the sharp Bernstein inequality (5.61) for the first term and the estimate (5.64) with
p = 4/3 for the second term, we obtain:
‖Pj(PmG · PlH)‖L2(S) (C.15)
. 2j−2l‖∇/PmG‖L∞
[−2,2]
L2(Pu)‖∇/PlH‖L2(S) + 2
3j
2
−2l‖∇/PmG‖L∞
[−2,2]
L2(Pu)‖PlH‖L2[−2,2]L4(Pu)
. (2j−l+m + 2
3j
2
− 3l
2
+m)‖PmG‖L∞
[−2,2]
L2(Pu)‖PlH‖L2(S),
where we used in the last inequality Bernstein for Pl and Pm. (C.14) and (C.15) yield in
the case l > j:
2−
j
2‖Pj(PmG · PlH)‖L2(S) . 2−
|j−l|
4
−
|j−m|
4 (2
m
2 ‖PmG‖L∞
[−2,2]
L2(Pu))‖PlH‖L2(S). (C.16)
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Finally, (C.13) and (C.16) imply:
∑
j≥0
2−j‖Pj(G ·H)‖2L2(S) .
(
‖G‖2H1(S) +
(∑
m≥0
2m‖PmG‖2L∞
[−2,2]
L2(Pu)
))(∑
l≥0
‖PlH‖2L2(S)
)
. ‖G‖2H1(S)‖H‖2L2(S),
where we used in the last inequality Corollary 5.16 for G and the Bessel inequality for H .
This concludes the proof of the proposition.
C.5 Proof of Lemma 5.25
We have:
‖Pj(F ·G)‖L2(Pu) .
∑
l,m≥0
‖Pj(PlF · PmG)‖L2(Pu). (C.17)
If j = max(j, l,m), we use the boundedness of Pj on L
2(Pu) and the Bernstein inequality
for Pl and Pm to obtain:
2−j‖Pj(PlF · PmG)‖L2(Pu) . 2−j‖PlF · PmG‖L2(Pu) (C.18)
. 2−j‖PlF‖L6(Pu)‖PmG‖L3(Pu)
. 2−j2
2l
3 2
m
3 ‖PlF‖L2(Pu)‖PmG‖L2(Pu)
. 2−
|l−m|
6 2
l
2‖PlF‖L2(Pu)2−
m
2 ‖PmG‖L2(Pu),
where we used in the last inequality the fact that j = max(j, l,m).
If l = max(j, l,m), we use for Pj the strong Bernstein inequality for scalars (5.61)
which yields:
2−j‖Pj(PlF · PmG)‖L2(Pu) . ‖PlF · PmG‖L1(Pu) (C.19)
. ‖PlF‖L2(Pu)‖PmG‖L2(Pu)
. 2−
|l−m|
2 2
l
2‖PlF‖L2(Pu)2−
m
2 ‖PmG‖L2(Pu),
where we used in the last inequality the fact that l = max(j, l,m).
If m = max(j, l,m), we use the following identity:
Pj(PlF · PmG) = 2−2mPj(PlF ·∆/PmG)
= 2−2m(Pj(∆/ (PlF · PmG)) + Pj(∆/ (PlF ) · PmG) + Pj(div/ (∇/ (PlF ) · PmG)))
= 2−2m(22jPj(PlF · PmG) + 22lPj(PlF · PmG) + Pj(div/ (∇/ (PlF ) · PmG))).
Together with the boundedness of Pj on L
2(Pu), the strong Bernstein inequality for scalars
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(5.61), and the estimate (5.64), we obtain:
2−j‖Pj(PlF · PmG)‖L2(Pu) (C.20)
. 2−j−2m(22j‖PlF · PmG‖L2(Pu) + 22l2j‖PlF · PmG‖L1(Pu) + 2
2j
3 ‖∇/ (PlF ) · PmG‖L 43 (Pu)
. 2−j−2m(22j‖PlF‖L6(Pu)‖PmG‖L3(Pu) + 22l+j‖PlF‖L2(Pu)‖PmG‖L2(Pu)
+2
3j
2 ‖∇/ (PlF )‖L2(Pu)‖PmG‖L4(Pu))
. 2−j−2m(22j+
2l
3
+m
3 + 22l+j + 2
3j
2
+l+m
2 )‖PlF‖L2(Pu)‖PmG‖L2(Pu)
. 2−
|l−m|
6 2
l
2‖PlF‖L2(Pu)2−
m
2 ‖PmG‖L2(Pu),
where we used Bernstein for Pm, the finite band property and Bernstein for Pl, and the
fact that m = max(j, l,m).
Finally, (C.17), (C.18), (C.19) and (C.20) imply for all j ≥ 0:
2−j‖Pj(F ·G)‖L2(Pu) .
∑
l,m≥0
2−
|l−m|
6 2
l
2‖PlF‖L2(Pu)2−
m
2 ‖PmG‖L2(Pu)
.
(∑
l≥0
2l‖PlF‖2L2(Pu)
) 1
2
(∑
m≥0
2−m‖PmG‖2L2(Pu)
) 1
2
. ‖F‖
H
1
2 (Pu)
‖G‖
H−
1
2 (Pu)
.
This concludes the proof of the lemma.
C.6 Proof of Lemma 5.26
We have:
‖Pj(div/ (fG)‖L2(Pu) .
∑
l≥0
‖Pj(div/ (Pl(f)G))‖L2(Pu). (C.21)
If l ≤ j, we used the boundedness of Pj on L2(Pu), and the strong Bernstein inequality
for scalars (5.61) and the finite band property for Pl. We obtain:
2j(b−1)‖Pj(div/ (Pl(f)G))‖L2(Pu) (C.22)
. 2j(b−1)‖div/ (Pl(f)G)‖L2(Pu)
. 2j(b−1)(‖∇/ (Plf)G‖L2(Pu) + ‖Plf∇/G‖L2(Pu))
. 2j(b−1)(‖∇/ (Plf)‖L2(Pu)‖G‖L∞(Pu) + ‖Plf‖L∞(Pu)‖∇/G‖L2(Pu))
. 2j(b−1)2l(‖G‖L∞(Pu) + ‖∇/G‖L2(Pu))‖Plf‖L2(Pu)
. 2−|j−l|(1−b)(‖G‖L∞(Pu) + ‖∇/G‖L2(Pu))2lb‖Plf‖L2(Pu)
where we used in the last inequality the fact that l ≤ j and b < 1.
If l > j, we use the following identity:
Pj(div/ (Pl(f)G)) = 2
−2lPj(div/ (∆/Pl(f)G))
= 2−2l(Pj(div/ (div/ (∇/Pl(f)G))) + Pj(div/ (∇/Pl(f) · ∇/G))).
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Together with the estimate (5.64) for Pj , we obtain:
2j(b−1)‖Pj(div/ (Pl(f)G))‖L2(Pu)
. 2j(b−1)−2l(‖Pj(div/ (div/ (∇/Pl(f)G)))‖L2(Pu) + ‖Pj(div/ (∇/Pl(f) · ∇/G))‖L2(Pu))
. 2j(b−1)−2l(‖Pjdiv/ div/ ‖L(L2(Pu))‖∇/Pl(f)G‖L2(Pu) + 2
2j
p ‖∇/Pl(f) · ∇/G‖L2(Pu)),
where p satisfies:
1 < p <
2
1− b , (C.23)
which is possible since −1 < b < 1. Together with the Bochner inequality for scalars
(5.63) and the finite band property for Pj, this yields:
2j(b−1)‖Pj(div/ (Pl(f)G))‖L2(Pu)
. 2j(b−1)−2l(22j‖∇/Plf‖L2(Pu)‖G‖L∞(Pu) + 2
2j
p ‖∇/Plf‖Lr(Pu)‖∇/G‖L2(Pu)),
where r is given by:
1
r
+
1
2
=
1
p
.
Together with the Gagliardo-Nirenberg inequality (3.9), the Bochner inequality for scalars
(5.63), and the finite band property for Pl, we obtain:
2j(b−1)‖Pj(div/ (Pl(f)G))‖L2(Pu) (C.24)
. 2j(b−1)−2l(22j2l + 2
2j
p 2l(2−
2
r
))(‖G‖L∞(Pu) + ‖∇/G‖L2(Pu))‖Plf‖L2(Pu)
. (2−|j−l|(1+b) + 2−|j−l|(b−1+
2
p
))(‖G‖L∞(Pu) + ‖∇/G‖L2(Pu))2lb‖Plf‖L2(Pu)
where we used in the last inequality (C.23), the fact that b + 1 > 0, and the fact that
l > j.
Finally, (C.21), (C.23) and (C.24) imply:∑
j≥0
22(b−1)j‖Pj(div/ (Pl(f)G))‖2L2(Pu)
.
∑
j≥0
(∑
l≥0
2−|j−l|min(1−b,1+b,b−1+
2
p
)(‖G‖L∞(Pu) + ‖∇/G‖L2(Pu))2lb‖Plf‖L2(Pu)
)2
. (‖G‖2L∞(Pu) + ‖∇/G‖2L2(Pu))
∑
l≥0
22lb‖Plf‖2L2(Pu)
. (‖G‖2L∞(Pu) + ‖∇/G‖2L2(Pu))‖f‖2Hb(Pu).
This concludes the proof of the lemma.
C.7 Proof of Lemma 5.27
We have:
‖Pj(div/ (fG)‖L2(S) .
∑
l≥0
‖Pj(div/ (Pl(f)G))‖L2(S). (C.25)
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If l ≤ j, we use the finite band property for Pj to obtain:
2j(b−1)‖Pj(div/ (Pl(f)G))‖L2(S)
. 2j(b−2)‖∇/ div/ (Pl(f)G)‖L2(S)
. 2j(b−2)(‖∇/ 2(Pl(f))G‖L2(S) + ‖∇/ (Pl(f))div/ (G)‖L2(S) + ‖Pl(f)∇/ div/ (G)‖L2(S)
. 2j(b−2)(‖∇/ 2(Pl(f))‖L2(S)‖G‖L∞(S) + ‖∇/ (Pl(f))‖L2
[−2,2]
Lp(Pu)‖div/ (G)‖L2[−2,2]Lq(Pu)
+‖Pl(f)‖L∞(S)‖∇/ 2(G)‖L2(S)),
where p and q are such that:
2
p
+
2
q
=
1
2
, 2 < q < p < +∞.
Together with the Bochner inequality for scalars (5.63), the Gagliardo-Nirenberg inequal-
ity (3.9), the finite band property for Pl, and the strong Bernstein inequality for scalars
(5.61), we obtain:
2j(b−1)‖Pj(div/ (Pl(f)G))‖L2(S)
. 2j(b−2)(22l(‖G‖L∞(S) + ‖div/ (G)‖L2
[−2,2]
Lq(Pu))‖Plf‖L2(S)
+2l‖∇/ 2(G)‖L2(S)‖Pl(f)‖L∞
[−2,2]
L2(Pu))
. 2−|j−l|(2−b)(‖G‖L∞(S) + ‖div/ (G)‖L2
[−2,2]
Lq(Pu) + ‖∇/ 2(G)‖L2(S))
×(2lb‖Plf‖L2(S) + 2l(b−1)‖Pl(f)‖L∞
[−2,2]
L2(Pu)),
where we used in the last inequality the fact that l ≤ j and b < 2. Since this holds for
any q > 2, we finally obtain:
2j(b−1)‖Pj(div/ (Pl(f)G))‖L2(S) (C.26)
. 2−|j−l|(2−b)(‖G‖L∞(S) + ‖div/ (G)‖L2
[−2,2]
L2+ (Pu)
+ ‖∇/ 2(G)‖L2(S))
×(2lb‖Plf‖L2(S) + 2l(b−1)‖Pl(f)‖L∞
[−2,2]
L2(Pu)).
If l > j, the finite band property for Pj yields:
2j(b−1)‖Pj(div/ (Pl(f)G))‖L2(S) . 2jb‖Pl(f)G‖L2(S) (C.27)
. 2jb‖G‖L∞(S)‖Pl(f)‖L2(S)
. 2−|j−l|b‖G‖L∞(S)2lb‖Pl(f)‖L2(S),
where we used in the last inequality the fact that l > j and b > 0.
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Finally, (C.25), (C.26) and (C.27) imply:∑
j≥0
22(b−1)j‖Pj(div/ (fG))‖2L2(S)
. (‖G‖2L∞(S) + ‖div/ (G)‖2L2
[−2,2]
L2+ (Pu)
+ ‖∇/ 2(G)‖2L2(S))
×
∑
j≥0
(∑
l≥0
2−|l−j|min(2−b,b)(2lb‖Pl(f)‖L2(S) + 2l(b−1)‖Pl(f)‖L∞
[−2,2]
L2(Pu))
)2
. (‖G‖2L∞(S) + ‖div/ (G)‖2L2
[−2,2]
L2+ (Pu)
+ ‖∇/ 2(G)‖2L2(S))
×
∑
l≥0
(22lb‖Pl(f)‖2L2(S) + 22l(b−1)‖Pl(f)‖2L∞
[−2,2]
L2(Pu)
)
. (‖G‖2L∞(S) + ‖div/ (G)‖2L2
[−2,2]
L2+ (Pu)
+ ‖∇/ 2(G)‖2L2(S))(‖f‖2L2uHb(Pu) + ‖f‖L∞u Hb−1(Pu)).
This concludes the proof of the lemma.
C.8 Proof of Lemma 5.28
We have:
‖Pj(Fh)‖L2(Pu) .
∑
l≥0
‖Pj(FPl(h))‖L2(Pu). (C.28)
If l ≤ j, we use the finite band property for Pj, and the strong Bernstein inequality for
scalars (5.61) and the finite band property for Pl, which yields:
2jb‖Pj(FPl(h))‖L2(Pu) . 2j(b−1)‖∇/ (FPl(h))‖L2(Pu) (C.29)
. 2j(b−1)(‖∇/F‖L2(Pu)‖Pl(h)‖L∞(Pu) + ‖F‖L∞(Pu)‖∇/Pl(h)‖L2(Pu))
. 2j(b−1)(‖∇/F‖L2(Pu)2l‖Pl(h)‖L2(Pu) + ‖F‖L∞(Pu)2l‖Pl(h)‖L2(Pu))
. 2−|j−l|(1−b)(‖∇/F‖L2(Pu) + ‖F‖L∞(Pu))2lb‖Pl(h)‖L2(Pu),
where we used in the last inequality the fact that l ≤ j and b < 1.
If l > j, we use the boundedness of Pj on L
2(Pu) which yields:
2jb‖Pj(FPl(h))‖L2(Pu) . 2jb‖FPl(h)‖L2(Pu) (C.30)
. 2jb‖F‖L∞(Pu)‖Pl(h)‖L2(Pu))
. 2−|j−l|b‖F‖L∞(Pu)2lb‖Pl(h)‖L2(Pu),
where we used in the last inequality the fact that l > j and b > 0.
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Finally, (C.28), (C.29) and (C.30) imply:∑
j≥0
22jb‖Pj(FPl(h))‖2L2(Pu)
. (‖F‖2L∞(Pu) + ‖∇/F‖2L2(Pu))
∑
j≥0
(∑
l≥0
2−|j−l|b2lb‖Pl(h)‖L2(Pu)
)2
. (‖F‖2L∞(Pu) + ‖∇/F‖2L2(Pu))
∑
l≥0
22lb‖Pl(h)‖2L2(Pu)
. (‖F‖2L∞(Pu) + ‖∇/F‖2L2(Pu))‖h‖2Hb(Pu).
This concludes the proof of the Lemma.
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