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Abstract: The supergravity dual to N regular and M fractional D2–branes on a cone over
CP
3 has a naked singularity in the infrared. One can resolve this singularity and obtain
a regular fractional D2–brane solution dual to a confining 2+1 dimensional N = 1 super-
symmetric field theory. The confining vacuum of this theory is described by the solution
of Cvetic, Gibbons, Lu and Pope [1]. In this paper, we explore the alternative possibility
for resolving the singularity – the creation of a regular horizon. The black–hole solution
we find corresponds to the deconfined phase of this dual gauge theory in three dimensions.
This solution is derived in perturbation theory in the number of fractional branes. We
argue that there is a first–order deconfinement transition. Connections to Chern–Simons
matter theories, the ABJM proposal and fractional M2–branes are presented.
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1. Introduction
Since its inception, the AdS/CFT correspondence [2, 3, 4] and its various extensions have
provided valuable information on gauge theories at strong coupling. In this paper we
investigate the deconfinement transition of a 2+1 dimensional gauge theory by constructing
a black hole solution in supergravity.
In order to reach closer connection with QCD or condensed–matter gauge theories
there exist different techniques to break some amount of the supersymmetry involved in
the gauge/gravity dualities [5, 6]. Putting for instance a stack of branes at a singularity
in the transverse space results in a dual field theory with lower supersymmetry. More
generally, singular points in the compactifying space lead to interesting behaviour in the
scaling limit. The geometrical identification of symmetries of the corresponding gauge the-
ory and its amount of supersymmetry appears in [7]. The Klebanov–Witten construction
is a particularly interesting example arising from placing N D3–branes at a conical singu-
larity [8]. The base of the cone is the Einstein manifold T 1,1 = SU(2)×SU(2)U(1) with topology
S2×S3. The cone over T 1,1, known as the conifold [9], is defined as the locus∑4i=1 z2i = 0
in C4. It is a Calabi–Yau manifold with Ka¨hler potential K =
(∑4
i=1 |zi|2
)2/3
and as
such indeed preserves 1/4 supersymmetry. The dual four–dimensional field theory is then
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N = 1 supersymmetric. The matter field content consists of chiral superfields A1, A2 and
B1, B2 in the (N, N¯) and (N¯,N) representations, respectively. Each pair forms a doublet
under SU(2). The theory has a superpotential W = λ2 ǫijǫklTrAiBkAjBl which preserves
the SU(2)× SU(2)× U(1) isometry of the Einstein metric on T 1,1.
As a rule, for certain cones it is possible to consider fractional branes which are stuck
at the apex and wrap some cycle of the base manifold. For example, going back to the
conifold and addingM fractional D3–branes to it changes the gauge group to SU(N+M)×
SU(N) [10, 11, 12]. Matching the two gauge couplings to the moduli of IIB string theory
on this background leads to a non–vanishing NSVZ beta function [13, 14] for 4π
g21
− 4π
g22
.
The M fractional D3–branes indeed are sources of the magnetic RR 3–form flux through
the S3 of T 1,1 and the RR 3-form field strength’s Poincare´ dual is proportional to the
NSNS 3–form field strength. The effective number of D3–branes varies logarithmically
with the AdS radius r. The gauge theory intepretation is in terms of a cascade of Seiberg
dualities [15, 16, 17], i.e. SU(N +M)× SU(N)→ SU(N)× SU(N −M) and so forth.
The Klebanov–Tseytlin solution [12] is well–behaved at large r but exhibits a naked
singularity in the infrared. It was shown in [18] that in order to remove this singularity
the conifold could be replaced by its deformation
∑4
i=1 z
2
i = ǫ
2. This corresponds to
blowing–up the S3 of T 1,1. The resulting theory is confining and the deformation is the
geometrical realization of chiral symmetry breaking. The U(1)R symmetry is broken to
Z2M by instanton effects. For large M , however, Z2M ∼ U(1) and this corresponds to
acting as zi → zieiθ on the C4 embedding coordinates. The deformation breaks this action
down to Z2 while preserving N = 1 supersymmetry.
Another mechanism for removing the singularity of the Klebanov–Tseytlin solution
was developed in [19, 20, 21]. The idea is that a non–extremal generalization of the KT
solution is expected to develop a regular Schwarzschild horizon which will remove the naked
singularity. Unlike the Klebanov–Strassler solution, the KT solution preserves the U(1)
symmetry of the Einstein metric of T 1,1. A non–extremal solution breaks supersymmetry
but chiral symmetry is restored in this instance. Reference [21] finds a regular black hole
solution via a perturbative expansion in the number of fractional D3–branes. This work is
suggestive of a critical temperature Tc where the number of ordinary and fractional branes
vanishes at the horizon. This corresponds to an expected reduction in the effective number
of degrees of freedom of the dual gauge theory at the phase transition.
It is our purpose to understand this mechanism for a three–dimensional gauge theory.
In [1], Cvetic, Gibbons, Lu and Pope (CGLP) derive a regular fractional D2–brane solution.
The metric appearing in the CGLP solution involves an asymptotically conical G2 manifold.
It is an R3 bundle over S4. This solution has two supercharges and is then dual to an
N = 1 supersymmetric gauge theory in three dimensions. At large distance (small u in our
subsequent notation), the geometry becomes a cone over the squashed Einstein metric of
the three–dimensional complex projective space CP3. The resolved solution of [1] is on par
with the Klebanov–Strassler deformed conifold solution in that both are regular solutions.
The CGLP solution cures the naked IR singularity caused by flux wrapping a shrinking
cycle in [22]. The CGLP solution describes the confining phase of a three–dimensional
gauge theory. Since the space ends, the warp factor is finite and so is the tension of a
– 2 –
string hanging in this background [23]. This is a hallmark of confinement. The spectrum
of minimally–coupled scalars is discrete which is another hint of confinement.
In this paper, following analogous work [19] for fractional D3–branes and fractional
D1–branes [24], we show how the singularity appearing in the Herzog–Klebanov (HK)
solution [22] is shielded by a regular horizon. We start with non–extremal ordinary and
fractional D2–branes probing a cone over CP3 and from there on build a solution with
a horizon. On the gauge theory side, this solution describes the deconfined phase of the
underlying three–dimensional field theory. We argue that below some critical temperature,
the regular black–hole solution that we derive should be replaced, for thermodynamic
reasons, by the CGLP solution. The latter corresponds to the confining vacuum of the
dual field theory.
It is not completely clear what are the gauge group and the field content of the gauge
theory whose dual supergravity solution we consider in this paper. According to [1], the
dual asymptotic field theory should be the same as for regular D2–branes, with gauge group
of the special unitary type but with a charge determined by the additional fluxes coming
from fractional branes. However, the space transverse to the branes is not R7 but a cone
over CP3. It is then more appropriate to look for an N = 1 field theory in three dimensions
with this space as its classical moduli space of vacua. This analysis is carried in [25] for no
fractional branes and suggests that the gauge group is SU(N)×SU(N). The field content
consits in an N = 1 vector multiplet and four N = 2 chiral (eight N = 1 scalar) superfields,
one pair in the (N, N¯) representation, another in the conjugate. We have more to say on
this in the concluding section. In any case, the gauge group is a product of special unitary
groups. If field theory results are of any hint, let us see what one might expect for the
gauge dual of the supergravity transition.
All gauge theories with a low–temperature confining phase are thought to possess a
non–confining high–temperature phase. This is supported by various pieces of evidence
such as lattice studies [26, 27] or perturbative methods [28]. In [29] the nature of the phase
transition for lattice gauge theories with various gauge groups and in various dimensions are
presented. Those results rely on dynamical arguments and renormalization group methods
to connect the critical behaviour of gauge theories with lower–dimensional spin systems1.
Of particular interest to us is the case of three–dimensional gauge theories with gauge group
SU(N) where the critical behaviour should be equivalent to that of a two–dimensional ZN
spin system. For N = 2, 3 or 4 the general arguments of [29] could not rule between a first
or second–order phase transition. Of more relevance for the purpose of this paper, forN ≥ 4
2 the transition was predicted to be either first–order or, if continuous for sufficiently strong
coupling, of the Kosterlitz–Thouless type. For the latter kind of transition, thermodynamic
quantities display essential singularities at the critical temperature. Relatively recent work
on the deconfining phase transition for SU(N) theories in 2+1 dimensions with N = 4, 5, 6
however suggests that the transition is first order for N ≥ 5 [31].
Whereas there is some debate concerning the nature of the phase transition from
1See [30] for a review and further references.
2This constitutes the case of interest for comparison with theories with a supergravity dual, where
N >> 1 in order to ignore α′ stringy corrections.
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lattice QCD calculations, our supergravity solution hints that the transition between the
supersymmetric CGLP solution and the black hole solution we obtain consists in a first–
order deconfinement transition for a three–dimensional gauge theory at strong coupling.
There is little evidence of a Kosterlitz–Thouless transition. As explained in the Conclusion,
it would be interesting within this supergravity solution to further study the free energy
to check the nature of the transition and numerically determine the critical temperature
at which it vanishes.
The remainder of this paper is organized as follows. In the next section we propose
an ansatz for the metric and p–form field strengths for ordinary and fractional D2–branes
at finite temperature. We then derive in Section 3, from the IIA equations of motion and
the Bianchi identities, a system of mixed, non–linear, second–order differential equations
for the functions in our ansatz. We remark on a significant difference from an analysis for
D3 or D1-branes, which pertains to the squashing function on the fiber to the transverse
space. In Section 4, we present three simple solutions to these equations. Two of them
will be used in Sections 5 and 6 as UV and IR boundary conditions for the interpolating
non–extremal fractional D2–brane solution we construct from perturbation theory in the
number of fractional D2–branes. This perturbative solution is the main result of this paper.
We conclude with several suggestions for extension. We mention especially a potential
connection to fractional M2–branes and the ABJM proposal.
2. Non–Extremal Generalization of the Fractional D2–Brane Ansatz
To construct the non–extremal fractional D2–branes we start with explaining the general
ansatz for the metric and the IIA field strengths. It is similar to those described in [19,
20, 21] and in [24] for obtaining non–extremal generalizations of fractional D3–branes and
D–strings, respectively. They involve adding extra warping functions to the metric which
preserve the underlying symmetry of the space transverse to the worldvolume of the branes.
The metric of space transverse to the worldvolume of the D2–branes is the squashed
CP
3 Einstein metric. There is a reason why we start with CP3 instead of one of the simpler
manifolds with requisite Betti numbers, such as S2×S4. It has to do with the fact that the
cone over a manifold of CP3 topology admits a smooth resolution. This is the resolution
which was used to build the regular supersymmetric fractional D2–brane solution of [1]. If
one is to find a transition from the confined phase whose supergravity dual is the CGLP
solution to the deconfined phase of the underlying dual field theory, the UV limits of both
supergravity solutions must have the same transverse manifold.
For this reason the dependence of the p–forms appearing on the cycles of the geometry
is almost the same in our ansatz as in the singular Herzog–Klebanov solution [22]. There
is a notable difference, though : the 3–form field strength considered in [22] is proportional
to dρ ∧ ω2. Yet, turning on squashing functions from the transverse space metric of our
ansatz below prevents the possibility of an harmonic three–cycle of this type. We discuss
this issue further in Section 4.2, where we explain how, for an identically vanishing fiber
squashing function w appearing in (2.3), the 3–form and 4–form field strengths are exactly
of the HK type. Higher order corrections result in a non–trivial profile of w associated to
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sub–leading corrections to the Herzog–Klebanov form for the RR and NSNS field strengths
in the UV.
The general ansatz for a 10–d Einstein–frame metric consistent with the underlying
symmetries of the squashed three–dimensional complex projective space involves four func-
tions x, y, z and w of a radial coordinate u:
ds210E = e
5
2
z
(
e−4xdX20 + e
2xdXidXi
)
+ e−
3
2
zds27 (2.1)
where
ds27 = e
12ydu2 + e2y (dM6)
2 , (2.2)
(dM6)
2 = λ2e−4w
(
Dµi
)2
+ e2wdΩ24 (2.3)
with dΩ24 the metric on the unit 4–sphere. The usual and the squashed Einstein metrics
on CP3 correspond to λ2 = 1 and λ2 = 1/2, respectively. From here on, we work with
the second possibility. The coordinates µi on R3 are subject to µiµi = 1, i = 1, 2, 3.
Their covariant derivatives are Dµi ≡ dµi + ǫijkAjµk, where Aj refer to su(2) Yang–
Mills instanton potentials : Aj = AjaT a = iU∂jU , where T a stand for su(2) generators.
The special unitary 2 × 2 matrix U can be expressed in terms of Pauli matrices as U =
a4 + ia
jσj. The field strength components J i = dAi + 12ǫijkA
jAk satisfy the algebra of
the unit quaternions: J iαγJ
j
γβ = −δijδαβ + ǫijkJkαβ . In (2.1), X0 is the Euclidean time and
Xi are the longitudinal D2–brane directions. It should be emphasized that although we
switch to Euclidean time in (2.2) and for the external components of Einstein’s equations
below, intermediate calculations are carried out in real–time.
The metric can be brought into a more familiar form:
ds210E = H(ρ)
−5/8 [A(ρ)dX20 + dXidXi]+H(ρ)3/8
[
dρ2
B(ρ)
+ ρ2 (dM6)
2
]
, (2.4)
with the redefinitions
H(ρ) ≡ e−4z− 165 x, ρ ≡ ey+ 35x, A(ρ) ≡ e−6x, B(ρ)−1dρ2 ≡ e12y+ 65xdu2. (2.5)
When w = 0 and e5y = ρ5 = 15u , the transverse seven–dimensional space is the cone over the
squashed CP3. Small u corresponds to large distances (we indeed assume that A,B and H
all approach unity as ρ→∞). The function w(ρ) squeezes the S2 fiber relative to the base
4–sphere. It does not affect the symmetries of the CP3 transverse to fractional branes3.
The extremal D2–brane solution and the more general fractional D2–brane solution on
the cone over CP3 have x = 0, w = 0. Adding a non–trivial x(u) corresponds to going
away from extremality. Our aim is to understand how this changes the extremal D2–brane
solution.
3While the metric on CP3 is usually presented as deriving from a S7 Hopf fibration, it can alternatively
be written as a twistor space.
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It should be noted at this point that the A and B from (2.4) turn out to be equal
at leading order in the solution we derive in Section 6. This matches the accustomed
expectation for a black–hole solution. However, B receives corrections in perturbation
theory whereas A is not affected. The solution we find is then different from the usual
black D–branes, in that A 6= B. It still has a regular horizon with a corresponding Hawking
temperature and qualifies as a black hole.
As previously explained, the ansatz for the p–form fields is such that in the UV it is
of the same form as for extremal fractional D2–branes [22]:
F˜4 = K(u)e
15
2
z−Φ
2 du ∧ d3x+ P Ω4, (2.6)
H3 = gsP Ω3. (2.7)
Like the other fields, the dilaton is a function of the radial variable u alone. Here, Ω3 = ⋆7Ω4
a harmonic three-form, the Hodge dual being defined with respect to the metric on the
cone (2.2), and
Ω3 = f(u)ω1 + g(u)ω2 + h(u)ω3 (2.8)
is a combination of three–forms which are invariant under the SO(5) isometry group of the
base manifold and the SO(3) isometry group of the S2 fibers [32, 1]. Explicitly,
ω1 = Dµi ∧ J i, ω2 = du ∧ J, ω3 = du ∧X2, (2.9)
where J ≡ µiJ i and X2 ≡ 12ǫijkµiDµj ∧Dµk. They satisfy
dω1 = 0, dω2 = −du ∧ ω1, dω3 = −du ∧ ω1, (2.10)
along with
⋆7ω1 = e
6yǫijkµ
idu ∧Dµj ∧ Jk, ⋆7ω2 = 1
2
e−4y−4wX2 ∧ J, ⋆7ω3 = e−4y+8wJ ∧ J.
(2.11)
To guarantee that the NSNS three–form field strength is harmonic one must have
f ′ = g + h, e6yf =
1
4
(
e−4w−4yg
)′
, e6yf =
1
2
(
e−4y+8wh
)′
. (2.12)
These are equations for a single independent function f , once expressions for y and w are
obtained:
f =
1
4
e−6y
(
e−4w−4y
(
1 + 1/2 e−12w
)−1
f ′
)′
,
g =
(
1 + 1/2 e−12w
)−1
f ′,
h =
1
2
e−12wg. (2.13)
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Note that H3 = dB2, with
B2 = gsP
[(∫ u
0
h(ρ)dρ
)
X2 +
(∫ u
0
g(ρ)dρ
)
J
]
, (2.14)
up to an exact form.
The M fractional D2–branes (D4–branes wrapping a 2–cycle of the space transverse
to the ordinary D2–branes) thus correspond to M units of magnetic flux through the
four–cycle of the six–manifold with P ∼ g3/4s M . This scaling is derived after (3.24) in
the next section. Ordinary D2–branes are charged electrically under F˜4 and the function
K(u) in (2.6) corresponds to the number of ordinary and fractional D2–branes at the scale
associated to u. The equation of motion for F˜4
d ⋆ e
Φ
2 F˜4 = −g1/2s F4 ∧H3 (2.15)
implies
K(u) = Q− 8g3/2s P 2f(u)
∫ u
0
e6yf(ρ)dρ. (2.16)
For the purpose of the calculations leading to (2.16), the constraint µiµi = 1 allows to take
µi = (0, 0, 1) and we consider a consistent choice for the quaternionic Ka¨hler forms [1] :
J112 = J
1
34 = J
2
13 = J
2
42 = J
3
14 = J
3
23 = −1, i = 1, 2, 3. (2.17)
At this point, we should note that it is generally not consistent to ask for identically
vanishing f and non–trivial g and h. However, as long as w ≡ 0, which will happen at
zeroth–order in the perturbative approach of Section 6, (2.12) gives g = −h = g0e4y, with
non–necessarily vanishing g0. As a result, the equation of motion for F˜4 yields
K(u) = Q− 6g3/2s P 2g0
∫ u
0
g(ρ)dρ, (2.18)
instead of (2.16).
In what follows we use the ansatz (2.1)–(2.3), (2.6) and (2.7) to reduce the remain-
ing equations of motion of IIA supergravity to a system of non–linear, coupled ordinary
differential equations describing the radial evolution of x, y, z, w, f and Φ.
3. Derivation of the Equations of Motion
Six independent scalars appear in the ansatz (2.1), (2.6), (2.7) and we will then need a
system of as many ordinary differential equations. Einstein’s equation provide five indepen-
dent equations. The one involving Ruu stands apart as it provides a zero energy constraint
on integration constants. The equation of motion for the dilaton and the one derived from
H3 = dB2 being (co–)closed provide two nontrivial equations. Like (2.15), they are derived
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from the bosonic part of the IIA superstring theory action [33] in the Einstein frame:
SIIA = SNS + SR + SCS,
SNS = 1
2κ210
∫
d10x
√−G
(
R− 1
2
∂MΦ∂
MΦ− 1
2
e−Φ |H3|2
)
,
SR = − 1
4κ210
∫
d10x
√−G
(
e
3Φ
2
∣∣∣F˜2∣∣∣2 + eΦ2 ∣∣∣F˜4∣∣∣2 ),
SCS = − 1
4κ210
∫
B2 ∧ F4 ∧ F4 (3.1)
where F2 = dA1, H3 = dB2, F˜4 = dA3 − A1 ∧ H3 and 2κ210 ≡ (2π)7α′4g2s . Let us specify
that ∫
ddx
√−G |Fp|2 ≡
∫
ddx
√−G 1
p!
GM1N1 ...GMpNpFM1...MpFN1...NP . (3.2)
Whenever P 6= 0, the H3 equation of motion reduces to the first–order differential equation(
e3z−Φ
)′
= −e 152 z−Φ2K, (3.3)
while the dilaton equation of motion
∇2Φ = − gs
12
e−Φ(H3)MNP (H3)
MNP +
g
3/2
s
96
e
Φ
2 (F˜4)MNPQ(F˜4)
MNPQ (3.4)
yields
Φ′′ = P 2
(
− g3se3z−Φ +
g
3/2
s
2
e
9
2
z+Φ
2
)(
e−4y−4wg2 + 2e−4y+8wh2 + 4e6yf2
)
− g
3/2
s
4
e
15
2
z−Φ
2K2.
(3.5)
Einstein’s equations are RMN = TMN where RMN is the Ricci curvature and the energy–
momentum tensor for the relevant field content of IIA supergravity is
TMN =
1
2
∂MΦ∂NΦ+
gs
4
e−Φ
(
H PQM HNPQ −
1
12
GMNH
PQRHPQR
)
+
g
3/2
s
12
e
Φ
2
(
F˜ PQRM F˜NPQR −
3
32
GMN F˜
PQRSF˜PQRS
)
. (3.6)
In order to write down these equations in a convenient form, we will work in an orthonormal
frame basis:
eˆ0 = e
5
4
z−2xdX0, eˆ
xi = e
5
4
z+xdXi, eˆ
u = e−
3
4
z+6ydu,
eˆµ
i
=
1√
2
e−
3
4
z+y−2wDµi, eˆα = e−
3
4
z+y+wgα, i = 1, 2, 3, α = 1, ..., 4. (3.7)
At this stage, it might not yet be obvious that Einstein’s equations are diagonal in this basis.
Actually, they will turn out to be so, once we use the Gauss–Codazzi equation (3.12) that we
discuss below, to impose the hypersurface condition µiµi = 1. The equations corresponding
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to Rµiµi are identical and similarly for the equations corresponding to Rαα. The strategy
will consist in dealing with the other four Einstein’s equations separately from Ruu at
first. Together with the two field strength equations we will derive thence a second order,
nonlinear system of ordinary differential equations in the six warping functions. Finally, we
will find out that the Ruu relation provides a zero energy constraint, as in [19, 20, 21, 24].
Let us first compute Ricci’s tensors in the above orthonormal basis. We list the non–
vanishing components of the curvature two–form RˆMN = dωˆMN + ωˆMP ∧ ωˆPN found by
applying Cartan’s structure equations deˆM = −ωˆMN ∧ eˆN , ωˆMN = −ωˆNM . The Riemann
tensor is obtained from RˆMN =
1
2 RˆMNPQeˆ
P ∧ eˆQ.
Rˆ0u =
(
2x′′ − 5
4
z′′ + 2
(
5
4
z′ − 2x′
)
(x′ + 3y′ − z′)
)
e
3
2
z−12yeˆ0 ∧ eˆu,
Rˆ0xi =
(
2x′ − 5
4
z′
)(
x′ +
5
4
z′
)
e
3
2
z−12y eˆ0 ∧ eˆxi ,
Rˆ0µi =
(
2x′ − 5
4
z′
)(
y′ − 3
4
z′ − 2w′
)
e
3
2
z−12y eˆ0 ∧ eˆµi ,
Rˆ0α =
(
2x′ − 5
4
z′
)(
y′ + w′ − 3
4
z′
)
e
3
2
z−12y eˆ0 ∧ eˆα, (3.8)
Rˆxiu = −
(
x′′ +
5
4
z′′ +
(
5
4
z′ + x′
)
(2z′ + x′ − 6y′)
)
e
3
2
z−12yeˆxi ∧ eˆu,
Rˆxixj = −
(
5
4
z′ + x′
)2
e
3
2
z−12y eˆxi ∧ eˆxj ,
Rˆxiµj =
(
5
4
z′ + x′
)(
3
4
z′ + 2w′ − y′
)
e
3
2
z−12y eˆxi ∧ eˆµj ,
Rˆxiα = −
(
5
4
z′ + x′
)(
y′ + w′ − 3
4
z′
)
e
3
2
z−12yeˆxi ∧ eˆα, (3.9)
Rˆµiu =
(
3
4
z′′ + 2w′′ − y′′ −
(
3
4
z′ + 2w′ − y′
)(
5y′ + 2w′
))
e
3
2
z−12y eˆµ
i ∧ eˆu
− 3√
2
w′e−5y−2wǫijkJ
jµk,
Rˆµiµj = −
1
2
(
3
4
z′ + 2w′ − y′
)2
e
3
2
z−12yeˆµ
i ∧ eˆµj +
(
1
4
e−6w − 1
)
ǫijkJ
k,
Rˆµiα =−
3
2
√
2
w′e
3
2
z−7y−4wǫijkJ
j
αβµ
keˆu ∧ eˆβ + 1
2
e
3
2
z−2y−2w
(
1
4
e−6w − 1
)
ǫijkJ
k
αβ eˆ
µj ∧ eˆβ
+
(
1
8
e
3
2
z−2y−8w +
1√
2
(
3
4
z′ + 2w′ − y′
)(
y′ + w′ − 3
4
z′
)
e
3
2
z−12y
)
eˆµ
i ∧ eˆα,
(3.10)
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Rˆαu =
(
3
4
z′′ − y′′ − w′′ +
(
y′ + w′ − 3
4
z′
)(
5y′ − w′)) e 32 z−12yeˆα ∧ eˆu
− 3
2
√
2
w′e
3
2
z−7y−4wǫijkJ
j
αβµ
keˆµ
i ∧ eˆβ ,
Rˆαβ =Rαβ − 1
8
e
3
2
z−2y−8w (δij − µiµj) (J iαβJ jρσ + J iαρJ jβσ) eˆρ ∧ eˆσ
−
(
y′ + w′ − 3
4
z′
)2
e
3
2
z−12yeˆα ∧ eˆβ + 1
2
(
1
4
e−6w − 1
)
e
3
2
z−2y−2wǫijkJ
k
αβ eˆ
µi ∧ eˆµj
+
3√
2
w′e
3
2
z−7y−4wǫijkJ
j
αβµ
keˆu ∧ eˆµi ,
(3.11)
where Rαβ = 3e
3
2
z−2y−2wδαβ is the curvature two–form on the base manifold S4. Some of
the components listed above were already derived in [32]. To calculate the curvature with
the hypersurface condition imposed we use the Gauss–Codazzi equation [34]
RˆMNPQ
u2=1
= RˆSTUV h
MShNThPUhQV + χMPχNQ − χMQχNP , (3.12)
where hMN is the orthonormal frame metric on the projected space:
hMN = δMN − µMµN , (3.13)
with µM =
(
µ0, µxi , µu, µµ
i
, µα
)
=
(
0, 0, 0, µi, 0
)
the orthonormal frame components of
the unit vector orthogonal to the hypersurface. χMN = hMPhNQ∇ˆPµQ denote the compo-
nents of the second fundamental form of the hypersurface. The second fundamental form
corresponds to the projection of the gradient to the normal of the hypersurface onto this
hypersurface. The only non–vanishing components of hMN and χMN are
h00 = 1, hxixj = δij , huu = 1, hµiµj = δij − µiµj, hαβ = δαβ , χµiµj =
√
2e
3
4
z+2w−yhµiµj .
(3.14)
From the field strengths, it is straightforward to check that T00 = Tx1x1
4. How-
ever R00 = e
3
2
z−12y (2x′′ − 54z′′) and Rx1,2x1,2 = −e 32z−12y (x′′ + 54z′′). The first two non–
redundant Einstein’s equations then allow us to solve for x(u) exactly:
x′′ = 0, x = au, a > 0. (3.15)
The same behaviour was found for the function x(u) in the case of non–extremal fractional
D3–branes and for D–strings [19, 20, 21, 24]. The factor a is identified with the degree of
4We recall that, once every contribution is computed, we revert to a Euclidean frame.
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non–extremality. Having solved for x(u), we can use either of R00 or Rxixi to derive an
equation for z(u):
20z′′ = P 2
(
4g3se
3z−Φ + 6g3/2s e
9
2
z+Φ
2
)(
e−4y−4wg2 + 2e−4y+8wh2 + 4e6yf2
)
+5g3/2s e
15
2
z−Φ
2K2. (3.16)
Note that in the extremal case x = 0, z = −Φ and h−5/8 = e5/2z = h−1/2e−Φ/2. This
means that the Einstein frame metric in the extremal case can be obtained from the string
frame metric through the standard procedure of multiplying by e−Φ/2.
In order to find the differential equations for y(u) and w(u), we must consider linear
combinations of the Einstein’s equations involving
Rˆµiµj =
(
e
3
2
z−12y
(3
4
z′′ + 2w′′ − y′′
)
+ 2e
3
2
z−2y+4w
(
1 +
1
4
e−12w
))
hµiµj ,
Rˆαβ =
(
e
3
2
z−12y
(3
4
z′′ − y′′ − w′′
)
+ e
3
2
z−2y−2w
(
3− 1
2
e−6w
))
δαβ . (3.17)
Those are easily computed from the curvature two–forms (3.8)–(3.11) and the Gauss–
Codazzi condition (3.12). We set Φn ≡ Φ + z and zn ≡ 15z − Φ. Computing the field
strength contribution to Einstein’s equations then results in a system of second order
differential equations, where we also list below those found previously in (2.13), (3.5) and
(3.16):
15y′′ = P 2
(
g3se
1/4(zn−3Φn) − g3/2s e1/4(zn+3Φn)
)(
e−4y−4wg2 + 2e−4y+8wh2 − 6e6yf2
)
+ 5e10y
(
2e4w + 6e−2w − 1
2
e−8w
)
, (3.18)
6w′′ = P 2
(
− g3se1/4(zn−3Φn) + g3/2s e1/4(zn+3Φn)
)(
e−4y−4wg2 − 4e−4y+8wh2
)
− 2e10y
(
2e4w − 3e−2w + e−8w
)
, (3.19)
5Φ′′n = P
2
(
− 4g3se1/4(zn−3Φn) + 4g3/2s e1/4(zn+3Φn)
)(
e−4y−4wg2 + 2e−4y+8wh2 + 4e6yf2
)
,
(3.20)
1
4
z′′n = P
2
(
g3se
1/4(zn−3Φn) + g3/2s e
1/4(zn+3Φn)
)(
e−4y−4wg2 + 2e−4y+8wh2 + 4e6yf2
)
+ g3/2s e
zn/2K2, (3.21)
(
e−4w−4y
(
1 + 1/2 e−12w
)−1
f ′
)′
= 4e6yf, (3.22)
We have left out thus far the u components of Einstein’s equation. For our metric ansatz
Rˆuu = e
3
2
z−12y
(3
4
z′′ − 6y′′ − 12w′2 − 6x′2 + 30y′2 − 15
2
z′2
)
(3.23)
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which, using (3.18), (3.21), (3.20) and (3.15), provides the zero energy constraint
30(y′)2 − 1
32
(z′n)
2 − 15
32
(Φ′n)
2 − 12(w′)2 + P 2
(
− g3se1/4(zn−3Φn) + g3/2s e1/4(zn+3Φn)
)
+
1
2
g3/2s K
2e
1
2
zn − 2e10y
(
2e4w + 6e−2w − 1
2
e−8w
)
= 6a2. (3.24)
Later it will be important to keep track of the dimensions of the parameters involved in
this set of equations. Looking at the form of the metric (2.1) it is natural that ey and
u−1/5 should have dimension of length, while x, z and w stay dimensionless. Since we have
set the 10–d gravitational constant κ210/8π to unity (i.e. all scales are measured in units
of the 10–d Planck scale LP ∼
(
gsα
′2)1/4), from (3.24) we conclude that K and Q have
dimension (length)5. Using (2.6) and (3.20), P scales as (length)2 and f as (length)−1.
The dependence on the Planck length can be restored by rescaling Q → L5PQ, P → L2PP
and so on. Denoting the number of ordinary and fractional D2–branes by N and M , this
means that Q ∼ g5/4s α′5/2N , P ∼ g3/4s α′3/2M .
4. Three Simple Solutions
Aside from the extremal D2–brane solution, there exist three other simple solutions to the
set of equations (3.18)–(3.22), (3.24). First of all, there is the extremal fractional D2–brane
solution which was mentioned in Section 2. It is the analog of the Klebanov–Tseytlin so-
lution for fractional D3–branes. The second one is the non–extremal ordinary D2–brane
solution.
Later on, in Section 6, we will derive a non–extremal fractional D2–brane solution from
perturbation theory in the number P of fractional D2–branes. The solution we find in-
terpolates between the extremal fractional D2–brane solution in the UV and the ordinary
black D2–brane Horowitz–Strominger–like solution [35] in the IR.
The third solution is the analog of the singular, non–extremal D3–brane solution found by
Buchel [19]. This solution is non–extremal but has a naked singularity in the IR.
4.1 Singular non–extremal fractional D2–brane
A natural attempt at finding a non–extremal solution is to first switch off the stretching
function w(u). One will find that the solution is singular. So, this motivates the necessity
of keeping a non–trivial squashing function for regular solutions. It will also happen that
this solution approaches the extremal fractional D2–brane solution of the Herzog–Klebanov
type from the next subsection as the non–extremality parameter a→ 0.
Upon examination of the system of differential equations (3.18)–(3.22), (3.24), we
notice that as soon as we impose that Φ′n = p, with p a constant, equation (3.20) requires
that Φn = 0, up to a constant related to the string coupling gs. The condition Φ
′
n = p is
a natural one to impose. The Herzog–Klebanov singular solution of Section 4.2 is indeed
such that eΦ = gsH(ρ)
1/4, i.e. eΦn = gse
− 4
5
au with a = 0, from (2.5) and (3.15). It is
worth noting that in a similar analysis for fractional D3–branes or D1–branes [20, 21, 24],
w = 0 automatically implies Φ′′n = 0. Alternatively, the analogues of the IR asymptotic
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conditions which derive from the solution of subsection 4.3 below for fractional D2–branes,
lead to a source term for Φn which in turn prevents a non–trivial squashing function w.
For fractional D2–branes, however, the two conditions are generically disconnected. A
notable exception occurs for f(u) identically vanishing, which is of interest for the per-
turbative solution we build in Section 6. In this case, by inserting w(u) = 0 in (3.19)
and (3.20), equation (3.19) rearranges to −54Φ′′n = 0.
Allowing for a non–vanishing function f(u), we enforce w = 0 and Φn = 0. From
(3.22), zn must then satisfy the first order equation
(
e−
zn
4
)′
=
(
Q− 8g3/2s P 2f(u)
∫ u
0
e6yf(ρ)dρ
)
. (4.1)
Equation (3.18) gives y′′ = 52e
10y . From the zero–energy constraint (3.24)
y′ = −
√
b2 +
1
2
e10y, 5b2 ≡ a2 (4.2)
one of the integration constants of this second–order differential equation for y is already
determined. Equation (4.2) integrates to e5y =
√
2/5 a
sinh(
√
5au)
, with a > 0 without loss of
generality. As a consequence, (3.22) gives a massaged equation for f(u):
(
sinh
(√
5au
)4/5
f ′
)′
=
12
5
a2
sinh
(√
5au
)6/5 f, (4.3)
which in turn, once inserted into (4.1), gives an expression for zn.
Consider now the Ricci scalar for the metric ansatz (2.1)–(2.3) specialized to the solu-
tion above:
R = e
11
32
zn−12y
[
− 3
32
g3/2s e
zn
4 K2 +
3
4
g9/4s P
2
(
e−4yg2 + 2e−4yh2 + 4e6yf2
)]
(4.4)
As for the Buchel solution in the case of D3–branes or the singular non–extremal fractional
D–string solution [24], this solution turns out to have a naked singularity in the far infrared,
i.e. at large u. This is apparent once we write an asymptotic expansion for f(u) and zn(u)
in the infrared region:
f = f0
(
1 +
4
5
e−2
√
5au
)
+O
(
e−2
√
5au
)
, (4.5)
from which a development for zn is found by integrating (4.1):
e−
zn
4 = C +Qu− 8 2
4/5a1/5f20 g
3/2
s P 2
3 51/10
u− 4 2
4/5 52/5f20 g
3/2
s P 2
9a4/5
e
− 6au√
5 +O
(
e
− 6au√
5
)
,
(4.6)
where f0 and C are constants.
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The constant and linear terms in (4.5) and (4.6) dominate in the far infrared: f ∼ f0
and e−
zn
4 ∼ u. Furthermore, e−y ∼ ebu. Consequently, the e−y terms will dominate the
Ricci scalar which will blow up at large u, even if we consider the limit P → 0 where no
fractional D2–branes are present. The P → 0 limit of this singular non–extremal solution
does not correspond to the black D2–brane solution. In Subsection 4.3 we demonstrate
how the ordinary non–extremal D2–brane solution is encompassed within the ansatz dealt
with in this paper.
We define, as is standard, the horizon (if present at all) via G00 ≡ e 532 zn+ 532pu−4au = 0.
From the asymptotics of our solutions and the constraint imposed by the zero–energy
condition, a horizon can possibly develop only as u → ∞. This non–BPS solution does
not develop an horizon shielding the naked singularity. We are thus led to conclude that
keeping Φ′n(u) constant cannot prevent a naked singularity. It is remarkable that in the
case at hand it is still consistent to keep w = 0 with a non–trivial Φn. On the other hand,
in the analysis pertaining to D3–branes, a source for Φn implies that a distorting function
has to be switched on if non–singular solutions are to be found.
4.2 The extremal Herzog–Klebanov fractional D2–brane solution
We come by the extremal fractional D2–brane solution by taking the limit a → 0 of the
singular non–extremal D2–brane solution described in the previous subsection. Explicitly,
this yields
Φn → 0, e5y →
√
2
5u
, f → f0 u4/5,
e−
zn
4 → C +Qu− 2
8/554/5
9
g3/2s f
2
0P
2u12/5. (4.7)
For this solution to be well–behaved in the UV limit u→ 0, we have set to zero the coef-
ficient in f(u) of a mode growing as u−3/5. The metric (2.1) becomes asymptotically flat
at large distances. However, as explained in the following subsection, we will rather take
C = 0 which amounts to focusing on the low–energy dynamics of the gauge theory dual to
this supergravity background. This solution also develops a naked infrared singularity at
ucr given by u
7/5
cr =
9
28/5 54/5
Q
g
3/2
s f
2
0P
2
. We denote L˜ the value u
−1/5
cr at which the singularity
occurs for this extremal fractional D2–brane solution. The singularity arises from the flux
associated with fractional D2–branes, which is supported on a shrinking 4–cycle. Allowing
for a non–trivial Φn and further taking a non–vanishing squashing function w, which cor-
responds to resolving the base of the cone to a non–trivial bundle, should lead to a regular
supergravity solution. Actually, as discussed at the beginning of Section 2, this singular
solution differs from Herzog–Klebanov solution [22] due to the contribution f(u)Dµi ∧ J i
to H3. The other contribution is of the type du ∧ ω2, where ω2 is proportional to the
fundamental form of CP3 when f0 → 0. In order to recover an asymptotic solution of the
HK type, we set f0 = 0 in (4.7) and take into account the remark expressed below (2.17).
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Equation (4.7) is replaced by
Φn → 0, e5y →
√
2
5u
, f → 0, g = −h→ g0
(√
2
5
)4/5
u−4/5,
e−
zn
4 → C +Qu− 22/556/5g3/2s g20P 2u6/5. (4.8)
From (2.5), it is clear that H3 is proportional to gsP
dρ
ρ2 ∧ ω2 as it should for this solution
to be of HK–type. In what follows, we take C = 0. The solution is endowed with a naked
IR singularity at
u1/5cr =
Q
22/556/5g
3/2
s g20P
2
. (4.9)
From there on, we define L˜ ≡ u−1/5cr .
4.3 The non–extremal ordinary black D2–brane
In this case we impose that there are no fractional D2–branes: f = 0, g = 0 and P = 0.
From knowledge of this solution in [35], we also set w = 0. The system of differential
equations (3.18)–(3.22), (3.24) simplifies to
y′′ =
5
2
e10y , z′′n = 4g
3/2
s Q
2e
zn
2 , x′′ = 0, Φ′′n = 0. (4.10)
This integrates to
x′ = a, Φ′n = p, y
′2 = b2 +
1
2
e10y, z′2n = c
2 + 16g3/2s Q
2e
zn
2 . (4.11)
The zero–energy constraint (3.24) further restrains the integration constants to satisfy
6a2 − 30b2 + c232 + 1532p2 = 0. Integrating one last time, we obtain
e5y =
√
2b
sinh(5bu)
, e
zn
4 =
c
4g
3/4
s Q sinh
(
c
4 (u+ k)
) . (4.12)
This can be written in the variables (2.5) of the more familiar D2–brane form of the metric
(2.4) as
ρ5 = e5y+3x = 23/2b
e−(5b−3a)u
1− e−10bu , (4.13)
A(u) = e−6x = e−6au (4.14)
and
H(u) = e−
zn
4
−Φn
4
− 16
5
x = 4g3/4s
Q
c
sinh
( c
4
(u+ k)
)
e−
16
5
au− p
4
u. (4.15)
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The decoupling limit in use for the AdS/CFT correspondence and its various extensions
in 2+1 dimensions [5] leads to k = 0 so that H vanishes as u → 0. This decoupling limit
removes the asymptotic Minkowski region of curved geometry created by a stack of branes.
This way we focus only on the throat–like, near–horizon region, i.e. on the low–energy
dynamics of the gauge theory on this stack of branes in the dual picture.
We take 5b = 14c = 3a, p = −45a, which satisfy the zero–energy constraint. We thus
recover the usual non–extremal D2–brane solution as (4.13)–(4.15) take the form
H(ρ) =
21/2g
3/4
s Q
5ρ5
, A(ρ) = B(ρ) = 1− 6
√
2a
5ρ5
. (4.16)
The non–extremal ordinary D2–brane solution is then given by w = 0 together with
Φn = −4
5
au, e6x = e6au, e−5y =
5 sinh(3au)
3
√
2a
, e−
zn
4 = g3/4s
Q
3a
sinh(3au).
(4.17)
5. Asymptotics of the Regular Non–Extremal Fractional D2–Branes
Given that no analytic solution to the system (3.18)–(3.22), (3.24) of second–order differ-
ential equations with the required properties (i)–(ii) outlined below could be found, one
has to content with a solution in perturbation theory or from numerical integration. As
a first step, we present below numerical solutions to the differential equations found at
first–order in P 2.
Regardless of the method used to tackle the system (3.18)–(3.22), (3.24), a solution
must satisfy two natural conditions in the IR u→∞ and the UV u→ 0 regions:
(i) it must be a one–parameter (the non–extremality parameter x′ = a or, see below,
the Hawking temperature) generalization of the extremal fractional D2–brane solution
(4.8). We must thus ensure that it approaches the latter solution in the UV and impose
the following boundary conditions at u→ 0:
x,w,Φn, f → 0, K(u)→ 3 27/551/5g3/2s g20P 2
(
5
6
L˜−1 − u1/5
)
,
e5y →
√
2
5u
, e−
zn
4 → 22/556/5g3/2s g20P 2 u
(
L˜−1 − u1/5
)
. (5.1)
It should be emphasized that L˜ scales as P 2 so that the leading term in the u1/5 expansion
is also of leading order in P 2.
(ii) For P → 0 it must reduce to the black D2–brane solution. The latter has a regular
Schwarzschild horizon, which if preserved as fractional D2–branes are added leads to the
following infrared constraints as u→∞:
x = au, w→ w⋆, Φn → −4
5
au+Φ⋆n, K → K⋆,
y → −3
5
au+ y⋆, zn → −12au+ z⋆n. (5.2)
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These asymptotics ensure the existence of a regular Schwarzschild horizon for u≫ 1. The
constants y⋆ and z⋆ encode the information on the Hawking temperature and entropy of
this horizon. Indeed, the metric for u → ∞ in the U–X0 plane, where U ≡ e−3au is the
natural near–horizon variable, takes the form
ds2 = U2e
5
32
z⋆n+
5
32
Φ⋆ndX20 +
1
9a2
e−
3
32
z⋆n− 332Φ⋆n+12y⋆dU2. (5.3)
The Hawking temperature TH is fixed from the periodicity of the Euclidean time X0 that
guarantees there is no conical singularity in the U–X0 plane:
TH =
3a
2π
e
z⋆n
8
+
Φ⋆n
8
−6y⋆ . (5.4)
In the canonical ensemble where temperature and volume are independent quantities the
Hawking temperature (5.4) of the event horizon is identified with the temperature of the
dual gauge theory in its deconfined phase. There are generally different possibilities for the
physics of the large u asymptotics. The first one (a) is that the u →∞ solution develops
a regular horizon as will be the case from (5.2). (b) It is also possible that H(ρ) in (2.4)
vanishes at some finite u before u = ∞. This corresponds to a naked singularity. (c)
Still another possibility is that H(ρ) vanishes at u = ∞. The singularity and the horizon
coincide in this case. The next section deals with the first option where our ansatz should
be appropriate at sufficiently high temperature.
The effective D2–brane charge K(u)e−
Φ
2 corresponds in the gauge theory dual to an
effective number of unconfined colour degrees of freedom. As we integrate towards large u
K(u)e−
Φ
2 decreases. On the gauge theory side this matches the expected behaviour that
as we run the scale of theory towards the infrared the number of colours degree of freedom
should decrease. There is an significant difference from the D3–brane case [19, 20, 21]
due to the dependence of the D2–brane flux on the dilaton. Note however that e−
Φ
2 ∼
e
3
8
au
(sinh(3a(u+k)))1/8
is decreasing for all u ≥ 0. Thus the flux will still decrease, with the
proviso that fractional D2–branes add a small enough perturbation on the variation of
the dilaton. The string coupling should be written in terms of gauge theory variables
as eΦ ∼ g5/2YMN1/4/Λ5/4 [5]. We denote Λ the energy scale on the gauge theory side.
N ∼ Ke−Φ2 is the number of ordinary D2–branes at the radial variable corresponding to
this scale. Then e
9
8
Φ ∼ g5/2YMK1/4/Λ5/4. K should decrease in the IR as we add fractional
D2–branes. Therefore with perturbative corrections included eΦ still decreases as u→∞.
We expect that for low–enough temperatures the effective number of D2–branes will
reach zero at some finite u. Above the critical temperature we expect though that the flux
will stabilize at some finite value K⋆e−
Φ⋆
2 for large u. This number should vanish in the
limit that the temperature reaches its critical value. It would be interesting to study the
free energy. It should vanish at the critical temperature, marking the transition where the
CGLP confining solution is thermodynamically favoured. This would also make it clear
that the transition is first–order, instead of the other possibility in 2+1 dimensions, namely
Kosterlitz–Thouless.
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6. Perturbation Theory in P
To construct the regular non–extremal fractional D2–brane solution, we shall start with
the non–extremal ordinary D2–brane solution (4.17). We recall that it corresponds to no
fractional branes, P = 0. In the singularity–shielding analysis of [21, 24] for D3–branes
and D1–branes respectively, Q is replaced by K⋆ from a set of conditions similar to (5.2) in
order to match onto the asymptotics for the infrared, near–horizon boundary conditions.
We will then attempt to find the deformation of this starting solution order by order
in P 2. Actually the relevant expansion parameter happens to be λ = g20P
2K−1⋆ a
−2/5,
with g0 = O(1) appearing in the large distance asymptotic condition (5.1). This ratio is
dimensionless and for perturbation theory to apply, the effective D2–brane charge must thus
be large enough. It will also become clear that the solution we will build in perturbation
theory will correspond to the dual gauge theory at a temperature above the expected critical
temperature. As in [21, 24], it turns out that a nice feature of perturbation theory around
the extremal (a = 0) D2–brane background is that already the first–order correction in P 2
yields the exact extremal fractional D2–brane solution (4.8). This is strong evidence that
an interpolating non–extremal solution that we only managed to approach in perturbation
theory indeed exists.
It is convenient [21, 24] to rescale the fields by relevant powers of P 2:
f(u) = PF (u), g(u) = g0e
4y + PG(u),
Φn(u) = −4
5
au+ P 2φ(u), w(u) = P 2ω(u),
y(u)→ y(u) + P 2ξ(u), zn(u)→ zn(u) + P 2η(u), (6.1)
where y(u) and zn(u) on the right-hand side are the corresponding functions appearing in
the non–extremal ordinary D2–brane solution (4.17), which we transcribe here as well:
e−5y =
5 sinh(3au)
3
√
2a
, e−
zn
4 = g3/4s
K⋆
3a
sinh(3au). (6.2)
The first–order correction to g(u) and h(u) are found from F (u) and (2.13). The function
f(u) is identically vanishing at zero order in perturbation theory, so that w = 0 implies
Φ′′n = 0. As noticed in Section 4.1, this way the condition Φ
′
n = p, a constant, does not
have to imposed independently as would be the case for non–vanishing f .
We must impose further conditions on the correction functions F , φ, ω, ξ and η so as
to match onto the extremal fractional D2–brane asymptotics (5.1) near u = 0:
φ(0) = ω(0) = ξ(0) = 0, η → 4L˜u1/5. (6.3)
Furthermore, F (u) must tend to zero in the UV. In order to avoid excessive cluttering,
from now on we set gs = 1 by absorbing it into P . The system of mixed, non–linear
second–order differential equations (3.18)–(3.22) along with the constraint (3.24) becomes
12ξ′′ + φ′′ − 300e10yξ +O(P 2) = 0, (6.4)
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ω′′ + 2e10yω +
5
24
φ′′ +O(P 2) = 0, (6.5)
5φ′′ + 12g20e
zn
4
+4y
(
e
3
5
au − e− 35au
)
+O(P 2) = 0, (6.6)
η′′ − 2e zn2 K2⋆η − 12g20e
zn
4
+4y
(
e
3
5
au + e−
3
5
au
)
+ 48g20K⋆e
zn
2
∫ u
0
e4ydρ+O(P 2) = 0, (6.7)
(
e−4yF ′
)′ − 6e6yF +O(P 2) = 0 (6.8)
and
60y′ξ′ − 1
16
z′nη
′ +
3
4
aφ′ +
1
4
e
zn
2 K2⋆η − e
zn
4
(
e
3
5
au − e− 35au
)
− 6g20K⋆e
zn
2
∫ u
0
e4ydρ− 150e10yξ +O(P 2) = 0.
(6.9)
6.1 First–order solutions for Φn and f
The equation of motion (6.6) for the order–P 2 correction to the dilaton field reduces to
φ′′ = −12g20a9/5K−1⋆ 22/5
(
6
5
)9/5( e−3au
1− e−6au
)9/5 (
e
3
5
au − e− 35au
)
, (6.10)
which in turn yields (imposing the large u boundary condition that φ′ → 0)
φ′ =
39/526/5
54/5
g20a
4/5K−1⋆
(
1− 1− e
− 24
5
au
(1− e−6au)4/5
)
. (6.11)
The small u asymptotics for its part requires that φ → 0 near u = 0. Consequently, with
v ≡ 1− e−6au,
φ =
(
162
625
)1/5
g20a
−1/5K−1⋆
[
5 v1/5 2F1
[
1
5
,
1
5
;
6
5
; v
]
+ (−)4/5 log(1 + (−v)1/5)
+ log(1− v1/5)− (−)3/5 log(1− (−)2/5v1/5)
+ (−)2/5 log(1 + (−)3/5v1/5)
− (−)1/5 log(1 − (−)4/5v1/5)− log(1− v)
]
,
(6.12)
where 2F1 [a, b; c; z] denotes Gauss’ hypergeometric function. Despite the weird aspect of
this solution, it is real and well–behaved, as the plot of the term in square brackets does
attest on Figure 1. The asymptotics of (6.12) are
φ =
(
162
625
)1/5
g20a
−1/5K−1⋆
[
v − 2
3
v4/5
]
+O(v2), u→ 0 (6.13)
– 19 –
and
φ = φ⋆ +
4
5
(
162
625
)1/5
g20a
−1/5K−1⋆ (1− v) +O(1− v)2, u→∞, (6.14)
where
φ⋆ =
(
162
625
)1/5
g20a
−1/5K−1⋆
(√
2 +
2√
5
+ log
[1
5
(
1 + (−)1/5
)(−)4/5
(
1− (−)2/5
)−(−)3/5 (
1 + (−)3/5
)(−)2/5 (
1− (−)4/5
)−(−)1/5 ])
.
(6.15)
Upon writing the imaginary exponentials in terms of cosines and sines as (−)α = cosα +
i sinα and using log(z) = log |z|+ iArg(z), this simplifies to a manifestly real expression :
φ⋆ =
(
162
625
)1/5
g20a
−1/5K−1⋆
(1
2
√
5− 2√
5
π − 1
2
√
5arcoth
(√
5
)
− 5 log 5
4
)
. (6.16)
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Figure 1: Aspect of the first–order solution φ(u) divided by g20a
−1/5K−1⋆ .
Switching again to v = 1− e−6au, the differential equation for the first–order solution
to the condition that H3 be harmonic (6.8) is
F ′′ +
4/5 − 7/5 v
v(1 − v) F
′ − 12
25
1
v2(1− v)2F = 0. (6.17)
The general solution is of the form
F (v) =
2F1
[−35 ,−15 ,−25 , v]
v3/5
C1 + v
4/5
2F1
[
4
5
,
6
5
,
12
5
, v
]
C2, (6.18)
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Figure 2: Plot of the order–P correction to f(u), with C2 = 1. Even though the conditions needed
to derive this solutions are imposed in the IR, it behaves in the UV as the corresponding solution
for extremal fractional D2–branes found in Section 4.2.
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Figure 3: The leading–order solution for
K(u)
K⋆
computed from perturbation theory in P 2. Here,
we put λ = 0.01. As expected, the effective number of degrees of freedom decreases as we integrate
them out flowing to the IR, v → 1.
where 2F1 [a, b; c; z] denotes Gauss’ hypergeometric function. The integration constant C1
and C2 must be such that F (u) increases as degrees of freedom are integrated out down
the infrared. This condition yields C1 = 0. The behaviour of F (v) appears on Figure 2.
By way of (2.13) and (2.16), the first–order contribution to f(u) will give rise to a
fourth–order correction to the effective number of degrees of freedom. Figure 3 displays
the generic shape of the effective number of ordinary and fractional D2–branes up to second
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order in P :
K(v) = K⋆
[
1− 6
23/531/554/5
g20a
−1/5K−1⋆ P
2(−)9/10(
−
√
πΓ(1/10)
Γ(3/5)
+
[
(1− v)1/2 + (1− v)−1/2
]
2F1
[
1
2
,
9
10
;
3
2
;
4
((1− v)1/2 + (1− v)−1/2)
] )]
.
(6.19)
We see that, as advertised, the appropriate expansion parameter is λ = g20a
−1/5P 2K−1⋆ .
All boundary conditions on F (u) are imposed at u→∞ but its u→ 0 limit has a surprise
in store. Expanding (6.18) for small u
F = f0u
4/5 +O(u8/5), (6.20)
identifying C2 with f0, matches, up to 1/length corrections, the exact extremal fractional
D2–brane solution (4.7). This is strong hint that an exact interpolating solution does
exist. We did not manage to find such an analytic solution and have to resort to pertubation
theory. Equation (6.19) suggests that this approach is reliable as long as g20P
2K−1⋆ a
−2/5 <<
1. As already mentioned, this implies the Hawking temperature is high. Expressed in terms
of a and K⋆, (5.4) gives
TH ∼ a3/10K−1/2⋆ . (6.21)
The critical temperature Tc corresponds to situation where K
⋆ vanishes. This means
a2/5 ∼ L˜7 at the critical regime. The perturbative approach presented in this paper is
valid as long as T ≫ Tc.
6.2 Solutions for the other fields
To determine the correction to y, zn and w, the Lagrange method of variation of parameters
is particularly suited to solve the linear second–order differential equations (6.4), (6.5), (6.7).
The final product of this recipe guarantees that a differential equation of the type
d2ψ
dx2
+ a(x)
dψ
dx
+ b(x)ψ = c(x) (6.22)
admits a general solution
Ψ(x) = −Ψ1(x)
∫
dx′
cΨ2
W
(x′) + Ψ2(x)
∫
dx′
cΨ1
W
(x′) + c1Ψ1(x) + c2Ψ2(x) (6.23)
in terms of two linearly independent solutions Ψ1 and Ψ2 for the corresponding homoge-
neous equation (i.e. (6.22) with c(x) = 0). c1,2 are arbitrary constants. W ≡ Ψ1 dΨ2dx −
Ψ2
dΨ1
dx is the Wronskian.
Equations (6.4), (6.5) and (6.7) can be reshuffled into the form (6.22):
ξ′′ − 72a2 e
−6au(
1− e−6au
)2 ξ = 211/539/559/5 g20a9/5K−1⋆
(
e
3
5
au − e− 35au
)( e−3au
1− e−6au
)9/5
,
(6.24)
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ω′′ +
144
25
a2
e−6au(
1− e−6au
)2ω = 26/539/554/5 g20a9/5K−1⋆
(
e
3
5
au − e− 35au
)( e−3au
1− e−6au
)9/5
,
(6.25)
η′′ − 72a2 e
−6au(
1− e−6au
)2 η = 14421/534/554/5 g20a9/5K−1⋆
(
e
3
5
au + e−
3
5
au
)( e−3au
1− e−6au
)9/5
− 1728 (−)
9/10
23/531/554/5Γ(3/5)
g20a
9/5K−1⋆
e−6au
(1− e−6au)2
[
−√πΓ(1/10)
+ 2Γ(3/5) cosh(3au) 2F1[
1
2
,
9
10
;
3
2
; cosh(3au)2]
]
, (6.26)
Using v = 1− e−6au instead as a variable, these equations take on the general form
d2ψ
dv2
− 1
1− v
dψ
dv
− a
v2(1− v)ψ = c(v), (6.27)
where a and c(v) denote an arbitrary constant and a function, respectively. A solution to
the homogeneous part of this equation is ψ(v) = vν 2F1[ν, ν; 2ν; v] with a = ν(ν − 1). The
a = 2 case is somewhat aside in that the two linearly independent solutions reduce to 1v − 12
and −2 + v−2v ln(1− v). Equations (6.24)–(6.26) indeed now read
ξ′′ − ξ
′
1− v − 2
ξ
v2(1− v) =
1
30
(
3 23/2
5
)4/5
g20a
−1/5K−1⋆
(1− v)−1/10 − (1− v)1/10
v9/5(1− v)11/10 ,
(6.28)
ω′′ − ω
′
1− v +
4
25
ω
v2(1− v) =
1
12
(
3 23/2
5
)4/5
g20a
−1/5K−1⋆
(
(1− v)−1/10 − (1− v)1/10)
v9/5(1− v)11/10 ,
(6.29)
η′′ − η
′
1− v − 2
η
v2(1− v) = 4
21/534/5
54/5
g20a
−1/5K−1⋆
(1− v)1/10 + (1− v)−1/10
v9/5(1− v)11/10
− 48 (−)
9/10
23/531/554/5Γ(3/5)
g20a
−1/5K−1⋆ ×
×
−√πΓ(1/10) + Γ(3/5) [(1− v)1/2 + (1− v)−1/2] 2F1[12 , 910 ; 32 , 4((1−v)1/2+(1−v)−1/2)2 ]
v2(1− v) .
(6.30)
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Integration constants for ξ are fixed from the boundary conditions that ξ = 0 near v = 0
and ξ′(v) is finite or vanishes as v → 1. This yields
ξ =−
(
1525 + 682
√
5
)1/10
π
9 24/531/553/5
g20a
−1/5K−1⋆
(
1
v
− 1
2
)
+
1
18 31/5104/5
g20a
−1/5K−1⋆
(
−2 + v − 2
v
log(1− v)
)
+
1
72
(
5
48
)1/5
g20a
−1/5K−1⋆
[
8
1 + (1− v)4/5
v4/5
− 2− v
v
Γ(9/5)Γ(1/5) cos
(
4π
5
)
+ (2− v)(1 − v)
4/5
v4/5
2F1[1, 1,
9
5
, 1− v] + 2− v
v4/5
Γ(9/5)Γ(−1/5)
Γ(4/5)2
2F1[1,
1
5
,
6
5
, v]
]
(6.31)
which is displayed on Figure 4. The solution for η is determined from the boundary
conditions that η′(v) is finite or zero in the limit v → 1 and η stays finite as well for v → 0.
An analytic solution could not be found. On Figure 5 stands the outcome of numerically
integrating (6.30).
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Figure 4: First–order correction ξ(u) to y(u) divided by g20a
−1/5K−1⋆ computed from the analytic
solution.
The UV asymptotics v → 0 of ξ is
ξ = −g
2
0a
−1/5K−1⋆
22 31/5104/5
v6/5 +
g20a
−1/5K−1⋆
108 31/5104/5
v2 +O(v11/5). (6.32)
The near–horizon v → 1 expansions of the fields is involved in the computation of the
entropy and Hawking temperature of the regular Schwarzschild horizon presented below.
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Figure 5: First–order correction η(u) to zn(u) found numerically by setting g
2
0a
−1/5K−1⋆ = 0.01
and enforcing the asymptotic boundary condition discussed in the text.
For ξ it is
ξ =ξ⋆ +
1
8
(
5
48
)1/5
g20a
−1/5K−1⋆ (1− v)4/5
− 1
360 31/5104/5Γ(4/5)2
g20a
−1/5K−1⋆
[
8 Γ(4/5)2
(
−20 +
√
10
(
5 +
√
5
)
π + 5 log(1− v)
)
+ Γ(−1/5)Γ(9/5)(−1 + 10γ + 10 log(1− v) + 9ψ(1/5) + ψ(6/5))
]
(1− v),
(6.33)
where
ξ⋆ =
Γ(9/5)
288 31/5104/5Γ(4/5)2
g20a
−1/5K−1⋆
[
− 5
(
− 40 +
√
10
(
5 +
√
5
)
π
)
Γ(9/5)
− 4Γ(−1/5)
(
γ + ψ(1/5)
)]
(6.34)
with γ ≃ 0.577216 being the Euler–Mascheroni constant. The label ψ(z) denotes the
digamma function. The fields φ(u), ξ(u) and η(u) all scale as g20a
−1/5K−1⋆ . Since they
appear in the perturbative expansion (6.1) with a factor of P 2 in front, the corrections to
Φn(u), y(u) and zn(u) are all of order λ = P
2g20a
−1/5K−1⋆ << 1, the expansion parameter.
Since the P 2 corrections to the entropy and the Hawking temperature do not depend
on ω(u) we will just deliver its asymptotics here. For small u (6.5) yields
ω = − 5
1/5
213/5
g20K
−1
⋆ u
1/5 +O(u4/5). (6.35)
The squashing function ω can be found numerically from the conditions that ω(0) = 0 (6.3)
and ω stays finite when u→∞. At large u (6.5) gives
ω = ω⋆ +
56/5
224/531/5
g20a
−1/5K−1⋆ e
− 24
5
au +O(e−5au). (6.36)
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Figure 6 shows the behaviour of ω(u) for g20a
−1/5K−1⋆ = 0.01 found from solving numeri-
cally (6.29).
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Figure 6: First–order correction ω(u) to the squashing function w(u) found numerically by setting
g20a
−1/5K−1⋆ = 0.01 and ensuring the asymptotic boundary condition discussed in the text.
The corrections to the Hawking temperature and the regular horizon entropy are ex-
tracted from the particular form that the metric (2.1) takes when specialized to the per-
turbative solutions we have just derived. From
ds210E =
( 6a
K⋆
)5/8
e
5
32
P 2(η+φ)v−5/8
(
(1− v)dX20 + dXidXi
)
+ (6a)1/40
( 2
25
)1/5
K
3/8
⋆ v
−1/40
[ 1
61/40
2
25
e
P 2
(
− 3
32
(η+φ)+12ξ
)
dv2
v2(1− v)
+ e
P 2
(
− 3
32
(η+φ)+2ξ
) (
1
2
e−4P
2ω
(
Dµi
)2
+ e2P
2ωdΩ24
)]
,
(6.37)
the dependence on the near–horizon asymptotic developments of the entropy density over
the temperature squared equals
S
V T 2
= αe
3P 2
(
6ξ⋆− η
⋆+φ⋆
8
)
, (6.38)
where α ≡ 4π2
(
2
25
)9/5
(6a2)1/40K
3/2
⋆ . From (6.21) and the numerical values of the fields at
the horizon, the entropy density over the temperature squared (6.38) tends to a limiting
value when the dual deconfined gauge theory is heated up. From the thermodynamic
relation dE = TdS, the energy of the field theory at strong coupling is about 2/3 its the
free field value, E ∼ 23TS. This is to be compared with the celebrated 25% discrepancy for
N = 4 SYM in four dimensions [36]. There is an additional contribution from fractional
branes to the ratio S
V T 2
of the Horowitz–Strominger black D2–brane solution [35].
Further numerical work is required. Starting with the UV u→ 0 conditions (5.1), the
numerical procedure would consist in integrating either the full set of equations or those
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derived in perturbation theory for the functions in the ansatz. One should then vary the
temperature (5.4) and find the solutions satisfying (5.2) at a regular horizon shielding the
singularity without coinciding with it.
7. Conclusion
We have built to order P 2 in the number of fractional branes a regular non–extremal
fractional D2–brane perturbative solution. This solution is the supergravity dual of the
high–temperature, deconfined phase of the three–dimensional theory whose confined phase
supergravity dual was constructed by Cvetic, Gibbons, Lu and Pope [1]. There are several
reasons why one might be interested in this solution and the corresponding field theory.
The high–temperature limit of QCD in four dimensions may be dominated by the
physics of the static theory in three space dimensions, i.e. Euclidean QCD3. Within the
context of attempting to find an appropriate supergravity dual to QCD, it might then
be of interest to start in one lower dimension and see what this can tell about the high–
temperature phase.
Three–dimensional field theories are also of interest for gaining better understanding of
the properties of strongly–coupled systems of electrons in condensed matter physics. Ref-
erences [37], [38] and [39] review what supergravity theories have to teach about condensed
matter systems belonging to the same universality class of the gauge duals. On this regard,
we would like to mention [40] which works out the solution for a baryonic black 3–brane,
allowing for a new contribution to the R–R field strengths from which the baryonic U(1)B
gauge field under which their black hole solution is charged stems from upon truncation to
five dimensions.
In [41] a numerical approach was performed for constructing a black hole solution from
fractional D3–branes dual to cascading gauge theories. The free energy becomes positive
below some critical temperature. This vindicates the suggestion that the supergravity
solution is associated to one of the phases separated by a transition which is indeed first–
order, as it should from field theory arguments. It would be interesting to carry a similar
analysis for the case of the 2+1 dimensional cascading gauge theory dual to fractional D2–
branes. This would rule out the possibility of a Kosterlitz–Thouless transition, which the
arguments of [29] alone cannot prefer over a first–order transition. A Kosterlitz–Thouless
phase transition, if present, which would manifest itself through an essential singularity in
the free energy.
It would be interesting to understand the spectrum of the field theory dual to the
resolved fractional D2–brane solution of [1] of which we have described the supergravity
solution corresponding to the high–temperature, deconfined phase. How this might be
guessed from the geometry of the transverse space is described in [42]. The focus is on
the gauge theory dual to the resolved D2–branes and wrapped NS5–branes solution found
in [1]. The base of the cone is S3 × S3. Embedding the transverse space with topology
R
4×S3 into R8, one writes the constraint associated to this locus in terms of quaternionic
coordinates. Identification of these variables with the matter field of the dual field theory5
5The same procedure is used for the conifold [8].
– 27 –
provides the representations under which they transform. The most recent attempt to
understand the UV regime of the gauge theory we are aware of appears in [25]. This
work starts with M2–branes in particular Spin(7) holonomy backgrounds, A8 and B8, and
considers the flow to D2–branes on manifolds of G2 holonomy. A further study of M–theory
on the B8 manifold appears in [43]. Reference [25] find that the UV field theory for N
D2–branes on the backgroundM, whereM is a cone over CP3, is N = 1 supersymmetric
with U(N) × U(N) gauge group. The field content fits into an N = 1 vector multiplet
and four N = 2 chiral superfields, one pair in the (N, N¯) representation, another in the
conjugate. Based on how the gauge groups change from adding fractional branes to the
Klebanov–Witten theory, adding M fractional D2–branes might change the gauge group
to U(N)× U(N +M). It would be interesting to verify this in more detail.
Recently, there has been much interest in N = 6 superconformal Chern–Simons matter
theories [44]. See [45] for an excellent review with additional references. When the level k of
this U(N)−k×U(N)k theory describing N coincident M2–branes is such that k << N <<
k5, the M–theory circle becomes small and it becomes suitable to describe the gravitational
dual using a weakly–curved IIA string theory on a AdS4×CP3 geometry orientifolded under
the initial M–theory Zk projection. A generalization of the ABJM theory to account for the
possibility of fractional M2–branes was proposed in [46]. The possibility of duality cascades
was further studied in [47]. Further evidence should be provided from dual string theory
constructions and this is reported in [47] as work in progress. It might be interesting to
build a non–extremal solution from the IIA description of the ’t Hooft limit of the ABJM
theory. A difference from our work lies in the occurrence of a non–vanishing 2–form field
strength in this IIA background.
More generally, there is a connection between the D2–branes theories we have consid-
ered andN = 1 Chern–Simons theories. Indeed, starting from M2–branes on Spin(7) cones,
one can obtain Chern–Simons theories by an orientifolding procedure [48]6. From [25] there
is then a flow from C–S theories to D2–branes probing a G2 holonomy manifold. It might
also be of interest to study the thermodynamics of those more general flows, with or with-
out fractional branes, which might provide information on the deconfined phase of C-S
matter theories. This might hint at how N2 degrees of freedom on D2–branes relate to
N3/2 on N coincident M2–branes.
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