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Povzetek
Cilj diplomskega dela je implementirati sistem za delno avtomatsko sˇtetje
polipov na fotografijah morskega dna. Dobili smo veliko fotografij, pri cˇemer
rocˇno oznacˇeni smo vzorec teh uporabili za ucˇno mnozˇico, na podlagi te pa
smo izvedli strojno ucˇenje. Fotografije je bilo treba predobdelati z ustreznimi
metodami, ki so popravile napacˇno osvetlitev, in tako bolj poenotiti vse slike.
Najprej smo naucˇili model, ki odstrani ozadje na sliki, pri tem pa pusti vse,
kar je del polipa. Sliko z odstranjenim ozadjem ponovno predobdelamo za
model avtomatskega oznacˇevanja polipov. Uporabnik se nato odlocˇi, ali bo
avtomatsko oznacˇene polipe popravil in s tem dobil tocˇno sˇtevilo polipov,
ali pa bo to prepustil modelu napovedovanja sˇtevila polipov. Ta je naucˇen
tako, da predvideva napako prejˇsnjih modelov in ustrezno napove bolj tocˇno
sˇtevilo polipov. Celotni sistem smo testirali nad testnimi slikami in ugoto-
vili, da nekatere slike niso primerne za celotni sistem ter zato jih ne moremo
uporabljati v tem sistemu. Pri rocˇnem popravljanju avtomatskih oznak po-
lipov smo ugotovili, da je obcˇutno hitrejˇse od rocˇnega oznacˇevanja polipov
na celotni sliki. Model napovedi polipov je bil tudi pozitivno ocenjen, saj v
povprecˇju zmanjˇsa napako modela avtomatskega oznacˇevanja polipov.
Kljucˇne besede: model, tocˇnost, slika, polipi, oznacˇevanje, vecˇnivojski per-
ceptron, napaka, predobdelava. .

Abstract
The objective of the thesis is to implement a system for semi-automatic
counting of polyps on the photographs of sea-bed. Numerous photographs
have been obtained, wherein the manually labelled sample of those was used
for the train set, and on basis of this the machine learning was implemented.
Photographs had to be re-processed with appropriate methods in order to
correct the bad lighting and furthermore even out the differences. First a
model was used, which removes the background in the image while leaving
everything that is part of the polyp. Image with the removed background is
re-processed again for the model for automatic labelling of polyps. The user
can then decide whether automatically labelled polyps will be repaired and
thereby the exact number of polyps is obtained, or leave it to the model for
predicting the number of polyps. This model is taught to foresee the error of
previous models and to predict the number of polyps more accurately. The
entire system was tested by test images and it was established that some
images are not suitable for the entire system, and, therefore cannot be used
in this system. While manually correcting automatic labels of polyps it was
established that it is significantly faster than the manual labelling of polyps in
the overall photographs. The model for predicting polyps was also positively
assessed, as it reduces the error of the model for automatic labelling of polyps
on average.
Keywords: model, accuracy, image, polyps, labeling, multilayer perceptron,
error, pretreatment..

Poglavje 1
Uvod
Diplomska naloga se ukvarja z avtomatskim sˇtetjem polipov, ki so ena od
faz zˇivljenja meduz, prikazano na sliki 1.1. Da bi lahko bolje razumeli popu-
lacijsko dinamiko meduz in njihovih obdobij, biologi proucˇujejo populacijo
polipov, njihovo gostoto in cˇas, ko se aseksualno razmnozˇujejo v meduze.
Taka sˇtudija lahko pomaga odkriti, kako nekateri faktorji, kot recimo tem-
peratura ali slanost vode, vplivajo na populacijo meduz. Da bi to izvedeli,
se v rednih intervalih vzete fotografirajo z lokacije polipov, kjer ti ponavadi
uspevajo. Polipi na teh slikah so presˇteti in izmerjena je njihova gostota, ki
se je spremenila v nekem pretecˇenem cˇasu. Te podatke nato primerjajo s
faktorji, ki jih zanimajo. Sˇteti jih na roke, je zelo zamudno in nadlezˇno delo,
saj zahteva analizo vecˇ slik, ki vsebujejo vecˇ sto polipov. Avtomaticˇno sˇtetje
polipov bi zato skrajˇsalo cˇas, da se ta sˇtudija opravi [9].
Cilj diplomskega dela je implementirati sistem za delno avtomatsko sˇtetje
polipov na fotografijah morskega dna. Pri tem smo morali sistem razdeliti na
vecˇ pomembnih modelov in za njih ustvariti ucˇno mnozˇico iz danih fotografij
polipov. Celotni sistem smo naredili v javanskem okolju, pri tem pa smo
si pomagali z razlicˇnimi znanimi orodji in metodami, ki so bili namenjeni
strojnemu ucˇenju ter racˇunalniˇskem vidu. Struktura naloge je naslednja.
V poglavju 2 so opisana javansko okolje in orodja, ki smo jih uporabili
za delo. Opisane so tudi metode, ki jih uporabljamo za strojno ucˇenje in
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Slika 1.1: Slika prikazuje zˇivljenjske cikle meduze in pojasnjuje, kaj je polip.
Vir slike [1].
racˇunalniˇski vid. V poglavju 3 opisujemo postopek ustvarjanja ucˇne mnozˇice
iz prilozˇenih fotografij. Na kratko je tudi opisan postopek celotnega sistema,
ki pojasnjuje, kako so posamezni modeli povezani in katero ucˇno mnozˇico
uporabljajo, cˇe sploh. V poglavju 4 opisujemo model za odstranjevanje
ozadja. Prvi razdelek razlaga, katere predobdelave je treba narediti na vhodu
modela. Drugi razdelek pa opisuje postopek ucˇenja modela z ustreznimi atri-
buti in prikaz koncˇnega rezultata na posamezni sliki. V poglavju 5 je najprej
opisan model avtomatskega oznacˇevanja polipov, ta s sliko odstranjenega
ozadja na njegovem vhodu poskusˇa oznacˇiti vse polipe, njegove napake pa
lahko nato rocˇno popravimo. Sledi opis modela, ki kot vhod dobi avtomatsko
oznacˇene polipe, pri tem pa predvideva, da so prisotne napake in poskusˇa
napovedati bolj tocˇno sˇtevilo polipov na sliki. Na koncu poglavja pa so vsi
trije modeli testirani. Opisani so rezultati, kaj nam pomenijo in v katerih
primerih bi bili ocenjeni negativno. Diplomsko delo se v poglavju 6 zakljucˇi z
razlago sklepnih ugotovitev in s predstavitvijo morebitnega nadaljnjega dela.
Poglavje 2
Uporabljene metode in orodja
V diplomskem delu je razvita aplikacija v celoti implementirana v Javi. To
je programski jezik, ki je objektno orientiran in ima sintakso podobno pro-
gramskemu jeziku C. Za programerje se je izkazala kot priljubljen jezik, saj
je enostavna za pisanje robustne in razhrosˇcˇene kode [6]. Na podlagi tega
programskega jezika so bila izbrana ustrezna orodja za racˇunalniˇski vid in
strojno ucˇenje, ki so kompatibilna z Javo.
2.1 OpenCV
OpenCV (Open Source Computer Vision Library) [12] je odprtokodna pro-
gramska knjizˇnica racˇunalniˇskega vida in strojnega ucˇenja. OpenCV je bil
zgrajen za zagotavljanje skupne infrastrukture za aplikacije racˇunalniˇskega
vida in za povecˇanje strojnega zaznavanja v komercialne namene. Knjizˇnica
ima vecˇ kot 2500 optimiziranih algoritmov, ki vkljucˇujejo celovit nabor kla-
sicˇnih in sodobnih algoritmov racˇunalniˇskega vida ter strojnega ucˇenja. Al-
goritmi se lahko uporabljajo za zaznavanje obrazov, prepoznavo objektov,
zaznavo gibov v videoposnetkih itd. Najpogosteje se uporablja v podjetjih,
raziskovalnih skupinah in vladnih organih [12]. Ima vmesnik za C++, C,
Python, Java in MATLAB ter podporo za Windows, Linux, Mac OS in An-
droid [12].
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Za potrebe tega diplomskega dela se uporablja javanski vmesnik upo-
rabniˇskega programa razlicˇice OpenCV2.4.7, ki je izsˇla 11. 11. 2013. Upo-
rabljena je bila za manipulacijo nad slikami, kot so pretvorba formata slik,
tocˇkovne operacije, filtriranje, morfolosˇke operacije, odkrivanja robov in izra-
cˇun momentov Hu.
2.1.1 Pretvorba formata slike
Slika je dvodimenzionalna matrika celih sˇtevil oziroma dvodimenzionalna
funkcija celosˇtevilskih koordinat (2.1).
I(u, v) ∈ P in u, v ∈ N (2.1)
Ponavadi imamo opravka s pravokotnimi slikami, z dolocˇenim sˇtevilom stolp-
cev M in vrstic N , ki vsebujejo dolocˇeno sˇtevilo pikslov. Locˇljivost slike je
enaka sˇtevilu vseh pikslov. Velikost slike v realnem svetu pa dobimo tako, da
izracˇunamo sˇtevilo pikslov na kilometer razdalje. V diplomski nalogi upora-
bljamo intenzitetne in barvne slike.
• Pri intenzitetnih slikah imamo samo en kanal oziroma matriko. Pona-
vadi so to 8-bitne slike, katere vsebujejo 256 razlicˇnih intenzit. Slika,
ki vsebuje samo dve razlicˇni intenziteti, pravimo da je binarna slika.
• Barvne slike vsebujejo tri kanale oziroma matrike, ki skupaj tvorijo eno
sliko.
Obstaja zelo veliko formatov slik, delimo jih na rastrsko (bitno) in vektorsko
grafiko [4].
• vektorski formati: SVG, CGM, DXF, AI, PICT, WMF, PS, EPS, PDF
• rastrski formati: TIFF, GIF, PNG, JPEG, JFIF, EXIF, BMP, PBM,
RGB, RAS, TGA,...
V diplomski nalogi se ukvarjamo z rastrskimi slikami v obliki matrik. Pri
tem spreminjamo formate slik iz RGB v sivinsko sliko (2.2) in iz RGB v
Lab (2.3).
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• RGB ↔ sivinska [12]:
sivinska = 0, 299 ·R + 0, 587 ·G+ 0, 114 ·B (2.2)
• RGB ↔ L*a*b, izracˇunamo po enacˇbi (2.3) [12],
X
Y
Z
 =

0, 412453 0, 357580 0, 180423
0, 212671 0, 715160 0, 072169
0, 019334 0, 119193 0, 950227
 ·

R
G
B
 (2.3)
L =
{
116Y 1/3 za Y > 0, 180423
903, 3Y za Y ≤ 0, 008856 (2.4)
a = 500(f(X)− f(Y )) + delta (2.5)
b = 200(f(Y )− f(Z)) + delta (2.6)
kjer je f(t) izracˇunan po enacˇbi (2.7)
f(t) =
{
t1/3 za t > 0, 008856
7, 787t+ 16/116 za t ≤ 0, 008856 (2.7)
in delta = 128 za 8-bitno sliko.
Nato pa sˇe prilagodimo vrednosti za posamezno matriko, v nasˇem primeru
je to 8-bitna matrika, ki ima enacˇbo (2.8).
L = L255/100, a = a+ 128, b = b+ 128 (2.8)
2.1.2 Histogram in tocˇkovne operacije
Histogram je zelo enostavna statistika slike, ki opisuje frekvenco posameznih
intenzitetnih vrednosti v sliki. Pri tem je h(i) = sˇtevilo pikslov slike I z intenziteto i.
Z njim lahko detektiramo probleme pri zajemanju slik, ne moremo pa zajeti
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prostorske informacije slik. V primeru, da ima slika veliko razlicˇnih intenzi-
tet(ponavadi vecˇ kot 256), se naredi, da posamezna vrednost v histogramu
pokriva vecˇ vrednosti pikslov. Celoten obseg vrednosti z max. vrednostjo B
razdelimo na K intervalov dolzˇine kB = K/B (2.9).
hj = card{(u, v)|aj ≤ I(u, v) < aj+1} za 0 ≤ j < B (2.9a)
aj = j
K
B
= j · kB (2.9b)
Pri barvnih slikah, ki imajo vecˇ kanalov, racˇunamo histogram za vsak kanal
posebej.
Tocˇkovne operacije so operacije, ki se izvajajo na pikslih, pri cˇemer se veli-
kost, geometrija in lokalna struktura slike ne spremeni. Nova vrednost piksla
je odvisna samo od prejˇsne vrednosti istolezˇnega piksla. Poznamo homo-
gene, kot je spreminjanje svetlosti in kontrasta, globalno upragovanje,. . . ter
nehomogene operacije, kot je lokalno spreminjanje svetlosti in konstrasta. V
diplomski nalogi uporabljamo homogeno operacijo izenacˇenja histograma, za
povecˇanje konstrasta slike, ki je kombinacija obsega intenzitetnih vrednosti
in razlike med maksimalno in minimalno vrednostjo piksla, po enacˇbi (2.10).
feq(a) =
∣∣∣H(a) K
N ×M
∣∣∣ (2.10)
Uporabljamo tudi nehomogeno operacijo izenacˇenja lokalnega histograma, ki
izracˇuna intenziteto posameznega piksla, glede na njegov histogram regije [4].
2.1.3 Filtriranje slik
Filtriranje je operacija, ki ne spremeni geometrije slike in se uporabi vecˇ kot
en piksel za izracˇun vrednosti novega piksla. Za izracˇun I ′(u, v) se uporabi
celotno regijo Ru,v s slike I. Primer je prikazan na sliki 2.1. Po matematicˇni
lastnosti se filtri delijo na linearne in nelinearne.
• Linearni filtri kombinirajo vrednosti pikslov s filtriranjem regije na li-
nearen nacˇin kot utezˇeno vsoto. Pri tem se uporablja filtrina dvodi-
menzionalna matrika (ali maska) H(i, j), ki ima koordinatni sistem z
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Slika 2.1: Slika prikazuje primer filtra, ki uporabi celotno regijo za izracˇun
enega piksla. Vir slike [4].
izhodiˇscˇem v srediˇscˇnem elementu in je definirana s koeficienti filtra.
V diplomski nalogi uporabljamo Gaussov filter za glajenje robov. Po-
stopek glajenja poteka tako, da center filtrine matrike poravnamo s
pikslom na sliki. Zmnozˇimo vse koeficiente filtra z vrednosti istolezˇnih
pikslov in nato vsoto shranimo kot novo vrednost piksla. Enacˇba Ga-
ussovega filtra za posamezni koeficient matrike (2.11).
Gσ(x, y) = e
−x2+y2
2σ2 (2.11)
• Nelinearni filtri tudi racˇunajo vrednost piksla s pomocˇjo vrednosti pi-
kslov z dolocˇene regije na originalni sliki, pri tem pa uporabljajo neline-
arno funkcijo. Z nelinearnim filtrom se izognemu uniformnemu glaje-
nju. Pri diplomski nalogi uporabljamo medianin filter, za glajenje regij
polipov. Deluje tako, da pikslu dodelimo vrednost mediane okoliˇske
regije (2.12).
I ′(u, v) = medianI(u+ i, v + j)|(i, j) ∈ R (2.12)
Mediana je robustna statistika, pri katerem posamezni odstopajocˇi ele-
menti nimajo velikega vpliva. Tako se robovi slike ohranijo, sˇum se pa
zamenja z okolico prevladujocˇih pikslov [4].
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Slika 2.2: Slika prikazuje pred uporabo operatorja zaprtje in po njej. Vir
slike [2].
2.1.4 Morfolosˇki filtri
Morfolosˇki filtri, ki jih ponavadi izvajamo na binarnih slikah, so namenjeni
spreminjanju lokalne strukture slike, kot so:
• odstranjevanje majhnih elementov,
• polnjenje lukenj in
• iskanje obrisov.
Osnovne morfolosˇke operacije so definirane s strukturnim elementom, ki je
matrika binarnih vrednosti in definira lastnost morfolosˇkega filtra [4].
V diplomski nalogi uporabljamo operator zaprtje. Ta se uporablja za
polnjenje lukenj in je sestavljen iz dveh osnovnih morfolosˇkih operacij, to sta
sˇiritev in erozija. Primer ucˇinka zapiranja je prikazan na sliki 2.2.
2.1.5 Metoda za odkrivanje robov
Odkrivanje robov je ena izmed temeljnih operacij racˇunalniˇskega vida. Ob-
stajajo sˇtevilni pristopi odkrivanja robov in eden izmed njih je postopek
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Canny. Razvil ga je John F. Canny [5] leta 1986. Odkrivanje robov s postop-
kom Canny je najbolj rigorozno definiran in velikokrat uporabljen operator.
Njegovo popularnost lahko pripiˇsemo trem kriterijem, in sicer so to:
• nizek delezˇ napak (dobro zazna samo prave robove),
• dobra lokalizacija (razdalja med odkritim robom in pravim robom mora
biti minimalna) in
• minimalni odziv (samo eden odzivni detektor na rob).
Tipicˇna implementacija odkrivanje robov s postopkom Canny sledi korakom,
ki so navedeni spodaj:
• Preden poskusˇamo najti in detektirati rob, moramo sliko pogladiti z
Gaussovim filtrom, da zmanjˇsamo sˇum na sliki. Gaussov filter upora-
blja enostavno masko, ki je ponavadi veliko manjˇsa od same slike. Z
masko potuje po sliki in s konvolucijsko metodo manipulira vsak njen
piksel. Vecˇji kot je filter po dolzˇini, manjˇsi je vpliv sˇuma na sliko.
• Po glajenju dolocˇimo magnitudo roba, pri katerem izracˇunamo gradient
slike. Tega izracˇunamo po Sobelovem operatorju. Sobel uporablja dva
filtra, pri tem gre eden po osi x (2.13) in drugi po osi y (2.14). Nato se
izracˇuna absolutna magnituda posameznega gradienta (2.15).
Gx =

−1 0 1
−2 0 2
−1 0 1
 (2.13)
Gy =

1 2 1
0 0 0
−1 −2 −1
 (2.14)
|G| = |Gx|+ |Gy| (2.15)
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• Izracˇunamo usmerjenost roba glede na gradient Gx in Gy. Cˇe ima
gradient Gx vrednost 0, ima lahko rob usmerjenost 90 ali 0 stopinj,
odvisno od gradienta Gy. Cˇe ima Gy vrednost 0, je usmerjenost roba
0 stopinj, drugacˇe je pa 90 stopinj. Za vse ostale primere, ko Gx nima
vrednosti 0, se racˇuna usmerjenost roba po enacˇbi (2.16):
θ = atan2(
Gy
Gx
) (2.16)
• Naslednji korak je, da izracˇunane vrednosti diskretiziramo tako, da
lahko rob predstavimo dvema sosednjima piksloma. Rob ima lahko
usmerjenost 0 stopinj (horizontalno), 45 stopinj (pozitivna diagonala),
90 stopinj (vertikalno) in 135 stopinj (negativna diagonala). Rob dobi
diskretno vrednost glede na to, kateri usmerjenosti se najbolj priblizˇuje.
• Ko je usmerjenost robov znana, se vsi piksli, ki niso kandidati za rob,
pobriˇsejo. S tem se naredi tanka cˇrta, ki predstavlja rob.
• Na koncu se izbere robove glede na prag 1 in prag 2. Cˇe bi imeli samo
en prag, bi zaradi sˇuma bili nekateri robovi vecˇkrat prekinjeni in zato
bi bili tudi robovi na sliki predstavljeni kot cˇrtkana cˇrta. Da se temu
izognemo, uporabljamo dva praga. Vsi robovi, ki so nad pragom 2,
so avtomaticˇno zaznani kot rob. Vsi robovi, ki so nad pragom 1 in
pod pragom 2, se morajo drzˇati roba, ki je nad pragom 2, da se lahko
oznacˇijo kot rob. S to tehniko omilimo ucˇinek cˇrtkanee cˇrte. Pri delu
naloge se uporablja odkrivanje robov s postopkom Canny za locˇitev
med polipi nad posamezno regijo [7].
2.1.6 Momenti Hu
Momenti in s tem invariantne povezave so bili med razlicˇnimi aplikacijami
obsˇirno analizirani za oznacˇevanje vzorcev v slikah. Znani momenti vkljucˇujejo
geometricˇne, zernike, rotacijske in kompleksne momente. Invariantni mo-
menti so bili prvicˇ predstavljeni v [16]. Ti imajo sˇest absolutnih pravokotnih
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invariant in eno nagnjeno pravokotno invarianto na podlagi algebrskih in-
variant, ki so ne le neodvisne od pozicije, velikosti ter rotacije, ampak tudi
od vzporedne projekcije. Momenti Hu so se izkazali za ustrezne pri prepo-
znavanju vzorcev s slik ne glede na njihovo pozicijo, velikost in rotacijo, s
predpostavko, da je funkcija slike zvezna in da na sliki ni nobenega sˇuma.
Slika f(x, y) ima dvodimenzionalni moment, ki se izracˇuna po enacˇbi (2.17):
mpq =
∫ ∞
−∞
∫ ∞
−∞
xpyqf(x, y)dxdy (2.17)
kjer je p,q=0,1,2,... Cˇe se sliki spremeni pozicija, velikost ali rotacija, se
spremeni tudi moment mpq. Da se temu izognemo, izracˇunamo centralni
moment, ki ga zapiˇsemo z enacˇbo (2.18):
upq =
∫ ∞
−∞
∫ ∞
−∞
(x− x)p(y − y)qf(x, y)dxdy (2.18)
kjer p, q = 0, 1, 2, ..., pri cˇemer je tocˇka piksla (x, y) centroid od slike f(x, y).
x se izracˇuna po enacˇbi (2.19) in y po enacˇbi (2.20).
x =
m10
m00
(2.19)
y =
m01
m00
(2.20)
Centralni moment upq, ki je izracˇunan po sliki f(x, y), je ekvivalenten mo-
mentu mpq, cˇe postavimo center slike na centroid. Tako je centralni moment
neodvisen od pozicije slike. Da bi bil centralni moment sˇe neodvisen od
velikosti slike, ga normaliziramo po enacˇbi (2.21):
npq =
upq
uy00
, y = (p+ q + 2)/2, p+ q = 2, 3, ... (2.21)
Glede na normalizirani centralni moment je Hu [16] predstavil sedem invari-
antnih momentov:
ϕ1 = n20 + n02 (2.22)
ϕ2 = (n20 + n02)
2 + 4n211 (2.23)
ϕ3 = (n30 + 3n12)
2 + (3n21 − u03)2 (2.24)
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ϕ4 = (n30 + 3n12)
2 + (n21 + u03)
2 (2.25)
ϕ5 = (n30 − 3n12)(n30 − u12)[(n30 + n12)2 − 3(n21 + n(03)2)]
+ (3n21 − n03)(n21 + n03)[3(n30 + n12)2 − (n21 + n03)]
(2.26)
ϕ6 = (n20 − n02)[(n30 + n12)2 − (n12 + n03)2]
+ 4n11(n30 + n12)(n21 + n03)
(2.27)
ϕ7 = (3n21 − n03)(n30 + n12)[(n30 + n12)2 − 3(n21 + n03)2]
− (n30 − 3n12)(n21 + n03)[3(n30 + n12)2 − (n21 + n30)2]
(2.28)
Teh sedem momentov ima koristno lastnost, saj se ne spremenijo, cˇe sliko
premaknemo, skaliramo ali rotiramo [16].
2.2 Monte media library
Monte media library je javanska knjizˇnica za procesiranje medijskih podat-
kov. V diplomski nalogi jo uporabljamo za predobdelavo slik pred odstranje-
vanjem ozadja. Uporabljamo metodo whiteBalanceGreyworld, ki je navedena
v njihovi dokumentaciji. Metoda izboljˇsa lastnosti slik, posnetih v slabi osve-
tlitvi. Dodatne informacije in dokumentacija so dostopne na njihovi spletni
strani [13].
2.2.1 Metoda Grey-World
Algoritem Grey-World je definiran za RGB barvni prostor in sloni na predpo-
stavki, da je povprecˇna barva odbita od objektov na sliki enaka barvi osvetli-
tve. Odstopanje povprecˇne osvetlitve posameznih barv slike od standardne je
tako indikator, da je bila slika posneta pod nestandardnimi pogoji. Cˇe zˇelimo
takim slikam popraviti osvetlitev, moramo popraviti vrednost osvetlitve vseh
slikovnih elementov.
Algoritmu najprej izracˇunamo povprecˇno intenziteto posameznega piksla
na podrocˇju celotne slike (2.29), nato v skladu z enacˇbami (2.30) in (2.31)
popravimo sˇe vrednosti intenzitete vseh pikslov na sliki [15].
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Rpov =
x∑
i=0
y∑
j=0
R(i, j)
xy
(2.29a)
Gpov =
x∑
i=0
y∑
j=0
G(i, j)
xy
(2.29b)
Bpov =
x∑
i=0
y∑
j=0
B(i, j)
xy
(2.29c)
(2.29d)
Pri tem so Rpov,Gpov,Bpov povprecˇne intenzitete barve, R(i, j),G(i, j),B(i, j)
intenzitete posamezne barve, x, y pa je velikost slike.
SR =
Rstd
Rpov
SG =
Gstd
Gpov
SB =
Bstd
Bpov
(2.30)
Pri tem so SR, SG, SB faktorji mnozˇenja za posamezno barvo in Rstd, Gstd,
Bstd standardne intenzitete za posamezno barvo.
Rn(i, j) = R(i, j)SR (2.31a)
Gn(i, j) = G(i, j)SG (2.31b)
Bn(i, j) = B(i, j)SB (2.31c)
Pri tem so R(i, j), G(i, j), B(i, j) stare barvne intenzitete posameznega piksla
in Rn(i, j), Gn(i, j), Bn(i, j) popravljene vrednosti barvne intenzitete piksla.
2.3 WEKA
WEKA (ang. TheWaikato Environment for Knowledge Analysis) [8] se je
razvila ob vedno vecˇji potrebi raziskovalcev po najsodobnejˇsih tehnikah stroj-
nega ucˇenja. Projekt se je zacˇel razvijati leta 1992. Na voljo so bili razlicˇni
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ucˇni algoritmi, ki so delovali na razlicˇnih delovnih okoljih in oblikah po-
datkov. Danes je WEKA prepoznavni znak podatkovnega rudarjenja in
strojnega ucˇenja. Je splosˇno sprejeta v razlicˇnih akademskih in poslovnih
krogih ter je postala sˇiroko uporabljeno orodje za raziskavo podatkovnega
rudarjenja. Izsˇla je kot odprtokodna programska oprema in s tem omogocˇila
sˇtevilnim skupnostim, da razvijajo ter lazˇje delajo na projektih, ki sˇirijo ali
vkljucˇujejo WEKO. Na zacˇetku projekta je bila vecˇinoma napisana v jeziku
C, od WEKA 3.0 naprej pa je v celoti napisana v programskem jeziku Java.
Cilj projetka WEKA je zagotoviti celovito zbirko algoritmov strojnega ucˇenja
in orodij za predobdelavo podatkov. Uporabnikom omogocˇa, da hitro pre-
izkusˇajo in testirajo razlicˇne metode strojnega ucˇenja nad razlicˇnimi podatki.
Njena modularna in razsˇirljiva arhitektura omogocˇa sofisticirane procese po-
datkovnega rudarjenja, pri tem pa se lahko uporablja velika zbirka ucˇnih
algoritmov in orodij. Delovna miza omogocˇa algoritme za regresijo, klasi-
fikacijo, razvrsˇcˇanje, asociacijska pravila rudarjenja in izbor atributov. Za
predhodno raziskovanje podatkov je dobro poskrbljeno z vizualizacijo upora-
bljenih podatkov in veliko orodji za predobdelavo podatkov [8]. Za potrebe
tega diplomskega dela se uporablja razlicˇica WEKA 3.6. Metode, ki jih upo-
rabljamo, so:
• linearna regresija,(razdelek 2.3.2)
• vecˇnivojski perceptron, (razdelek 2.3.1)
• iskanje grucˇ s simple K means. ( [9])
Delali smo tudi z REPTree, ZeroR in SMOreg modeli, vendar smo jih pozneje
izkljucˇili iz dela. Programska oprema in dokumentacija je na voljo na njihovi
spletni strani [3].
2.3.1 Vecˇnivojski perceptron
Nevron je osnovna procesna enota nevronskih mrezˇ. Ta pa je paralelni mo-
del racˇunanja z razlicˇno stopnjo kompleksnosti, ki vkljucˇuje gosto povezane
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Slika 2.3: Prikaz modela nevrona. Vir slike: [14].
adaptivne procesne enote. Razporeditev in povezanost nevronov tvorita ar-
hitekturo nevronske mrezˇe. Te so primerne za podrocˇje aplikacij, kjer imamo
majhno ali nepopolno razumevanje problema, ki ga resˇujemo, in kjer imamo
na voljo ucˇne podatke, kot so meritve, izracˇuni ... Ucˇenje nevronske mrezˇe je
proces, v katerem se utezˇi (W )nevronske mrezˇe prilagajajo nenehnim spod-
bujanjem okolja. Enacˇba utezˇi: W (t+ 1) = W (t) + ∆W (t).
Model nevrona
Nevron je informacijska procesna enota, ki vsebuje:
• mnozˇico sinaps ali povezav,
• sumacijo (vhodni signali se sesˇtejejo z utezˇmi) in
• aktivacijsko funkcijo (dolocˇa izhod nevrona).
Slika 2.3 pojasnjuje model nevrona.
Vecˇnivojski perceptron
V diplomski nalogi uporabljamo model: vecˇnivojski perceptron. Sestavljen
je iz:
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• vhodnega nivoja, kjer so postavljeni vsi vhodi v model,
• vsaj enega ali vecˇ skritih nivojev nevronov in
• izhodnega nivoja nevronov.
Nevron vsakega nivoja je povezan z vsemi izhodi predhodnega nivoja. Pri
ucˇenju vecˇnivojskega perceptrona se uporablja algoritem vzvratnega procesi-
ranja napake. Na zacˇetku ucˇenja modela se inicializirajo sinapticˇne utezˇi na
majhne nakljucˇne vrednosti. Nato posˇljemo na vhod vzorec ucˇnih podatkov
iz ucˇne mnozˇice in dobimo vrednost na izhodu. Izracˇuna se napaka, nato pa
se v smeri od izhoda proti vhodu popravljajo sinapticˇne utezˇi. Racˇunanje
ponavljamo z novim vzorcem ucˇnih primerov, dokler povprecˇna kvadratna
napaka ucˇne mnozˇice ni dovolj majhna [14].
2.3.2 Linearna regresija
Pri enostavni linearni regresiji napovedujemo rezultat odvisne spremenljivke
glede na rezultat druge odvisne spremenljivke. Spremenljivki, ki ji napo-
vedujemo vrednost, pravimo kriterijska spremenljivka in se omenja kot Y .
Spremenljivka, na podlagi katere vrednosti napovedujemo, se imenuje pre-
diktor in jo omenjamo kot X. Enostavna linearna regresija se imenuje zato,
ker ima samo en prediktor. Funkcija, kjer napovedujemo vrednost Y glede
na vrednost X, tvori na grafu ravno cˇrto — premico. Linearna regresija
izracˇuna premico, ki se najbolj prilega tocˇkam (X, Y ). Tej premici pravimo
regresijska premica. Kriterij za najboljˇse prileganje je najvecˇkrat minimalna
vsota kvadratnih napak. Primer regresijske premice prikazuje slika 2.4
Cˇe ima linearna regresija vecˇ spremenljivk prediktorjev, se imenuje multi-
pla regresija. Ta poskusˇa najti linearno kombinacijo vseh predikcijskih spre-
menljivk, da izracˇuna regresijsko premico. Posamezne prediktorje utezˇimo z
utezˇmi, ki jih zapiˇsemo z enacˇbo (2.32),
Y
′
i = a+
P∑
j=1
kjXij (2.32)
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kjer je Y
′
i napovedana vrednost, kj utezˇ posameznega prediktorja in a je
presecˇiˇscˇe z ordinatno osjo [11].
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Slika 2.4: Cˇrna premica je regresijska premica, tocˇke so vrednosti Y glede
na X. Navpicˇne barvne cˇrte pa predstavljajo napako regresije pri posamezni
tocˇki. Vir slike [10].
Poglavje 3
Eksperimentalna metodologija
Za resˇevanje naloge je bilo posredovanih 1000 slik s polipi in gradivo [9], ki
je sluzˇilo kot ogrodje diplomske naloge. Da bi lahko naucˇili model sˇtetja
polipov na slikah, je bilo treba najprej rocˇno presˇteti polipe na sliki, da
dobimo sˇtevilo polipov, nato pa nad znanim sˇtevilom iz presˇtetih slik izvesti
strojno ucˇenje in napovedati rezultat. Ker je 1000 slik prevecˇ za rocˇno sˇtetje
polipov, je bil vzet vzorec 49 slik, nad katerimi se je nato ucˇilo in testiralo
tocˇnost posameznega modela.
3.1 Rocˇno oznacˇevanje slik za ucˇno mnozˇico
Izbranih je bilo 49 slik, ki so se med seboj razlikovale, in sicer z name-
nom, da bi pokrili raznolikost slik. Vsem izbranim slikam smo morali rocˇno
oznacˇiti polipe, da smo lahko ucˇili nadaljnje modele. Ker so polipi okro-
glaste oblike, je bil za oznacˇevanje uporabljen krogec. Pri oznacˇevanju smo
pazili, da je povrsˇina krogca cˇim bolj pokrila povrsˇino polipa. Pri tem naj
ne bi bilo vkljucˇeno nobeno ozadje. Vsak krogec predstavlja sˇtevilo enega
polipa. Notranjost krogca predstavlja obmocˇje polipa, zunanjost krogca pa
obmocˇje ozadja. S tem dobimo dve razlicˇni vrsti podatkov: obmocˇje polipa
in ozadja ter sˇtevilo polipov na sliki. Krogec ne pokrije celotne povrsˇine
polipa, saj polip ni pravilne kroglaste oblike. Prisotna pa je tudi cˇlovesˇka
19
20 POGLAVJE 3. EKSPERIMENTALNA METODOLOGIJA
napaka, saj obstaja verjetnost, da je pri vsaki rocˇno oznacˇeni sliki kaksˇen
polip neoznacˇen ali narobe oznacˇen. Zato rocˇno oznacˇevanje prikazuje pri-
blizˇek tocˇnega oznacˇevanja polipov na sliki. Ucˇno mnozˇico uporabljata dva
modela: model za odstranjevanje ozadja in model za napovedovanje sˇtevila
polipov. Pri tem si pomagata z rocˇno oznacˇenimi slikami.
3.1.1 Ucˇna mnozˇica modela za odstranjevanje ozadja
Model je naucˇen z ucˇno mnozˇico, ki vsebuje primere ozadij in polipov pri
dolocˇeni sliki. 10 × 10 pikslov velik del slike, ki ima srednji piksel znotraj
krogca, se klasificira kot primer polipa. V nasprotnem primeru se klasificira
kot primer ozadja. Vsakemu delu slike se izracˇuna sˇe historam sivinske slike
iz katere je bil odvzet.
3.1.2 Ucˇna mnozˇica modela za napovedovanje sˇtevila
polipov
Model je naucˇen z ucˇno mnozˇico, ki vsebuje primere avtomatsko oznacˇenih
polipov in histograma sivinske slike, nad katero so bili oznacˇeni polipi. Za
razredni atribut uporablja sˇtevilo rocˇno oznacˇenih polipov na sliki.
3.2 Sistem za sˇtetje polipov
Sistem deluje tako, da na vhod posˇljemo sliko s polipi in ji obrezˇemo odvecˇno
ozadje. Sliko nato obdela model za odstranjevanje ozadja, ki poskusˇa avto-
matsko odstraniti vse, kar ni del polipa, in obdelano sliko posˇlje modelu za
avtomatsko oznacˇevanje polipov. Ta nato s predznanjem o obliki polipov
poskusˇa oznacˇiti vse polipe, ki so ostali na sliki. Nato se mora uporabnik
odlocˇiti, ali bo sam popravil napake oznacˇevanja in tako dobil tocˇno sˇtevilo
polipov ali pa bo prepustil modelu napovedovanja sˇtevila polipov. Ta mo-
del poskusˇa ugotoviti napake obeh prejˇsnjih modelov in nato napove sˇtevilo
polipov na celotni sliki. Podroben potek opisuje shema na sliki 3.1.
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Slika 3.1: Shema prikazuje potek celotnega sistema.
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Poglavje 4
Odstranjevanje ozadja
4.1 Predobdelava slik za odstranjevanje ozadja
Slike se razlikujejo po kakovosti, razlicˇnosti obarvanosti in same strukture
podlage, na kateri rastejo polipi. Na posamezni sliki se vidita obmocˇje poli-
pov in ozadje. Primer kazˇe slika 4.1. Nekatere slike vsebujejo tudi ravnilo,
kjer lahko nato izracˇunamo gostoto polipov. Ker pa nimajo vse slike rav-
nila, tega v tej nalogi ne racˇunamo. Da bi si bile slike med seboj cˇim bolj
podobne, je treba sliko barvno uravnotezˇiti. Pri tem se uporablja metoda
greyworld, ki sliko pobeli. Ker to sˇe zmeraj ni bilo dovolj, je bilo treba lo-
kalno izenacˇiti histogram po svetlosti slike. To naredimo tako, da sliko, ki
je v formatu RGB, pretvorimo v format Lab in nad kanalom L izenacˇimo
lokalni histogram. Koncˇno predobdelavo slike prikazuje primer slike 4.2.
4.2 Odstranjevanje ozadja
Za odstranjevanje ozadja smo izbrali model vecˇnivojskega perceptona iz knjizˇ-
nice WEKA, ker je zˇe v [9] ugotovljeno, da je ta najbolj primeren. Model
smo ucˇili iz ucˇne mnozˇice slik, na kateri so rocˇno postavljeni krogci na poli-
pih. Obmocˇje znotraj krogca oznacˇimo kot obmocˇje polipa, obmocˇje zunaj
krogca pa oznacˇimo kot ozadje. Pri tem se pojavi tezˇava, da je na robu
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Slika 4.1: Primer slike s polipi.
krogca sˇe vedno nekaj obmocˇja polipa ali ozadja na napacˇni strani krogca,
s cˇimer ucˇimo model z napako. Primer prikazuje slika 4.4. Temu se delno
izognemo tako, da za primer ozadja vsem krogcem povecˇamo njihov radij
na radij = 1, 5 × radij, pri primeru polipa pa vsem krogcem zmanjˇsamo
njihov radij na radij = 0, 5× radij. To je prikazano na sliki 4.5. Najmanjˇsi
mozˇni element, ki ga lahko dobimo s slike, je piksel, vendar lahko iz njega
izvemo samo podatke o intenziteti posamezne barve. Da bi dobili informacije
o strukturi dela slike, je treba zajeti vecˇ pikslov hkrati.
Vzamemo 10× 10 pikslov velik del slike in ga obdelamo. V nadaljevanju
izracˇunamo njegovo povprecˇno rdecˇo, zeleno in modro barvo ter momente
Hu. Predobdelano sliko pretvorimo v sivinsko in vrednosti pikslov postavimo
na interval [0, 255]. Izracˇunane vrednosti nato uporabimo kot atribute za
ucˇenje modela. Podrobne informacije o rabi atributov za ucˇenje modela so
prikazane v tabeli 4.1. Vsaki sliki iz ucˇne mnozˇice nakljucˇno vzamemo 100
ucˇnih primerov, od tega je 70 primerov ozadja in 30 primerov polipa. Ker je
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Slika 4.2: Primer iste slike po predobdelavi.
slik 49, skupaj tvorijo 4900 ucˇnih primerov.
Pri odstranjevanju ozadja vzamemo dele slike, ki se med seboj prekrivajo.
Cˇe je del slike zaznan kot polip, se celotni del prepiˇse v prazno matriko
oziroma sliko. Primer prikazuje shema na sliki 4.3. Pri odstranjevanju ozadja
si zˇelimo, da bi bilo odstranjenega cˇim vecˇ ozadja, z malo izgube izbrisanih
polipov.
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Atributi opis
Moment Hu 1 enacˇba (2.22)
Moment Hu 2 enacˇba (2.23)
Moment Hu 3 enacˇba (2.24)
Moment Hu 4 enacˇba (2.25)
Moment Hu 5 enacˇba (2.26)
Moment Hu 6 enacˇba (2.27)
Moment Hu 7 enacˇba (2.28)
Rdecˇa barva povprecˇna intenziteta rdecˇe barve celo-
tnega dela slike
Zelena barva povprecˇna intenziteta zelene barve ce-
lotnega dela slike
Modra barva povprecˇna intenziteta modre barve ce-
lotnega dela slike
Histogram slike 1 sesˇtevek vseh sivinskih pikslov na sliki
z intenziteto na intervalu [0, 63]
Histogram slike 2 sesˇtevek vseh sivinskih pikslov na sliki
z intenziteto na intervalu [64, 127]
Histogram slike 3 sesˇtevek vseh sivinskih pikslov na sliki
z intenziteto na intervalu [128, 191]
Histogram slike 4 sesˇtevek vseh sivinskih pikslov na sliki
z intenziteto na intervalu [192, 255]
Ozadje klasifikacijski atribut—ozadje ali polip
Tabela 4.1: Opis atributov, ki se uporabljajo za model odstranjevanja ozadja.
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Slika 4.3: Prikaz sheme, kako deluje prepis dela slike v prazno matriko.
Slika 4.4: Primer oznacˇenega polipa, ki ne oznacˇuje celotnega polipa,
oznacˇuje pa tudi malo ozadja.
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Slika 4.5: Rdecˇi krogec je rocˇno postavljeni krogec, zeleni je povecˇan krogec
na radij = radij × 2 in se uporablja za dolocˇitev ozadja na sliki, modri je
pomanjˇsani krogec na radij = radij×0.5 in se uporablja za dolocˇitev polipa
na sliki. S tem smo omilili problem rocˇnega oznacˇevanja, ki je bil prikazan
na sliki 4.4.
Slika 4.6: Slika prikazuje rezultat odstranjenega ozadja.
Poglavje 5
Avtomatsko oznacˇevanje in
napovedovanje sˇtevila polipov
5.1 Avtomatsko oznacˇevanje polipov
Polipi se avtomatsko oznacˇujejo na slikah, ki imajo zˇe odstranjeno ozadje. Cˇe
je bil polip odstranjen v postopku odstranjevanja ozadja, ga model ne more
oznacˇiti, saj ima na voljo samo nepobrisani del na sliki. Tocˇnost avtomat-
skega oznacˇevanja polipov je zato odvisna tudi od tocˇnosti odstranjevanja
ozadja na sliki.
5.1.1 Predobdelava podatkov za avtomatsko oznacˇe-
vanje polipov
Pred zacˇetkom avtomatskega oznacˇevanja polipov sliko z odstranjenim ozad-
jem primerno predobdelamo, da prilagodimo vhod za model avtomatskega
oznacˇevanja. Pri prvem koraku na sliki poiˇscˇemo robove s postopkom Canny,
pri cˇemer uporabimo prvi prag 50 in drugi prag 100. Sliko z najdenimi ro-
bovi pogladimo z Gaussovim filtrom, velikim 3× 3 piksle, in s standardnim
odklonom 2, po smeri x, da so robovi bolj sˇiroki. Sliko, glede na intenziteto
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barve pikslov in roba, upragovimo s pragom 50, kot kazˇe enacˇba (5.1):
f(barvniP iksel) =

kanalR < 50 piksel=255
kanalG < 50 piksel=255
kanalB < 50 piksel=255
drugo piksel=0
(5.1)
Pri tem dobimo binarno sliko, ki kazˇe na obmocˇje polipov in ozadja, kot
kazˇe slika 5.1. Nad to sliko izvedemo morfolosˇko operacijo zaprtje, ki upora-
blja za strukturni element krog s premerom 12 pikslov. Pri tem zmanjˇsamo
sˇum na sliki in zarobimo regijo tako, da nima kvadratkov. Sledi barvanje
regij. Vsako regijo pobarvamo in jo shranimo v tabelo regij. Te so med se-
boj locˇene in vse nadaljnje predobdelave se izvajajo posamicˇno. Nad vsako
regijo ponovno naredimo zaprtje nad binarno sliko, ki je inverzna binarni
sliki regije. S to operacijo poskusˇamo zapreti luknjice v posamezni regiji in
s tem sˇe zmanjˇsamo napako modela za odstranjevanje ozadja. Obdelanim
regijam nato sˇe povrnemo barvno strukturo, ki so jo vsebovale pred zacˇetkom
predobdelave za iskanje polipov, kot je prikazano na sliki 5.2.
5.1.2 Avtomatsko oznacˇevanje polipov
Polipe oznacˇujemo na prej pobarvanih regijah velikih N × M pikslov, ki
so shranjene v tabeli. Te se med seboj ne vidijo, zato ne more grucˇa regij
predstavljati enega polipa, je pa lahko vecˇ polipov na posamezni regiji. Prvi
del postopka je nenadzorovano iskanje grucˇ z metodo, ki jo je zˇe [9] uporabil
pri svojem delu. Vsako grucˇo nato pobarvamo z razlicˇno barvo in dobimo
sliko regije, nad katero so najdene in pobarvane grucˇe. Primer je pokazan na
sliki 5.3. Nad to sliko se iˇscˇejo polipi.
Za klasifikacijo polipa mora biti ustrezen pogoj. Da je pogoj izpolnjen,
se mora nad regijo vrisati krogec, ki deluje po ustreznih pravilih. Vnaprej
predpostavimo, da je na vhodni sliki samo obmocˇje polipov (brez obmocˇja
ozadja) in da ni nobenega polipa, cˇigar radij je manjˇsi od 7 pikslov, saj zˇelimo,
da se polip zazna na vsaj 4 plosˇcˇicah klasificiranega polipa. Cˇe so polipi na
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Slika 5.1: Slika prikazuje primer upragovanja slike z odkrivanjem robov s
postopkom Canny.
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Slika 5.2: Koncˇni rezultat predobdelave. Dosegli smo, da so se nekateri
polipi odcepili drug od drugega (primer sta polipa levo zgoraj), odstranil se
je odvecˇni del na polipu (lovke) in struktura slike ni vecˇ kvadratkaste oblike.
Naredi se pa tudi napaka, saj so nekateri polipi zdaj popacˇeni in nimajo vecˇ
kroglaste oblike.
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Slika 5.3: Primer iskanja in barvanja grucˇ na regiji.
sliki manjˇsi od radija 7 pikslov, model ne deluje zaradi slabe kakovosti slike.
Pri iskanju zacˇnemo s krogcem, ki ima radij = min{N,M}/2 pikslov, in
ga pomikamo po celotni regiji. Krogec se vriˇse, cˇe njegova povrsˇina zajema
manj kot 5% prazne povrsˇine. Cˇe se krogec vriˇse, se pobriˇsejo vse barve na
regiji, ki jih krogec zajema. Ker barve ponavadi sezˇejo cˇez vrisani krogec, se s
tem pobriˇse vecˇje obmocˇje okoli krogca. S to metodo zˇelimo pobrisati celoten
polip, saj je vrisani krogec manjˇsi od polipa in bi tako njegovi nepobrisani
deli motili zaznavo ostalih polipov. Ko se krogec ne more vecˇ nikamor vrisati
v regijo, se mu zmanjˇsa radij za 5 pikslov in ponovno poskusi z vrisavanjem.
Radij se zmanjˇsuje, dokler ni manjˇsi od 7 pikslov. Ker se radij zacˇne z
najvecˇjim krogcem, s tem onemogocˇimo zaznavo vecˇ manjˇsih krogcev nad
isto povrsˇino. Primer avtomatsko oznacˇenih polipov prikazuje slika 5.4.
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Slika 5.4: Slika prikazuje primer avtomatsko oznacˇenih polipov s krogci. Na
njej se vidi, da nekateri polipi niso oznacˇeni in da je prisoten nepravilno
postavljen krogec, saj oznacˇuje ozadje.
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5.1.3 Rocˇno popravljanje avtomatsko oznacˇenih
polipov
Program omogocˇa rocˇno popravljanje avtomatsko oznacˇenih polipov. Na-
paka se pojavi, cˇe oznaka ne oznacˇuje polipa ali cˇe na polipu ni oznake.
Napacˇno oznako polipa odstranimo s klikom na oznako. Novo oznako po-
lipa pa ustvarimo s klikom na neoznacˇeno mesto. Rocˇno popravljanje napak
avtomatskega oznacˇevanja je hitrejˇse od rocˇnega oznacˇevanja polipov, cˇe je
treba popraviti manj napak, kot je sˇtevilo polipov na sliki. Tocˇnost rocˇno po-
pravljenih oznak je odvisna od tocˇnosti uporabnika, saj je od njega odvisno,
kako dobro bo opazil napako in jo popravil. Cˇe se odlocˇimo za rocˇno popra-
vljanje, s tem zakljucˇimo avtomatsko sˇtetje polipov, ker je nadaljnji model
napovedi sˇtevila polipov na sliki naucˇen z napakami avtomatskih oznak.
5.2 Model za napovedovanje sˇtevila polipov
Polipi na slikah imajo razlicˇno velikost in pri tem so tudi oznake polipov, ki so
predstavljene s krogci, razlicˇne velikosti. S tem so tudi napake avtomatskega
oznacˇevanja polipov razlicˇne pri razlicˇnih velikostih krogcev. Pri majhnih
krogcih je ponavadi vecˇje sˇtevilo napacˇno zaznanih polipov, medtem ko je
pri povprecˇni velikosti krogcev vecˇ neoznacˇenih polipov. Enako lastnost naj-
demo tudi pri sami sliki. Svetle slike imajo naprimer vecˇ napacˇno oznacˇenih
polipov, temne pa vecˇ neoznacˇenih polipov. Izdelati zˇelimo model, ki bi na
podlagi sˇtevila razlicˇno velikih krogcev in podatkov celotne slike napovedal
sˇtevilo polipov na sliki ter bil pri tem dovolj tocˇen. Sˇtevilo polipov na sliki
lahko dobimo tudi iz sˇtevila avtomatsko oznacˇenih polipov, saj sˇtevilo oznak
predstavlja sˇtevilo polipov. Da model za napovedovanje sˇtevila polipov oce-
nimo kot uspesˇen, mora biti bolj tocˇen od avtomatsko oznacˇenih polipov.
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5.2.1 Predobdelava podatkov
Slika, s katere dobivamo podatke, je kopija slike, ki je bila obdelana za
predobdelavo odstranjevanja ozadja, vendar pa na njej ni izenacˇen lokalni
histogram. Pretvorimo jo v sivinko in vse njene intenzitete pikslov, razen
intenzitete pikslov vrednosti 0, ki jih izpustimo iz podatkov, postavimo na
interval [Min,Max], pri tem je Min = 0, Max = 99. Intenzitete z vredno-
stjo 0 ne vkljucˇujemo, ker je s to vrednostjo zapisano obrezano ozadje in ga
nocˇemo vkljucˇevati v ucˇno mnozˇico. Najmanjˇsa vrednost normaliziranega
piksla je Niz, najvecˇja vrednost pa je V is. Vrednost posamezne vrednosti
se izracˇuna po enacˇbi (5.2). Normalizirati moramo tudi oznake polipov, ker
so polipi fotografirani z razlicˇnih razdalj in zato so polipi na razlicˇnih slikah
razlicˇne velikosti, kar pa vpliva tudi na oznake. Pri tem bi velikost istega
krogca pomenila pri eni sliki velik krogec, pri drugi pa majhen krogec. S tem
bi bila tocˇnost modela odvisna tudi od razdalje fotografiranega polipa. Da
bi se temu izognili, plosˇcˇino krogcev normaliziramo na intervalu [0, 99]. Pri
tem se posamezno vrednost izracˇuna po enacˇbi (5.2).
h(i) = Min+ (i+Niz)
Max−Min
V is−Niz (5.2)
5.2.2 Regresijski model
Na podlagi podatkov histograma krogcev in histograma slike, ki smo ju na-
redili v predobdelavi, zˇelimo narediti model, ki bo napovedal sˇtevilo polipov
na sliki. Za ucˇenje modela uporabimo atribute, navedene v tabeli 5.1. Model
smo naucˇili na vseh 49 slikah, ki jih imamo za ucˇno mnozˇico. Po principu —
leave-one-out smo na ucˇni mnozˇici primerjali tocˇnost razlicˇnih regresijskih
modelov. S knjizˇnico WEKA smo testirali vecˇnivojski perceptron, REPTree,
ZeroR, SMOreg in linearno regresijo. Slednji model se je izkazal kot najboljˇsi,
ker je imel najmanjˇsi MAPE (5.9).
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Atributi opis
Vrednost krogcev 1 sˇtevilo krogcev s plosˇcˇino na intervalu
[0, 24]
Vrednost krogcev 2 sˇtevilo krogcev s plosˇcˇino na intervalu
[24, 49]
Vrednost krogcev 3 sˇtevilo krogcev s plosˇcˇino na intervalu
[50, 74]
Vrednost krogcev 4 sˇtevilo krogcev s plosˇcˇino na intervalu
[75, 99]
Vrednost pikslov 1 sˇtevilo pikslov z intenziteto na intervalu
[0, 63]
Vrednost pikslov 2 sˇtevilo pikslov z intenziteto na intervalu
[64, 127]
Vrednost pikslov 3 sˇtevilo pikslov z intenziteto na intervalu
[128, 191]
Vrednost pikslov 4 sˇtevilo pikslov z intenziteto na intervalu
[192, 254]
Pravo sˇtevilo rocˇno presˇteto sˇtevilo polipov za ucˇenje
regresije
Tabela 5.1: Opis atributov za regresijski model napovedovanja sˇtevila polipov
na sliki.
5.3 Testiranje modela
Izmed sˇe neoznacˇenih slik smo jih naknadno oznacˇili 42 in jih uporabili kot
neodvisno testno mnozˇico.
5.3.1 Rezultati odstranjevanja ozadja
Na neodvisni testni mnozˇici izvedemo testiranje modela za odstranjevanje
ozadja. Za vhodni podatek vzamemo matriko slike od odstranjevanja ozadja
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Kratica opis
TP sˇtevilo delcev pravilno zaznanih kot del
polipa
TN sˇtevilo delcev pravilno zaznanih kot del
ozadja
FP sˇtevilo delcev nepravilno zaznanih kot
del polipa
FN sˇtevilo delcev nepravilno zaznanih kot
del ozadja
Tabela 5.2: Definicija TP, TN, FP in FN pri testiranju modela za odstranje-
vanje ozadja.
in podatke rocˇno vrisanih krogcev na njeni izvorni sliki. Za izracˇun tocˇnosti
moramo dolocˇiti frekvence TP, TN, FP, FN, ki so definirani v tabeli 5.2. Pri
izracˇunu tocˇnosti si v celoti pomagamo z rocˇno vrisanimi krogci. Krogci so
bili vrisani v polip, zato vse, kar je znotraj posameznega krogca, oznacˇimo kot
polip. Ker pa so polipi vecˇji od krogcev, ne moremo narediti enako za ozadje,
saj bi dejanski delec polipa lahko oznacˇili za ozadje, kar pa bi bilo narobe.
Pri dolocˇitvi ozadja vsem krogcem povecˇamo radij na radij = 2×radij. Vse
kar se nahaja zunaj vseh povecˇanih krogcev, je ozadje. Tocˇnosti obmocˇja
med krogcem in povecˇanim krogcem, zaradi nezmozˇnosti dolocˇitve ozadja ali
polipa, ne racˇunamo. Vsem testnim slikam izracˇunamo:
• senzitivnost (5.3), ki nam pove, koliksˇno je razmerje med delci polipov
in pobrisanimi delci polipov;
Senzitivnost =
TP
TP + FN
(5.3)
• specificˇnost (5.4), ki nam pove, koliksˇno je razmerje med odstranjene-
nim ozadjem in neodstranjenim ozadjem;
Specificˇnost =
TN
FP + TN
(5.4)
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Rezultati
Senzitivnost 94, 0%
Specificˇnost 88, 7%
Preciznost 34, 4%
Klasifikacijska tocˇnost 89, 1%
Tabela 5.3: Tabela prikazuje povprecˇne vrednosti izracˇunov pri testiranju
modela za odstranjevanje ozadja.
• preciznost (5.5), ki nam pove, koliksˇen delezˇ delcev na sliki dejansko
pripada polipu;
Preciznost =
TP
TP + FP
(5.5)
• klasifikacijsko tocˇnost (5.6), ki nam pove skupno tocˇnost odstranjenega
ozadja in delcev polipov.
Klasifikacijska tocˇnost =
TP + TN
TP + TN + FP + FN
(5.6)
Testiranje je pokazalo, da je povprecˇna klasifikacijska tocˇnost odstranjenega
ozadja 89, 1%, vendar pa je povprecˇna preciznost samo 34%. Vrednosti so
prikazane v tabeli 5.3. S poobdelovanjem slike se je tocˇnost poslabsˇala, kar je
nasprotno od pricˇakovanega, saj se je pri testiranju z ucˇno mnozˇico pokazalo,
da izboljˇsa tocˇnost. Kljub temu pa je pomembno, da se poobdelava izvede,
saj pripomore k boljˇsi postavitvi avtomaticˇno vrisanega krogca. Razlike v
tocˇnosti pred poobdelavo in po njej prikazuje graf na sliki 5.5. Kljub slabi
preciznosti pa pri nadaljnjih modelih vseeno dobimo natancˇne rezultate.
5.3.2 Avtomatsko oznacˇevanje polipov
Avtomatsko oznacˇevanje polipov z vrisanimi krogci je bilo testirano nad 42
rocˇno oznacˇenih slikah, ki niso bile del ucˇne mnozˇice. Da je bil avtomatsko
vrisani krogec zaznan kot TP (podrobno v tabeli: 5.4), se je moral dotikati
vsaj enega rocˇno vrisanega krogca. Cˇe se vecˇ avtomatsko vrisanih krogcev
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Slika 5.5: Slika prikazuje graf, na katerem so povprecˇne tocˇnosti vseh testnih
slik.
dotika rocˇno vrisanega krogca, se kot pravega izbere tistega, ki je najblizˇje
rocˇno vrisanemu krogcu. Vsak krogec je lahko samo enkrat zaznan. Avto-
matsko vrisani krogci, ki so ostali nezaznani, se sˇtejejo kot FP. Neznane rocˇno
vrisane krogce pa sˇtejemo kot FN. Pri taksˇnem testiranju obstaja mozˇnost,
da sta krogca na enakem polipu, vendar se ne dotikata zaradi drugacˇne po-
stavitve avtomatsko vrisanega krogca kot rocˇno vrisanega. V tem primeru
se namesto TP sˇtejeta dve napaki: FP in FN. To tezˇavo omilimo tako, da
krogcem pri testiranju povecˇamo njihov radij na: radij = 2 × radij. S tem
se krogci, ki so na istem polipu, dotikajo drug drugega, cˇeprav se pred tem
niso. Ker model predpostavi, da je na njegovi vhodni sliki samo obmocˇje po-
lipov in oznacˇuje samo polipe, ne moremo definirati TN. Zato klasifikacijske
tocˇnosti ni bilo mogocˇe izracˇunati. Na vsaki posamezni sliki smo izracˇunali:
• senzitivnost (5.3), ki nam pove razmerje med pravilno avtomatsko
oznacˇenimi in avtomatsko neoznacˇenimi polipi, ter
• preciznost (5.5), ki nam pove, koliko avtomaticˇno oznacˇenih polipov je
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Kratica opis
TP sˇtevilo pravilno avtomatsko oznacˇenih
polipov
TN ga ne moremo definirati
FP sˇtevilo nepravilno avtomatsko
oznacˇenih polipov
FN sˇtevilo nezaznanih polipov
Tabela 5.4: Definicija TP, TN, FP in FN pri testiranju modela za avtomatsko
oznacˇevanje polipov.
Rezultati
Senzitivnost 79%
Preciznost 68%
F1 score 72%
Tabela 5.5: Tabela prikazuje povprecˇne vrednosti izracˇunov pri testiranju
modela za avtomatsko oznacˇevanje polipov.
dejansko pravilno oznacˇilo polip.
S senzitivnostjo in preciznostjo smo lahko izracˇunali F1 score (5.7), ki nam
pove harmonicˇno povprecˇje senzitivnosti in preciznosti.
F1 score =
2TP
2TP + FP + FN
(5.7)
Povprecˇni rezultati vseh slik so prikazani v tabeli 5.5.
5.3.3 Rezultati napovedovanja sˇtevila polipov na sliki
Sˇtevilo rocˇno oznacˇenih polipov na posamezni sliki predstavlja pravo vre-
dnost sˇtevila polipov na sliki. Rezultat regresijskega modela pa predstavlja
napovedano vrednost sˇtevila polipov na sliki. Za izracˇun napake smo upora-
bili MAPE (5.9). Pri vsaki testni sliki smo izracˇunali napako po enacˇbi (5.8)
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in nato iz celotne testne mnozˇice dobili povprecˇno napako (5.9). Da lahko
rezultate ocenimo kot uspesˇne, moramo primerjati regresijski model za napo-
vedovanje sˇtevila polipov na sliki s sˇtevilom avtomatsko oznacˇenih polipov.
Cˇe s sˇtevilom avtomatsko vrisanih krogcev dobimo manjˇso napako od re-
gresijskega modela, bi bil model neuspesˇen, saj bi poslabsˇal rezultat. Pri
avtomatsko oznacˇenih polipih je bila izracˇunana povprecˇna napaka 0.30, pri
modelu napovedi pa 0.32. MAPE nam pove, da regresijski model ni izboljˇsal
napovedi, saj ima vecˇjo povprecˇno napako. Da bi bolje razumeli napako,
naredimo sˇe histogram napak za avtomatsko oznacˇene polipe (slika 5.6) in
regresijski model (slika 5.7).
Vsak histogram ima 21 intervalov dolzˇine 0.1 na skupnem intervalu [0, 2].
Posamezni razred pa prikazuje frekvenco razreda, to je vsota napak, ki pri-
padajo istemu razredu. Ena napaka predstavlja eno sliko iz testne mnozˇice.
Primerjava histogramov avtomatsko vrisanih krogcev in regresijskega modela
pokazˇe, da je regresijski model izboljˇsal napoved za vecˇino slik, ki so imele
napako vecˇjo od 0.4. Pri tem pa imamo z regresijskim modelom manj slik
z napako 0.2 in vecˇ slik z napako 0.3 ter eno veliko napako, ki je 4.04, zato
je tudi MAPE regresijskega modela slabsˇi od avtomatsko vrisanih krogcev.
Kljub temu je regresijski model zmanjˇsal razpon napak in je zaradi tega po-
zitivno ocenjen. Slika, ki je bila pri regresijskem modelu ocenjena z napako
4.04 in je imela pri avtomatsko vrisanih krogcih napako samo 0.96, je bila
zelo slabe kakovosti, kot je prikazano na sliki 5.9.
Da se izognemo slabim rezultatom, je treba pri sˇtetju polipov odstraniti
slike s slabo kakovostjo, kar bi pri rocˇnem sˇtetju naredil tudi cˇlovek. Model
tudi ne deluje dobro nad slikami s cˇrnimi polipi (primer slika 5.8), zato je
tudi te odsvetovano uporabljati pri sˇtetju polipov. Po odstranitvi slike s slabo
kakovostjo in slike s cˇrnimi polipi iz testne mnozˇice slik dobimo MAPE za
avtomatsko vrisane krogce 0.27 in regresijski model 0.21, kar je zdaj pozitivni
rezultat. Rezultati so prikazani v tabeli 5.6.
napaka =
∣∣∣∣prava vrednost− napovedana vrednostprava vrednost
∣∣∣∣ (5.8)
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Kratica Vrednost
MAPE modela za avtomatsko oznacˇevanje
polipov
0.20
MAPE modela za napovedovanje sˇtevila
polipov
0.32
MAPE modela za avtomatsko oznacˇevanje
polipov po odstranitvi slabih slik
0.27
MAPE modela za napovedovanje sˇtevila
polipov po odstranitvi slabih slik
0.21
Tabela 5.6: Tabela prikazuje povprecˇne vrednosti izracˇunov pri testiranju
modela za avtomatsko oznacˇevanje polipov in modela napovedovanja sˇtevila
polipov.
MAPE =
1
n
n∑
t=1
∣∣∣∣prava vrednostt − napovedana vrednosttprava vrednostt
∣∣∣∣ (5.9)
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Slika 5.6: Slika prikazuje histogram modela avtomaticˇnega vrisovanja kro-
gcev, ki kazˇe frekvenco napak slik posameznega intervala.
Slika 5.7: Slika prikazuje histogram modela za napovedovanje polipov, ki
kazˇe frekvenco napak slik posameznega intervala.
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Slika 5.8: Slika prikazuje primer cˇrnih polipov.
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Slika 5.9: Slika prikazuje primer slabe kakovosti slike za napoved sˇtevila
polipov na sliki.
Poglavje 6
Sklepne ugotovitve
Cilj diplomske naloge je bilo delno avtomatsko sˇtetje polipov na sliki, ki bi
pripomoglo k temu, da se hitreje opravi sˇtudija za napovedovanje sˇtevila me-
duz v morju. Za ogrodje smo dobili delo [9], ki je imel zˇe narejen sistem za
avtomatsko sˇtetje polipov. Ta sistem smo nato poskusˇali izboljˇsati in nadgra-
diti. Popolnoma avtomaticˇnega sistema nismo dosegli, saj mora uporabnik
na zacˇetku rocˇno obrezati sliko, da se izognemo vecˇjim napakam sistema.
Naucˇili smo model, da sam odstrani ozadje na sliki, tako ni vecˇ treba kli-
kati primerov ozadja in polipa. Omogocˇili smo rocˇno popravljanje napacˇno
zaznanih polipov. Naredili smo model, ki na osnovi podanih avtomatsko
zaznanih polipov in histograma slike napove sˇtevilo polipov in s tem sˇe do-
datno izboljˇsa tocˇnost. Preizkusˇali smo sistem na vecˇjem sˇtevilu slik in s tem
izracˇunali tocˇnost modelov. Ugotovili smo, da sistem ni ucˇinkovit pri slikah s
cˇrnimi polipi in slikah s slabo kakovostjo ter s tem kvari natancˇnost skupnega
sˇtetja slik. Rezultati so pokazali, da z izlocˇanjem slabih slik regresijski model
napove sˇtevilo polipov s povprecˇno napako 21%.
Uporabnik lahko sistem uporablja kot pomocˇ pri sˇtetju polipov ali pa
kot napoved sˇtevila polipov. Za pomocˇ pri sˇtetju polipov sistem avtomatsko
oznacˇi polipe, ki jih nato uporabnik popravi. Povprecˇni F1 score je 72%, kar
pomeni, da mora uporabnik rocˇno popraviti samo 28% polipov na sliki, kar je
hitreje kot rocˇno oznacˇiti 100% polipov. Cˇe se uporabnik odlocˇi za napoved
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sˇtevila polipov na sliki, mora obrezati sliko in nato prepustiti sistemu, da sliko
obdela. Pri tem ne more vedeti, s kaksˇno natancˇnostjo je model napovedal
sˇtevilo, in mu mora v celoti zaupati. Priporocˇljivo je, da se meri vecˇ slik
skupaj zaporedoma, s cˇimer se dobi skupno sˇtevilo polipov, saj pri nekaterih
slikah napove prevecˇ polipov, pri nekaterih pa premalo. S tem se iznicˇi
napaka.
6.1 Mozˇnosti za nadaljnje delo
Mozˇnosti za izboljˇsavo je veliko. Zˇe pri samem fotografiranju bi lahko po-
tapljacˇi bili pozorni glede kakovosti slik. Paziti je treba, da so slike ostre in
svetle, a ne blesˇcˇecˇe. V vodi ne sme biti plavajocˇih delcev, ki bi se poznali
na sliki, saj povzrocˇajo nepotrebno napako pri odstranjevanju ozadja.
Namesto uporabe ravnil bi lahko uporabljali manjˇsi vidni okrogli pred-
met. Glede na njegovo velikost bi izvedeli dolzˇino polipa, s tem pa bi hkrati
omogocˇili avtomaticˇno meritev slike, saj se okrogli predmeti enostavno in
robustno zaznajo.
Modele bi lahko naucˇili s sˇe vecˇjo ucˇno mnozˇico, saj se slike razlikujejo po
strukturi in sˇtevilu polipov na slikah. Primer so cˇrni polipi — z uporabo vecˇ
primerkov cˇrnih polipov v ucˇni mnozˇici bi lahko model deloval ucˇinkovito
tudi na cˇrnih polipih. Hkrati bi tudi regresijski model za napovedovanje
sˇtevila polipov pokril vecˇje sˇtevilo ucˇnih primerkov in s tem sˇe bolj zanesljivo
napovedal sˇtevilo polipov.
Pri avtomatskem oznacˇevanju polipov bi lahko dodali sˇe dodaten atribut
za klasificiranje polipa, saj se zdaj krogec vriˇse povsod, kjer ni ozadja. S tem
bi izboljˇsali preciznost, sˇe vedno pa bi imeli tezˇave pri izpusˇcˇenih polipih.
Pri sami napovedi bi lahko izpustili korak avtomatskega oznacˇevanja po-
lipov in napovedali sˇtevilo polipov glede na odstranjeno ozadje. Odstranjeva-
nje ozadja ima boljˇso tocˇnost (klasifikacijsko tocˇnost 89%) od avtomatskega
oznacˇevanja polipov, ki ima F1 score 72%. Pri tem bi morali pretvoriti
plosˇcˇino pikslov v plosˇcˇino metrov, da bi vedeli, koliko plosˇcˇine ima posame-
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zni polip.
Za dejansko uporabo je treba urediti uporabniˇski vmesnik, da bi bil eno-
staven za uporabo. Diplomsko delo ni bilo namenjeno uporabniˇskemu vme-
sniku, ampak postopku obdelave slik, ki bi zaznaval in s tem tudi presˇteval
polipe na slikah.
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