Abstract: Detection of fatigue in human face is crucial for medical and safety purposes. Although it is a simple task for a human observer, for a computer, it is a very challenging problem. That is why various attempts were made to successfully detect fatigue. In this paper, we tried to determine the presence of fatigue in a face using computer vision. Here we proposed a method for fatigue recognition by exploiting the facial landmarks. We used the OpenCV library for image processing, and dlib library for feature extraction. The whole method was tested on the extended Cohn-Kanade dataset and the Psychological Image Collection at Stirling (PICS) dataset where it provided a satisfactory level of accuracy.
INTRODUCTION
Fatigue extreme tiredness and inability to work or maintain cognitive performance [1] . There are various physical and mental reasons that can induce fatigue. Fatigue Detection is of importance for various reasons. According to studies, fatigue can be the underlying cause of depression [2] , aggressive behavior [3] , inability to work [4] and last but not least, driving safety. Humans use their expressions to show emotions. Though fatigue is not exactly an emotion, it can be considered as a motivational drive to rest [5] . So, it can be deduced that fatigue will also show distinctive changes in facial features. Thus, it is logical to expect that an effective image processing algorithm can be designed that can detect fatigue from a human face using computer vision. But it is also natural that detecting fatigue is going to be much more challenging than recognizing emotions because of the subtlety of the facial changes.
In this research, we propose a method to detect fatigue from human faces using image processing and facial landmarks detection. According to studies [5] , fatigue can cause hanging eyelids and droopy corner of the mouth. We aim to detect these symptoms from the faces in our work. The paper is structured as follows: section 2 gives a brief overview of previous related works. The proposed method is described in section 3. In section 4 we discuss the result and performance of our work. Finally, in section 5, we conclude our work and also discuss possible future improvements.
RELATED WORKS
Almost all of the works done regarding fatigue detection is concerned with driver drowsiness. But fatigue and sleepiness are not exactly the same [6] . This research targets detecting fatigue in general.
In fatigue detection, tracking and analysis of the specific facial feature points is the main challenge. The facial features of eyes, mouth, and head need to be located in the video sequence and then facial features can be tracked. Facial parameters are calculated using facial feature tracking in [7] .
As the eye is the most important cue of fatigue, there have been a number of methods for fatigue detection based on eye tracking [8, 9, 10, 11, 12, 13, 14, 15] . In those approaches, the face is located first. A face can be located by analyzing the characteristics of skin color [11, 9] . Eye can be detected using edge detection [11] . By measuring the distances between the intensity changes in the eye area one can determine whether the eyes are open or closed [8] and one way of determining if a person is fatigued is to observe the change in the distance between the eyelids [9].
Slow closure of eyelids during critical performance tasks is a reliable sign of fatigue [15] . Yang et al. modeled the closure of eyes using a pair of parabolic curves and fit the model in each frame to maximize the total likelihood of the eye regions. An algorithm proposed by Liu et al. [14] can detect eye corners. With the eye corners restrictions, eyelids movement can be detected precisely.
In 2002, Gu et al. [16] showed that the simultaneous use of IR sensors (for pupil detection) and the Kalman filtering greatly increases the prediction accuracy of each facial feature position. Feature detection is accomplished in the Gabor space with respect to the vicinity of the predicted location.
Zhang et al. [17] managed to detect driver fatigue by tracking whether the eyes are closed over 5 consecutive frames using vertical projection matching. Faces are located using Haar algorithm and the projection technique detects the eye. A new real-time eye-tracking method is proposed based on unscented Kalman filter. Using SVM classifier they estimated the percentage of eye closure, a very strong cue of fatigue detection. This gave much better outcome compared to Naive Bayes classifier. The performance was further improved by fusing all four cues of fatigue using fuzzy rules [18] .
Another method proposed by Azim et al. [19, 20] initially locates the face through Viola-Jones face detection. Then, a window containing mouth is extracted from the face region, spatial fuzzy c-means clustering technique is used to search for lips. The pupils are detected using radii of pupils, inter-pupil distance, and angle. These data are used to classify the true state of the driver. Later the result was improved using Fuzzy Expert System.
Yin et al. [21] used Gabor filters to get a multi-scale representation for image sequences and Local Binary Patterns are extracted from each multi-scale image. Another method is developed based on Infrared image processing and physiological feature-heart rate, which uses fuzzy neural network expert system to discern fatigue status [22] .
Apart from facial feature-based methods for fatigue detection there are propositions based on grip force measurement [23, 24] , monitoring Electrocardiography (ECG) indexes [25] , Electroencephalogram (EEG) power spectrum analysis [26, 27] , etc.
PROPOSED METHOD
We proposed a fatigue detection method based on changes in the eye and mouth region using facial landmark points. The method is summarized in Fig 1. The first step was detecting faces from the sample images. We used a Histogram of Oriented Gradients (HOG) based approach for this. Next, we detected 62 facial landmark points from all these faces. Then a central point was determined from which the distance of eye and lip corners are measured. The width of the eyes was also measured. Finally, all these distances were used as features to classify with a Support Vector Machine (SVM). In the following sections, the steps are described in details.
Face Detection
We used a classic face detector which is a combination of HOG features, a linear classifier, an image pyramid and moving window detection using the dlib library [28] . The dlib library implements the algorithm from [29] . In this method, an image is divided into small connected grids and for all the grids, the gradient is calculated. Then local histograms are determined from these gradients and combining these histograms a descriptor is formed. Finally, a linear SVM is used to detect faces. After detecting faces, the face area is cropped and resized to make all the images have the same size (see Fig. 3 ).
Facial Landmarks Detection
To find the landmarks on the faces, a shape estimator was used that is implemented in the dlib library based on the papers [30] and [31] . The estimator gives 68 landmark points including the corner of the eyes, the tip of the nose, etc. (Fig. 2) . After detecting the landmarks are converted into coordinates. In the work of Kazemi and Josephine [30] , a cascade of regression trees is used to detect the landmark points from a subset of pixel intensities. The sparse set of pixel intensities is determined using a gradient boosting algorithm. This method returns the landmarks accurately and efficiently. Ref. [31] proposed a semi-automatic annotation system to re-annotate most existing face databases using a unified protocol. The landmarks are from the multi-PIE 68 points mark-up in [33] .
Distance Measurement
To detect the changes in the positions of the eye corner and lip corners, we computed a central point (green dot in Fig 3) . The central point has the coordinates that is the mean of all the 68 coordinates [34] .
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From this central point, the distance of the outer corners of the eyes (landmarks 37 and 46) and corners of the lips (landmarks 49 and 55) are measured. Also, the width of the eyes is also measured using landmarks 38, 39, 41, 42, 44, 45, 47, 48 (see Fig. 3 ).
Classification
All the measured distances were fed as features into a classifier. From the classifier, the accuracy and other metrics were calculated. For this experiment, an SVM classifier was used. SVM is a very powerful machine learning technique that can be used for classification [35] . For a training set of labeled examples {( , ), = 1, . . . , } , where and {1, −1} , a new test example is classified as:
where is a threshold parameter and is a vector of coefficients. ( , ( ) ) is called the kernel. The kernel is defined as, ( , ( ) ) = ( ). ( ) ( ) . The relation between ( ) and is not linear, but ( ) and ( ) has a linear relationship. That is why SVM can take a dataset that is not linearly separable to a higher order where they are separable by a hyperplane [36] .
RESULTS AND DISCUSSION
We used a total of 606 images from extended Cohn-Kanade [37] and Psychological Image Collection at Stirling dataset [38] . Among those 397 were of neutral faces. As there is no existing database of tired faces, we annotated 297 faces as tired and used in this experiment. These faces were mainly from sleepy, bored and sad faces. All the images were cropped and resized to be 350x350 pixels. After experimenting, the linear kernel with cost parameter c=10 was found to perform the best on the data. This classifier gave an overall accuracy of 82.79%. The detailed performance report is given in Table 1 . The Precision recall curve is shown in Fig. 4 . Based on the complexity of the work, the results seem satisfactory. However, we need to explore smarter approaches for higher accuracy, especially from more realistic datasets. 
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CONCLUSION
In this paper, a method for fatigue detection is proposed based on facial landmarks detection. The main challenge of the method was to detect the subtle changes in features in a fatigued face in which respect the method achieves a satisfactory level of success. We used extended Cohn-Kanade dataset and Psychological Image Collection at Stirling dataset. We used the concept of landmark detection for feature extraction and then used SVM to detect fatigue from faces. Finally, we achieved an 82.79% accuracy.
There is a lack of datasets for fatigued faces. The performance of this research can be increased by building a strong and robust dataset for fatigued faces. This dataset can be built in some future research. Also, there are some other cases where the method can be further improved. For example, it can be modified so that it can be able to detect faces from live video streams and detect fatigued people. 
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