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Abstract
This paper is motivated by the problem of computing the index of an isolated critical point
for a certain class of nonlinear elliptic operators. Such a class includes operators A which are
deﬁned by
〈Au,〉 =
∑
||1
∫

a(x, u,D
1u)D(x) dx, u, ∈ ˚W1m()
and are associated with boundary value problems of the type∑
||1
(−1)||Da(x, u,D1u)+ b(x, u,D1u)= 0, x ∈ , (∗)
u(x)= 0, x ∈ , (∗∗)
where  ⊂ Rn, n> 2, is open, bounded and has a C2-boundary . As an application of
our new abstract theory, we obtain an index formula for such an operator A acting from the
Sobolev space ˚W1m() into its dual space [ ˚W1m()]∗ for 1<m< 2. The operator A is deﬁned
everywhere, but it is not Fréchet-differentiable. We construct a linearization of A involving a
linear, unbounded and densely deﬁned operator A′. The computation of the index is important
for various problems about nonlinear equations like solvability, estimates for the number of
solutions, branching of solutions, etc. Our abstract theory is based upon a degree theory for
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densely deﬁned (S+)-type mappings, which has been recently developed by the ﬁrst two authors.
Applications of the index formula to the relevant bifurcation problems Au + Bu = 0 about
((*), (**)) are also included.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
This paper is devoted to the computation of the index of an isolated critical point
of non-differentiable nonlinear elliptic operators. It is well known [3,8,12,13] that the
formula for the index plays a key role in problems of solvability, estimates for the
number of solutions and branching of solutions of nonlinear equations.
In what follows,  denotes a bounded open subset of Rn with boundary  ∈ C2.
We consider the boundary value problem
∑
||1
(−1)||D{a(x, u,D1u)} + b(x, u,D1u) = 0, x ∈ , (1.1)
u(x) = 0, x ∈ . (1.2)
From [12] it is known that this problem can be reduced to an operator equation
Au+Bu = 0, with an operator A of type (S+), if certain conditions on the coefﬁcients
of Eq. (1.1) are satisﬁed.
The principal difference between the cases considered in this paper and those of
[12] is that the space ˚W 1m(), with 1 < m < 2, is now the energy space for the
problem ((1.1), (1.2)). It is well-known that, under some smoothness of its coefﬁcients,
the operator A corresponding to the problem ((1.1), (1.2)), has a Fréchet derivative
for m > 2 and a Gateaux derivative for m = 2. However, this operator cannot have a
derivative in any sense for 1 < m < 2.
The formula for the index of an isolated critical point was established in [12] for the
problem ((1.1), (1.2)) in the case m2 by using the degree theory for an everywhere
deﬁned (S+)-type operator. We cannot use this theory for the calculation of the index
of an isolated critical point of the problem ((1.1), (1.2)), for 1 < m < 2, because
the underlying operator A is now only densely deﬁned. We have obtained the formula
for the index in question by using the degree theory for densely deﬁned (S+)-type
operators that was developed by Kartsatos and Skrypnik [6].
The calculation of the index of a critical point for densely deﬁned operators of type
(S+)L was established in [8]. However, the abstract results of the paper [8] cannot be
applied to the present setting. This is due to the fact that in our main abstract result,
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Theorem 2.1 below, the linear operator  arising in conditions (A′) and (1), can be
unbounded, while the corresponding operator  in [8] was assumed to be compact. This
change in the properties of the operator  is critically important for the application of
our main abstract result (Theorem 2.1) to the problem ((1.1), (1.2)). For applications
of the index mapping introduced in [8], the reader is referred to the paper [7]. For
results related to the ones herein, we cite Refs. [2–5,9–14].
Applications of the bifurcation results arising from our new index formula are given,
under the further assumptions
a(x, 0) = 0 for ||1, b(x, 0) = 0 for x ∈ , (1.3)
for the problem ((1.1), (1.2)) in Section 6.
Deﬁnition 1.1. We say that a real number 0 is a bifurcation point for the problem
((1.1), (1.2)) if there exists a sequence {j , uj } of solutions of the problem ((1.1), (1.2))
such that
j → 0, uj → 0 in ˚W 1m() and uj = 0 (1.4)
Let X be a real separable reﬂexive Banach space with dual space X∗. The norm of
the space X(X∗) will be denoted by ‖ · ‖ (‖ · ‖∗). Let Rn denotes the Euclidean space
of dimension n and we set R = R1. For x0 ∈ X and r > 0, we denote the open ball
{x ∈ X : ‖x − x0‖ < r} by Br(x0). Unless otherwise stated, N is the set at natural
numbers. An operator A : X ⊃ D(A) → X∗ is “bounded’’ if it maps bounded subsets
of its domain into bounded sets in X∗. It is “compact’’ if it is strongly continuous and
maps bounded subsets of D(A) onto relatively compact sets in X∗. We denote strong
and weak convergence by “→’’ and “⇀’’, respectively.
In the monograph [12] a degree theory was introduced for nonlinear operators deﬁned
everywhere on the closure of an open set D ⊂ X and satisfying the following condition
(S+) (condition ) in the terminology of [12].
Deﬁnition 1.2. We say that operator A : D → X∗ satisﬁes the condition (S+) if for
every sequence {uj } ⊂ D with
uj ⇀ u0, lim sup
j→∞
〈Auj , uj − u0〉0 (1.5)
for some u0 ∈ X we have uj → u0.
In (1.5), and in what follows, 〈h, u〉 denotes the value of the functional h ∈ X∗ at
the element u ∈ X.
We consider the operator A : X ⊃ D(A) → X∗. We assume that there exists a
subspace L of the space X such that
L ⊂ D(A), L¯ = X. (1.6)
Let F(L) be the set of all ﬁnite-dimensional subspaces of L.
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Deﬁnition 1.3. We say that the operator A satisﬁes condition (S+)0,L if for every
sequence {uj } ⊂ D(A) with
uj ⇀ u0, lim sup
j→∞
〈Auj , uj 〉0, lim
j→∞〈Auj , v〉 = 0 (1.7)
for some u0 ∈ X and v ∈ L, we have
uj → u0, u0 ∈ D(A), Au0 = 0. (1.8)
Deﬁnition 1.4. We say that the operator A satisﬁes condition (S+)L if the operator
Ah : D(A) → X∗, deﬁned by Ahu = Au − h satisﬁes condition (S+)0,L for any
h ∈ X∗.
In the paper [6] a degree function Deg(A,D, 0) with respect to an arbitrary open
bounded set D of the space X was introduced, provided that
Au = 0 for u ∈ D(A) ∩ D (1.9)
and the operator A satisﬁes the following conditions:
(A1) There exists a subspace L of X satisfying (1.6) such that the operator A satisﬁes
condition (S+)0,L;
(A2) For every F ∈ F(L), v ∈ L the mapping (F, v) : F → R, deﬁned by ((F, v))
(u) = 〈Au, v〉, is continuous.
Deﬁnition 1.5. A point u0 ∈ D(A) is called a “critical point’’ of the operator A if
Au0 = 0.
As we mentioned in [8], our degree theory in [6] is actually valid for operators A
with D(A) dense in an open set D0 ⊂ X such that D0 ∩L ⊂ D(A). The index theory
developed herein is also valid for such operators. For simplicity, we take D0 = X in
our theoretical development, a fact that is used naturally in our main application.
A critical point u0 ∈ D(A) is an “isolated critical point’’ of the operator A if there
exists a ball Br(u0) ⊂ X which contains no other critical point of the operator A.
We can show that Deg(A,Br ′(u0), 0) = Deg(A,Br(u0), 0) for every r ′ ∈ (0, r].
Deﬁnition 1.6. The number
lim
→0 Deg(A,B(u0), 0) (1.10)
is called the “index’’ of the isolated critical point u0 of the operator A and is denoted
by Ind(A, u0).
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We now introduce some new classes of operators. We consider the linear operator
A′ : X ⊃ D(A′)→ X∗ satisfying the following condition:
(A′) L ⊂ D(A′), the equation A′u = 0 has only the zero solution and there exists a
linear (generally unbounded) operator  : X ⊃ D() → X∗ such that D(A′) ⊂
D() and
〈(A′ + )u, u〉 > 0 for u ∈ D(A′), u = 0, (1.11)
〈(A′ + )∗v, v〉 > 0, for v ∈ D((A′)∗), v = 0, (1.12)
〈A′u, u− w〉 − C(w), 〈(A′ + )u, u− w〉 − C(w)
for u ∈ D(A′) ∩ B, w ∈ L, (1.13)
where C(w) > 0 depends only on w, and  is sufﬁciently small. The operator
T = (A′ + )−1 : X ⊂ D() → X is well deﬁned and there exists a linear
compact operator T : X → X such that Tu = T u for u ∈ D(). The operator
A′ + q satisﬁes condition (S+)L, for every q ∈ [0, 1].
We shall say that the linear operator A′ is a linearization of the operator A at
zero if the following condition (	) is satisﬁed:
(	) for the operator 	 : D(A′)→ X∗, deﬁned by 	(u) = Au−A′u, we have 	(u)‖u‖ → 0
as u→ 0, u′ ∈ Z
, for some 
 > 0, where
Z
 =
⋃
t∈[0,1]
{u ∈ D(A′) : tAu+ (1− t)A′u = 0, 0 < ‖u‖
}. (1.14)
We also need the following condition:
(C) the weak closure of the set

 =
{
v = u‖u‖ : u ∈ Z

}
does not contain zero for some sufﬁciently small 
 > 0.
We establish the formula for the index of a critical point for non-differentiable (S+)-
operators A in Section 2. We assume that the operator A has a linearization operator
A′ which is densely deﬁned. Then the operator tA + (1 − t)A′, t ∈ [0, 1], is also
densely deﬁned and, for this reason, we must use the degree theory for densely deﬁned
operators from paper [6].
We deﬁne the nonlinear operator A : ˚W 1m()→ [ ˚W 1m()]∗, associated with the prob-
lem ((1.1), (1.2)), as follows:
〈Au,〉 =
∑
||1
∫

a(x, u,D1u)D(x) dx. (1.15)
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Our assumptions on the coefﬁcients a(x, ) guarantee that this operator A satisﬁes
condition (S+). We assume that the functions a(x, ) are differentiable with respect
to all of their arguments and let
a(x, ) = 
a(x, ). (1.16)
We introduce the linearization A′ : ˚W 1m() ⊃ D(A′)→ [ ˚W 1m()]∗ of the operator A,
deﬁned by (1.15), as follows:
〈A′u,〉 =
∑
||,||1
∫

a(x, 0)DuD dx, (1.17)
with
D(A′) = {u ∈ ˚W 1m() : |∇u| ∈ Lm′()}, m′ =
m
m− 1 . (1.18)
The full conditions on the coefﬁcients a(x, ) and the result on the index of a
critical point for differential problem are formulated in Section 3. The index theorem
for nonlinear elliptic operators is proved in Section 5. This proof is essentially based
on the regularity of solutions of linear and nonlinear elliptic equations. Some auxiliary
results connected with the regularity of solutions are given in Section 4.
In Section 6, we establish necessary conditions for the existence of a bifurcation
point for the problem ((1.1), (1.2)). We also establish sufﬁcient conditions in terms of
the characteristic values of the linearization operator connected with the problem ((1.1),
(1.2)). These results make use of the formula for the index of a critical point.
2. Index of a critical point for abstract non-differentiable operators
For the proof of the main result of this section we need to recall some properties of
the degree for densely deﬁned operators. Choose a sequence {Fj }, j ∈ N , such that,
for each j ∈ N ,
Fj ∈ F(L), Fj ⊂ Fj+1, dim Fj = j, L{Fj } = X, (2.1)
where L is a subspace of X such that L¯ = X,F(L) is the family of all ﬁnite-
dimensional subspaces of L, and L{Fj } =⋃∞j=1 Fj .
Let {vj } be a sequence in X such that Fj is the span of {v1, . . . , vj }. We deﬁne, for
every j , the ﬁnite-dimensional approximation Aj of the operator A by the formula
Aju =
j∑
i=1
〈Au, vi〉vi for u ∈ Fj (2.2)
and assume that the operator A satisﬁes the conditions (A1) and (A2).
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The degree Deg(A,D, 0) is deﬁned in [6] for the operator A w.r.t an arbitrary open
bounded subset D of X provided that
Au = 0, u ∈ D(A) ∩ D. (2.3)
This degree is deﬁned by
Deg(A,D, 0) = lim
j→∞ deg(Aj ,Dj , 0), (2.4)
where deg(Aj ,Dj , 0) is the degree of the ﬁnite-dimensional mapping Aj deﬁned by
(2.2) and Dj = D ∩ Fj . It was shown in [6] that deg(Aj ,Dj , 0) is well deﬁned,
and that the limit in (2.4) exists and does not depend on the choice of the sequences
{Fj }, {vj }. We need the following homotopy invariance property for this degree.
Deﬁnition 2.1. Let At : X ⊃ D(At)→ X∗, t ∈ [0, 1] be a family of nonlinear operators
such that L ⊂ D(At), for t ∈ [0, 1]. We say that the family {At } satisﬁes condition
(S+)(t)0,L w.r.t. the open set D, if there exists a sequence of subspaces {Fj } satisfying
(2.1) and such that for any sequences {uj } ⊂ L{Fj } ∩ D and {tj } ⊂ [0, 1] the
assumptions uj ⇀ u0, tj → t0
lim
j→∞〈Atj (uj ), uj 〉 = 0, limj→∞〈Atj (uj ), v〉 = 0 (2.5)
for some u0 ∈ X, t0 ∈ [0, 1] and any v ∈ L imply the strong convergence of {uj } and
At0(u0) = 0.
Deﬁnition 2.2. Let A(i) : X ⊃ D(A(i)) → X∗, i = 0, 1 satisfy conditions (A1) and
(A2) with a common space L. The operators A(0), A(1) are called “homotopic’’ w.r.t.
the open set D, if there exists a one-parameter family At : X ⊃ D(At)→ X∗, t ∈ [0, 1],
satisfying condition (S+)(t)0,L w.r.t. D and such that
(1) A(0) = A0, A(1) = A1 and
At(u) = 0 for u ∈ D(At) ∩ D, t ∈ [0, 1]; (2.6)
(2) For every space F ⊂ L{Fj } and every v ∈ L{Fj } the mapping a˜(F, v) : F ×
[0, 1] → R deﬁned by a˜(F, v)(u, t) = 〈Atu, v〉 is continuous.
The following homotopy invariance property was shown in [6]: if A(0), A(1) satisfy
the conditions of Deﬁnition 2.2 then
Deg(A(0), D, 0) = Deg(A(1), D, 0). (2.7)
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We say that the family {At } is a “homotopy realization’’ of the operators A(0) and
A(1) if all the conditions of Deﬁnition 2.2 are satisﬁed.
Let X be a real separable reﬂexive Banach space satisfying the following conditions:
(X1) There exists a bounded demicontinuous operator J : Br(0) → X∗, satisfying the
condition (S+) for some r > 0, and such that Ju→ 0 as u→ 0;
(X2) There exists a bounded linear operator K : X → X∗ such that 〈Kx, x〉 > 0 for
x = 0.
In order to formulate the result of this section we introduce certain subspaces of the
spaces X,X∗ connected with the operators A′ + , T , which are deﬁned in condition
(A′). We ﬁrst recall the existence of two invariant subspaces of the compact operator
T : X → X. Denote by F the direct sum of all invariant subspaces of the operator T
corresponding to the characteristic values of this operator lying in the interval (0, 1).
Let R be the closure of the direct sum of all invariant subspaces of the operator T
which correspond to the rest its characteristic values. Then F and R are invariant
subspaces of the operator T , and the splitting
X = F + R (2.8)
holds in the sense of a direct sum. The space F is a ﬁnite-dimensional subspace of X
and
dim F = , (2.9)
where  is the sum of the multiplicities of the characteristic values of the operator T
lying in the interval (0, 1).
We introduce the projection  : X → F corresponding to the splitting (2.8), namely
(f + r) = f, f ∈ F, r ∈ R. (2.10)
The next theorem generalizes Theorem 2.3 of [8] to the case of an unbounded oper-
ator A′.
Theorem 2.1. Assume that A : X → X∗ is demicontinuous, bounded and satisﬁes con-
dition (S+) and A(0) = 0. Assume that there exists a linear (generally unbounded)
operator A′ : X ⊃ D(A′) → X∗ satisfying conditions (A′), (	). Suppose that the fol-
lowing conditions are satisﬁed:
(1) The operator (A′ + )−1 : X∗ ⊃ (A′ + )D(A′) → X is bounded, where the
operators , are deﬁned by (2.10) and (A′).
(2) The condition (C) is satisﬁed.
A.G. Kartsatos et al. / J. Differential Equations 214 (2005) 189–231 197
Then zero is an isolated critical point of the operator A and its index equals to (−1),
where  is the sum of the multiplicities of the characteristic values of the operator T
lying in the interval (0, 1).
Proof. We show ﬁrst that zero is an isolated critical point of the operator A. Assume
that the contrary is true: there exists a sequence {uj } such that
Auj = 0, uj = 0, uj → 0. (2.11)
By the deﬁnition of the set Z
 we obtain that uj ∈ Z
 for all large j . Then from the
condition (C) it follows that the weak closure of the set {vj = uj/‖uj‖} does not
contain zero. We may assume that vj ⇀ v0, v0 = 0. Using the condition (	) and (2.5)
we have
lim
j→∞〈A
′vj , vj 〉 = 0, lim
j→∞〈A
′vj , v〉 = 0
for an arbitrary v ∈ L. From the last equalities and (S+)L we get A′v0 = 0, which
contradicts (A′). Consequently, the ﬁrst conclusion of the theorem is now established.
The proof of the index formula in (2) of Theorem 2.1 is based on several lemmas
below involving auxiliary homotopies.
Lemma 2.1. Assume that the conditions of Theorem 2.1 are satisﬁed. Then there exists
a positive number r1 such that
(1) For t ∈ [0, 1], u ∈ D(A′), 0 < ‖u‖r1, we have A(1)t (u) = 0, where
A
(1)
t (u) = tAu+ (1− t)A′u; (2.12)
(2) The family {A(1)t } is a homotopy realization of the operators A and A′ w.r.t. Br(0),
where r is any number from the interval (0, r1].
Proof. The proof of the ﬁrst assertion of this lemma is analogous to the proof of the
fact that zero is an isolated critical point.
Let us prove the second assertion of the lemma. Taking into account the ﬁrst assertion
and the properties of the operators A,A′, we need to prove only condition (S+)(t)0,L for
the family {A(1)t } and the ball Br(0), r ∈ (0, r1]. We choose a sequence of subspaces
{Fj } satisfying condition (2.1) and let {uj }, {tj } be such that
uj ∈ L{Fj } ∩ Br(0), tj ∈ [0, 1], uj ⇀ u0, tj → t0
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and
lim
j→∞〈A
(1)
tj
(uj ), uj 〉 = 0, lim
j→∞〈A
(1)
tj
(uj ), v〉 = 0 (2.13)
for some u0 ∈ X and any v ∈ L. Using the fact that A is bounded we obtain the
estimates
tj |〈Auj , uj 〉|  C1, (1− tj )|〈A′uj , uj 〉|C1,
tj |〈Auj , v〉|  C2(v), (1− tj )|〈A′uj , v〉|C2(v), (2.14)
with a positive constant C1 and a positive number C2(v) depending only on v.
We now consider, separately, three possible cases:
(a) 0 < t0 < 1, (b) t0 = 0, (c) t0 = 1.
In case (a) we obtain
lim
j→∞〈t0Auj + (1− t0)A
′uj , uj 〉 = 0,
lim
j→∞〈t0Auj + (1− t0)A
′uj , v〉 = 0. (2.15)
We may also assume that Auj ⇀ h0, 〈Auj , uj 〉 → a0 for some h0 ∈ X∗, a0 ∈ R1.
We are going to establish the inequality
〈h0, u0〉a0. (2.16)
In fact, if (2.16) is not true we have
lim
j→∞〈Auj − h0, uj 〉 < 0, limj→∞〈Auj − h0, v〉 = 0 (2.17)
for any v ∈ L.
By condition (S+) for the operator A, we obtain the strong convergence of the
sequence {uj }. Thus, the ﬁrst limit in (2.17) must equal zero. This contradiction proves
inequality (2.16). Now, we have
lim
j→∞
〈
A′uj + t01− t0 h0, uj
〉
0, lim
j→∞
〈
A′uj + t01− t0 h0, v
〉
= 0, (2.18)
which, using condition (S+)L for the operator A′, implies the strong convergence of
uj → u0 and t0Au0 + (1− t0)A′u0 = 0, with u0 ∈ Br(0), which contradicts the ﬁrst
assertion of the lemma. Thus, case (a) is impossible.
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Now, let us consider case (b). We have t0 = 0 and
lim
j→∞〈A
′uj , uj 〉 = 0, lim
j→∞〈A
′uj , v〉 = 0.
From condition (S+)L for A′, we obtain A′u0 = 0, with ‖u0‖ = r , which contradicts
the ﬁrst assertion of the lemma.
In case (c) we have from (2.13)
lim
j→∞〈tjAuj + (1− tj )A
′uj , uj − v〉 = 0 (2.19)
for any v ∈ L. Using inequality (1.13), we obtain from (2.19)
lim
j→∞〈Auj , uj − v〉0. (2.20)
The boundedness of the operator A and inequality (2.20) imply
lim
j→∞〈Auj , uj − u0〉0.
Since v in (2.20) is arbitrary in L, inequality (2.20) is possible only if
lim
j→∞〈Auj , v〉 = 0 for v ∈ L.
Now we use condition (S+) for the operator A to obtain the conclusion that uj → u0
and Au0 = 0. Thus, we have reached a contradiction with the ﬁrst assertion of the
lemma. This ends the proof of Lemma 2.1. 
We deﬁne the subspaces F ∗, R∗ of the space X∗ by
F ∗ = (A′ + )F, R∗ = (A′ + )(D(A′) ∩ R)′ (2.21)
where F,R are the subspaces of X from (2.8). It is easy to see that F ⊂ D(A′).
Lemma 2.2. We have the splitting
X∗ = F ∗ + R∗. (2.22)
Sum (2.22) is direct.
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Proof. At ﬁrst we prove (2.22). If X∗ = F ∗ + R∗ then there exists an element w ∈
X,w = 0, such that
〈(A′ + )u,w〉 = 0, u ∈ D(A′).
This means that w ∈ D((A′ +)∗) and (A′ +)∗w = 0, which is impossible by virtue
of (1.12). This contradiction proves (2.22).
To show that the sum in (2.22) is direct, assume that the contrary is true. Then there
exist f ∈ F, f = 0, and a sequence {rj } ⊂ D(A′) ∩ R such that
lim
j→∞(A
′ + )(f + rj ) = 0. (2.23)
Evaluating the operator (A′+)−1 on (A′+)(f +rj ) and using (2.23) and condition
(1) of Theorem 2.1 we obtain f = 0, i.e. a contradiction to the assumption f = 0.
The proof of Lemma 2.2 is complete. 
Lemma 2.3. Assume that the conditions of Theorem 2.1 are satisﬁed. Then there exists
a positive number r2 such that r2r1 and the following statements are true:
(1) A(2)t (u) = 0, for t ∈ [0, 1], u ∈ D(A′), 0 < ‖u‖r2, where
A
(2)
t (u) = tA′u+ (1− t){−(A′ + )u+ (A′ + )(I −)u}, (2.24)
with  deﬁned in (2.10);
(2) the operator A(2)0 satisﬁes condition (S+)L;
(3) the family {A(2)t } is a homotopy realization of the operators A(1)0 and A(2)0 , w.r.t.
each ball Br(0), for r ∈ (0, r2].
Proof. We shall prove the ﬁrst assertion of the lemma by contradiction. Assume that
there exist u0 ∈ D(A′), t0 ∈ [0, 1], such that
A
(2)
t0 (u0) = 0, 0 < ‖u0‖r2. (2.25)
Let f0 = u0, r0 = (I −)u0. Noting that
A′u = (A′ + )(I − T )u, u ∈ D(A′), (2.26)
we may rewrite (2.25) in the form
(A′ + ){(2t0 − 1)f0 − t0Tf0 + r0 − t0T r0} = 0. (2.27)
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Using the invariance property of F and R, we have from (2.27)
(A′ + ){(2t0 − 1)f0 − t0Tf0} = 0,
(A′ + ){r0 − t0T r0} = 0. (2.28)
By the deﬁnition of the subspaces F and R we obtain from (2.28) f0 = 0, r0 = 0.
Thus, we have reached a contradiction with (2.25).
To prove the second assertion of the lemma, let {uj } be a sequence such that uj ∈
D(A′), uj ⇀ u0 and
lim sup
j→∞
〈A(2)0 (uj )− h, uj 〉0, lim
j→∞〈A
(2)
0 (uj )− h, v〉 = 0
for some u0 ∈ X, h ∈ X∗ and any v ∈ L.
This implies, using the fact that  has ﬁnite-dimensional range,
lim sup
j→∞
〈A′uj + uj − h0, uj 〉0, lim
j→∞〈A
′uj + uj − h0, v〉 = 0,
where h0 = 2(A′ + )u0 + h. By condition (S+)L for the operator A′ + , we have
uj → u0 and A′u0+u0−2(A′ +)u0 = h. We have thus established the condition
(S+)L for the operator A(2)0 .
To prove the third assertion of the lemma, let {uj }, {tj } be sequences such that
{uj } ⊂ L{Fj } ∩ Br(0), {tj } ⊂ [0, 1], uj ⇀ u0, tj → t0 and
lim
j→∞〈A
(2)
tj
(uj ), uj 〉 = 0, lim
j→∞〈A
(2)
tj
(uj ), v〉 = 0
for some u0 ∈ X and any v ∈ L.
Using again the fact that the operator  has ﬁnite-dimensional range, we can rewrite
the above equalities in the form
lim
j→∞〈A
′uj + (1− tj )uj − h(0), uj 〉 = 0,
lim
j→∞〈A
′uj + (1− tj )uj − h(0), v〉 = 0,
where h(0) = 2(1− t0)(A′ + )u0. We have
lim
j→∞〈A
′uj + (1− tj )uj − h(0), uj − v〉 = 0.
202 A.G. Kartsatos et al. / J. Differential Equations 214 (2005) 189–231
We may assume now that either one of the two inequalities: tj t0 or tj < t0 is true
for all j . Using condition (1.13) we obtain, for an arbitrary 
 > 0,
lim sup
j→∞
〈(1− 
)A′uj + (1− t0 − 
′)uj − h(0), uj − v〉
C(v).
where 
′ = 
 for t0 tj , and 
′ = 0 for tj < t0. Inequalities (1.13) allow us to pass to
the limit in the last inequality as 
 tends to zero to get
lim sup
j→∞
〈A′uj + (1− t0)uj − h(0), uj − v〉0. (2.29)
Since v is arbitrary in L inequality (2.29) is possible only if
lim
j→∞〈A
′uj + (1− t0)uj − h(0), v〉 = 0, v ∈ L. (2.30)
The condition (S+)L for the operator A′ + (1 − t0) implies uj → u0, A′u0 + (1 −
t0)u0 − h(0) = 0, u0 ∈ Br(0), and we have a contradiction with the ﬁrst assertion
of the lemma. This completes the proof of Lemma 2.3. 
The next homotopy will reduce the calculation of the index of the critical point to
the corresponding problem for operators deﬁned everywhere on some neighborhood of
the critical point. This reduction involves a reconstruction of the operator K which was
introduced in the condition X2.
According to (2.22), every h ∈ X∗ can be written as f ∗ + r∗, where f ∗ ∈ F ∗, r∗ ∈
R∗ are uniquely determined. Consequently, we can deﬁne a bounded linear operator
P ∗ : X∗ → F ∗ by P ∗h = f ∗, for h = f ∗ + r∗. Let {f1, . . . , f} be a basis of the
linear space F from (2.8). Then the action of the operator P ∗ is given by
P ∗h =
∑
i=1
〈h,wi〉(A′ + )fi, (2.31)
where wi ∈ X, i = 1, . . . , , satisfy the conditions
〈(A′ + )fj , wi〉 = ij , 〈(A′ + )r, wi〉 = 0 (2.32)
for i, j = 1, . . . , , r ∈ D(A′) ∩ R. Here ij is the Kronecker symbol. The operator
, given by (2.10), may be written in the form
u =
∑
i=1
〈hi, u〉fi, (2.33)
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where hi ∈ X∗, i = 1, . . . , , satisfy the conditions
〈hi, fj 〉 = ij , 〈hi, r〉 = 0 for i, j = 1, . . . , , r ∈ R. (2.34)
Consider the matrix D with entries dij = 〈hi, wj 〉, i, j = 1, . . . , . We show that
its determinant is not zero. Assume that the contrary is true. Then we can ﬁnd w˜ =∑
j=1 c˜jwj = 0 such that
〈hi, w˜〉 = 0, i = 1, . . . , . (2.35)
We shall prove that w˜ ∈ D((A′ + )∗) and
(A′ + )∗w˜ = h˜, where h˜ =
∑
j=1
c˜j hj . (2.36)
It is necessary to establish the equality
〈(A′ + )u, w˜〉 = 〈h˜, u〉 (2.37)
for an arbitrary u ∈ D(A′). If u ∈ D(A′) ∩ R, then (2.37) follows from the second
equalities in (2.32) and (2.34). If u = fi , we obtain (2.37) from the ﬁrst equality in
(2.32) and the formulas for w˜, h˜. We have thus shown (2.36), and from (2.35) we get
〈(A′ + )∗w˜, w˜〉 = 0, which is a contradiction in view of (1.12). Consequently, the
matrix D is invertible. We denote by cij the entries of the matrix D−1. We have
∑
i=1
cki〈hi, wj 〉 = kj , k, j = 1, . . . , . (2.38)
We introduce the operator K˜ : X → X∗ by
K˜u = Ku−
∑
k,i=1
cki〈Ku,wk〉hi, (2.39)
where K is the operator in condition (X2). We have the following properties of the
operator K˜:
P ∗K˜X = {0}, 〈K˜r, r〉 > 0 for r ∈ R, r = 0. (2.40)
The ﬁrst of (2.40) follows immediately from (2.31) and (2.38). The second follows
directly from (2.34) and the positiveness property of the operator K . We deﬁne the
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functional  : X → R1 by
(u) = max{0, C〈(I − P ∗)Ju, u〉}, (2.41)
where J is the operator of condition (X1) and C is a positive number to be chosen
below.
Lemma 2.4. Assume that the conditions of Theorem 2.1 are satisﬁed. Then there exists
a positive number C¯1 such for C in (2.41) with 0 < CC¯1 the following statements are
true with r3 = min{r, r2}, where r, r2 are the numbers in condition (X1) and Lemma
2.3, respectively
(1) A(3)t (u) = 0, for t ∈ [0, 1], u ∈ D(A′), 0 < ‖u‖r3, where
A
(3)
t (u) = (u)(1− t)Ju− (A′ + )u+ t (A′ + )(I −)u
+(1− t)K˜(I −)u; (2.42)
(2) the operator A(3)0 satisﬁes condition (S+)0,X;
(3) the family {A(3)t } is a homotopy realization of the operators A(2)0 and A(3)0 w.r.t.
every ball Br(0), for r ∈ (0, r3].
Proof. We shall prove the ﬁrst assertion of the lemma by contradiction. Assume that
there exist u0 ∈ D(A′), t0 ∈ [0, 1], such that
A
(3)
t0 (u0) = 0, 0 < ‖u0‖r3. (2.43)
Let f0 = u0, r0 = (I −)u0. Using the invariance property of F and R, we have
from (2.43)
(1− t0)(u0)P ∗Ju0 − (A′ + )f0 = 0,
(1− t0)(u0)(I − P ∗)Ju0 + t0(A′ + )r0 + (1− t0)K˜r0 = 0, (2.44)
where P ∗ is the operator deﬁned by (2.31). We consider two cases:
(1) (u0) = 0. From (2.44), (1.12) and (2.40) we obtain that this case is impossible.
(2) (u0) = 0. Noting that the equation (A′ + )f = 0 has only the zero solution in
the ﬁnite-dimensional space F , we can prove the inequality
‖f ‖C′ · ‖(A′ + )f ‖ (2.45)
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for every f ∈ F and some positive constant C1 independent of f . Using (2.45), we
obtain from (2.44)
‖f0‖(1− t0)C′C′′‖P ∗‖(u0), (2.46)
where C′′ = sup{‖Ju‖ : ‖u‖r3}. From the second equality in (2.44) we have
(1− t0)〈(I − P ∗)Ju0, r0〉 = − 1(u0) {t0〈(A
′ + )r0, r0〉
+(1− t0)〈K˜r0, r0〉}0. (2.47)
We can assume that t0 = 1, because the case t0 = 1 is equivalent to the situation
(u0) = 0. Using (2.46) and (2.47) we have
〈(I − P ∗)Ju0, u0〉〈(I − P ∗)Ju0, f0〉C′[C′′]2‖P ∗‖ ‖I − P ∗‖(u0).
Then using the deﬁnition of (u), we deduce
(u0)C · C′[C′′]2‖P ∗‖ ‖I − P ∗‖(u0). (2.48)
This leads to a contradiction if we set CC¯1, where
C¯1 = 12 {C′[C′′]2‖P ∗‖ ‖I − P ∗‖}−1. (2.49)
The proof of the ﬁrst assertion of the lemma is now complete.
To prove the second assertion of the lemma, let {uj } be a sequence such that {uj } ∈
D(A′), uj ⇀ u0
lim sup
j→∞
〈(uj )Juj − (A′ + )uj + K˜(I −)uj , uj 〉0,
lim
j→∞〈(uj )Juj − (A
′ + )uj + K˜(I −)uj , v〉 = 0 (2.50)
for some u0 ∈ X, any v ∈ L.
We may assume that
(uj )→ 0, 〈K˜uj , uj 〉 → k0 (2.51)
for some 0, k0 ∈ R1. We note that from (2.40) we obtain
〈K˜u0, u0〉k0. (2.52)
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Thus,
lim sup
j→∞
〈0Juj − (A′ + )u0 + K˜(I −)u0, uj 〉0,
lim
j→∞〈0Juj − (A
′ + )u0 + K˜(I −)u0, v〉 = 0. (2.53)
We consider two possibilities: (a) 0 = 0, (b) 0 = 0. In case (a), the second assertion
of the lemma follows immediately from the condition (S+) for the operator J .
Let us consider case (b). We ﬁrst show that u0 = 0. From the deﬁnition of (u) we
have
lim
j→∞〈(I − P
∗)Juj , uj 〉0.
If u0 = 0, the last inequality implies
lim
j→∞〈Juj , uj − u0〉0.
Using the condition (S+) for the operator J , we obtain the strong convergence of {uj }
to u0. This is impossible because ‖uj‖ = r, u0 = 0.
For case (b), we see that the second equality in (2.44), with 0 = 0, gives
−(A′ + )u0 + K˜(I −)u0 = 0. (2.54)
This and the equality in (2.40) imply (A′ + )u0 = 0. Furthermore, (1.11) gives
u0 = 0. From K˜(I −)u0 = 0 and (2.40) we obtain now (I −)u0 = 0. Conse-
quently, u0 = 0, which shows that case (b) is impossible as well.
To prove the third assertion of the lemma we only have to verify the validity of
condition (S+)(t)0,L. Let {uj }, {tj } be such that uj ∈ L{Fj }, ‖uj‖ = r, tj ∈ [0, 1], uj ⇀
u0, tj → t0 and
lim
j→∞〈A
(3)
tj
(uj ), uj 〉 = 0, lim
j→∞〈A
(3)
tj
(uj ), v〉 = 0 (2.55)
for some u0 ∈ X, t0 ∈ [0, 1] and every v ∈ L. We may assume that Juj ⇀
h¯, 〈Juj , uj 〉 → a¯, 〈K˜uj , uj 〉 → K¯, (uj )→ ¯, for some h¯ ∈ X∗, a¯, ¯, K¯ ∈ R1. As in
the proof of (2.16) and (2.52) we establish the inequalities 〈h¯, u0〉 a¯, 〈K˜u0, u0〉K¯ .
Using these inequalities we derive from (2.55)
lim
j→∞〈tj (A
′ + )uj + h′, uj 〉0, lim
j→∞〈tj (A
′ + )uj + h′, v〉 = 0, (2.56)
where h′ = ¯(1− t0)h¯− (A′ + )u0 − t0u0 + (1− t0)K˜(I −)u0.
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By condition (S+)L for operator A′ +  and the sequence u˜j = tj uj , we obtain
t0u0 ∈ D(A′), (A′ + )(t0u0) = −h′ and tj uj → t0u0. (2.57)
If t0 = 0, then we have uj → u0 and h¯ = Ju0, ¯ = (u0). From (2.55) we obtain
A
(3)
t0 (u0) = 0 and ‖u0‖ = r , which proves our assertion by contradiction. In the case
t0 = 0 we obtain from (2.55) and 〈K˜u0, u0〉K¯
lim
j→∞〈¯Juj − (A
′ + )u0 + tj (A′ + )uj + K˜(I −)u0, uj − v〉0. (2.58)
Using the properties of the operator A′ + , we derive
lim
j→∞〈¯Juj + K˜(I −)u0 − (A
′ + )u0, uj − v〉0. (2.59)
Since this is true for all v ∈ L, we get
lim
j→∞〈¯Juj + K˜(I −)u0 − (A
′ + )u0, v〉 = 0. (2.60)
From (2.59), (2.60) and condition (S+) for the operator J , we conclude that for ¯ = 0
and uj → u0 we have
(u0)Ju0 + K˜(I −)u0 − (A′ + )u0 = 0 (2.61)
and establish condition (S+)(t)0,L. The proof of the case ¯ = 0 can be handled as
the proof of the second assertion. It is therefore omitted. This ends of the proof of
the lemma. 
The next lemma computes the desired index via use of the operator A(3)0 .
Lemma 2.5. Assume that the conditions of Theorem 2.1 are satisﬁed. Then
Ind(A, 0) = Deg(A(3)0 , Br(0), 0), (2.62)
where A(3)0 is the operator from Lemma 2.4 and r is an arbitrary number from the
interval (0, r3].
Proof. We note that the operator A(3)0 is deﬁned everywhere on the ball B¯r (0). We
can now choose a sequence {Fj } which satisﬁes condition (2.1) for L = X. We select
this sequence in such a way that F0 = PX,F ⊂ F2, where P is the adjoint of P ∗
208 A.G. Kartsatos et al. / J. Differential Equations 214 (2005) 189–231
(P ∗ is deﬁned by (2.31)) and F is the subspace from the splitting (2.8). We select a
complete system {vi}, i = 1, 2, . . . , in such a way that each subspace Fj is a linear
combination of the elements v1, . . . , vj . We may assume that vi = wi , for i, and
〈(A′ + )fj , vi〉 = 0 for j = 1, . . . , , i = + 1, . . . , where fj ,wi are as in (2.32).
We deﬁne a ﬁnite-dimensional approximation A(3)0,j of the operator A
(3)
0 according to
formula (2.2)
A
(3)
0,j (u) =
j∑
i=1
〈A(3)0 (u), vi〉vi for u ∈ Fj ∩ Br3(0). (2.63)
By the deﬁnition of the degree mapping by (2.4), we may choose, for a given number
r ∈ (0, r3], a number j (r) such that
Deg(A(3)0 , Br(0), 0) = deg(A(3)0,j , Br,j (0), 0), jj (r), (2.64)
where Br,j = Br(0) ∩ Fj .
Lemma 2.6. Assume that the conditions of Theorem 2.1 are satisﬁed. Let r0 be a ﬁxed
number from the interval (0, r3] and j0 = 2+ j (r0). Then the equation
A
(3)
0,j0(u) = 0 (2.65)
has only the zero solution in Br0,j0(0).
Proof. Assume that the contrary is true: there exists a solution u¯ of (2.65) in Br0,j0(0)
such that u¯ = 0. Then from (2.42), (2.63) and (2.65) we get
〈(u¯)J u¯− (A′ + )f¯ + K˜r¯, vi〉 = 0, i = 1, . . . , j0, (2.66)
where f¯ = u¯, r¯ = (I − )u¯. Using our choice of v1, . . . , v, the deﬁnition of the
operator P ∗ in (2.31) and the equality in (2.40), we obtain from (2.66)
(u¯)P ∗J u¯ = (A′ + )f¯ , (2.67)
from where, using (2.45), the estimate
‖f¯ ‖C′, C′′‖P ∗‖(u¯) (2.68)
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follows with the same C′, C′′ as those in the proof of Lemma 2.4. Thus we derive
〈(u¯)(I − P ∗)J u¯+ K˜r¯, v〉 = 0 (2.69)
for every v ∈ Fj0. Using the fact that F ⊂ F2, we have f¯ ∈ Fj0 and, consequently,
r¯ ∈ Fj0. Thus, from (2.69) with v = r¯ , we obtain
(u¯)〈(I − P ∗)J u¯, r¯〉 = −〈K˜r¯, r¯〉0. (2.70)
It is clear that (u¯) = 0, since otherwise f¯ = r¯ = 0, which contradicts our choice of
u¯. Using the deﬁnition of (u¯), (2.68) and (2.70) we have
〈(I − P ∗)J u¯, u¯〉  C′[C′′]2‖P ∗‖‖I − P ∗‖(u¯)
 CC′[C′′]2‖P ∗‖‖I − P ∗‖〈(I − P ∗)J u¯, u¯〉. (2.71)
As earlier, using (2.49) we reach a contradiction, because (u¯) > 0. The proof of
Lemma 2.6 is now complete. 
Proof of Theorem 2.1 ((Part 2), Continued). Using (2.62), (2.64) and Lemma 2.6 we
deduce
Ind(A, 0) = deg(A(3)0,j0 , B,j0(0), 0) (2.72)
for every  ∈ (0, r0]. It is easy to verify that for  sufﬁciently small the mapping A(3)0,j0
is homotopic on B,j0(0) to the mapping A
(4)
j0
(u) = ∑j0i=1 〈−(A′ + )u + K˜(I −
)u, vi〉vi . Thus, Ind(A, 0) = deg(A(4)j0 , B0,j0(0), 0).
The degree of the mapping A(4)j0 equals (−1) and can be computed by the well
known formula for the degree for linear ﬁnite-dimensional mappings. This completes
the proof of Theorem 2.1. 
3. Formulation of the main result for differential operators
We are now going to formulate our result about the index of the critical point of the
differential operator A : ˚W 1m()→ [ ˚W 1m()]∗, m ∈ (1, 2), deﬁned by
〈Au,〉 =
∫

∑
||1
a(x, u,D1u)D dx. (3.1)
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Here,  is a bounded open set in Rn with a C2-boundary  and
D1u(x, t) = {Du(x, t) : || = 1}.
We consider only the case n > 2. For n = 2 one needs to make some small changes
connected with the Sobolev embedding theorem.
We assume that the following conditions are satisﬁed:
(a1) the real valued functions a(x, ), ||1 are deﬁned for x ∈ ¯,  ∈ Rn+1 and are
continuously differentiable w.r.t. x, ; moreover, a(x, 0) = 0 for x ∈ ¯, ||1;
(a2) there exist positive constants 1, 2 such that for all x ∈ ¯,  ∈ Rn+1,  ∈ Rn
the inequalities
∑
||=||=1
a(x, )1(1+ ||)m−2||2, (3.2)
∑
||,||1
|a(x, )|(1+ ||)+
∑
||1
n∑
i=1
|ai (x, )|2(1+ ||)m−1 (3.3)
hold, where
a(x, ) = 
a(x, ), ai (x, ) = xi a(x, ), ||, ||1, i = 1, . . . , n. (3.4)
We introduce the linear operator A′ : ˚W 1m() ⊃ D(A′)→ [ ˚W 1m()]∗ such that
〈A′u,〉 =
∑
||,||1
∫

a
(0)
 (x)DuD dx with a
(0)
 (x) = a(x, 0), (3.5)
D(A′) = {u : u ∈ ˚W 1m(), |∇u| ∈ Lm′()}, m′ =
m
m− 1 . (3.6)
The operator  : ˚W 1m() ⊃ D()→ [ ˚W 1m()]∗ is deﬁned by
〈u,〉 = 
∫

u dx, (3.7)
D() = {u ∈ ˚W 1m() : u ∈ L ˙nm
n(m−1)+m
()}. (3.8)
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We shall see that for sufﬁciently large  the operator T = (A′ + )−1 : D() →
˚W 1m() is well deﬁned. We also introduce the operator T : ˚W 1m() → ˚W 1m() which
is given by T v = u, where v ∈ ˚W 1m() and u is a solution in ˚W 1m() of the equation
∑
||,||1
(−1)||D{a(0) (x)Du} + u = v. (3.9)
We shall prove that the operator T is well deﬁned and compact.
Theorem 3.1. Assume that conditions (a1), (a2) are satisﬁed, a(0) (x) ∈ C1(¯), for
|| = || = 1, and the equation
∑
||,||1
(−1)||D{a(0) (x)Du} = 0 (3.10)
has only the zero solution in ˚W 12 (). Then the operators A, A′, deﬁned by equalities
(3.1), (3.5), satisfy all the conditions of Theorem 2.1 and the index of the operator A
is computed by the formula
Ind(A, 0) = (−1), (3.11)
where  is the sum of the multiplicities of the characteristic values of the problem
∑
||,||1
(−1)||D{a(0) (x)Du} + u = 0, x ∈ , (3.12)
u(x) = 0, x ∈  (3.13)
lying in the interval (0,1). Here,  > 0 is a sufﬁciently large constant.
The proof of this theorem is given in Section 5, where we verify that all the conditions
of Theorem 2.1 are satisﬁed.
Remark 3.1. We say that a number 0 ∈ R1 is a characteristic value of the problem
((3.12), (3.13)) if there exists a nontrivial solution u0 ∈ ˚W 12 () of this problem for
 = 0. It is clear that 0 is a characteristic value of the problem ((3.12), (3.13)) if
and only if 1− 0 is a characteristic value of the operator T deﬁned by (3.9).
By “multiplicity’’ of the characteristic value 0 of the problem ((3.12), (3.13)) we
mean the multiplicity of the characteristic value 1− 0 of the operator T.
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4. Auxiliary regularity results
Theorem 4.1. Assume that conditions (a1), (a2) are satisﬁed, and let u ∈ D(A′) be a
solution of the equation
tAu+ (1− t)A′u = 0 (4.1)
for some t ∈ [0, 1], where the operators A, A′ are deﬁned by (3.1), (3.5). Then u ∈
W 2,2() ∩ C1,(¯), for some  ∈ (0, 1), and the estimate
‖u‖W 2,2() + ‖u‖C1,()M (4.2)
holds with a constant M depending only on 1, 2,m, n, and ‖u‖ ˚W 1m().
The proof of estimate (4.2) will be given in several steps in which estimates of u(x)
in weaker norms will be established.
Lemma 4.1. Assume that the conditions of Theorem 4.1 are satisﬁed. Then there exists
a constant M1 depending only on 1, 2,m, n,, ‖u‖ ˚W 1m() such that the estimate
max{|u(x)| : x ∈ ¯}M1 (4.3)
holds.
Proof. Estimate (4.3) follows from [10, Section 7, Chapter 4] for 0 t 12 . We shall
prove it for 12 t1. In the integral identity
t
∫

∑
||1
a(x, u,Du)D dx + (1− t)
∑
||,||1
∫

a
(0)
 (x)DuD dx = 0 (4.4)
which is valid for arbitrary  ∈ ˚W 1m(), we let (x) = |u(x)|ru, where r is an arbitrary
positive number. Note that we can make such a substitution because in our conditions
u(x) is bounded. This fact follows, for example, from [10]. Using inequalities (3.2)
and (3.3), we obtain, after some standard calculations,
t
∫

|u|r |∇u|m dx + (1− t)
∫

|u|r |∇u|2 dx
C1(r + 1)
{
t
∫

|u|r+m dx + (1− t)
∫

|u|r+2 dx
}
. (4.5)
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We use the symbols C1, C2, . . . to denote constants depending only on 1, 2,m, n,
and ‖u‖
˚W 1m()
. Letting 
 = 1−t
t
, we have
∫

|u|r |∇u|m dx + 

∫

|u|r |∇u|2 dx
C1(r + 1)
{∫

|u|r+m dx + 

∫

|u|r+2 dx
}
. (4.6)
The next estimate is obvious

|u|r+2 |u|r+2{(
u˜)
n
n−2 + u−˜n2 }. (4.7)
We may choose ˜ so that 2− ˜n2 = m. Then we rewrite inequality (4.6) as follows:∫

|u|r |∇u|m dx + 

∫

|u|r |∇u|2 dx
C2(r + 1)
{∫

(
|u|r+m + 

n
n−2 |u|r+2+˜
n
n−2
)
dx
}
. (4.8)
From (4.6), with r = 0, we obtain


∫

|∇u|2 dxC3 + C1 · 

∫

|u|2 dx. (4.9)
Using the interpolation inequality we get
‖u‖2L22‖∇u‖2L2 + C2‖u‖2Lm. (4.10)
Choosing 2 = 12C1 we obtain from (4.9) and the embedding theorem the estimate


∫

|∇u|2 dx + 

n
n−2
∫

|u|
2n
n−2 dxC4. (4.11)
Let us estimate now the ﬁrst term in the right-hand side of (4.8). Using the Sobolev
theorem and (4.8) we have, for (r +m)n−m
n
m,
∫

|u|r+m dx  C5(r +m)
mn
n−m
(∫

|u|(r+m)n−mn −m|∇u|m dx
) n
n−m
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 C6(r +m)
mn+n
n−m
(∫

{
|u|(r+m)n−mn
+ 

n
n−2 |u|(r+m)
n−m
n
−m+2+˜ n
n−2
}
dx
) n
n−m
. (4.12)
Now, in the same way, we can estimate the second term in the right-hand side of (4.8)
to obtain, with (r + 2+ ˜ n
n−2 )− n−2n 2,


n
n−2
∫

|u|r+2+˜
n
n−2 dx  C7(r + 2)
2n
n−2
{


∫

|u|(r+2+˜
n
n−2 )
n−2
n
−2|∇u|2 dx
} n
n−2
 C8(r + 2)
2n+n
n−2
{∫

|u|(r+2+˜
n
n−2 )
n−2
n
−2+m
dx
+ 

n
n−2
∫

|u|(r+2+˜
n
n−2 )
n−2
n
+˜ n
n−2 dx
} n
n−2
. (4.13)
Using Hölder’s inequality, we obtain
∫

|u|(r+2+˜
n
n−2 )
n−2
n
−2+m
dx
C9
(∫

|u|(r+2+˜
n
n−2 )
n−m
n
−(2−m)n−m
n−2 dx
) n−2
n−m (4.14)
and


n
n−2
∫

|u|(r+2+˜
n
n−2 )
n−2
n
+˜ n
n−2 dx
C10
(∫



n
n−2 ·
n−m
n−2 |u|(r+2+˜
n
n−2 )
n−m
n
+(˜ n
n−2−)
n−m
n−2 dx
) n−2
n−m
, (4.15)
where we choose  · n−m2−m = nmn−m . Finally, we obtain the estimate


n
n−2
∫

|u|r+2+˜
n
n−2 dx
C11(r + 1)
3n
n−2
{∫

|u|(r+2+˜
n
n−2 )
n−m
n
−(2−m)n−m
n−2 dx
+ 

n
n−2
∫

|u|(r+2+˜
n
n−2 )
n−m
n
+(˜ n
n−2−)
n−m
n−2 dx
} n
n−m
. (4.16)
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Thus, we have the inequality
∫

|u|r+m dx + 

n
n−2
∫

|u|r+2+˜
n
n−2 dx
C12(r + 1)
3n
n−2
{∫

|u|(r+m)n−mn dx
+
∫

|u|(r+2+˜
n
n−2 )
n−m
n
−(2−m)n−m
n−2 dx
+ 

n
n−2
∫

|u|(r+m)
n−m
n
−m+2+˜ n
n−2 dx
+ 

n
n−2
∫

|u|(r+2+˜
n
n−2 )
n−m
n
+(˜ n
n−2−)
n−m
n−2 dx
} n
n−m
. (4.17)
We can write (4.17) in the from
JrC13 · (r + 1)
3n
n−2 {Jr¯}
n
n−m , (4.18)
where Jr =
∫
 |u|r+m dx + 

n
n−2 ∫
 |u|r+2+˜
n
n−2 dx + 1, r¯ = r n−m
n
− m2
n
.
We now choose in (4.18) r = ri , where
ri = m
((
n
n−m
)i
− 1
)
(4.19)
and set
 = n−m
n
.
Then r¯ = ri−1, and iterating inequality (4.18) we obtain
{Jri }
iC
∑i
k=1 
i
13 · (1+ ri)
3n
n−2 i · (1+ ri−1)
3n
n−2 i−1 · · · (1+ r1)
3n
n−2 Jr0 , (4.20)
while from (4.19) we get
{Jri }
iC
∑i
k=1 
i
14 · −
∑i−1
k=0 k·k · 3nn−2 · Jr0 . (4.21)
Using inequality (4.11), we can ﬁnd an upper bound of Jr0 which is independent of

. Passing to the limit as i → ∞, we ﬁnally obtain estimate (4.3), and the proof of
Lemma 4.1 is complete. 
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Lemma 4.2. Assume that the conditions of Theorem 4.1 are satisﬁed and let ′ be an
open subset of  such that ¯′ ⊂ . Then there exists a constant M2(′) depending
only on 1, 2,m, n,, ‖u‖ ˚W 1m() and the distance between 
′ and , such that the
estimate
max{|∇u(x)| : x ∈ ¯′}M2(′) (4.22)
holds.
Proof. We may assume that |∇u| ∈ L∞(), 2ux2 ∈ L2(), (because these inclusions
follow from [10]), and we need to establish that the constant M2(′) is indepen-
dent of t. Let  ∈ C∞0 () be a ﬁxed function such that (x) = 1 for x ∈ ′ and
0(x)1, |x |C(′), with the constant C(′) depending only on the distance be-
tween ′ and . The constant C16, . . . , C28 in the proof of the estimate (4.22) below
depend also on C(′).
Letting in (4.4)  = xk {(1 + |∇u|
2)rs uxk
}, ∈ C∞0 (′), with r0, s2, we
obtain, after some standard calculations, the estimate
t
∫

(1+ |∇u|2)r+m−22 |uxx |2s dx + (1− t)
∫

(1+ |∇u|2)r |uxx |2s dx
C15(r + s)2
{
t
∫

(1+ |∇u|2)r+m2 s−2 dx
+ (1− t)
∫

(1+ |∇u|2)r+1s−2 dx
}
, (4.23)
where |uxx |2 =∑nk,j=1 | 2uxkxj |2. We let t ∈ [ 12 , 1] and 
 = 1−tt . If r = 0, s = 4, then
from (4.23) we obtain


∫

|uxx |22 dxC16
{∫

(1+ |∇u|)m dx + 

∫

(1+ |∇u|)2 dx
}
. (4.24)
Using inequalities (4.9), (4.10), (4.24) and the embedding theorem, we obtain the
estimate


n
n−2
∫

|∇u|
2n
n−2 · 
2n
n−2 (x) dxC17. (4.25)
By Young’s inequality, we get from (4.23)∫

(1+ |∇u|2)r+m−22 |uxx |2s dx + 

∫

(1+ |∇u|2)r |uxx |2s dx
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C18(r + s)2
{∫

(1+ |∇u|2)r+m2 s−2 dx
+ 

n
n−2
∫

(1+ |∇u|2)r+1+
˜n
2(n−2)s−2 dx
}
(4.26)
with ˜ = (2−m) 2
n
. We now estimate the ﬁrst term in the right-hand side of (4.26) by
the Sobolev embedding theorem to obtain
∫

(1+ |∇u|2)m2 +rs dx
C19(r + s)
4n
n−2
{∫

(1+ |∇u|2)(m2 +r) n−2n s n−2n −2 dx
+ 

n
n−2
∫

(1+ |∇u|2)(
m
2 +r)
n−2
n
−m2 +1+
2˜n
2(n−2)s
n−2
n
−2
dx
} n
n−2
. (4.27)
Now we estimate the second term on the right-hand side of (4.26). From the Sobolev
embedding and Young inequalities we have


n
n−2
∫

(1+ |∇u|2)r+1+
˜n
2(n−2)s dx
C20
{
(r + 1)2

∫

(1+ |∇u|2)(r+1+
˜n
2(n−2) )
n−2
n
−1|uxx |2s
n−2
n dx
+ 
s2
∫

(1+ |∇u|2)(r+1+
˜n
2(n−2) )
n−2
n s
n−2
n
−2
dx
} n
n−2
C21(r + s)
4n
n−2
{∫

(1+ |∇u|2)(r+1+
˜n
2(n−2) )
n−2
n
−1+m2 s
n−2
n
−2
+ 

n
n−2
∫
(1+ |∇u|2)(r+1+
˜n
2(n−2) )
n−2
n
+ ˜n2(n−2)s
n−2
n
−2
dx
} n
n−2
. (4.28)
Inequalities (4.27) and (4.28) yield the following estimate:
∫

(1+ |∇u|2)m2 +rs dx + 

n
n−2
∫

(1+ |∇u|2)r+1+
˜n
2(n−2)s dx
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C22(r + s)
4n
n−2
{∫

(1+ |∇u|2)(r+1+
˜n
2(n−2) )
n−2
n
−1+m2 s
n−2
n
−2
dx
+ 

n
n−2
∫

(1+ |∇u|2)(
m
2 +r)
n−2
n
+ 2−m2 +
˜n
2(n−2)s
n−2
n
−2
dx
} n
n−2
. (4.29)
We may rewrite inequality in the form
J (r, s)C23(r + s)
4n
n−2 {J (r¯, s¯)}
n
n−2 , (4.30)
where
r¯ = r n− 2
n
− m
n
, s¯ = s n− 2
n
− 2, (4.31)
J (r, s) =
∫

(1+ |∇u|2)m2 +r · s(x) dx
+ 

n
n−2
∫

(1+ |∇u|2)r+1+
˜n
2(n−2)s(x) dx. (4.32)
Using inequality (4.25), we can now bound J (0, 2) from above by a constant depending
only on known parameters. Iterating inequality (4.32), we can easily establish estimate
(4.22). 
Lemma 4.3. Let the conditions of Theorem 4.1 be satisﬁed. Then there exists a constant
M3 depending only on 1, 2,m, n,, ‖u‖ ˚W 1m() such that the estimate
max{|∇u(x)| : x ∈ }M3 (4.33)
holds.
Proof. The proof is similar to the proof of Lemma 2.1, Chapter 6, in [10]. It is therefore
omitted. 
Now, we shall prove an analog of estimate (4.24) for the function (x) with support
in some neighborhood of the boundary point. Let x0 ∈ . Passing to local coor-
dinates connected with x0, we may assume that  ∩ Br(x0) = {x ∈ Br(x0) : xn >
0}, for some r > 0. Let ˜(x) ∈ C∞0 (Br(x0)) be a function such that ˜(x) ≡ 1
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on Br
2
(x0), 0˜(x)1, |˜x | 4r . Letting in (4.4) (x) = xk {
u
xk
˜
2
(x)}, for k =
1, . . . , n− 1, we obtain the estimate
∫

{(1+ |∇u|)m−2 + 
}
n−1∑
k=1
n∑
j=1
∣∣∣∣∣ 
2
u
xkxj
∣∣∣∣∣
2
˜
2
(x) dx
C24
∫

[(1+ |∇u|)m + 
|∇u|2] dx. (4.34)
Using conditions (3.2) and (3.3), we can estimate the derivative 2ux2n from Eq. (4.1) as
follows:
[(1+ |∇u|)m−2 + 
]
∣∣∣∣∣
2
u
x2n
∣∣∣∣∣  C25[(1+ |∇u|)m−2 + 
]
×


n−1∑
k=1
n∑
j=1
∣∣∣∣∣ 
2
u
xkxj
∣∣∣∣∣+ 1+ |∇u|

 .
From (4.34) and the last inequality we get
∫

{(1+ |∇u|)m−2 + 
}|uxx |2˜2(x) dxC26
∫

[(1+ |∇u|)m + 
|∇u|2] dx (4.35)
Now, inequalities (4.34) and (4.35) imply the estimate


∫

|uxx |2 dxC27
∫

[(1+ |∇u|)m + 
|∇u|2] dx.
Using the interpolation inequality and the Sobolev embedding theorem, we get from
last estimate


n
n−2
∫

|∇u|
2n
n−2 dxC28. (4.36)
Lemma 4.4. Let the conditions of Theorem 4.1 be satisﬁed. Then there exists a constant
M4 depending only on 1, 2,m, n,, ‖u‖ ˚W 1m() such that the estimate
max{|∇u(x)| : x ∈ ¯}M4 (4.37)
holds.
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Proof. We shall estimate |∇u(x)| in some neighborhood of a boundary point x0 ∈ ,
where we may assume that the coordinates x are local coordinates connected with the
point x0. Letting in (4.4) the test function
(x) = 
xk
{
(1+ |∇u|2)r [|∇u|2 −M2]+ uxk ˜
s
}
, (4.38)
where [|∇u|2 −M2]+ = max{|∇u|2 −M2, 0}, r0, s2,M > M3 (with the constant
M3 from (4.36)), ˜(x) is the cut-off function for Br(x0) as in the proof of estimate
(4.26), we establish in a standard way the inequality
∫

(1+ |∇u|2)r+m2 −1|uxx |2[|∇u|2 −M2]+˜s dx
+ 

∫

(1+ |∇u|2)r |uxx |2[|∇u|2 −M2]+˜s dx
C29(r + s)2
{∫

(1+ |∇u|2)r+m2 +1˜s−2 dx
+ 

∫

(1+ |∇u|2)r+2˜s dx
}
, (4.39)
where 
 = 1−t
t
and t ∈ [ 12 , 1]. Using inequality (4.26) and Young’s inequality we have
from (4.39)
∫

(1+ |∇u|2)r+m2 |uxx |2˜s dx + 

∫

(1+ |∇u|2)r+1|uxx |2˜s dx
C30(r + s)2
{∫

(1+ |∇u|2)r+m2 +1˜s−2 dx
+ 

n
n−2
∫

(1+ |∇u|2)r+2+
˜n
2(n−2) ˜s−2 dx
}
, (4.40)
where ˜ = (2−m) 2
n
.
Now, repeating the process of the corresponding part of the proof of Lemma 4.2,
we establish the estimate
ess sup{|∇u(x)| : x ∈ Br
2
(x0)}C31. (4.41)
A.G. Kartsatos et al. / J. Differential Equations 214 (2005) 189–231 221
From (4.22) and (4.41), we have estimate (4.37) and the proof of Lemma 4.4 is
complete. 
Proof of Theorem 4.1. The estimate for ‖u‖W 22 () follows immediately from inequal-
ities (4.26) and (4.30), with r = 0, and Lemma 4.4. Using estimate (4.37), we
can prove the estimate ‖∇u‖C0,() as in the proof of Theorem 6.1, Chapter 4, in
[10], which yields estimate (4.2) for ‖u‖C1,() as well. This completes the proof of
Theorem 4.1. 
We are going to need a result concerning the regularity of solutions of linear elliptic
equations. This result is for the equation
∑
||,||1
(−1)||D{a(x)Du} =
∑
||=1
Df (x)+ f (x) (4.42)
with coefﬁcients a satisfying the inequalities
∑
||=||=1
a(x)(1)
∑
||=1
2, (4.43)
sup
x∈
|a(x)|(2), ||, ||1 (4.44)
for x ∈ ¯,  ∈ R and positive constants (1), (2).
Lemma 4.5. Assume that a ∈ C(¯), for || = || = 1, and the conditions (4.43)
and (4.44) are satisﬁed. Assume that the equation
∑
||,||1
(−1)||D{a(x)Du} = 0 (4.45)
has only the zero solution in ˚W 12 (). Then for every p > nn−1 , f(x) ∈ Lp(), || = 1,
and f (x) ∈ L np
n+p
() Eq. (4.42) has a unique solution u ∈ ˚W 1p() and the following
estimate holds:
∑
||1
∫

|Du(x)|p dxM5

∑
||=1
‖f‖pLp() + ‖f ‖
p
L np
n+p
()

 (4.46)
where the constant M5, depends only on n, p, (1), (2), and the moduli of continuity
of the functions a, || = || = 1.
The assertion of this lemma follows easily from [1].
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5. Proof of Theorem 3.1
We need to show that all the assumptions of Theorem 2.1 are satisﬁed for the
operators A, A′ deﬁned by (3.1) and (3.5) respectively. Choosing X = ˚W 1m(), L =
C∞0 (), we see that the conditions L ⊂ D(A′), L¯ = X are satisﬁed. It is well known
that the condition (X1) of Section 2 is satisﬁed for X = ˚W 1m() by the duality mapping
J : ˚W 1m() → [ ˚W 1m()]∗. The second condition, (X2), is satisﬁed by the operator
K : ˚W 1m()→ [ ˚W 1m()]∗ deﬁned by
〈Ku,〉 =
∞∑
i=1
1
i2(‖ei‖Lp() + 1)2
∫

uei dx
∫

ei dx, (5.1)
where p = nm
n(m−1)+m, {ei(x)} is a basis of L2() such that {ei} ⊂ C∞0 () and
∫
 ei ·
ej dx = ij . The proof of condition (S+) for the operator A can be found in Theorem
2.1, Section 1 of [13].
Let us prove the desired properties of the operator A′.
Lemma 5.1. Assume that the conditions of Theorem 3.1 are satisﬁed. Then the operator
A′, deﬁned by (3.5), satisﬁes the condition (A′) of the Section 2.
Proof. Taking into account the fact that Eq. (3.10) has only the zero solution in ˚W 12 ()
and Lemma 4.5, we obtain that the equation A′u = 0 has also only the zero solution.
The operator , deﬁned by (3.7), satisﬁes the relevant assumptions of condition (A′)
and we have the following inequality for u ∈ D(A′):
〈(A′ + )u, u〉
∫

{c(1)|∇u|2 − c(2)|u|2} dx + 
∫

|u|2 dx, (5.2)
where the constants c(1), c(2) depend on 1, 2, n. Choosing  = c(1)+c(2), we have that
assumptions (1.11) and (1.12) are hold true. Analogously, we have, for u ∈ D(A′), v ∈
C∞0 (),
〈A′u, u− v〉
∫

{
c(3)|∇u|2 − c(4)
(
|u|2 +
∣∣∣∣vx
∣∣∣∣
2
+ |v|2
)}
dx. (5.3)
By the interpolation inequality,
∫

|u|2 dx2
∫

|∇u|2 dx + C‖u‖2Lm() (5.4)
A.G. Kartsatos et al. / J. Differential Equations 214 (2005) 189–231 223
and by a proper choice of , we obtain, for u ∈ D(A′) ∩ B1(0),
〈A′u, u− v〉  c(5)
∫
|∇u|2 dx − c(6)
[
‖u‖2Lm() +
∫

(∣∣∣∣vx
∣∣∣∣
2
+ |v|2
)
dx
]
 −C(v). (5.5)
The proof of the second inequality in (1.13) is similar. It is therefore omitted.
We now need to prove the fact that the operator T = (A′+)−1 : D()→ ˚W 1m()
is well deﬁned. For v ∈ D(), we let u ∈ ˚W 1m() be the solution of the equation
∑
||,||1
(−1)||D{a(0) (x)Du} + u = v (5.6)
The uniqueness of u follows from Lemma 4.5, and we have the a priori estimate
‖∇u‖Lm′ ()K1‖v‖L nm
n(m−1)+m
(), m
′ = m
m− 1 , (5.7)
where the constant K1 is independent of v. Taking into account the deﬁnitions of the
operators A′,, we obtain (A′ + )u = v. This says u = T v.
From Lemma 4.5, we have the a priori estimate
‖∇u‖Lm()K2‖v‖Lm(). (5.8)
Evidently, Tv = T v for v ∈ D(). Estimate (5.8) and the compactness of the
embedding ˚W 1m() in Lm() imply that the operator T is compact.
It remains to prove the condition (S+)L for the operator A′ +q, for any q ∈ [0, 1].
Let {uj } ⊂ D(A′) be such that uj ⇀ u0 in ˚W 1m(),
lim sup
j→∞
〈A′uj + quj − h, uj 〉0, lim sup
j→∞
〈A′uj + quj − h, v〉 = 0 (5.9)
for some u0 ∈ ˚W 1m(), h ∈ [ ˚W 1m()]∗, and any v ∈ C∞0 (). As in (5.4) and (5.5), we
have
c(7)
∫
|∇uj |2 dx − c(8)‖uj‖2Lm() − 〈h, uj 〉〈A′uj + quj − h, uj 〉. (5.10)
Passing to the limit as j → ∞, we obtain
lim sup
j→∞
‖uj‖ ˚W 12 ()K3. (5.11)
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Thus, the sequence {uj } is bounded in ˚W 12 (). Consequently, we may assume that
there exists u¯ ∈ ˚W 12 () such that uj ⇀ u˜ in ˚W 12 (). By the uniqueness of the weak
limit, we have u˜ = u0, so u0 ∈ ˚W 12 (). Passing to the limit as j → ∞ in the second
equality in (5.9) with v ∈ C∞0 (), we obtain
∫



∑
||,||1
a
(0)
 (x)Du0Dv + qu0v

 dx = 〈h, v〉, (5.12)
which is obviously also true for v ∈ ˚W 12 (). Using the result of Lemma 4.5 and the
representation of the functional h in the dual space [ ˚W 1m()]∗, we obtain the equality
∫



∑
||,||1
a
(0)
 (x)Du¯0Dv + u¯0v

 dx = 〈h, v〉 + (1− q)
∫

u0v dx, (5.13)
where u¯0 ∈ ˚W 1p(), v ∈ ˚W 1p′() and p = min[ mm−1 · 2nn−4 ] for n > 4, p = mm−1 for
n4. From (5.12) and (5.13) we have
∫



∑
||,||1
a
(0)
 (x)D(u0 − u¯0)Dv + (u0 − u¯0)v

 dx = 0, v ∈ ˚W 12 ()
and taking into account the uniqueness of the solution of Eq. (5.6), we have u¯0 = u0 ∈
W 1p(). Repeating this discussion, we obtain after some steps u0 ∈ ˚W 1m′() = D(A′).
Thus, equality (5.12) implies A′u0 + qu0 = h.
Now, we have to prove the strong convergence of {uj } to u0 in ˚W 1m(). It is easy
to see that
lim sup
j→∞
〈A′uj − A′u0 + quj − qu0, uj − u0〉0.
Consequently, lim supj→∞ ‖uj − u0‖W 12 ()0. This proves the strong convergence
uj → u0 and the proof of this lemma is complete. 
Lemma 5.2. Assume that the conditions of Theorem 3.1 are satisﬁed. Then the oper-
ators A and A′ satisfy conditions (	) and (C).
Proof. We shall prove that the set Z
, deﬁned by (1.14), is empty for all sufﬁciently
small 
. Assume that the contrary is true. Then Z
 = ∅ for every 
 > 0. Thus, there
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exist sequences {tj }, {uj } such that
{tj } ⊂ [0, 1], {uj } ⊂ D(A′), 0 < ‖uj‖ ˚W 1m() <
1
j
, tj → t0
and
tjAuj + (1− tj )A′uj = 0. (5.14)
This means that the function uj ∈ ˚W 1m() is the solution of Eq. (4.1) for t = tj .
Therefore, by Theorem 4.1, we have the a priori estimate
‖uj‖C1,()M, (5.15)
where the positive numbers ,M are independent of j. By the compactness of the
embedding C1,(¯) ⊂ C1(¯) and ‖uj‖ ˚W 1m()
1
j
, we get
lim
j→∞‖uj‖C1(¯) = 0. (5.16)
We rewrite Eq. (5.14) in the form
∑
||,||1
∫

{
tj
∫ 1
0
a(x, suj , sDuj ) ds + (1− tj )a(0) (x)
}
DujD dx = 0,
 ∈ ˚W 1m(). (5.17)
From (5.17) with (x) = uj (x), estimate (5.15) and conditions (3.2) and (3.3) we
obtain
‖uj‖ ˚W 12 ()C
(9)‖uj‖L2(), (5.18)
with a positive constant C(9) independent of j. Thus, the sequence vj (x) =
uj (x)/‖uj‖L2() is bounded in ˚W 12 (). Passing to a subsequence, if necessary, we may
assume that vj (x) converges to some function v0(x) weakly in ˚W 12 () and strongly in
L2(). Since ‖vj‖L2() = 1, we have v0 = 0.
Dividing (5.15) by ‖uj‖L2() and then taking the limit as j → ∞, we obtain by
virtue of (5.16)
∑
||,||1
∫

a
(0)
 (x)Dv0(x)D dx = 0,  ∈ ˚W 1m(). (5.19)
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This is true for every  ∈ W 1,20 (), which establishes the fact that v0(x) is a solution
of Eq. (3.10). Since v0 = 0, we obtain a contradiction with the assumption of Theorem
3.1. Consequently, Z
 = ∅, for a sufﬁciently small 
, and the assertion of the lemma
has been proved. 
Lemma 5.3. Assume that the conditions of Theorem 3.1 are satisﬁed. Then the operator
(A′ + )−1 : (A′ + )D(A′)→ ˚W 1m() is bounded.
Proof. Let fj (x), j = 1, . . . ,  be a basis for the space F. The projection  :
W
1,m
0 ()→ F can be deﬁned by
u =
∑
i=1
〈i , u〉fj (x), (5.20)
where j ∈ [W 1,m0 ()]∗ and satisﬁes
〈j , fi〉 = ij , 〈j , r〉 = 0 (5.21)
for i, j = 1, . . . ,  and any function r(x) from R.
Let g = (A′ + )w be a functional in [ ˚W 1m()]∗, for some w ∈ D(A′). Using
the representation of the functional g, we can deﬁne functions g(x) ∈ Lm′(), || =
1,m′ = m
m−1 , such that
〈g,〉 =
∑
||=1
∫

g(x)D(x) dx,  ∈ ˚W 1m() (5.22)
and
∑
||=1
‖g(x)‖Lm′ ()C(10)‖g‖[ ˚W 1m()]∗ . (5.23)
Using these inequalities and Lemma 4.5, we have the estimate
‖w‖
˚W 1
m′ ()
C(11)‖g‖[ ˚W 1m()]∗ . (5.24)
This, along with (5.20), gives
‖(A′ + )−1g‖
˚W 1m()
= ‖w‖
˚W 1m()
C(12) · ‖w‖
˚W 1m()
C(13)‖g‖[ ˚W 1m()]∗ ,
and completes the proof of Lemma 5.3. 
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Proof of Theorem 3.1. We have veriﬁed in this section that the operator A, deﬁned
by (3.1), satisﬁes all the assumptions of Theorem 2.1. Consequently, equality (3.11)
follows from Theorem 2.1. This ends the proof of the Theorem 3.1. 
Remark 5.1. We may change the deﬁnition of the operator  by introducing instead
the operator  via the following, where f(x) ∈ C(¯) and || = 1:
〈u,〉 =
∑
||1
∫

f(x)Du · (x) dx, (5.25)
D() = {u ∈ ˚W 1m(); |D1u| ∈ Lm′()}, m′ =
m
m− 1 . (5.26)
The result of Theorem 3.1 remains true with the new operator  if the following
inequality is satisﬁed:
∑
||,||1
a
(0)
 (x) +
∑
||1
f(x)0
∑
||1
2 (5.27)
for some positive constant . Here, 0 =  for || = 0. The proof of this assertion
coincides with the proof of Theorem 3.1. It is therefore omitted.
6. Bifurcation of solutions of the problem ((1.1), (1.2))
We consider in this section the bifurcation of solutions of the problem ((1.1), (1.2)).
We assume that the functions a(x, ), ||1, satisfy (a1) and following condition:
(a˜2) there exist positive constants 1, 2 such that for all x ∈ ¯,  ∈ Rn+1,  ∈ Rn+1
inequalities (3.3) and
∑
||,||1
a(x, )1(1+ ||)m−2||2 (6.1)
hold true.
We assume the following conditions for the function b(x, ):
(b1) the real valued function b(x, ) is deﬁned for x ∈ ¯,  ∈ Rn+1 satisﬁes b(x, 0) =
0, and is continuously differentiable with respect to x, ;
(b2) there exists a positive constant 3 such that for all x ∈ ¯,  ∈ Rn+1 the inequality
∑
||1
b(x, )(1+ ||)+
n∑
i=1
|bi(x, )|3(1+ ||)m−1 (6.2)
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holds where
b(x, ) = 
b(x, ), bi(x, ) = xi b(x, ).
We introduce the operators B : ˚W 1m() → [ ˚W 1m()]∗, B ′ : ˚W 1m() ⊃ D(B ′) →
[ ˚W 1m()]∗ by
〈Bu,〉 =
∫

b(x, u,D1u)(x) dx (6.3)
〈B ′u,) =
∑
||1
∫

b(x, 0)Du(x) dx (6.4)
with
D(B ′) = {u ∈ ˚W 1m() : |∇u| ∈ Lm′()}, m′ =
m
m− 1 .
Further, the operators A,A′ are deﬁned by equalities (3.1) and (3.5).
Deﬁnition 6.1. A number 0 is called a “bifurcation point” of the equation (A+B)u =
0 (or the problem ((1.1), (1.2))) if for every 
 > 0 there exist u
 and 
 ∈ R such that
Au
 + 
Bu
 = 0, where |
 − 0| < 
, 0 < ‖u
‖ < 
.
Let 0 be a given real number. We assume that, for some 0 > 0, zero is an isolated
critical point of the operator A + B, for every  in the interval (0 − 0, 0 + 0)
(otherwise 0 is a bifurcation point of the problem ((1.1), (1.2))). Taking into account
Theorem 3.1 and Deﬁnition 1.6, we see that the index Ind(A+ B, 0) of the operator
A+ B at zero for |− 0| < 0 is well deﬁned.
Let
i±(0) = lim sup
→0±
Ind(A+ B, 0), i±(0) = lim inf
→0±
Ind(A+ B, 0). (6.5)
Theorem 6.1. Assume that conditions (a1), (a˜2), (b1), (b2) are satisﬁed, and that at
least two of the numbers
Ind(A+ 0B, 0), i−(0), i+(0), i−(0), i+(0) (6.6)
are distinct. Then 0 is a bifurcation point of the problem ((1.1), (1.2)).
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The assertion of Theorem 6.1 follows immediately from Theorem 5.1 of the paper
[7].
We introduce the linearized equation for the problem ((1.1), (1.2)):
∑
||,||1
(−1)||D[a(x, 0)Du] + 
∑
||1
b(x, 0)Du = 0 (6.7)
and deﬁne a pair {0, u0} ∈ R1 × ˚W 12 () to be a “solution” of the problem ((6.7),
(1.2)) if for an arbitrary  ∈ ˚W 12 () the equality
∫



∑
||,||1
a(x, 0)DuD+ 0
∑
||1
b(x, 0)Du

 dx = 0 (6.8)
holds.
Deﬁnition 6.2. A number 0 ∈ R1 is said to be a “characteristic value” of the problem
((6.7), (1.2)) if there exists a solution {0, u0} of this problem such that u0 = 0.
We deﬁne the operator
TB = −(A′)−1B ′ : ˚W 1m() ⊃ D(A′)→ ˚W 1m(). (6.9)
We can verify, as in the proof of Lemma 5.1, that the operator TB is well deﬁned.
We introduce the operator T0 : ˚W 1m() → ˚W 1m() by the equality T0v = u, where
u(x) is the solution of the equation
∑
||,||1
(−1)||D[a(x, 0)Du(x)] +
∑
||1
b(x, 0)Dv(x) = 0. (6.10)
The solvability of Eq. (6.10) in ˚W 1m() follows from Lemma 4.5. As in the proof
of Lemma 5.1, we obtain that T0 is a compact operator. Evidently, TBu = T0u for
u ∈ D(A′).
Deﬁnition 6.3. By the “multiplicity” of the characteristic value 0 of the problem
((6.7), (1.2)) we mean the multiplicity of the characteristic value 0 the operator T0.
Using Lemma 4.5, we can see that the characteristic values of the problem ((6.7),
(1.2)) and the operator T0 coincide.
Lemma 6.1. Assume that the functions a(x, ), b(x, ) satisfy conditions (a1), (a˜2),
(b1), (b2). Let the closed interval [1, 2] contain no characteristic value of the problem
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((6.7), (1.2)). Then there exists a positive number 
, depending only on 1, 2, 3, n,m,
, 1, 2 such that for every  ∈ [1, 2] the boundary value problem ((1.1), (1.2)) has
only the zero solution in the ball B
(0) ⊂ ˚W 1m().
The proof is similar to the that of Lemma 5.2. It is therefore omitted.
Theorem 6.2. Assume that the functions a(x, ), b(x, ) satisfy conditions (a1), (a˜2),
(b1), (b2). A necessary condition that 0 be a bifurcation point of the problem ((1.1),
(1.2)) is that 0 is a characteristic value of the problem ((6.7), (1.2)).
Proof. Assume that 0 is not a characteristic value of the problem ((6.7), (1.2)). We
need to show that 0 is not a bifurcation point of the problem ((1.1), (1.2)). We
know that the characteristic values of the problem ((6.7), (1.2)) and the operator T0
coincide, and that the set of characteristic values of the compact operator T0 is discrete.
Consequently, there exists 1 > 0 such that some interval [0−1, 0+1] contains no
characteristic values of the problem ((6.7), (1.2)). Thus, by Lemma 6.1, there is some
ball B
1(0) ⊂ ˚W 1m() which contains only the zero solution of the boundary value
problem ((1.1), (1.2)) for |− 0|1. This says that 0 is not a bifurcation point of
the problem ((1.1), (1.2)) and completes the proof of Theorem 6.2. 
Theorem 6.3. Assume that the conditions of Theorem 6.2 are satisﬁed, and let 0 be
a characteristic value of the problem ((6.7), (1.2)) of odd multiplicity. Then 0 is a
bifurcation point of the problem ((1.1), (1.2))
Proof. Choose a positive number  such that the interval (0 − , 0 + ) contains
only one characteristic value of the operator T0. Let −, + be arbitrary numbers from
the intervals (0 − , 0), (0, 0 + ), respectively. Using Remark 5.1, we see that
the operators A− = A + −B,A+ = A + +B satisfy all the assumptions on A of
Theorem 2.1 with linearization operators A′ + −B ′, A′ + +B ′ and operators  equal
to −−B ′,−+B ′, respectively. Thus, by this theorem,
Ind(A−, 0) = (−1)− , Ind(A+, 0) = (−1)+ , (6.11)
where ± is the sum of the multiplicities of the characteristic values of the operator
T0 in the interval (0, ±). If 0 is the multiplicity of the characteristic value 0, then
+ = − + 0 and, by Theorem 2.1, we have from (6.11)
Ind(A+ −B, 0) = −Ind(A+ +B, 0) (6.12)
for any − ∈ (0 − , 0), + ∈ (0, 0 + ).
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From (6.12) we obtain
lim
→0−
Ind(A+ B, 0) = − lim
→0+
Ind(A+ B, 0)
and the assertion of Theorem 6.3 follows from Theorem 6.1. 
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