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ABSTRACT
We present a new class of algorithms for solving regularized optimization problems. We derive
these new methods as an extension of regularized dual averaging and analyze their convergence for
convex problems. The new theoretical idea is a more general lower bound on the objective, which
leads to a new class of primal dual subgradient methods. In addition, we argue that this new class of
methods should be effective for non-convex problems with regularization, in particular regularized
neural network training, by drawing comparisonswith existing methods for training quantized neural
networks and citing recent numerical calculations. To conclude, we exhibit a variety of special cases
and compare them with existing methods.
Keywords Convex Optimization · Subgradient Methods · Structured Optimization · Non-smooth
Optimization · Lower Complexity Bounds · Online Optimization · Saddle-Point Problems
1 Introduction
We begin by considering the problem of finding sparse parameters for neural networks and other machine learning
models. In particular, the approach we take to achieve this is motivated by compressed sensing [11]. Consider the
problem
argmin
x
F(x)+λ‖ · ‖1. (1)
We are interested in using the optimization problem (1) to find sparse parameters machine learning models. In this
situation the function F can often only be treated explicitly. In addition, we often only have access to a stochastic
gradient, i.e. a random variable whose expectation is the true gradient [15, 16], and for many problems in deep
learning, an exact optimizer is not desired. This phenomenon is known as early stopping [21, 22, 26]. So our goal
really is to generate sparse iterates which have good generalization error.
A natural starting point for the construction of first-order methods for solving (1) is to consider the continuous sub-
gradient descent dynamics
−dx(t)
dt
∈ ∇F(x(t))+ ∂G(x(t)) (2)
A standard way of discretizing the subgradient descent dynamics (2) if we are constrained to treat F explicitly is the
semi-implicit forward backward scheme (here ∇˜ denotes a sampled gradient)
x
n+ 12
= xn− sn∇˜F(xn)
xn+1 = proxsnλ‖·‖1(xn+ 12 )
(3)
where
proxsλ‖·‖1(y) = argminx
(
λ‖x‖1+ 1
2s
‖x− y‖22
)
=


y−λ s y> λ s
0 |y| ≤ λ s
y+λ s y<−λ s
(4)
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is soft-thresholding with parameter λ s.
This algorithm often fails to generate sparse iterates, since the step size sn (and thus the soft-thresholding parameter)
must be taken very small in order to ensure stability and convergence [24]. In order to deal with this issue for convex
machine learning problems, in [24] the RDA method (which is an extension of the SDA method in [19])
x
n+ 12
=
s√
n
n
∑
i=1
∇˜F(xi)
xn+1 = proxs
√
nλ‖·‖1(xn+ 12 )
(5)
is introduced and it is shown that the RDA method converges for convex problems. Notice that the backward step size
s
√
nλ → ∞, which is the reason why this results in sparse iterates. Furthermore, in [13] it is shown that a properly
modified version of RDA can have success when applied to the training of sparse neural networks.
Our contribution is to introduce the XRDA method, which is a generalization of the RDA method and allows more
precise control over the forward and backward step sizes. A particularly nice special case of the XRDA method is the
‘leap-frog’ scheme
x
n+ 12
= x
n− 12 − sn∇˜F(xn)
xn+1 = proxγnλ‖·‖1(xn+ 12 )
(6)
where γn = ∑
n
i=1 si. Notice that, just as with RDA, the backward step size grows as the sum of the previous forward
step sizes sn. In fact the special case where si =
1√
i
is closely related to RDA. As a result, the soft-thresholding
parameter in our method grows, which leads to sparse iterates. In addition, this special case is closely related to
methods, such as BinaryRelax, which have been used to train quantized neural networks in [8] and [27]. Since these
optimization problems are non-convex, this lends support to the claim that these methods will be useful for non-convex
optimization.
A more general special case of our methods is the ‘averaged leap-frog’ scheme
x
n+ 12
= (1− µn)xn− 12 + µnxn− sn∇˜F(xn)
xn+1 = proxλ γn‖·‖1(xn+ 12 )
(7)
for appropriate choices of γn, 0 ≤ µn ≤ 1 and sn. This class of methods introduces added flexibility which allows
us to control the backward step sizes γn even more precisely. For instance in (6), the backward step size may grow
very large as the iteration progresses. This can potentially lead to numerical inaccuracy if the backward step becomes
extremely large after a large number of iterations. The method (7) is able to deal with this by avoiding the blow-up of
the backward step size.
We consider in this paper the more general composite optimization problem
argmin
x
[ f (x) = F(x)+G(x)] (8)
where F is a convex, Lipschitz function and G is a function for which we can solve a proximal update. Typically,
G(x) = λR(x) would be a regularization with weight λ , e.g. R(x) = ‖x‖1. Another generalization that we make is
to consider versions of our method which are preconditioned by a non-linear map relating the primal and dual spaces
which arises as the gradient of a strongly convex function φ . This framework is common in convex optimization,
where such a function φ is called a mirror function [6, 17].
We derive XRDA as a primal dual subgradient method for problem (8). Primal-dual subgradient methods, for instance
SDA [19], can be derived by considering appropriately averaged lower bounds on the objective function. Our main
new idea is the application of a more general lower bound on the objective of a composite function. This leads to the
derivation of a larger class of methods. We show that the XRDAmethods converge at an optimal black-box complexity
rate [18, 20, 24].
The paper is organized as follows. In the next section, we introduce the basic notation and setup. In the third section,
we introduce the extended regularized dual averaging (XRDA) methods and analyze their convergence for convex
problems. In the fifth section, we analyse a stochastic version of XRDA. Finally, we exhibit a variety of special cases
of the XRDA method and give concluding remarks. In appendices C and D we also derive versions of XRDA for
regularized saddle point problems and online optimization problems.
2
A PREPRINT - MARCH 12, 2020
2 Notation and Setup
In this section, we introduce the basic setting and notation that we will use.
We are interested in first-order methods for optimizing convex functions f on a convex subset A⊂V of a vector space
V , of which solving positive semidefinite linear systems is a special case. A universal issue, which applies to all first-
order methods, including gradient descent, subgradient descent, accelerated gradient descent, and conjugate gradient,
is that gradients and subgradients of the objectives lie naturally in the dual space V ∗, i.e.
∇ f ∈V ∗, ∂ f ⊂V ∗. (9)
Consequently, we must introduce a correspondence between A and the dual space V ∗ on which we will base our
method. This is often done (sometimes implicitly) through the introduction of an inner product, which is equivalent to
a positive definite linear map V ∗ →V . In fact, choosing an appropriate inner product, or equivalently an appropriate
linear map between the tangent and dual tangent space, is known as preconditioning in scientific computing [4, 9, 25].
In convex optimization, the correspondence between A and V ∗ is often chosen to be non-linear, in contrast to methods
for solving linear systems. Now we require that this correspondence be given by the gradient of a differentiable,
strongly convex function φ : A→V ∗, called a mirror function (see [1, 6, 17, 18]). Precisely, we fix a norm ‖ · ‖V on V ,
assume that A⊂V is a closed, convex subset, and require that φ : A→ R be strongly convex with parameter σ , i.e.
φ(αx+(1−α)y)≤ αφ(x)+ (1−α)φ(y)− σ
2
‖x− y‖2V . (10)
Additionally, φ must be differentiable on the interior of A (which we denote Ao), and ∇φ must map the interior of A
surjectively (and injectively due to the strong convexity) onto V ∗, the dual of V .
We can now use ∇φ to move our iterates to the dual space, where we consider the preconditioned gradient flow
dynamics
dx˜
dt
=−∇ f (x), (11)
where here and in what follows we write x˜= ∇φ(x). The discretized version of this equation,
x˜n+1 = x˜n− s∇ f (xn), (12)
is exactly mirror descent [18], which can be thought of as a non-linearly preconditoned version of gradient descent.
Some common choices for φ include φ(x) = 1
2
‖x‖22 andV is Rn with the ‖·‖2-norm or more generally φ(x) = 12〈x,Bx〉.
Both of these choices correspond to linear preconditioners used in scientific computing. Another common choice when
optimizing convex functions over the probability simplex is to choose
φ(x) =
n
∑
i=1
xi log(xi)
as the negative entropy [2, 3, 6, 14, 18], which is strongly convex with respect to the ‖ · ‖1 norm.
Given a mirror function φ , we define, for x ∈ A, y ∈ Ao, the Bregman distance [5] as
Dφ (x,y) = φ(x)−φ(y)−〈∇φ(y),x− y〉. (13)
We note that ∇xDφ (x,y) = ∇φ(x)−∇φ(y) = x˜− y˜. This allows us to write the forward and backward gradient step as
an optimization involving the Bregman distance, as the following lemmas show.
Lemma 1. Suppose that G is a convex function on A and y ∈ Ao. Let x be defined by
x= argmin
z∈A
Dφ (z,y)+ sG(z) (14)
Then x ∈ Ao, and we have
x˜− y˜ ∈ −s∂G(x). (15)
Recall that x˜ = ∇φ(x). The operation in equation (14) is called a mirror-prox update and can be thought of as a
preconditioned backward step. If we set consider a linear function in the above lemma, we obtain the following
special case.
Corollary 1. Let y ∈ Ao and w ∈V ∗. Let x be defined by
x= argmin
z∈A
Dφ (z,y)+ 〈sw,z〉 (16)
Then x ∈ Ao, and
x˜− y˜=−sw (17)
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A typical choice would be w= ∇ f (y), in which case this would correspond to a preconditioned forward step.
For practical implementation, it is important that the mirror-prox optimization problem appearing in Lemma 1 can be
efficiently solved. We note that if φ = 1
2
‖ · ‖22, then two common choices for f are
G(x) = iC(x) =
{
0 if x ∈C
+∞ if x /∈C (18)
in which case the mirror-prox update 14 is a projection onto the setC, and G(x) = ‖x‖1, in which case the mirror-prox
14 update is the well-known soft-thresholding from compressed sensing [10]. Note that solving the backward step 14
is analogous to solving for the next iterate in an implicit Euler scheme.
3 Extended Regularized Dual Averaging
Dual averaging can be derived by averaging a sequence of lower bounds and a corresponding sequence of primal
iterates xi. Specifically, let li(x) be a convex lower bound which satisfies
li(x)≤ f (x), li(xi) = f (xi). (19)
Define, for any si ≥ 0 and Sn = ∑ni=1 si,
Ln(x) = S
−1
n
n
∑
i=1
sili(x)≤ f (x). (20)
Then, as we note in appendix A, the SDA method of Nesterov [19] can be obtained by considering the iteration
xn+1 = argmin
x
(
Ln(x)+ δnDφ (x,x1)
)
(21)
for an appropriate sequence of weights δn.
We now consider methods for solving the composite optimization problem, where f is the sum of two pieces
argmin
x∈A
[ f (x) = F(x)+G(x)]. (22)
Here F is a convex function which is Lipschitz with respect to the norm ‖ ·‖V and G is a convex function for which we
can solve the mirror-prox update (or backward Euler step) (14). As discussed in the previous section, common choices
for G include, for example, the l1-norm (if φ =
1
2
‖x‖22) or the characteristic function of a convex set.
We begin by noting that if gi ∈ ∂F(xi), then
li(z) = F(xi)+ 〈gi,z− xi〉+G(z)≤ f (z). (23)
Averaging these lower bounds and applying equation (21) recovers the RDA method in [24]. The XRDA methods are
obtained by considering the more general lower bound
li(z) = (F(xi)+ 〈gi,z− xi〉)+ qi(G(xi)+ 〈hi,z− xi〉)+ (1− qi)G(z)≤ f (z), (24)
where gi ∈ ∂F(xi), hi ∈ ∂G(xi), and qi ≥ 0 is a parameter. We average these bounds and plug this into the equation
(21) to get
xn+1 = argmin
x
(
n
∑
i=1
sili(x)+αn+1Dφ (x,x1)
)
, (25)
where αn+1 = δn+1Sn. Expanding the lower bound (24), we obtain (setting ti = siqi)
xn+1 = argmin
x
(
n
∑
i=1
〈sigi+ tihi,x〉+αn+1Dφ (x,x1)+ γn+1G(x)
)
(26)
Here γn+1 = ∑
n
i=1(1− qi)si = ∑ni=1(si− ti).
Of course, this is only useful if we can determine an hi ∈ ∂G(xi). To do this, we note that the optimality condition
corresponding to the iteration (26)
hn+1 := γ
−1
n+1
(
αn+1(x˜n+1− x˜1)+
n
∑
i=1
sigi+ tihi
)
∈ ∂G(xn+1), (27)
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provides an element in ∂G(xn+1). Furthermore, the assumption that x1 ∈ argminxG(x) allows us to choose h1 = 0.
Utilizing this choice of hn in (26), we obtain the XRDA method, which can be rewritten as
x˜′n =
(
1− tn
γn
)
x˜
n− 12 +
tn
γn
x˜n
x˜
n+ 12
=
αn
αn+1
x˜′n+
(
1− αn
αn+1
)
x˜1− sngn
x˜n+1 ∈ x˜n+ 12 −
γn+1
αn+1
∂G(xn+1)
(28)
where x 1
2
= x1 and x˜i = ∇φ(xi).
More generally, we can let gi be independent random variables whose expectation satisfy E(gi) ∈ ∂F(xi). Specifically,
let (Σ,F ,P) denote a probability space and define the subgradient sample function (dependent on the function F)
g : V ×Σ → V ∗. Given a point x ∈ V and a random sample ξ ∈ Σ, g returns an unbiased sample of an element in the
subgradient of the objective F at x. Mathematically, this means that we require
Eξ (g(x,ξ )) ∈ ∂F(x). (29)
Using this in place of gi in (28), we obtain the XRDA method
x˜′n =
(
1− tn
γn
)
x˜
n− 12 +
tn
γn
x˜n
x˜
n+ 12
=
αn
αn+1
x˜′n+
(
1− αn
αn+1
)
x˜1− sng(xn,ξn)
x˜n+1 ∈ x˜n+ 12 −
γn+1
αn+1
∂G(xn+1)
(30)
where ξ1, ...,ξn are independent samples from (Σ,F ,P).
Remarkably, the method (30) converges for a fairly wide range of parameter choices. We have the following theorem.
Theorem 1. Assume that F is convex and the gradient samples are bounded by M, i.e. that ‖g(x,ξ )‖V∗ ≤ M. Let
x∗ ∈ argminx f (x). Let xn be determined by (30) with 0 ≤ ti ≤ γi, αi ≤ αi+1, and si+1 ≤ si. Then, if x1 ∈ argminxG(x)
and h1 = 0 (i.e. x 1
2
= x1), we have
E( f (x¯n)− f (x∗))≤ S−1n
(
αnDφ (x
∗,x1)+
M2
2σ
n
∑
i=1
s2i
αi
)
(31)
where Sn = ∑
n
i=1 si and x¯n = S
−1
n ∑
n
i=1 sixi is a weighted average of the iterates with weights si. We also have
E( min
i=1,...,n
f (xi)− f (x∗))≤ S−1n
(
αnDφ (x
∗,x1)+
M2
2σ
n
∑
i=1
s2i
αi
)
(32)
Notice that γ1 is the empty sum and so is 0. This means since 0≤ t1 ≤ γ1 that t1 = 0 as well. We provide the proof of
this result in appendix B.
4 Some Special Cases
Finally, we would like to note a few special cases of the XRDA method.
First, suppose we set αn = 1 and tn = sn−1 for n > 1 (recall that t1 = 0) for some sequence of step sizes sn. We can
easily verify by induction that we then have tn = γn for all n. This means that the method (30) becomes
x˜
n+ 12
= x˜n− sngn
x˜n+1 ∈ x˜n+ 12 − sn∂G(xn+1)
(33)
which is forward-backward subgradient descent with the step sizes sn.
5
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In particular, if φ = 1
2
‖ · ‖22 (the non-preconditioned version), then we just have x˜i = x in the above iteration.
The choice of step size which optimizes the bound from Theorems 1 and 2 sn = O(
1√
n
) which produces an objective
and duality gap convergence rate of O( logn√
n
). Notice that in this case the proximal step size is the same as the forward
step size sn. It was noted in [24] that this can be undesirable in certain practical applications. For example, if G= ‖·‖1,
then this means that the soft-thresholding parameter goes to 0, which leads to poor sparsity of the iterates.
On the other extreme, if we set tn = 0, then x
′
n = xn− 12 and the iteration becomes
αn+1x˜n+ 12
= αnx˜n− 12 +(αn+1−αn)x˜1− sngn
x˜n+1 ∈ x˜n+ 12 −α
−1
n+1
(
n
∑
i=1
si
)
∂G(xn+1)
(34)
If we further set si = 1, αi =O(
√
n) we recover the RDA method presented in [24]. In this case the backward step size
α−1n+1 (∑
n
i=1 si) grows as
√
n. By choosing different values for si and αi, we obtain a variety of other methods for which
the proximal step size grows as
√
n as well. One example which we particularly like (which is obtained by setting
αi = 1) is the ‘leap-frog’ method
x˜
n+ 12
= x˜
n− 12 − sngn
x˜n+1 ∈ x˜n+ 12 −
(
n
∑
i=1
si
)
∂G(xn+1)
(35)
Notice here that the proximal step size grows as the sum of the forward step sizes, which leads to sparse iterates
when G = | · |1. Another important point we want to make is that this leap-frog method is closely related to methods
which have been used for training quantized neural networks [8, 27], where both the objective and the regularizer is
non-convex. This interesting connection provides strong evidence that the XRDA methods will be useful for training
sparse neural networks.
We can also obtain a variety of methods for regularized saddle point problems for which the backward step size grows
as
√
n by choosing different variants of iteration 85.
One more special case which we find interesting is the case where the proximal step is kept constant. This can be
obtained, for example, by setting αi = 1 and tn = sn for all n> 1. We then have γi = s1 and so the method becomes
x˜
n+ 12
=
(
1− sn
s1
)
x˜
n− 12 +
sn
s1
x˜n− sngn
x˜n+1 = x˜n+ 12
− s1∂G(xn+1)
(36)
where the backward step size is fixed at s1 throughout.
We conclude by noting that the proximal step size can be controlled by choosing appropriate values for the parameters
tn. The general method (30) gives us great flexibility in controlling this step size. In particular γn can take any value
in [sn−1,sn−1+ γn−1], and can even be chosen adaptively based on xn−1 (recall that α−1n γn is the proximal step size for
obtaining xn).
5 Conclusion
We have derived and analysed the extended regularized dual averaging (XRDA) methods (30), which are a large class
of methods for solving regularized optimization problems. We derived and analysed the convergence of these methods
for convex composite problems, showing that they extend existing methods in the literature. We propose the use of
these methods for non-convex optimization problems, especially l1-regularized problems for which sparse solutions
are sought. We argue that their similarity to methods for training quanitized neural networks [8, 27] gives evidence
that the XRDA methods should be useful for training neural networks. We also refer to [13] for numerical evidence
showing that RDA [24], which is a special case of XRDA, can be successfully applied to the training of neural networks.
This provides significant evidence that the XRDA methods will be useful for non-convex optimization problems.
The main novelty of these new methods is that we can control the proximal step size, which was not possible with
existing methods and which is important for practical applications where sparsity of the iterates is desired. Besides
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their potential application to non-convex problems, we believe that our methods represent a contribution to the convex
optimization community as well. We say this because, to the best of our knowledge, these methods have not yet
appeared within the convex optimization literature.
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Appendices
A General SDA
We have the following minor generalization of the SDA method in [19].
Lemma 2. Suppose that f is a convex, Lipschitz function with Lipschitz constant M. Let si ≥ 0 be a sequence of
weights and αi ≥ 0 a non-decreasing sequence of parameters (i.e. αi ≤ αi+1). Let x1 be given and define a sequence
of iterates as follows
xn+1 = argmin
x
(
n
∑
i=1
sili(x)+αn+1Dφ (x,x1)
)
, (37)
where li ≤ f is a convex lower bound on f which satifies li(xi) = f (xi). Then we have
f (x¯n)− f (x∗)≤ S−1n
(
αnDφ (x
∗,x1)+
M2
2
n
∑
i=1
s2i
µi
)
(38)
where x¯n = S
−1
n ∑
n
i=1 sixi, Sn = ∑
n
i=1 si, and µi is the strong convexity parameter for the objective
Gi(x) =
i
∑
j=1
s jl j(x)+αiDφ (x,x1) (39)
We remark that by setting our lower bounds li(x) = f (xi)+〈gi,x−xi〉 for gi ∈ ∂ f (xi) recovers the SDA method in [19].
We also remark that the µi in the above lemma is always at least σαi because of the strong convexity of the mirror
function, but may be strictly larger if the objective f is strongly convex (and the lower bounds li are as well), for
instance. In this case we may actually take αi = 0, which results in a convergence rate of O(n
−1).
Proof. By the convexity of f , we have
f (x¯n)≤ S−1n
n
∑
i=1
f (xi). (40)
In addition, by averaging the lower bounds li, we see that
f (z) ≥ S−1n
n
∑
i=1
sili(z) (41)
for every z, in particular z= x∗. Combining this with 40 and recalling our assumption that f (xi) = li(xi) we obtain
f (x¯n)− f (x∗)≤ S−1n
n
∑
i=1
si(li(xi)− li(x∗)) (42)
We proceed to rewrite the above sum as follows
n
∑
i=1
si(li(xi)− li(x∗)) =
n
∑
j=1
s j( f j(xn)− f j(x∗))+
n−1
∑
i=1
i
∑
j=1
s j( f j(xi)− f j(xi+1)) (43)
and consider bounding the sum
i
∑
j=1
s j( f j(xi)− f j(z)) (44)
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We recall that xi is defined by
xi = argmin
x
Fi(x) = argmin
x
(
i−1
∑
j=1
s j f j(x)+αiDφ (x,x1)
)
(45)
so that 0 ∈ ∂Fi(xi).
Now let gi ∈ ∂ li(xi). Since li is a convex lower bound on f which is sharp at xi, gi ∈ ∂ f (xi) and thus ‖gi‖V∗ ≤ M
(because f is Lipschitz).
Note that Gi = Fi+ sili. This implies that sigi ∈ ∂Gi(xi) and the strong convexity of Gi yields
Gi(z)≥ Gi(xi)+ 〈sigi,z− xi〉+ µi
2
‖z− xi‖2V ≥ Gi(xi)−
s2i
2µi
‖gi‖2V∗ (46)
for all z, where the last inequality follows from Cauchy-Schwartz. Expanding out the definition of Gi, we obtain
i
∑
j=1
s j( f j(xi)− f j(z)) ≤ s
2
i
2µi
‖gi‖2V∗ +αiDφ (z,x1)−αiDφ (xi,x1)≤
s2i
2µi
M2+αiDφ (z,x1)−αiDφ (xi,x1) (47)
where the last inequality follows from the bound on gi. Plugging this into equation 43 (setting z= x
∗ and z= xi+1) we
get
n
∑
i=1
si(li(xi)− li(x∗))≤ M
2
2
n
∑
i=1
s2i
µi
+
n
∑
i=2
(αi−1−αi)Dφ (xi,x1)+αnDφ (x∗,x1) (48)
Noting that αi is a non-decreasing sequence and plugging this into equation 42 yields the desired result.
B Proof of Theorem 1
Proof. First consider the case where the subgradients are not sampled stochastically, but are deterministic. We begin
by noting that by convexity we have
f (x¯n)− f (x∗)≤ S−1n
n
∑
i=1
si( f (xi)− f (x∗)) (49)
and since the minimum is smaller than the average we have
min
i=1,...,n
f (xi)− f (x∗)≤ S−1n
n
∑
i=1
si( f (xi)− f (x∗)) (50)
Thus it suffices to prove that
n
∑
i=1
si( f (xi)− f (x∗))≤
(
αnDφ (x
∗,x1)+
M2
2σ
n
∑
i=1
s2i
αi
)
(51)
For this we first use the sub-gradient property (and the assumption that ti ≥ 0) to get
n
∑
i=1
si( f (xi)− f (x∗))≤
n
∑
i=1
〈sigi+ tihi,xi− x∗〉
+
n
∑
i=1
(si− ti)(G(xi)−G(x∗))
(52)
and rewrite the first sum above as
n
∑
i=1
〈sigi+ tihi,xi− x∗〉=
n
∑
i=1
〈sigi+ tihi,xn− x∗〉
+
n−1
∑
i=1
i
∑
j=1
〈s jg j+ t jh j,xi− xi+1〉
(53)
We proceed by bounding the term
i
∑
j=1
〈s jg j+ t jh j,xi− z〉 (54)
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Recall from (26) that xi = argminx fi(x) where
fi(x) =
i−1
∑
j=1
〈s jg j+ t jh j,x〉+αiDφ (x,x1)+ γiG(xi) (55)
The definition of hi ∈ ∂G(xi) given in (27) (note that i= 1 is not a problem since x1 ∈ argminxG(x)) means that
0= αi(∇φ(xi)−∇φ(x1))+ γihi+
i−1
∑
j=1
s jg j+ t jh j (56)
So as long as ti ≤ γi, f ′i defined by
f ′i (x) =
i−1
∑
j=1
〈s jg j+ t jh j,x〉+αiDφ (x,x1)+ (γi− ti)G(xi)+ 〈tihi,x〉 (57)
is a strongly convex functionwith convexity parameterσ (since φ is strongly convexwith parameterσ ) and 0∈ ∂ f ′i (xi).
This implies that (see Lemma 6 in [19])
f ′i (xi)≤ f ′i (z)−
σ
2
‖xi− z‖2V (58)
Adding 〈sigi,xi− z〉 to both sides gives
f ′i (xi)+ 〈sigi,xi− z〉 ≤ f ′i (z)−
(σ
2
‖xi− z‖2V −〈sigi,xi− z〉
)
(59)
Hoelder’s inequality, combined with the Cauchy-Schwartz inequality implies that(σ
2
‖xi− z‖2V −〈sigi,xi− z〉
)
≥−s2i
1
2σ
‖gi‖2V∗
and we get (since gi ∈ ∂F(xi) and so the Lipschitz assumption on F implies ‖gi‖V∗ ≤M)
f ′i (xi)+ 〈sigi,xi− z〉 ≤ f ′i (z)+
M2
2σ
s2i (60)
Expanding the definition of f ′i , we obtain
i
∑
j=1
〈s jg j+ t jh j,xi− z〉 ≤ αi(Dφ (z,x1)−Dφ (xi,x1))
+ (γi− ti)(G(z)−G(xi))+ M
2
2σ
s2i
(61)
Plugging this bound into (53) with z = xi+1 and z = x
∗, recalling that γn = ∑n−1i=1 si− ti, that Dφ (x1,x1) = 0, and that
γ1 = t1 = 0, and rearranging terms, we obtain
n
∑
i=1
〈sigi+ tihi,xi− x∗〉 ≤ αnDφ (x∗,x1)+
n
∑
i=2
(αi−1−αi)Dφ (xi,x1)
+
M2
2σ
n
∑
i=1
s2i
αi
+
n
∑
i=2
(ti− si−1)G(xi)+ (γn− tn)G(x∗)
(62)
Plugging this into (52) and rearranging terms, we obtain
n
∑
i=1
si( f (xi)− f (x∗))≤ αnDφ (x∗,x1)+M
2
2σ
n
∑
i=1
s2i
αi
+
n
∑
i=2
(αi−1−αi)Dφ (xi,x1)
+ s1G(x1)−
n
∑
i=2
(si−1− si)G(xi)− snG(x∗)
(63)
10
A PREPRINT - MARCH 12, 2020
Finally, we use the assumption that αi−1−αi ≤ 0, that si−1− si ≥ 0, and that x1 ∈ argminxG(x) to conclude that
n
∑
i=2
(αi−1−αi)Dφ (xi,x1)≤ 0
and
s1G(x1)−
n
∑
i=2
(si−1− si)G(xi)− snG(x∗)≤ s1(G(x1)−min
x
G(x)) = 0
This yields
n
∑
i=1
si( f (xi)− f (x∗))≤ αnDφ (x∗,x1)+ M
2
2σ
n
∑
i=1
s2i
αi
(64)
which completes the proof in the deterministic case.
Now suppose that the subgradients are stochastic. Taking the expectation of equations (49) and (50), we see that it
suffices to prove that
E
(
n
∑
i=1
si( f (xi)− f (x∗))
)
≤
(
αnDφ (x
∗,x1)+
M2
2σ
n
∑
i=1
s2i
αi
)
(65)
Using the assumption that Eξi(g(xi,ξi)) ∈ ∂ f (xi), the fact that xi only depends on ξ1, ...,ξi−1, and the assumption that
ti ≥ 0, we see that
E
(
n
∑
i=1
si( f (xi)− f (x∗))
)
=
n
∑
i=1
Eξ1,...,ξi−1(si( f (xi)− f (x∗)))
≤
n
∑
i=1
Eξ1,...,ξi−1(〈siEξi(g(xi,ξi))+ tihi,xi− x∗〉)
+
n
∑
i=1
Eξ1,...,ξi−1((si− ti)(G(xi)−G(x∗)))
(66)
Since hi and xi are independent of ξi, we can pull the Eξi out of the inner product above and the left hand side simply
becomes
E
(
n
∑
i=1
〈si(g(xi,ξi))+ tihi,xi− x∗〉+
n
∑
i=1
(si− ti)(G(xi)−G(x∗))
)
(67)
We now bound the term inside the expectation exactly as before to obtain
n
∑
i=1
〈siEξi(g(xi,ξi))+ tihi,xi− x∗〉+
n
∑
i=1
(si− ti)(G(xi)−G(x∗))≤
αnDφ (x
∗,x1)+
M2
2σ
n
∑
i=1
s2i
αi
(68)
Combining this with (67) and (66), we get
E
(
n
∑
i=1
si( f (xi)− f (x∗))
)
≤
(
αnDφ (x
∗,x1)+
M2
2σ
n
∑
i=1
s2i
αi
)
(69)
which completes the proof.
C Saddle Point Problems
In this section we consider the application of dual averaging to convex-concave saddle point problems and derive
XRDAmethods for regularized convex-concave saddle point problems. We begin by deriving a dual averagingmethod
for convex-concave saddle point problems first presented in [19]
min
x
max
y
h(x,y) (70)
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where h(·,y) is convex for every y and h(x, ·) is concave for every x. The goal is to find a saddle point (x∗,y∗) such that
y∗ = argmaxy h(x∗,y) and x∗ = argminx h(x,y∗). In this work we measure the ‘quality’ of an iterate (xn,yn) using the
duality gap
L(xn,yn) = h(xn,y
∗)− h(x∗,yn) = (h(xn,y∗)− h(x∗,y∗))+ (h(x∗,y∗)− h(x∗,yn)) (71)
and our goal will be to construct a sequence of iterates such that L(xn,yn)→ 0 as n→ ∞.
We suppose that for given iterates (xi,yi), we can obtain an element of the subgradient g
x
i ∈ ∂xh(xi,yi) and an element
of the supergradient (see [23]) g
y
i ∈ ∂yh(xi,yi). This gives us the bounds
h(x,yi)≥ h(xi,yi)+ 〈gxi ,x− xi〉 (72)
and
h(xi,y)≤ h(xi,yi)+ 〈gyi ,y− yi〉 (73)
Combining this, we obtain
h(xi,y)≤ h(x,yi)+ 〈gyi ,y− yi〉+ 〈gxi ,xi− x〉 (74)
for all x and y. If we introduce weights si and consider the primal and dual averages
x¯n = S
−1
n
n
∑
i=1
sixi, y¯n = S
−1
n
n
∑
i=1
siyi (75)
(as usual Sn = ∑
n
i=1 si) then convexity and concavity imply
h(x¯n,y)≤ S−1n
n
∑
i=1
sih(xi,y), h(x, y¯n)≥ S−1n
n
∑
i=1
sih(x,yi) (76)
for all x and y. Taking the corresponding average of equation (74) and using the above inequalities yields
h(x¯n,y)≤ h(x, y¯n)+ S−1n
n
∑
i=1
[〈sigyi ,y− yi〉+ 〈sigxi ,xi− x〉] (77)
Plugging in x= x∗ and y= y∗, we obtain the following bound on the duality gap
L(x¯n, y¯n)≤ S−1n
n
∑
i=1
〈−sigyi ,yi− y∗〉+ S−1n
n
∑
i=1
〈sigxi ,xi− x∗〉 (78)
We can now apply the iteration (37) to the xi and yi individually to get
xn+1 = argmin
x
(
n
∑
i=1
〈sigxi ,x〉+αxn+1Dφ (x,x1)
)
, yn+1 = argmin
y
(
n
∑
i=1
〈−sigyi ,y〉+αyn+1Dφ (y,y1)
)
(79)
where the αi parameters can be different for the x and y, but the step sizes si must be the same. This method attains
the same convergence rate as the SDA method, as was first shown in [19].
Lemma 3. Assume that h(·,y) is Mx-Lipschitz for every y and h(x, ·) is My-Lipschitz for every x. Suppose the iterates
xi and yi are given by 79 with α
x
n+1 ≥ αxn ≥ 0 and αyn+1 ≥ αyn ≥ 0. Then
L(x¯n, y¯n)≤ S−1n
(
αxnDφ (x
∗,x1)+
M2x
2σ
n
∑
i=1
s2i
αxi
)
+ S−1n
(
αynDφ (y
∗,y1)+
M2y
2σ
n
∑
i=1
s2i
α
y
i
)
(80)
where Sn = ∑
n
i=1 si and x¯n = S
−1
n ∑
n
i=1 sixi and y¯n = S
−1
n ∑
n
i=1 siyi are the averages of xi and yi with weights si.
We remark that one can replace the upper and lower bounds in equations 72 and 73 by more general convex (or
concave) bounds which are sharp at each xi or yi. This allows one to derive more general methods, for instance in the
strongly convex case, in a manner similar to Lemma 2.
We now turn our attention to regularized saddle point problems, by which we mean problems of the form
min
x
max
y
[h(x,y) = Gx(x)+H(x,y)−Gy(y)] (81)
where Gx and Gy are convex regularizers for which we can efficiently solve the proximal update 14. We briefly remind
the reader that common choices for Gx and Gy include the l1-norm (if φ =
1
2
‖x‖22) or the characteristic function of a
convex set.
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Our derivation begins by modifying the bounds 72 and 73 as follows
h(x,yi)≥ H(xi,yi)+ 〈gxi ,x− xi〉+Gx(x)−Gy(yi) (82)
and
h(xi,y)≤ H(xi,yi)+ 〈gyi ,y− yi〉−Gy(y)+Gx(xi) (83)
where now gxi ∈ ∂xH(xi,yi) and gyi ∈ ∂yH(xi,yi). Averaging the iterates xi and yi and following exactly the same
argument as before, we obtain the following bound on the duality gap
L(x¯n, y¯n)≤ S−1n
n
∑
i=1
[〈−sigyi ,yi− y∗〉+ si(Gx(xi)−Gx(x∗))]+ S−1n
n
∑
i=1
[〈sigxi ,xi− x∗〉+ si(Gy(yi)−Gy(y∗))] (84)
One can now apply the RDA iteration in [24] to each of the xi and yi separately. In addition, we can generalize this
in the same way we did in the previous section, which results in the iteration 26, or equivalentely 30, applied to the yi
and xi separately
x′n = argmin
x
(
txn
γxn
〈∇φ(x
n− 12 )−∇φ(xn),x〉+Dφ (x,xn− 12 )
)
x
n+ 12
= argmin
x
〈sngxn,x〉+αnDφ (x,x′n)+ (αxn+1−αxn)Dφ (x,x1)
xn+1 = argmin
x
γxn+1G(x)+α
x
n+1Dφ (x,xn+ 12
)
(85)
where γxn = ∑
n
i=1(si− txi ) and similarly for the yi. Note that the step size si must be the same for both the xi and yi, but
the parameters ti and αi (and thus also γi) can differ. This method achieves the same convergence rate as the XRDA
methods for minimization problems under the same restrictions on the parameters.
Theorem 2. Suppose the regularized saddle point problem 81 satisfies H(·,y) is Mx-Lipschitz for every y and H(x, ·)
is My-Lipschitz for every x. Let xi and yi be given by the iteration 85 with 0 ≤ txi ≤ γxi , αxi ≤ αxi+1 (similarly for the
y-parameters), and si ≥ si+1. Then if x1 ∈ argminxGx(x), y1 ∈ argminyGy(y) and x 1
2
= x1 and y 1
2
= y1, we have
L(x¯n, y¯n)≤ S−1n
(
αxnDφ (x
∗,x1)+
M2x
2σ
n
∑
i=1
s2i
αxi
)
+ S−1n
(
αynDφ (y
∗,y1)+
M2y
2σ
n
∑
i=1
s2i
αyi
)
(86)
where Sn = ∑
n
i=1 si and x¯n = S
−1
n ∑
n
i=1 sixi and y¯n = S
−1
n ∑
n
i=1 siyi are the averages of xi and yi with weights si.
Note that the convergence rate only depends on the Lipschitz constants of H(x,y) and not on the regularizers Gx and
Gy, just like in the previous section. This is what we gain by taking backward steps for Gx and Gy.
Proof. Using the notation of the formulation 26, we have the following bounds for every 0≤ qxi ,qyi
h(x,yi)≥ H(xi,yi)+ qxiGx(xi)+ 〈gxi + qxi hxi ,x− xi〉+(1− qxi )Gx(x)−Gy(yi) (87)
and
h(xi,y)≤ H(xi,yi)− qyiGy(yi)+ 〈−gyi + qyi hyi ,yi− y〉− (1− qyi )Gy(y)+Gx(xi) (88)
where h
y
i ∈ ∂Gy(yi) and hxi ∈ ∂Gx(xi) are determined in the same way as in 26. Combining these two bounds, we
obtain
h(xi,y)≤ h(x,yi)+ (1− qxi )Gx(xi)+ (1− qyi )Gy(yi)+ 〈gxi + qxi hxi ,xi− x〉+ 〈−gyi + qyi hyi ,yi− y〉 (89)
for every x and y. We now average the xi and yi with weights si.
x¯n = S
−1
n
n
∑
i=1
sixi, y¯n = S
−1
n
n
∑
i=1
siyi (90)
Since h is a convex-concave function, we have the bounds
h(x¯n,y)≤ S−1n
n
∑
i=1
sih(xi,y), h(x, y¯n)≥ S−1n
n
∑
i=1
sih(x,yi) (91)
where again Sn = ∑
n
i=1 si. Averaging equation 89 with weights si and utilizing the above bound, we obtain
h(x¯n,y)≤ h(x, y¯n)+ S−1n
(
n
∑
i=1
(si− txi )Gx(xi)+ (si− tyi )Gy(yi)+ 〈sigxi + txi hxi ,xi− x〉+ 〈−sigyi + tyi hyi ,yi− y〉
)
(92)
Plugging in x= x∗ and y= y∗ we obtain the bound
L(x¯n, y¯n)≤ S−1n
(
n
∑
i=1
[〈sigxi + txi hxi ,xi− x〉+(si− txi )Gx(xi)]+
n
∑
i=1
[〈−sigyi + tyi hyi ,yi− y〉+(si− tyi )Gy(yi)]
)
(93)
we now bound each of the sums in the above bound using the exact same argument as in the proof of Theorem 1 to
complete the proof.
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D Online XRDA
Finally, we introduce an online version of the XRDA methods. We begin by briefly recalling the setting of regularized
online optimization (see [7, 24, 28] for more details).
In the online setting, we observe a sequence of objective functions fi. We generate iterates xi based on the observed
functions fi with the goal of minimizing the regret R(x,z
∗) where
R(x1, ...,xn,z) =
n
∑
i=1
( fi(xi)− fi(z)) (94)
and z∗ ∈ argminz
n
∑
i=1
fi(z). Notice the point z is fixed in hindsight while the xi vary.
In the setting of regularized online optimization, we decompose fi as
fi(x) = Fi(x)+G(x) (95)
where G(x) is a fixed regularizing term and the Fi are unknown beforehand. It is known that if G = 0 and the Fi
are convex, Lipschitz functions, then a regret which is O(
√
n) is optimal from the black-box point of view [12, 28].
Additionally, if G is simple, i.e. we can efficiently solve for proximal step for G, then in [24] a method obtaining a
regret of O(
√
n) is given.
The XRDAmethods generalize the regularized dual averagingmethod in [24]. For online problems, we must set si = 1
in the method (30) to get
xn+1 = argmin
x
(
n
∑
i=1
〈gi+ tihi,x〉+αn+1Dφ (x,x1)+ γn+1G(x)
)
(96)
or, in equivalent forward-backward form
x′n = argmin
x
(
tn
γn
〈∇φ(x
n− 12 )−∇φ(xn),x〉+Dφ (x,xn− 12 )
)
x
n+ 12
= argmin
x
〈gn,x〉+αnDφ (x,x′n)+ (αn+1−αn)Dφ (x,x1)
xn+1 = argmin
x
γn+1G(x)+αn+1Dφ (x,xn+ 12
)
(97)
where gi ∈ ∂Fi(xi), γn+1 = ∑ni=1(1− ti) and x 1
2
= x1.
We have the following regret bounds for the online XRDA methods.
Theorem 3. Assume that the Fi are convex and Lipschitz with parameter M. Let xi be determined by (97) with
0≤ ti ≤ γi, αi ≤ αi+1, and x1 ∈ argminxG(x). Then for any z ∈V, we have
R(x1, ...,xn,z)≤ αnDφ (z,x1)+ M
2
2σ
n
∑
i=1
1
αi
(98)
Proof. We use the sugradient property to bound the regret as
R(x1, ...,xn,z) =
n
∑
i=1
( fi(xi)− fi(z)) ≤
n
∑
i=1
〈gi+ tihi,xi− x∗〉
+
n
∑
i=1
(1− ti)(G(xi)−G(x∗))
(99)
We now use the exact same argument as in the proof of Theorem 1, with si = 1 to bound the right hand side by
αnDφ (z,x1)+
M2
2σ
n
∑
i=1
1
αi
(100)
which completes the proof.
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