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ABSTRACT
Large-scale inhomogeneities and anisotropies are modeled using the Long Wavelength
Iteration Scheme. In this scheme solutions are obtained as expansions in spatial gradients,
which are taken to be small. It is shown that the choice of foliation for spacetime can make
the iteration scheme more effective in two respects: (i) the shift vector can be chosen so
as to dilute the effect of anisotropy on the late-time value of the extrinsic curvature of the
spacelike hypersurfaces of the foliation; and (ii) pure gauge solutions present in a similar
calculation using the synchronous gauge vanish when the spacelike hypersurfaces have
extrinsic curvature with constant trace. We furthermore verify the main conclusion of the
synchronous gauge calculation which is large-scale inhomogeneity decays if the matter—
considered to be that of a perfect-fluid with a barotropic equation of state—violates the
strong-energy condition. Finally, we obtain the solution for the lapse function and discuss
its late-time behaviour. It is found that the lapse function is well-behaved when the matter
violates the strong energy condition.
PACS numbers: 04.50.+h, 98.80.H
∗E-mail: comer@newton.slu.edu
1. Introduction
The long wavelength iteration scheme [1,2,3] has been used to model analytically
cosmologies with large scale inhomogeneity. This scheme was first introduced by Lifschitz
and Khalatnikov (see [4] and references therein). A similar scheme has been used by
Salopek, Stewart, and collaborators [5] in their analysis of the Hamilton-Jacobi equation
for general relativity. It has also been applied to Brans-Dicke theory [6] and the more
general scalar-tensor gravity [7]. The essential part of the long wavelength iteration scheme
is spatial gradients are considered to be small. Therefore, the scheme immediately suffers
from the fact that there is no absolute space, and hence no absolute notion of spatial
gradient, large or small. We circumvent this difficulty by using the 3+1 formalism to
perform our calculations (see York [8] for an excellent review). The technical problems
associated with the lack of an absolute space are overcome by introducing a foliation of
spacetime, and hence a notion of time and the flow of time. But furthermore, we will see
that the 3+1 formalism can also make the long wavelength iteration scheme more effective
at producing inhomogeneous and anisotropic cosmological models.
Refs. [1,2,3] solve a first-order (i.e., one time derivative) form of the field equations
where the synchronous gauge is imposed. In the language of the 3+1 formalism, the
synchronous gauge sets the shift vector to zero and the lapse function to one. But the
immediate simplification this gauge choice obtains, in making the field equations less com-
plicated by having fewer fields to worry about, does not necessarily make the calculations
less complicated (see, for instance, Piran [9], Smarr and York [10], or Hawking and Ellis
[11]). For instance, it will be shown below that the shift vector can be used to exponentially
damp (in time) the influence of anisotropy on the value of the extrinsic curvature of the
spacelike leaves of the foliation. This can be significant because in the synchronous gauge
approach obtaining the three-metric of the spacelike slices of the foliation when anisotropy
is present is complicated and was only treated as a linear perturbation during the iterative
part of the calculations.
The most important difference between the formulation used here and that of Ref.
[1] is in the choice of lapse function: we will use a lapse function such that the trace of
1
the extrinsic curvature, K, of each spacelike slice associated with the foliation is constant.
The value of K will change from one slice to the next, and is thus a function of time,
i.e., K = k(t). (The trace can even be taken to be the time itself [12], which is known as
‘York time.’) The K = k(t) slicing condition is used because it ensures better than the
synchronous gauge that calculated inhomogeneity is physical [12,13,14], and not merely an
artifact of embedding unnecessarily distorted spacelike slices into an otherwise homoge-
neous spacetime. Indeed, it will be seen below that pure gauge solutions appearing in the
results of Comer et al. [1] do not show up here. However, we do find their other solutions
and thus confirm the physical origin of the inhomogeneity they calculate. Furthermore,
we also confirm their main conclusion, which is long wavelength inhomogeneity grows or
decays, depending on the choice of the equation of state for the matter. In particular, the
inhomogeneity decays when the matter is ‘inflationary’ (i.e., it violates the strong energy
condition [11]).
It must be stated now that we do not solve the 3+1 form of the field equations as an
initial-value problem. That is, no explicit attempt is made to solve first the constraints—
so as to isolate the true degrees of freedom, whose initial values make up the initial data
set—and then use the remaining field equations to evolve the initial data set forward in
time. Here expansions in terms of spatial gradients of a “seed” metric are made for the
three-metric of the spacelike slices and matter variables. The zeroth-order term in an
expansion contains no spatial gradients, the second-order term, which is next, contains
two spatial derivatives, the fourth-order has four, and so on. (We shall demonstrate that
the lapse function, but not the shift vector, must also be expanded in this way.) The
coefficients in the expansions are constructed so that the constraints, as well as the other
equations, are satisfied order-by-order. In this context, the initial-value problem becomes
just a different way of solving the field equations; however, we will discuss it briefly in the
concluding section.
Building a slicing of spacetime based on keeping the trace of the extrinsic curvature
constant has now a long history, beginning with the maximal slicing condition of Lich-
nerowicz [15]. Since then much work has been done to determine when the K = k(t)
condition may be used, for instance, in the context of homogeneous cosmology (see Ryan
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and Shepley [16] for a review) or vacuum, asymptotically flat spacetimes with no restric-
tion to homogeneity [17]. Goddard [18] has even shown for closed universes that if one
K = k(t) slice exists, and the strong energy condition is satisfied, then the K = k(t)
condition may be applied through the whole spacetime. More recently, Goldwirth and
Piran [19] demonstrated numerically that the K = k(t) slicing condition breaks down for
closed, inhomogeneous universes having ‘inflationary’ matter. What they find is one can-
not prescribe a k(t) which is a monotonic function of time and simultaneously construct
an acceptable lapse function. However, they were able to use K = k(t) for open universes,
even during inflation, with no problems. As for the present work, there are no difficulties
with using the K = k(t) slicing condition when the matter is ‘inflationary.’ We can specify
a monotonic k(t) and still get an acceptable solution for the lapse function (in the sense
that it remains positive for all time). On the other hand, when the matter satisfies the
strong energy condition, caution must be exercised in the use of K = k(t), especially when
the higher-order terms in the lapse function become comparable to the zeroth-order term.
In Sec. 2 we give the 3+1 form of the field equations and set the bulk of the notation.
In Sec. 3 we discuss in general terms (i.e., for arbitrary lapse function and shift vector)
the long wavelength approximation [20]. In Sec. 4, we discuss the zeroth-, second-, and
fourth-order equations and solutions for K = k(t) hypersurfaces. In Sec. 5, we write the
solution for the lapse function, good to fourth-order in spatial gradients, and discuss how it
behaves at late times. In Sec. 6, we offer some concluding remarks. Finally, some formulas
used to construct the second- and fourth-order equations are listed in Appendix A and the
method through which the zeroth-order solution for the extrinsic curvature is obtained is
given in Appendix B. We will use units throughout such that G = c = 1 as well as ‘MTW’
conventions (see Ref. [21]).
2. The 3+1 Decomposition and Field Equations
The notion of ‘time’ in the 3+1 formalism enters via a scalar function t = t(xµ), µ =
0, 1, 2, 3, whose level surfaces are spacelike. The flow of time is introduced via a vector tµ,
which can be either timelike or spacelike. The vector which is perpendicular to the level
surfaces of t(xµ) is nµ = −N∇µt, where the lapse function N ensures that nνnν = −1.
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The vector tµ is not parallel to nµ but has the form
tν =
(⊥νµ −nνnµ) tµ ≡ Nν +Nnν , (1)
where ⊥νµ= δνµ+nνnµ is the ‘projection-operator’ that projects spacetime tensors into the
level surfaces obtained from t(xµ) and Nµ is the shift vector (nνN
ν = 0). From Eq. (1), it
is seen that N must always remain positive, otherwise there would exist spacetime points
where tµ would be parallel to the spacelike leaves of the foliation [10]. It must also be
emphasized that the lapse function and shift vector are arbitrary in the sense that the four
independent functions associated with them are not determined by the field equations but
instead must be specified by hand.
From here on out it will be assumed that a local coordinate system xµ = (x0, xi)
exists, where the xi, i = 1, 2, 3, are the coordinates of the spacelike slices associated with
the foliation and we take t = x0. With respect to these coordinates Nµ = (0, N i), and the
line interval can be written
ds2 = −(N2 −N iNi)dt2 + 2Nidxidt+ γijdxidxj , (2)
where γij = gij and Ni = γijN
j . The spatial covariant derivative compatible with γij is
denoted D˜i.
The 3+1 field equations consist of four constraint equations and twelve evolution
equations (see Ref. [8] for more discussion). They contain terms with only one time
derivative because γ˙ij (where a dot overscript ‘˙’ means ∂/∂t) is replaced by the extrinsic
curvature, whose spatial components Kij are obtained from [22]
Kij = −1
2
⊥σi ⊥τj ∇σnτ =
1
2
N−1
[
D˜iNj + D˜jNi − γ˙ij
]
. (3)
The inverted form of Eq. (3) thus represents six of the evolution equations (for γij). The
other evolution equations, and the constraints, result from projecting the free indices of
the Einstein equations into and out of the spacelike slices of the foliation. The three inde-
pendent projections of the stress-energy tensor Tµν define an energy density ρ ≡ nµnνTµν ,
a three-current Ji ≡ −nν ⊥σi Tνσ, and spatial stress tensor Sij ≡⊥σi ⊥τj Tστ . The 3+1
equations are
16πρ = R˜ −KijKji +K2 , (4)
4
8πJi = D˜j
(
Kji −Kδji
)
, (5)
8πSji = R˜ji +N−1
(
KjkD˜iN
k −Kki D˜kN j
)
+KKji −N−1K˙ji−
N−1D˜iD˜
jN +N−1NkD˜kK
j
i − 4π(ρ− S)δji , (6)
and
γ˙ij = D˜iNj + D˜jNi − 2NKij , (7)
where R˜ij is the three-dimensional Ricci tensor formed from γij, R˜ = γ
ijR˜ij is its associated
Ricci scalar, and S ≡ γijSij . Note that Eq. (6) is the trace free form of ⊥σi ⊥τj Gστ = 8πSij,
the removed trace being
K˙ = 4πN (ρ+ S) +N iD˜iK +NKjiKij − D˜iD˜iN . (8)
Lastly, the evolution equation for the determinant of the three-metric γ (which will be
used below) is
γ˙ = 2γ
(
D˜iN
i −NK
)
. (9)
The field equations for a perfect fluid are ∇νT νµ = 0. The independent projections of
the free index gives
ρ˙+ND˜iJ i = N
(
KijSji +Kρ
)
− 2J iD˜iN +N iD˜iρ (10)
and
J˙ i +ND˜jSij = N
(
2KijJ j +KJ i
)− SijD˜jN − ρD˜iN +N jD˜jJ i − J jD˜jN i , (11)
where ρ, J i and Sij are obtained from the projections of the perfect fluid stress-energy
tensor
Tµν = (ρ
∗ + p∗)uµuν + p
∗gµν . (12)
The fluid four-velocity uµ has the normalization uµuµ = −1 and the pressure p∗ is related
to the energy density ρ∗ via the equation of state p∗ = (Γ− 1) ρ∗, where 0 ≤ Γ ≤ 2.
Letting u˜i represent the projection of the four-velocity into the slices of the foliation, i.e.,
u˜i =⊥iσ uσ, and |u˜|2 ≡ u˜i u˜i, then
ρ = ρ∗
(
1 + Γ|u˜|2) , (13)
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Ji = ±Γρ∗
√
1 + |u˜|2 u˜i , (14)
and
Sij = Γρ∗ u˜i u˜j + (Γ− 1) ρ∗γij . (15)
3. The Long Wavelength Approximation
In this section we invoke the long wavelength approximation, where spatial gradients
are neglected entirely. These solutions are accurate representations of cosmologies wherein
deviation from perfect homogeneity occurs on scales bigger than the co-moving Hubble
length (see Tomita [20], and also Ref. [1], for more discussion). It will be seen that one
can extract a significant amount of information about the solutions before any assump-
tions about the lapse function are made and without setting the shift vector to zero. In
particular, since the lapse function and shift vector are specified freely, there is no a priori
reason for their spatial gradients to vanish.
The long wavelength equations are
16πρ0 ≈ −(0)Kij (0)Kji + (0)K2 , (16)
8π (0)Ji ≈ 0 , (17)
and
8π(0)Sji ≈ N−1
(
(0)KjkD˜iN
k − (0)Kki D˜kN j
)
+ (0)K (0)Kji −N−1 (0)K˙ji−
N−1D˜iD˜
jN − 4π(ρ0 − (0)S)δji , (18)
where a ‘0’ left-superscript (or right-subscript) on any quantity signifies it is zeroth-order in
spatial gradients. The equations for γ˙ij and γ˙ do not change their form from the relations
given in the last section; however, that for K˙ does change to
(0)K˙ ≈ 4πN
(
ρ0 +
(0)S
)
+N (0)Kji
(0)Kij − D˜iD˜iN . (19)
The stress-energy divergence equations become, by forcing Eq. (17) to hold on each space-
like slice (which means taking (0)u˜i ≈ 0 at all times),
ρ˙0 ≈ N
(
(0)Kij
(0)Sji + (0)K ρ0
)
(20)
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and
0 ≈
(
(0)Sji + ρ0δji
)
D˜jN . (21)
Two immediate conclusions follow from Eqs. (20) and (21): using the evolution
equation for γ, then it can be obtained from Eq. (20) that
ρ0
(0)γΓ/2 ≈ C exp
(
Γ
∫ t
t0
dt˜ D˜iN
i
)
, (22)
where C depends only on xi. Eq. (21) says that D˜iN ≈ 0 whenever the combination
(0)Sji + ρ0δji is not zero. (For a perfect fluid with the equation of state used here, the
combination is zero only when Γ = 0.) Hence, even though the lapse function is in principle
freely specifiable, consistency of the long wavelength approximation demands that it have
a small spatial gradient.
The remaining equations (18) and (7) are to be solved, respectively, to obtain (0)Kji
and then (0)γij . Finding
(0)Kji requires a rewriting of Eq. (18). This is accomplished
by using Eq. (16), and the fact that D˜iN and the three-velocity are both zero at this
order. Also letting (0)Kji ≡
√
(0)γ
[
(0)Kji − 13 (0)Kδji
]
, which is the trace-free part of (0)Kji
(modulo the
√
(0)γ factor), then Eq. (18) becomes
(0)K˙ji −LN(0)Kji ≈ 0 , (23)
where LN(0)Kji is the Lie derivative with respect to N i, i.e., ignoring spatial gradients of
the extrinsic curvature and the three-metric,
LN(0)Kji ≈
(
D˜kN
k
)
(0)Kji +
(
δjl D˜iN
k − δki D˜lN j
)
(0)Klk . (24)
In order to solve Eq. (23), it is convenient to interpret it as a linear vector equation (with
the vector K being formed out of the components of (0)Kji ), i.e.,
K˙−
(
D˜kN
k
)
K−MK ≈ 0 , (25)
where
K = [(0)K11 (0)K12 (0)K13 (0)K21 (0)K22 (0)K23 (0)K32 (0)K32 (0)K33]T (26)
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and
M =


0 a4 a7 −a2 0 0 −a3 0 0
a2 a5 − a1 a8 0 −a2 0 0 −a3 0
a3 a6 a9 − a1 0 0 −a2 0 0 −a3
−a4 0 0 a1 − a5 a4 a7 −a6 0 0
0 −a4 0 a2 0 a8 0 −a6 0
0 0 −a4 a3 a6 a9 − a5 0 0 −a6
−a7 0 0 −a8 0 0 a1 − a9 a4 a7
0 −a7 0 0 −a8 0 a2 a5 − a9 a8
0 0 −a7 0 0 −a8 a3 a6 0


,
(27)
with a1 = D˜1N
1, a2 = D˜2N
1, a3 = D˜3N
1, a4 = D˜1N
2, a5 = D˜2N
2, a6 = D˜3N
2,
a7 = D˜1N
3, a8 = D˜2N
3, and a9 = D˜3N
3. One can quickly verify that TrM = 0.
Therefore, the eigenvalues of M must add up to zero.
Even though Eq. (25) is linear in the extrinsic curvature, solving it for a general
shift vector is a daunting linear algebra eigenvalue problem, further complicated by the
time dependence in the matrix M. We will simplify the problem by using the freedom to
specify, by hand, the shift vector and assume that its spatial gradient is time-independent.
Nevertheless, finding the eigenvalues of the matrix M still means solving a ninth-order
polynomial equation. Fortunately, a lot of progress can be made even without knowing
explicitly the eigenvalues. By following the procedure outlined in Appendix B, then it can
be shown that
(0)Kji = exp
[(
D˜kN
k
)
t
]
Gji . (28)
The tensor Gji (xk, t) is the analog of the so-called anisotropy matrix obtained in the syn-
chronous gauge calculations of Ref. [1]. The big difference between our result and that
of Ref. [1] is the anisotropy matrix of Ref. [1] is independent of time whereas Gji has
an exponential time dependence. (Clearly, Gji becomes time-independent when the shift
vector is zero.) Hence, we see explicitly that one can artificially remove or enhance the
anisotropy coming from Gji , depending on what choice is made for the shift vector. More
to the point, let us consider the simplified example where only a1, a5, and a9 are non-zero,
with a1 = a5 = a9 < 0. Then it is easy to see that
(0)Kji decays to zero exponentially with
time. Hence, as t increases, it will quickly be the case that
(0)Kji =
1
3
(0)Kδji . (29)
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The last item for this section is to determine (0)γij . Since we have seen how to use
the shift vector to reduce the effect of Gji (xk, t) on (0)Kji , we will henceforth set both N i
and Gji to zero for the rest of this work. Eq. (29) thus becomes the zeroth-order solution
for the extrinsic curvature. From Eqs. (7), (9), and (29) it follows that
(0)γij =
(0)γ1/3hij , h
jkhki = δ
j
i , (30)
where hij depends only on x
i and is the so-called “seed” metric mentioned in the intro-
duction. The remaining field equations only give one more thing, when Eq. (22) is used,
and that is
(0)K = −
√
24πC (0)γ−Γ/4 . (31)
To determine the explicit time-dependence of (0)γ, and thus the other zeroth-order quan-
tities, the lapse function must be specified. For instance if N = 1, like in the synchronous
gauge, then (0)γ1/3 ∝ t4Γ/3. Or, a condition like K = k(t) must be imposed, which is what
we do next.
4. The Long Wavelength Iteration Scheme
The long wavelength iteration scheme obtains solutions to the Einstein equations by
assuming spatial gradients of the gravitational and matter fields are small on every spacelike
slice of the foliation. The solutions contain terms with ever-increasing spatial gradients of
the “seed” metric obtained in the last section. To have solutions with inhomogeneity on
shorter and shorter scales, terms with more and more spatial gradients must be included
[23]. Here we write down solutions with terms containing up to four gradients.
To be precise, the field variables ρ, u˜i, and γij are expanded as follows (letting A0(t) ≡
(0)γ1/3):
ρ = ρ0(t) + ρ2(t)R+ ρ4R
2 + µ4(t)RijR
ij + ǫ4DiD
iR + ... , (32)
u˜i = u3(t)DiR + u5(t)RDiR + v5(t)R
j
iDjR+ w5(t)R
j
kDiR
k
j+
x5(t)R
k
jDkR
j
i + y5(t)DiDjD
jR... , (33)
and
γij =
(0)γij +
(2)γij +
(4)γij + ... , (34)
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where Rij is the Ricci tensor obtained using the “seed” metric hij , R = h
ijRij , Di is the
covariant derivative compatible with the “seed” hij ,
(0)γij = A0(t)hij , (35)
(2)γij = A0(t)
[
f2(t)Rij +
1
3
(g2(t)− f2(t))Rhij
]
, (36)
and
(4)γij = A0(t)
[
1
3
(a4(t)− b4(t))R2hij + b4(t)RRij + 1
3
(c4(t)− d4(t))RklRklhij+
d4(t)R
k
jRki +
1
3
(e4(t)− f4(t)− g4(t))
(
DkD
kR
)
hij + f4(t)DiDjR+
g4(t)DkD
kRij
]
. (37)
The higher order terms in the expansions above are “small” in the sense that Rij contains
two spatial gradients. That is, if L is the characteristic scale on which the fields vary, then
Rij ∼ L−2hij , DiDjRkl ∼ L−4hijhkl, and so on.
When the K = k(t) slicing condition is imposed, the lapse function is no longer freely
specified, but is obtained from
N = − 1
k(t)
˙√γ√
γ
, (38)
once k(t) is given and the form of γ is known. The 3+1 field equations also reflect the
difference, becoming
16πρ = R˜ −KijKji + k2(t) , (39)
8πJi = D˜jKji , (40)
8πSji = R˜ji + k(t)Kji +
k(t)(
ln
√
γ
)
˙
K˙ji −
1(
ln
√
γ
)
˙
D˜iD˜
j (ln
√
γ)˙− 4π (ρ− S) δji , (41)
and
γ˙ij =
2
k(t)
˙√γ√
γ
Kij . (42)
Determining N from Eq. (38) is unconventional. However, it will be shown to be equivalent
to the conventional approach (which is to solve Eq. (8)) in the next section.
The ordinary differential equations that determine the time-dependent coefficients in
Eqs. (32-34) come about by putting the expansions in Eqs. (32-34) into the 3+1 equations
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just above, and then rearranging until all “like” terms (i.e., quantities containing hij , Rhij ,
or Rij , etc.) are gathered. One then gets as many equations as coefficients, since at each
order the tensors Rhij , Rij , etc., are in general linearly independent. We will not list the
zeroth-order equations and solutions here since they are the same as those presented in
the last section (except that (0)K is to be replaced with k(t)). The second-order equations
for f2(t) and g2(t) are
[
k2(Γ−1)/Γf ′2
]
′
= − 8
Γ2A0(k)
k−2(1+Γ)/Γ (43)
and
kg′2 = −
2 (2− 3Γ)
Γ2k2A0(k)
, (44)
where ′ = d/dk = k˙−1d/dt and A0(k) ∝ k−4/3Γ. The fourth-order equations are
ka′4 =
2 (3Γ− 2)
3Γ2k2A0(k)
(f2 − g2)− 2− Γ
8A0(k)
(kf ′2)
2 − k
3
(f2f
′
2 − g2g′2)−
(2− 3Γ)2
Γ3k4A20(k)
, (45)
[
k2(Γ−1)/ΓΣ′4
]
′
=
2− 3Γ
Γ2A0(k)
k−2(1+Γ)/Γ (kf ′2) +
4
3Γ2A0(k)
k−2(1+Γ)/Γ (7f2 + 2g2)−
4 (2− 3Γ)
Γ3A20(k)
k2(1+2Γ)/Γ , (46)
kc′4 = f2 (kf
′
2) +
3(2− Γ)
8
(kf ′2)
2
+
2 (2− 3Γ)
Γ2k2A0(k)
f2 , (47)
[
k2(Γ−1)/Γ (d′4 − f2f ′2)
]
′
= − 16
Γ2A0(k)
k−2(1+Γ)/Γf2 , (48)
ke′4 =
3Γ− 2
3Γ2k2A0(k)
(f2 − 4g2) + 4 (3Γ− 2)
Γ3k4A20(k)
, (49)
[
k2(Γ−1)/Γf ′4
]
′
=
4 (2− 3Γ)
Γ3A20(k)
k−2(1+2Γ)/Γ − 4
3Γ2A0(k)
k−2(1+Γ)/Γ (f2 − g2) , (50)
and [
k2(Γ−1)/Γg′4
]
′
=
4
Γ2A0(k)
k−2(1+Γ)/Γf2 , (51)
where
Σ′4 ≡ b′4 +
Γ
4
kg′2f
′
2 +
1
3
[f2(f2 − g2)]′ . (52)
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The equations for the time dependent coefficients for ρ and Ji are obtained from Eqs. (70)
and (71) in Appendix A. Also note that we have still not specified the explicit form for
k(t).
It is not crucial that we write down here the general solutions to these equations (i.e.,
the sum of the “homogeneous” and “particular” solutions), even though it is straightfor-
ward to integrate and determine their form [24]. The crucial thing is to notice that Eqs.
(44), (45), (47), and (49) have only one derivative. In the synchronous gauge approach
of Ref. [1] the equations all have two derivatives. Therefore, there are “homogeneous”
solutions appearing in the synchronous gauge calculation that do not appear here. For
instance, the general solution for g2(k) is
g2(k) = γ1 − 3
Γ
k2(2−3Γ)/3Γ , (53)
whereas the general solution of Ref. [1] is
g2(t) = γ1 + γ2t
−1 − 1
4
9Γ2
9Γ− 4 t
−2(2−3Γ)/3Γ . (54)
To compare these two we must remove the final arbitrariness left in our solutions by
giving an explicit form for k(t). The appropriate choice is k(t) ∝ t−1 since the zeroth-order
solution for the extrinsic curvature obtained by Ref. [1] has a trace given by (0)K ∝ t−1.
More generally, since A0(k) ∝ k−4/3Γ then the trace of the extrinsic curvature must decay
with time if the zeroth-order “expansion factor” A0 is to grow with time. A trace like
k(t) ∝ t−1 thus results in a power law time dependence for A0. It now follows that
the time dependence of the “particular” solutions in Eqs. (53) and (54) is the same
(t−2(2−3Γ)/3Γ). The synchronous gauge result for g2 has the extra “homogeneous” solution
γ2t
−1. However, Comer et al. [1] demonstrated a coordinate transformation within the
synchronous gauge exists whereby this extra term can be removed. The K = k(t) slicing
condition automatically removes the extra term. It is clear that pure gauge terms will
automatically be removed at the fourth-order as well.
Thus, as claimed in the Introduction, there are pure gauge terms appearing in the
synchronous gauge approach that are not present here. However, we do recover the other
terms that Ref. [1] obtained. And like the results of Ref. [1], it can be shown [24] that
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some of the “homogeneous” solutions (for instance, the γ1 term in Eq. (53)), can either
be absorbed into a redefinition of the “seed” or decay with time for all allowed values
of Γ. The other “homogeneous” solutions, as well as the “particular” solutions, decay if
Γ < 2/3, that is, when the matter is ‘inflationary.’ As explained in Ref. [1], this means that
the metric perturbations will all freeze out once the comoving scale of the Hubble radius
(which is shrinking like t1−2/3Γ) becomes less than the characteristic scale L associated
with the perturbations.
When Γ > 2/3, then the opposite behaviour happens. Instead of decaying with time,
the metric perturbations will all thaw out, and hence grow, as they enter the Hubble radius.
In this case, one must keep more and more terms if the solutions are going to be accurate
[23]. It is for precisely this reason that the K = k(t) condition, and a non-zero shift vector,
can be of great help. The differential equations for the time-dependent coefficients are
simpler, and it may be possible to make the expansions converge faster, in the sense that
a fewer number of iterations would be required.
5. The Lapse Function Solution
In this section we will verify that the lapse function used in the previous section does
indeed satisfy Eq. (8). Recall that we found in Sec. 3 that the spatial gradients of N had
to be small. With that in mind, N is expanded like
N = N0(t) +N2(t)R+N4(t)R
2 + η4(t)R
j
iR
i
j + n4(t)DiD
iR + ... . (55)
The equation that determines N is the appropriate form of Eq. (8), setting N i = 0 and
using K = k(t):
D˜iD˜iN − 4πN (ρ+ S)−NKjiKij = −k˙(t) . (56)
The zeroth-, second-, and fourth-order equations for N are constructed in the same manner
as the previous section. (For the reader’s convenience, the expansions to fourth-order for
ρ and KjiK
i
j are listed in Appendix A.) But unlike the previous section, the equations for
N0(t), N2(t), etc., are algebraic [24].
The solution for N is
N =
2
Γ
k˙
k2
+
2− 3Γ
Γ2k4A0(k)
k˙R−
[
2− 3Γ
Γ2k4A0(k)
f2 +
3 (2− Γ)
16k2
(kf ′2)
2
]
k˙RjiR
i
j+
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[
2− 3Γ
3Γ2k4A0(k)
(f2 − g2) + (2− 3Γ)
2
2Γ3k6A20(k)
+
2− Γ
16k2
(kf ′2)
2
]
k˙R2+
[
2− 3Γ
6Γ2k4A0(k)
(f2 − 4g2) + 2 (2− 3Γ)
Γ3k6A20(k)
]
k˙DiD
iR . (57)
Note the requirement N > 0 implies k˙/k2 > 0. Also notice that Eq. (57) does indeed
agree with the result obtained from Eq. (38), making use of Eq. (67) from Appendix A as
well as Eqs. (43-51) for the metric corrections.
The time-dependence of N can be qualitatively understood by using again k(t) ∝ t−1
and then inserting f2 ∼ g2 ∼ t−2(2−3Γ)/3Γ. It is seen that N2/N0 ∼ t−2(2−3Γ)/3Γ and
N4/N0 ∼ η4/N0 ∼ n4/N0 ∼ t−4(2−3Γ)/3Γ. Thus the corrections to N all decay with time
when Γ < 2/3, i.e., the matter is ‘inflationary.’ Hence, there is no contradiction with
simultaneously having a monotonic k(t) and a positive lapse function. On the other hand,
the corrections all grow if Γ > 2/3. Hence, one must be cautious in the use of the long
wavelength solutions [23] since the corrections to N are not positive-definite. (The second-
order term is positive at all times when Γ > 2/3 if the “seed” is such that R < 0.) Certainly,
N is positive for the amount of time that the second- and fourth-order corrections remain
smaller than the zeroth-order term. After that, the sign of N will depend on the particular
value for Γ and the form of the “seed.”
6. Conclusion
The main point of the long wavelength iteration scheme is to provide analytical cosmo-
logical models that contain large scale inhomogeneities. These solutions are perturbative
and are obtained as expansions in spatial gradients. The fundamental difficulty with this
scheme is the lack of an absolute notion of space, and thus an absolute notion of spatial gra-
dient. Any such notion must be introduced by hand. Therefore, it is essential to verify that
these long wavelength inhomogeneities result from real physics, and not from embedding
unnecessarily wrinkled spacelike slices into an otherwise homogeneous spacetime.
We have addressed this issue by applying the long wavelength iteration scheme to
the 3+1 form of the Einstein-Perfect Fluid field equations. We have verified the results
of Ref. [1] using the K = k(t) slicing condition, and in the process demonstrated that
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the 3+1 formalism makes it easier to implement the long wavelength iteration scheme. In
particular, it was seen that a non-zero shift vector can be used to exponentially dampen
the effect of anisotropy on the extrinsic curvature and also spurious gauge modes that arise
in the synchronous gauge approach do not show up when the K = k(t) slicing condition
is invoked.
Even though we have gone a long way in applying the 3+1 formalism to the long
wavelength iteration scheme, there are still some questions that need to be considered. For
instance, we did not solve the 3+1 equations in the canonical way, i.e., as an initial-value
problem. It is clear that this should be investigated, since ultimately the question of how
many terms to keep in the expansions should boil down to conditions on the initial data
set. The problem [25] can be framed around York’s procedure for handling the constraints
[8]. That is, one performs a conformal transformation on the metric, extrinsic curvature,
and matter variables, and then uses York’s covariant decomposition of symmetric tensors
into their trace-free, vector, and trace parts. There is even a small clue in what has been
presented here that this is an appropriate way to proceed: the three-metric naturally had a
conformal factor appear, which was the third-root of the determinant of the three-metric.
This is precisely the factor suggested by York’s procedure.
Finally, it would also be interesting to see how to construct and use “minimal-strain”
or “minimal-distortion” shift vectors [10] in the long wavelength iteration scheme. Smarr
and York [10] show that these vectors are very adept at simplifying the form of the three-
metric, by separating as completely as possible the purely “kinematical” (in the words of
Ref. [10]) from the dynamical parts of the three-metric. This is presently being investigated
[25]. If time-independent “minimal-strain” or “minimal-distortion” shift vectors can be
constructed, then they can be immediately placed into Eq. (28).
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Appendix A
For the convenience of the reader we list here some basic formulas used to build the
second- and fourth-order equations given in the main text. In all that follows consider that
the three-metric has the form
γij =
(0)γij + δγij , (58)
where
δγij =
(2)γij +
(4)γij , (59)
and (2)γij and
(4)γij are the same as Eqs. (36) and (37), respectively, in the main text.
The first formula is that for the inverse metric γij. It is given by
γij = (0)γij + δγij (60)
where
δγij = −(0)γik (0)γjlδγkl + (0)γil (0)γjm (0)γkn (2)γmn (2)γkl . (61)
The inverse metric is necessary for constructing the connection coefficients, the Ricci tensor
and scalar, and the extrinsic curvature.
Letting
(0)Γijk =
1
2
(0)γil
[
(0)γjl,k +
(0)γkl,j − (0)γjk,l
]
, (62)
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then it can be shown [21] that the connection coefficients are
Γ˜ijk =
(0)Γijk + δΓ
i
jk , (63)
where
δΓijk =
1
2
(0)γil
[
(0)Dkδγjl +
(0)Djδγkl − (0)Dlδγjk
]
(64)
and (0)Di is the covariant derivative compatible with
(0)γij (i.e.,
(0)Di
(0)γjk = 0).
The Ricci tensor is obtained from
R˜ij =
(0)R˜ij +
(0)DkδΓ
k
ij − (0)DjδΓkik . (65)
In terms of the metric corrections given in Eqs. (44) and (45) then
R˜ji =
1
A0
Rji +
1
A0
[
1
2
g2
(
DiD
jR − 1
3
DkD
kRδji
)
− 1
2
f2DkD
k
(
Rji −
1
3
Rδji
)
+
3f2
(
RjkR
k
i −
1
3
Rkl R
l
kδ
j
i
)
− 3
2
f2R
(
Rji −
1
3
Rδji
)
+
1
6
(f2 − 4g2)DiDjR − f2RjkRki+
1
3
(f2 − g2)RRji
]
. (66)
Derivatives of the determinant of the three-metric are obtained from δγ = γγijδγij.
Letting δ be ∂/∂t, then
˙√γ√
γ
= 3H0 +
1
2
g˙2R+
1
2
(
c˙4 − f2f˙2
)
Rkl R
l
k +
1
2
(
a˙4 +
1
3
[
f2f˙2 − g2g˙2
])
R2+
1
2
e˙4DkD
kR , (67)
where H0 = A˙0(t)/2A0(t). Notice that it is only g2(t) which enters as a second-order term.
The extrinsic curvature is
Kji =
1
3
k(t)δji +
k(t)
6H0
[
f˙2
(
Rji −
1
3
Rδji
)
+
(
b˙4 − 1
6H0
f˙2g˙2 +
1
3
[f2 (f2 − g2)]˙
)
×
R
(
Rji −
1
3
Rδji
)
+
(
d˙4 − f2f˙2
)(
RjkR
k
i −
1
3
Rkl R
l
kδ
j
i
)
+ f˙4
(
DiD
jR− 1
3
DkD
kR
)
+
g˙4DkD
k
(
Rji −
1
3
Rδji
)]
. (68)
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Notice that the correcting pieces are such that we still maintain K = Kii = k(t). It is also
found that
Kkl K
l
k =
1
3
k2(t) +
k2(t)
(6H0)2
f˙22
(
Rkl R
l
k −
1
3
R2
)
. (69)
This has corrections beginning with the fourth-order. In the synchronous gauge, there are
corrections starting with the second-order. However, it is really because K = k(t) holds
at all orders that our second- and fourth-order equations are simpler than those of the
synchronous gauge.
Finally we list the equations—good to fourth-order—for ρ and Ji:
16πρ =
2
3
k2(t) +
1
A0
R+
1
6A0
[f2 − 4g2]DiDiR−
[
1
A0
f2 +
k2(t)
(6H0)2
f˙22
]
RjiR
i
j+
1
3
[
1
A0
(f2 − g2) + k
2(t)
(6H0)2
f˙22
]
R2 (70)
and
48πH0
k(t)
Ji = 1
6
f˙2DiR +
1
6
[
3g˙4 − b˙4 + 1
6H0
f˙2g˙2 − 1
3
(f2 [f2 − g2])˙
]
RDiR+
[
b˙4 +
1
3
f˙4 − 1
2
g˙4 +
1
2
(
d˙4 − f2f˙2
)
− 1
6H0
f˙2g˙2 +
1
3
(f2 [f2 − g2])˙
]
RjiDjR+
[
d˙4 − f2f˙2 + 4g˙4
]
RjkDjR
k
i −
[
3g˙4 +
2
3
(
d˙4 − f2f˙2
)]
RjkDiR
k
j+
1
3
[
2f˙4 +
1
2
g˙4
]
DkD
kDiR . (71)
From this we see JiJj has six spatial gradients. Hence, u˜iu˜j can be ignored in all equations.
In particular, ρ ≈ ρ∗ and Sji ≈ (Γ− 1) ρδji .
Appendix B
In this appendix we show how to solve Eq. (23) for (0)Kji . Let
Mjk il ≡ δjl D˜iNk − δki D˜lN j (72)
and Eai j represent ‘a’ eigenvectors with eigenvalues λ(a), a = 1, 2, 3, ..., 9; that is,
Mjk ilEai j = λ(a)Eai j , (73)
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with no sum being done over a. Also let
(
E−1
) j
ai be such that
Eai j
(
E−1
) j
bi = δ
a
b and
∑
a
Eaj i
(
E−1
)
k
al = δ
k
i δ
j
l . (74)
Then, the matrix with components Mjk il can be diagonlized via
Eai jMjk il
(
E−1
)
k
bl = λ(a)δ
a
b . (75)
Finally, let
Ka ≡ Eai j(0)Kji and (0)Kji ≡
∑
a
(
E−1
) j
ai Ka . (76)
Therefore, Eq. (23) becomes
K˙a −
(
D˜kN
k
)
Ka − λ(a)Ka = 0 (77)
and the solutions are thus
Ka = exp[(DkNk + λ(a)) t] Ca , (78)
with Ca only depending on xi. Or, letting
Gji ≡
∑
a
exp
(
λ(a)t
) (
E−1
) j
ai Ca , Gjj = 0 , (79)
we get the solution written in Eq. (28).
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