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ABSTRACT
In this paper, we propose a method that estimates a gait index for a sequence of
skeletons. Our system is a stack of an encoder and a decoder that are formed by
Long Short-Term Memories (LSTMs). In the encoding stage, the characteristics
of an input are automatically determined and are compressed into a latent space.
The decoding stage then attempts to reconstruct the input according to such in-
termediate representation. The reconstruction error is thus considered as a weak
gait index. By combining such weak indices over a long-time movement, our sys-
tem can provide a good estimation for the gait index. Our experiments on a large
dataset (nearly one hundred thousand skeletons) showed that the index given by
the proposed method outperformed some recent works on gait analysis.
1 INTRODUCTION
Vision-based health-care systems are nowadays becoming popular because of the fast development
of related research fields such as computer vision and machine learning. The task of gait analysis is
one application example that has been focused on with such systems. Many researchers attempted
to deal with this problem using various input data types such as subject silhouette [2, 3], skeleton [9,
16, 7], depth map [10], typical color image [1], and a combination of types [8]. These inputs usually
require different pre-processing operations to have a reasonable representation. In our work, we
select the skeleton as the input of our system since it is already represented by a collection of 3D
body joints and thus does not need any complicated pre-processing as the others. This stage is
typically followed by a feature extraction, in which the gait features are defined under spatial and/or
temporal aspects and are thus usually interpretable. Differently from such studies, we perform this
task automatically by structuring our index estimator as auto-encoders, where the features of interest
are salient inside the network without any supervision. An auto-encoder consists of an encoder, that
converts the input into an appropriate representation in a latent space, and a decoder that attempts to
reconstruct the input based on the salient features. The difference between an input and its output is
thus a reasonable choice as a (weak) gait index. Concretely, by fitting an auto-encoder using patterns
of specific gait types, the loss between an input and its reconstruction should be useful to indicate a
(normalized or non-normalized) probability that the input belongs to such known gait types.
An auto-encoder is a special type of neural networks, where the input and output are pair-wise de-
fined. Instead of using a feed-forward network, we design our model as a Recurrent Neural Network
(RNN) with LSTM cells. There are several reasons for this selection. First, a RNN can embed
the temporal factor into its weights. This is an important property because many studies on gait
analysis (e.g. [3, 9, 16, 7]) demonstrated that temporal gait assessment provided higher accuracies
than assessing individually each frame. Second, a RNN does not require a large capacity for storing
parameters compared with non-cyclic neural networks that can provide the same accuracy. Third,
a RNN can deal with variable-length inputs while a feed-forward network only works on inputs of
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Figure 1: An illustration of our joint selection. The blue circles indicate the 17 selected joints and
the green circles correspond to the 8 discarded joints.
a fixed size. Although we performed our experiments (see Section 3) on inputs of the same size,
this property is also important in practical applications where the skeletons may be acquired under
different walking speeds or camera frame rates.
The remaining of this paper is organized as follows: Section 2 describes the structure details as
well as the workflow of our system; the employed dataset and our experimental results with the
proposed method together with some related works are presented in Section 3; and Section 4 gives
the conclusion.
2 METHOD
2.1 SKELETAL INPUT
As mentioned in the previous section, the input of our system is a sequence of skeletons. In our work,
we employ a Microsoft Kinect 2 to determine 3D skeletons based on captured depth maps using an
existing functionality [12]. Each skeleton is represented by a collection of 25 joint positions in a 3D
space.
We do not feed a sequence of the entire 25 joints into the model. Instead, a simple joint selection
and a normalization are performed as a skeletal data enhancement. Concretely, there are 8 body
joints that are discarded from each input skeleton due to their lack of efficiency in describing the
posture for gait analysis. The joint selection is illustrated in Fig. 1. The neck joint is not considered
because this is nearly an interpolation of the head and the shoulder spine. The collection of wrist,
hand tip and thumb belonging to each body side can be considered as the elements of a cluster that
is represented by the corresponding hand joint. Besides, these 3 joints do not have a significant
contribution on the task of gait analysis. Finally, the mid spine is also discarded because of its lack
of movement freedom compared with the others. The input then becomes a sequence of 17 joint
coordinates in 3D space.
The next step in our processing is to split the input into 3 sequences of 17 scalar values corresponding
to the 3 axes. Beside simplifying the input, this task is also convenient to determine the dependence
of gait analysis accuracy on each space axis. Finally, the data range along each axis is normalized by
scaling it into [0, 1]. This step synchronizes the input range, our model can thus deal with skeletons
that perform at different distances from the camera. The input sequence of skeletons is now three
sequences of vectors, where each one contains 17 values stretching from 0 to 1. Notice that we use
3 auto-encoders for the three sequences.
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Figure 2: The LSTM architecture with peephole connections. The • operation indicates a concate-
nation.
2.2 MODEL STRUCTURE
Our system is formed by auto-encoders where each one can be separated into an encoder and a de-
coder that share the same latent space. We design each of the two parts as a one-block RNN with
an individual set of weights. In this work, the LSTM with peephole connections [4] is employed to
represent that block (Fig. 3). This LSTM structure has been applied successfully in many applica-
tions such as speech recognition [5], large scale acoustic modeling [11], language modeling [15],
and video representation [14].
Figure 2 presents the overview of a LSTM structure. The strength of a LSTM comes from the cell
state ct that contains the information and the gates that control how such information should be
transferred. Concretely, a LSTM has 3 possible inputs including the current input xt, the cell state
ct−1 and the output ht−1 of the previous loop. The forget gate applies a sigmoid activation σ on
such inputs to decide (by ft) which information would be removed from the cell state. The input
gate then selects the partial information needing to be updated by a sigmoid output it. The update is
performed according to this decision together with new values cˆt that are provided by a tanh layer δ.
The new cell state ct finally goes through a tanh activation to calculate the output ht of the current
loop with the support of the output gate that provides ot. The variables ct and ht are transferred to
the next loop. These operations can be formulated and ordered as follows.
it = σ
(
Wixxt +Wihht−1 +Wicct−1 + bi
)
, (1)
ft = σ
(
Wfxxt +Wfhht−1 +Wfcct−1 + bf
)
, (2)
cˆt = δ
(
Wcˆxxt +Wcˆhht−1 + bcˆ
)
, (3)
ct = ft ∗ ct−1 + it ∗ cˆt, (4)
ot = σ
(
Woxxt +Wohht−1 +Wocct + bo
)
, (5)
ht = ot ∗ δ
(
ct
)
(6)
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Figure 3: Our auto-encoder that uses two LSTMs for the encoding and decoding stages. An output
yt is the reconstruction of its input xt.
where ∗ indicates an element-wise multiplication, Wuv is the weight matrix connecting the gate u
and the data source v, in which the weights of peephole connectionsWic,Wfc andWoc are diagonal
matrices, σ and δ are respectively the sigmoid and tanh functions.
The LSTM used in our encoder and the one in the decoder have the same architecture but different
parameters (e.g. weight matrices). An overview of our unrolled auto-encoder is shown in Fig. 3.
The input of this model is a sequence of xt where 1 ≤ t ≤ T . The encoder attempts to compress
this input and then transfer the result to the decoder. In the decoding stage, the model outputs the
reconstructions of xt one by one in the reverse order. In this work, we empirically used 256 hidden
units for each LSTM.
2.3 GAIT INDEX ESTIMATION
A simple gait index can be defined as a loss between an input sequence {x1, x2, ..., xT } and its
reconstruction {y1, y2, ..., yT } that is outputted from the auto-encoder. Recall that each sequence
of skeleton gives 3 sequences of 17-element vectors. Therefore we use 3 auto-encoders for such 3
inputs. We expect that the optimization of a model focusing on a specific space axis would be easier
than such task on a mixture of 3 axes. Therefore, we create and independently train the 3 models. A
simple gait index can thus be estimated as a combination of the three reconstruction errors.
In this work, we use the Mean Square Error (MSE) as the loss function. The MSE corresponding
to each auto-encoder is also used as a weak gait index. Since we need to combine these 3 indices
to have a better measure for the input sequence of skeletons, a simple sum (or average) seems to be
appropriate. However, the weak indices provided by the 3 models may contribute to a reasonable
gait index with various amounts. Therefore, we decided to use a weighted sum to estimate the
desired index. We determine the weight of each model according to its MSE that is calculated over
the training set. Since the MSE indicates how bad the output sequence has been reconstructed, a
model with a high error value should have a small weight and vice versa. The weight wk of a model
k (k ∈ {X,Y, Z}) with the corresponding MSE ek is estimated as
wk = e
−1
k
∑
k
ek (7)
This equation satisfies the inverse relationship between a training error and its weight. The sum of
training errors is put into eq. (7) to keep the resulting weight inside a reasonable value range even if
ek is very small or very large.
3 EXPERIMENTS
In order to assess our proposed gait index, we performed experiments and evaluated the results
according to a popular application of such index. Concretely, we focus on the task of detecting ab-
normal walking gaits. An efficient gait index estimator must assign indices to normal and abnormal
gaits so that these two ensembles can be well separated using an appropriate threshold. Some recent
works also employed this task for their evaluation such as [9, 16, 7].
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Figure 4: The overlapping split of each normal gait sequence in the training set. The term s indicates
a sequence of 12 skeletons and is an input of our system in the training stage.
3.1 DATASET
In our experiments, we used a dataset that was acquired by 9 subjects that walked on a treadmill at
a speed of 1.28 kph. Each subject performed a normal walking gait and 8 abnormal ones. The gaits
with abnormality were simulated by padding a sole (of 3 possible thicknesses: 5, 10, 15 centimeters)
under one foot or attaching a weight (4 kilograms) to one ankle. A Kinect 2 was placed in front of
the subject to capture frontal-view silhouettes and skeletons. The data corresponding to each gait
of a subject were represented by 1200 consecutive frames. The silhouette was employed in our
experiments to evaluate another related work in order to provide a comparison.
We separated the dataset (i.e. silhouettes as well as skeletons) into two smaller sets. The first one
was employed as a training set that includes the gaits of 5 subjects, and the test set consisting of the
remaining gaits of 4 volunteers.
3.2 INDEX ESTIMATION FROM COARSE TO FINE
In order to perform the task of abnormal gait detection, we used only normal gaits to train the
three weak index estimators. An input of abnormal gait is expected to provide a bad reconstruction
compared with normal gait. The gait index, i.e. the MSE between an input and its reconstruction,
can thus be easily employed to distinguish between normal and abnormal gaits. Each normal gait
sequence of 1200 skeletons in the training set was split into overlapping sub-sequences of length
T = 12 where two consecutive ones sharing 6 skeletons. This step is illustrated in Fig. 4. The
use of overlapping was to increase the number as well as the diversity of training samples. Each
auto-encoder was thus trained with 995 inputs for 5 subjects in the training set. Notice that in the
test phase, we separated gait sequences into consecutive non-overlapping segments. The indices
estimated by each of the three models as well as the weighted sum are per-segment indices since
they are measured on a short sequence of skeletons (of length 12 in our experiments). In order to
compute the index for each entire sequence of 1200 skeletons in our test set, we simply calculated
the mean value of the indices corresponding to consecutive short segments.
The three models were trained with 100 epochs and the model loss during the training stage is shown
in Fig. 5. It was obvious that these models quickly converged after just a few training epochs. It also
showed that the convergence speed of the Z-axis auto-encoder was slower than the two others, thus
its resulting index might be less efficient. In an effort to enhance the proposed system, we added a
dropout layer [13] to the connection between the model input and the encoder LSTM as suggested
in [17]. The use of dropout is to reduce the risk of overfitting but requires more training iterations.
An important factor in our experiments is the evaluation quantity. Instead of using just a typical
classification accuracy, we employed the Area Under Curve (AUC) of the Receiver Operating Char-
acteristic (ROC) curve to indicate the efficiency of our proposed gait index. The AUC measures how
well a collection of indices belonging to two groups can be separated according to an appropriate
threshold. This quantity has also been used for evaluation in many studies dealing with binary classi-
fication problems (e.g. [16, 7]). Another advantage of the ROC curve is that it can measure an Equal
Error Rate (EER) that is comparable with the typical classification accuracy. In our experiments, we
also measured the EER together with related measures such as precision, specificity, sensitivity, ac-
curacy, and F1-score. The experimental results are presented in Table 1. The weak index provided
by the Z-axis model was less efficient than the two others as we guessed according to Fig. 5. The
gait index estimated by the weighted combination was also significantly better than using a simple
sum. By adding a dropout layer (where the probability of retention was 0.5 in our experiments), the
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Figure 5: Training loss of the three auto-encoders.
Table 1: Experimental results of our approach from coarse to fine (top-down).
Index estimation AUC EER Sensitivity Specificity Precision Accuracy F1-score
per-segment
X-axis model 0.883 0.185 0.815 0.815 0.972 0.815 0.887
Y-axis model 0.863 0.223 0.777 0.777 0.965 0.777 0.861
Z-axis model 0.695 0.356 0.644 0.645 0.936 0.644 0.763
non-weighted sum 0.805 0.268 0.732 0.733 0.956 0.732 0.829
weighted sum 0.902 0.172 0.828 0.830 0.975 0.828 0.896
weighted sum + dropout 0.910 0.167 0.833 0.833 0.975 0.833 0.899
per-sequence
non-weighted sum 0.844 0.278 0.719 0.750 0.958 0.722 0.821
weighted sum 0.953 0.083 0.906 1.000 1.000 0.917 0.951
weighted sum + dropout 0.969 0.056 0.938 1.000 1.000 0.944 0.968
system was slightly enhanced. Finally, estimating the gait index over a long sequence was better
than considering short segments. Therefore, the index of a segment could be considered as a partial
index that may contain noise, and a smoothed version of such indices is an enhancement of gait
index representation.
In order to know how the system was enhanced when the dropout was added, we looked at the
LSTM weights related to input connections in the encoder. Figure 6 visualizes the weights of 256
hidden units: Wix, Wfx, Wcˆx and Wox in eq. (1), (2), (3) and (5), respectively. It was apparent
that the distributions of the weight at the input gate (Wix) and the one that supported estimating
new candidate values of the cell state (Wcˆx) were almost unchanged when adding the dropout. The
distributions of the two other weights, that connected the input with the forget and output gates,
tended to expand and move their centers when adding a dropout layer, especially for the latter
gate. Therefore, the dropout seemed to improve the mapping from input space to latent space by
modifying the forget and output gates.
3.3 COMPARISON WITH RELATED METHODS
In order to compare our approach with some related studies that employed hand-crafted features,
we reimplemented the works [3] and [7]. The inputs of the system [3] are subject’s silhouettes
captured from a frontal view. The gait classification can be performed on each frame with/without
considering recent frames using a binary Support Vector Machine (SVM) as well as over a sequence
using a trigger. The study [7], similarly to ours, requires a sequence of skeletons as the input. The
gait assessment can be performed on each walking gait cycle using a Hidden Markov Model (HMM)
and over the entire sequence using a non-linear computation. We reimplemented a HMM for [7] and
a one-class SVM for [3] since our work focuses on the unsupervised learning. This consideration
is appropriate for practical applications because collecting samples of abnormality with enough
generalization is quite difficult. A comparison of these experimental results and ours is presented
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(a) X-axis auto-encoder (b) Y-axis auto-encoder (c) Z-axis auto-encoder
Wix (input gate) Wcˆx
Wfx (forget gate) Wox (output gate)
Wix (input gate) Wcˆx
Wfx (forget gate) Wox (output gate)
Wix (input gate) Wcˆx
Wfx (forget gate) Wox (output gate)
with dropout without dropout
Figure 6: Visualizing distributions of LSTM weights that are related to input connections using
t-SNE [6].
Table 2: Experimental results of related works.
Model Data type Classification errorper-segment per-sequence
HMM [7] skeleton 0.335 0.250
One-class SVM [3] silhouette 0.227 0.139
Ours (weighted sum) skeleton 0.172 0.083
Ours (weighted sum + dropout) skeleton 0.167 0.056
in Table 2. The task of distinguishing between normal and abnormal gaits provided the best results
(both per-segment and per-sequence) when employing the proposed index estimation. Our results
were still better than the studies [3] and [7] even when detaching the dropout.
4 CONCLUSION
This paper proposes an approach for gait index estimation that requires a sequence of skeletons.
Unlike related studies, the feature extraction is implicitly performed using auto-encoders. By em-
ploying a LSTM for the encoder and another one for the decoder, our system has the ability to work
with temporal inputs. A weak gait index is estimated by joint coordinates belonging to each 3D
axis. A weighted combination of the three weak indices significantly improves the efficiency of our
index estimation. By adding a dropout layer right after the input, our system is slightly enhanced
and outperformed related studies that work with skeletons as well as silhouettes.
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