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Introduction
Specifically, we used a computational approach to test whether anxiety and transdiagnostic 77 symptoms are associated with biased learning from safety and threat, whether these traits 78 relate to altered estimates of threat likelihood, and whether they are associated with different 79 levels of uncertainty during threat learning. Given difficulties in using traditional aversive stimuli 80 in an online setting, we developed a novel game-based avoidance task designed to engage 81 threat and avoidance processes without the need for administration of painful or noxious 82 stimuli. 83 Methods and materials 84 Ethics 85 This research was approved by the University College London research ethics committee 86 (reference 9929/003). All participants provided informed consent and were compensated 87 financially for their time at a rate of at least £6 per hour. 88 Participants 89 We recruited 400 participants through Prolific (26). Subjects were selected based on being 90 aged 18-65 and having at least a 90% approval rate across studies they had previously 91 participated in. 92 93 Figure 1 . A) Task design. Subjects were tasked with playing a game that had a cover story involving flying a 94 spaceship through asteroid belts. Each asteroid belt featured two locations that could potentially contain escape 95 holes (safety zones), and subjects were instructed to aim to fly their spaceship through these to gain the highest 96 number of points. Subjects were only able to move the spaceship in the Y-dimension, while asteroid belts moved 97 towards the spaceship. The probability of each zone being safe varied over the course of the task but this could be 98 learned, and learning this probability facilitated performance. B) Screenshot of the task, showing the spaceship, an 99 asteroid belt with a hole in the lower safety zone (safety zone B), a representation of the spaceship's integrity (shown 100 by the coloured bar in the top left corner) and the current score. 101
Avoidance learning task 102 Traditional lab-based threat learning tasks typically use aversive stimuli such as electric shocks 103 as outcomes to be avoided. As it is not possible to use these stimuli online, we developed a 104 game-based task in which subjects' goal was to avoid negative outcomes. In this game, 105 participants were tasked with flying a spaceship through asteroid belts. Subjects were able to 106 move the spaceship in the Y-axis alone, and this resulted in a one dimensional behavioural 107 output. Crashing into asteroids diminished the spaceship's integrity, and if enough asteroids 108 were hit the game finished. In this eventuality subjects were able to restart and continue where 109 they left off. The overarching goal was to maximise the number of points scored, where the 110 latter accumulated continuously for as long as the game was ongoing, and reset if the 111 spaceship was destroyed. Subjects were shown the current integrity of the spaceship by a bar 112 displayed in the corner of the screen, along with by a display of their current score. No actual 113 monetary reward was given to the subjects for performance on the task.
114
Crucially, the location of safe spaces in the asteroid belts could be learned, and learning 115 facilitated performance as it allowed correct positioning of the spaceship prior to observing the 116 safe location. The task was designed such that without such pre-emptive positioning it was 117 near impossible to successfully avoid the asteroids, thus encouraging subjects to learn the 118 safest positions. Holes in the asteroids could appear either at the top or bottom of the screen 119 ( Figure 1A) , and the probability of safety associated with either location varied independently 120 over the course of the task. Thus, it was possible to learn the safety probability associated with 121 each safety zone and adapt one's behaviour accordingly. Participants also completed a control 122 task that required avoidance that was not dependent on learning, enabling us to control for 123 general motor-related avoidance ability in further analyses (described in supplementary 124 material). We elected a priori to exclude subjects with limited response variability (indicated by 125 a standard deviation of their positions below 0.05) so as to remove subjects who did not move 126 the spaceship. However, no subject met this exclusion criterion.
127
After completing the task, subjects were asked to provide ratings indicating how anxious the 128 task made them feel and how motivated they were to avoid the asteroids, using visual analogue 129 scales ranging from 0 to 100.
130
Behavioural data extraction 131 For analysis, we treated each pass through an asteroid belt as a trial. Overall there were 269 132 trials in total. As a measure of behaviour, we extracted the mean Y position across the 1 second 133 prior to observing the asteroid belt, representing where subjects were positioning themselves 134 in preparation for the upcoming asteroid belt.
135
Computational modelling of behaviour 136 Our modelling approach focused on models that allowed the quantification of subjective 137 uncertainty. To this end, we modelled behaviour using approximate Bayesian models that 138 assume subjects estimate safety probability using a beta distribution. This approach is naturally 139 suited to probability estimation tasks, as the beta distribution is bounded between zero and 140 one, and provides a measure of uncertainty through the variance of the distribution. While 141 certain reinforcement learning formulations can achieve similar uncertainty-dependent learning 142 and quantification of uncertainty, we chose beta models as they have an advantage of being 143 computationally simple. Empirically, these models have been used successfully in previous 144 studies to capture value-based learning (27), where they explain behaviour in aversive learning 145 tasks better than commonly used reinforcement learning models (28, 29), a pertinent 146 characteristic in the current task.
147
The basic premise underlying these models is that evidence for a given outcome is dependent 148 on the number of times this outcome has occurred previously. For example, evidence for safety 149 in a given location should then be highest when safety has been encountered many times in 150 this location. This count can be represented by a parameter A, which is then incremented by a ).
160
Such a model is appropriate in stationary environments, when the probability of a given 161 outcome is assumed to be constant throughout the experiment. However, in our task the 162 probability of safety varied, and so it was necessary to build a forgetting process into the model. This formed the basis of all the probabilistic models tested:
We also observed in pilot data that subjects tended to be influenced more by outcomes 173 occurring in the zone they had previously chosen, an effect likely due to attention. On this basis, 174 we incorporated a weighting parameter that allowed the outcome of the unchosen option to 175 be down-weighted by an amount shown in the above equation (W) determined by an 176 additional free parameter, ω.
We can calculate the estimated safety probability for each zone (P) by taking the mean of this 179 distribution:
Similarly, we can derive a measure of uncertainty on each trial by taking the variance of this
Our best fitting model included a "stickiness" parameter, which caused the chosen safety zone 185 to be more likely to be chosen on the following trial (other models tested and compared with 186 the winning model are described fully in supplementary material). This was achieved by 187 boosting the value of the chosen option (determined by whether the position was above or 188 below the centre) by raising the estimated safety probability of the option to the power of S, a 189 free parameter bounded between zero and one governing the degree of stickiness. Here an 190 exponential effect was chosen over an additive one as it ensures the probability does not take 191 a value above 1.
In order to fit our model to the observed behaviour, we require an output that represents the parameter was applied to the estimated position:
Although softmax functions are typically used for converting continuous value estimates to 204 choice probabilities in decision making tasks, we emphasise that here this method is used 205 simply to produce position estimates that avoid the centre of the screen rather than the 206 conventional usage of computing choice probability.
207
For completeness, we also tested two reinforcement learning models, a Rescorla-Wagner 208 model and a variant of this model with different learning rates for better and worse than 209 expected outcomes (15), both of which are described in supplementary material. respectively) and the mean safety probability and uncertainty estimates across the task 232 (generated by simulating data from the model with each subject's estimated parameter values).
233
Crucially, the fact that task outcomes were identical for every subject ensured these values 234 were dependent only on the manner by which subjects learned about safety, not the task itself. Once the number of components was determined, we validated the model's predictions by 255 testing its predictive accuracy on the held-out 25% of the data. To provide a measure of 256 statistical significance we used permutation testing, repeating this process 1000 times with 257 shuffled outcome variables to assess its predictive accuracy when fitted on data where no 258 relationship exists between the predictors and outcomes.
259
Preregistration 260
The main hypotheses and methods of this study were preregistered on the Open Science 261 Framework (https://osf.io/jp5qn). The data-driven PLS regression analysis was exploratory.
262

Results
263
Task performance 264 Subjects engaged and performed well at the task, on average hitting enough 'asteroids' to 265 destroy the spaceship 1.92 times (SD= 1.95) over the course of the task. To provide a simple 266 behavioural measure of subjects' avoidance tendencies, we calculated the degree to which 267 they moved their position following safe and dangerous outcomes at their chosen location. As 268 expected, this revealed subjects tended to shift their position more following danger than 269 following safety outcomes, indicating they adapted their behaviour in the task, and learnt about 270 the safest locations (Figure 2A ).
271
Subjects reported high motivation to perform the task, providing a mean rating of 85.70 (SD = Figure S1 ).
284
Due to an interest in asymmetric learning about safety and punishment, the two parameters of 285 the preferred model with greatest relevance to our hypotheses were update rates for safety 286 and danger. To verify that the estimated parameters truly reflected behavioural tendencies, we 287 examined correlations between their estimated values and the tendency to stay following 288 safety and move following danger across subjects ( Figure 2D ). These were robustly correlated, 289 providing confidence that these model-derived parameters related to relevant behavioural 290 measures. Interestingly, we observed a negative bias in the values of these parameters 291 whereby subjects tended to update to a greater extent in response to danger than safety 292 (t(400) = 26.76, p < .001, Figure 2E ). magnitude is the average absolute change in position between trial n and trial n+1. As expected, subjects showed 296 more switching behaviour after encountering danger and were more likely to stay in the same position following a (represented by the grey and red lines) across the duration of the task, generated by simulating data from the model. 303 D) Correlations between estimated update parameters for danger (left) and safety (right) and our behavioural 304 measure of position switching after these outcomes across subjects, demonstrating that parameters from our model 305 reflect purely behavioural characteristics. E) Distributions of estimated parameter values for τ + and τ -, representing 306 update rates following danger and safety outcomes respectively, showing a bias in updating whereby subjects 307 update to a greater extent in response to danger than safety. 308
Relationships with psychiatric measures 309
First, as a validation of our task, we tested whether task-induced anxiety was predicted by 310 state and trait anxiety. Pearson correlations revealed significant relationships with both these 311 measures (state R=0.25, p<.001; trait R=0.21, p<.001), indicating that individuals reporting 312 more general anxiety also found the task more anxiety-inducing. We next asked whether our four behavioural variables of interest (threat and danger update 319 parameters, mean estimated safety probability, and mean estimated uncertainty) were 320 associated with anxiety (both state and trait) and intolerance of uncertainty respectively.
321
Contrary to our hypotheses, the only relationships with HPD intervals that did not include zero 322 were positive effects of state anxiety on safety update rates and mean estimated safety 323 probability ( Figure 3E, Table 1 ), indicating more anxious individuals learned faster about safety 324 and perceived safety as more likely overall. 325 We then tested whether behaviour in the task was associated with three transdiagnostic 326 factors identified in previous research (6). Here, we observed unexpected relationships with a 327 factor labelled compulsivity and intrusive thought ( Figure 3F, Table 2 ), reflecting the fact that 328 subjects scoring higher on this factor learned faster about safety and had higher safety Psychiatric constructs derived from behaviour and self-report 345 Finally, we sought to identify factors represented shared covariance between our behavioural 346 measures and individual questionnaire items using PLS regression. We first identified the 347 number of components that best described our data by evaluating the performance of a 348 predictive PLS model using cross-validation. Two components gave the best predictive 349 performance ( Figure 4A ). We then evaluated the performance of this model on held out data 350 using permutation testing, and this indicated our model achieved a statistically significant level 351 of predictive accuracy (permutation p = 0.025, Figure 4B ).
352
To aid interpretation of these two components we examined how our behavioural variables Perceptions of danger and safety have been linked to key symptoms of psychiatric disorders. 374 Here, we use computational modelling to show that when subjects learn to avoiding threat, 375 transdiagnostic components of psychopathology relate to how they learn about both safety 376 likelihood, and uncertainty. 377 We found an unexpected relationship between biases in learning and anxiety. Contrary to our 378 a priori hypotheses, subjects scoring higher on state anxiety tended to update their predictions 379 to a greater extent in response to safety, as well as perceiving safety to be more likely overall, 380 than those scoring low on this measure. These results diverge from previous findings that 381 reported individuals diagnosed with clinical anxiety and depression learn faster from 382 punishment (12). One potential explanation for this discrepancy is that the aforementioned 383 work included subjects with clinical diagnoses, involving a mix of anxiety and depressive 384 disorders. When we examined transdiagnostic factors, we found that symptoms of depression 385 were associated with elevated learning from threat, suggesting that such a bias in learning is 386 associated with depressive symptoms. It is also possible that the nature of our game-based 387 online task engaged processes distinct from that of standard lab-based tasks, though it is not 388 clear what these might be. Nevertheless, we observed a similar pattern of results, where more 389 anxious subjects learn faster about safety, in a study using a more traditional lab-based 390 aversive learning task (Wise et al, 2019). 391 We found a similar pattern of enhanced learning from threat when examining a transdiagnostic 392 factor representing compulsivity and intrusive thought. Although this factor has been shown 393 to be associated with more model-free behaviour (6, 24), altered confidence judgements (25), 394 and action-confidence coupling (8) in large-scale samples, to date it has not been investigated 395 with regard to threat learning. Notably, we found a weak relationship between this factor and 396 uncertainty, whereby more compulsive individuals had higher certainty in their safety 397 estimates, echoing previous work in perceptual decision making that showed this factor is 398 associated with higher confidence estimates (8, 25). We only found weak relationships with 399 the other two factors, representing anxious-depression and social withdrawal, in a direction 400 indicative of lower safety probability estimates and higher uncertainty.
401
Perhaps our most striking results come from our data-driven approach where we derived 402 components of psychopathology grounded in computational analyses of aversive learning 403 behaviour. Using PLS regression we identified two components, one associating greater 404 learning from safety with physiological symptoms of anxiety and compulsivity, while the other 405 associated greater learning from threat with depressive symptoms and social anxiety. These 406 results suggest that symptoms which are typically grouped together, either within diagnostic 407 categories or in factors identified using self-report measures alone, are associated with distinct 408 patterns of learning behaviour. This data-driven analysis also revealed relationships between 409 aversive learning and impulsive behaviour, encompassing a symptom dimension that is 410 typically studied in the context of reward processing (34). Individuals scoring higher on these 411 symptoms exhibited higher safety learning, which may explain previously observed 412 relationships between impulsivity and risk tolerance (35).
A feature of this study is our development of a novel online task for measuring aversive learning.
414
A number of studies examining other aspects of learning and decision making in the context of 415 psychiatric disorders have also availed of large samples recruited through online services (6, 8, 416 24, 25). However, it has been difficult to examine aversive learning in online environments, as 417 aversive lab stimuli such as shock cannot be easily administered online. A game-based design 418 allowed us to design a task that required avoidance behaviour as well as evoke feelings of 419 anxiety. Although qualitatively different from standard lab-based tasks, we observed similar 420 patterns of biased learning to that seen in lab-based work (36). An added benefit of our task is 421 that it is highly engaging, and subjects reported feeling motivated to perform well. 422 One potential limitation of this study is a focus on a general population sample. While this might 423 limit applicability to clinical anxiety, other research indicates that findings from clinical samples 424 replicate in samples recruited online (6, 8). Furthermore, it seems reasonable to assume that 425 clinical anxiety is on a spectrum with less severe expressions of this condition. Although we 426 did not deliberately set out to recruit individuals with clinically significant anxiety, 36% of our 427 sample scored at or above a threshold designed for the detection of anxiety disorders on our 428 measure of trait anxiety (see supplementary material). In light of this, and given limitations with 429 research in clinical samples that includes medication load (37) and recruitment challenges (38), 430 online samples provide an effective method for studying clinically-relevant phenomena.
431
Additionally, it is important to note that the effects we observed were small, as in previous 432 studies using large-scale online testing (6, 24, 24). However, large samples provide accurate 433 effect size estimates in contrast to the exaggerated effects that are common in studies using 434 small samples (39). Such small effects are unsurprising given the multifactorial nature of 435 psychiatric disorders (40). While we have shown aversive learning to be important, we 436 acknowledge this is likely to be one of a multitude of processes involved in the development of 437 these conditions.
438
In conclusion, our results demonstrate novel links between transdiagnostic symptoms of 439 psychiatric disorders and mechanisms of threat learning and uncertainty estimation in 440 aversive environments. The findings emphasise the importance of these processes not only in 441 anxiety but indicate a likely relevance across a spectrum of psychopathology. 
