ABSTRACT Modern trains have become a complicated ensemble of both mechanic and electronic systems. In particular, the so called Train Control and Management System (TCMS) plays a key role in them. TCMS-related applications and services run over a dedicated network called TCN (Train Communications Network) which is wired. Therefore, the opportunity for a wireless TCN is clear, but the challenges and threats are also remarkable. In this article we characterize the radio channel for a very important scenario: the train backbone, which includes the impact on adjacent trains (due to interferences). In order to be exhaustive and to provide useful and accurate models, a measurement campaign on three different real-world scenarios (with trains involved) has been carried out: tunnels, open air and stations. Physical layer results are provided in terms of path-loss, power-delay profile and fading distribution characterization.
I. INTRODUCTION
The transition from wired to wireless has been a worldwide success but some niches remain wired for many different reasons, like reliability or security concerns, among others. In particular, modern trains need a way to handle all different actuators (doors, traction, brake, etc.) and sensors as well. The usual approach is to develop a Train Control Management System (TCMS) which is a large collection of applications and services in order to deal with all the complexity related to train subsystems. This TCMS runs over a network called TCN (Train Communications Network) which provides the connectivity needed for TCMS and sometimes multimedia services as well. This TCN network is very often deployed on a two-layer basis: train backbone and consist 1 level (see Fig. 1 ). This paper is focused exclusively in the train backbone. There are many standards for the TCN, like CAN [1] which is widely used in buses, trams and some others; RS-485 and, more recently, the Ethernet Consist Network (ECN) and Ethernet Train Backbone (ETB) which are both based on the The associate editor coordinating the review of this article and approving it for publication was Ke Guan. 1 A consist is a set of vehicles that cannot be separated on normal operation.
Ethernet standard. Most train manufacturers have migrated their TCNs in the last years to an Ethernet-based ecosystem in order to control all train subsystems [2] on a more efficient and flexible way. Therefore, as happened in the customer market, wireless connectivity would come next. The benefits are clear: lighter trains, easier to deploy and more flexible networks, etc. But the problems come when the deterministic access to media in wired TCNs is not available in wireless communications systems or when cyber-security concerns arise [3] . Also, a proper characterization of the physical layer must be done in order to assure the connectivity of all the onboard subsystems (including those under the floor of the train, inside lockers, on a different train car or in the driver's cabin, etc.). Regarding this, we find three different scenarios to be considered in this physical-layer characterization: intratrain, car-to-car (train backbone) and train-to-ground (T2G). 2 T2G has been intensively researched for many years [4] - [7] ; the intra-train scenario was previously characterized by us [8] so the work we present will be focused on the train backbone. Therefore, a physical-layer characterization will be provided in terms of path-loss, small-scale fading, probability distribution and a tapped-delay line modelling for this link. Moreover, in order to accurately address the train backbone scenario, it is mandatory to take into account the potential impact on adjacent trains, in order to avoid mutual interference (this is the train-to-train scenario). This is needed because trains run very close to each other and the TCN shall have a high availability figure. This research work was done in the European Project Roll2Rail [9] which was focused on the removal of certain bottlenecks for the development of the rolling stock of the future. Given that the idea was to provide a useful characterization of the physical layer to build later an end-to-end communications system, we measured three scenarios: tunnel (typical in subways), open air (foam regional, mainline and high-speed lines) and stations (for all railway lines).
In Section II scenarios and setups for measurements are described; in Section III we present the models for both narrowband and wideband scenarios and also the interference from one train backbone to an adjacent train backbone plus the interference between the train backbone and the passenger's area of an adjacent train; finally, in Section IV conclusions are detailed.
II. EXPERIMENTAL SETUP A. ENVIRONMENT
Measurements were taken on real scenarios within the railway network of an urban operator in Madrid, Spain. In order to perform the most realistic analysis, we measured three different railway environments: tunnel, station and open air. In the tunnel case we considered both straight and curved ones, and we took measurements in two types of stations: underground pit-like stations and old-fashioned widening of the tunnel. Tunnels have a circular cross-section with a diameter of 7.5 m and all tunnel tests were done at Line 11 of Metro de Madrid. Open air measurements were performed in Line 10 in the Casa de Campo tracks in Madrid.
Finally, pit-like stations belong to Line 11 and tunnelwidening stations are mostly in Line 10. In Figure 2 a sketch for all these scenarios is provided.
The rolling stock employed in the measurements was a wide-gauge electromechanical unit manufactured by CAF from the 8000 series. This is a four-car consist with a metallic car body shell, as usual in the rolling stock. All other aspects of these trains (materials, windows, number of doors, etc.) are very usual in metro trains. In Fig. 3 both lateral and top view of the train is shown and in Table 1 a summary of the main characteristics of the train are provided. All measurements were taken with the train moving at slow speed (10 km/h).
B. MEASUREMENT SETUP
The narrowband measurement setup is shown in Fig. 4a : A signal generator with a power amplifier forms the transmitter and in the receiver we use a National Instruments NI USRP B210 software-defined radio (SDR) [10] (plus a PC to store the collected data). The transmitted signal is an unmodulated carrier and the SDR is programmed to take 10 measurements per second which are used for the path-loss modelling. Carrier frequency is 2.6 GHz, the transmitting power is 37 dBm and the antennas employed were two MGRM-WHF dipoles [11] vertically polarized. The system was carefully calibrated in the laboratory using an anechoic chamber.
Wideband measurements were done using a wideband channel sounder designed for this type of measurements [12] . This channel sounder is based on the transmission of a 12.5 ns narrow pulse each 1 µs. The receiver is formed by a logarithmic amplifier plus a digital oscilloscope which captures the baseband signal (see Fig. 4b ). Carrier frequency is 2.6 GHz, transmitted power is up to 42 dBm and both transmitting and receiving antennas are the same ones as in the narrowband measurements. Synchronization is provided by connecting 10 MHz reference oscillators of transmitter and receiver. This connection guarantees a good synchronization VOLUME 7, 2019 FIGURE 2. Sketch of the considered scenarios. Tunnel cross-sections have been obtained by an automatic measurement system based on laser. All dimensions are in meters. even on NLOS (Non Line-of-Sight) conditions. Table 2 is a summary of the main parameters for narrowband and wideband measurements.
For the train backbone characterization, we placed the transmitted on the top of the train as well as one receiver (see Figure 5a ). Another receiving antenna was placed inside the train (see Fig. 5b ). In the train-to-train scenario, which was intended to be used to characterize the potential interference of a train backbone on an adjacent train, the setup is very similar but with the receiving antennae on a different train as is shown in Fig. 6 .
III. MEASUREMENT ANALYSIS AND MODELLING

A. NARROWBAND CHARACTERIZATION OF THE BACKBONE: PATH-LOSS
For the path-loss estimation, we measured three different scenarios: tunnel, open air and station. The idea behind this approach is to be as exhaustive as possible, trying to address the potential influence of the railway environment on the propagation conditions of the wireless backbone of the train.
We placed the antenna transmitter on the top of the train and two receivers: one inside the train, in the passenger area and the other in the top of the train, just in front the transmitting antenna, as it is depicted in Fig. 5a and sketched in Fig. 5b . The objective of this measurement is not to obtain the typical curve that relates path-loss and distance, but to compare the five scenarios we mentioned in order to see the impact of all of them on the wireless channel. The train backbone network shall work properly no matter which scenarios the trains are. These results are shown both in Fig. 7 and in Table 3 . We represent both raw measurements, and the moving average (from 40 samples). In the same plot we depict these two measurements for both the internal and the external (top of the train) receiver. An important remark: in Fig. 7 the distance depicted in the abscissa is not separation between transmitter and receiver but distance travelled by the train (with no increase in the separation between antennas because they are fixed).
The difference in attenuation between the external and the internal receiver is between 34-43 dB in all scenarios. This is a remarkable figure for the vehicular penetration losses because it is an isolation enough to avoid interferences between the train backbone (top of the train) and the intra-consist wireless network. The largest average difference comes from the openair scenario (42.6 dB) and both tunnel and station have very similar path-loss figures (35.6 and 34.6 dB, respectively). This is something reasonable given that the geometry of an underground station (even if it is pit-like) and a tunnel are more similar than they are to the open air scenario. Reflections, clusters of scatterers, etc., could be similar in the underground station and the tunnel, but the open air scenario is radically different.
When we consider the absolute attenuations when both antennas are out of the train (external-external), both tunnel and open air scenarios are similar (37.5 dB and 37.2 dB, VOLUME 7, 2019 respectively) and station now is the odd one out with an extra 3 dB attenuation (40.4 dB).
B. NARROWBAND CHARACTERIZATION OF THE BACKBONE: SMALL-SCALE FADING
Small-scale fading characterization has been done removing the large-scale one and fitting the result to the most suitable statistical distribution. Large-scale fading was obtained with 40 samples [13] . All the processing was done offline using MATLAB.
When we look at the small-scale fading in this scenario we could expect to have a strong Rician distribution in the external-external case (direct LOS communication between transmitter and receiver both located on the top of the train) and a Rayleigh distribution for the internal-external (receiver in the passenger area onboard the train). To sum up, this is the outcome of our modelling, as we can see in Table 4 . There are strong differences between the three Rician scenarios because in open air the LOS multipath component is significantly higher than the NLOS components (K=16.4 dB), in tunnel a little less (K=9.6 dB) and, finally in station is very low (K=0.15 dB). This means that in station scenario the LOS path is dominant but on a less extent as in the other two scenarios.
TABLE 4. Statistical characterization of the inter-consist link.
The external-to-internal link is NLOS which means that Rayleigh is a good candidate to fit. K parameter is more similar in this scenario than in the external-to-external one (all three scenarios retrieved K between 1.6 and 2.6 dB, as we can see in Table 4 ).
C. WIDEBAND CHARACTERIZATION OF THE BACKBONE: TAPPED-DELAY LINE MODEL
Wideband measurements have been used to characterize the influence of the multipath propagation environment in the communication. The channel sounder described in the previous sections obtains the instantaneous impulse response h(t, τ ), which is function of the time t and the propagation delay τ . If the channel satisfies the wide sense stationary uncorrelated scattering (WSSUS) assumption [13] , the power delay profile (PDP) is given by
In order to characterize the wideband channel, the mean delayτ is the average of the delays of all the taps
On the other hand, the rms delay spread τ rms measures the channel time dispersion, which is expressed as
The measurements have been done in different subway scenarios, including the tunnel (circular and arched), station (both pit-like and tunnel-widening) and open air environments. It must be noted that an 8-tap channel model has been obtained, where each tap is spaced 12.5 ns (the bandwidth is 80 MHz). The Probability Density Function (PDF) for each of these taps has been analyzed, in order to fit with a wellknown distribution function. Figures 8-12 show the PDF of each measured tap.
The mean delay and RMS delay spread, expressed by (2) and (3) respectively, have been derived from the PDP. These parameters are shown in Table 5 , taking into account the five considered scenarios.
From the measured PDPs, the magnitude of each of the 8 multipath components (taps) with respect to the LOS component have been calculated, and are shown in Table 7 for every considered scenario. Both Fig. 13 and 14 depict the 8-tap TDL models. In both figures we see that the differences are very subtle within each tap. This means that even in the wideband, the train backbone link is very stable and does not depend heavily in the environment. However, the powerdelay profile shows a rich presence of multipath components with all of them less than 20 dB away from the first one (the PDP is far from being a single-tap PDP). We have 25 dB instead of 20 dB as the maximum difference if we consider the pit-like station and circular tunnel, but only for one tap out of eight (see Fig. 14, tap #3 ).
D. IMPACT ON THE TRAIN BACKBONE OF AN ADJACENT TRAIN
Once we have characterized the train-backbone scenario, we need to take into account the interference that this wireless train backbone could cause in the same link but on adjacent trains (see Fig. 1 , interference depicted in red). The problem is common for all types of railway lines, but in subways is perhaps more critical because of the short headways between trains which leads to a higher likelihood to have two trains very close to each other at the same time. Moreover, the separation between these two train backbones will be few meters (depending on each particular scenario) which makes this potential interference even harder to handle.
To characterize this, we have measured three different scenarios (station, open air and tunnel) with two trains. We placed the transmitter in the first of them (on the top of the train, as in the other measurements) and the receiver was on the second train with two antennas: one on the top of this train and the other one in the passenger's area (see Fig. 5b ). The train with the receiver was stopped and we only moved the transmitter one at a constant speed of 18 km/h (which means a snapshot each 5 cm, which is very close to λ/2 at 2.6 GHz). These measurements consisted on a pathloss characterization with the moving train approaching and leaving the static one, and a fading-distribution estimation as well.
First of all, we depict the signal power on both the receiver placed on the top of the train and inside the train (see Fig. 15 ). We've plotted the power of both with a subplot for each scenario (tunnel, station and open air). For the sake of readability, we've included a moving average (40 samples).
The first and maybe more interesting result is the distance where we start receiving the signal, which is very different in each scenario: stations with 150 m, tunnel 120 m and open air 60 m. The assumption for this is losses of 85 dB or lower. The reason for this disparity is the waveguide effect that happens in both stations and tunnels but not in open air, where radio waves are not guided towards the receiver by the surrounding walls. The difference between station and tunnel is not as relevant as with the open air scenario, but comes from the materials in the walls: tunnels are made of concrete which has a lower reflection coefficient than metallic panels that cover station walls. This leads to higher waveguide effect in stations.
The second result is the difference between indoor and outdoor attenuation values. As we can see in Fig. 15 , the outdoorindoor difference is higher in the tunnel scenario (8.3 dB) than both the station (6.4 dB) and open air (3.5 dB). This disparity is caused by the same waveguide effect addressed before. In Fig. 16 the average attenuations for all scenarios are depicted together.
The next step is to find the path-loss parameters to characterize the influence of distance on all the scenarios considered. For the sake of simplicity, we have fitted the attenuation curves to the single-slope path-loss model (4)
where n is the path-loss exponent and L 0 are the losses measured at a distance equal to 1 m. These results are summarized in Table 6 and plotted together with the free-space losses in Fig. 17 . These path-loss results come from the same facts we explained before: in open air we have less multipath because the surrounding environment is less populated than in tunnels and stations. In these two cases, a strong waveguide effect is caused by the surrounding walls which leads to a shorter attenuation and richer multipath. The difference between station and tunnel comes from the reflectivity properties of the walls (metallic in stations and concrete in tunnels). It is also remarkable that all three path-loss exponents are shorter than 2 (n<2) which means wave guiding. This effect has been explained in tunnels and stations but it is not as obvious in open air. In this scenario there are not surrounding walls but the roof of the train has metallic shields at both sides (see Fig. 5a ) that can guide waves as well, but on a shorter extent as tunnel and station walls do. 
E. INTERFERENCE RELATED TO THE PASSENGER'S AREA OF AN ADJACENT TRAIN
Once we have addressed the potential impact of the wireless train backbone on two adjacent trains we need to do the same with the influence of the wireless backbone on the wireless network deployed inside the train (passenger's area), and vice versa. In Fig. 1 please see interference depicted in yellow.
In order to take full account of the influence of train windows we characterized a sample of glass in an anechoic chamber using a Keysight E5071A VNA. This characterization is based on the measurement of s 21 parameter which is a good estimation for the channel transfer function H (f ). The bandwidth for this characterization is 100 MHz and the details for the horn antennas used in the VNA measurements are shown in Table 2 and some useful parameters for the other measurements as well.
The VNA characterization of the glass was performed placing the transmitting antenna (SAS-581) at 0.3m from the glass, and the receiver antenna (ETS Lindgren 3160-03) at 1.7m on the other side of the glass. The pursued result is to estimate the difference of the link between transmitter and receiver (ports 1 and 2 of the VNA, respectively) with and without the glass sample between the transmitter and receiver. The measured influence of the window glass of the train is 2.9 dB power loss and a phase deviation of 91 degrees (at 2.6 GHz). In Fig. 18 a picture of the VNA tests performed at an anechoic chamber is shown.
IV. CONCLUSIONS
In this article we have provided physical layer results in terms of path-loss, power-delay profile and fading distribution characterization. An exhaustive analysis of the train backbone link has been performed onboard a subway train in three different scenarios: tunnels (arched and circular), open air and stations (pit-like and tunnel-like ones). The impact of this backbone link on both the adjacent train and the intra-consist (or intratrain) scenario has been addressed as well.
The results show that the train backbone link is far from being an ideal one, with a large number of multipath components, but, on the other side, very stable in all these scenarios. This is good news for a potential wireless backbone network which must be available no matter where the train is and also avoiding the interference to both the train passenger area and the adjacent trains.
The distance where interference between adjacent trains may happen has been measured as the following: stations is 150 m, tunnel 120 m and open air 60 m. On a realworld implementation this distance will be dependent on the technology of the communications system but a proper benchmark has been done. The differences between scenarios have been addressed in many ways. For example, the K factor ranges from 5.15 to 16.41 dB highlighting the existence of remarkable differences in the fading conditions present in the three scenarios considered. Finally, if we want to estimate the bandwidth of the wireless train backbone looking at the PDP we can see that it is higher than 100 MHz, which is suitable for the data rates needed in the most modern TCN.
