This paper introduces a new method to construct asymptotically f {distributed sequences of points in the IR d . The algorithm is based on a transformation proposed by E.Hlawka and R.M uck. By exploitation of the special structure the method proves to be very e cient.
Introduction

Finite Pointset Methods
The main idea of Finite Pointset Methods (of particle methods) is to simulate continuous models by discrete particles. The advantage of simulating the continuous model instead of the discrete nature itself, is that using the information of the model one needs much less particles than there are in reality and one is able to compare the simulation with the model, even if there are no direct experimental data of the reality. The aim of the FPM is to approximate the density f by a nite set of points. The meaning of approximation in our sense is presented in chapters 2 and 3. The usual way to apply a FPM to a time evolution equation is divided into two steps:
(1) Given an initial value f 0 , construct a particle ensemble (see section (2. Remark:Another possibility are re nement methods. Here step (2) is substituted by (time is discretized in steps ) (2') Having constructed ! N (k ), one calculates a density f (k+1) using ! N (k ) and approximates this by ! N ((k + 1) ) like in step (1). .
The Aim of this Paper
Our aim is to nd a general and e ective method for step (1) (resp. for step(2')).First we will give a short introduction into the underlying mathematics. At rst one has to de ne what is meant by approximating densities by nite pointsets. To do this, we have to make things comparable, i.e. we have to choose a structure governing both densities and pointsets, measures. Furthermore it is shown there that our problem of approximation has always a solution in the sense discussed there. In addition we have to choose also some distance between a pointset and a density, such that one can say, whether an approximation is good enough or is not. First steps to solve the problem of constructing pointsets approximating some density f were done by E.Hlawka and R.M uck in 1971 (see 8] and 9]). We will use the principal idea of the algorithm which was proposed there, but we will develop a numerically more e cient method and estimate the approximation error and asymptotic behavior of the pointsets constructed in this way.
We state a catalog of requirements for construction methods also with respect to step (2'). The method introduced here ful lls these requirements and is also proven to converge for any density f, if the number of particles tends to in nity.
In the end some numerical tests are presented to assure the theoretical results. (2) Let ! n be a particle ensemble. We de ne the discrete measure !n as:
Remark: !n 2 D 1 ( ) () 
Absolutely Continuous Measures
Sequences of Points and Sequences of Ensembles
In this section we want to examine special particle ensembles, induced by sequences of points.
Notations:
(1) Let ( n ; p n ) n2I N , such that ! n := ( i ; p i ) n i=1 is a particle ensemble 8n 2 IN.
We denote by (! ( n;pn) ) n2I N := (! n ) n2I N the sequence of particles induced by ( n ; p n ) n2I N .
(2) If (p n ) n2I N , they induce the equiweighted sequence of points (! pn ) n2I N := (! ( 1 n ;pn) ) n2I N Equiweighted sequences of points are of special interest, since the amount of data to be generated stored is the least of all particle ensembles.
In the next section we will show, that given any absolutely continuous probability measure inM 1 ( ), it is possible to construct an equiweighted sequence of points, such that the corresponding sequence of discrete measures converges weakly to .
Discrete Measures are Dense
The following theorem | for proof see 2] ?! f
The discrepancy is an useful tool to prove weak convergence as well as for error estimates. In one dimension it is quite easy to calculate the discrepancy for a given particle{ensemble, but in higher dimensional cases | and those are the cases we are interested in here | this is a very expensive operation in terms of computational e ort. The theorem for transformations of measures implies
Collecting these results, we get:
If we do not have the property f > 0, the following corollary still is true: The di culty now is hidden in the transformation T = F ?1 , which is not given for arbitrary f. We will now brie y introduce the idea of Hlawka and M uck. They use a recurrent formula to approximate the transformed points.
Notation: Let For increasing N this leads to enormous computational e ort.
An advantage of the method is, that theq (i) 's are constructed completely independently. The relationships between theq (i) 's are given only by the uniform distribution of the originally p (i) 's. Hence we can construct theq (i) 's in parallel.
This method constructs sequences of ensembles. For any given N a special set of pointsq (1) N ; : : :;q (N) N is constructed. And for xed original sequence of uniformly distributed points N is the only parameter to decrease the discrepancy. So if it is necessary to increase the accuracy of the approximation, we have to reconstruct the whole sequence. This is a big disadvantage of the Hlawka/M uck method.
If we want to use a re nement method, then the distributions of two succeeding time steps f (k ) and f ((k+1) ) do not di er much. So it would be good, if we were able to reuse the information gained in step k to construct the sequence of step (k + 1) . Using the Hlawka/M uck formula this is impossible. 
(2) Given " > 0 the method should construct sequences of points (q (n) ) n2I N , which ful ll condition (1). So we gain the property of extensional-ability, but on the other hand we loose the nice asymptotics of the Hlawka/M uck sequences, because we have to introduce the additional parameter ". (3) The method should solve the equations for the separate points independently, such that it is possible to construct the points in parallel. 
Hence using (4):
The analogous examination on the lower bound in (3) leads to:
R was chosen arbitrarily, hence (3) implies:
and interchanging the rolls of !x N and !y N leads to the proof of the statement. On the other hand, we have:
and using Corollary 4.4 Let f be given as in theorem (4.2), furthermore let ! p (n) be an asymptotically uniformly distributed sequence of points and " n ?! 0. If !q(n) "n is chosen, such that for any n 2 IN Fq (i) "n ? p (i) " n i = 1; : : :; n then !q(n) "n is an asymptotically f{distributed sequence of particle ensembles.
Proof:Let ! q (n) denote the transformed sequence of points with respect to ! p (n) .
Then theorem ( 
Some Remarks on Quasi{Newton{Methods
Quasi{Newton{methods minimize nonlinear functionals. We choose
to be minimized, where the square is taken for regularity aspects. As distance we take the Euclidean one.
Remark:For every step of iteration, it is necessary to calculate the gradient of . Therefore we need 2 C 1 . This is true if f (ii) is a convex function.
These requirements, especially the convexity, are the main problems if we want to use such methods to transform our sequences of particles, because we can not guarantee them for arbitrary f. (Even smooth f do not lead to convex ). Another objection to those minimization methods in our context is given by the necessity of using the square of the distance, such that the convergence is slow. An adaptation of a quasi{Newton{method is shown in more detail in 6]. So quasi{Newton{methods ful ll requirements (2) { (5) given at the beginning of this chapter but they fail concerning requirement (1). So we must choose an other approach to the iterative methods.
The Method
Because minimization{methods lead to the problems shown in the latter section , we have to choose another approach to solve the system of nonlinear equations:
Nonlinear Gau {Seidel{Methods
Those methods extend the Gau {Seidel{method to solve linear systems. We want to solve = 0, where is given by
If we write as = ( 
The Solution in One Dimension
We examine the functions i by the help of (3. Because the derivatives of the a k are given explicitly and the evaluation of those derivatives require an comparable amount of calculation as the evaluation of the functions themselves, a Newton{method can be used to nd the zeroes. But we have to take into account that the functions are only de ned on a bounded set and also the monotonicity of the functions should be used. Therefore we combine a Newton{method with a method of nested intervals. k ) j2I N getting to cycle. Therefore we introduce the following indicator functions: Remark:It is obvious that the method automatically normalizes the densities to be approximated: Iff = f, then~ x k = x k as well as~ 0 x k = 0 x k . We will use the abbreviations: k close enough to the solution x k , we will obtain a quadratic convergence because of the Newton{iteration. Especially if we do some re nement (i.e. some more iterations) this is of importance since in this case we have a high probability that the condition on the initial value is ful lled.
The algorithm
+ j := + (x j] k ) := ( 1 if x k (x j] k ) > 0 0 if x k (x j] k ) < 0 ? j := ? (x j] k ) := ( 0 if x k (x j] k ) > 0 1 if x k (x j] k ) < 0
Some Remarks
Since we used all properties of the transformation F shown in Corollary (5.1), this method is able to ful ll the catalog of requirements given in the beginning of chapter 5 in a wide range: Theorem (5.2) gives requirement (1). But we have to also take into account the estimates of the discrepancy in chapter 4.
The other requirements are ful lled by any iterative method. By the quadratic convergence in the neighborhood of the solution, guaranteed by this method, it is especially useful to follow slowly changing f. Hence if ful lls requirement (5). Furthermore we can choose the parameter " in advance | resp. it can be adapted by some additional iterations on already constructed particles | that we construct sequences of points instead of sequences of ensembles.
The practical tests in the next chapter will show whether those theoretical advantages of the method can be proven in practice.
6 Numerical Tests
Numerical tests in two dimensions
Using the method introduced in 6], we are able to calculate and compare the discrepancies of several particle{ensembles.
The main di culty of all methods, that are based on the Hlawka/M uck{transformation, is caused by the fact that the transformation is a fracture of two integrals. Hence in higher dimensions we have to evaluate in general numerically multidimensional integrals. In our method we can reduce this, because we have to evaluate integrals in the highest dimension only for the solution of the rst equation.
The method competes well on the theoretical side by ful lling the requirements posed in the beginning of section 3.1 as well as on the practical side as shown in section 5.
Because of its properties the method seems also to be very useful to approximate distributions, that vary in time. Here we have to take into consideration, that we have quadratic convergence in a neighborhood of the solution. So the rearrangement in every time step only needs few iterations.
