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RÉSUMÉ
Cet article présente une étude de synthèse sur une nouvelle interaction entre algorithmes et architectures résultant de
l'utilisation de rotations vectorielles comme primitives de calcul . Après une présentation détaillée des différents aspects de
l'algorithme CORDIC, la gamme des architectures possibles pour son implémentation est passée en revue. La puissance et
la généralité de l'opérateur CORDIC sont illustrées par des exemples de nombreux algorithmes de traitement du signal et
d'algèbre linéaire, en particulier toutes les versions normalisées d'algorithmes classiques, où il peut s'introduire .
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SUMMARY
A survey of the new algorithm-architecture interaction arising from the use of vector rotations as primitive computational units
is presented . After a thorough review of various features of
the CORDIC algorithm, the full range of architectures allowing its
implementation is examined. The CORDIC operator's versatility is illustrated through an overview of the numerous digital signal
processing and linear algebra algorithms where it can be applied, with special emphasis on normalized variants of classical
algorithins .
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1. Introduction
L'algorithme CORDIC, (acronyme de « COordi-
nate Rotation DIgital Computer ») fut introduit à
l'origine [1], pour répondre à des besoins de calculs
tels que les rotations de vecteurs ou les changements
de coordonnées cartésiennes-polaires et polaires-carté-
siennes dans le plan euclidien, utilisés dans le domaine
de la navigation aérienne, et qui auraient auparavant
réalisés au moyen de servo-systèmes analogiques .
L'algorithme recourt uniquement à des primitives
élémentaires en base 2 : additions, soustractions et
décalages et permet accessoirement le calcul de racines
carrées et de fonctions trigonométriques sinus, cosinus
et aretangente .
Une généralisation [2] en a été proposée, par exten-
sion à des espaces pseudo-euclidiens dotés d'une
métrique hyperbolique ou linéaire, permettant le cal-
cul direct de la multiplication, de la division, des
sinus, cosinus et argument-tangente hyperboliques,
ainsi que d'exponentielles, et le calcul indirect (par
composition des fonctions précédentes), de tangentes
circulaires et hyperboliques et de logarithmes .
L'algorithme CORDIC a donc été conçu à l'origine
essentiellement comme un outil pour le calcul numéri-
que, et il a été effectivement utilisé en tant que tel
sous forme programmée, ou cablée dans des calcula-
trices ou des coprocesseurs flottants pour le calcul de
fonctions transcendantes [3] .
Dans l'optique sensiblement différente, qui nous
intéressera exclusivement ici, de l'implantation d'ar-
chitectures VLSI spécialisées de traitement numérique
du signal, l'algorithme CORDIC a fait l'objet depuis
quelques années un important regain d'intérêt [12] . Il
apparaît dans cette perspective plus large comme un
nouveau paradigme en fonction duquel peut être
repensée l'algorithmique d'un grand nombre de fonc-
tions avancées du traitement numérique du signal, aux
fins de l'utilisation de l'opérateur CORDIC intégré
comme module de base dans une éventuelle réalisa-
tions sous forme de circuit spécifique .
On peut citer comme exemples d'applications : le
filtrage complexe de signaux analytiques, la modula-
tion en bande latérale unique, la transformée de Fou-
rier discrète, directe et rapide [18, 19], le filtrage
fréquentiel sur structures à faible sensibilité en bande-
passante (treillis de Gray-Markel, filtres orthogonaux
et filtres d'onde [25-27, 33]), la factorisation spectrale
de processus stationnaires par l'algorithme de Schur
normalisé [11, 12], la modélisation adaptative de pro-
cessus non stationnaires (filtrage récursif optimal au
sens des moindres carrés sur structure en treillis
normalisé [28], filtrage de Kalman [23]) . Plus générale-
ment il intervient dans la résolution d'un grand nom-
bre de problèmes d'algèbre linéaire, dont certaines
fonctions précédentes apparaissent comme des cas
particuliers : résolution exacte ou approchée au sens
des moindres carrés de systèmes linéaires (algorithmes
orthogonaux de Givens [9], Fadeeva [17]), équations
aux valeurs propres, décomposition en valeurs singu-
lières [20, 21], décomposition QR, de Cholesky [9,
24], le cas des matrices de Toeplitz ou quasi-Toeplitz
ALGORITHME CORDIC
(à rang de déplacement fini), donnant toujours lieu à
des algorithmes spécifiques [22] .
L'idée commune à tous ces algorithmes (à l'excep-
tion de ceux opérant directement sur des valeurs com-
plexes), est de normaliser les calculs par l'utilisation
exclusive à chaque étape de transformations orthogo-
nales. Dans le cas du filtrage, on garantit ainsi une
variance unitaire des variables de calcul intermédiai-
res, et cette mise à l'échelle correcte des signaux per-
met d'éviter d'éventuelles oscillations de dépassement .
On peut montrer [27] que ces structures possèdent
également de bonnes propriétés par rapport aux
autres effets d'arithmétique finie : faible gain de bruit
d'arrondi (décorrélé) [37], absence de cycles limites
(bruit d'arrondi corrélé), faible sensibilité par rapport
aux valeurs des coefficients. Cette dernière propriété
se retrouve pour les algorithmes généraux d'algèbre
linéaire (conditionnement) .
L'utilisation de l'opérateur CORDIC présente éga-
lement de nombreux avantages pour l'intégration au
niveau purement architectural, par son excellente
adaptation aux contraintes des VLSI : un même
module de base, précaractérisé et éventuellement
paramétré avec possibilité de choix des degrés de
parallélisme, de pipelinage [30], pour une adaptation
optimale aux débits requis par l'application, peut ser-
vir comme constituant élémentaire dans une grande
variété d'architectures spécialisées, avec une comple-
xité en matériel inférieure à ce qu'on obtiendrait par
l'utilisation d'opérateurs classiques [14] .
2. Principe de l'algorithme CORDIC
2.1 . FORMULATION MATRICIELLE
On se place dans un espace vectoriel réel de dimen-
sion 2 où sont définies une forme bilinéaire,
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0
0 et la semi-norme associée
m
Il (X, Y) ~ = Jx
2 +my2
Pour m =0, + 1, -1, la matrice de rotation généra-
lisée suivante
cos (/ a) -~sin(.~fm_ a)`
Om (a)
1
sin (,,FM a) cos (/ a)
m
possède la propriété d'orthogonalité par rapport à
Q, : ®mQm ®m - Qm •
Cas euclidien (m = 1) : on a une matrice de rotation
de Givens .
cos (a) -sin (a)
O1 (a)_
sin (a) cos (a)
Cas hyperbolique (m = - 1) : on a une matrice dite
de Golub, qui est J-orthogonale (si l'on note Q-, =J)
eh (oc) sh (Œ)
~-1(a)=
sh (a) ch (oc)
du fait des égalités
Sh (x) = -j Sin (jx)
	
et Ch (x) = Cos (jx),
avec j J-1.
Cas linéaire (m = 0)
O o (a) _
Ces trois cas correspondent aux trois modes d'utili-
sation de l'algorithme CORDIC .
On cherche à faire subir une rotation généralisée
d'angle a à un vecteur (x, y) . Pour cela, on décompose
l'argument angulaire en a=~
µi
ai, µi = ± 1, et on fait
subir une séquence de rotations d'angle ±ai au vec-
teur (X, Y). Le principe de l'algorithme itératif réside
dans la propriété (en fait triviale), que l'addition des
arguments angulaires équivaut à une composition des
rotations, donc au produit des matrices correspondan-
tes. On peut donc calculer la rotation de départ par
une séquence de rotations élémentaires d'angle ±ai
supposées plus simples à calculer .
On effectue donc à chaque itération la transforma-
tion élémentaire O m (µ i a i) suivante
Om
(µi ai)
Cos(~a i) - µ i Jmsin(/ai)
µi
	1 sin (/ ai) Cos (~\/M_ ai)
avec µ i = ± 1, définissant le sens de la rotation .
On exprime la matrice en mettant en facteur le
terme en cos
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2.2 . FORMULATION ITÉRATIVE
On peut écrire sous la forme suivante les itérations
matricielles précédentes, le vecteur (xi y i) étant trans-





En faisant provisoirement abstraction du facteur
de normalisation (terme en cos), on peut écrire :
xi+1=
xi-





Le principe de base de l'algorithme CORDIC est
de prendre (1/Jrn) tg (a i _ %m) égal à une puissance de
2, ou plus généralement de la base de calcul de
l'arithmétique utilisée, de telle sorte que les itérations












Cela revient à effectuer la décomposition de
l'angle a sur une base constituée des
ai
=(1/,~m_) arctg( m2-Q(m On reviendra au
paragraphe 2.5 su les problèmes que pose le choix
de cette décomposition.
2.3 . LE FACTEUR DE NORMALISATION
Dans l'écriture précédente des équations itératives,
nous avons fait abstraction du facteur de normalisa-
tion, qui permet d'assurer la conservation de la norme
entre l'entrée et la sortie de l'algorithme .
Son calcul peut être intégré à chaque itération [8],
sous la forme suivante :

















avec y„,, i =1 ou 0
Traitement du Signal
1423
~ volume 5 - na 6 -1988
1
1














Il apparaît que K m ne dépend pas de l'angle a, mais
seulement de la base de décomposition choisie, et peut
donc être calculé une fois pour toutes, la correction
intervenant alors seulement en fin de calcul . La base
de décomposition peut être choisie (§ 2 .6) de manière
à simplifier au maximum cette remise à l'échelle finale
(facteur de normalisation égal à une puissance de 2) .
2.4. LES DIFFÉRENTS MODES DE FONCTIONNEMENT DE
L'ALGORITHME
2
.4.1 . Mode rotation
Dans ce mode de base, l'algorithme converge en
faisant tendre la variable auxiliaire z i , initialisée au
départ à a (argument de la rotation) vers zéro . Cette
mise à jour est effectuée en parallèle avec les itérations
de calcul des rotations, sous le forme .
zi+1 = zt+µtai .
Le signe de
µi est alors défini par celui de z i , ce qui
correspond à une commande par feedback asservis-
sant les itérations de manière à faire tendre z i vers 0 .
2.4.2 . Mode évaluation
On fait tendre la variable
yi vers zéro, le signe de
µi
étant défini à chaque itération par celui de y i , ce
qui correspond au calcul de arctg (y/x), qui est accu-
mulé dans la variable z. Les deux premières colonnes
1
1
Mg. 1 . - Structure d'une itération
de l'algorithme CORDIC
.
du tableau I résument les six modes de fonctionne-
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TABLEAU I
Les différents modes de fonctionnement de l'algorithme CORDIC
.
ces deux modes de convergence avec les trois métri-
ques utilisées . Les expressions données intègrent la
normalisation du résultat .
2.4.3. Mode évaluation-rotation
Il existe une complémentarité fondamentale entre
les deux modes de fonctionnement évaluation et rota-
tion. Dans la majorité des applications, l'angle
a=arctg (y/x) est d'abord calculé par une première
utilisation de l'algorithme en mode évaluation, pour
être ensuite utilisé comme argument de calculs en
mode rotation. C'est cet enchaînement de calculs
qu'on a voulu montrer ci-dessus au travers du mode
de fonctionnement « évaluation-rotation », qui est la
composition des deux précédents : on effectue d'abord
une évaluation sur les arguments x et y, puis une
rotation de z = arctg (y/x) appliquée à x' et y' .
L'argument angulaire n'intervient donc que comme
intermédiaire de calcul et il est alors inutile de l'expri-
mer par sa représentation externe, la représentation
interne par la séquence de signature (µi) pouvant
être transmise entre les deux phases du calcul, Une
conséquence importante en est qu'il est possible dans
ce cas de supprimer l'accumulation de la variable
angulaire z dans les deux modes de fonctionnement .
Avec la métrique linéaire, on retrouve dans le mode
évaluation un algorithme de division sans restaura-
tion, le résultat étant exprimé en chiffres signés sur
une base qui est dans ce cas la base classique de la
numération binaire.
2.5 .
CHOIX DE LA BASE DE DÉCOMPOSITION, PROPRIÉTÉS
DE CONVERGENCE ET DE RÉSOLUTION
Le choix de la séquence (a i ) des angles élémentaires
qui permet de décomposer l'angle de rotation est un
élément essentiel de l'algorithme car de lui dépendent
le nombre d'itérations de l'algorithme, son domaine
de convergence et la résolution angulaire .
Un cadre théorique général peut être donné à la
décomposition utilisée dans l'algorithme CORDIC au
travers de la notion de base discrète [10] . Étant donné

































































est une base discrète sur l'intervalle I si quel que soit
a appartenant à I, il existe une suite (µi), µ i=± 1,
telle que
i=1








On s'intéresse ici à la décomposition de l'argument
sur une suite finie d'éléments . On fait alors une appro-









Cette relation représente la
condition de convergence
de l'algorithme : à l'itération n, la somme des rotations
restantes doit permettre de ramener l'angle à moins
de aP de zéro .
Le domaine de convergence est donné par la rota-






Pour les bases classiques [1], l'algorithme ne converge
pas en général pour l'ensemble du domaine
- n < a < + n (dans le cas circulaire), mais il est possi-
ble de ramener l'angle de départ dans le domaine de
convergence par une rotation initiale .
La condition de convergence garantit également
une
résolution dngulaire de aP pour p itérations . On a






Les bases classiquement choisies dans l'algorithme
CORDIC pour les différentes métriques sont les sui-
vantes, pour trois métriques
m = 1 (circulaire)
a i = arctg (2
m = -1 (hyperbolique)




m = 0 (linéaire)
a i =2 -Q (0 ' i) .
La séquence cr (m, i) doit être choisie de manière à
satisfaire la condition de convergence, et le cas
échéant des contraintes sur le domaine de convergence
et le facteur de normalisation .
Pour m = 1 ou 0, la condition de convergence est
satisfaite avec la base « naturelle » cs (m, i) = 1 [1] . Pour
m = - 1, il est nécessaire de répéter certaines puissan-





Afin d'obtenir un facteur K qui soit une puissance
de 2, il a été proposé [29] de systématiser cette répéti-
tion de termes de la base, dans le cas circulaire aussi
bien qu'hyperbolique . On peut montrer que les bases
ainsi obtenues satisfont toujours la condition de
convergence, et que le domaine de convergence s'en
trouve élargi, au prix bien sur d'un plus grand nom-
bre d'itérations .
Il a également été proposé [4, 5], d'utiliser une base
légèrement différente comportant des différences de










avec il (m, i) = 0 ou 1 .
On aboutit ainsi au même résultat (facteur K de
normalisation puissance de 2), et ce sans avoir l'in-
convénient, qui s'avère gênant pour les implémenta-
tions pipelinées de l'algorithme, d'un nombre d'itéra-
tions différent dans les cas circulaire et hyperbolique,




, 2°-2-2, 2-1 -2-s ,
2 -2-2 -8, 2-3 . . . 2
-14
m=-1
2°-2 -3, 2 ° -2 -2, 2-1 -2 -6 , 2-1 -2 -3 ,





Il est possible [30] de combiner ces deux méthodes
dans un logiciel général de construction des séquences
{ci (m, i) } pour les deux métriques circulaire et hyper-
bolique, en rendant toujours ainsi le facteur K égal à
une puissance de deux. On peut prendre en compte,
en plus du nombre de bits des données d'entrées, une
condition sur la résolution, si celle-ci est inférieure à
la précision des données d'entrée.
En général, les bases construites à partir de différen-
ces de puissances de deux seront à préférer : pour
un nombre de bit, une résolution et un domaine de
convergence donnés, la longueur de la séquence de
calcul (nombre total d'additions et de décalages), est
plus faibles pour ce type de base que pour les bases
obtenues par simple répétition de puissances .
2.6 .
L'ALGORITHME CORDIC HYBRIDE ET PARALLÉLISÉ
Une formulation légèrement différente de l'algo-
rithme a été proposée [16], dans une optique de paral-
lélisation maximale de l'algorithme . Les itérations sur
x et y sont découplées, la séquence de signature étant
calculée séparément. Mais on perd évidemment la
propriété essentielle de l'algorithme, qui est l'absence
de multiplications. Compte tenu du fait que, par l'uti-
lisation du pipelinage (cf. § 3.1 .2), l'algorithme classi-
que permet d'atteindre aussi élevés que nécessaire, le
recours à cette forme très lourde semble a priori
inutile.
Il est également possible, toujours dans un but
d'accélération du calcul, d'avoir recours à des formu-
volume
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Structure d'une itération de l'algorithme CORDIC dans
le cas où l'élément de base est construit à partir d'une différence
de puissances de deux .
lations dites hybrides, sont intermédiaires entre l'algo-
rithme original et une implémentation directe de la
rotation de Givens au moyen de deux ou quatre
multiplieurs parallèles utilisant comme coefficients de
sin et cos stockés dans une table précalculée .
Afin de réduire la taille d'une telle table qui serait
prohibitive avec les résolutions angulaires générale-
ment utilisées, il est possible de n'effectuer de cette
manière qu'une rotation initiale dégrossissant le cal-
cul, et de terminer par un petit nombre d'itérations
de l'algorithme CORDIC pour se rapprocher au plus
près de l'argument.
Une autre technique hybride plus intéressante
consiste à commencer le calcul par les itérations COR-
DIC, puis, quand l'argument angulaire résiduel est
suffisamment petit, à approximer les tangentes au
premier ordre : cette méthode ne nécessite pas de table
de fonctions trigonométriques précalculées en plus
de celles éventuellement utilisées par les itérations
CORDIC.
3. Architectures de l'opérateur CORDIC
La gamme des différents choix possibles au niveau
de l'architecture d'un opérateur CORDIC est repré-
sentée figure 3 sous la forme d'un diagramme synopti-
que en trois dimensions. Sur chacun des axes du
repère est porté quantitativement le degré de parallé-
lisme utilisable dans trois domaines distincts [13] lar-
geur du chemin de données, pipelinage, parallélisme
intrinsèque (sur les opérations et les itérations) .
On peut agir sur la largeur du chemin de données
des opérateurs élémentaires qui effectuent le calcul
d'une itération (axe vertical) en utilisant des opéra-
teurs arithmétiques en bit-série ou en bit-parallèle
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Hg. 3 . - Diagramme synoptique des choix architecturaux
pour l'algorithme CORDIC .
Pour obtenir le débit de calcul désiré, il est possible
de pipeliner l'architecture (axe profond) : du niveau
bit en pipelinant internement le calcul des additions,
jusqu'au niveau des itérations en insérant des registres
de pipelinage entre les opérateurs réalisant le calcul
d'une itération, si elles sont effectuées en parallèle .
Le troisième degré de liberté concerne les calculs
des équations itératives qui peuvent être affectués
en parallèle ou séquentiellement (axe horizontal) par
uutilisation de trois unités arithmétiques ou d'une
seule. On dénommera « à opérations parallèles» les
architectures permettant le calcul simultané des trois
équations de l'algorithme (ou deux si l'on supprime
l'accumulation angulaire) et « opérations séries » celles
ne permettant qu'un calcul séquentiel des équations .
Les n itérations peuvent elles-mêmes être réalisées
séquentiellement sur un à trois opérateurs, ou en
parallèle sur n à trois n opérateurs . Il faut noter
toutefois que ce parallélisme au niveau itérations n'est
utilisable que par le biais d'un pipelinage
« horizontal » minimum entre chaque itération, du
fait de la dépendance entre les calculs des itérations
successives .
3 .1
. MISE EN OEUVRE D'OPÉRATEURS BIT-PARALLÈLES
Les additionneurs de l'architecture présentée sur la
figure 1 sont des additionneurs parallèles .
Si le pipelinage « horizontal », c'est-à-dire le pipeli-
nage entre étages de calcul, est possible et même
nécessaire avec l'utilisation d'itérations parallèles pour
avoir un taux d'accélération linéaire, le pipelinage
« vertical » (au niveau bit) qui consisterait à pipeliner
le report entre additionneurs complets est impossible
du fait de la présence de décalages sur les opérandes
des additionneurs. Si la variable Y est décalée de i bit,
le i-ième bit constitue un des opérandes du premier
additionneur complet et la retenue ne peut commencer
sa progression que lorsque la retenue qui donne le
résultat Y à l'étage précédent a atteint la position i .
Il en est de même pour la variable X .
On obtiendra des architectures parallèles pipelinées
dont la chaîne critique est constituée de « n » addition-
neurs complets juxtaposés où « n » est le nombre maxi-
mal de bit atteint par la représentation au cours de
la chaîne de calcul .
Cette limitation due uniquement à la structure de
l'algorithme CORDIC peut être contournée si on
change la représentation des opérandes . On peut en
effet résoudre le problème du pipelinage «vertical»
des opérateurs bit-parallèles en utilisant une représen-
tation redondante en chiffres signés .
Cette représentation permet de découper les opé-
randes en digits et d'effectuer les calculs sur les digits
de façon indépendante et ainsi de supprimer la propa-
gation entre l'opérateur élémentaire dans un même
étage. Le problème de la décision de l'opération à
effectuer à l'étage suivant se pose alors . Il faut extraire
du digit de poids fort le signe de l'opérande afin
de commander l'additionneur-soustracteur de l'étage
suivant. Si ce digit est codé en représentation redon-
dante il faut lui faire subir une transformation pour
trouver le signe du nombre .
Un codage hybride des nombres a été proposé [31] .
Le nombre est codé en représentation redondante sauf
le digit de poids fort qui reste codé en complément à
deux. Les opérateurs arithmétiques utilisent donc des
additionneurs redondants et un additionneur en com-
plément à deux pour le digit de poids fort . Le choix
de la taille des digits fixe alors le degré de pipelinage
« vertical ». On obtient ainsi des architectures dont le
débit de calcul peut être relativement élevé.
3 . 1 . 1 . Architectures à itérations séries
On met ici en eeuvre des opérateurs arithmétiques
parallèles qui réalisent simultanément le calcul des
trois équations de l'algorithme, le calcul des n itéra-















Fig. 4. - Architecture à
« opérations parallèles »
et itérations séries .
illustre ce type d'architecture. On utilise trois bus
indépendants de largeur maximale pour réaliser en
parallèle les calculs sur les trois variables.
Avant de commencer le calcul il faut réaliser la
phase d'initialisation qui consiste à charger les regis-
tres X, Y et Z avec leur valeur respective x o, yo et
zo . Tous les opérateurs dont la dénomination com-




qui permettent d'isoler la partie calcul de la partie
mémorisation des variables intermédiaires .
Les opérateurs DX et DY sont des décaleurs pro-
grammables dont les valeurs de décalage à appliquer
aux variables X et Y à chaque itération dépendent
de la base de décomposition. L'élément de base ai est
sélectionné en accord avec le rang de l'itération en
cours de traitement et ajouté ou retranché à la varia-
ble courante z,.
L'organe de contrôle élabore les signaux de com-
mande des additionneur-soustracteurs (choix de l'opé-
ration), des décaleurs (valeur du décalage), en fonc-
tion du mode de fonctionnement de l'algorithme
(mode) et des signes des variables courantes y, et z i
(respectivement Sy et Sz) .
Chaque itération est calculée en deux temps. Les
données x,, y i , z, sont d'abord transférées des registres
X, Y, Z vers l'unité de calcul par l'intermédiaire des
registres R x, Ry, RDx , RDY et des décaleurs . Le
deuxième temps comprend le calcul puis le stockage
des variables résultats xi+i, yi+,,
z1+1
dans les regis-
tres X, Y et Z. C'est cette dernière étape de calcul
qui constitue la chaîne critique de l'architecture et qui
fixe ses performances de vitesse . La fréquence de
fonctionnement est limitée par le temps nécessaire à
l'opérateur arithmétique pour réaliser une opération
d'addition ou de soustraction .
La période de calcul correspond à n fois le temps
caractéristique de la chaîne critique, où n est le nom-
bre d'itérations .
Il faut noter qu'il est nécessaire de stocker les
valeurs des arguments angulaires utilisés dans le calcul
sur la variable auxiliaire z dans une mémoire ROM .
Architectures à opérations séries
Afin de limiter la complexité en matériel, on peut
envisager de réduire le nombre d'opérateurs arithméti-
ques en n'utilisant qu'un seul additionneur-soustrac-
teur bit-parallèle pour effectuer le calcul des trois
équations . Le calcul des variables x, y et z est alors
effectué séquentiellement par la même unité arithméti-
que et la structure est dite à «opérations séries» (cf .
























11, g. 5. - Architecture à « opérations séries »
et itérations séries .

























niveau bas gère les calculs au sein d'une même itéra-
tion, le niveau haut séquence le calcul des itérations
conformément à la base de décomposition choisie.
On accroît donc la complexité du séquenceur de la
cellule CORDIC et on pert en partie les propriétés
de modularité de l'opérateur.
Après initialisation des registres X, Y et Z le calcul
itératif peut commencer . Le calcul d'une itération
s'effectue en trois temps
-- chargement du registre R 1 avec la variable cou-
rante xi issue du registre X et chargement du registre
RZ avec la variable courante y i décalée issue du regis-
tre Y. Calcul par l'UA de la première équation et
stockage du résultat
xi+1
dans le registre Temp;
- chargement du registre R i avec la variable cou-
rante yi issue du registre Y et chargement du registre
R2 avec la variable courante x i décalée issue du regis-
tre X. Calcul par l'UA de la deuxième équation,
stockage du résultaty
i+i
dans le registre Y et transfert
du registre Temp dans le registre X ;
-chargement du registre R
i
avec la variable cou-
rante zi issue du registre Z et chargement du registre
R 2 avec l'élément de base ai . Calcul par l'UA de la
troisième équation et stockage du résultat z i+ 1 dans
le registre Z.
Cette séquence est répétée à chaque itération et
tous les calculs sont contrôlés par le mode choisi et
les bit de signe des variables Y ou Z .
Une différence fondamentale avec la structure à
« opérations parallèles » et itérations séries est que
cette structure impose de stocker temporairement une
des variables X ou Y lors des calculs d'une itération .
3 .1 .2. Architectures à itérations parallèles
Cette structure permet de traiter un flot continu de
données avec un débit correspondant au calcul d'une
seule itération. Le résultat du calcul est produit avec
Fîg. 6. - Architecture à « opérations parallèles »






un retard dû à l'écoulement des données dans le
pipeline .
L'importance de la base de décomposition apparaît
nettement ici car c'est elle qui fixe le nombre d'ité-
rations dont dépendent directement le délai de calcul
et la complexité globale de l'architecture . On peut
minimiser le nombre d'itérations en utilisant les
méthodes décrites au paragraphe 2 .5. La figure 2
illustre la structure d'un module de base (corres-
pondant à une itération) d'une architecture qui utilise-
rait une base de décomposition construite à partir de
différences de puissances de 2 .
La chaîne critique de la structure à opérations
parallèles et itérations parallèles est la même que celle
de la structure à opérations parallèles et itérations
séries. Les performances en vitesse sont limitées par
le temps de calcul des opérateurs arithmétiques, qui
est majoré par la propagation de la retenue dans
un additionneur-soustracteur . Seule l'utilisation d'une
représentation différente permet d'accroître le niveau
de pipelinage et donc le débit de calcul.
Il a été proposé [5] un opérateur arithmétique qui
permet d'unifier le temps de propagation dans les
étapes de calcul . Le temps de la chaîne critique devient
alors indépendant du rang de l'itération dans l'algo-
rithme. Ceci permet d'optimiser l'écoulement des don-
nées dans les registres de pipeline car la chaîne critique
est formée par les additionneurs complets dont les
opérandes ne sont pas soumis à un décalage . Donc
même si la largeur du chemin de données évolue au
cours du calcul, la chaîne critique n'est pas modifiée .
Un avantage auxiliaire par rapport aux architectu-
res à itérations série est l'absence de décaleur pro-
grammable. Les décalages sont ici réalisés par simples
routages .
Il faut également noter l'adaptation excellente de




« évaluation rotation », puisqu'on peut dans ce cas
supprimer à la fois l'accumulation de la variable
angulaire z et la mémoire nécessaire pour stocker les
arguments angulaires intermédiaires . Il est également
possible de pipeliner conjointement un calcul d'éva-
luation et des calculs de rotation qui en utilisent le
résultat (voir un exemple d'application au para-
graphe 4 . 5) .
3 . 2. MISE EN OEUVRE D'OPÉRATEURS BIT-SÉRIES
En bit série, les décalages ne sont plus réalisés par
routage mais à l'aide de registres, ce qui diminue la
complexité des décaleurs dans le cas programmable .
Mais ici encore l'algorithme CORDIC impose une
structure particulière des additionneur-soustracteurs
lorsque les calculs des itérations sont effectués en
parallèles . En effet si les calculs sont effectués séquen-
tiellement, les opérandes sont mémorisés avant traite-
ment et le signe est facilement accessible par l'opéra-
teur arithmétique.
Pour les architectures où les calculs des itérations
sont parallèles, le signe de la sortie de l'étage!
détermine le type d'opération à effectuer à l'étage i+ 1
(addition ou soustraction). En complément à deux, le
signe de l'opérande étant codé par le bit de poids
fort, celui-ci doit être le premier présenté à l'opérateur
arithmétique de l'étage suivant afin que le choix de
l'opération à effectuer puisse être fait avant que le
calcul ne commence . Il faut donc réaliser des addi-
tionneur-soustracteurs fonctionnant avec poids fort
en tête, ce qui n'est possible, sans mémoriser un mot
entier, qu'en utilisant une représentation redondante .
Une structure utilisant une telle arithmétique
«digit-on-line » en chiffres signés a été proposée
dernièrement [38], qui met en ceuvre une variante légè-
rement modifiée de l'algorithme CORDIC standard .
Il faut remarquer que l'utilisation de la représenta-
tion redondante n'est réellement nécessaire que lors
des calculs en mode évaluation. En mode rotation,
on peut utiliser des opérateurs classiques sous réserve
de connaître à l'avance la décomposition de l'argu-
ment sur la base.
3 . 2 . 1 . Architectures à itérations séries
Ce type d'architecture utilise des opérateurs
arithmétiques bit-série qui effectuent les calculs des
itérations séquentiellement .
L'architecture décrite sur la figure 7 est à
« opérations parallèles ». On retrouve les signaux de
contrôle qui conditionnent l'opération à effectuer par
l'unité arithmétique (mode, sens de rotation) .
A l'initialisation les registres X, Y et Z sont chargés
avec les valeurs initiales x o , y o et z 0 . Ces valeurs sont
ensuite présentées en série à l'unité arithmétique . Les
registres D x et DY effectuent les décalages respective-
ment des variables X et Y en sélectionnant les bits à
présenter en série à l'unité arithmétique . Ces opéra-
teurs doivent également réaliser l'extension de signe
des variables décalées.
Les résultats des opérations d'addition ou de sous-
traction sont stockés en série dans les registres R x et
RY . Le transfert de ces derniers dans les registres X

























opérations séries » et itérations séries
(les opérateurs effectuent les calculs en bit-série) .
FSg. 8. - Architecture à « opérations parallèles » et itérations séries .
Les unités arithmétiques travaillent en bit-série .
Le cycle de calcul de la variable Z est plus simple
car aucun opérande n'est décalé. L'élément de base a i
est sélectionné en fonction du rang de l'itération en
cours et est ajouté ou retranché à la variable z i. Tous
les transferts et calculs de la variable Z peuvent être
réalisés en série .
Si cette structure utilise le moins de matériel et
surtout présente la plus faible complexité au niveau
routage des connexions, elle nécessite un séquenceur
complexe à trois niveaux. Il faut gérer le séquence-
ment d'une opération en bit-série, puis le calcul d'une
itération et enfin le calcul des « n » itérations qui





Le débit maximal est limité par le temps nécessaire
à l'unité arithmétique pour effectuer une opération
d'addition-soustraction.
Il est encore possible de réduire la taille de l'archi-
tecture présentée ci-dessus en effectuant le calcul des
équations d'une itération en séquence (architecture à
« opérations séries », cf . fig. 8) . Le séquencement du
calcul d'une équation (x, y ou z) dans une itération
est identique à celui de l'architecture à « opérations
parallèles » et itérations séries présentée ci-dessus . Il
faut ici gérer en plus le calcul séquentiel des trois
équations au sein d'une itération de l'algorithme . Le
multiplexeur placé en sortie des registres X, Y et Z
permet de réaliser cette opération . Une telle architec-
ture aboutirait en pratique à une complexité de
contrôle beaucoup trop élevée, et surtout à des
performances en débit de calcul inférieurs à ce
qu'on recherche en général avec des architectures
spécialisées .
3 . 2 . 2 . Architectures à itérations parallèles
Dans ce type d'architecture les calculs des équations
des « n » itérations s'effectuent en parallèle, mais e
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utilisant des opérateurs bit-série . Rappelons toutefois
les problèmes arithmétiques posés par cette architec-
ture. En mode évaluation les additionneur-soustrac-
teurs doivent travailler en poids fort d'abord ce qui
implique de changer la représentation des nombres .
Le pipelinage est alors possible mais le prix à payer
est une plus grande complexité des opérateurs
arithmétiques qui se traduit par une surface plus
importante. Les décalages doivent être réalisés à l'aide
de registres à chaque étage ce qui augmente aussi la
taille de la cellule. Il faut également noter la nécessité
de générer des signaux d'initialisation ou de remise à
zéro de ces registres .
L'architecture parallèle bit-série présentée ici est
très intéressante de part son faible encombrement,
pour une utilisation en mode « rotation » de l'opéra-
teur CORDIC. En mode « évaluation » par contre,
le gain relativement faible en surface justifie difficile-
ment son utilisation par rapport à une architecture
parallèle à opérateurs bit-parallèles qui permet
d'atteindre des débits de calcul beaucoup plus élevés .
4. APPLICATIONS
Dans l'ensemble des algorithmes se prêtant à une
utilisation potentielle de l'opérateur CORDIC, les
deux premières applications mentionnées ci-dessous
(§ 4 . 1 et 4 .2) se distinguent fondamentalement des
autres par le fait qu'il y est fait appel à des rotations,
correspondant à des produits complexes, où l'argu-
ment angulaire 0 apparaît explicitement . L'algorithme
CORDIC est alors utilisé uniquement dans le mode
rotation, et le contrôle par la variable dénotée par z
ci-dessus, initialisée à 0 et que l'on fait tendre vers 0
dans les itérations, y est nécessaire .
Dans toutes les autres applications, l'algorithme
est utilisé pour le calcul de transformations planes
orthogonales, où l'argument angulaire n'est qu'un




utilisé ici dans le mode de fonctionnement composé
évaluation-rotation.
4 . 1 . FILTRAGE COMPLEXE DE SIGNAUX ANALYTIQUES,
MODULATION A BANDE LATÉRALE UNIQUE
L'opérateur CORDIC permet de manière immé-
diate la manipulation directe de signaux complexes
représentés par leur partie réelle et leur partie imagi-
naire, et leur produit par des coefficients complexes
de module unité. L'algorithme pourrait aisément être
adapté pour incorporer dans la normalisation le pro-
duit par un module fixe qui serait le cas échéant
différent de 1 .
L'intérêt de la manipulation de signaux complexes
apparaît si on utilise le signal analytique (s . a .) corres-
pondant à un signal réel donné (la composante imagi-
naire étant obtenue par passage au travers d'un filtre
de quadrature effectuant une transformée de Hilbert
discrète) . On sait qu'un signal analytique peut être
échantillonné à une fréquence moitié de celle qui
serait nécessaire pour le signal réel correspondant . La
représentation complexe aboutit donc à une utilisa-
tion du matériel équivalente en efficacité à ce qu'on
a avec la représentation réelle .
Une utilisation très classique du signal analytique
comme intermédiaire de calcul est la modulation en
bande latérale unique, où l'on module le s .a . par
une porteuse réelle pour aboutir à un signal modulé
divisant par 2 l'encombrement en fréquence . On peut
faire le produit du s.a. par la porteuse complexe
e2'
;"-fo au moyen d'un opérateur Cordic utilisé en
mode rotation circulaire, le calcul de l'argument angu-
laire pouvant être effectué en parallèle soit par un
multiplieur dédié, soit par un autre opérateur COR-
DIC fonctionnant en mode linéaire. Il suffit alors de
conserver uniquement la partie réelle en sortie de
l'opérateur pour retrouver le signal B .L.U.
4 . 2 . TRANSFORMÉE DE FOURIER DISCRÈTE
Le calcul direct de la transformée de Fourier en
effectuant le produit matrice-vecteur correspondant
peut être implémenté au moyen de l'opérateur COR-
DIC .
Il est théoriquement possible d'envisager une struc-
ture entièrement parallèle utilisant un tableau de N 2
processeurs CORDIC, chaque processeur étant dédié
à un coefficient e
2 a jnkIN,
ce qui permet de le simplifier
éventuellement. En pratique ceci ne serait réalisable
avec une complexité en matéreil acceptable qu'au
moyen d'opérateurs CORDIC bit-série (§ 3 .2.2) .
Il est classiquement possible de réaliser ce produit
matrice N*N par le vecteur N*1 au moyen de N
processeurs parallèles seulement, en effectuant une
« projection » du calcul dans l'espace des processeurs .
Si chaque processeur correspond à une valeur de
sortie, l'accumulation est alors locale et les valeurs
d'entrée diffusées globalement à tous les processeurs .
De manière duale, si chaque processeur est associé à
une valeur d'entrée, l'accumulation se fait en cascade
entre les différents processeurs (il sera alors nécessaire
de pipeliner le calcul par un décalage dans le temps
des valeurs d'entrée, si l'on veut aboutir au même
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débit) . Les arguments angulaires doivent être mis à
jour à chaque utilisation des processeurs, ou ils peu-
vent être précalculés .
L'utilisation d'un algorithme rapide se prête mal à
une structure entièrement parallèle, les communica-
tions entre les différents processeurs étant alors domi-
nantes. Une structure cascade pipeline est en général
préférable . On peut montrer [19] que pour l'utilisation
de l'opérateur CORDIC, une structure à base de
transformées élémentaires d'ordre 4, qui se calculent
uniquement par des additions, séparées par des rota-
tions CORDIC, est optimale. Les rotations CORDIC
peuvent éventuellement ne pas être normalisées, ce
qui correspond au report en sortie d'un facteur de
gain réel qu'il est possible de compenser en une seule
fois .
Si on admet un facteur de gain complexe, une telle
structure peut encore être simplifiée [18] . Il est alors
possible d'utiliser des transformées élémentaires
d'ordre 16, dont le nombre de notations total est
minimisé par l'offset angulaire commun .
4 . 3. STRUCTURES EN TREILLIS
4 . 3 . 1
. Filtres à coefficients fixes
La réalisation d'une fonction de transfert ration-
nelle par une structure en treillis correspond à une
décomposition récursive en ordre sur la base orthogo-
nale des polynômes de Szegô, les coefficients k i
fournissant directement une caractérisation de la sta-
bilité. Le filtre normalisé de Gray-Markel est obtenu
en imposant une condition supplémentaire d'ortho-
normalité, qui garantit de bonnes propriétés par rap-
port à tous les effets de longueur de mot finie [32] .
Fig. 9. - Cellule de filtre autorégressif
en treillis normalisé de Gray-Markel
.
La figure 9 illustre deux variantes (correspondant
respectivement à une structure de type « ligne de
transmission » et en treillis proprement dite) d'une
cellule élémentaire de filtre normalisé purement
récursif. Un tel filtre peut être obtenu par application
de l'algorithme de Levinson normalisé au problème
de la modélisation stochastique autorégressive d'un
signal stationnaire.




=/1-p X 1 -pY 1
Y 2 =pX 1 +,Jl-p 2 Yl
soit, avec p =sin 0
X2 _ cos 0 -sin 0 X 1




Fig. 10. - Cellule de fibre RIF en treillis normalisé.
Fig. 11 . - Cellule de filtre RIF en treillis passif.
On voit donc qu'une telle cellule élémentaire peut
être directement réalisée au moyen d'un opérateur
CORDIC .
La figure 10 donne la structure d'une cellule élé-
mentaire du filtre inverse à moyenne adaptée, qui
serait un filtre d'analyse (blanchissant) si le précédent
était un filtre de synthèse . Les équations correspon-














soit, avec p = th 0
X2 ch 0 sh 0 X1
(Y2 ) = ( sh 0 ch 0)(Y1
Pour une implémentation de cette cellule au moyen
de l'opérateur CORDIC, l'on utiliserait donc ici le
mode de fonctionnement hyperbolique .
Ces cellules de base, qui correspondent à la réalisa-
tion numérique de quadripôles sans pertes, se casca-
dent entre elles (avec insertion de délais sur la branche
inférieure) pour réaliser des filtres en treillis respecti-
vement AR et MA .
4 . 3 . 2. Algorithme de Schur
Il est tout à fait remarquable qu'on puisse ramener
à une structure de calcul analogue le calcul des
coefficients k 1 à partir de la matrice d'autocorrélation
du signal (supposée connue a priori dans le cas sta-
tionnaire), si l'on utilise une version normalisée de
l'algorithme de Schur (dénomination qui semble pré-
valoir désormais pour cette très importante variante
de l'algorithme de Levinson, également connue
comme algorithme de Le Roux-Gueguen, ou de
Bareiss-Rissanen). Le principe est de normaliser les
itérations de l'algorithme sous la forme suivante
	 1 	(1 -ki )( Ri
J1- -ki 1 R*'
1







k ;= Ri+1 R i
i
Les R° étant initialisés à la valeur des coefficients
d'autocorrélation du signal .
Du point de vue de l'algèbre linéaire, cet algorithme
peut être vue comme une procédure pour la décompo-
sition de Cholesky des matrices de Toeplitz, ou plus
généralement pour la résolution de systèmes de
Toeplitz [22, 34] .
Le calcul pourrait s'effectuer sur une structure en
treillis composée d'un tableau linéaire de cellules de
base analogues à celle présentée à la figure 10, les
ki étant calculés (par leur représentation CORDIC
hyperbolique) par une utilisation d'un des processeurs
en mode évaluation.
Les k i peuvent être directement utilisés dans un
filtre d'analyse de même structure.
4. 3 . 3 . Filtrage adaptatif
Il est possible de généraliser l'utilisation de telles
structures en treillis normalisé pour l'analyse de
signaux non stationnaires, dans les cas classiques
d'application des algorithmes des moindres carrés
récursifs rapides (fenêtres antérieure et postérieure, et
plus généralement matrice de covariance à rang de
déplacement fini) [28, 35] . La normalisation apporte
dans ce cadre une simplification importante sur les
récurrences, en supprimant la nécessité de mettre à
jour la variance des erreurs de prédiction directe et
rétrograde, qui est unitaire . La mise à jour récursive
des coefficients de treillis se fait par des calculs
annexes qui peuvent tous être réalisés au moyen
d'opérateurs CORDIC, la structure du filtre d'analyse
lui-même étant identique au cass non adaptatif .
4.4 . FILTRES ORTHOGONAUX, FILTRES D'ONDE
Le filtre de Gray-Markel [32] permet de réaliser
des fonctions de transfert comportant des zéros de
transmission au prix de l'utilisation d'une sortie trans-
versale qui lui fait perdre en partie ses bonnes proprié-
tés numériques . Sa partie purement récursive repré-
sente un exemple simple de filtre orthogonal .
La propriété fondamentale caractéristique des fil-
tres orthogonaux est le fait que toutes les variables
internes sont décorrélées entre elles, et de variance
unitaire. On les construit à partir de filtres multi-
canaux passe-tout, dont la matrice globale de repré-
sentation d'état est orthogonale, et la fonction de
transfert (matricielle) est unitaire . La fonction de
transfert désirée est obtenue par insertion dans un tel
filtre passe-tout [27], par exemple par adjonction de
terminaisons rebouclées sur les extrémités libres du
filtre multicanal, ce qui le transforme en filtre scalaire .
Dans le cas du filtre de Gray-Markel purement
récursif, le filtre passe-tout dont on part est obtenu
par mise. en cascade de quadripoles purement réactifs
dont la matrice de transfert unitaire n'est autre qu'une
matrice de rotation circulaire CORDIC .
Une structure possible de filtre orthogonal pour la




le double-treillis [25] dérivé du filtre de Gray-Markel .
Un filtre d'ordre N est ainsi réalisé au moyen de 2N
processeurs CORDIC fonctionnant en mode rotation
circulaire .
Plus généralement, on peut montrer que l'opérateur
CORDIC intervient dans la synthèse d'un filtre ortho-
gonal quelconque [37], § 10 .4 .
Les filtres ainsi obtenus présentent essentiellement
un intérêt pour leurs propriétés de faible sensibilité
par rapport à la quantification des coefficients, de
faible transmission du bruit d'arrondi interne, et
l'absence d'oscillations de dépassement .
Il a été montré [26] que les filtres d'onde, qui par-
tent d'un principe de synthèse a priori très différent
(transposition de filtres analogiques LC sur terminai-
sons résistives), peuvent être obtenus par une synthèse
directe en z, ce qui découvre leur parenté profonde
avec les filtres orthogonaux, en particulier le fait qu'ils
peuvent également être réalisés de manière modulaire
en utilisant l'opérateur CORDIC .
4. 5. RÉSOLUTION DE SYSTÈME LINÉAIRE
Il est connu que la méthode classique de Gauss
pour la réduction d'une matrice à la forme triangu-
laire est inadaptée à la réalisation sous forme d'archi-
tectures hautement parallèles spécialisées du fait de la
nécessité du pivotage. Cette procédure élémentaire est

















Cette opération étant pour r variant de 1 à n, et i
variant de
r+ 1 à n pour chaque r . Une matrice de
permutation est appliquée préalablement à chaque
étape pour choisir le pivot a,., de plus grande valeur .
On peut noter que chaque itération ci-dessus corres-
pondrait à l'utilisation de l'opérateur
CORDIC
dans
le mode composé « évaluation-rotation » linéaire,
chaque argument a
(,"
) évalué étant utilisé pour le calcul
d'une ligne a ;j, j variant de r + i à n .
L'utilisation de transformations orthogonales à
chaque étape de la réduction supprime cette
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manière pour r=1 . . . n,
i = r -I- l . . . n .
On utilise ici l'algorithme CORDIC dans le mode
de fonctionnement composé évaluation-rotation de
la même manière que précédemment, mais avec la
métrique circulaire .
Cet exemple illustre parfaitement la pertinence du
mode de fonctionnement composé évaluation-rota-
tion, avec les métriques circulaire et linéaire .
L'algotithme de Givens peut être implanté sur un
tableau de processeurs CORDIC pipelinés entre eux,
correspondant à une instantiation spatiale entière-
ment parallèle. La première colonne du tableau effec-
tue les calculs en mode évaluation des arguments
angulaires qui sont traonsmis sur chaque ligne aux
processeurs réalisant le calcul en mode rotation .
On n'a traité ainsi que le problème de la triangula-
tion, la résolution effective du système requérant
l'étape supplémentaire de rétro-substitution, qui, à
l'instar du pivotage, pose problème dans une implan-
tation parallèle, car les calculs correspondants n'ont
pas la propriété essentielle de localité spatiale.
C'est pourquoi il a été imaginé [17], d'utiliser un
algorithme (attribué à Fadeeva) où la procédure de
triangularisation précédente est appliquée à une
matrice auxiliaire obtenue par adjonction de lignes et
colonnes à la matrice du système, de telle sorte que
la solution du système apparaît directement dans le
résultat de la factorisation de cette matrice auxiliaire,
supprimant ainsi l'étape de rétrosubstitution .
5. Conclusion
Cette revue des différentes applications et des
implémentations architecturales possibles pour l'algo-
rithme CORDIC était destinée à en illustrer toute la
puissance et la généralité
. Il apparaît que l'intérêt
essentiel de l'opérateur CORDIC est de rendre possi-
ble l'implantation d'algorithmes normalisés par raci-
nes carrées dont les propriétés numériques sont supé-
rieures à celles des algorithmes classiques, mais qui
entraîneraient une trop grande complexité addition-
nelle s'ils étaient réalisés sur du matériel classique à
base de multiplieurs et additionneurs
. C'est donc aux
concepteurs de systèmes utilisant ces algorithmes qu'il
revient de prendre conscience des possibilités nouvel-
les qui leur sont ainsi offertes, pour exploiter au mieux
tout le potentiel de l'intégration à très grande échelle .
Manuscrit reçu le 15 janvier 1988 .
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