We describe the validation of an anatomical brain atlas approach to the analysis of diffuse optical tomography (DOT). Using MRI data from 32 subjects, we compare the diffuse optical images of simulated cortical activation reconstructed using a registered atlas with those obtained using a subject's true anatomy. The error in localization of the simulated cortical activations when using a registered atlas is due to a combination of imperfect registration, anatomical differences between atlas and subject anatomies and the localization error associated with diffuse optical image reconstruction. When using a subject-specific MRI, any localization error is due to diffuse optical image reconstruction only. In this study we determine that using a registered anatomical brain atlas results in an average localization error of approximately 18 mm in Euclidean space. The corresponding error when the subject's own MRI is employed is 9.1 mm. In general, the cost of using atlas-guided DOT in place of subject-specific MRI-guided DOT is a doubling of the localization error. Our results show that despite this increase in error, reasonable anatomical localization is achievable even in cases where the subject-specific anatomy is unavailable.
Introduction
Near-infrared spectroscopy (NIRS) provides functional information about the oxygenation status of tissue by measuring optical signals which reflect changes in the concentrations of oxygenated-hemoglobin (HbO) and deoxygenated-hemoglobin (HbR) (Jöbsis, 1977) . Diffuse optical tomography (DOT) is a multichannel NIRS approach, whereby numerous near-infrared sources and detectors coupled to the skin enable depth-resolved images of the spatio-temporal variations in hemoglobin concentrations to be reconstructed (Bluestone et al., 2001; Culver et al., 2003; Gibson et al., 2005; Zeff et al., 2007) . Both NIRS and DOT have been widely applied to investigate brain function over the last 15 years (Durduran et al., 2010; Gibson et al., 2005; Lloyd-Fox et al., 2010) . Recently, DOT has been used to map the visual cortex and investigate functional connectivity and motor-visual coordination with millimeter-order spatial resolution Zeff et al., 2007) . Whole-head, three-dimensional image reconstruction of regional blood volume and oxygenation has also been demonstrated in healthy and neurologically damaged infants Gibson et al., 2006) . Numerous approaches have been investigated for improving DOT image sensitivity, resolution and accuracy (Boas et al., 2004; Gibson et al., 2005; Zeff et al., 2007) . Employing a large number of sources and detectors (optodes), densely packed so as to provide spatially overlapping measurements, is essential for accurate DOT image reconstruction (Culver et al., 2003; Durduran et al., 2010; Zeff et al., 2007) . The importance of including source-detector pairs with a relatively short separation (of 10 mm or less) has also been confirmed for both NIRS (Gagnon et al., 2011) and DOT (Gregg et al., 2010) . Short-separation channels are sensitive to superficial tissues only. Such measurements not only allow the confounding effects of scalp hemodynamics to be removed from standard-separation signals in NIRS studies, but also improve the separation of superficial and cortical signals inherent to depth-resolved DOT.
Despite these advances, the most significant drawback of traditional DOT approaches is the absence of corresponding images of brain structure. Knowledge of the specific brain anatomy not only allows registration of DOT images to the cerebral cortex, but can also significantly improve the images themselves by restraining the NeuroImage 62 (2012 NeuroImage 62 ( ) 1999 NeuroImage 62 ( -2006 ⁎ Corresponding author.
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ill-posed DOT image reconstruction problem. This same approach has been investigated extensively for EEG and MEG techniques; registration to an anatomical MRI image can be used to restrain the source reconstruction problem and has been shown to be of significant benefit (Dale and Sereno, 1993; Huppertz et al., 1998) . The same has been achieved for diffuse optical tomography using subject-specific MRI images (Barbour et al., 1995; Boas and Dale, 2005; Ntziachristos et al., 2002) . However, the requirement to obtain a subject's MRI undermines one of the fundamental advantages of DOT systems: that they are portable and can be easily applied to vulnerable subjects. A promising alternative is therefore to use a registered 3D atlas head model in place of the subject's MRI, as described by Custo et al. (2010) . This MRI-free approach to anatomically guided DOT image reconstruction and interpretation is based on registering a selected atlas to the subject's head surface and solving the photon migration forward problem in the registered atlas space. This approach requires measuring the positions of the optical sources and detectors and the cranial landmarks of the subject's head in 3D space, commonly using an electromagnetic tracking system. This allows the atlas to be transformed into the subject space (or 'registered') using an affine transformation computed using the corresponding cranial landmarks in the two spaces (Singh et al., 2005; Tsuzuki et al., 2007) .
Atlas-guided DOT will clearly exhibit errors in the localization of cortical activations. The sources of this error will be: 1) imperfect registration between the subject and atlas spaces, 2) differences between the subject's true anatomy and the atlas anatomy and 3) the localization error associated with diffuse optical image reconstruction. These sources of error have previously been investigated, but not in combination. Studies have shown that by employing the subject-specific MRI, the error associated with DOT localization of simulated brain activation in the cortex is 5-10 mm (Boas and Dale, 2005) . The error due to the registration process has also been explicitly investigated and found to be on the order of 4-7 mm (Singh et al., 2005; Tsuzuki et al., 2007) . However, it is clearly necessary to explicitly test the entire atlas-based DOT process, and how errors in localization, registration and anatomy will affect the accuracy of the image reconstruction process.
In this paper we seek to validate the atlas-guided DOT methods described in Custo et al. (2010) , and quantify the corresponding error in the localization of simulated cortical activations. Using an MRI library of 32 subjects, we simulate DOT measurements of brain activation in the subject space then reconstruct the corresponding DOT images using both an atlas registered to the subject and the subject's true anatomy. This allows us to directly compare the anatomical location of the images reconstructed in the atlas space with those reconstructed in the subject space.
Materials and methods

MRI data, atlas and pre-processing
Anatomical MRI images with a voxel size of 0.94 × 0.94 × 1.5 mm were obtained using the multi-echo FLASH pulse sequence described in Fischl et al. (2004) for 32 adult subjects. The atlas MRI volume we employed was the high-resolution 'Colin27' digital brain phantom as described by Collins et al. (1998) . The atlas MRI volume and all subject MRI volumes were automatically transformed into a single coordinate system in FreeSurfer, which ensures consistent orientation. Preprocessing of the 32 individual MRI volumes and of the anatomical MRI atlas was performed in order to segment the volumes and extract the pia mater surface as a 3D mesh. The subject-specific MRI volumes were segmented into gray matter, white matter and extra-cerebral tissue, using FreeSurfer (http://surfer.nmr.mgh.harvard.edu) Fischl et al., 1999) . The anatomical atlas was segmented in the same manner and then registered to each subject space using an affine transformation from the 10/20 scalp positions on the atlas to the 10/20 scalp positions on the real anatomy (Singh et al., 2005) . The 10/20 scalp positions were identified on the different head surfaces following the procedure outlined in Jurcak et al. (2007) . This pre-processing produced 32 segmented subject brain volumes and 32 registered, segmented atlas volumes.
Virtual DOT probe and sensitivity mapping
In order to simulate DOT measurements it was first necessary to produce a virtual DOT probe and map this probe to our 32 MRI data sets and our 32 registered atlases. We utilized a large virtual probe with 100 detectors and 29 sources arranged in a hexagonal pattern such that the nearest and second-nearest source-detector separations are 20 and 34.6 mm respectively. The virtual probe was created in 2D space, but was designed to be wrapped to the 3D surface of the scalp. The 2D probe was first anchored in each MRI space such that the midline of the probe was aligned to the midline of each head (i.e. the nasion-inion sagittal plane) and a specific optode was positioned at Cz, the apex of the head. The remaining 128 source and detector positions were then wrapped to the head using an iterative, springrelaxation algorithm. This algorithm introduces a spring constant between nearest neighbor optodes such that a force is applied if the separation between those optodes deviates from the optimal 20 mm. The force exerted on the optodes was then minimized by allowing the optodes to move in 3D space by up to 1 mm per iteration. Between iterations, all optode locations are forced to the surface of the scalp. Iterations continued until optode locations converged. After this process was complete, the average nearest and secondnearest source-detector separations, were 20.1 (±0.69) and 34.5 (±0.91) mm. The 2D probe is shown in Fig. 1a , and the virtual probe wrapped to a registered atlas head is shown in Figs. 1b and c. Note that in a real atlas-based DOT study, the 3D coordinates of the optode positions on the subject scalp would be measured and those positions would then be transformed into the registered atlas space. For the current study, we wrapped the virtual probe to the registered atlas directly rather than transforming the subject-space optode positions. The transformation of optode locations usually results in many optodes being placed above or below the scalp, which then necessitates the application of a relaxation algorithm similar to that described above to force the optodes to the scalp and correct source-detector separations.
Once we had obtained each source and detector position for each of the 64 head models, Monte Carlo photon migration simulations were performed using a GPU-based Monte Carlo algorithm (Fang, 2010) . Measurement sensitivity profiles were obtained for the nearest and second-nearest neighbor source-detector pairs, providing a total of 284 channels. The absorption and reduced scattering coefficients were 0.0178 mm − 1 and 1.25 mm − 1 for white matter and gray matter and 0.0159 mm − 1 and 0.8 mm − 1 for extra-cerebral tissues respectively (Boas and Dale, 2005) . The resulting measurement sensitivity profiles form rows in the matrix A that transforms from the voxel space of localized changes in the absorption coefficient, x, to the measurement space y of optical density changes. That is, y = A x. Summing along columns of A, we obtain the aggregate sensitivity of our probe geometry to absorption changes at each voxel. This aggregate sensitivity to absorption changes within the cortex is exemplified for three subjects in Fig. 2 .
Simulating cortical activation
Given the measurement sensitivity matrix, simulated DOT measurements of brain activation can be computed by first simulating a vector which defines a change in the absorption coefficient of selected voxels. Simulating an activation in the subject space allows us to compute the localization errors inherent to the DOT images reconstructed using both the subject's anatomy and the atlas anatomy.
In order to quantify the localization error as a function of cortical position, we simulated approximately 4000 individual brain activations across the cortex in each of the 32 subject MRI spaces. Each simulated brain activation was centered on a unique voxel in the segmented cortex of the subject's MRI. The position of each brain activation was made anatomically equivalent across all 32 subjects using the surface transformation approach described below. The positions of the simulated activations were chosen primarily to provide good spatial coverage of the cortex across all subjects. The center of each simulated activation was displaced by at least 4 mm from neighboring activations, while regions of poor sensitivity (less than 1% of the maximum sensitivity in each subject) were avoided where possible. In some cases (particularly towards the edges of the virtual probe) activations had to be simulated in regions of low sensitivity in order to maintain coverage. Once the center of the activation had been determined, an iterative diffusion process was applied so that the magnitude of the activation absorption change decreased with distance from the center and reached zero at 10 mm from the center in all directions. The volume of each activation was restricted to the segmented gray matter. Examples of five different brain activations produced in 3 different subjects at anatomically equivalent locations are shown in Fig. 3 .
Given the measurement sensitivity matrix (A) and the simulated vector of brain activations in each subject space (x truth,subject ), we were then able to calculate the simulated DOT measurement vector via: y = A subject x truth,subject .
Image reconstruction
Using the DOT measurements simulated in each of the 32 subjects, we were able to reconstruct DOT images of brain activation for each of the 32 subject and 32 registered atlas volumes. As described by Arridge (1999) , and Boas and Dale (2005) this constitutes solving the inverse problem:
where σ y 2 is the measurement covariance matrix (assumed to be diagonal) and λ = α * max(diag(AA T )) is the scalar regularization parameter. We set α = 0.01, which is consistent with previous simulated and in-vivo diffuse optical reconstruction studies where NIRS measurements are expected to have a standard deviation of~1%, which is typical for source-detector separations of~3 cm (Boas and Fig. 1 . The virtual probe layout is shown in 2D (a) and wrapped to the atlas head in (b) and (c). The anchor point Cz is shown as the 10-20 landmarks. This probe layout includes source-detector separations of 20 mm and 34.6 mm. Fig. 2 . The normalized cortical sensitivity of the virtual NIRS probe in three subjects. Areas where the probe is sparse, such as over the lateral frontal lobes, clearly exhibit a reduced sensitivity. Note that all sensitivities below 1% of the subject maximum are shown in dark blue. Dale, 2005; Custo et al., 2010) . No noise was added to the simulated measurements as we wished to focus on the localization errors of atlas-guided DOT rather than exploring the impact of noise. The sensitivity matrix, A, used in this image reconstruction was either that of a given subject, A subject , or that of a registered atlas, A atlas . In both cases, the reconstruction was constrained to cortical voxels only. The application of this constraint has been shown in previous simulations to significantly increase the accuracy of optical reconstructions, which, without such a constraint, have a strong tendency to underestimate the depth of a given activation (see Boas and Dale, 2005) . These image reconstruction processes resulted in~4000 DOT images of simulated cortical activation for each of the 32 subject volumes and each of the 32 registered atlas volumes. Images computed using the subjects' true anatomy are denoted as x recon,subject , whereas those computed using the registered atlas are denoted as x recon,atlas .
Error computation
In order to calculate the localization error of the brain activation reconstructed using each atlas, it was first necessary to transform the simulated activation location from the subject to the registered atlas space. That is, we need to find x truth,atlas given x truth,subject . FreeSurfer (http://surfer.nmr.mgh.harvard.edu) provides an appropriate approach to locate anatomically corresponding locations in two different brains Fischl et al., 1999) . For each brain hemisphere the surface between the gray matter and the extra-cerebral tissues is calculated (i.e. the pial surface). This surface is then transformed, through a virtual inflation process, into a unitary sphere (each brain hemisphere surface is topologically equivalent to a sphere) while maintaining information about the folding pattern of the hemisphere. Different unitary spheres then lie in a common unitary space and their folding patterns are warped to a common template. Each of these transformation steps is reversible such that it is possible to transform from a point on the cortex of one brain to a point on the cortex of another to find common anatomical locations on two different brains. This enabled us to obtain x truth,atlas given x truth,subject .
For each activation location, we calculated error metrics to characterize the distance between the true and reconstructed activation locations, for the 32 registered atlases (x recon,atlas vs. x truth,atlas ) and the 32 subject volumes (x recon,subject vs. x truth,subject ). To define the location of activation in the reconstructed DOT images, we first selected all voxels exhibiting an absorption change greater than 80% of the maximum absorption change in each image. The centroid of the reconstructed activation was then calculated by taking an absorptionchange-weighted average of the position of these selected voxels. Three different localization error metrics were then computed:
Euclidean distance (volume): the distance in 3D space between the centroid of reconstructed activation and the centroid of the simulated activation. Geodesic distance (surface): the shortest distance along the cortical surface between the centroids of the reconstructed and simulated activations. This is informative when two activations are close to each other but lie on different cortical folds. In this case the Euclidean error would be small despite the reconstructed activation being in the wrong cortical area. In such situations the geodesic distance provides a more informative measure of localization error. Hausdorff distance (Hausdorff): defined as the length of the greatest local deviation between the two sets of points (Huttenlocher et al., 1993) . The Hausdorff distance measures the deformation of the reconstructed activation profile relative to the simulated activation profile. The activation profiles are defined in the same way for both reconstructed and simulated activations: by selecting voxels which exceed 80% of the maximum absorption change in each image. The Hausdorff distance provides a measure of how accurately a DOT image maintains the shape of a simulated activation, rather than simply the location of its centroid. The Hausdorff error can be non-zero even if the reconstructed and simulated activation profiles are centered at a common voxel.
As described above, the error in localization inherent to atlasguided DOT has three distinct sources. The error associated with diffuse optical image reconstruction is compounded by errors in atlas registration and anatomical differences between the subject and atlas. Any error in the registration of the atlas to the subject space, calculated via the 10-20 cranial landmarks, will produce an error in the positioning of the virtual DOT optodes. That is, the optode positioning error is a function of registration error. The optode positioning error will be inherent to the Euclidean, geodesic and Hausdorff metrics described above. However, in order to show that positioning of our simulated NIRS probe does not impact the localization errors, we explicitly calculated the optode positioning error by comparing the positions of each of the simulated optodes between every subject and subject-registered atlas. The distance between each optode and the three nearest 10-20 positions was calculated in both the registered atlas and subject spaces. These three distances describe a unique position in 3D space. The error in optode positioning was then calculated by taking the mean of the absolute difference between each distance in atlas space and its subject-space equivalent.
A diagram showing the whole data processing stream employed in this study, including registration, sensitivity mapping, simulating brain activations, image reconstruction and error computation is shown in Fig. 4 .
Results
The optode positioning error was calculated for each of the 32 registered atlas heads, and the average for each optode position is depicted in Fig. 5 . Note that the largest errors occur where the head surface is highly curved, particularly towards the occipital region. The average (and standard deviation) optode positioning error across all subjects and optodes was 2.8 (±1.7) mm. Fig. 6 shows seven simulated activations, but in addition shows the corresponding DOT images reconstructed using the subjectspecific anatomy (Fig. 6b) and the atlas anatomy (Fig. 6c) for one subject. This result is characteristic of those across the data set, and clearly shows that reasonable, but decreased localization accuracy is associated with atlas-based reconstruction. Note that as we are interested in the location, rather than the scale of the reconstructed activation, each image is scaled to its own maximum absorption change.
Using the reconstructed DOT images of the~4000 simulated activations and a process of interpolation, it was possible to calculate the Euclidean, geodesic and Hausdorff error metrics at nearly every point on the cortex for each of the 32 subject and 32 registered atlas heads. The error value assigned to each voxel is a weighted sum of the localization error of every activation center within 5 mm of that voxel. If there are less than 3 activation centers within 5 mm, no error value is assigned to that voxel (such voxels appear gray in Figs. 7 and 8) . This process produced a near-continuous cortical map of localization error for each metric and each brain. These error maps can be displayed in either the subject or atlas space using the reversible FreeSurfer anatomical transformation described above. By averaging the error associated with each of the~4000 activations across all 32 subjects, transforming to the atlas space and then repeating our interpolation process, we are able to produce maps of mean localization error. Fig. 7 shows examples of the Euclidean, geodesic and Hausdorff localization error maps, for atlas-guided DOT processing in three subjects. The spatial pattern of each error metric is expected to differ from subject to subject because of anatomical variation, and the location of the largest error varies significantly from subject to subject. Note that in each subject the geodesic distance is generally greater than the Euclidean distance. Fig. 8 shows the average of the three localization error metrics across the 32 subjects for both atlas-guided and subject-MRI guided DOT processing. The geodesic error is consistently larger than the Euclidean error, for both forms of DOT processing. The Hausdorff distance is comparable to the Euclidean distance in regions of high localization error, but is generally higher than the Euclidean distance in regions of low error. The mean of each error Fig. 6 . Seven activations are shown as simulated in the subject space (a), reconstructed in the subject space (b) and reconstructed in the atlas space (c). Each figure is normalized by its own maximum absorption change. Fig. 7 . The three localization error metrics (Euclidean, geodesic and Hausdorff) for atlas-based DOI reconstruction, as a function of cortical position in three subjects. The gray color indicates no assigned value due to a sparsity of simulated activations in those areas. metric, calculated by averaging across the cortex and across all 32 subjects for atlas and subject-MRI processing are given in Table 1 .
Discussion
With the application of DOT techniques becoming more common, across a variety of fields, there is a growing need to develop a method which extracts as much of the spatial information present in DOT as possible, while maintaining the advantages the technique has over other neuroimaging modalities; namely convenience, cost and portability. The atlas-guided DOT approach described here and by Custo et al. (2010) meets this requirement. As a prerequisite for its extended application we have investigated and quantified the localization error inherent to atlas-guided DOT.
The localization error of atlas-guided DOT has three fundamental sources. The first is the error in registration of the atlas to the subject surface. This error varies from subject to subject and will depend on the accuracy of the measurement of the cranial landmarks and has been estimated by Singh et al. (2005) , to be between 4 and 7 mm. The second is anatomical differences between the subject and the atlas. Even if the affine transformation of the cranial landmarks from the atlas to the subject space is perfectly accurate, there will still be significant differences between the position and folding of the atlas cortex and that of the subject's cortex. Therefore, the contribution of registration and anatomical differences to the cortical localization is likely to be significantly greater than 4-7 mm, particularly in regions of dense cortical folding.
The third factor contributing to the error of atlas-guided DOT is the inaccuracy of diffuse optical image reconstruction itself, which is dependent on the probe geometry and the sensitivity of that probe in a given subject.
The sensitivity of the simulated probe varies across the cortex and across subjects. Regions which have consistently low sensitivity compared to the subject maximum (such as the pre-frontal cortex, Fig. 2 ) clearly yield high localization errors across subjects, (Figs. 7 and 8) . A comparison of Figs. 2 and 7 shows that there are also areas of high localization error in each subject which are not consistent with low probe sensitivity, suggesting that errors in registration and anatomical differences are a significant, if not dominant, source of error in those regions.
The results of our simulation in 32 subject and 32 registered atlas volumes show that the Euclidean error in the localization of brain activations increases two-fold, from 9.1 to 18.0 mm, when an atlas is used in place of the subject's own MRI. The subject-guided localization error of 9.1 mm should be thought of as the error inherent to diffuse optical image reconstruction in regions of the cortex to which our probe is reasonably sensitive. This figure is in good agreement with previous studies. Boas and Dale (2005) found the localization error to be between 5 and 10 mm when using a subject's true anatomy and a similarly dense DOT probe. We can therefore conclude that the additional Euclidean localization error introduced by an atlasdriven approach is on the order of 1 cm.
The significant difference between the Euclidean and geodesic error metrics shown in Fig. 8 suggests that in many cases the centroid of brain activation is incorrectly reconstructed on a neighboring gyrus. The largest geodesic errors occur over the frontal poles and around the posterior temporal lobe (Figs. 7 and 8 ), which (due to the limits of the virtual probe) are regions of low sensitivity. Although the geodesic error is smaller in regions of good sensitivity (for Fig. 8 . The mean localization errors across all 32 subjects for atlas-guided and subject MRI-guided DOI as a function of cortical position. The gray color indicates no assigned value due to a sparsity of simulated activations in those areas. example, around the pre-central gyrus, Fig. 8 ) it still greatly exceeds the Euclidean error. Our results therefore indicate that those applying atlas-based DOT must be extremely cautious in assigning a region of activation to a particular cortical gyrus, particularly in regions of high dense cortical folding. It is important to note that the geodesic error also significantly exceeds the Euclidean error for subjectspecific DOT reconstruction in regions of low sensitivity, though the effect is clearly exacerbated by the errors associated with atlas registration and anatomical variation. It is therefore likely that employing a higher density DOT probe would allow greater confidence in localizing activations to specific gyri for both subject-specific and atlasbased DOT (Dehghani et al., 2009) . The Hausdorff distance is a useful metric for quantifying the difference between the shape and size of the reconstructed activations. The fact that the Hausdorff and Euclidean errors are of similar magnitude suggests that the Hausdorff error is generally the result of the shift in position of the peak of activation and that the spatial extent of a simulated activation is, on average, well maintained by DOT. Fig. 8 shows the localization error metrics averaged across all 32 subjects. It is clear from these figures that there is a consistent spatial pattern of localization error, despite there being significant intersubject variability (Fig. 7) . While it is difficult to comment on its significance, this pattern must arise because of a consistent, spatially varying bias. The source of this error could potentially be consistent anatomical differences between the subjects and the atlas. This is a possibility because the Colin27 atlas (which was chosen because of its high resolution) was produced from the repeated MRI scans of a single subject. However, it is also probable that this bias is a manifestation of the cortically varying sensitivity of the virtual DOT probe, which was applied to every subject.
In conclusion, we have performed a validation of a specific anatomical atlas-guided approach to the analysis of DOT data. Although care should be taken in assigning a hemodynamic response to a particular gyrus, atlas-guided DOT can produce reasonably accurate images of cortical activation, and constitutes a suitable functional imaging approach when a spatial resolution of approximately 2 cm is permitted.
