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Abstract
We present a general method for error control and mesh adaptivity in Galerkin $nite element discretizations of partial
di%erential equations. Our approach is based on the variational framework of projection methods and uses concepts from
optimal control and model reduction. By employing global duality arguments and Galerkin orthogonality, we derive a
posteriori error estimates for quantities of physical interest. These residual-based estimates contain the dual solution and
provide the basis of a feed-back process for successive mesh adaptation. This approach is developed within an abstract
setting and illustrated by examples for its application to di%erent types of di%erential equations including also an optimal
control problem. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Solving complex systems of partial di%erential equations by discretization methods may be con-
sidered in the context of model reduction; a conceptually in$nite-dimensional model is approximated
by a $nite-dimensional one. As an example, we may think of a $nite volume or a Galerkin $nite
element method applied to compute the drag coe<cient of a body immersed in a viscous =uid where
the governing continuous model is given by the classical Navier–Stokes equations. Here, the quality
of the approximation depends on the proper choice of the discretization parameters (the mesh width,
the polynomial degree of the trial functions, the size of certain stabilization parameters, etc.). As the
result of the computation, we obtain an approximation to the desired output quantity of the simulation
and besides that certain accuracy indicators like cell-truncation errors or cell-residuals. Controlling
the error in such an approximation of a continuous model of a physical system requires to determine
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Fig. 1. Scheme of error propagation.
the in=uence factors for the local error indicators on the target functional. Such a sensitivity analysis
with respect to local perturbations of the model is common in optimal control theory and introduces
the notion of a dual (or adjoint) problem. It is used to describe the following two features of the
approximation process:
(i) Global error transport: The local error eK at some mesh cell K may be strongly a%ected by
the residuals K′ at distant cells K ′ (so-called “pollution e%ect”).
(ii) Interaction of error components: The error in one component of the solution may depend on
the di%erent components of the cell-residuals in a complicated way.
An e%ective method for error estimation should take all these dependencies into account. The e%ect
of the cell residuals K on the local error components eK′ , at another cell K ′, is governed by the
global Green tensor of the continuous problem. Capturing this dependence by numerical evaluation
is the general philosophy underlying our approach to error control (Fig. 1).
The mechanisms of error propagation can be rather di%erent depending on the characteristics of
the di%erential operator:
• Di%usion terms cause slow isotropic error decay, but global error pollution may occur from local
irregularities.
• Advection terms propagate local errors in the transport direction, but errors decay exponentially
in the crosswind direction.
• Reaction terms cause isotropic exponential error decay, but “sti% ” behavior may occur in the
coupling of error components.
For models in which all these mechanisms are present it is mostly impossible to determine the
complex error interaction by analytical means, but rather has to be aided by computation. This
automatically leads to a feed-back process in which error estimation and mesh adaptation goes
hand-in-hand leading to economical discretizations for computing the quantities of interest. Such an
approach seems indispensable for the numerical simulation of large-scale problems. It is particularly
designed for achieving high solution accuracy at minimum computational costs.
Traditionally, a posteriori error estimation in Galerkin $nite element methods is done with respect
to the natural energy norm induced by the underlying di%erential operator; for references see the
survey articles by Ainsworth and Oden [1] and VerfKurth [22]. This approach seems rather generic as
it is directly based on the variational formulation of the problem and allows to exploit its coercivity
properties. However, in most applications the error in the energy norm does not provide a useful
bound on the error in the quantities of real physical interest. A more versatile method for a posteriori
error estimation with respect to more relevant error measures (L2 norm, point values, line averages,
etc.) is obtained by using duality arguments as common from a priori error analysis of $nite element
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methods. This approach has $rst been systematically developed by Johnson and his co-workers
[16,12] and was then extended by the author and his group to a practical feedback method for mesh
optimization ([11,10]; see also [19] for a survey of this method). Below, we will describe this general
approach to error control and adaptivity $rst within an abstract setting and then illustrate it by simple
examples of its use for di%erent types of di%erential equations including also an optimal control
problem. More involved applications have been considered by Becker [4,5] (viscous incompressible
=ows), Becker et al. [6,7,3] (chemically reactive =ows), Kanschat [18] (radiative transfer), Rannacher
and Suttmeier [20] (elasto-plasticity), Bangerth and Rannacher [3] (acoustic waves), and Becker
et al. [9] (optimal control).
2. A general paradigm for a posteriori error estimation
We present our approach to residual-based adaptivity in an abstract variational setting following
the general paradigm described by Johnson [16] and Eriksson et al. [12]. For a detailed discussion
of various aspects of this method, we refer to [11,10].
Let V be a Hilbert space with inner product (·; ·) and norm ‖·‖. Further, let A(·; ·) be a semi-linear
form with derivatives A′(·; ·; ·) and A′′(·; ·; ·; ·) de$ned on V . We seek a solution u ∈ V to the
variational equation
A(u;’) = 0 ∀’ ∈ V: (1)
This problem is approximated by a Galerkin method using a sequence of $nite-dimensional subspaces
Vh⊂V , where h ∈ R+ is a discretization parameter.
The discrete problems seek uh ∈ Vh satisfying
A(uh;’h) = 0 ∀’h ∈ Vh: (2)
The key feature of this approximation is the “Galerkin orthogonality” which in this nonlinear case
is expressed as
A(u;’h)− A(uh;’h) = 0; ’h ∈ Vh: (3)
Suppose that we want to bound the error E(uh) := J (u)−J (uh) with respect to some output functional
J (·) de$ned on V with derivatives J ′(·; ·) and J ′′(·; ·; ·). For this situation, we have the following
general result.
Proposition 1. For the Galerkin scheme (2) there holds in 7rst-order approximation the a posteriori
error estimate
|E(uh)| 	 (uh) := inf
’h∈Vh
|A(uh; z − ’h)|; (4)
where z ∈ V is the solution of the linearized dual problem
A′(uh;’; z) = J ′(uh;’) ∀’ ∈ V: (5)
The a posteriori error estimate (4) becomes exact if the form A(·; ·) and the functional J (·) are
(a;ne-) linear.
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Proof. We set e := u− uh. By elementary calculus, there holds
A(u; ·) = A(uh; ·) + A′(uh; e; ·)−
∫ 1
0
A′′(uh + se; e; e; ·)(s− 1) ds;
J (u) = J (uh) + J ′(uh; e)−
∫ 1
0
J ′′(uh + se; e; e)(s− 1) ds:
Hence, setting ’= e in the dual problem (5), it follows that
E(uh) = J ′(uh; e)−
∫ 1
0
J ′′(uh + se; e; e)(s− 1) ds
=A′(uh; e; z)−
∫ 1
0
J ′′(uh + se; e; e)(s− 1) ds
=A(u; z)− A(uh; z) + r(e; e) (6)
with the remainder term
r(e; e) :=
∫ 1
0
{A′′(uh + se; e; e; z)− J ′′(uh + se; e; e)}(s− 1) ds:
Hence, using the Galerkin orthogonality (3) and that u solves (1), we $nd
E(uh) =−A(uh; z − ’h) + O(‖e‖2); (7)
provided that the second derivatives of A(·; ·) and J (·) are bounded and that also the dual solution
z is bounded uniformly with respect to h. Clearly, the O(‖e‖)2-term is not present if A(·; ·) and J (·)
are (a<ne-) linear.
The a posteriori error estimate (4) holds in general only approximately due to the use of a
linearized duality argument. Controlling the e%ect of this perturbation may be a delicate task and de-
pends strongly on the particular problem considered. Our experiences with di%erent types of problems
(including the Navier–Stokes equations and problems in elasto-plasticity) indicate that this problem
is less critical as long as the continuous solution is stable. The crucial problem is the numerical
computation of the linearized dual solution z by solving a discretized dual problem
A′(uh;’h; zh) = J ′(uh;’h) ∀’h ∈ Vh: (8)
This results in practically useful error estimators as we will see below.
Next, we consider the special situation that the semi-linear form A(·; ·) is given as di%erential of
some “energy” functional L(·) on V , i.e., A(·; ·) = L′(·; ·). Then, the analogue of problem (1),
L′(u;’) = 0 ∀’ ∈ V; (9)
determines stationary points of L(·). Its Galerkin approximation reads
L′(uh;’h) = 0 ∀’h ∈ Vh: (10)
In this case the general a posteriori error estimate (4) takes the form
|E(uh)| 	 inf
’h∈Vh
|L′(uh; z − ’h)|: (11)
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Now, we restrict the situation even more by taking the generating functional L(·) also for error
control, i.e., we consider the error
E(uh) :=L(u)− L(uh):
We want to drive the corresponding analogue of the estimate (11).
Proposition 2. Suppose that the variational equation is derived from an “energy” functional L(·)
and that the same functional is used for error control in the Galerkin method. In this case; the
corresponding linearized dual problem has the solution z=− 12e and the a posteriori error estimate
(11) becomes
|E(uh)| 	 (uh) := inf
’h∈Vh
1
2 |L′(uh; u− ’h)|: (12)
This error bound is exact if the functional L(·) is quadratic.
Proof. In virtue of the particular relations J (·)=L(·) and A(·; ·)=L′(·; ·), we can re$ne the argument
used in the proof of Proposition 1. First, integrating by parts and observing L′(u; ·) ≡ 0, we can
write
E(uh) =
∫ 1
0
L′(uh + se; e) ds= L′(u; e)−
∫ 1
0
L′′(uh + se; e; e) s ds
=−1
2
L′′(uh; e; e) +
1
2
∫ 1
0
L′′′(uh + se; e; e; e) (s2 − 1) ds;
with the third derivative L′′′(·; ·; ·; ·) of L(·). This suggests to work with the linearized dual problem
L′′(uh;’; z) =− 12L′′(uh;’; e) ∀’ ∈ V; (13)
which has the solution z =− 12e. Further, noting again that L′(u; ·) ≡ 0, there holds
0 = L′(uh; z) + L′′(uh; e; z) +
∫ 1
0
L′′′(uh + se; e; e; z) (s− 1) ds:
From the foregoing relations, we conclude that
E(uh) = L′′(uh; e; z) +
1
2
∫ 1
0
L′′′(uh + se; e; e; e) (s2 − 1) ds
=−L′(uh; z)−
∫ 1
0
L′′′(uh + se; e; e; z)
{
(s− 1) + 1
2
(s2 − 1)
}
ds:
Next, employing Galerkin orthogonality, there holds
L′(uh; z) = L′(uh; z − ’h); ’h ∈ Vh: (14)
Hence, recalling that z =− 12e, we conclude
|E(uh)|= inf
’h∈Vh
1
2 |L′(uh; u− ’h)|+O(‖e‖3); (15)
where the O(‖e‖3) term vanishes if the functional L(·) is quadratic. This proves the assertion.
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Again, in the a posteriori error estimate (12) the quantity u − ’h has to be approximated as
described above by using the computed solution uh ∈ Vh. We emphasize that in this particular case
the evaluation of the a posteriori error estimate with respect to the “energy” functional L(·) does not
require the explicit solution of a dual problem. We will illustrate this general reasoning for some
model situations below.
3. Evaluation of the a posteriori error estimates
The goal is to evaluate the right-hand side of (4) or (12) numerically, in order to get a criterion
for the local adjustment of the discretization. For the further discussion, we need to become more
speci$c about the setting of the variational problem. For example, let the variational problem (1)
originate from a quasi-linear elliptic partial di%erential equation of the form
A(u) := − · a(u) = f; (16)
on a bounded domain ⊂Rd, with some f ∈ L2() and homogeneous Dirichlet boundary conditions,
u|@ = 0. Let (·; ·)D denote the L2 scalar product on some domain D and ‖ · ‖D the corresponding
norm; in the case D=, we will usually omit the subscript D. The function a :Rd → Rd is assumed
to be su<ciently regular, such that the corresponding “energy” form
A(u;’) := (a(u);’)− (f;’)
and its derivative
A′(u;’;  ) :=
d∑
i=1
(a′(u)’; );
are well de$ned on the Sobolev space V :=H 10 (). The following discussion assumes (16) to be a
scalar equation, but everything carries directly over to systems.
We consider the approximation of (16) by standard low-order conforming (linear or bilinear) $nite
elements de$ned on quasi-regular meshes Th = {K} consisting of non-degenerate cells K (triangles
or rectangles in two and tetrahedra or hexahedra in three dimensions) as described in the standard
$nite element literature; see, e.g., [15]. The local mesh width is denoted by hK =diam(K). We also
use the notation h= h(x) for a global mesh-size function de$ned by h|K ≡ hK . For the ease of local
mesh re$nement and coarsening, we allow cells with “hanging nodes” as shown in Fig. 2.
In this setting, the error representation (11) can be developed into a more concrete form. By
cellwise integration by parts, we obtain
|E(uh)| 	 |A(uh; z − ’h)|
6
∑
K∈Th
|(f − A(uh); z − ’h)K − 12 (n · [a(uh)]; z − ’h)@K |;
with the corresponding dual solution z ∈ V and an arbitrary ’h ∈ Vh. Here, [a(uh)] denotes the
jump of the (generally discontinuous) =ux a(uh) across the cell boundaries @K , with the convention
[a(uh)] := a(uh) along @.
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Fig. 2. Q1 nodal basis function on a 2-d cell patch with hanging nodes.
Notice that in the nonlinear case, this error estimate only holds in $rst-order approximation; see
Proposition 1. For later use in mesh adaptation algorithms, we write it in the form
|E(uh)|6(uh) :=
∑
K∈Th
K(uh); (17)
with the cellwise error indicators
K(uh) := |(f − A(uh); z − ’h)K − 12 (n · [a(uh)]; z − ’h)@K |:
The interpretation of this is as follows. On each cell, we have an “equation residual” f − A(uh)
and a “=ux residual” n · [a(uh)], the latter one expressing smoothness of the discrete solution.
Both residuals can easily be evaluated. They are multiplied by the weighting function z−’h which
provides quantitative information about the impact of these cell-residuals on the error E(uh) in the
target quantity. In this sense z − ’h may be viewed as sensitivity factors like in optimal control
problems. We recall the local approximation properties of $nite elements, in the present case of
linear or d-linear shape functions (for references see, e.g., [15]),
‖v− Ihv‖K + h1=2K ‖v− Ihv‖@K6cIh2K‖2v‖K ; (18)
where Ih denotes the natural nodal interpolation operator, and cI is an interpolation constant usually
of size cI ∼ 0:1–1. Hence, taking ’h = Ihz in (17), there holds
K(uh)6K(uh)!K(z); (19)
with the cell residuals
K(uh) := ‖f − A(uh)‖K + 12h−1=2K ‖n · [a(uh)]‖@K ;
and the weights
!K(z) := cIh2K‖2z‖K :
Accordingly, the in=uence factors have the behavior h2K‖2z‖K which is characteristic for the $nite
element approximation being a projection method. We note that for a 7nite di>erence discretization
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which lacks the Galerkin orthogonality property the corresponding in=uence factors would behave
like ‖z‖K .
4. Algorithmic aspects of mesh adaptation
For evaluating the a posteriori error estimator  (uh), one may solve the linearized dual problem
numerically by the same method as used in computing uh yielding an approximation zh ∈ Vh,
A′(uh;’h; zh) = J ′(uh;’h) ∀’h ∈ Vh: (20)
However, the use of the same meshes for computing primal and dual solution is by no means
obligatory. In fact, for transport-dominated problems it may be advisable to compute the dual solution
on a di%erent mesh or with higher-order approximation; see [14,2,3] for examples.
There are various possibilities for evaluating the cell-error indicators K(uh) and to use them for
local mesh re$nement and as stopping criterion for the adaptation process.
4.1. Strategies for estimator evaluation
• Approximation by second-order di%erence quotients of the discrete dual solution zh ∈ Vh, e.g.,
!K(z)6cIh2K‖2z‖K ≈ cIh2+d=2K |2h zh(xK)|; (21)
xK being the center point of K , where 2z is the tensor of second derivatives of z and 2h zh a
suitable di%erence approximation.
• Computation of a discrete dual solution z˜h′ ∈ Vh′ in a richer space Vh′ ⊃Vh (e.g., on a $ner mesh
or using higher-order $nite elements) and setting, e.g.,
!K(z) ≈ ‖z˜h′ − Ihz˜h′‖K ; (22)
where Ihz˜h′ ∈ Vh is the generic nodal interpolation.
• Interpolation of the discrete dual solution zh ∈ Vh by higher-order polynomials on certain cell-
patches, e.g., bi-quadratic interpolation I (2)h zh:
!K(z) ≈ ‖I (2)h zh − zh‖K : (23)
The second option is quite expensive and rarely used. Notice that the third option does not
involve an interpolation constant which needs to be speci$ed. Our experience is that the use of
bi-quadratic interpolation on patches of four quadrilaterals is more accurate than using the $nite
di%erence approximation (21). One may try to further improve the quality of the error estimate
by solving local (patchwise) defect equations, either Dirichlet problems (Qa la BabuRska and Miller)
or Neumann problems (Qa la Bank and Weiser); for details see [11]. General references for these
approaches are Ainsworth and Oden [1] and VerfKurth [22].
4.2. Strategies for mesh adaptation
The mesh design strategies are oriented towards a prescribed tolerance TOL for the error quantity
E(uh)=J (u)−J (uh) and the number of mesh cells N which measures the complexity of the reduced
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computational model. Usually the admissible complexity is constrained by some maximum value
Nmax.
• Error balancing strategy: Cycle through the mesh and seek to equilibrate the local error indicators,
K(uh) ≈ TOLN : (24)
This process requires iteration with respect to the number of mesh cells N and eventually leads
to  (uh) ≈ TOL.
• Fixed fraction strategy: Order cells according to the size of K(uh) and re$ne a certain percentage
(say 20%) of cells with largest K(uh) (or those which make up 20% of the estimator value  (uh))
and coarsen those cells with smallest K(uh). By this strategy, we may achieve a prescribed rate
of increase of N (or keep it constant in solving nonstationary problems).
• Mesh optimization strategy: Use the error representation
 (uh) ≈
∑
K∈Th
K (uh) (25)
directly for generating a formula for an optimal mesh-size function hopt(x).
We want to discuss the “mesh optimization strategy” in more detail. As a by-product, we will also
obtain the justi$cation of the indicator equilibration strategy. Let Nmax and TOL be prescribed. We
assume that for h → 0, the normalized cell residuals approach certain mesh-independent limits,
h−d=2K K (uh) ≈ $u(xK); (26)
which involve the second derivatives of the solution and the data. This property can rigorously
be proven on uniformly re$ned meshes by exploiting super-convergence e%ects, but they still need
theoretical justi$cation on locally re$ned meshes as constructed by the strategies described above.
For the weights, we know from (21) that
h−d=2−2K !K(z)6cI |2z(xK)|=:$z(xK): (27)
This suggest to use the relation
 (uh) ≈ E(h) :=
∫

h(x)2$(x) dx; (28)
with the mesh-independent function $(x) =$u(x)$z(x).
Proposition 3. Suppose that in the limit TOL → 0 or Nmax → 0 the error estimator takes on the
form (28); and let
W :=
∫

$(x)d=(2+d) dx¡∞: (29)
(I) The optimization problem E(h)→ min!; N6Nmax, has the solution
hopt(x) ≈
(
W
Nmax
)1=d
$(x)−1=(2+d): (30)
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(II) The optimization problem N → min!; E(h)6TOL; has the solution
hopt(x) ≈
(
TOL
W
)1=d
$(x)−1=(2+d): (31)
Proof. First, we note the crucial relation
N (h) =
∑
K∈Th
hdKh
−d
K ≈
∫

h(x)−d dx: (32)
Then with the Lagrangian functional
L(h; ') :=E(h) + '{N (h)− Nmax};
the $rst-order optimality condition is
d
dt
L(h+ t’; '+ t))|t=0 = 0;
for all admissible variations ’ and ). This implies that
2h(x)$(x)− d'h(x)−d−1 = 0;
∫

h(x)−d dx − Nmax = 0:
Consequently,
h(x) =
(
2
d'
$(x)
)−1=(2+d)
;
(
2
d'
)d=(2+d) ∫

$(x)d=(2+d) dx = Nmax:
From this, we conclude the desired relations
' ≡ 2
d
$(x)
h(x)2+d
; hopt(x) =
(
W
Nmax
)1=d
$(x)−1=(2+d):
In an analogous way, we can also treat the optimization problem (II).
We note that even for rather “irregular” functionals J (·) the quantity W is bounded. For example,
the evaluation of derivative point values J (u) = @iu(a) for smooth u in two dimensions leads to
$(x) ≈ |x − a|−3 and, consequently,
W ≈
∫

|x − a|−3=2 dx¡∞:
The explicit formulas for hopt(x) have to be used with care in designing a mesh. Their derivation
implicitly assumes that they actually correspond to scalar mesh-size functions of isotropic meshes
such that hopt|K ≈ hK . However, this condition is not incorporated into the formulation of the
mesh-optimization problems (I) and (II). Anisotropic meshes containing stretched cells require a
more involved concept of mesh description and optimization. This is subject of current research.
5. A nested solution approach
For solving a nonlinear problem like (16) by the adaptive Galerkin $nite element method (2),
we may employ the following scheme. Let a desired error tolerance TOL or a maximum mesh
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complexity Nmax be given. Starting from a coarse initial mesh T0, a hierarchy of successively re$ned
meshes Ti ; i¿1, and corresponding $nite element spaces Vi is generated as follows:
(0) Initialization i = 0: Compute an initial approximation u0 ∈ V0.
(i) Defect correction iteration: For i¿1, start with u(0)i := ui−1 ∈ Vi.
(ii) Iteration step: For j¿0 evaluate the defect
(d( j)i ; ’) :=F(’)− A(u( j)i ;’); ’ ∈ Vi: (33)
Choose a suitable approximation A˜
′
(u( j)i ; ·; ·) to the derivative A′(u( j)i ; ·; ·) (with good stability and
solubility properties) and compute a correction v( j)i ∈ Vi from the linear equation
A˜
′
(u( j)i ; v
( j)
i ; ’) = (d
( j)
i ; ’) ∀’ ∈ Vi:
For this, Krylov-space or multi-grid methods are employed using the hierarchy of meshes {Ti ; : : : ;T0}.
Then, update u( j+1)i = u
( j)
i + 'iv
( j)
i , with some relaxation parameter 'i ∈ (0; 1], set j := j + 1 and go
back to (2). This process is repeated until a limit u˜ i ∈ Vi, is reached with a certain prescribed
accuracy.
(iii) Error estimation: Accept u˜ i =ui as the solution on mesh Ti and solve the discrete linearized
dual problem
zi ∈ Vi : A′(ui;’; zi) = J ′(ui;’) ∀’ ∈ Vi;
and evaluate the a posteriori error estimate
|E(ui)| ≈ (ui): (34)
For controlling the reliability of this bound, i.e., the accuracy in the determination of the dual
solution z, one may check whether ‖zi − zi−1‖ is su<ciently small; if this is not the case, additional
global mesh re$nement is advisable. If (ui)6TOL or Ni¿Nmax, then stop. Otherwise, cell-wise
mesh adaptation yields the new mesh Ti+1. Then, set i := i + 1 and go back to (i).
We note that the evaluation of the a posteriori error estimate (34) involves only the solution
of linearized problems. Hence, the whole error estimation may amount only to a relatively small
fraction of the total cost for the solution process. This has to be compared to the usually much
higher cost when working on non-optimized meshes.
In using the a posteriori error estimate (34), it is assumed that the exact discrete solution ui ∈ Vi
on mesh Ti is available. This asks for estimation of the unavoidable iteration error u˜ i − ui and
its e%ect on the accuracy of the estimator for the discretization error. This can be achieved in the
case of a Galerkin $nite-element multigrid iteration by exploiting the projection properties of the
combined scheme; for details see [8].
6. Applications to model problems
6.1. An elliptic model problem
We begin with the Poisson di%usion problem
−Vu= f in ; u= 0 on @; (35)
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posed on a polygonal domain ⊂R2. In this case the “energy” form is de$ned by A(·; ·) := (·;·)
− (f; ·) and the discrete problems read
(uh;’h) = (f;’h) ∀’h ∈ Vh: (36)
Here, Vh⊂V :=H 10 () are the $nite element subspaces as de$ned above. Now, let J (·) be an
arbitrary linear error functional de$ned on V and z ∈ V the solution of the corresponding dual
problem
(’;z) = J (’) ∀’ ∈ V: (37)
From the general a posteriori error estimate (17), we infer the following result.
Proposition 4. For the approximation of the Poisson problem (35) by the 7nite element scheme
(36); there holds the a posteriori error estimate
|J (e)|6(uh) :=
∑
K∈Th
{∑
i=1;2
(i)K (uh)!
(i)
K (z)
}
; (38)
where the cellwise residuals and weights are de7ned by
(1)K (uh) := ‖f +Vuh‖K ; !(1)K (z) := ‖z − Ihz‖K ;
(2)K (uh) :=
1
2h
−1=2
K ‖n · [uh]‖@K ; !(2)K (z) := h1=2K ‖z − Ihz‖@K ;
with some nodal interpolation Ihz ∈ Vh of z.
Example 1. We want to use Proposition 4 to derive an a posteriori bound for the L2-error. Using
the functional J (’) := ‖e‖−1(e; ’) in the dual problem, we obtain the estimate
J (e) = ‖e‖6
∑
K∈Th
{∑
i=1;2
(i)K (uh)!
(i)
K (z)
}
: (39)
In view of the interpolation property (18) the weights my be estimated by
!(i)K (z)6cIh
2
K‖2z‖2K :
This results in the error bound
‖e‖6 cI
∑
K∈Th
h2K
{∑
i=1;2
(i)K (uh)
}
‖2z‖K
6 cI

∑
K∈Th
h4K
{∑
i=1;2
(i)K (uh)
}2
1=2
‖2z‖:
In view of the a priori bound ‖2z‖6cS (cS =1 if  is convex), this implies the a posteriori error
estimate
‖e‖6L2 (uh) := cIcS

∑
K∈Th
h4K
{∑
i=1;2
(i)K (uh)
}2
1=2
; (40)
which is well-known from the literature; see e.g., [12] or [22].
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Example 2. We now consider a highly localized error functional. As concrete example, we choose
the square domain  = (−1; 1)2 and the error functional
J (u) = @1u(a)
at the mid point a=(0; 0). In this case, the dual solution does not exist in the sense of H 10 (), such
that for practical use, we have to regularize the functional J (u) = @1u(a), for example like
J-(u) := |B-|−1
∫
B-
@1u dx = @1u(a) + O(-);
where B- = {x ∈ | |x− a|¡-}, and - :=TOL is a suitable error tolerance. The corresponding dual
solution z behaves like
|2z(x)| ≈ d(x)−3; d(x) := |x − a|+ -:
From the general a posteriori error estimate (38), we obtain for the present case
|@1e(a)| ≈ (uh) := cI
∑
K∈Th
h3K
d3K
{∑
i=1;2
(i)K (uh)
}
: (41)
Now, we want to apply Proposition 3 for determining a priori an optimal meshsize distribution. To
this end, let us again assume that the residuals behave like h−1K {(1)K (uh) + (2)K (uh)} ≈ $u(xK), with
a mesh-independent function $u, such that
(uh) ≈
∫

h(x)2$(x)dx; $(x) :=
$u(x)
d(x)3
:
Hence, from Proposition 3, we obtain
hopt(x) ≈
(
W
Nmax
)1=2
$(x)−1=4 ≈ Nmaxd(x)−3=4;
with W :=
∫
 $u(x)
1=2dx¡∞. This implies the relation
Nopt =
∑
K∈Th
h2Kh
−2
K =
(
Nopt
TOL
)1=2 ∑
K∈Th
h2Kd
−3=2
K ≈
(
Nopt
TOL
)1=2
:
and, consequently, Nopt ≈ TOL−1. This is better than what could be achieved on uniformly re$ned
meshes. In fact, mesh re$nement on the basis of global energy-error control results in almost uniform
re$nement, i.e., Nopt ≈ TOL−2. This predicted asymptotic behavior is well con$rmed by the results
of our computational test. Fig. 3 shows the balanced mesh for TOL= 4−4 and the approximation to
the dual solution z-; - = TOL, computed on this mesh. The corresponding errors for a sequence of
tolerances are listed in Table 1. For the problem considered, the weighted a posteriori estimate (38)
for the point error is obviously asymptotically optimal and the predicted dependence Nopt ≈ TOL−1
is con$rmed; for more details, we refer to [11].
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Fig. 3. Re$ned mesh and approximate dual solution for computing @1u(0) in Example 2, using the a posteriori error
estimator (uh), with TOL = 4−4.
Table 1
Results for computing @1u(0) using the a posteriori error estimator (uh) for several levels of
re$nement L; the “e%ectivity index” is de$ned by Ie% := |@1e(0)|=(uh)
TOL N L |@1e(0)| (uh) Ie%
4−2 148 6 7:51e− 1 5:92e− 2 12.69
4−3 940 9 4:10e− 1 1:42e− 2 28.87
4−4 4912 12 4:14e− 3 3:50e− 3 1.18
4−5 20 980 15 2:27e− 4 9:25e− 4 0.24
4−6 86 740 17 5:82e− 5 2:38e− 4 0.24
Example 3. The third example is meant as an illustrative exercise. For problem (35) on a smoothly
bounded domain ⊂R2, we consider the functional
J (u) :=
∫
@
@nu ds
(
=
∫

f dx
)
;
and pose the question: What is an optimal mesh-size distribution for computing J (u)? The answer
is based on the observation that the corresponding dual problem
(’;z) =
∫
@
@n’ ds ∀’ ∈ V ∩W 2;1();
has a measure solution with density of the form z ≡ 1 in , z=0 on @. In order to avoid the use
of measures, we consider the regularized functional
J-(’) = |S-|−1
∫
S-
@n’ dx =
∫
@
@n’ ds+O(-);
where -=TOL, S- := {x ∈ ; dist{x; @}¡-}, and @n’ the generic continuation of @n’ to S-. The
corresponding regularized dual solution is
z- = 1 in  \ S-; z-(x) = -−1dist{x; @} on S-:
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This implies that
J-(e)6cI
∑
K∈Th; K∩S- =∅
h2K
{∑
i=1;2
(i)K (uh)
}
‖2z-‖K ;
i.e., there is no contribution to the error from the interior of . Hence, independent of the form of
the forcing f, the optimal strategy is to re$ne the elements adjacent to the boundary and to leave
the others unchanged, assuming of course, that the force term f is integrated exactly.
Example 4. Finally, we apply the abstract theory developed above to derive an “energy-norm” error
estimate. This is intended to prepare for the application to error estimation in approximating optimal
control problems.
The solution u ∈ V of (35) minimizes the quadratic “energy” functional
L(u) := 12‖u‖2 − (f; u);
on the function space V = H 10 (), i.e.,
L′(u; ’) = (u;’)− (f;’) = 0; ’ ∈ V: (42)
Further, we note that
L(u)− L(uh) = 12‖u‖2 − (f; u)− 12‖uh‖2 + (f; uh)
=− 12‖u‖2 − 12‖uh‖2 + (u;uh)
=− 12‖e‖2:
Hence, energy-error control means control of the error with respect to the “energy” functional L(·).
Applying Proposition 2 to this situation, we obtain the a posteriori error estimate
|L(u)− L(uh)|6 inf
’h∈Vh
1
2 |L′(uh; u− ’h)| (43)
6
∑
K∈Th
{∑
i=1;2
(i)K (uh)!
(i)
K (u)
}
: (44)
which is exact since the functional L(·) is quadratic. Then, using the local approximation estimate
(see, e.g., [22])
inf
’h∈Vh
( ∑
K∈Th
{h−2K ‖u− ’h‖2K + h−1K ‖u− ’h‖2@K}
)1=2
6cI‖e‖; (45)
we conclude that
|L(u)− L(uh)|6cI

∑
K∈Th
{∑
i=1;2
(i)K (uh)
}2
1=2
‖e‖: (46)
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This implies the standard energy-norm a posteriori error estimate (see, e.g., [22] or [1])
‖e‖62cI

∑
K∈Th
{∑
i=1;2
(i)K (uh)
}2
1=2
: (47)
6.2. A nonlinear test case: Hencky model in elasto-plasticity
The results in this section are taken from Suttmeier [21] and Rannacher and Suttmeier [20].
The fundamental problem in the static deformation theory of linear-elastic perfect-plastic material
(so-called Hencky model) reads
 · / =−f; -(u) = A : / + ' in ;
' : (0− /)60 ∀0 with F(0)60;
u= 0 on 1D; / · n= g on 1N ;
(48)
where / and u are the stress tensor and displacement vector, respectively, while ' denotes the plastic
growth. This system describes the deformation of an elasto-plastic body occupying a bounded domain
⊂Rd (d=2 or 3) which is $xed along a part 1D of its boundary @, under the action of a body
force with density f and a surface traction g along 1N = @ \ 1D. The displacement u is supposed
to be small in order to neglect geometric nonlinear e%ects, so that the strain tensor can be written
as -(u)= 12(u+u
T). The material tensor A is assumed to be symmetric and positive de$nite. We
assume a linear-elastic isotropic material law /=2)-D(u)+3 ·uI , with material-dependent constants
)¿ 0 and 3¿ 0, while the plastic behavior follows the von Mises =ow rule F(/) := |/D| − /060,
with some /0 ¿ 0. Here, -D and /D denote the deviatoric parts of - and /, respectively.
The primal variational formulation of problem (48) seeks a displacement u ∈ V := {u ∈ H 1()d,
u|1D = 0}, satisfying
A(u;’) = 0 ∀’ ∈ V; (49)
with the semi-linear form
A(u;’) := (5(2)-D(u)); -(’)) + (3 · u; · ’)− (f;’)− (g; ’)1N ;
and the projection
5(2)-D(u)) :=


2)-D(u) if |2)-D(u)|6/0;
/0
|-D(u)|-
D(u) if |2)-D(u)|¿/0:
The $nite element approximation of problem (49) reads
A(uh;’h) = 0 ∀’h ∈ Vh; (50)
where Vh is the $nite element space of bilinear shape functions as descibed above. Having computed
the displacement uh, we obtain a corresponding stress by /h :=5(2)-D(uh))+3 ·uhI . Details of the
solution process can be found in [21,20]. Given an error functional J (·), we may apply the general
a posteriori error estimate (17) to the present situation.
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Proposition 5. For the approximation of the Hencky model (48) by the 7nite element scheme (50);
there holds the a posteriori error estimate
|J (e)|6
∑
K∈Th
{∑
i=1;2
(i)K (uh)!
(i)
K (z)
}
; (51)
where the cellwise residuals and weights are de7ned by
(1)K (uh) := ‖f − · C(-(uh))‖K ; !(1)K (z) := ‖z − Ihz‖K ;
(2)K (uh) :=
1
2h
−1=2
K ‖n · [C(-(uh))]‖@K ; !(2)K (z) := h−1=2K ‖z − Ihz‖@K ;
with C(-) :=5(2)-D) + 3 tr(-) and some nodal interpolation Ihz ∈ Vh of z.
We compare the weighted error estimate (51) with two heuristic ways of estimating the stress error
e/ :=/ − /h:
(1) The heuristic ZZ-error indicator of Zienkiewicz and Zhu (see [1]) uses the idea of higher-order
stress recovery by local averaging,
‖e/‖ ≈ ZZ(uh) :=
(∑
K∈Th
‖Mh/h − /h‖2K
)1=2
; (52)
where Mh/h is a local (super-convergent) approximation of /.
(2) The heuristic energy error estimator of Johnson and Hansbo [17] is based on a decomposed of
the domain  into “discrete” plastic elastic zones, =ph ∪eh. Accordingly the error estimator
has the form
‖e/‖ ≈ E(uh) := cI
(∑
K∈Th
2K
)1=2
; (53)
with the local error indicators de$ned by
K(uh)2 :=


h2K{(1)K (uh) + (2)K (uh)}2 if K ⊂eh;
{(1)K (uh) + (2)K (uh)}‖Mh/h − /h‖K if K ⊂ph:
6.2.1. Numerical test
A geometrically two-dimensional square disc with a hole is subjected to a constant boundary
traction acting upon two opposite sides. We use the two-dimensional plain-strain approximation, i.e.,
the components of -(u) in z-direction are assumed to be zero. In virtue of symmetry the consideration
can be restricted to a quarter of the domain shown in Fig. 4; for the precise parameters in this model
see [20]. Among the quantities to be computed is the component /22 of the stress tensor at point a2.
The result on a very $ne adapted mesh with about 200,000 cells is taken as reference solution uref .
The result of this benchmark computation is summarized in Fig. 5. We see that the weighted a
posteriori error estimate leads to more economical meshes, particularly if high accuracy is required.
For more details as well as for further results also for the time-dependent. Prandtl–Reuss model in
perfect plasticity, we refer to [20].
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Fig. 4. Geometry of the benchmark problem and plot of |/D| (plastic region black, transition zone white) computed on a
mesh with N ≈ 10 000 cells.
Fig. 5. Relative error for computation of /22 at point a2 using di%erent estimators and optimized grid with N ≈ 10 000
cells.
6.3. A parabolic model problem
We consider the heat-conduction problem
@tu− · (au) = f in QT ;
u|t=0 = u0 on ;
u|@ = 0 on I;
(54)
on a space–time region QT :=×I , where ⊂Rd; d¿1, and I=[0; T ]; the coe<cient a may vary in
space. This model is used to describe di%usive transport of energy or certain species concentrations.
The results of this section are taken from Hartmann [13]; see also [19].
R. Rannacher / Journal of Computational and Applied Mathematics 128 (2001) 205–233 223
The discretization of problem (54) is by a Galerkin method in space–time. We split the time
interval [0; T ] into subintervals In = (tn−1; tn] according to
0 = t0 ¡ · · ·¡tn ¡ · · ·¡tN = T; kn := tn − tn−1:
At each time level tn, let Tnh be a regular $nite element mesh as de$ned above with local mesh
width hK =diam(K), and let V nh ⊂H 10 () be the corresponding $nite element subspace with d-linear
shape functions. Extending the spatial mesh to the corresponding space–time slab × In, we obtain
a global space–time mesh consisting of (d+ 1)-dimensional cubes QnK :=K × In. On this mesh, we
de$ne the global $nite element space
V kh := {v ∈ W; v(·; t)|QnK ∈ Q˜1(K); v(x; ·)|QnK ∈ Pr(In);∀QnK};
where W :=L2((0; T );H 10 ()) and r¿0. For functions from this space and their time-continuous
analogues, we use the notation
vn+ := lim
t→tn+0
v(t); vn− := lim
t→tn−0
v(t); [v]n := vn+ − vn−:
The discretization of problem (54) is based on a variational formulation which allows the use
of piecewise discontinuous functions in time. This method, termed “dG(r) method” (discontinuous
Galerkin method in time), determines approximations uh ∈ V kh by requiring
A(uh; ’h) = 0 ∀’h ∈ V kh ; (55)
with the semi-linear form
A(u; ’) :=
N∑
n=1
∫
In
{(@tu; ’) + (au;’)− (f;’)} dt +
N∑
n=1
([u]n−1; ’
+
n−1);
where u−0 := u0. We note that the continuous solution u also satis$es equation (55) which again
implies Galerkin orthogonality for the error e := u−uh with respect to the bilinear form A(·; ·). Since
the test functions ’h ∈ V kh may be discontinuous at times tn, the global system (55) decouples and
can be written in form of a time-stepping scheme,∫
In
{(@tuh; ’h) + (auh;’h)} dt + ([uh]n−1; ’(n−1)+h ) =
∫
In
(f;’h) dt;
for all ’h ∈ V nh ; n = 1; : : : ; N . In the following, we consider only the lowest-order case r = 0, the
“dG(0) method” which is equivalent to the backward Euler scheme. We concentrate on the control
of the spatial L2-error ‖eN−‖ at the end time T = tN . To this end, we use a duality argument in
space–time,
@tz − aVz = 0 in  × I;
z|t=T = ‖eN−‖−1eN− in ; z|@ = 0 on I;
(56)
which can also be written in variational form as
A(’; z) = J (’) := ‖eN−‖−1(’N−; eN−) ∀’ ∈ W: (57)
Then, from Proposition 1, we obtain the estimate
‖eN−‖6
N∑
n=1
∑
K∈Tnh
|(R(uh); z − ’h)K×In −
1
2
(n · [auh]; z − ’h)@K×In − ([uh]n−1; (z − ’h)(n−1)+)K |;
224 R. Rannacher / Journal of Computational and Applied Mathematics 128 (2001) 205–233
with the residual R(uh) :=f + · (auh)− @tuh and a suitable approximation ’h ∈ V kh to the dual
solution z. From this, we infer the following result.
Proposition 6. For the dG(0) 7nite element method applied to the heat conduction equation (54);
there holds the a posteriori error estimate
‖eN+‖6
N∑
n=1
∑
K∈Tnh
{∑
i=1;2;3
n; iK (uh)!
n; i
K (z)
}
; (58)
where the cellwise residuals and weights are de7ned by
n;1K (uh) := ‖R(uh)‖K×In ; !n;1K (z) := ‖z − I kh z‖K×In ;
n;2K (uh) :=
1
2h
−1=2
K ‖n · [auh]‖@K×In ; !n;2K (z) := h1=2K ‖z − I kh z‖@K×In ;
n;3K (uh) := k
−1=2
n ‖[uh]n−1‖K ; !n;3K (z) := k1=2n ‖(z − I kh z)(n−1)+‖K :
with some nodal interpolation I kh z ∈ Wh of z.
The weights are evaluated numerically as described in Section 3 above.
6.3.1. Numerical test
The performance of the error estimator (58) is illustrated by a simple test in two space dimensions
where the (known) exact solution represents a smooth rotating bump with a suitably adjusted force
f on the unit square; for details see [13]. Fig. 6 shows a sequence of adapted meshes at successive
times obtained by controlling the spatial L2 error at the end time tN = 0:5. We clearly see the e%ect
of the weights in the error estimator which suppress the in=uence of the residuals during the initial
period.
6.4. A hyperbolic model problem
We consider the acoustic wave equation
@2t u− · {au}= 0 in QT ;
u|t=0 = u0; @tu|t=0 = v0 on ;
n · au|@ = 0 on I;
(59)
on a space–time region QT := × I , where ⊂Rd; d¿1, and I = [0:T ]; the elastic coe<cient a
may vary in space. This equation frequently occurs in the simulation of acoustic waves in gaseous
or =uid media, seismics, electro-dynamics and many other applications. The material of this section
is taken from Bangerth [2] and Bangerth and Rannacher [3].
We approximate problem (59) by a “velocity-displacement” formulation which is obtained by
introducing a new velocity variable v := @tu. Then, the pair w= {u; v} satis$es the linear variational
equation
A(w; ) = 0 ∀ = {’;  } ∈ T; (60)
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Fig. 6. Sequence of re$ned meshes at time tn = 0:125; 0:421875; 0:5, for controlling the end-time error ‖eN−‖.
with the bilinear form
A(w; ) := (@tu; ’)QT − (v; ’)QT + (@tv;  )QT + (au; )QT ;
and a suitable space T of test functions  for which A(w; ) is de$ned. This formulation is the basis
for a Galerkin discretization in space–time similar to the one described in the preceding section
for the heat-conduction equation. We decompose the time interval I = [0; T ] again into subintervals
In=(tn−1; tn] with length kn= tn− tn−1. On each time slab Qn :=× In, we use meshes Tnh consisting
of (d + 1)-dimensional cubes QnK = K × In with spatial width hK ; these meshes may vary between
the time levels in order to allow for grid re$nement moving with the wave $eld. The discrete “trial
spaces” Wh = Vh × Vh in space–time domain consist of functions which are (d + 1)-linear on each
space–time cell QnK and globally continuous on QT . This prescription requires the use of “hanging
nodes” if the spatial mesh changes across a time level tn. The corresponding discrete “test spaces”
Th⊂T consist of functions which are constant in time on each cell QnK , while they are d-linear
in space and globally continuous on . We further assume that the test space T is chosen large
enough to contain the elements from w + Wh. The Galerkin approximation of problem (59) seeks
pairs wh = {uh; vh} ∈ Wh satisfying
A(wh; h) = 0 ∀h = {’h;  h} ∈ Th: (61)
For more details, we refer to [2,3]. Since the continuous solution w also satis$es (61), we have
again Galerkin orthogonality for the error e := {eu; ev}. This time-discretization scheme is termed
“cG(1)-method” (continuous Galerkin method) in contrast to the dG-method used in the preceding
section. We note that from this scheme, we can recover the standard Crank–Nicolson scheme in
time combined with a spatial $nite element method:
(un − un−1; ’)− 12kn(vn + vn−1; ’) = 0;
(vn − vn−1;  ) + 12kn(a(un + un−1); ) = 0:
(62)
The system (62) splits into two equations, a discrete Helmholtz equation and a discrete L2-projection.
We choose this time-stepping scheme because it is of second order and energy conserving, i.e.,
‖vn‖2 + ‖√aun‖2 = ‖vn−1‖2 + ‖√aun−1‖2:
This conservation property carries over to the spatially discretized equations provided that the meshes
do not change between time levels. In case of mesh coarsening a loss of energy may occur which
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has to be “seen” by a useful a posteriori error estimator; we refer to [3] for a discussion of this
issue.
We want to control the error e = {eu; ev} by a functional of the form
J (e) := (j; eu)QT ;
with some density function j(x; t). To this end, we use again a duality argument in space–time
written in variational form like
A(; z) = J () ∀ ∈ T; (63)
where the dual solution is of the form z={−@tz; z}. This means that z satis$es the backward-in-time
wave equation
@2t z − · {az}= j in QT ;
z|t=T = 0; −@tz|t=T = 0 on ;
n · az|@ = 0 on I × @:
(64)
Then, from Proposition 1, we have the abstract result
(j · u)QT6|A(wh; z − Ihz)|; (65)
with the natural nodal interpolation Ih in the space Wh. Recalling the de$nition of the bilinear form
A(·; ·), we obtain
|(j; u)QT |6
N∑
n=1
∑
K∈Tnh
|(r1; @tz − Ih@tz)K×In − (r2; z − Ihz)K×In − 12 (n · [auh]; z − Ihz)@K×In |;
where r1 = @tuh − vh and r2 = @tvh −  · auh denote the cell residuals of the two equations and
n · r@K = n · [auh] is the jump of the co-normal derivative across cell boundaries. From this, we
infer the following result.
Proposition 7. For the cG(1) 7nite element method applied to the acoustic wave equation (59),
there holds the a posteriori error estimate
|j(eNu )|6
N∑
n=1
∑
K∈Tnh
{ ∑
i=1;2;3
n; iK (wh)!
n; i
K (z)
}
; (66)
where the cellwise residuals and weights are de7ned by
n;1K (wh) := ‖r1(wh)‖K×In ; !n;1K (z) := ‖@tz − Ih@tz‖K×In ;
n;2K (wh) := ‖r2(wh)‖K×In ; !n;2K (z) := ‖z − Ihz‖K×In ;
n;3K (w) :=
1
2h
−1=2
K ‖n · [auh]‖@K×In ; !n;3K (z) := h1=2K ‖z − Ihz‖@K×In ;
with some nodal interpolations {Ih@tz; Ihz} ∈ Vh × Vh of {@tz; z}.
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Fig. 7. Layout of the domain (left) and structure of the coe<cient a(x) (right).
We will compare the error estimator (66) with a simple heuristic “energy” error indicator which
measures the spatial smoothness of the computed solution uh:
E(wh) :=

 N∑
n=1
∑
K∈Tnh
n;3K (wh)
2


1=2
: (67)
6.4.1. Numerical test
The error estimator (66) is illustrated by a simple test: the propagation of an outward traveling
wave on  = (−1; 1)2 with a strongly distorted coe<cient. Layout of the domain and structure of
the coe<cient are shown in Fig. 7. Boundary and initial conditions were chosen as follows:
n · au= 0 on y = 1; u= 0 on @ \ {y = 1};
u0 = 0; v0 = A(s− r) exp(−|x|2=s2)(1− |x|2=s2);
with s=0:02 and A(·) the jump function. The region of origin of the wave $eld is signi$cantly smaller
than shown in Fig. 7. Notice that the lowest frequency in this initial wave $eld has wavelength '=4s;
hence taking the common minimum 10 grid points per wavelength would yield 62,500 cells already
for the largest wavelength. Uniform grids obviously quickly get to their limits in such cases.
If we consider this example as a model of propagation of seismic waves in a faulted region of
rock, then we would be interested in recording seismograms at the surface, which we here choose
as the top line 1 of the domain. A corresponding functional output is
J (w) =
∫ T
0
∫
1
u(x; t)!(B; t) dB dt;
with a weight factor !(B; t)= sin(3B) sin(5t=T ), and end-time T =2. The frequency of oscillation
of this weight is chosen to match the frequencies in the wave $eld to obtain good resolution of
changes. In Fig. 8, we show the grids resulting from re$nement by the dual error estimator (66)
compared with the energy error indicator (67). The $rst one resolves the wave $eld well, including
re=ections from discontinuities in the coe<cient. The second additionally takes into account, that
the lower parts of the domain lie outside the domain of in=uence of the target functional if we
truncate the time domain at T =2; this domain of in=uence constricts to the top as we approach the
$nal time, as is re=ected by the produced grids. The computational meshes obtained in this way are
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Fig. 8. Grids produced from re$nement by the energy error indicator (67) (top row) and by the dual estimator (66)
(bottom row) at times t = 0; 23 ;
4
3 ; 2.
obviously much more economical, without degrading the accuracy-in approximating the quantity of
interest; for more examples see [3].
6.5. An optimal control model problem
As the last application of the general framework laid out in Section 2, we consider the $nite
element approximation of an optimal control problem. The state equations are
−Vu+ u= f on ;
@nu= q on 1C; @nu= 0 on @ \ 1C; (68)
de$ned on a bounded domain ⊂R2 with boundary @. The control q acts on the boundary
component 1C, while the observations u|1O are taken on a component 1O; see Fig. 9. The cost
functional is de$ned by
J (u; q) = 12‖u− uO‖21O + 12D‖q‖21C : (69)
with a prescribed function uO and a regularization parameter D¿ 0.
We want to apply the general formalism of Section 2 to the Galerkin $nite element approximation
of this problem. This may be considered within the context of “model reduction” in optimal control
theory. First, we have to prepare the corresponding functional analytic setting. The functional of
interest is the Lagrangian functional of the optimal control problem,
L(C) = J (u; q) + (u;') + (u− f; ')− (q; ')1C ;
de$ned for triples C = {u; '; q} in the Hilbert space W :=V × V × Q, where V :=H 1() and
Q :=L2(1C). The equation for stationary points C = {u; '; q} ∈ W of L(·) are (Euler–Lagrange
equations)
L′(C;’) = 0 ∀’ ∈ W; (70)
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Fig. 9. Con$guration of the boundary control model problem.
or written in explicit saddle-point form,
( ; u− uO)1O + ( ;') + ( ; ') = 0 ∀ ∈ V; (71)
(u;E) + (u− f; E)− (q; E)1C = 0 ∀E ∈ V; (72)
('− Dq; F)1C = 0 ∀F ∈ Q: (73)
The corresponding discrete approximations Ch={uh; 'h; qh} are determined in the $nite element space
Wh = Vh × Vh × Qh⊂V by
( h; uh − uO)1O + ( h;'h) + ( h; 'h) = 0 ∀ h ∈ Vh; (74)
(uh;Eh) + (uh − f; Eh)− (qh; Eh)1C = 0 ∀Eh ∈ Vh; (75)
('h − Dqh; Fh)1C = 0 ∀Fh ∈ Qh: (76)
Here, the trial spaces Vh for the state and co-state variables are as de$ned above in Section 3
(linear or bilinear shape functions), and the spaces Qh for the controls consist of traces of 1C of
Vh-functions, for simplicity.
Following the formalism of Section 2, we seek to estimate the error e={eu; e'; eq} with respect to
the Lagrangian functional L(·). Proposition 2 yields the following a posteriori estimate for the error
E(Ch) :=L(C)− L(Ch):
|E(Ch)|6(Ch) := inf
’h∈Vh
1
2 |L′(Ch; C− ’h)|: (77)
Since {u; '; q} and {uh; 'h; qh} satisfy (72) and (75), respectively, there holds
L(C)− L(Ch) = J (u; q) + (u;') + (u− f; ')− (q; ')1C
− J (uh; qh)− (uh;'h)− (uh − f; 'h) + (qh; 'h)1C
= J (u; q)− J (uh; qh):
Hence, error control with respect to the Lagrangian functional L(·) and the cost functional J (·) are
equivalent. Now, evaluation of the abstract error bound (77) employs again splitting the integrals
into the contributions by the single cells, cellwise integration by parts and HKolder’s inequality. In
this way, we obtain the following result; for the detailed argument see [9].
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Proposition 8. For the 7nite element discretization of the system (71)–(73), there holds (in 7rst-
order approximation) the a posteriori error estimate
|J (u; q)− J (uh; qh)|6
∑
1⊂ @
{(')1 !(u)1 + (u)1 !(')1 }+
∑
1⊂1C
(q)1 !
(q)
1
+
∑
K∈Th
{(u)K !(')K + (u)@K!(')@K + (')K !(u)K + (')@K!(u)@K}; (78)
where the cellwise residuals and weights are de7ned by
(')1 =


h−1=21 ‖uh − uO + @n'h‖1 if1⊂1O;
h−1=21 ‖@n; 'h‖1 if1⊂ @ \ 1O;
!(u)1 = h
1=2
1 ‖u− Ihu‖1;
(u)1 =


h−1=21 ‖@nuh − qh‖1 if1⊂1C;
h−1=21 ‖@nuh‖1 if1⊂ @ \ 1C;
!(')1 = h
1=2
1 ‖'− Ih'‖1;
(q)1 = h
−1=2
1 ‖'h − Dqh‖1; !(q)1 = h1=21 ‖q− Ihq‖1;
(u)K = ‖Vuh − uh + f‖K ; !(')K = ‖'− Ih'‖K ;
(u)@K =
1
2h
−1=2
K ‖n · [uh]‖@K ; !(')@K = h1=2K ‖'− Ih'‖@K ;
(')K = ‖V'h − 'h‖K ; !(u)K = ‖u− Ihu‖K ;
(')@K =
1
2h
−1=2
K ‖n · ['h]‖@K ; !(u)@K = h1=2K ‖u− Ihu‖@K ;
with some nodal interpolations {Ihu; Ih'; Ihq} ∈ Vh × Vh × Qh of {u; '; q}.
We will compare the performance of the weighted error estimator (78) with a more traditional
error indicator. Control of the error in the “energy norm” of the state equation alone leads to the a
posteriori error indicator
E(uh) := cI
( ∑
K∈Th
h2K{(u)2K + (u)2@K }+
∑
1⊂ @
h21
(u)2
1
)1=2
; (79)
with the cell residuals (u)@K and 
(u)
1 as de$ned above. This ad-hoc criterion aims at satisfying the
state equation uniformly with good accuracy. However, this concept seems questionable since it does
not take into account the sensitivity of the cost functional with respect to the local perturbations
introduced by discretization. Capturing these dependencies is the particular feature of our approach.
6.5.1. Numerical test
We consider the con$guration as shown in Fig. 9 with a T-shaped domain  of width one. The
control acts along the lower boundary 1C, whereas the observations are taken along the (longer)
upper boundary 1O. The cost functional is chosen as in (69) with uO ≡ 1 and D = 1, i.e., the
stabilization term constitutes a part of the cost functional.
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Fig. 10. E%ectivity of the weighted error estimator (left), and comparison of the e<ciency of the meshes generated by
the two estimators, “x” error values by the energy estimator, “ ” error values by the weighted estimator (log–log scale).
Fig. 11. Comparison between meshes obtained by the energy-error estimator (left) and the weighted error estimator (right);
N ∼ 5000 cells in both cases.
Fig. 10 shows the quality of the weighted error estimator (78) for quantitative error control.
The e>ectivity index is again de$ned as Ie% := |J (u; q) − J (uh; qh)|=(uh; qh), whereas (uh; qh) is
the value of the estimator. The reference value is obtained on a mesh with more than 200 000
elements. We compare the weighted error estimator with a simple ad-hoc strategy based on the
energy-error estimator (79) applied only to the state equation. Fig. 11 shows meshes generated by
the two estimators.
The di%erence in the meshes can be explained as follows. Obviously, the energy-error estimator
observes the irregularities introduced on the control boundary by the jump in the nonhomogeneous
Neumann condition, but it tends to over-re$ne in this region and to under-re$ne at the observation
boundary. The weighted error estimator observes the needs of the optimization process by distributing
the cells more evenly.
7. Conclusion and outlook
We have presented a universal method for error control and mesh adaptivity in Galerkin $nite ele-
ment discretization based on global duality arguments. This approach has been illustrated for simple
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examples of linear and nonlinear di%erential equations including also an optimal control problem.
More challanging applications involving multi-physical e%ects like, for example, low-Mach number
=ows with chemical reactions and multidimensional energy transfer by radiation with recombination
are presently studied. Of course, despite the generality of the method, there are several technical
questions to be addressed in the future. The main problem is the accurate but cost-e<cient deter-
mination of the dual solution especially in the presence of oscillatory solutions (wave propagation).
Another question is the reliable control of the linearization in the neighborhood of a bifurcation
point. Finally, the cost-e<cient application of our method for truly nonstationary problems in two
and particularly in three dimensions is still a largely unsolved problem.
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