Abstract. We consider a model where the price of an option is driven by a Wiener process and changes randomly at the moments determined by a homogeneous Poisson process. The formula for the minimum variance hedging strategy is obtained for a European type call option. The derivation of the formula is based on the Föllmer-Schweizer decomposition of a contingent claim.
Introduction
In this paper, we consider the problem of finding a hedging self-financing strategy for a European type call option with the exercise time T > 0 for a one dimensional model with continuous time. We assume that the discounted price of a stock (X t ) 0≤t≤T is driven by a Wiener process and changes randomly at the moments determined by a homogeneous Poisson process. The result of applying the minimum variance hedging strategy is the best approximation of the contingent claim in the mean square sense.
A contingent claim H is a square integrable random variable satisfying a standard condition of integrability. Generally speaking, the market considered in the model below is incomplete. The contingent claim is not necessarily attainable. For a given H, we solve the following problem: In the model under consideration, X is a special discontinuous semimartingale. The solution of problem (1.1) for semimartingales satisfying certain additional conditions is obtained in [1] for the general case. Some further results in this direction can be found in [2] and [3] . The hedging strategy in [1] is found as a solution of a stochastic equation whose elements are found from the Föllmer-Schweizer decomposition
where H 0 ∈ R and L H is a martingale that is orthogonal to the martingale component of X. Nevertheless the problem of finding ξ 
The model
Let (N t ) 0≤t≤T be a homogeneous Poisson process with intensity λ and denote by τ j , j ≥ 1, the increasing sequence of moments when the process N jumps. For convenience, we assume that τ 0 = 0. Without loss of generality we also assume that
Let (W t ) 0≤t≤T be a Wiener process and let (U j ) j≥1 be independent identically distributed random variables assuming values in the interval (−1, +∞). We further assume that E U n j < ∞ for all n ≥ 1. Denote the distribution function of U j (which is independent of j) by ν . We also put
, and σ(U j , j ≥ 1) be independent. For every 0 ≤ t ≤ T , denote by F t the σ-algebra generated by all random variables (W s ) 0≤s≤t , (N s ) 0≤s≤t , and (U j ) j : 0<τ j ≤t and completed with all sets of zero probability belonging to F. We also assume that F = F T .
We denote the discounted price of a stock (risky asset) at the moment t by X t and assume that X 0 ∈ R, X 0 > 0. We tacitly assume that there exists a riskless asset (called a bond). Let the process (X t ) 0≤t≤T satisfy the equation
where a ≥ 0 and σ > 0 are some constants. This implies that
where "a.s." is the abbreviation for "almost surely". Below we show how important is the latter assumption.
In what follows we will apply the following assertion (its proof is given in Lemma 7.2.2 of the paper [7] ). 
Then the process M t 0≤t≤T defined bỹ
is a square integrable martingale.
Note that (X t ) 0≤t≤T is a square integrable semimartingale in our model and moreover
is a martingale (this conclusion follows from Lemma 2.1 for Φ(y, z) = yz and Y t = X t− ) and
is a predictable process of bounded variation. The bracket process associated to M is obtained from (2.5) as follows:
This equality together with Lemma 2.1 (for Φ(y, z) = y 2 z 2 and Y t = X t− ) yields the predictable bracket process, namely
and N (2) t 0≤t≤T
be square integrable martingales such that
almost surely. Recall that N (1) and N (2) are called strongly orthogonal if
is a uniformly integrable martingale.
The following two definitions agree with the corresponding definitions in [1] and [13] .
Definition 2.1. Denote the set of predictable processes (θ t ) 0≤t≤T assuming values in R and such that
We also denote the set of predictable processes (θ t ) 0≤t≤T assuming values in R and such that
A contingent claim H is a square integrable and F T -measurable random variable.
Definition 2.2. Let H be a random variable such that
The equality (2.7)
If the Föllmer-Schweizer decomposition (2.7) holds, then one can consider the intrinsic price process for H given by
Then the processK
is bounded. Therefore condition (SC) of [1] holds, and Theorem 3.4 of [13] implies the existence and uniqueness of the Föllmer-Schweizer decomposition for any random variable H ∈ L 2 (Ω, F, P). Note that Lemma 2 in [1] implies that Θ = L 2 (M ). The process It is worthwhile mentioning that there are no exact formulas for elements of equation (2.2) in [1] . Below we obtain the explicit formula for the solution of problem (2.9) in the framework of the model (2.1)-(2.2) under some restrictions imposed on H.
Note that the process X in (2.1)-(2.2) is a martingale if a + E 1 λ = 0. The minimal variance hedging strategy is obtained in [7, Section 7.3.4] for this case.
We derive the elements of the Föllmer-Schweizer decomposition from the density of the minimal martingale measure. The following notion is introduced in [14] . Definition 2.3. The probability measureP is called the minimal martingale measure if 1)P is equivalent to P,
0≤t≤T is a martingale with respect toP, 4) every square integrable P-martingale which is strongly orthogonal to M with respect to P is a martingale with respect toP.
It follows from Theorem 8 in [15] thatP is a unique solution of the following optimization problem:
2 dP over all sign-changing local martingale measures Q,
where X is such that
and where X is given by (2.1). This implies that Q =P gives the minimal value of
over the set of measures Q mentioned above. ThusP is the variance-optimal martingale measure in the terminology of the paper [16] . We consider the stochastic exponent
Condition (2.3) implies thatẐ T > 0 almost surely. According to Lemma 17 in [1] , the measureP defined by relation dP =Ẑ T dP is the minimal martingale measure for the price process X. Throughout the paper we denote byÊ the expectation with respect to the measureP whose density is given by (2.10). Note that the formula for the density of the minimal martingale measure for the model (2.1)-(2.2) is obtained in Proposition 2.1 of [17] (the formula in [17] is compatible with our result).
From Lemma 17 in [1] , we get the following equalities for both the price H 0 and for the intrinsic price process V
In particular,P is an equivalent martingale measure for X. 
If ρ > 0, then (2.3) implies that U j is bounded almost surely and condition E U n j < +∞ holds automatically.
Derivation of the Föllmer-Schweizer decomposition
In what follows we consider a contingent claim of the following form:
where f : R → R + is a continuous function whose growth is at most polynomial. Note that H ∈ L 2 (Ω, F, P) under the above assumptions. Considering equalities (2.7), (2.8), and (2.11), we try to obtain the decomposition In what follows we assume that H is fixed and thus we usually omit the superscript H for various variables. Let (N t ), (W t ), and (U j ) be defined on probability spaces Ω N , Ω W , and Ω U , respectively. The superscripts N , W , and U indicate the expectations or elements in the corresponding probability spaces.
The random variablesẐ T /Ẑ t and X t are independent, whence
where (3.1)
Since the function f is continuous and its growth is at most polynomial, we obtain from the Lebesgue dominated convergence theorem that
We have
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Consider the term
. Then the growth of functions g j ·, ω N is at most polynomial for all ω N ∈ Ω N . Consider the functions
where the expectation is considered in Ω W with respect to a probability measureP
By the Girsanov theorem (see, for example, Corollary 13.25 and Theorem 13.27 in [19] ) W t = W t + σρt is a Wiener process with respect to the probability measureP W . Hencē
Consider the functioñ
It is known that the functionF j ·, ·, ω
for all ω N (see, for example, Corollary 5.1.3 and equality (5.46) in [20] for r = 0). The function
is smooth in the case under consideration, whencē
for all fixed ω N . Note that ∂ 2 y/∂x 2 = 0, whence by using equations (3.2) we get
.
SinceF j is continuous, we can use c j (instead of c j ) in equalities (3.5) if c j = τ c . This observation follows from equalities (3.4). Therefore
Using Itô's formula and making standard transformations we obtain Now we derive from (3.6) and (3.7) that
It is obvious that the expectations E N of the integrals in (3.8) are equal to the integrals of expectations. It is also easy to prove that
Recall thatX
(if there is no term satisfying the restriction, then we agree that the sum equals zero). Considering the expectations E N in (3.8) we have
Consider this equality for
, and c j = τ j −. The stochastic integral is well defined for these variables, since they are independent of dW s on the intervals of interest. Thus we obtain j : 0<τ j ≤t
The process
is continuous and has a bounded variation (moreover, this process is absolutely continuous; the proof of this result is given in the Appendix at the end of the paper). Thus the sign-changing measure generated by the increments of this process is absolutely continuous with respect to the Lebesgue measure. For 0 ≤ s ≤ T , we put
where R is defined by equality (3.9). Then
Note that the process ψ s is left continuous and t 0 s ds is a continuous process of bounded variation.
We are going to derive the decomposition
where ξ H and L satisfy the conditions of Definition 2.2. Theorem 3.4 of [13] implies the existence and uniqueness of the Föllmer-Schweizer decomposition; thus ξ H is uniquely defined.
We will find ξ H such that [L, M ] 0≤t≤T is a martingale. We have
In order to apply Lemma 2.1, we show that
is a continuous function of two arguments, namely of some left continuous adapted vector process Y t considered at the moment τ j and of U j . Consider
Applying the latter inequality for a fixed ω N , we havē
The above expectations E W define a continuous function of t ∈ [0, T ]; its maximum is denoted by K 1 . Also
This inequality together with (3.5) implies that
for s, t ∈ [b j , c j ], s < t. Since the increments of the process (N t ) are independent, we get
where K 3 is a constant. Thus, for some random variable This completes the proof of the absolute continuity.
