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SCALING LIMIT OF DLA ON A LONG LINE SEGMENT
YINGXIN MU, EVIATAR B. PROCACCIA, AND YUAN ZHANG
Abstract. In this paper, we prove that the bulk of DLA starting from a long line
segment on the x-axis has a scaling limit to the stationary DLA process (SDLA). The
main phenomenological difficulty is the multi-scale, non-monotone interaction of the
DLA arms. We overcome this via a coupling scheme between the two processes and
an intermediate DLA process with absorbing mesoscopic boundary segments.
1. Introduction
In this paper, we establish a scaling limit result for the bulk of DLA on Z2 starting
from a long line segment. The phenomena of a stationary behavior at the bulk was
produced in experimental settings such as in the case of competing bacterial growth on
a low nutrient medium (See figure 1 and [2]).
Figure 1. Competing bacterial colonies: picture produced in the lab of
the late Prof. Eshel Ben-Jacob at Tel-Aviv University.
We consider the edge diffusion limited aggregation (EDLA) on Z2, an increasing edge-
set process. It grows by adding edges recursively according to the Edge Harmonic
Measure (the last edge traversed by a random walk coming from infinity before hitting
the set). If we start the process from a long line segment, one can observe that in the
bulk, the DLA trees tend to grow ”upwards” and have similar distribution (See figure
2).
In this paper we prove that the bulk of the EDLA starting from a long line segment
converges weakly to the infinite stationary DLA (SDLA) process who’s existence was
The authors would like to thank an anonymous fat cat in the Temple of Great Enlightenment (Dajue
Si).
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Figure 2. A (non-precise) computer simulation of EDLA starting from
a long line segment, simulation for qualitative illustration only.
established in [11]. The SDLA is a continuous time edge-set process on the upper pla-
nar lattice generated using a stationary version of the harmonic measure (stationary
harmonic measure) defined and studied in [10, 12, 13]. Several other stationary aggre-
gation processes were recently studied (see [1, 3]) with some common universal behavior
such as a.s. finiteness of all trees.
Before stating the main result, we first need to introduce some terminology.
1.1. Notations and statement of main results. Let Z2 be the plane square lattice.
For any x = (x(1), x(2)) ∈ Z2, where x(1) is the first coordinate and x(2) is the second
coordinate of x, let ‖x‖ be the L2 norm of vertex x. We may turn Z2 into a directed
graph, by adding a pair of parallel directed edges with opposite orientations between
each pair x, y ∈ Z2 with ‖x − y‖ = 1. We denote this directed lattice by ~L2 = (Z2, ~E2)
with vertex set Z2 and edge set ~E2. For any subset A $ Z2, intuitively we define ~A to be
the subgraph of ~L2 whose edge set collects all edges such that both endpoints of these
edges are in A. Moreover, let |A| be the cardinality of A, and if 0 ∈ A, let
‖A‖ = sup
x∈A
‖x‖
be the radius of A. For any directed edge ~e = x→ y ∈ ~L2, we use ~e(1) = x and ~e(2) = y
to denote the starting and ending point of ~e. We use
∂inA = {x ∈ A : s.t. ∃y /∈ A, ‖x− y‖ = 1},
and
∂outA = {x /∈ A : s.t. ∃y ∈ A, ‖x− y‖ = 1}
to denote the inner and outer boundaries with respect to vertices. And we use
∂eA =
{
~e ∈ ~L2 : s.t. ~e(1) ∈ ∂outA,~e(2) ∈ ∂inA
}
to denote the edge boundary of A in terms of edges and ∂˜eA to denote the collection of
all its inverse edges. Let H be the upper half plane. For any n ≥ 0 we define
`n = {(x, n) : x ∈ Z}
as the horizontal line in H, with `0 as the x−axis. Moreover, for each x ∈ Z2, let Px
be the distribution of the simple random walk {Sn}∞n=0 starting from x. And for any
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A ⊆ Z2, one can define the stopping times
τ¯A = inf{n ≥ 0 : Sn ∈ A},
τA = inf{n ≥ 1 : Sn ∈ A}
to be the first hitting time and the first returning time respectively. When A = B(0, R),
the open ball centered at the origin of radius R, we abbreviate them to τ¯R and τR.
Here we consider a variant of the DLA model, dubbed edge DLA (EDLA) driven by the
2-dimensional harmonic measure on edges:
Proposition 1.1. For any finite subset A ⊆ Z2 and any edge ~e of ~L2, then the limit
lim
‖z‖→∞
Pz
(
τA = τ~e(2), Sτ~e(2)−1 = ~e(1)
)
exists. We call the limit above the Edge Harmonic Measure of ~e with respect to A,
denoted by HeA(~e).
One may also define the harmonic measure with respect to a vertex x ∈ ∂outA as
HeA(x) =
∑
~e: ~e(1)=x
HeA(~e).
Note that for all x ∈ ∂inA, ∑
~e: ~e(2)=x
HeA(~e) = HA(x)
where H stands for the regular harmonic measure on Z2. This also implies that∑
~e
HeA(~e) = 1.
Remark 1. However, for x ∈ ∂outA, it is important to note that HeA(x) 6= HA(x).
With the Edge Harmonic Measure, we give a formal description of the EDLA
model.
Notation 1. Without loss of generality, we often use V and E to distinguish the vertex
set from the edge set.
Definition 1. For any finite B ⊆ Z2, one may define the EDLA process EABt =
(EV Bt , EE
B
t ) to be a continuous time Markov process on the set of all subgraphs of
~L2 such that
• EAB0 = (B, ∅).
• At any time t ≥ 0, for all edges ~e ∈ ∂e(EV Bt−), independent Poisson clocks of
intensity
λ(EV Bt−, ~e) = HeEV Bt−(~e)
are placed on ~e.
• If the clock at an edge ~e ∈ ∂e(EV Bt−) rings at time t, let
EABt =
(
EV Bt− ∪ {~e(1)}, EEBt− ∪ {~e}
)
,
and update all the transition rates.
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Remark 2. Note that EVt forms a vertex-set process which is identically distributed to
the Outer DLA process OAt defined in Definition 1 of [11].
For any finite B ⊆ Z2, the well-definedness of EABt is obvious since the total transition
rate is 1. In this paper, we also use EAnt in abbreviation for the case when EA
n
0 = (Dn, ∅)
where
(1) Dn = [−n, n] ∩ Z× {0}.
Next, recall in [11], the stationary harmonic measure Hs on H was defined as: for any
B ⊆ H, any edge ~e = x→ y ∈ ∂eB, and any N ,
HsB,N (~e) =
∑
z∈`N\B
Pz(SτB∪`0 = y, SτB∪`0−1 = x).
Proposition 1.2 (Proposition 1, [13]). For any B and ~e as above, there is a finite HsB(~e)
such that
lim
N→∞
HsB,N (~e) = HsB(~e).
HsB(~e) is called the stationary harmonic measure of ~e with respect to B and the
limit HsB(x) is called the stationary harmonic measure of x with respect to B. Then
we give an informal description of the infinite SDLA model (see [11] for details). Let
SV∞0 = `0, SE∞0 = ∅, and for any t > 0, each edge ~e on the boundary of SV∞t− is added
to the edge set SE∞t− and at the same time ~e(1) is added to the vertex set SV
∞
t− at rateHsSV∞
t−
(~e). The process SA∞t = (SV∞t , SE∞t ) starting from `0 is called the infinite SDLA
process. The following proposition says that SA∞t is well-defined.
Proposition 1.3 (Theorem 1, [11]). The infinite SDLA {SA∞t }t≥0 is well defined.
Notice that there is a one-to-one correspondence between the elements in {G : G ⊆ ~L2}
and {ηG : ηG ∈ {0, 1}~L2} since for any directed subgraph G = (V, ~E) ⊆ ~L2, we can define
ηG(x) =
{
1 x ∈ G
0 otherwise
, ηG(~e) =
{
1 ~e ∈ G
0 otherwise
∀(x,~e) ∈ G.
So that both of the EDLA and SDLA process form Feller processes with sample paths
in
DE [0,∞) = {right continuous functions x : [0,∞)→ E with left limits}
where E = {0, 1}~L2 . The metric ρ (defined in Section 4.1. of [9]) on E induces a metric
d which gives rise to the Skorohod Topology on DE [0,∞) (see Section 3.5 of [4] for
details). We say {EAnnt ∩ ~H}t≥0 converges weakly to {SA∞ct }t≥0 iff their corresponding
distributions converge.
With Remark 2, it is clear that the following theorem is an answer to Conjecture 1 of
[11].
Theorem 1. There exists c ∈ (0,∞) such that EAnnt ∩ ~H converges weakly to SA∞ct
on (DE [0,∞), d) as n → ∞, where (DE [0,∞), d) is the metric space with the Skorohod
topology.
Notation 2. In this paper we will use c, C etc. to denote constants. However, their
values may vary according to contexts.
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Remark 3. The arguments in this paper also prove that the scaling limit of the regular
DLA starting from a long line segment forms a variant of SDLA from `0 where the
growth rate is according to the stationary harmonic measure Hs on the outer boundary
of the current aggregation.
Remark 4. The SDLA or as shown in this paper the bulk of DLA stating from a long line,
is expected to have a different fractal dimension from the standard DLA starting at a
point. We conjecture that the dimension is 1.5. This conjecture is based on connections
to a stationary version of the Hastings Levitov process which is expected to have the
same dimension.
It is easy to show the equivalence between the weak convergence and the finite di-
mensional distribution’s convergence. So we put the proof of the following lemma in
Appendix 7.
Lemma 1.1. EAnnt ∩ ~H converges weakly to SA∞ct if and only if the finite dimensional
distribution of EAnnt ∩ ~H converges to the corresponding finite dimensional distribution
of SA∞ct . Equivalently, for any  > 0, any finite subgraph K ⊆ ~H and T < ∞, there
exists N0 < ∞ such that for any integer n ≥ 1, 0 < t1, t2, · · · , tn ≤ T and subgraph(s)
K1,K2, · · · ,Kn ⊆ K,
(2)
∣∣P (SA∞ct1 ∩K = K1, SA∞ct2 ∩K = K2, · · · , SA∞ctn ∩K = Kn)
−P (EANNt1 ∩K = K1, EANNt2 ∩K = K2, · · · , EANNtn ∩K = Kn)∣∣ < 
for all N ≥ N0.
Let SAmt be the SDLA process starting from Dm. First by Theorem 1 of [11],
{SAmt }m≥1 and SA∞t can be coupled in the same probability space such that for any
compact K ⊆ H and any T <∞, we have almost surely
(3) SAmt ∩K ≡ SA∞t ∩K, ∀t ∈ [0, T ]
for all sufficiently large m. Thus in order to prove Theorem 1, by Lemma 1.1, it suffices
to replace SA∞t with SAmt and show the following proposition:
Proposition 1.4. For any  > 0, any finite subgraph K ⊆ ~H and T < ∞, there exist
m0, N0 < ∞ such that for any integer n ≥ 1, 0 < t1, t2, · · · , tn ≤ T and subgraph(s)
K1,K2, · · · ,Kn ⊆ K,
(4)
∣∣P (SAmct1 ∩K = K1, SAmct2 ∩K = K2, · · · , SAmctn ∩K = Kn)
−P (EANNt1 ∩K = K1, EANNt2 ∩K = K2, · · · , EANNtn ∩K = Kn)∣∣ < 
for all m ≥ m0 and N ≥ N0.
1.2. The intermediate DLA process. For the proof of Proposition 1.4, we introduce
a family of intermediate DLA processes IAm,Nt defined as follows:
Definition 2. For all positive integers m ≤ N , define the intermediate DLA process
IAm,Nt =
(
IV m,Nt , IE
m,N
t
)
to be a continuous time Markov process on the set of all
subgraphs of ~L2 such that
• (IV m,N0 , IEm,N0 ) = (Dm, ∅).
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• Assume there is a Poisson clock with intensity N . For any s ≥ 0, if the clock
rings at time s, we add ~e to IEm,Ns− and ~e(1) to IV
m,N
s− such that(
IV m,Ns , IE
m,N
s
)
=
(
IV m,Ns− ∪ {~e(1)}, IEm,Ns− ∪ {~e}
)
with probability
He
IVm,Ns− ∪DN
(~e)
for all edges ~e ∈ ∂e(IV m,Ns− ).
It is clear that IAm,Nt forms a well defined (lazy) Markov process where a new particle
is added at a rate uniformly bounded from above by N .
First by a maximal coupling, we show that when m,N is sufficiently large, IAm,Nt is
the same as SAmt with very high probability. That is,
Proposition 1.5. There exists c > 0 such that for any  > 0, T <∞, there is a constant
M0 < ∞. And for all m > M0 there exists N(m) < ∞ such that for all N > N(m) we
can couple IAm,Nt and SA
m
t such that
(5) P (IAm,Nt ≡ SAmct , ∀t ≤ T ) ≥ 1− .
Next, by coupling pairs of the intermediate DLA processes, we show that for all
m ≤ N1/5, with high probability, IAm,Nt and IAm+1,Nt have no discrepancy in K, when
m,N is sufficiently large. To be noted, N1/5 is an adequate but not the only scale we
can choose.
Proposition 1.6. For any finite subgraph K ⊆ ~H, T <∞, there exist C <∞ and α > 0
such that for all sufficiently large N,m satisfying 0 < m ≤ N1/5, IAm,Nt and IAm+1,Nt
can be coupled so that
(6) P
(
IAm,Nt ∩K ≡ IAm+1,Nt ∩K,∀t ≤ T
)
≥ 1− C
m1+α
.
When N is large enough, although IAN
1/5,N
t and IA
N,N
t seem to behave significantly
differently near the end of the interval DN , we can show that they are highly likely to
be the same when restricted in a finite graph K. I.e.,
Proposition 1.7. For any finite subgraph K ⊆ ~H, any  > 0, T < ∞, there exists
N0 > 0 such that for all N ≥ N0, IAN
1/5,N
t and IA
N,N
t can be coupled so that
(7) P
(
IAN
1/5,N
t ∩K ≡ IAN,Nt ∩K,∀t ≤ T
)
≥ 1− .
Notation 3. Without loss of generality, we take T = 1 in the rest of this paper.
1.3. Ideas and structure of the proof. At first, we explain how to establish Propo-
sition 1.4 from Proposition 1.5-1.7. Fix a sufficiently large m, a finite graph K, it is
sufficient for us to find N0 such that (4) holds for all N ≥ N0. Proposition 1.5 tells
us that there exists Nm such that for all N ≥ Nm, IAm,Nt ≡ SAmct on [0, 1] with high
probability. Then Proposition 1.6 tells us that we can find N˜m ≥ max{m5, Nm} such
that for all N ≥ N˜m, with small probability there exists m ≤ m˜ ≤ N1/5 such that
IAm˜,Nt ∩K 6≡ IAm˜+1,Nt ∩K on [0, 1]. At last, Proposition 1.7 tells us that we can find
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Nˆm > N˜m such that for all N ≥ Nˆm, IAN
1/5,N
t ∩ K ≡ IAN,Nt ∩ K on [0, 1] with high
probability. Then we can choose N0 = Nˆm.
To couple all the finite discrete intermediate DLA processes {IAm,Nk }k≤2N ,m ≤ N
together, we sample 2N i.i.d. copies of SRW’s starting from the outer boundary of the
ball B(0, 4N) according to the regular harmonic measure H and accomplish the task in
Section 2.
In Section 3, we obtain upper bounds on the growth of the intermediate DLA pro-
cesses. As a result, we only need to consider the truncated processes without growing
outside a finite region in the following sections.
We begin to prove our result in Section 4. First we show Proposition 1.5. There we
consider the truncated continuous time coupled process (IAm,Nt , SA
m
t ) constructed by
a maximal coupling. By Lemma 4.1, when IAm,N(t∧Γm)− = SA
m
(t∧Γm)−, the total transition
rate of (IAm,Nt∧Γm , SA
m
t∧Γm) converges to 0 uniformly in the unit time interval. Since
IAm,N0 = SA
m
0 , we obtain that the probability IA
m,N
t∧Γm ≡ SAmt∧Γm on [0, 1] converges to
0 when m,N converges to infinity.
In the last two sections, Section 5 and 6, we consider the discrete time truncated
coupled process (IAm,Nk∧Γm , IA
m+1,N
k∧Γm ) and prove Proposition 1.6 and 1.7. The idea of
those two sections borrows techniques from [11], which concentrated on the continuous
time process. We trace the positions of the two edge discrepancies ~e∆i,1, ~e∆i,2 created at
time ∆i, and show that in the 2N steps, the discrepancies do not reach any finite graph
K with high probability.
2. Coupling construction
Given N , let IAm;N0 = (Dm, ∅) for all m ≤ N . Let
{
S
(k)
n
}∞
n=0
,1 ≤ k ≤ 2N be 2N
i.i.d. copies of SRW’s starting at radius 4N according to the regular harmonic measure
H. Then for any 1 ≤ k ≤ 2N , let τ (k) be the stopping time with respect to S(k).
• If
τ
(k)
IAm;Nk−1
< τ
(k)
DN\Dm ,
we add the directed edge S
(k)
τ
(k)
IA
m;N
k−1
−1 → S
(k)
τ
(k)
IA
m;N
k−1
to the edge set IEm;Nk and vertex
S
(k)
τ
(k)
IA
m;N
k−1
−1 to the vertex set IV
m;N
k .
• Otherwise, we keep IAm;Nk the same.
So now we have coupled all {IAm;Nk }0≤k≤2N , m ≤ N together. By definition, for each
m ≤ N , the marginal distribution of IAm;Nk is the embedded chain of the intermediate
DLA process.
Remark 5. By large deviation principle, with high probability the transitions for IAm,Nt
in the unit time is no more than 2N since the waiting time of each transition has the
exponential distribution exp(N). That’s why we consider the finite embedded chain
IAm,Nk , k ≤ 2N .
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Now we concentrate on the distribution of the pair (IAm1;N , IAm2;N ),m1 < m2 which
plays an important role in the proofs of Proposition 1.6 and 1.7. Define
HeA (x,~e) = Px
(
τ¯A = τ¯~e(2), Sτ¯~e(2)−1 = ~e (1)
)
and for any subgraph G = (V,E) ⊆ ~L2, and any directed edge ~e ∈ ~L2, denote
G ∪ {~e} = (V ∪ {~e(1), ~e(2)}, E ∪ {~e}) .
Formally, the construction of the coupled Markov chain (IAm1;N , IAm2;N ), k ≤ 2N is
described as follows:
•
(
IAm1,N0 , IA
m2,N
0
)
= ((Dm1 , ∅) , (Dm2 , ∅)).
• For any 1 ≤ k ≤ 2N , denote the joint transition probability that from
(
IAm1,Nk , IA
m2,N
k
)
to
(
IAm1,Nk+1 , IA
m2,N
k+1
)
as
P
((
IAm1,Nk , IA
m2,N
k
)
,
(
IAm1,Nk+1 , IA
m2,N
k+1
))
.
Then if they exist, we define the first added edge at time k as ~ek,1 and the second added
edge as ~ek,2, so that
~ek,i = S
(k)
τ
(k)
IA
mi;N
k−1
−1 → S
(k)
τ
(k)
IA
mi;N
k−1
, i = 1, 2.
Then there are eight cases that may happen. In the first three cases, there are two added
edges added at time k, while in the rest five cases, S
(k)
n hits DN before the second edge
is added so that there is at most one edge added. Especially, in the last case, S
(k)
n hits
DN before min
{
τ
(k)
IA
m1;N
k−1
, τ
(k)
IA
m2;N
k−1
}
, so that no edge is added.
I. If ~ek,1 (2) ∈ IAm1,Nk ∩ IAm2,Nk , we have(
IAm1,Nk+1 , IA
m2,N
k+1
)
=
(
IAm1,Nk ∪ {~ek,1} , IAm2,Nk ∪ {~ek,1}
)
and
P
((
IAm1,Nk , IA
m2,N
k
)
,
(
IAm1,Nk+1 , IA
m2,N
k+1
))
= He
IV
m1,N
k ∪IV
m2,N
k ∪DN
(~ek,1) .
II. If ~ek,1 (2) ∈ IAm1,Nk ∩
(
IAm2,Nk ∪DN
)c
, ~ek,2(2) ∈ IV m2,Nk , we have(
IAm1,Nk+1 , IA
m2,N
k+1
)
=
(
IAm1,Nk ∪ {~ek,1} , IAm2,Nk ∪ {~ek,2}
)
and
(8)
P
((
IAm1,Nk , IA
m2,N
k
)
,
(
IAm1,Nk+1 , IA
m2,N
k+1
))
= He
IV
m1,N
k ∪IV
m2,N
k ∪DN
(~ek,1)He
IV
m2,N
k ∪DN
(~ek,1 (2) , ~ek,2) .
III. If ~ek,1 (2) ∈ IAm2,Nk ∩
(
IAm1,Nk ∪DN
)c
, ~ek,2(2) ∈ IAm1,Nk , we have(
IAm1,Nk+1 , IA
m2,N
k+1
)
=
(
IAm1,Nk ∪ {~ek,2} , IAm2,Nk ∪ {~ek,1}
)
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and
(9)
P
((
IAm1,Nk , IA
m2,N
k
)
,
(
IAm1,Nk+1 , IA
m2,N
k+1
))
= He
IV
m1,N
k ∪IV
m2,N
k ∪DN
(~ek,1)He
IV
m1,N
k ∪DN
(~ek,1 (2) , ~ek,2) .
IV. If ~ek,1 (2) ∈ IAm1,Nk ∩
(
IAm2,Nk ∪DN
)c
, ~ek,2 (2) ∈ DN\Dm2 , we have(
IAm1,Nk+1 , IA
m2,N
k+1
)
=
(
IAm1,Nk ∪ {~ek,1} , IAm2,Nk
)
and
(10)
P
((
IAm1,Nk , IA
m2,N
k
)
,
(
IAm1,Nk+1 , IA
m2,N
k+1
))
= He
IV
m1,N
k ∪IV
m2,N
k ∪DN
(~ek,1)He
IV
m2,N
k ∪DN
(~ek,1 (2) , ~ek,2) .
V. If ~ek,1 (2) ∈ IAm2,Nk ∩
(
IAm1,Nk ∪DN
)c
, ~ek,2 (2) ∈ DN\Dm1 , we have(
IAm1,Nk+1 , IA
m2,N
k+1
)
=
(
IAm1,Nk , IA
m2,N
k ∪ {~ek,1}
)
and
(11)
P
((
IAm1,Nk , IA
m2,N
k
)
,
(
IAm1,Nk+1 , IA
m2,N
k+1
))
= He
IV
m1,N
k ∪IV
m2,N
k ∪DN
(~ek,1)He
IV
m1,N
k ∪DN
(~ek,1 (2) , ~ek,2) .
VI. If ~ek,1 (2) ∈ IAm1,Nk ∩
(
IAm2,Nk
)c ∩DN , we have(
IAm1,Nk+1 , IA
m2,N
k+1
)
=
(
IAm1,Nk ∪ {~ek,1} , IAm2,Nk
)
and
(12) P
((
IAm1,Nk , IA
m2,N
k
)
,
(
IAm1,Nk+1 , IA
m2,N
k+1
))
= He
IV
m1,N
k ∪IV
m2,N
k ∪DN
(~ek,1) .
VII. If ~ek,1 (2) ∈ IAm2,Nk ∩
(
IAm1,Nk
)c ∩DN , we have(
IAm1,Nk+1 , IA
m2,N
k+1
)
=
(
IAm1,Nk , IA
m2,N
k ∪ {~ek,1}
)
and
(13) P
((
IAm1,Nk , IA
m2,N
k
)
,
(
IAm1,Nk+1 , IA
m2,N
k+1
))
= He
IV
m1,N
k ∪IV
m2,N
k ∪DN
(~ek,1) .
VIII. Otherwise, we have(
IAm1,Nk+1 , IA
m2,N
k+1
)
=
(
IAm1,Nk , IA
m2,N
k
)
.
Now we use the definition of the vertex discrepancies and edge discrepancies in [11]
such that
V D,m1,m2n =
{
x ∈ Z2 : s.t. ∃k ≤ n, x ∈ IV m1,Nk 4IV m2,Nk
}
denotes the the set of vertex discrepancies and
ED,m1,m2n =
{
~e ∈ Z2 : s.t. ∃k ≤ n,~e ∈ IEm1,Nk 4IEm2,Nk
}
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denotes the set of edge discrepancies before time n where 4 stands for the symmetric
difference between sets. From the definition above, we give the following statement to
deepen our understanding on their relations.
• For any vertex x ∈ V Dn ∩ A, there must be an edge ~e in EDn ∩
(
~A ∪ ∂˜eA
)
such
that x = ~e(1).
• For any ~e in EDn ∩
(
~A ∪ ∂˜eA
)
, ~e(1) ∈ V Dn ∩A.
Denote the stopping times enumerating discrepancies as
(14)
∆m1,m21 = inf
{
1 ≤ k ≤ 2N : |ED,m1,m2k \ED,m1,m2k−1 | ≥ 1
}
,
∆m1,m2i = inf
{
2N ≥ k > ∆m1,m2i−1 : |ED,m1,m2k \ED,m1,m2k−1 | ≥ 1
}
and with convention that inf ∅ =∞. Denote the set of all the stopping times as Tm1,m2∆ .
Remark 6. Note that the event
{
n ∈ Tm1,m2∆
}
is equivalent to the event{
~en,1(2) ∈ IV m1,Nn−1 4IV m2,Nn−1 ⊆ V D,m1,m2n−1
}
,
whose probability is the summation over probabilities represented in (8)-(11).
3. Upper bounds on the growth of the intermediate processes
Before proving our results, we first give some useful lemmas, mainly the upper bounds
on the edge harmonic measure Lemma 3.2 and the growth rates of the intermediate DLA
processes, Lemmas 3.4 and 3.6. Given these estimates, we will only need to consider a
truncated processes in a finite region.
The first lemma is about the stochastic domination of independent Bernoulli random
variables. It is very simple to prove by induction, whence one who has interests can refer
to Appendix 7.
Lemma 3.1. If X1, · · · , Xn are n random variables satisfying that
P (X1 = 1) ≤ p, P (Xk = 1|X1 = a1, · · · , Xk−1 = ak−1) ≤ p
for any (a1, · · · , ak−1) ∈ {0, 1}k−1, 2 ≤ k ≤ n, then X1, · · · , Xn can be stochastically
dominated by independent Bernoulli random variables Y1, · · · , Yn with parameter p.
Denote
Fm = [−m− logm,m+ logm]× [− logm, logm] ∩ Z2.
Next we give an upper bound on the rescaled edge harmonic measure NHeA∪DN (y)
for all y in a thin subset Fm. Since the proof of Lemma 3.2 is very similar to existing
results from the literature we also push it to Appendix 7.
Lemma 3.2. For any δ > 0, m ≤ (1− δ)N , and x ∈ Fm, there exists C ∈ (0,∞) which
is independent of A such that for any connected A ⊆ Z2 with DN ⊆ A,
NHeA∪DN (x) ≤ C
√
|x (2) |
when N is sufficiently large.
We will make use of a uniform upper bound on the regular harmonic measure proved
by Kesten in 1987.
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Lemma 3.3 (Theorem of [6]). Let A be a connected subset in Zd which contains the
origin. Then there exists a constant C0 ∈ (0,∞), independent of A, such that for all
x ∈ A,
HA (x) ≤ C0||A||−1/2
where ‖A‖ is the radius of A.
Define two boxes
(15)
B1 =
(
[−N − 4C0N1/2, N/2] ∪ [N/2, N + 4C0N1/2]
)
× [−4C0N1/2, 4C0N1/2] ∩ Z2,
B2 = [−N/2, N/2]× [− logN, logN ] ∩ Z2.
Next we will explain how the upper bound on the growth rate fit in proving the logarithm
growth upper bound for the intermediate process with a long boundary.
Lemma 3.4. For any C1 <∞, δ > 0, m ≤ (1− δ)N ,
P
(
IAm,N2N ⊆ ~Fm
)
> 1− 1
mC1
for all sufficiently large N .
Proof. Denote IAm,Nk (x) as the connected component of x in IA
m,N
k such that its vertex
set
IV m,Nk (x) =
{
y ∈ H : x is connected to y by a directed path in IAm,Nk
}
.
Then it is easy to see that
(16) IAm,N2N = ∪x∈DmIAm,N2N (x) .
For any x ∈ Dm, if IV m,N2N (x)∩F cm 6= ∅, there must be a nearest neighbor directed path
in IAm,N2N (x) such that
Px = {Plogm → Plogm−1 → · · · → P0 = x}, ||Pi − Pi−1|| = 1, 0 < i ≤ logm
from some point Plogm in Fm to x. Define the random variable
Xn =
{
1 if Pi ∈ IV m,Nn (x) for some 1 ≤ i ≤ logm and Px ∩ IV m,Nn−1 (x) = {P0, · · · , Pi−1}
0 otherwise
forall 1 ≤ n ≤ 2N .
By Lemma 3.2,
P[Xn = 1|Fn−1] ≤ C
√
logm
N
where Fn is the σ-field generated by IAm,Nk , k ≤ n. So that by Lemma 3.1, {Xn, 1 ≤
n ≤ 2N} can be stochastically dominated by the independent random variables {Yn, 1 ≤
n ≤ 2N} which satisfies
P (Yn = 1) = 1−P (Yn = 0) = C
√
logm
N
.
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It follows that for any θ > 0
(17)
P
(
2N∑
n=1
Xn ≥ logm
)
≤ P
(
2N∑
n=1
Yn ≥ logm
)
≤
E exp
(
θ
2N∑
n=1
Yn
)
exp (θ logm)
=
(
1 + C[exp (θ)− 1]√logm/N)2N
exp (θ logm)
∼ exp
(
C (θ)
√
logm− θ logm
)
when N is large enough where C (θ) is a constant associated with θ. By (16) and (17),
for any C1 <∞,
(18)
P
(
IV m,N2N 6⊆ Fm
)
= P
(
∪x∈DmIV m,N2N (x) 6⊆ Fm
)
≤ 2mP (P0 exists )
≤ 2m4logm exp
(
C (θ)
√
logm− θ logm
)
≤ exp (−C1 logm)
when m is large enough, where the last inequality holds by choosing an adequate θ. 
The next lemma gives an upper bound on the probability that the sum of uniformly
bounded independent random variables deviates from its conditional expectations given
the past. It will be used plenty of times in the following proofs.
Lemma 3.5 (Theorem of [5]). Suppose 0 ≤ Xi ≤ 1 and Xi is Fi measurable. Let
Mi = E (Xi|Fi−1), for any 0 ≤ b ≤ a
P
(
n∑
i=1
Xi ≥ a,
n∑
i=1
Mi ≤ b
)
≤ exp
(
−(a− b)
2
2a
)
.
Note that the logarithm growth does not hold when m = N , i.e. IAN,Nt = EA
N
Nt. But
we can still give a rough upper bound on the growth of IAN,N2N which is good enough for
our proof.
Lemma 3.6. For any C <∞,
P
(
IAN,N2N ⊆ ~B1 ∪ ~B2
)
> 1− 1
NC
for all sufficiently large N .
Proof. Similar to Lemma 3.4, we can prove that for any C1 ∈ (0,∞),
(19) P
(
∪x∈D2N/3IV N,N2N (x) ⊆ B1 ∪B2
)
≥ 1− 1
NC1
.
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Thus conditional on the event
{
∪x∈D2N/3IV N,N2N (x) ⊆ B1 ∪B2
}
, if IV N,N2N ∩(B1 ∪B2)c 6=
∅, we must have (
∪x∈DN\D2/3N IV N,N2N (x)
)
∩ (B1 ∪B2)c 6= ∅.
So that there must be a nearest neighbor directed path in IAN,N2N (x) with x ∈ DN\D2N/3
such that
Px = {P4C0√N → P4C0√N−1 → · · · → P0 = x}, ||Pi − Pi+1|| = 1, 0 ≤ i ≤ 4C0
√
N
from some point P4C0
√
N in B1 ∪B2 to x.
Define random variable
Xn =
{
1 if Pi ∈ IV N,Nn (x) for some 1 ≤ i ≤ 4C0
√
N and Px ∩ IV N,Nn−1 (x) = {P0, · · · , Pi−1}
0 otherwise
for all 1 ≤ n ≤ 2N .
By Lemma 3.3, ∀1 ≤ n ≤ 2N ,
P[Xn = 1|Fn−1] ≤ C0√
N
.
And by Lemma 3.5,
(20)
P
(
#{1 ≤ n ≤ 2N : Xn = 1} ≥ 4C0
√
N
)
= P
(
#{1 ≤ n ≤ 2N : Xn = 1} ≥ 4C0
√
N,
2N∑
n=1
P[Xn = 1|Fn−1] ≤ C0
√
N
)
≤ exp
(
−C0
√
N
)
.
We deduce from (19) and (20) that for any C <∞,
(21)
P
(
IAN,N2N 6⊆ B1 ∪B2
)
≤ P
(
∪x∈D2/3N IAN,N2N (x) 6⊆ B1 ∪B2
)
+ P
(
∪x∈DN\D2/3N IAN,N2N (x) 6⊆ B1 ∪B2
)
≤ 1
NC1
+
2N
3
4C0
√
N exp
(
−C0
√
N
)
≤ 1
NC
when N is large enough. 
4. Proof of Proposition 1.5
In this section, we consider the continuous time process. First for completeness we
state the following lemma, an adaption of Theorem 1.3 of [10].
Lemma 4.1 (Adaption of Theorem 1.3 of [10]). For any finite connected subset A ⊆ H,
there is a constant C ∈ (0,∞), independent of the set A, such that for any point x ∈ A\l0,
(22) C lim
n→∞NH
e
A∪DN (x) = HsA∪l0 (x) .
Moreover, C = 2/ lim
n→∞nH
e
Dn
(0).
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Now we come to the main proof of this section.
Proof of Proposition 1.5. Here we use the maximal coupling constructed in Section 1 of
Chapter III of [8]. Let c = 1/C, where C is the positive constant in Lemma 4.1. Define
Γm = inf{t : IAm,Nt ∪ SAmct 6⊆ ~Fm}.
For any C ∈ (0,∞), when m is large enough, by Theorem 5 of [11],
(23) P
(
∃t ≤ 1, SAmct 6⊆ ~Fm
)
≤ 1
mC
,
while by Lemma 3.4,
(24) P
(
IAm,N2N 6⊆ ~Fm
)
≤ 1
mC
.
However, by the characteristic function of the Poisson distribution,
(25)
P ( there are more than 2N transitions up to time 1)
= P (X ≥ 2N)
≤ E exp(X)
exp (2N)
= exp (− (3− e)N)
where X is distributed Poisson(N). We deduce from (23),(24) and (25) that for any
 > 0,
(26) P (Γm ≤ 1) ≤ /2
when m is large enough.
The truncated processes IAm,Nt∧Γm and SA
m
ct∧Γm are two finite Markov processes on
{0, 1}~Fm . We denote them as Aˆm,Nt and Bˆmct respectively. Considering the coupled
process Zt =
(
Aˆm,Nt , Bˆ
m
ct
)
on {0, 1}~Fm × {0, 1}~Fm , by Lemma 4.1 we have
(27)
lim
∆t→0
P
(
∃s ≤ t+ ∆t, Aˆm,Ns 6= Bˆmcs
)
−P
(
∃s ≤ t, Aˆm,Ns 6= Bˆmcs
)
∆t
= lim
∆t→0
P
(
∃t < s ≤ t+ ∆t, Aˆm,Ns 6= Bˆmcs , ∀s ≤ t, Aˆm,Ns ≡ Bˆmcs
)
∆t
≤ sup
A⊆Fm
∑
~e
|cHsA∪l0 (~e)−NHeA∪DN (~e) |
→ 0
uniformly in t ≤ 1 when N →∞.
It follows that for any  > 0,m < ∞, there exists Nm such that for all N ≥ Nm we
have
(28) P
(
Aˆm,Nt 6≡ Bˆmct on [0, 1]
)
≤
∫ 1
0
/2ds ≤ /2.
Thus it follows from (26) and (28) that (5) is true when T = 1. 
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5. Proof of Proposition 1.6
Recall the coupled process (
IAm,Nk , IA
m+1,N
k
)
, k ≤ 2N
constructed in Section 2. Define the stopping time
Γm = inf
{
n ≤ 2N : IAm,Nn ∪ IAm+1,Nn 6⊆ ~Fm+1
}
,
and the truncated process(
Aˆm,Nk , Aˆ
m+1,N
k
)
=
(
IAm,Nk∧Γm , IA
m+1,N
k∧Γm
)
.
By Lemma 3.4, for any C ∈ (0,∞) and sufficiently large m,
P (Γm < 2N) <
2
mC
.
Then it suffices to show that for all sufficiently large m satisfying m ≤ N1/5, there exist
α > 0 and C <∞ such that for any finite subgraph K ⊆ ~H,
P
(
∃k ≤ 2N, Aˆm,Nk ∩K 6= Aˆm+1,Nk ∩K
)
≤ C
m1+α
.
Recall the definition of the stopping time ∆m1,m2 when a discrepancy occurs in Section
2. Let Tm∆ be the set of the stopping times before 2N ∧ Γm and we abbreviate ∆m,m+1i
to ∆i here, so that
Tm∆ = {∆i : ∆i ≤ 2N ∧ Γm} .
Then we want to get an upper bound on the number of the stopping times in Tm∆ .
Lemma 5.1. For any α > 0, there exists c > 0 such that
(29) P (|Tm∆ | ≥ mα) ≤ exp (−mc)
for all sufficiently large m,N with m ≤ N1/5.
Proof. By Lemma 3.2 and Remark 6,
(30) P (n ∈ Tm∆ |Fn−1) ≤
C
√
logm
N
|V D,mn−1 |
when m,N are large enough and m ≤ N1/5. For any δ < 1, let ∆0 = 0 and
∀1 ≤ i ≤ mα, Xi =
{
1 if ∆i −∆i−1 ≤ δN2i√logm or ∆i =∞
0 otherwise
.
Define
Ik =
{
(k − 1)mα/2 + 1, · · · , kmα/2
}
,
Ak =
∑
i∈Ik
Xi < c0m
α/2
 , ∀1 ≤ k ≤ mα/2
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for some c0 > 0. On ∩1≤k≤mα/2Ak,
mα∑
i=1
∆i −∆i−1 ≥
mα/2∑
k=1
c0m
α/2 × δN
2kmα/2
√
logm
≥ c0δαN
√
logm
4
> 2N
for any c0, δ > 0 when m,N is sufficiently large enough. It implies that
(31) P (|Tm∆ | ≥ mα) ≤ P
(
mα∑
i=1
∆i −∆i−1 ≤ 2N
)
≤ P (∪1≤k≤mα/2Ack) .
Then it suffices to prove that for any α > 0, there exists c > 0 such that
(32) P (Ack) ≤ exp (−mc) .
Notice that by strong Markov property,
(33)
P
(
Xi = 1|F∆i−1
)
= P
(
∆i −∆i−1 ≤ δN
2i
√
logm
|F∆i−1
)
= P(
IAm,N∆i−1 ,IA
m+1,N
∆i−1
)(∆1 ≤ δN
2i
√
logm
)
= P(
IAm,N∆i−1 ,IA
m+1,N
∆i−1
)

δN
2i
√
logm∑
j=1
1∆1=j ≥ 1
 ,
while by (30) and Lemma 3.5,
(34)
P(
IAm,N∆i−1 ,IA
m+1,N
∆i−1
)

δN
2i
√
logm∑
j=1
1∆1=j ≥ 1

= P(
IAm,N∆i−1 ,IA
m+1,N
∆i−1
)

δN
2i
√
logm∑
j=1
1∆1=j ≥ 1,
δN
2i
√
logm∑
j=1
P (∆1 = j|Fj−1) ≤ Cδ

≤ exp
[
− (1− Cδ)2 /2
]
, δ0
when Cδ < 1. It follows from (33) and (34) that
(35) P
(
Xi = 1|F∆i−1
) ≤ δ0.
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Again by Lemma 3.5,
(36)
P (Ack) = P
∑
i∈Ik
Xi ≥ c0mα/2

= P
∑
i∈Ik
Xi ≥ c0mα/2,
∑
i∈Ik
P
(
Xi = 1|F∆i−1
) ≤ δ0mα/2

≤ exp
(
−(c0 − δ0)
2
c0
mα/2
)
.
Thus (32) is true by choosing adequate c0, δ, which implies (29). 
Now we have proved that for any α > 0, with high probability there is no more than
mα elements in Tm∆ . Next we want to show that all these discrepancies are highly unlikely
to reach any finite subgraph K ⊆ ~H. The proof of the following lemma is inspired by
the proof of Lemma 7.1. in [11].
Lemma 5.2. For any finite subgraph K ⊆ ~H,
P
(
V D,m∆mα ∩K 6= ∅
)
≤ m−1−3α/2.
Proof. For each 1 ≤ n ≤ mα, note that
{~e∆n,1, ~e∆n,2} = ED,m∆n \E
D,m+1
∆n−1 .
For any ~e,A ⊆ Z2, define
Dist (~e1, ~e2) = max {‖~e1 (i)− ~e2 (j) ‖, i, j = 1, 2} ,
Dist (~e,A) = max {‖~e1 (i)− x‖, i = 1, 2, x ∈ A}
with the convention that d (~e, ∅) =∞. Like [11] we have the following definitions:
• For any i ≥ 1, we say ∆i is good if either ∆i =∞ or
Dist (~e∆i,1, ~e∆i,2) < m
1−5α.
• For any i ≥ 1, if ∆i is bad, we say ∆i is devastating if and only if ~e∆i,2 intersects
with
[−m1−3α,m1−3α]× [0, logm].
Let
κ = inf {i ≥ 1 : ∆i is bad} .
Define
• Event A: ∃κ < mα, and ∆κ is devastating.
• Event B: ∃κ < mα, ∆κ is bad but not devastating, and there is at least one bad
event within κ+ 1, κ+ 2, · · · ,mα.
Then on the event Ac ∩Bc, for any finite K ⊆ ~L2,
Dist (~e∆i,2,K) ≥ m1−3α −
mα∑
i=1
m1−5α ≥ m1−3α/2
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for all 1 ≤ i ≤ mα when m is large enough so that V D,m∆mα ∩K = ∅. Thus V
D,m
∆mα
∩K 6= ∅
implies A or B happens. Define
Gk = {∆i is good for i = 1, . . . , k − 1} .
Then we first present an upper bound on P (A),
(37)
P (A) =
mα∑
k=1
P (Gk,∆k is devastating )
=
mα∑
k=1
∞∑
j=0
∑
(A¯0,A˜0)
P
(
Gk,∆k−1 <∞,∆k −∆k−1 > j,
(
Aˆm∆k−1+j , Aˆ
m+1
∆k−1+j
)
=
(
A¯0, A˜0
))
×P(A¯0,A˜0) (∆1 = 1,∆1 is devastating )
=
mα∑
k=1
∞∑
j=0
∑
(A¯0,A˜0)
P
(
Gk,∆k−1 <∞,∆k −∆k−1 > j,
(
Aˆm∆k−1+j , Aˆ
m+1
∆k−1+j
)
=
(
A¯0, A˜0
))
×P(A¯0,A˜0) (∆1 = 1) P(A¯0,A˜0) (∆1 = 1,∆1 is devastating |∆1 = 1) .
For any k = 1, 2, . . . ,mα,
(38)
P (Gk,∆k <∞) =
∞∑
j=0
∑
(A¯0,A˜0)
P
(
Gk,∆k−1 <∞,∆k −∆k−1 > j,
(
Aˆm∆k−1+j , Aˆ
m+1
∆k−1+j
)
=
(
A¯0, A˜0
))
×P(A¯0,A˜0) (∆1 = 1) ≤ 1,
while for any
(
A¯0, A˜0
)
satisfying
{
Gk,∆k−1 <∞,∆k −∆k−1 > j,
(
Aˆm∆k−1+j , Aˆ
m+1
∆k−1+j
)
=
(
A¯0, A˜0
)}
,
we must have
E¯04E˜0 ⊆
[(−∞,−m+ 2m1−4α) ∪ (m− 2m1−4α,∞)]× [0, logm] ,
which is disjoint with
Box =
[−2m1−3α, 2m1−3α]× [0, logm] .
Applying Remark 6 and Lemma 3.2 again, we have
(39)
P(A¯0,A˜0) (∆1 = 1) =
∑
~e1,1(2)∈V¯0∩(V˜0)c
He
V¯0∪V˜0∪DN (~e1,1) +
∑
~e1,1(2)∈V˜0∩(V¯0)c
He
V¯0∪V˜0∪DN (~e1,1) .
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Moreover,
(40)
P(A¯0,A˜0) (∆1 = 1,∆1 is devastating )
=
∑
~e1,1(2)∈V¯0∩(V˜0)c
He
V¯0∪V˜0∪DN (~e1,1)
∑
~e1,2(2)∈V˜0,||~e1,2(2)||≤2m1−3α
He
V˜0∪DN (~e1,1 (2) , ~e1,2)
+
∑
~e1,1(2)∈V˜0∩(V¯0)c
He
V¯0∪V˜0∪DN (~e1,1)
∑
~e1,2(2)∈V¯0,||~e1,2(2)||≤2m1−3α
HeV¯0∪DN (~e1,1 (2) , ~e1,2)
≤
∑
~e1,1(2)∈V¯0∩(V˜0)c
He
V¯0∪V˜0∪DN (~e1,1) sup
z∈V¯0∆V˜0
∑
~e1,2(2)∈V˜0,||~e1,2(2)||≤2m1−3α
He
V˜0∪DN (z,~e1,2)
+
∑
~e1,1(2)∈V˜0∩(V¯0)c
He
V¯0∪V˜0∪DN (~e1,1) sup
z∈V¯0∆V˜0
∑
~e1,2(2)∈V¯0,||~e1,2(2)||≤2m1−3α
HeV¯0∪DN (z,~e1,2)
≤
 ∑
~e1,1(2)∈V¯0∩(V˜0)c
He
V¯0∪V˜0∪DN (~e1,1) +
∑
~e1,1(2)∈V˜0∩(V¯0)c
He
V¯0∪V˜0∪DN (~e1,1)
 sup
z∈V¯0∆V˜0
Pz (τBox < τDN ) .
Combine (37), (38), (39) and (40), we get that
(41) P(A) ≤ m
α sup
z∈V¯0∆V˜0
Pz (τBox < τDN ) .
For any z ∈ V0∆V˜0, since m ≤ N1/5,
(42)
Pz (τBox < τDN ) = Pz (τBox < τ`0) + Pz (τ`0 < τBox < τDN )
≤ Pz (τBox < τ`0) +
∑
w∈D2N\DN
Pz (τ`0 = w) Pw (τBox < τDN ) + Pz (τ`0 < τD2N )
≤ Pz (τBox < τ`0) +m1−3α logm sup
w∈`0\DN
sup
v∈Box
Pw (τv < τDN ) +
C logm
m5
,
while by Lemma 7.2 of [11], for any α < 1/5,
(43) Pz (τBox < τ`0) ≤ m−2−3α/2.
And by the reversibility of the SRW, for any w ∈ D2N\DN , v ∈ Box,m ≤ N1/5, by
Lemma 3.13. of [10],
(44)
Pw (τv < τDN ) =
Pv (τw < τDN )
Pw (τw > τDN )
≤ C(logm)2Pv (τw < τDN )
≤ C(logm)2Pv
(
τ∂outB(v,m5−m1−3α) < τDN
)
≤ C(logm)
3
m5 −m1−3α
for all sufficiently large m since ||v−w|| ≥ m5−m1−3α where B(v,m5−m1−3α) denotes
the ball centered at v with radius m5 −m1−3α.
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Combine (41),(42), (43) and (44), we have
(45) P (A) ≤ mα sup
z∈V¯0∆V˜0
Pz (τBox < τDN ) ≤ m−1−3α/2.
Now we come to the upper bound on P (B), define
Bk = {∆1, · · · ,∆k−1 are good,∆k is bad} .
Then by strong Markov property,
P (B) ≤
mα−1∑
k=1
∑
(A¯0,A˜0)
P
(
Bk,∆k is not devastating,
(
Aˆm∆k , Aˆ
m+1
∆k
)
=
(
A¯0, A˜0
))mα−k∑
j=1
P(A¯0,A˜0) (Bj)
 .
Then for any configuration (A,B), any k ≥ 1,
(46)
P(A,B) (Bk) ≤ P(0,logm)
(
τ∂out([−m1−5α/2,m1−5α/2]×[1,m1−5α/2]) < τDN
)
≤ 2P(0,logm)
(
τ[−m1−5α/2,m1−5α/2]×{m1−5α/2} < τDN
)
≤ m−1+6α
when m is sufficiently large, which implies that
(47) P (B) ≤ m−1+7α
[
nα−1∑
k=1
P (Bk)
]
≤ m−2+14α.
Now by (45) and (47), we complete the proof. 
Proof of Proposition 1.6. Combine Lemma 5.1, 5.2 and Remark 5, we get Proposition
1.6 immediately. 
6. Proof of Proposition 1.7
In this section, we consider the coupled process
(
IAN,N
1/5
k , IA
N,N
k
)
, k ≤ 2N whose
construction is delineated in Section 2. Define
ΓN = inf
{
k ≥ 1 : IAN,N1/5k ∪ IAN,Nk 6⊆ ~B1 ∪ ~B2
}
and the truncated process before ΓN(
AˆN
1/5
k , Aˆ
N
k
)
=
(
IAN
1/5,N
k∧ΓN , IA
N,N
k∧ΓN
)
.
By Lemma 3.6, there exists C ∈ (0,∞) such that for all sufficiently large N ,
P (ΓN < 2N) <
1
NC
.
Then it suffices to show that for any  > 0, there exists N0 such that for any N ≥ N0
and any finite subgraph K ⊆ ~H,
P
(
∃k ≤ 2N, AˆN1/5k ∩K 6= AˆNk ∩K
)
< .
Now we divide B2 into two boxes such that
(48)
B3 = [−N1/5, N1/5]× [− logN, logN ] ∩ Z2,
B4 = B2\B3.
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Since there can be too many discrepancies in ~B1 ∪ ~B4, we have to focus on the dis-
crepancies in ~B3. Denote the vertex discrepancies set and the edge discrepancies set
constrained in ~B3 as
V D,N
1/5
n =
{
x ∈ H : ∃k ≤ n s.t. x ∈
(
Vˆ N
1/5
k ∆Vˆ
N
k
)
∩B3
}
,
ED,N
1/5
n =
{
~e ∈ ~H : ∃k ≤ n s.t. ~e ∈
(
EˆN
1/5
k ∆Eˆ
N
k
)
∩
(
~B3 ∪ ∂˜eB3
)}
.
Then we get the stopping times to creat discrepancies in ~B3 such that
(49)
∆N
1/5,N
1 = inf
{
1 ≤ k ≤ 2N : |ED,N1/5k \ED,N
1/5
k−1 | ≥ 1
}
,
∆N
1/5,N
i = inf
{
2N ≥ k > ∆m1,m2i−1 : |ED,N
1/5
k \ED,N
1/5
k−1 | ≥ 1
}
with the convention that inf ∅ =∞. Let T 1/5∆ be the set of the stopping times in which
a discrepancy occurs, so that
T
1/5
∆ =
{
∆N
1/5,N
i ,∆
N1/5,N
i ≤ 2N
}
.
Then we want to get an upper bound on |T 1/5∆ |, the number of stopping times before
2N ∧ ΓN .
Lemma 6.1. For any  > 0,
P
(
|T 1/5∆ | ≥ N2
)
≤ exp
(
−N /2
)
.
for all sufficiently large N .
Proof. Let
B4 = C

1 ∪ · · · ∪ Cl
where l = bN1−/22 −N1/5−/2c, Ci = [N1/5+(i− 1)N /2, N1/5+iN /2]×[− logN, logN ]∩
Z2, 1 ≤ i ≤ l − 1, and Cl = [N1/5 + (l − 1)N /2, N/2] × [− logN, logN ] ∩ Z2. Thus we
divide B1 ∪B2 into l + 2 parts such that
(50) Vˆ N
1/5
n ∪ Vˆ Nn ⊆ B1 ∪B3 ∪ (∪1≤i≤lCi ) .
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By Remark 6, Lemma 3.2, (50),
(51)
P
(
n+ 1 ∈ T 1/5∆ |Fn
)
=
∑
~en,1(2)∈Vˆ N1/5n ∩(Vˆ Nn )
c∩(B1∪B4)
He
Vˆ N
1/5
n ∪Vˆ Nn ∪DN
(~en,1)
∑
~en,2(2)∈Vˆ Nn ∩B3
He
Vˆ Nn ∪DN (~en,1 (2) , ~en,2)
+
∑
~en,1(2)∈Vˆ Nn ∩
(
Vˆ N
1/5
n
)c∩(B1∪B4)
He
Vˆ N
1/5
n ∪Vˆ Nn ∪DN
(~en,1)
∑
~en,2(2)∈Vˆ N1/5n ∩B3
He
Vˆ Nn ∪DN (~en,1 (2) , ~en,2)
+
∑
~en,1(2)∈
(
Vˆ N
1/5
n ∆Vˆ
N
n
)
∩B3
He
Vˆ N
1/5
n ∪Vˆ Nn ∪DN
(~en,1)
≤
∑
~e(2)∈B1
HeB1∪DN (~e) sup
z∈B1
Pz (τB3 < τDN )
+
bN1−/2
2
−N1/5−/2c∑
n=1
∑
~e(2)∈Cn
HeCn∪DN (~e) sup
z∈Cn
Pz (τB3 < τDN ) +
C
√
logN
N
|V D,N1/5n |
= I1 + I2 + I3.
For I1,
(52)
I1 =
∑
~e∈∂eB1
HeB1∪DN (~e) sup
z∈B1
Pz (τB3 < τDN )
≤ sup
z∈B1
Pz (τB3 < τDN )
≤ sup
z∈B1
[Pz
(
τHN/4 < τDN , ||SτHN/4 || ≥ N
4
)
+
∑
||w||≤N4
Pz
(
τHN/4 < τDN , SτHN/4 = w
)
Pw (τB3 < τDN ) .
And by the Beurling estimate, Theorem 1 of [7],
(53)
sup
z∈B1
Pz
(
τHN/4 < τDN , ||SτHN/4 || ≥ N
4
)
≤ P0
(
τN4/2 < τA[
√
N,N4/4]
)
≤ c
√
2
N4−1/2
,
where the second inequality comes from{
y ∈ HN/4, ||y|| ≥ N4
} ⊆ ∂outB (z,N4/2) ,
B
(
z,N4/4
) \B (z,√N) ⊆ DN ∪ {z ∈ HN/4, ||y|| ≤ N4}
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for each z ∈ B1. Moreover,
(54)
sup
z∈B1
∑
||w||≤N4
Pz
(
τHN/4 < τDN , SτHN/4 = w
)
Pw (τB3 < τDN )
≤ sup
z∈B1
Pz
(
τHN/4 < τDN
)
sup
||w||≤N4,w∈HN/4
Pw (τB3 < τDN )
≤ N1/5 logN sup
z∈B1
Pz
(
τHN/4 < τDN
)
sup
||w||≤N4,w∈HN/4
sup
w˜∈B3
Pw (τw˜ < τDN )
≤ logN
N1/20
sup
||w||≤N4,w∈HN/4
sup
w˜∈B3
Pw (τw˜ < τDN ) ,
while for any ||w|| ≤ N4, w ∈ HN/4, w˜ ∈ B3, by the reversibility of the SRW, Lemma
3.13. of [10], and the Beurling estimate,
(55) Pw (τw˜ < τDN ) =
Pw˜ (τw < τDN )
Pw (τw > τDN )
≤ C(logN)
3
N
Combine (52), (53), (54) and (55), we have
(56) I1 = o
(
1
N
)
.
For I2, similarly, by Lemma 3.2,
(57)
I2 =
bN1−/2
2
−N1/5−c∑
n=1
∑
~e∈∂eCn
HeCn∪DN (~e) sup
z∈Cn
Pz (τB3 < τDN )
≤
bN1−/2
2
−N1/5−/2c∑
n=1
N  logN
C
√
logN
N
sup
z∈Cn
Pz (τB3 < τDN )
≤ C (logN)
2
N1−/2
bN
1−/2
2
−N1/5−/2c∑
n=1
sup
z∈Cn
Pz (τB3 < τDN )

≤ C (logN)
2
N1−/2
N1−/2∑
n=1
logN
nN /2
+ 1

≤ C (logN)
3
N1−/2
.
Thus it follows from (51), (56) and (57) that
(58) P
(
n ∈ T 1/5∆ |Fn−1
)
≤ 1
N1−
+
C
√
logN
N
|V D,N1/5n−1 |.
Applying the proof in Lemma 5.1, for any δ < 1, let ∆0 = 0 and
∀1 ≤ i ≤ N2, Xi =
{
1 if ∆i −∆i−1 ≤ δN2i√logN+N or ∆i =∞
0 otherwise
.
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Define
∀1 ≤ k ≤ N , Ik = {(k − 1)N  + 1, · · · , kN } ,
Ak =
∑
i∈Ik
Xi < c0N

 .
On ∩1≤k≤NAk,
N2∑
i=1
(∆i −∆i−1) ≥
N∑
k=1
(
c0N
 × δN
2kN 
√
logN +N 
)
≥ c0δN
√
logN
4
≥ 2N
for any c0, δ > 0 when N is sufficiently large. So that it suffices to show that for any
1 ≤ k ≤ N2,
P (Ack) ≤ exp (−CN ) .
Notice that
(59)
P
(
Xi = 1|F∆i−1
)
= P
(
∆i −∆i−1 ≤ δN
2i
√
logN +N 
|F∆i−1
)
= P(
IAm,N∆i−1 ,IA
m+1,N
∆i−1
)(∆1 ≤ δN
2i
√
logN +N 
)
= P(
IAm,N∆i−1 ,IA
m+1,N
∆i−1
)

δN
2i
√
logN+N∑
j=1
1∆1=j ≥ 1
 ,
while by (58) and Lemma 3.5,
(60)
P(
IAm,N∆i−1 ,IA
m+1,N
∆i−1
)

δN
2i
√
logN+N∑
j=1
1∆1=j ≥ 1

= P(
IAm,N∆i−1 ,IA
m+1,N
∆i−1
)

δN
2i
√
logN+N∑
j=1
1∆1=j ≥ 1,
δN
2i
√
logN+N∑
j=1
P (∆1 = j|Fj−1) ≤ Cδ

≤ exp [− (1− Cδ)2 /2]
, δ0
when Cδ < 1. It follows from (59) and (60) that
(61) P
(
Xi = 1|F∆i−1
) ≤ δ0.
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Again by (61),
(62)
P (Ack) = P
∑
i∈Ik
Xi ≥ c0N 

= P
∑
i∈Ik
Xi ≥ c0N ,
∑
i∈Ik
P
(
Xi = 1|F∆i−1
) ≤ δ0N 

≤ exp
(
−(c0 − δ0)
2
c0
N 
)
.
Thus by choosing adequate c0, δ, we have
P
(
|T 1/5∆ | ≥ N2
)
≤ exp
(
−N /2
)
.

Proposition 6.1. For any finite subgraph K ⊆ ~L2, any  > 0, there exists N0 > 0 such
that for all N ≥ N0,
(63) P
(
AˆN
1/5
k ∩K = AˆNk ∩K, ∀k ≤ 2N
)
≥ 1− .
Proof. For any i ≥ 1, we say ∆i is good if either ∆i =∞ or
Dist (~e∆i,1, ~e∆i,2) < N
1/10−2.
Define
• Event A: ∃ ∆i ∈ T 1/5∆ such that ∆i is bad.
• Event B: ∃ ∆i ∈ T 1/5∆ such that ~e∆i,1 (2) ∈ B1 ∪B4 and ~e∆i,2 (2) ∈ B5.
It is easy to see that
(64)
Ac ∩Bc ∩
{
|T 1/5∆ | ≤ N 
}
⊆
{
ED,N
1/5
2N ⊆
(
[N1/10 −N1/10−, N1/5] ∪ [−N1/5,−N1/10 +N1/10−]
)
× [− logN, logN ]
}
⊆
{
V D,N
1/5
2N ∩K = ∅
}
.
Thus by Lemma 6.1 and (64), we have
(65)
P
(
∃k ≤ 2N, IAN1/5,Nk ∩K 6= IAN,Nk ∩K
)
= P
(
V D,N
1/5
2N ∩K 6= ∅
)
≤ P
(
|T 1/5∆ | ≥ N 
)
+ P
(
V D,N
1/5
2N ∩K 6= ∅, |T 1/5∆ | ≤ N 
)
≤ exp
(
−N /2
)
+ P
(
|T 1/5∆ | ≤ N , B
)
+ P
(
|T 1/5∆ | ≤ N , A
)
.
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When restricted on B,
(66)
P
(
|T 1/5∆ | ≤ N , B
)
≤ P (∃n ≤ 2N,~en,1 (2) ∈ B1 ∪B4, ~en,2 (2) ∈ B5)
≤ 2N
[ ∑
~e(2)∈B1
HeB1∪DN (~e) sup
z∈B1
Pz (τB5 < τDN )
+
bN1−/2
2
−N1/5−/2c∑
n=1
∑
~e(2)∈Cn
HeCn∪DN (~e) sup
z∈Cn
Pz (τB5 < τDN )
]
= 2N
(
I ′1 + I
′
2
)
.
For I ′1, since B5 ⊆ B3
(67) I ′1 ≤ I1 = o
(
1
N
)
.
For I ′2, by Lemma 3.2.
(68)
∑
~e(2)∈Cn
HeCn∪DN (~e) ≤ CN /2
√
logN
N
And for any 1 ≤ n ≤ bN1−/22 −N1/5−/2c, just as before, we have
(69)
sup
z∈Cn
Pz (τB5 < τDN )
≤ sup
z∈Cn
[
Pz
(
τH
N1/5
< τDN , ||SτH
N1/5
|| ≥ N4
)
+
∑
||w||≤N4
Pz
(
τH
N1/5
< τDN , SτH
N1/5
= w
)
Pw (τB5 < τDN )
]
≤ o
(
1
N3/2
)
+ sup
z∈Cn
∑
||w||≤N4
Pz
(
τH
N1/5
< τDN , SτH
N1/5
= w
)
Pw (τB5 < τDN )
≤ o
(
1
N3/2
)
+ sup
z∈Cn
Pz
(
τH
N1/5
< τDN
)
sup
||w||≤N4,w∈H
N1/5
Pw (τB5 < τDN )
≤ o
(
1
N3/2
)
+N1/10 logN sup
z∈Cn
Pz
(
τH
N1/5
< τDN
)
sup
||w||≤N4,w∈H
N1/5
sup
w˜∈B5
Pw (τw˜ < τDN )
≤ o
(
1
N3/2
)
+
C (logN)3
nN /2+1/10
.
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It follows from (68) and (69) that
(70)
I ′2 =
bN1−/2
2
−N1/5−/2c∑
n=1
∑
~e(2)∈Cn
HeCn∪DN (~e) sup
z∈Cn
Pz (τB5 < τDN )
≤ N /2 logNC
√
logN
N
×
bN1−/2
2
−N1/5−/2c∑
n=1
[
o
(
1
N3/2
)
+
C (logN)3
nN /2+1/10
]
= o
(
1
N
)
.
When restricted on A,
(71)
P
(
|T 1/5∆ | ≤ N , A
)
= P
(
|T 1/5∆ | ≤ N , ∃∆n ∈ T 1/5∆ ,∆n is bad
)
≤ N  × C logN
N1/10−2
.
Substitute (66), (67), (70) and (71) into (65), we can get that for all sufficiently large
N ,
P
(
∃k ≤ N, IAN1/5,Nk ∩K 6= IAN,Nk ∩K
)
< .

Proof of Proposition 1.7:
Proposition 1.7 follows from Proposition 6.1 and Remark 5. 
7. Appendix
7.1. Proof of Lemma 1.1.
Proof. Obviously, the weak convergence implies the finite dimensional distribution’s con-
vergence. So we only need to prove the other direction. For convenience, let
Xn (t) , EAnnt ∩ ~H, X∞ (t) , SA∞ct .
Since (E, ρ) is a complete and totally bounded metric space, which implies that it is also
separable and compact. So that the set of the probability measures on E is compact. By
Theorem 7.8, (b) of [4], (2) implies the convergence of the finite dimensional distribution.
In order to prove the weak convergence, by Theorem 7.8, (b) of [4] again, we only need
to prove that {Xn (t)}∞n=1 is relatively compact. I.e. each sequence of {Xn (t)}∞n=1 has a
weakly convergent subsequence.
Define
w′ (Xn, δ, T ) = inf{ti}
max
0≤i<r
sup
s,t∈[ti,ti+1)
ρ (Xn (s) , Xn (t)) ,
where {ti} ranges over all partitions of the form 0 = t0 < t1 < · · · < tr−1 < T ≤ tr
with ti − ti−1 > δ for all 1 ≤ i ≤ r. Then by Corollary 7.4 of [4], a necessary and
sufficient condition for the relative compactness of {Xn (t)}∞n=1 is that for each η > 0
and T ∈ (0,∞), there exists δ > 0 such that
(72) lim sup
n→∞
P
(
w′ (Xn, δ, T ) > η
)
< η.
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Recall the definition of ρ in Section 4.1. of [9] such that for any η, ζ ∈ E,
ρ(η, ζ) =
∑
x∈~H, x is an edge or a vertex
α(x)|η(x)− ζ(x)|.
Since α (x) is summable, for any η > 0, there exists a finite subgraph F ⊆ ~H such
that
sup
ξ≡ζ on F
ρ (ξ, ζ) ≤
∑
x∈~H\F, x is an edge or a vertex
α (x) < η/3,
and denote
(73) MF = sup
x∈F, x is an edge or a vertex
α (x) .
For any configuration ξ ∈ E, let
ξF (x) =
{
ξ (x) x ∈ F, x is an edge or a vertex
0 otherwise.
Then for any n, by the triangle inequality of ρ, (73), and the increasing property of
XFn (t) with respect to t,
(74)
P
(
inf
{ti}
max
0≤i<r
sup
s,t∈[ti,ti+1)
ρ (Xn (s) , Xn (t)) > η
)
≤ P
(
inf
{ti}
max
0≤i<r
sup
s,t∈[ti,ti+1)
ρ
(
XFn (s) , X
F
n (t)
)
> η/3
)
≤ P
(
inf
{ti}
max
0≤i<r
sup
s,t∈[ti,ti+1)
|XFn (t)−XFn (s) | >
η
3MF
)
≤ P
(
inf
{ti}
max
0≤i<r
|XFn (ti+1−)−XFn (ti) | > 0
)
where
|η − ζ| =
∑
x∈~H, x is an edge or a vertex
|η (x)− ζ (x) |.
Define stopping times
τn0 = 0, τ
n
k = inf{T ≥ t > τnk−1, |XFn (t)−XFn (t−) | ≥ 1}, k ≥ 1
with the convention that inf ∅ =∞.
Then on the event {inf{ti}max0≤i<r |XFn (ti+1−) − XFn (ti) | > 0}, there must be a
waiting time ∆nk = τ
n
k − τnk−1 smaller than 2δ. Otherwise by choosing {ti = τni , i < r =
Nn (T ) , tr = T}, we can get a contradiction since
ti − ti−1 > δ, and max
0≤i<r
|XFn (ti+1−)−XFn (ti) | = 0.
So that by (74),
(75) P
(
inf
{ti}
max
0≤i<r
|XFn (ti+1−)−XFn (ti) | > η
)
≤ P (∃∆nk s.t. ∆nk < 2δ)
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By Lemma 3.2, there exists a constant CF ∈ (0,∞), only depend on F such that∑
x∈F
nHeXn(t) (x) ≤ CF
for all t ≤ T and sufficient large n. Therefore, for each n, {τn0 = 0, τnk ≤ T} can be
stochastically dominated by a Poisson flow {τF0 = 0, τFk ≤ T} with intensity CF . Denote
the waiting times as ∆Fk = τ
F
k −τFk−1 and the number of arrivals before time T as NF (T ).
Since conditional on {NF (T ) = k}, each arrival time is uniformly distributed on [0, T ],
(76)
P (∃∆nk s.t. ∆nk < 2δ)
≤ P (∃∆Fk , s.t. ∆Fk < 2δ)
=
∞∑
k=2
k (k − 1) P (NF (T ) = k)P (0 < τF2 − τF1 < 2δ|NF (T ) = k)
≤ 2C2F δT.
Then for each η, we can choose δ = η
2C2FT
so that (72) comes from (74), (75) and (76).

7.2. Proof of Lemma 3.2.
Proof. Recalling the definition of the edge harmonic measure, for any x ∈ ∂outA,
HeA∪DN (x) =
∑
~e: ~e(1)=x
HeA∪DN (~e) ≤
∑
~e: ~e(1)=x
HA∪DN (~e (2)) .
Then it suffices to show that for any ~e (2) = y where y is a neighbor of x,
NHA∪DN (y) ≤ C
√
|y(2)|+ 1.
Without loss of generality, we can assume that y(2) = n. Since A is connected and
A ∩ l0 6= ∅, there must be a finite nearest neighbor path
Pn = {y = P0, P1, · · · , Pny ∈ l0}, ||Pi − Pi+1|| = 1, 0 ≤ i ≤ ny
from y to l0. Since y (2) = n, we have ||y − Pny || ≥ n.
Define
mn = inf{i : ||Pi − x|| ≥ n},
Qn = {P0, · · · , Pmn},
Pˆn = Qn ∪DN .
Then
(77)
HA∪DN (y) ≤ HDN∪Pˆn (y)
= lim
R→∞
1
|∂outB (0, R) |
∑
z∈∂outB(0,R)
HDN∪Pˆn (z, y)
= lim
R→∞
1
|∂outB(0, R)|Ey
[
] visits to ∂outB(0, R) in [0, τDN∪Pˆn)
]
≤ lim
R→∞
C
R
Ey
[
] visits to ∂outB(0, R) in [0, τDN∪Pˆn)
]
.
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Next we want to show that
Ey[] visits to ∂
outB (0, R) in [0, τDN∪Pˆn)] ≤ CRPy
(
τ2N < τDN∪Pˆn
)
.
Since CN = [−bN/2c, 0]× 0 ⊆ DN ,
(78)
Ey[] visits to ∂
outB (0, R) in [0, τDN∪Pˆn)]
≤
Py
(
τR < τDN∪Pˆn
)
minz∈∂outB(0,R) Pz
(
τR > τDN∪Pˆn
)
=
1
minz∈∂outB(0,R) Pz
(
τR > τDN∪Pˆn
)
 ∑
z∈∂outB(0,2N)
Py
(
τ2N < τDN∪Pˆn , Sτ2N = z
)
Pz
(
τR < τDN∪Pˆn
)
≤ 1
minz∈∂outB(0,2N) Pz
(
τR > τDN∪Pˆn
)
 ∑
z∈∂outB(0,R)
Py
(
τ2N < τDN∪Pˆn , Sτ2N = z
)
Pz (τR < τCN )

≤
Py
(
τ2N < τDN∪Pˆn
)
maxz∈∂outB(0,2N) Pz (τR < τCN )
minz∈∂outB(0,R) Pz
(
τR > τDN∪Pˆn
) .
While by Lemma 3-4 of [6], if DN ∪ Pˆn ⊆ B (0, r) for some 2r + 1 < R,
(79) min
z∈∂outB(0,R)
Pz
(
τR > τDN∪Pˆn
)
≥ C (R logR)−1 ,
and
(80) max
z∈∂outB(0,2N)
Pz (τR < τCN ) ≤ C (logR)−1 .
It follows from (77), (78), (79) and (80) that
(81) HA∪DN (y) ≤ CPy
(
τ2N < τDN∪Pˆn
)
.
Then we only need to show that
(82) Py
(
τ2N < τDN∪Pˆn
)
≤ Cn
1/2
N
.
Define rn = 2n, n ≤ logm,Sn = ∂outB (y, Crn) ∩ {(x, y) ∈ Z2, y ≥ 1} ⊆ B (0, 2N) for
some proper constant C, so that
(83) Py
(
τ2N < τDN∪Pˆn
)
=
∑
z∈Sn
Py
(
τSn < τDN∪Pˆn , SτSn = z
)
Pz
(
τ2N < τDN∪Pˆn
)
,
On one hand, for any z ∈ Sn, |z (1) | ≤ m+ logm+ 2rn, so that when N is large enough,
[z (1)− δN/2, z (1) + δN/2]× [0, δN/2] ⊆ B (0, N) , which implies
(84) Pz
(
τ2N < τDN∪Pˆn
)
≤ CPz
(
τ[z(1)−δN/2,z(1)+δN/2]×{δN/2} < τDN
) ≤ Cn/N.
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On the other hand, by (52) of [11],
(85) Py
(
τSn < τDN∪Pˆn
)
≤ Cn−1/2.
Now (82) can be derived from (83), (84) and (85). 
7.3. Proof of Lemma 3.1.
Proof. We will prove the result by induction. First when n = 1, for any increasing
function f on {0, 1},
(86)
Ef (X1) = f (0) P (X1 = 0) + f (1) P (X1 = 1)
= f (0) + [f (1)− f (0)] P (X1 = 1)
≤ f (0) + [f (1)− f (0)]P (Y1 = 1)
= Ef (Y1) .
Now we assume the result is true for all n ≤ N − 1. We come to the case n = N . For
any increasing function f on {0, 1}N , any (a1, · · · , aN ) ∈ {0, 1}N ,
(87)
Ef (X1, · · · , XN )
=
∑
a1,··· ,aN−1
P (X1 = a1, · · · , XN−1 = aN−1, XN = 0) f (a1, · · · , aN−1, 0)
+
∑
a1,··· ,aN−1
P (X1 = a1, · · · , XN−1 = aN−1, XN = 1) f (a1, · · · , aN−1, 1)
=
∑
a1,··· ,aN−1
P (X1 = a1, · · · , XN−1 = aN−1) f (a1, · · · , aN−1, 0)
+
∑
a1,··· ,aN−1
P (X1 = a1, · · · , XN−1 = aN−1, XN = 1) [f (a1, · · · , aN−1, 1)− f (a1, · · · , aN−1, 0)]
≤
∑
a1,··· ,aN−1
P (X1 = a1, · · · , XN−1 = aN−1) f (a1, · · · , aN−1, 0)
+
∑
a1,··· ,aN−1
P (X1 = a1, · · · , XN−1 = aN−1) p[f (a1, · · · , aN−1, 1)− f (a1, · · · , aN−1, 0)]
= (1− p)
∑
a1,··· ,aN−1
P (X1 = a1, · · · , XN−1 = aN−1) f (a1, · · · , aN−1, 0)
+ p
∑
a1,··· ,aN−1
P (X1 = a1, · · · , XN−1 = aN−1) f (a1, · · · , aN−1, 1)
, (1− p) Ef0 (X1, · · · , XN−1) + pEf1 (X1, · · · , XN−1) .
Since f0 and f1 are both increasing functions on {0, 1}N−1, by the inductive hypothesis
we have
(88)
(1− p) Ef0 (X1, · · · , XN−1) + pEf1 (X1, · · · , XN−1)
≤ (1− p) Ef0 (Y1, · · · , YN−1) + pEf1 (Y1, · · · , YN−1)
= Ef (Y1, · · · , YN ) .
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Thus we get the result when n = N and the proof is complete. 
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