Abstract.This paper proposes a novel active defense strategy focuses on users' behavior patterns which to classify the behaviors accurately by SVM for virus detecting. Differential evolution was introduced to improve the precision of SVM and turns it into an optimization problem which object is the classification precision. And the parameters are regarded as the variables to be optimized. The experimental results show that the proposed model has a higher precision than the compared methods, such as BPNN, SVM, GA-SVM, etc. In addition, the method is more efficient so that, it can be quickly updated and applied.
Introduction
Existing network security technologies rely on firewalls, intrusion detection and anti-virus software, etc., these are static and passive security defense system [1] .These models focus on defending attack and make responding when it was detected. The responding time is too long to avoid serious losses cause the lacking of active defense ability and the ability to predict an attack. In order to guarantee the security and robustness, the world's governments, academia and business networks are looking for new defense technologies.
Active real-time protection mode includes situational awareness, risk assessment, safety testing and other measurements [2] [3] . This is asafety system that judges the current network security situation and implements the active defense according to the judgments. In the field of information security, how to against malicious programs by using the active defense system is a hotspot [4] .
Active Defense Strategy
We can know that common patterns exist in the same family of malware execution behavior called the behavior patterns, based on long experience of the anti-virus industry. For example, all the variations of the "Allaple" worm [5] will on infected systems to acquire and lock a particular semaphore. Hence, a new technology has become a hot topic called analysis technique that can identify patterns of behavior similar process by analyzing the relevance of the program execution behaviors.
The current behavior analysis technologies are focusing on the malware that is means to discover and identify the behavior patterns and judgment whether these are belong to an unknown virus according to this model. However, the number of families of malicious programs is very large and the emergence of new family will occur probably with the development of computer technology. So, it is very inefficient if we enhance the protection of malicious programs by learning patterns of behavior. Accordingly, based on the SVM classifier [6] [7] ,this paper proposes a new defense strategy: proactive defense policy for the user behavior patterns.
Support Vector Machine
Behavior analysis is the basis of the virus infected detection system whether it is focusing on the user operational model or malicious operation model. The processing that can be achieved by International Conference on Intelligent Systems Research and Mechatronics Engineering (ISRME 2015) pattern recognition techniques. The main idea of this technique is to collect a large number of known types training samples and extracted their characteristic. Then design a classifier to divide the samples into different clusters. Hence, the trained classifier can use to detect the samples of unknown type. So, the SVM-based classifier is introduced to build the virus detector.
Support vector machine is a new machine learning algorithm bases on statistical learning theory which is mainly based on the following idea: the input vector is mapped into a high-dimensional feature pre-selected non-linear mapping space and construct the optimal decision function in this space; the constructed processing of the decision function considering the risk minimization principle, and clever usingkernel function to replace the dot product in original high-dimensional feature space which make complex calculations can be simplified.
Therefore, SVM has stronger generalization ability and is anoutstanding classifier whichcommonlyused in a majority of fields. However, the processing of parameter selection in SVM can be regarded as a nonlinear optimization problem, so the DE algorithm was introduced to optimize SVM in following.
Differential Evolution Algorithm
DE(Differential Evolution) was proposed in 1996 [8] . It is a novel algorithm that based on the idea of Genetic algorithm and it also simulating the evolution processing of natural biologics. The core idea of DA is that generates a temporary individual on account of the different degree in the entire population and then restructures randomly. Many researchers demonstrate that it performance better than GA, PSO and other previous intelligent algorithms. Consider the SVM, how to select the optimal parameters is a difficult problem cause those distribution spaces are not serially. To address this, DE-SVM was proposed. The corresponding flow chart has been shown in Fig.1 . 
Experimental Results
In order to better exhibit the proposed algorithm, the data were divided into ten parts and perform the experiments respectively. As we knew about that, BPNN was commonly utilized into pattern recognize. However, cause the lacking of physical theory. BPNN always feedbacks an unstable result. Compare to it, SVM has a more robust generalization. Such as showed in Fig.2 , the comparison results showed the SVM was superior to BPNN when both of them were applied to the virus detection problem. Fig.2 . Comparison results between BPNN and SVM, each bar denotes the detection precision of the corresponding group. Obviously, SVM has a higher average precision than BPNN. Then, the comparison experiments were constructed on the same data as in the Fig.2 . It has been seen in Fig.3 , the performance of SVM was refined by DE algorithm. In addition, convergence time has been shorted.
(a) detection precision(b) iteration curves Fig.3 . The comparison results from both SVM and DE-SVM. Another thing to be worth mentioned is that the DE algorithm has superior convergence speed to the other methods as showed in Tab.1.
Detection Models Running Time SVM 1.934s BPNN 3.991s PSO-SVM [9] 5.241s GA-SVM [10] 8.487s DE-SVM 1.354s Tab.1. Therunning times of different algorithms Obviously, DE-SVM has the fastest convergence speed. This is very favorable for practice application.For more impressions, we also detailed the detection precisions according to the above models in Fig.4 . Fig.4 . Average precisions of different models performed on the same data.
Conclusion
We had established a novel active defense model by utilizing SVM, and refine the virus detecting method by DE algorithm.By enhancing the SVMutilizing DE, the average precision and coverage speed also have significant improvements. The proposed model can be widely applied in the existing information security models.
