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Keywords 
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Research Highlights 
x Age, period and cohort (APC) trends cannot be disentangled mechanically 
x Explicit assumptions must be made for APC models to be identified 
x Imposing arbitrary assumptions leads to arbitrary model results 
x Assumptions should be based on strong theory and be stated explicitly 
Abstract 
This commentary discusses the age-period-cohort identification problem.  It shows that, despite a 
plethora of proposed solutions in the literature, no model is able to solve the identification problem 
because the identification problem is inherent to the real-world processes being modelled.  As such, 
we cast doubt on the conclusions of a number of papers, including one presented here (Page et al., 
this issue).  We conclude with some recommendations for those wanting to model age, period and 
cohort in a compelling way. 
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1 Introduction 
This commentary addresses this issue of statistically modelling separate age, period and cohort 
(APC) effects.  The issue has been hotly debated for decades (Ryder, 1965), in sociology (Glenn, 
1976; Mason et al., 1973), medical science (Osmond & Gardner, 1989; Robertson & Boyle, 1986) and 
elsewhere.  However, the publication of an article in this issue (Page et al., this issue) alongside more 
recent methodological developments in APC modelling (Tu et al., 2011; Yang & Land, 2006; Yang et 
al., 2008), shows that there is still profound interest in modelling and discerning APC effects. 
This commentary does not directly critique Page et al. ?Ɛ ƉĂƉĞƌ in terms of its substantive 
conclusions; rather, we address the key methodological issues in modelling APC effects.  However 
the implications of our argument call into question the results found by Page et al, and should act as 
a warning for others researchers wishing to disentangle APC effects in a meaningful way . 
We first outline what APC effects are substantively, and describe the identification problem which 
makes them so difficult to model.  We then outline some proposed solutions to the identification 
problem, including that used by Page et al, and explain why they will only work in very specific and 
arguably usually unrealistic circumstances.  The commentary finishes with some recommendations 
for researchers wishing to model APC effects. 
2 Age, period and cohort effects 
The difference between age effects, period effects and cohort effects is well explicated by this 
fictional dialogue by Suzuki (2012, p. 452): 
A: I can ?t seem to shake off this tired feeling. Guess I ?m just getting old. [Age effect] 
B: Do you think it ?s stress? Business is down this year, and you ?ve let your fatigue build up. 
[Period effect] 
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A: Maybe. What about you? 
B: Actually, I ?m exhausted too! My body feels really heavy. 
A: You ?re kidding. You ?re still young. I could work all day long when I was your age. 
B: Oh, really? 
A: Yeah, young people these days are quick to whine. We were not like that. [Cohort effect] 
It is worth considering these in terms of suicide, the substantive subject area of Page et al ? ?ƐƉĂƉĞƌ 
(this issue).  An age effect could entail that the risk of suicide increases as an individual gets older.  A 
cohort effect could suggest that people born or socialized at a certain time (say, during a war) are 
more likely to commit suicide throughout their life (due, for example, to psychological problems 
caused in childhood across that cohort).  A cohort effect could also be a source of more continuous 
change, whereby new cohorts are less likely to commit suicide than those before them (perhaps 
because of continuously improving living conditions over time.  Finally, a period effect could suggest 
that suicide is more likely during a particular event (such as an economic downturn) that affects 
everybody irrespective of age. 
The problem lies in attempting to disentangle the three effects.  Age, period and cohort are exactly 
mathematically confounded, such that: 
ܣ݃݁ ൌ ܲ݁ݎ݅݋݀ െ ܥ݋݄݋ݎݐ 
(1) 
As such, it is impossible conceptually to hold two of the terms constant without holding the third 
term constant as well.  In other words, the three terms cannot simply be put into a regression 
analysis as there would not be a single solution from any given dataset.  For example, (as shown by 
Bell & Jones, under review-a) consider a data generating process (DGP) where equal age, period and 
cohort effects, of magnitude 1, contribute to the generation of the Y-variable (which could, taking 
the Page et al example, be the log of the probability of suicide): 
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ܻ ൌ ܣ݃݁ ൅ ܲ݁ݎ݅݋݀ ൅ ܥ݋݄݋ݎݐ 
(2) 
Because of the dependency shown in equation (1), we could substituteܲ݁ݎ݅݋݀ with ܣ݃݁ ൅ ܥ݋݄݋ݎݐ 
to give ܻ ൌ  ? כ ܣ݃݁ ൅  ? כܥ݋݄݋ݎݐ 
(3) 
We could then substitute ܣ݃݁ ൅ ܥ݋݄݋ݎݐ with ܲ݁ݎ݅݋݀ to give ܻ ൌ  ? כ ܲ݁ݎ݅݋  ݀
(4) 
So, all three of the above DGPs (equations 2-4) would produce the same data.  Equally, a regression 
model using this data to attempt to estimate coefficients associated with these three terms could 
produce any of these three sets of parameter estimates (and, in fact, an infinite number more) with 
equally good model fit.  Any data that include age, period or cohort effects will be exactly collinear in 
ƚŚŝƐǁĂǇ ?dŚŝƐŝƐǁŚǇŵĂŶǇŚĂǀĞĚŝƐŵŝƐƐĞĚWŵŽĚĞůůŝŶŐĂƐĂ ?ĨƵƚŝůĞƋƵĞƐƚ ?(Glenn, 1976; see also 
Goldstein, 1979): 
 ?dŚĞ ĐŽŶƚŝŶƵĞĚ ƐĞĂƌĐŚ ĨŽƌ Ă ƐƚĂƚŝƐƚŝĐĂů ƚĞĐŚŶŝƋƵĞ ƚŚĂƚ ĐĂŶ ďĞ ŵĞĐŚĂŶŝĐĂůůǇ ĂƉƉůŝĞĚ ĂůǁĂǇƐ ƚŽ
correctly estimate the effects is one of the most bizarre instances in the history of science of 
repeated attempts to do the logically ŝŵƉŽƐƐŝďůĞ ? ? 
Glenn (2005, p. 6) 
3 Solutions to the identification problem, and why they do not work 
Despite this scepticism, there have been numerous attempts to find a way around the identification 
problem.  The most common, and that suggested by Mason et al. (1973), is to constrain certain 
parameters in a model to be equal.  So, each age group, period group and cohort group is included in 
a regression model as a dummy variable, but 2 age groups (or period groups, or cohort groups) are 
combined together as if they were a single group.  This breaks the exact collinearity and allows the 
model to be identified.  However, as Glenn points out (1976, 2005) ?  ?ƚŚĞ ůŝŶĞĂƌ ĚĞƉĞŶĚĞŶĐĞ ŝƐ
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broken in the statistical model only ĂŶĚ ŶŽƚ ŝŶ ƚŚĞ ƌĞĂů ǁŽƌůĚ ?(Glenn, 2005 p.14, emphasis in 
original).  In the real world, the dependence of equation 1, present in equations 2-4, remains.  So 
whilst this model will produce an answer (say, one of equations 2-4), there is no way of knowing if it 
has found the correct answer unless there is a good reason to think that the identifying constraint 
imposed is correct.  If we cannot make this assumption, the solution found will be as arbitrary as the 
constraint being imposed. 
dŚĞ  ?ƐŽůƵƚŝŽŶ ? ƵƐĞĚ ďǇPage et al. (this issue) is to model coarse groupings of age and cohort 
compared to single-year groupings of period.  This is effectively a version of the method described 
above.  Multiple constraints are imposed on the parameters, such that the effects of age within each 
age grouping are assumed to be equal (and each of the cohort effects within a given cohort grouping 
are also assumed equal).  No theory is used to justify this grouping and so we can assume that the 
results found are as arbitrary as the constraints imposed.  For example, a researcher may find the 
results shown in equation 4 (that the Y-variable is caused solely by a period effect), but it is just as 
likely that, in fact, equations 2 (a mix of all three APC effect) or 3 (a mix of age and cohort effects) 
created the data. 
Other general solutions to the identification problem have been proposed in recent years.  For 
example, Yang and Land (2006) claim that, by treating period and cohort as cross-classified contexts 
ǁŝƚŚŝŶ Ă ŵƵůƚŝůĞǀĞů ŵŽĚĞů ?  ?ŝƚ ŝƐ ĐůĞĂƌ ƚŚĂƚ ƚŚĞ ƵŶĚĞƌŝĚĞŶƚŝĨŝĐĂƚŝŽŶ ƉƌŽďůĞŵ ŽĨ ƚŚĞ ĐůĂƐƐŝĐĂů W
accounting model has ďĞĞŶƌĞƐŽůǀĞĚ ? ?Ɖ ? ? ? ? ?zĞƚ ? simulation studies have shown that this too is not 
the case, and the model is subject to the same biases as those described above (Bell & Jones, under 
review-a; Luo & Hodges, under review).  The logical or mathematical confounding (Goldstein, 1979) 
of age, period and cohort cannot be solved by a trick of data management or model structuring 
because the confounding is inherent to the APC processes that are being modelled. 
7 
 
4 Recommendations 
So far, there is little good news for the researcher hoping to find separate APC effects.  However, we 
believe that theorising and finding age, period and cohort is often very important in social science, 
and that they can be modelled, so long as the assumptions that are being made by the model are 
justified by theory and stated explicitly. 
It is often the case that we can assume that continuous period effects are non-existent.  It seems to 
us that theory often indicates that progress over time is the result of cohort succession (where new 
cohorts are different to those that came before) rather than period effects.  For example, social 
attitudes are usually the result of new cohorts with a different attitude replacing older cohorts.  
There are rarely continuous changes in the world that lead to a shift in attitudes across all ages and 
cohorts.  If we can assume that there are no period trends, and we make clear that we are making 
that assumption, we are able to model age and cohort in a model and make relatively robust 
findings (Bell & Jones, under review-b; for example see McCulloch, 2012).  It is worth reiterating 
however that this assumption cannot be made on the basis of the data  ? it can only be made on the 
basis of the ƌĞƐĞĂƌĐŚĞƌ ?ƐƵŶĚĞƌƐƚĂŶĚŝŶŐŽĨƚŚĞtheoretical causal process being studied. 
Where it is assumed that continuous period trends are non-existent, discrete period effects, caused 
by specific events rather than continuous trends, may still be prevalent.  For example, a war in a 
given period is likely to push up mortality rates for the duration of that war, which would then 
decline when the war finishes.  zĂŶŐĂŶĚ>ĂŶĚ ?Ɛ ? ? ? ? ? ?ŵŽĚĞůŵĞŶƚŝŽŶĞĚabove, with the addition of 
a cohort trend specified in the fixed part of the model (Bell & Jones, under review-a), is able to 
model these discrete period effects (along with discrete cohort effects) as random effects in a 
multilevel cross-classified model.  These are not affected by the identification problem in the same 
way as continuous trends that function across all periods.  The researcher can thus assess how the 
variable of interest varies by discrete periods and cohorts, net of any age and cohort trends. 
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As such, if it is judged that certain assumptions can be made, for example that there is no period 
trend in the DGP, then we are able to make robust inference about APC effects, if those assumptions 
are indeed justified.  However, where those assumptions are not explicitly declared, or are made 
arbitrarily on the basis of statistical necessity rather than theory, then readers should be sceptical of 
the presented results. 
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