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Abstrakt
Tato diplomova´ pra´ce se zaby´va´ rˇesˇenı´m rea´lne´ho proble´mu, optimalizovat cestu
vysokozdvizˇne´ho vozı´ku ve skladu, proble´m byl zadany´ firmou Mo¨lnlycke He-
alth Care za u´cˇelem zefektivneˇnı´ kompletace objedna´vek. Zadany´ proble´m lze
prˇeformulovat jako proble´m obchodnı´ho cestujı´cı´ho a v pra´ci je na´sledneˇ rˇesˇen
pomocı´ aproximacˇnı´ch algoritmu˚. Konkre´tnı´ rˇesˇenı´ potom vycha´zı´ z Christofi-
dova algoritmu. Pra´ce demonstruje mozˇnou spolupra´ci akademicke´ obce se sou-
kromy´m sektorem.
Klı´cˇova´ slova: optimalizace skladu, proble´m obchodnı´ho cestujı´cı´ho, Christo-
fidu˚v algoritmus
Abstract
This thesis deals with the problem of finding optimal routes in a Mo¨lnlycke
Health Care’s storehouse. The problem is similar to the traveling salesman prob-
lem and it is solved using approximation algorithms. For the solution we modiffy
the Christofides algorithm. This thesis also shows possibility of cooperation be-
tween university and industry.
Keywords: warehouse optimization, storehouse, travelling salesman problem,
Christofides algorithm
Seznam pouzˇity´ch zkratek a symbolu˚
G(V,E) – Graf G s mnozˇinou vrcholu˚ V a mnozˇinou hran E
V (G) – Mnozˇina vrcholu˚ gragu G
E(G) – Mnozˇina hran gragu G
TSP – Proble´m obchodnı´ho cestujı´cı´ho
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31 U´vod
Optimalizacˇnı´ proble´m, proble´m nalezenı´ nejlepsˇı´ho ze vsˇech prˇı´pustny´ch rˇesˇenı´,
je cˇasto formulova´n jako hleda´nı´ minima ceny, pouzˇite´ho materia´lu nebo energie.
V te´to diplomove´ pra´ci se budeme zaby´vat hleda´nı´m minima´lnı´, nejkratsˇı´ trasy,
ktera´ musı´ obsahovat urcˇite´ povinne´ zasta´vky.
Zada´nı´ diplomove´ pra´ce vzniklo na zˇa´dost firmy Mo¨lnlycke Health Care Kli-
nipro, resp. jejı´ho zameˇstnance Jana Korponaie. Mo¨lnlycke Health Care je prˇednı´
sveˇtovy´ dodavatel jednora´zovy´ch chirurgicky´ch prostrˇedku˚, vy´robku˚ pro hojenı´
ran a sluzˇeb pro zdravotnictvı´. Firma vyra´bı´ a skladuje zdravotnicky´ materia´l.
Beˇhem kompletace objedna´vek pro ru˚zne´ za´kaznı´ky, je nutne´ jednotlive´ kompo-
nenty z objedna´vky posbı´rat a sve´zt ze skladu na urcˇite´ mı´sto.
Optimalizace bude obsahovat popis algoritmu, ktery´ jednotlive´ polozˇky z ob-
jedna´vky sestavı´ v takove´m porˇadı´, zˇe obsluha skladu urazı´ beˇhem jejich vyzved-
nutı´ co nejkratsˇı´ cestu a nebude si zbytecˇneˇ zacha´zet, v nasˇem prˇı´padeˇ zajı´zˇdeˇt s
vysokozdvizˇny´m vozı´kem. Tı´m myslı´me, zˇe polozˇky budou serˇazeny postupneˇ v
za´vislosti na porˇadı´, ve ktere´m se nacha´zejı´ prˇi pru˚chodu nejkratsˇı´ trasy, prˇı´padneˇ
jedne´ z nejkratsˇı´ch tras. Zdali touto cestou obsluha vysokozdvizˇne´ho vozı´ku sku-
tecˇneˇ pojede cˇi ne uzˇ algoritmus zajistit nedovede. Rovneˇzˇ se neocˇeka´va´ imple-
mentace algoritmu, ktery´ v prˇı´padeˇ budoucı´ implementace musı´ komunikovat se
sta´vajı´cı´m obsluzˇny´m syste´mem skladu.
Prˇi prˇı´praveˇ objedna´vky je ve skladu potrˇeba navsˇtı´vit urcˇite´ rega´ly ”biny”s
pozˇadovanou komponentou a se vsˇemi vyzvednuty´mi komponentami se po-
tom vra´tit na mı´sto kompletace. Takto zadana´ u´loha, ma´ blı´zko ke zna´me´mu
proble´mu obchodnı´ho cestujı´cı´ho - TSP (travelling salesman problem), ktery´ uve-
deme v kapitole 4. Jedna´ se o diskre´tnı´ optimalizacˇnı´ proble´m nalezenı´ nejkratsˇı´
mozˇne´ cesty procha´zejı´cı´ vsˇemi zadany´mi body na mapeˇ, kazˇdy´m pra´veˇ jednou.
Obra´zek 1: World tour z knihy The Traveling Salesman Problem [2]
4Tento proble´m je jizˇ pomeˇrneˇ du˚kladneˇ prostudova´n a existujı´ i algoritmy
ktere´ ho rˇesˇı´. Za´sadnı´ potı´zˇ vsˇak je, zˇe proble´m obchodnı´ho cestujı´cı´ho patrˇı´ mezi
tzv. NP-teˇzˇke´ u´lohy, pro ktere´ se neprˇedpokla´da´ existence polynomia´lnı´ho algo-
ritmu a v obecne´m prˇı´padeˇ nenı´ zna´mo jak nale´zt prˇesne´ rˇesˇenı´ v rozumne´m
cˇase. Tuto komplikaci bude trˇeba v pra´ci zahrnout do u´vahy, jelikozˇ nenı´ mozˇne´,
aby se na nalezenı´ optima´lnı´ho porˇadı´ cˇekalo neˇkolik hodin, ve skutecˇnosti by
meˇl by´t vy´sledek k dispozici v rˇa´du vterˇin, nebo le´pe zlomku˚ vterˇiny.
Prˇi rˇesˇenı´ zadane´ho proble´mu budeme diskutovat zna´me´ algoritmy a pouzˇı´-
vat obraty a pojmy z teorie Grafu˚, z tohoto du˚vodu je do pra´ce zahrnuta kapitola
3 Definice a pojmy z teorie grafu˚, ktera´ slouzˇı´ k objasneˇnı´ pouzˇı´vany´ch pojmu˚.
V kapitole 2 si prˇedstavı´me zadany´ proble´m du˚kladneˇji a sezna´mı´me se zde s
terminologiı´ obsluhy skladu, kterou potom budeme da´le pouzˇı´vat, abychom se
vyhnuli prˇı´padny´m nejasnostem. Podı´va´me se na zna´me algoritmy a v kapitole
5 zhodnotı´me, ktery´ a za jaky´ch prˇı´padny´ch u´prav by mohl by´t pro na´sˇ proble´m
ten nejvhodneˇjsˇı´. Samotny´ algoritmus potom popı´sˇeme v kapitole 6.
52 Zformulova´nı´ proble´mu
Diplomova´ pra´ce rˇesˇı´ rea´lny´ proble´m optimalizace cesty prˇi kompletaci objedna´v-
ky ve skladu medicı´nske´ho materia´lu firmy Mo¨lnlycke Health Care v Karvine´.
Zada´nı´ proble´mu bylo specifikova´no prˇi osobnı´ na´vsˇteˇveˇ skladu, ktere´ se kromeˇ
autora diplomove´ pra´ce zu´cˇastnil take´ vedoucı´ diplomove´ pra´ce Petr Kova´rˇ. Po
celou dobu nasˇı´ na´vsˇteˇvy se na´m veˇnoval zameˇstnanec firmy Mo¨lnlycke Health
Care, Jan Korponai, ktery´ na´s spolecˇneˇ se svy´m kolegou skladem provedli a zod-
poveˇdeˇli nasˇe ota´zky.
Skladove´ prostory a rozmı´steˇnı´ rega´lu˚ uvnitrˇ je patrne´ z obra´zku ?? na straneˇ
??, uvedene´m v neverˇejne´ kapitole 9. Tyto informace jsou povazˇova´ny firmou
Mo¨lnlycke Health Care za citlive´ a nejsou proto uvedeny ve verˇejne´ cˇa´sti pra´ce.
Sklad je tvorˇen sı´tı´ pravou´hly´ch ulicˇek oddeˇleny´mi rega´ly, ve ktery´ch jsou ulozˇeny
krabice s medicı´nsky´m materia´lem. Ve skladu se kompletujı´ zaka´zky obsahujı´cı´
ru˚zny´ pocˇet komponent, ktere´ je trˇeba prˇed kompletacı´ sve´zt na jedno mı´sto po-
mocı´ vysokozdvizˇne´ho vozı´ku. Cestu tohoto vysokozdvizˇne´ho vozı´ku budeme
chtı´t optimalizovat tak, aby se minimalizovala vzda´lenost, kterou vysokozdvizˇny´
vozı´k prˇi nabı´ra´nı´ materia´lu pro objedna´vku ujede, a tı´m pa´dem snı´zˇila doba
nutna´ pro prˇı´pravu, svoz komponent.
2.1 Soucˇasny´ stav
Soucˇasny´ stav je na´sledujı´cı´. Ve skladu firmy Mo¨lnlycke Health Care v Karvine´
operuje neˇkolik (jejich prˇesny´ pocˇet nenı´ pro rˇesˇenı´ diplomove´ pra´ce du˚lezˇity´)
vysokozdvizˇny´ch vozı´ku˚. Komponenty kazˇde´ objedna´vky se vytisknou na tzv.
”picking list”, ktery´ se prˇeda´ obsluze vysokozdvizˇne´ho vozı´ku. Ta podle sve´ho
vlastnı´ho uva´zˇenı´ zvolı´ trasu, kterou sklad projede a nabere vsˇechny pozˇadovane´
komponenty. Vlastnı´ sklad je systematicky rozdeˇlen na cˇtyrˇi cˇa´sti: sklad A, sklad
B, sklad C a sklad D. Ve skladu A se nacha´zejı´ komponenty, ktere´ se vyuzˇı´vajı´
nejcˇasteˇji a rovneˇzˇ se v neˇm dokujı´ prˇipravene´ objedna´vky.
Picking list je seznam krabic, obsahujı´cı´ jednotlive´ komponenty, ktere´ jsou po-
trˇebne´ pro danou objedna´vku. Obsahuje informace o velikosti krabice, ex-
piracˇnı´ dobeˇ materia´lu a pozici binu, kde je krabice umı´steˇna ve skladu.
Bin je mı´sto pro ulozˇenı´ krabice s komponentami ve skladu. Je jednoznacˇneˇ
urcˇeno pomocı´ ko´du, ktery´ je soucˇa´stı´ ”picking listu”, oznacˇujı´cı´ sklad, ulicˇ-
ku, patro a pozici v ulicˇce.
Umı´steˇnı´ komponenty ve skladu je da´no jednoznacˇneˇ, jelikozˇ se prˇi kompletaci
objedna´vky trva´ na tom, zˇe se pouzˇijı´ komponenty s nejkratsˇı´ expiracˇnı´ dobou,
aby ty jejihzˇ trvanlivost je delsˇı´ mohly by´t pouzˇity pro pozdeˇjsˇı´ objedna´vku.
6Po osobnı´ konzultaci autora diplomove´ pra´ce a vedoucı´ho diplomove´ pra´ce
se zadavatelem proble´mu ze strany Mo¨lnlycke Health Care prˇi na´vsˇteˇneˇ skladu
v Karvine´, souhlasily vsˇechny zu˚cˇastneˇne´ strany se zjednodusˇenı´m, ktere´ nebere
v potaz mozˇnost, kdy je objedna´vka prˇı´lisˇ rozsa´hla´ na to, aby mohla by´t svezena
ze skladu prˇi jedine´ jı´zdeˇ vysokozdvizˇne´ho vozı´ku. Tato eventualita se podle
zameˇstnancu˚ skladu vyskytuje velice vyjı´mecˇneˇ.
2.2 Na´sledujı´cı´ postup
V te´to diplomove´ pra´ci se budeme snazˇit navrhnout algoritmus, ktery´ najde pro
kazˇdou objedna´vku v rozumne´m cˇase optima´lnı´ cestu pro vysokozvizˇny´ vozı´k
mezi jednotlivy´mi biny obsahujı´cı´ komponenty z objedna´vky ve skladu. Tento
algoritmus potom jednotlive´ biny podle te´to cesty serˇadı´ a vytiskne na ”pic-
king list”, ktery´ obsluze vysokozdvizˇne´ho vozı´ku uka´zˇe v jake´m porˇadı´ je nej-
vhodneˇjsˇı´ komponenty sbı´rat. Cesta mezi jednotlivy´mi komponentami uzˇ v ”pic-
king listu”zachycena nenı´, ale vzhledem k pravou´hle´ sı´ti ulicˇek a zkusˇenosti
zameˇstnancu˚ se prˇedpokla´da´ vyuzˇitı´ jedne´ z najkratsˇı´ch cest.
Nalezenı´ nejkratsˇı´ mozˇne´ cesty procha´zejı´cı´ vsˇemi zadany´mi body ve skladu
resp. nalezenı´ nejkratsˇı´ hamiltonovske´ kruzˇnice na podgrafu je NP- u´plny´ pro-
ble´m a prˇedpokla´da´1 se, zˇe zˇa´dny´ ”rychly´”, (s polynomia´lnı´ slozˇitostı´) deter-
ministicky´ algoritmus, neexistuje. Nalezenı´ nejkratsˇı´ mozˇne´ cesty procha´zejı´cı´
vsˇemi zadany´mi body ve skladu je u´loha, ktera´ je velice blı´zka´ proble´mu ob-
chodnı´ho cestujı´cı´ho. Proble´m obchodnı´ho cestujı´cı´ho, ktery´ si podrobneˇji prˇed-
stavı´me v kapitole 4, by se dal formulovat jako proble´m nalezenı´ nejkratsˇı´ mozˇne´
cesty, ktera´ projde zadany´mi mı´sty, kazˇdy´m pra´veˇ jednou. Tento proble´m je tedy
skutecˇneˇ skoro stejny´ s tı´m, ktery´ ma´me my a budeme tedy vycha´zet se zna´my´ch
algoritmu˚ pro rˇesˇenı´ proble´mu obchodnı´ho cestujı´cı´ho. Nemusı´me by´t prˇitom tak
prˇı´snı´ na podmı´nku, aby jsme kazˇde´ mı´sto navsˇtı´vili pra´veˇ jednou, ale mu˚zˇeme
se spokojit s podmı´nkou, aby kazˇde´ mı´sto (ktere´ bude zada´no) bylo navsˇtı´veno
alesponˇ jednou.
Aby skutecˇneˇ dosˇlo k zefektivneˇnı´ vy´roby ve skladu nenı´ mozˇne´, aby algorit-
mus hledal optima´lnı´ rˇesˇenı´ prˇı´lisˇ dlouho. Bude proto trˇeba najı´t vhodny´ algorit-
mus, jiny´ nezˇ porovna´va´nı´ de´lky vsˇech mozˇny´ch cest ve skladu se slozˇitostı´ n!.
Nasky´ta´ se na´m zde neˇkolik mozˇnostı´:
a) Uzˇitı´ nedeterministicke´ho algoritmu. Nedeterministicke´ nebo heuristicke´ algo-
ritmy davajı´ veˇtsˇinou prˇiblizˇny´ vy´sledek a prˇi opakovane´m stejne´m vstupu
mu˚zˇou da´vat rozdı´lne´ vy´sledky, dı´ky mozˇnosti volby kroku. Neprocha´zejı´
vsˇechny mozˇnosti a za cenu urcˇite´ nejistoty jsou vy´pocˇetneˇ me´neˇ na´rocˇne´.
1 Jedna´ se o jeden z otevrˇeny´ch proble´mu˚ tisı´ciletı´ (anglicky Millenium Prize Problems), za
vyrˇesˇenı´ kazˇde´ho z nich vypsal Clay Mathematics Institute odmeˇnu jednoho milionu dolaru˚.
7Teˇmto algoritmu˚m se ale budeme snazˇit vyhnout, jelikozˇ by bylo vhodne´,
aby pro dveˇ stejne´ objedna´vky dal algoritmus stejne´ vy´sledky.
b) Zjednodusˇenı´. Graf popisujı´cı´ strukturu skladu se mu˚zˇeme pokusit zjedno-
dusˇit, zanedbat faktory, ktere´ nehrajou vy´raznou roli, vyuzˇı´t vhodne´ za´vis-
losti, ktere´ se ve skladu vyskytujı´. Prˇi zjednodusˇenı´ mu˚zˇe nastat zkreslenı´
rea´lne´ situace, toto mu˚zˇe by´t vy´hodne´ pokud za cenu vnesenı´ drobne´ neprˇe-
snosti zı´ska´me vy´znamnou u´sporu vy´pocˇetnı´ na´rocˇnosti proble´mu. Touto
cestou se budeme snazˇit jı´t.
c) Vyuzˇitı´ symetrie grafu. Pokud nechceme pouzˇı´t nedeterministicky´ algoritmus
ale deterministicky´, ktery´ mu˚zˇe by´t pro obecne´ grafy vy´pocˇetneˇ prˇı´lisˇ na´rocˇ-
ny´, mu˚zˇeme vyuzˇı´t skutecˇnosti, zˇe graf na ktere´m budeme proble´m rˇesˇit,
dobrˇe zna´me. Nemusı´me procha´zet vsˇecny mozˇne´ cesty, protozˇe neˇktere´
nebudou vu˚bec existovat. Rovneˇzˇ mu˚zˇeme vyuzˇı´t opakujı´cı´ se struktury v
grafu.
83 Definice a pojmy z teorie grafu˚
V te´to kapitole zavedeme pojmy, veˇty a definice, na ktere´ se budeme v dalsˇı´m
textu odkazovat. Abychom nemuseli text pra´ce neusta´le prˇerusˇovat definicemi
vysveˇtlujı´cı´ pra´veˇ pouzˇı´vane´ pojmy, je veˇtsˇina z nich uvedena v te´to kapitole.
Pojmy jsou rˇazeny tak, aby k pochopenı´ pra´veˇ uvedene´ definice stacˇila znalost
prˇedchozı´ch. Pojmy a definice jsou z oblasti teorie grafu˚, nejedna´ se vsˇak v zˇa´-
dne´m prˇı´padeˇ o u´plny´ vy´cˇet vsˇech definic te´to matematicke´ disciplı´ny, cozˇ by
snad ani nebylo mozˇne´, ale pouze o prˇehled teˇch definic, ktere´ budeme v pra´ci
vyuzˇı´vat, nebo jejichzˇ znalost by se na´m mohla hodit. Neˇktere´ veˇty a definice
byly prˇevzaty ze skript teorie grafu˚ [1].
V znacˇenı´ pojmu˚ se snazˇı´m drzˇet beˇzˇneˇ pouzˇı´vane´ symboliky, zna´me´ ze skript
cˇi odborny´ch cˇla´nku˚. Neˇkdy je ale, vzhledem k potrˇebeˇ rozlisˇovat stejne´ pojmy
u ru˚zny´ch grafu˚ (naprˇı´klad pocˇet vrcholu˚ nebo pravidelnost grafu) pouzˇito ne-
standardnı´ znacˇenı´. Zkratky a znacˇenı´ veˇtsˇinou vycha´zejı´ z anglicke´ terminolo-
gie, naprˇ. oznacˇenı´ mnozˇiny vrcholu˚ V (vertices) a hran E (edges).
Definice 3.1 Jednoduchy´ grafG je usporˇa´dana´ dvojice (V,E), kde V je nepra´zdna´ mnozˇi-
na vrcholu˚ a E je neˇjaka´ podmnozˇina dvouprvkovy´ch podmnozˇin mnozˇiny V . Prvku˚m
E rˇı´ka´me hrany.
Graf je nejcˇasteˇji zada´n diagramem, kde se vrcholy zna´zornˇujı´ jako body a hrany
jako krˇivky spojujı´cı´ tyto body.
x
y
w
z
t
Obra´zek 2: Prˇı´klad jednoduche´ho grafu G s mnozˇinou vrcholu˚ V = {t, w, x, y, z}
a mnozˇinou hran E = {{x, y}, {x,w}, {x, z}, {w, z}}.
Definice 3.2 Mnozˇinu vsˇech vrcholu˚ grafu G budeme znacˇit V (G) a mnozˇinu vsˇech
hran E(G).
V textu neˇkdy pracujeme s libovolny´m grafem G, na jehozˇ parametry nema´me
zˇa´dne´ pozˇadavky. Chceme-li u grafu specifikovat pocˇet vrcholu˚ n = |V (G)|,
rˇekneme, zˇe jde o graf na n vrcholech nebo o graf rˇa´du n.
9Definice 3.3 Dva vrcholy x, y ∈ V (G) jsou sousednı´, kdyzˇ existuje hrana xy ∈ E(G).
Na obra´zku 2 jsou naprˇı´klad vrcholy x a z sousednı´, zatı´mco vrcholy w a y sou-
sednı´ nejsou. Sousednı´m vrcholu˚m se take´ rˇı´ka´ za´visle´ a nesousednı´m neza´visle´
vrcholy.
Definice 3.4 Rˇekneme, zˇe hrana e = {x, y} ∈ E(G) je incidentnı´ s vrcholem x pra´veˇ
tehdy, kdyzˇ x ∈ e. Vrcholy x, y nazveme koncove´ vrcholy hrany e.
Definice 3.5 Graf, ve ktere´m mohou by´t dva ru˚zne´ vrcholy spojeny vı´ce nezˇ jednou hra-
nou, nazveme multigraf. Hrana´m ktere´ majı´ stejne´ oba koncove´ vrcholy se rˇı´ka´ na´sobne´
hrany, multihrany nebo paralelnı´ hrany.
a
b c
d
Obra´zek 3: Prˇı´klad multigrafu s mnozˇinou vrcholu˚ V = {a, b, c, d} .
Definice 3.6 Rˇekneme, zˇe graf H = (V ′, E ′) je podgrafem grafu G = (V,E), jestlizˇe
V ⊆ V ′ a soucˇasneˇ E ⊆ E ′.
Jestlizˇe o grafu H rˇekneme, zˇe je podgrafem grafu G, potom take´ graf G mu˚zˇeme
oznacˇit za nadgraf grafu H .
Definice 3.7 Podgraf F = (V ′, E ′) grafu G = (V,E), se nazy´va´ faktor grafu G jestlizˇe
V = V ′.
Definice 3.8 Doplneˇk grafu G = (V,E) je graf G = (V, F ), kde F =

V
2
\E a V (G) =
V (G).

V
2

znacˇı´ vsˇechny dvouprvkove´ podmnozˇiny mnozˇiny V (G).
Doplneˇk grafu G tedy obsahuje vsˇechny vrcholy grafu G, a kazˇdy´ vrchol x ∈
V (G) je sousednı´ s pra´veˇ teˇmi vrcholy, se ktery´mi v grafu G sousednı´ nenı´.
Definice 3.9 Stupenˇ vrcholu x je roven pocˇtu vsˇech hran, ktere´ jsou s vrcholem x inci-
dentnı´. Stupenˇ vrcholu x znacˇı´me deg(x).
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Stupenˇ vrcholu x soucˇasneˇ da´va´ informaci s kolika vrcholy je vrchol x sousednı´.
Je tedy zrˇejme´, zˇe stupenˇ zˇa´dne´ho vrcholu nemu˚zˇe by´t veˇtsˇı´ nezˇ pocˇet vrcholu˚ v
grafu bez vrcholu samotne´ho, jelikozˇ sa´m se sebou nemu˚zˇe by´t sousednı´. Nejvysˇsˇı´
mozˇny´ stupenˇ, ktere´ho mu˚zˇe vrcholu x ∈ V (G) naby´vat, je deg(x) = |V (G)| − 1.
Toto platı´ pouze pro grafy, nikoliv uzˇ vsˇak pro multigrafy.
deg(x)=3
deg(y)=1
deg(w)=2
deg(z)=2
deg(t)=0
Obra´zek 4: Stupneˇ vrcholu˚ grafu G
Veˇta 3.1 (Princip sudosti) Meˇjme libovolny´ graf G s vrcholy v1, v2, . . . , vn, kde n ≥ 1.
Pocˇet hran grafu G oznacˇı´me h(G) = |E(G)|. Potom platı´
vi∈V (G)
deg(vi) = 2 h(G).
Du˚kaz veˇty 3.1 je mozˇne´ najı´t v kazˇdy´ch skriptech teorie grafu˚. Vsˇimneme-li si,
zˇe kazˇda´ hrana zvysˇuje stupenˇ vrcholu o 1 pra´veˇ u dvou vrcholu˚, zjistı´me, zˇe v
kazˇde´m grafu je soucˇet stupnˇu˚ vrcholu˚ vsˇech vrcholu˚ grafu roven dvojna´sobku
pocˇtu hran.
Pozna´mka 3.1 Veˇta 3.1 na´m rˇı´ka´, zˇe v grafu nemu˚zˇe by´t lichy´ pocˇet vrcholu˚
liche´ho stupneˇ (pocˇet hran musı´ by´t cele´ cˇı´slo).
Definice 3.10 [1] Graf nazveme sudy´, jestlizˇe ma´ vsˇechny vrcholy sude´ho stupneˇ. Po-
dobneˇ budeme mluvit o sudy´ch multigrafech.
Definice 3.11 [1] Sled v grafu je takova´ posloupnost vrcholu˚ a hran (v0, e1, v1, e2, v2
. . . , en, vn), zˇe hrana ei ma´ koncove´ vrcholy vi−1 a vi pro vsˇechna i = 1, 2, . . . , n. De´lku
sledu definujeme jako pocˇet hran obsazˇeny´ch ve sledu.
Definice 3.12 [1] Tah je sled ve ktere´m se zˇa´dna´ hrana neopakuje. Tah s pocˇa´tecˇnı´m
vrcholem u a koncovy´m vrcholem v budeme nazy´vat (u, v)-tah. De´lku tahu definujeme
jako pocˇet hran obsazˇeny´ch v (u, v)-tahu.
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Definice 3.13 [1] Cesta je sled ve ktere´m se neopakuje zˇa´dny´ vrchol. Cestu s pocˇa´tecˇnı´m
vrcholem u a koncovy´m vrcholem v budeme nazy´vat (u, v)-cesta. De´lku cesty definujeme
jako pocˇet hran obsazˇeny´ch v (u, v)-cesteˇ.
Definice 3.14 Graf se nazy´va´ souvisly´, jestlizˇe mezi kazˇdy´mi dveˇma jeho vrcholy x, y
existuje (x, y)-cesta.
Definice 3.15 [1] Uzavrˇeny´ tah v grafu G, ktery´ obsahuje vsˇechny hrany a vsˇechny vr-
choly grafu G, se nazy´va´ (uzavrˇeny´) eulerovsky´ tah. Graf, ve ktere´m existuje uzavrˇeny´
eulerovsky´ tah, se nazy´va´ eulerovsky´ graf a rˇı´ka´me, zˇe grafG lze nakreslit jednı´m tahem.
Na´sledujı´cı´ veˇta da´va´ nutnou a postacˇujı´cı´ podmı´nku existence eulerovske´ho
tahu v dane´m grafu.
Veˇta 3.2 (Eulerovsky´ tah) Graf G je eulerovsky´ pra´veˇ tehdy, kdyzˇ je sudy´ a sou-
visly´.
Pozna´mka 3.2 (Eulerovsky´ tah) Veˇta 3.2 platı´ analogicky i pro multigrafy. Mul-
tigraf G je eulerovsky´ pra´veˇ tehdy, kdyzˇ je sudy´ a souvisly´.
Pro vy´znamne´ typy grafu˚ se pouzˇı´va´ vlastnı´ na´zev a oznacˇenı´. Na´zev veˇtsˇinou
plyne ze symetrie nebo vlastnostı´ grafu.
Definice 3.16 Graf, jehozˇ kazˇde´ dva vrcholy jsou navza´jem sousednı´, nazy´va´me Kom-
pletnı´ graf a znacˇı´me Kn, kde n je pocˇet vrcholu˚ kompletnı´ho grafu.
Obra´zek 5: Kompletnı´ grafy K4 a K9
Kompletnı´ graf, nazy´vany´ take´ u´plny´ graf, ma´ u´plnou mnozˇinu hran E(Kn) =
V (Kn)
2

. Pocˇet hran v kompletnı´m grafu na n vrcholech je tedy n (n−1)
2
. Doplneˇk
kompletnı´ho grafu je mnozˇina neza´visly´ch vrcholu˚, jelikozˇ podle definice 3.8
je E(Kn) = ∅. Kazˇdy´ kompletnı´ graf ma´ vsˇechny vrcholy nejvysˇsˇı´ho mozˇne´ho
stupneˇ, je (n− 1)-pravidelny´.
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Definice 3.17 Graf s mnozˇinou vrcholu˚ V = {x1, x2, . . . , xn}, kde n ≥ 3, a mnozˇinou
hran E = {x1x2, x2x3, . . . , xn−1xn, xnx1}, se nazy´va´ cyklus a znacˇı´me jej Cn.
Obra´zek 6: Cykly C3 a C8
Cyklus je 2-pravidelny´ graf se stejny´m pocˇtem vrcholu˚ a hran |E(Cn)| = n. O
pocˇtu vrcholu˚ n grafu Cn se cˇasto hovorˇı´ jako o de´lce cyklu. V tomto smyslu jsou
na obra´zku 6 cykly de´lky 3 a 8.
Cyklem v grafu G budeme rozumeˇt takovy´ podgraf grafu G, ktery´ je soucˇasneˇ
cyklem podle definice 3.17. Vy´znamnou roli mezi teˇmito cykly ma´ takovy´ cyklus
ktery´ projde vsˇemi vrcholy nadgrafu G.
Definice 3.18 [1] Cyklus, ktery´ procha´zı´ vsˇemi vrcholy grafu G, se nazy´va´ hamilto-
novsky´ cyklus v grafu G. Graf, ktery´ obsahuje hamiltonovsky´ cyklus, se nazy´va´ hamil-
tonovsky´ graf.
Definice 3.19 Graf se nazy´va´ acyklicky´, jestlizˇe zˇa´dny´ jeho podgraf nenı´ cyklus. Sou-
visly´ acyklicky´ graf se nazy´va´ strom.
Definice 3.20 Takovy´ faktor grafu, ktery´ je soucˇasneˇ stromem, se nazy´va´ kostrou grafu.
Obra´zek 7: Graf G a jeho kostra K.
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Nynı´ zavedeme pojmy a definice souvisejı´cı´ s ohodnocenı´m grafu.
Definice 3.21 [11] Ohodnocenı´ grafu je funkce f , ktera´ vrcholu˚m nebo hrana´m v grafu
G prˇirˇadı´ cˇı´sla, nejcˇasteˇji z mnozˇiny prˇirozeny´ch cˇı´sel.
Prˇirˇazena´ cˇı´sla majı´ veˇtsˇinou neˇjaky´ fyzika´lnı´ nebo prakticky´ vy´znam, naprˇ.
de´lky, kapacity, ceny.
Definice 3.22 Hodnota vrcholu x nebo hrany xy grafu G je cˇı´slo prˇirˇazene´ v ohodnocenı´
f vrcholu x nebo hraneˇ xy.
Definice 3.23 [11] Jsou-li v ohodnocenı´ f prˇirˇazeny hodnoty pouze hrana´m grafu G =
(V,E), hovorˇı´me o hranove´m ohodnocenı´ grafu, v prˇı´padeˇ kdy jsou hodnoty prˇirˇazeny
pouze vrcholu˚m, hovorˇı´me o vrcholove´m ohodnocenı´ grafu.
V te´to pra´ci budeme pouzˇı´vat pouze hranova´ ohodnocenı´ grafu, jelikozˇ hod-
noty budeme prˇirˇazovat pouze hrana´m v za´vislosti na vzda´lenosti jejich kon-
covy´ch vrcholu˚.
3
4
2
5
Obra´zek 8: Prˇı´klad ohodnocenı´ hran grafu H .
Definice 3.24 Minima´lnı´ kostra grafu G prˇi ohodnocenı´ f je takova´ kostra, zˇe soucˇet
hodnot hran kostry je minima´lnı´ mozˇny´.
Definice 3.25 [1] Neza´visla´ mnozˇina hran M grafu G se nazy´va´ pa´rova´nı´m. Rˇı´ka´me,
zˇe koncove´ vrcholy hran v M jsou spa´rova´ny nebo M -saturovane´.
Pa´rova´nı´ budeme obvykle oznacˇovat pı´smenem M z anglicke´ho matching.
Definice 3.26 [1] Pa´rova´nı´ M se nazy´va´ u´plne´, jestlizˇe je kazˇdy´ vrchol grafu G M -
saturovany´.
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3
4
2
Obra´zek 9: Minima´lnı´ kostra grafu H z obra´zku 8.
Definice 3.27 Minima´lnı´ u´plne´ pa´rova´nı´ M grafu G je takove´ u´plne´ pa´rova´nı´, zˇe soucˇet
hodnot prˇirˇazeny´m hrana´m v pa´rova´nı´ M je ze vsˇech mozˇny´ch u´plny´ch pa´rova´nı´ grafu
G minima´lnı´.
3
4
2
5
Obra´zek 10: Minima´lnı´ u´plne´ pa´rova´nı´ grafu H z obra´zku 8.
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4 Proble´m obchodnı´ho cestujı´cı´ho
It’s addictive. No matter how much progress you make, you always have
the nagging feeling that you still did not nail down a couple of hunches that
could bring about another quantum leap.
– Vasˇek Chva´tal, 1998.2
Ve trˇica´ty´ch letech dvaca´te´ho stoletı´ 3 byl formulova´n tzv. Proble´m obchodnı´ho
cestujı´cı´ho, ktery´ je zalozˇen na u´vaze, kdy obchodnı´ cestujı´cı´ vyra´zˇı´ z urcˇite´ho
meˇsta, a beˇhem sve´ cesty ma´ za u´kol navsˇtivit neˇkolik dalsˇı´ch meˇst (veˇtsˇinou se
pozˇaduje aby kazˇde´ meˇsto navsˇtı´vil pra´veˇ jednou) a potom se opeˇt vra´tit zpeˇt.
Rˇesˇenı´m proble´mu je nalezenı´ takove´ cesty mezi meˇsty, ktere´ ma´ obchodnı´ ces-
tujı´cı´ navsˇtı´vit, zˇe jaka´koliv jina´ obchodnı´ cesta bude stejneˇ dlouha´ nebo delsˇı´.
Prˇedstavme si, zˇe jste obchodnı´ cestujı´cı´ z Ostravy. A ma´te navsˇtı´vit vsˇechna
meˇsta v Cˇeske´ Republice s pocˇtem obyvatel nad 250 000. Ma´te tedy navsˇtı´vit
Prahu, Brno a Ostravu, kde zacˇı´na´me. Jak to udeˇlat aby vy´sledna´ cesta byla co nej-
kratsˇı´? No jednodusˇe pojedete z Ostravy do Prahy a potom do Brna a zpeˇt do Os-
travy. Nebo v obra´cene´m porˇadı´ Ostrava, Brno, Praha, Ostrava, kde de´lka cesty
bude stejna´ jako v prˇedchozı´m prˇı´padeˇ. Zde se zatı´m v tichosti prˇedpokla´da´, zˇe
de´lka cesty z Ostravy do Prahy je stejna´ jako z Prahy do Ostravy. Jednoduche´,
dalsˇı´ mozˇnosti neexistujı´. Proble´m je tedy v tomto prˇı´padeˇ vyrˇesˇen a vy jako ob-
chodnı´ cestujı´cı´, mu˚zˇete vyrazit do Prahy nebo do Brna podle toho kam se vı´ce
teˇsˇı´te.
Pote´ co se vra´tı´te ze sve´ prvnı´ obchodnı´ cesty, rozhodnete se navsˇtı´vit prˇi sve´
dalsˇı´ cesteˇ vsˇechna meˇsta v Cˇeske´ Republice s pocˇtem obyvatel nad 100 000. Takzˇe
na´m prˇibude Plzenˇ, Liberec a Olomouc. A na´hle je proble´m o dosti teˇzˇsˇı´, minule
kdyzˇ jsme vyra´zˇeli z Ostravy jsme meˇli k dispozici dveˇ meˇsta a at’ jsme si vybrali
ktere´koliv z nich na´sledovala potom cesta do toho zby´vajı´cı´ho a zpeˇt do Ostravy.
Nynı´ si musı´me vybrat z peˇti meˇst a azˇ do neˇjake´ho odcestujeme, tak se vy´beˇr
mozˇnostı´ snı´zˇı´ na cˇtyrˇi, potom na trˇi atd. Celkovy´ pocˇet mozˇny´ch cest je nynı´
5! = 5 · 4 · 3 · 2 · 1 = 120, kdyzˇ prˇihle´dneme ke skutecˇnost,i zˇe porˇadı´ navsˇtı´vany´ch
meˇst mu˚zˇeme obra´tit, anizˇ by se zmeˇnila de´lka cesty, dosta´va´me 120/2 = 60. To
sice jesˇteˇ nenı´ neprˇekonatelny´ proble´m ale porovnat 60 ru˚zny´ch cest uzˇ zabere
neˇjaky´ cˇas. Po na´vratu z druhe´ cesty se rozhodnete navsˇtı´vit vsˇechna meˇsta s
pocˇtem obyvatel nad 10 000, v roce 2011 jich v Cˇeske´ republice bylo 132...
V roce 1962 firma Procter & Gamble vyhla´sila souteˇzˇ o $ 10,000 , za cozˇ se dal
tehdy postavit du˚m [3]. Zada´nı´ souteˇzˇe bylo na´sledujı´cı´:
2Cita´t z knı´zˇky: In Pursuit of the Traveling Salesman, [3].
3Da´ se prˇedpokla´dat, zˇe se varianty tohoto proble´mu rˇesˇili uzˇ drˇı´ve, i kdyzˇ trˇeba jen intuitivneˇ.
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Prˇedstavte si, zˇe Toody a Muldoon chteˇjı´ projet Spojene´ sta´ty a
navsˇtı´vit prˇi tom 33 lokacı´ uvedeny´ch na mapeˇ (viz Obra´zek 11). Chteˇjı´
to ale udeˇlat tak, aby celkem ujeli co nejkratsˇı´ vzda´lenost. Ma´te jejich
cestu napla´novat z mı´sta na mı´sto tak, aby vy´sledna´ cesta byla co nej-
kratsˇı´. Zacˇı´na´te v Chigagu, Illinois a take´ tam musı´te skoncˇit.
Obra´zek 11: Souteˇzˇ firmy Procter & Gamble z roku 1962 [3]
Proble´m obchodnı´ho cestujı´cı´ho, da´le jen TSP (Traveling Salesman Problem),
je klasicka´ optimalizacˇnı´ u´loha, kdy hleda´me hamiltonovsky´ cyklus s nejnizˇsˇı´m
soucˇtem hodnot hran v kompletnı´m hranoveˇ ohodnocene´m grafu s n vrcholy. Bu-
deme se zde zaby´vat pouze tzv. symetrickou variantou u´lohy, kdy ”cena“ hod-
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nota hrany z vrcholu A do vrcholu B je stejna´ jako ”cena“ hodnota hrany z vrcholu
B do vrcholu A, ceny zde tedy majı´ charakter vzda´lenostı´.
4.1 Proble´m obchodnı´ho cestujı´cı´ho v metricke´m prostoru
Variantou tohoto proble´mu je proble´m obchodnı´ho cestujı´cı´ho v metricke´m pro-
storu, ve ktere´m vzda´lenosti na grafu splnˇujı´ troju´helnı´kovou nerovnost, cozˇ je je-
den z axiomu˚ metricke´ho prostoru. Toto zjednodusˇenı´ odpovı´da´ velke´mu mnozˇst-
vı´ rea´lny´ch proble´mu˚ (naprˇ. hleda´nı´ na mapeˇ), a za´rovenˇ umozˇnˇuje konstrukci
aproximacˇnı´ch algoritmu˚. Tato varianta bude pro na´s jisteˇ zajı´mava´, jelikozˇ sy-
ste´m na sebe kolmy´ch cest ve skladu splnujeˇ vsˇechny axiomy metricke´ho pro-
storu.
Definice 4.1 (metricke´ho prostoru) Metricky´ prostor je dvojice (M, ρ), kde M je li-
bovolna´ nepra´zdna´ mnozˇina (v nasˇem prˇı´padeˇ to bude mnozˇina vrcholu˚) a ρ je tzv. met-
rika, cozˇ je zobrazenı´
ρ :M×M→ R
splnˇujı´cı´ na´sledujı´cı´ axiomy:
1. neza´pornost ρ(x, y) ≥ 0, ρ(x, y) = 0⇔ (x = y) ∀x, y ∈M
2. symetrie ρ(x, y) = ρ(y, x) ∀x, y ∈M
3. troju´helnı´kova´ nerovnost ρ(x, z) ≤ ρ(x, y) + ρ(y, z) ∀x, y, z ∈M
Pozna´mka 4.2 V nasˇem prˇı´padeˇ bude metrika ρ, zobrazenı´ prˇirˇazujı´cı´ kazˇde´ dvo-
jici vrcholu˚ (x, y) hodnotu rovnou de´lce nejkratsˇı´ (x, y)–cesteˇ v grafu G.
Poznamenejme, zˇe aproximacˇnı´ algoritmy prˇedpokla´dajı´, zˇe je mozˇne´ se z li-
bovolne´ho vrcholu dostat do jake´hokoliv jine´ho vrcholu.
4.1.1 2–aproximacˇnı´ algoritmus
Proble´m obchodnı´ho cestujı´cı´ho v metricke´m prostoru lze prˇiblizˇneˇ rˇesˇit jedno-
duchy´m algoritmem[10] v polynomia´lnı´m cˇase. Algoritmus nejprve zkonstruuje
minima´lnı´ kostru grafu, naprˇ. podle Jarnı´kova nebo Kruskalova algoritmu, viz pod-
kapitola 5.1. Z definice kostry plyne, zˇe soucˇet de´lky hran minima´lnı´ kostry je
mensˇı´ (nebo roven) nezˇ soucˇet de´lky hran v optima´lnı´m rˇesˇenı´ TSP, jelikozˇ mi-
nima´lnı´ kostra obsahuje v nejhorsˇı´m prˇı´padeˇ optima´lnı´ rˇesˇenı´ TSP bez nejdelsˇı´
hrany (z du˚vodu acyklicˇnosti).
V druhe´m kroku projde algoritmus kostru z libovolne´ho vrcholu do hloubky
a poznamena´ si vsˇechny pru˚chody prˇes vrcholy, protozˇe se jedna´ o pru˚chod do
hloubky, budou zde neˇktere´ vrcholy zpracova´ny vı´cekra´t.
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V poslednı´m kroku algoritmus tento seznam projde a vynecha´ vsˇechny dupli-
city a zanecha´ pouze prvnı´ vy´skyty vrcholu˚. Tı´mto dojde k vytvorˇenı´ samotne´ho
hamiltonovske´ho cyklu. Protozˇe v grafu platı´ troju´helnı´kova´ nerovnost, tak se
cena vy´sledne´ho hamiltonovske´ho cyklu oproti pu˚vodnı´ minima´lnı´ kostrˇe ma-
xima´lneˇ zdvojna´sobı´ a oproti optima´lnı´mu rˇesˇenı´ mu˚zˇe by´t tudı´zˇ maxima´lneˇ
dvakra´t delsˇı´.
4.1.2 Christofidu˚v algoritmus.
Christofidu˚v algoritmus rˇesˇı´ proble´m obchodnı´ho cestujı´cı´ho v metricke´m pro-
storu tak, zˇe je vy´sledna´ trasa v nejhorsˇı´m prˇı´padeˇ 1.5-kra´t delsˇı´ nezˇ de´lka trasy
optima´lnı´ho rˇesˇenı´. Toto zlepsˇenı´ je ovsˇem vykoupeno vy´razneˇ obtı´zˇneˇjsˇı´ imple-
mentacı´, a za´rovenˇ se na rea´lny´ch datech ukazuje, zˇe vy´sledek nenı´ v pru˚meˇrne´m
prˇı´padeˇ o mnoho lepsˇı´ nezˇ prˇi pouzˇitı´ 2-aproximacˇnı´ho algoritmu uvedene´ho
vy´sˇe [10].
Christofidesu˚v algoritmus nejprve zkonstruuje minima´lnı´ kostru grafu T ,
naprˇ. podle Jarnı´kova nebo Kruskalova algoritmu. Z definice kostry plyne, zˇe sou-
cˇet de´lky hran minima´lnı´ kostry je mensˇı´ (nebo roven) nezˇ soucˇet de´lky hran v
optima´lnı´m rˇesˇenı´ TSP, jelikozˇ minima´lnı´ kostra obsahuje v nejhorsˇı´m prˇı´padeˇ
optima´lnı´ rˇesˇenı´ TSP bez nejdelsˇı´ hrany (z du˚vodu acyklicˇnosti kostry grafu).
Pote´ kostru projde z libovolne´ho vrcholu do hloubky a vybere ty vrcholy, jezˇ majı´
lichy´ stupenˇ (vrcholu˚ liche´ho stupneˇ bude sudy´ pocˇet, viz Veˇta 3.1) a zkonstru-
uje na nich kompletnı´ graf K. V grafu K nalezne minima´lnı´ u´plne´ pa´rova´nı´ M ,
takove´ pa´rova´nı´ musı´ existovat, protozˇe pocˇet vrcholu˚ je sudy´ a jedna´ se o kom-
pletnı´ graf. Prˇedstavme si nynı´, zˇe budeme chtı´t vyrˇesˇit TSP na grafu K, rˇesˇenı´
bude kratsˇı´ nebo stejneˇ dlouhe´ jako rˇesˇenı´ na pu˚vodnı´m grafu. Vynecha´nı´m kazˇde´
sude´ resp. liche´ hrany z TSP rˇesˇenı´ dostaneme dveˇ ru˚zna´ u´plna´ pa´rova´nı´, z nichzˇ
alesponˇ jedno z nich bude mı´t soucˇet hodnot hran mensˇı´ nebo rovno polovineˇ
de´lky optima´lnı´ho rˇesˇenı´ TSP. Soucˇet de´lek vsˇech hran v pa´rova´nı´ M bude tedy
maxima´lneˇ polovicˇnı´ oproti optima´lnı´mu rˇesˇenı´ TSP. Hrany z minima´lnı´ho u´pl-
ne´ho pa´rova´nı´ prˇida´me do minima´lnı´ kostry.Vznikly´ multigraf W , V (W ) = V (T )
a E(W ) = E(T ) ∪ M je nynı´ eulerovsky´ (tj. existuje v neˇm tah, ktery´ obsahuje
vsˇechny hrany multigrafu) a soucˇet hodnot hran je maxima´lneˇ 1.5 na´sobek rˇesˇenı´
optima´lnı´ho; 1-na´sobek za hodnoty hran minima´lnı´ kostry a 0.5-na´sobek za hod-
noty hran minima´lnı´ho u´plne´ho pa´rova´nı´.
Christofidu˚v algoritmus v poslednı´m kroku tento eulerovsky´ tah projde a
narazı´-li na neˇjaky´ vrchol podruhe´, prˇeskocˇı´ na nejblizˇsˇı´ nenavsˇtı´veny´. Kvu˚li
trojuhelnı´kove´ nerovnosti nemu˚zˇe tı´mto prˇeskakova´nı´m zvy´sˇit konecˇnou de´lku
rˇesˇenı´, ta se tı´mto prˇeskakova´nı´m mu˚zˇe prˇı´padneˇ snı´zˇit, nikoliv vsˇak pod teo-
reticke´ minimum. Tı´mto dojde k vytvorˇenı´ samotne´ho hamiltonovske´ho cyklu.
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Obra´zek 12: Ilustrace Christofidova algoritmu na grafu K5.
4.2 Heuristicke´ algoritmy
Zde by bylo dobre´ zmı´nit, zˇe pomeˇrneˇ rozsa´hla´ trˇı´da algoritmu˚, ktere´ rˇesˇı´ proble´m
obchodnı´ho cestujı´cı´ho jsou tzv. heuristicke´ algoritmy. Heuristicke´ algoritmy veˇ-
tsˇinou take´ prˇipousˇtı´ urcˇitou mı´ru neprˇesnosti, na u´kor toho jsou vsˇak schopny
rˇesˇit i velice rozsa´hle´ proble´my s pocˇtem vrcholu˚ neˇkolikana´sobneˇ prˇevysˇujı´cı´
na´sˇ proble´m. Heuristicke´ algoritmy nemusı´ pro dva stejne´ vstupy da´vat dva
stejne´ vy´stupy a jejich implementace cˇasto zasahuje mimo teorii grafu˚. Z teˇhto
du˚vodu˚ jsme se rozhodli heuristicke´ algoritmy jako jsou geneticke´ algoritmy nebo
mravencˇı´ kolonie do te´to pra´ce nezahrnout.
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5 Teoreticky´ rozbor
V minule´ kapitole se objevil proble´m nalezenı´ minima´lnı´ kostry v grafu u apro-
ximacˇnı´ch algoritmu˚ rˇesˇı´cı´ proble´m obchodnı´ho cestujı´cı´ho. Uka´zˇeme si tedy po-
stupy jak minima´lnı´ kostru grafu najı´t a zmı´nı´me se take´ o Eulerovske´m grafu a
minima´lnı´m pa´rova´nı´, ktere´ budeme v budoucnu potrˇebovat. Pote´ se du˚kladneˇ
podı´va´me na graf, na ktere´m budeme zadany´ proble´m rˇesˇit.
5.1 Algoritmy pro nalezenı´ mina´lnı´ kostry grafu
Definice minima´lnı´ kostry grafu byla zavedena v kapitole 3 na straneˇ 13. Postup
nalezenı´ minima´lnı´ kostry je cˇasto soucˇa´stı´ rˇesˇenı´ ru˚zny´ch technicky´ch i jiny´ch
rea´lny´ch proble´mu˚ (naprˇı´klad elektrifikace). Nalezenı´ mina´lnı´ kostry rˇesˇı´ neˇkolik
algoritmu˚, prˇedpokla´dejme souvisly´ jednoduchy´ graf G a neza´porne´ ohodnocenı´
hran f .
5.1.1 Kruskalu˚v algoritmus
Algoritmus byl poprve´ publikova´n Josephem B. Kruskalem, zameˇstnancem
Bellovy´ch Laboratorˇı´, v roce 1956 [4]. Kruskalu˚v algoritmus je prˇı´kladem hla-
dove´ho algoritmu. Hrany se procha´zı´ v porˇadı´ od nejnizˇsˇı´ hodnoty po nejvysˇsˇı´
a v prˇı´padeˇ, kdy prˇida´nı´m hrany do rˇesˇenı´ nevznikne v grafu cyklus, se hrana
skutecˇneˇ do rˇesˇenı´ prˇida´.
Kruskalu˚v hladovy´ algoritmus hleda´ minima´lnı´ kostru T na souvisle´m grafu G s
hranovy´m ohodnocenı´m f :
1. Rˇesˇenı´ zacˇı´na´ jako faktor grafu G s pra´zdnou mnozˇinou hran, E(T ) = ∅.
2. Serˇad’ hrany pohle jejih hodnoty, f(e1) ≤ f(e2) ≤ . . . ≤ f(eh).
3. Procha´zej hrany v porˇadı´ podle velikosti. Pokud hrana ei nevytvorˇı´ v grafu
T cyklus, prˇidej hranu ei do mnozˇiny E(T ).
4. Po projitı´ vsˇech hran je rˇesˇenı´ T minima´lnı´ kostrou grafu G.
Ve sve´ pra´ci z roku 1956 Kruskal popisuje variantu k uvedene´mu postupu,
ve ktere´m se z grafu opakovaneˇ odebı´ra´ hrana s nejveˇtsˇı´m ohodnocenı´m, ktera´
jesˇteˇ nezpu˚sobı´, zˇe se graf stane nesouvisly´m. Tı´mto ekvivalentnı´m postupem
mu˚zˇeme take´ vytvorˇit minima´lnı´ kostru grafu.
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Obra´zek 13: Prˇı´klad postupu nalezenı´ minima´lnı´ kostry pomocı´ Kruskalova al-
goritmu [5].
5.1.2 Jarnı´ku˚v algoritmus
Jarnı´ku˚v algoritmus (v zahranicˇı´ zna´my´ jako Primu˚v algoritmus) pro hleda´nı´
mina´lnı´ kostry poprve´ popsal Vojteˇch Jarnı´k roku 1930, pozdeˇji byl neza´visle zno-
vuobjeven roku 1957 Robertem Primem.
Algoritmus zacˇı´na´ s mnozˇinou (komponetou souvislosti) obsahujı´cı´ jediny´
(startovnı´) vrchol. Postupneˇ do komponenty souvislosti prˇida´va´ dalsˇı´ vrcholy,
ktere´ v nı´ jesˇteˇ nejsou zahrnuty tak, zˇe z prˇı´pustny´ch mozˇnostı´ vzˇdy zvolı´ tu,
jenzˇ spojı´ novy´ vrchol s komponentou souvislosti hranou s nejnizˇsˇı´m mozˇny´m
ohodnocenı´m. Algoritmus skoncˇı´ v momenteˇ, kdy komponenta souvislosti obsa-
huje vsˇechny vrcholy.
Jarnı´ku˚v algoritmus hleda´ minima´lnı´ kostru T na souvisle´m grafu G s hranovy´m
ohodnocenı´m f :
1. Nastavı´me rˇesˇenı´ T do pocˇa´tecˇnı´ho stavu, V (T0) = r , E(T0) = ∅, kde r je
libovolneˇ zvoleny´ startovnı´ vrchol.
2. Z mnozˇiny hran W = {pq ∈ E(G) | p ∈ V (Ti−1), q ∈ V (G)\V (Ti−1)} vyber tu
s nejnizˇsˇı´m ohodnocenı´m f({p, q}) a prˇidej ji do rˇesˇenı´, E(Ti) = E(Ti−1) ∪
{p, q}, V (Ti) = V (Ti−1) ∪ {q}.
3. Po (n− 1) krocı´ch ma´me rˇesˇenı´ T = Tn, minima´lnı´ kostru grafu G.
5.2 Minima´lnı´ u´plne´ pa´rova´nı´
Definici minima´lnı´ho u´plne´ho pa´rova´nı´ jsme zavedli v kapitole 3; definice 3.27.
Minima´lnı´ u´plne´ pa´rova´nı´ budeme potrˇebovat v jednom kroku algoritmu hle-
dajı´cı´ optima´lnı´ trasu ve skladu.
Proble´m nalezenı´ minima´lnı´ho u´plne´ho pa´rova´nı´ nepatrˇı´ mezi snadne´ u´koly.
A acˇkoliv je pro komplednı´ grafy do rˇa´du 10, a to bude prakticky bez vyjı´mky
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Obra´zek 14: Prˇı´klad postupu nalezenı´ minima´lnı´ kostry pomocı´ Jarnı´kova algo-
ritmu [5].
na´sˇ prˇı´pad, mozˇne´ rˇesˇit tento proble´m hrubou silou, je dobre´ mı´t v za´loze i so-
fistikovaneˇjsˇı´ algoritmus. Jednı´m z takovy´ch, ktery´ by bylo mozˇne´ pouzˇı´t, je Ed-
mondsu˚v algoritmus, ktery´ zde nebudeme popisovat. Popis algoritmu je mozˇne´
najı´t v cˇla´nku [9] nebo le´pe v cˇla´nku Edmonds’ Minimum Weight Perfect Match-
ing Algorithm [8].
Hrubou silou se v tomto prˇı´padeˇ myslı´ porovnat soucˇty hodnot hran vsˇech
mozˇnostı´ u´plne´ho pa´rova´nı´, ktery´ch v nasˇem prˇı´padeˇ, kdy hleda´me minima´lnı´
u´plne´ pa´rova´nı´ na kompletnı´m grafu sude´ho rˇa´du4, bude
n/2
i=1(2i − 1), kde n
je pocˇet vrcholu˚ minima´lnı´ kostry, ktere´ jsou liche´ho stupneˇ. Pro hodnotu n =
10 dosta´va´me 945 mozˇnostı´, kdy pro kazˇdou mozˇnost je potrˇeba secˇı´st hodnoty
5 hran, cozˇ pru˚meˇrny´ dnesˇnı´ pocˇı´tacˇ zvla´dne za zlomek sekundy. Pro pra´ci se
sowtwarem MATLAB c⃝ je mozˇne´ vyuzˇı´t jizˇ implementovane´ funkce pro nalezenı´
minima´lnı´ho u´plne´ho pa´rova´nı´, obsazˇene´ v toolboxu grTheory [7].
5.3 Eulerovsky´ tah
Definici eulerovske´ho tahu jsme zavedli v kapitole 3; definice 3.15. Eulerovsky´
tah se na´m bude v jedne´ fa´zi algoritmu hledajı´cı´ optima´lnı´ trasu hodit, proto zde
zmı´nı´me postup jak eulerovsky´ tah najı´t. Eulerovske´ grafy jsou grafy, o ktery´ch
mu˚zˇeme rˇı´ct, zˇe je lze nakreslit ”jednı´m tahem”, tı´m myslı´me, zˇe tuzˇku v pru˚beˇhu
kreslenı´ nezvedneme z papı´ru, cozˇ prˇesneˇ odpovı´da´ definici 3.15 uzavrˇene´ho eu-
lerovske´ho sledu. Cesta vysokozdvizˇne´ho vozı´ku po skladu je v urcˇite´m smyslu
taky ”jednı´m tahem”, nebudeme ale hledat eulerovsky´ tah na grafu reprezen-
tujı´cı´ cely´ sklad, ale jen na urcˇite´m podgrafu, obsahujı´cı´ vrcholy reprezentujı´cı´
biny, ktere´ musı´me navsˇtı´vit.
Algoritmus vycha´zı´ z Veˇty 3.2 na straneˇ 11. Oveˇrˇı´me-li, zˇe je graf (multigraf)
sudy´ a souvisly´, vı´me zˇe bude obsahovat eulerovsky´ tah, zby´va´ jen najı´t porˇadı´
hran.
4Graf bude sude´ho rˇa´du jelikozˇ hleda´me minima´lnı´ pa´rova´nı´ jen mezi vrcholy minima´lnı´
kostry, ktere´ jsou liche´ho stupneˇ, a teˇch je podle Veˇty 3.1 sudy´ pocˇet.
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Algoritmus pro hleda´nı´ uzavrˇene´ho eulerovske´ho tahu na zadane´m grafu, mul-
tigrafu G:
1. Oveˇrˇı´me, zˇe je graf G souvisly´, a zˇe je sudy´. Pokud tomu tak nenı´, koncˇı´
algoritmus vy´pisem, zˇe graf uzavrˇeny´ eulerovsky´ tah neobsahuje.
2. Vybereme na´hodneˇ pocˇa´tecˇnı´ vrchol u ∈ V (G).
3. Postupneˇ konstruujeme (u, u)−tah tak, zˇe se prˇesunujeme z aktua´lnı´ho vr-
cholu do libovolne´ho sousednı´ho a hranu, kterou jsme k prˇesunu pouzˇili
spolecˇneˇ s koncovy´m vrcholem ulozˇı´me do tahu. Postupujeme tak dlouho
nezˇ se znovu dostaneme na vrchol u. Tı´m dostaneme uzavrˇeny´ (u, u)−tah.
4. Uzavrˇeny´ (u, u)−tah zkontrolujeme. Postupneˇ procha´zı´me vrcholy v
(u, u)−tahu, a u kazˇde´ho vrcholu x zkontrolujeme zda je incidentnı´ s hra-
nou, ktera´ nepatrˇı´ do (u, u)−tahu. Jestlizˇe ano, pak prˇerusˇı´me kontrolu,
(u, u)−tah ve vrcholu x rozpojı´me a mı´sto vrcholu x vlozˇı´me (x, x)−tah,
ktery´ zkonstruujeme stejneˇ jako jsme konstruovali (u, u)−tah v prˇedchozı´m
kroku. Sousednı´ vrcholy ale vybı´ra´me tak, aby jsme do (x, x)−tahu ukla´dali
jen hrany, ktere´ nejsou soucˇa´stı´ (u, u)−tahu, toto je dı´ky splneˇnı´ podmı´nek z
prvnı´ho kroku vzˇdy mozˇne´. Po vlozˇenı´ (x, x)−tahu pokracˇujeme v kontrole
(u, u)−tahu.
5. Prˇedposlednı´ krok 4 opakujeme do doby, nezˇ kontrola probeˇhne bez nale-
zenı´ vrcholu, ktery´ by byl incidentnı´ s hranou, ktera´ nepatrˇı´ do (u, u)−tahu.
5.4 Teoreticky´ pohled na zadany´ proble´m
Nynı´ vybaveni teoreticky´mi znalostmi a zna´my´mi algoritmy, se mu˚zˇeme podı´vat
na zadany´ proble´m v nove´m sveˇtle a pokusit se ho zformulovat ve tvaru, se
ktery´m se na´m bude snadno manipulovat. V na´sledujı´cı´ch odstavcı´ch budu pou-
zˇı´vat vy´raz ”ulicˇka”, tı´mto budu da´le myslet prostor mezi rega´ly, kde se pohy-
buje vysokozdvizˇny´ vozı´k. Na mapeˇ skladu (obra´zek ??) zobrazene´ na straneˇ
?? v Neverˇejne´ cˇa´sti to odpovı´da´ vodorovny´m mezera´m mezi zˇluty´mi rega´ly.
Pod pojmem ”ulicˇka”budou spadat i rega´ly, ktere´ ji obklopujı´, budeme naprˇı´klad
hovorˇit o binech nebo materia´lu, ktere´ jsou ve stejne´ ”ulicˇce”. Cesty, ktere´ jed-
notlive´ ulicˇky spojujı´, budu nazy´vat spojovacı´ cesty. Da´le nebudeme bra´t v potaz
patra skladu, jelikozˇ je z pohledu nejkratsˇı´ trasy naprosto lhostejne´ ve ktere´m
patrˇe se materia´l k vyzvednutı´ nacha´zı´, vysokozdvizˇny´ vozı´k musı´ zastavit na
stejne´m mı´steˇ prˇi vyzvednutı´ materia´lu z trˇetı´ho i pa´te´ho patra. Vsˇechny patra
tedy sloucˇı´me do jednoho ”prˇı´zemı´”, kde budeme proble´m rˇesˇit. Pokud bude
prˇi vy´sledne´m sestavova´nı´ porˇadı´ binu˚ nutne´ nabrat ru˚zne´ materia´ly ulozˇene´ ve
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skladu v ru˚zny´ch patrech nad sebou, naberou se tyto materia´ly teˇsneˇ po sobeˇ v
porˇadı´ od shora dolu˚, nebo prˇı´padneˇ v takove´m, ktere´ nejvı´ce vyhovuje obsluze
vysokozdvizˇne´ho vozı´ku. Zde nenı´ mozˇne´ nijak systematicky usˇetrˇit cˇas.
Proble´m, tak jak jsme ho uvedli v kapitole 2, je trˇeba prˇeve´st do rˇecˇi teorie
grafu˚, abychom meˇli jednoznacˇneˇ danou strukturu, se kterou budeme pracovat.
Budeme-li hledat graf, ktery´ by situaci skladu dobrˇe interpretoval, prvnı´ co na´s
pravdeˇpodobneˇ napadne, bude reprezentovat kazˇdy´ bin ve skladu vrcholem a
jednotlive´ ulicˇky a spojovacı´ cesty vedoucı´ od jednoho binu k druhe´mu, hranami.
Tı´m zı´ska´me graf, ktery´ celkem vy´stizˇneˇ popisuje dany´ sklad, obra´zek grafu je
uveden v neverˇejne´ kapitole 9 na straneˇ ??. Pokud na neˇm budeme chtı´t dany´
proble´m rˇesˇit, budeme postupovat tak, zˇe si oznacˇı´me vrcholy, ktere´ reprezentujı´
biny s materia´lem k vyzvednutı´. Tyto oznacˇene´ vrcholy potom budou tvorˇit po-
vinne´ zasta´vky obchodnı´ho cestujı´cı´ho, ktery´ bude grafem cestovat. Nevy´hoda
tohoto prˇı´stupu spocˇı´va´ v zmı´neˇne´ slozˇitosti proble´mu obchodnı´ho cestujı´cı´ho
pro graf s velky´m pocˇtem vrcholu˚.
Pokud se ale v objedna´vce vyskytnou pozˇadavky na materia´l, ktery´ je ulozˇen
v binech ve stejne´ ulicˇce blı´zko sebe, nebo se nacha´zı´ naproti, mu˚zˇeme takove´to
biny sloucˇit do jednoho vrcholu s konstatova´nı´m, zˇe se doupousˇtı´me urcˇite´ho
zjednodusˇenı´. Sloucˇenı´m vı´ce binu˚ do jednoho vrcholu zpu˚sobı´me, zˇe vsˇechen
materia´l z objedna´vky nacha´zejı´cı´ se v binech sloucˇeny´ch do jednoho vrcholu
bude nabra´n spolecˇneˇ, v porˇadı´ ktere´ budeme specifikovat da´le. To sebou prˇina´sˇı´
jednu velkou vy´hodu a to, zˇe v ra´mci hleda´nı´ optima´lnı´ho porˇadı´ binu˚ povazˇuju
vsˇechny biny sloucˇene´ do jednoho vrcholu za jeden jediny´, a navsˇtı´vit jaky´koliv
z nich znamena´ navsˇtı´vit vsˇechny. Vyvsta´va´ ota´zka, zda toto zjednodusˇenı´ mu˚zˇe
vne´st do rˇesˇenı´ urcˇitou chybu. Pokud jde o prˇı´pad, kdy se dva biny nacha´zejı´ v
jedne´ ulicˇce naproti sobeˇ, tak jejich sloucˇenı´m se zˇa´dne´ chyby nedopousˇtı´me, vy-
sokozdvizˇny´ vozı´k musı´ v kazˇde´m prˇı´padeˇ prˇijet na stejne´ mı´sto, kde se posle´ze
otocˇı´ doleva cˇi doprava, cozˇ trva´ stejnou dobu. Prˇi zpeˇtne´m sestavova´nı´ porˇadı´
binu˚ tedy nenı´ nutne´ bra´t v potaz, ve ktere´m ze dvou rega´lu˚ ohranicˇujı´cı´ ulicˇku
se materia´l nacha´zı´. Pokud jde o prˇı´pad, kdy se biny nacha´zejı´ v jedne´ ulicˇce
blı´zko sebe, ale uzˇ ne naproti sobeˇ, je situace slozˇiteˇjsˇı´ a zde si jizˇ nemu˚zˇeme by´t
jisti, zˇe se nedopustı´me drobne´ chyby. Vzhledem k tomu, zˇe optima´lnı´ rˇesˇenı´ jisteˇ
nebude obsahovat cestu, kde se budeme vracet na jizˇ navsˇtı´vena´ mı´sta pro ”zapo-
menuty´”materia´l, mu˚zˇeme ocˇeka´vat, zˇe tato prˇı´padna´ chyba bude zanedbatelna´,
a dı´ky vy´sˇe popsane´mu zjednodusˇenı´ na´m vy´razneˇ klesne pocˇet vrcholu˚ v grafu
reprezentujı´cı´ sklad a tı´m i vy´pocˇetnı´ slozˇitost cele´ho proble´mu.
Tuto mozˇnost sjednocenı´ binu˚ do jednoho vrcholu mu˚zˇeme na mapeˇ skladu
prove´st na vı´ce mı´stech s ohledem na rozmı´steˇnı´ binu˚ ve skladu. Vhodny´m prˇı´kla-
dem jsou ulicˇky, ktere´ majı´ pouze jeden vstup, ktery´ je trˇeba pouzˇı´t take´ i pro
opusˇteˇnı´ ulicˇky, jelikozˇ druhy´ konec tvorˇı´ steˇna. V takove´m prˇı´padeˇ mu˚zˇeme
vsˇechny biny z te´to ulicˇky reprezentovat jednı´m vrcholem, a v prˇı´padeˇ, kdy se
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z jake´hokoliv z teˇhto binu˚ nabere materia´l, naberou se prˇi te´to zasta´vce i vsˇechy
materia´ly z ostatnı´ch binu˚ v te´to ulicˇce, jsou-li neˇjake´ obsazˇeny v objedna´vce.
Je zrˇejme´, zˇe do takove´to ulicˇky nenı´ za zˇa´dny´ch okolnostı´ vy´hodne´ vracet se
podruhe´. U ulicˇky se dveˇma vstupy/vy´stupy uzˇ tomu tak sice by´t nemusı´, ale
zahrneme-li do uva´hy mane´vr, ktery´ musı´ obsluha vysokozdvizˇne´ho vozı´ku pro-
ve´st, aby do ulicˇky zatocˇila a na´sledneˇ z nı´ vyjela (prˇi vy´jezdu z ulicˇky je rovneˇzˇ
potrˇeba da´vat pozor, aby nedosˇlo ke kolizi dvou vysokozdvizˇny´ch vozı´ku˚), mu˚-
zˇeme si situaci ulehcˇit tı´m, zˇe i biny z takove´to ulicˇky sjednotı´me do jednoho
vrcholu. Rˇesˇenı´ nalezene´ v zjednodusˇene´m grafu potom sice nemusı´ by´t nej-
lepsˇı´ mozˇne´ co se celkove´ vzda´lenosti ty´cˇe, prˇedpokla´da´me vsˇak, zˇe bude cˇasoveˇ
vy´hodneˇjsˇı´ nebo rovnocene´. Za´sadnı´ vy´hodou tohoto prˇı´stupu ovsˇem je, zˇe vy´-
znamneˇ snı´zˇı´ pocˇet vrcholu˚ v grafu, ktery´m budeme sklad reprezentovat. Tı´m
dojde ke snı´zˇenı´ cˇasove´ na´rocˇnosti algoritmu.
Nynı´ se podı´va´me na kostrukci grafu, ktery´ pro na´s bude prˇedstavovat model
reprezentujı´cı´ sklad. Jelikozˇ tento graf budeme kostruovat v za´vislosti na mapeˇ
skladu, bude tato cˇa´st uvedena v neverˇejne´ kapitole 9.
Vy´sledny´ graf, zobrazen na Obra´zku 15, je vhodny´m zjednodusˇujı´cı´m mo-
delem skladu. Strukturu skladu a pohyb mezi ”biny”jesˇteˇ dobrˇe popisuje podle
skutecˇnosti, ale jen s vyuzˇitı´m minima´lnı´ho pocˇtu vrcholu˚.
Prˇi zpeˇtne´m sestavova´nı´ vy´sledne´ho porˇadı´ binu˚, vyuzˇijeme postupu, ktery´m
jsme sestavovali model skladu. Jelikozˇ kazˇdy´ vrchol v grafu reprezentujı´cı´ sklad
obsahuje vzˇdy pouze biny z jedne´ ulicˇky, ktera´ ma´ jeden prˇı´padneˇ dva vstu-
py/vy´stupy, je vzˇdy jedna z mozˇnostı´ nabrat materia´l zleva doprava (podle cˇı´sla
pozice binu v ulicˇce vzestupneˇ) nebo zprava doleva (podle cˇı´sla pozice binu v
ulicˇce sestupneˇ) optima´lnı´. Vy´beˇr jedne´ z mozˇnostı´ je za´visy´ na umı´steˇnı´ prˇed-
chozı´ho vrcholu v optimalizovane´m porˇadı´. Nacha´zel-li se prˇedchozı´ vrchol na
obra´zku 15 vpravo od aktua´lnı´ho, procha´zı´me biny v sestupne´m porˇadı´, jinak
procha´zı´me biny ve vzestupne´m porˇadı´.
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Obra´zek 15: Zjednodusˇeny´ graf popisujı´cı´ situaci ve skladu. Tento graf budeme
pouzˇı´vat jako model reprezentujı´cı´ sklad.
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6 Optimalizace
Nynı´ si uka´zˇeme algoritmus, pomocı´ ktere´ho budeme cestu ve skladu optima-
lizovat. Zde by bylo vhodne´ zmı´nit, zˇe pro deterministicky´ algoritmus je zcela
za´sadnı´ volba modelu reprezentujı´cı´ sklad, o cˇemzˇ jsme pojedna´vali v podkapi-
tole 5.4. Model musı´ by´t dostatecˇneˇ zjednodusˇujı´cı´ a soucˇasneˇ pokry´t vsˇechny
du˚lezˇite´ aspekty pro hleda´nı´ skutecˇne´, fyzicky existujı´cı´ optima´lnı´ trasy. Teˇmto
krite´riu˚m bude zajiste´ vyhovovat vı´ce modelu˚. My jsme, po pecˇlive´ uva´ze, zvolili
model reprezentujı´cı´ sklad grafem na obra´zku 15.
V te´to kapitole nejdrˇı´ve popı´sˇeme vlastnı´ fungujı´cı´ program s konkre´tnı´mi
na´vrhy na rˇesˇenı´ neˇktery´ch proble´mu˚. Pote´ si prˇiblı´zˇı´me algoritmus v obecne´
podobeˇ tak, aby mohl by´t implementova´m v jake´mkoliv programovacı´m jazyce.
Prˇi implementaci algoritmu jsme vycha´zeli z mysˇlenky Christofidova algoritmu,
popsane´m v podkapitole 4.1.2, a prˇizpu˚sobili jsme ho nasˇı´ konkre´tnı´ situaci.
6.1 Implementace Algoritmu
Pro vlastnı´ potrˇebu autora diplomove´ pra´ce vznikal postupneˇ program rˇesˇı´cı´
optimalizaci cesty v konkre´tnı´m modelu skladu na rea´lny´ch datech zaslany´ch
firmou Mo¨lnlycke Health Care. Uka´zka vstupnı´ch dat je prˇilozˇena v kapitole
9 na straneˇ ??. Vstupnı´ data osahovala neˇkolik objedna´vek, kazˇda´ sesta´vajı´cı´ z
neˇkolika komponent, ktery´m bylo prˇirˇazeno cˇı´slo binu, kde se majı´ vyzvednout.
Vstupnı´ hodnoty tedy reprezentovaly body na mapeˇ skladu. Ocˇeka´vany´ vy´stup
potom meˇl obsahovat serˇazenı´ binu˚ pode´l nejkratsˇı´ cesty pro kazˇdou objedna´vku.
Prˇı´klad vy´stupnı´ch dat je rovneˇzˇ v kapitole 9.
Program byl implementova´n v softwaru MATLAB c⃝s pouzˇitı´m balı´ku˚ Mat-
graph [6] a grTheory [7] pro pra´ci s grafy a grafovy´mi algoritmy. Tento software
byl vybra´n z du˚vodu, zˇe jizˇ s nı´m byl autor pra´ce drˇı´ve sezna´men, algoritmus
samotny´ je mozˇne´ implementovat v libovolne´m programovacı´m jazyce.
Nejdrˇı´ve bylo potrˇeba vytvorˇit graf G (obra´zek 15 na straneˇ 26), onen zminˇo-
vany´ model skladu, se ktery´m budeme da´le pracovat,
g=graph;
%mrizka 22x6 (cesta krat cesta)
grid(g,22,6) ;
%odstranime hrany a vrcholy ktere do grafu nepatri
a=[67,89,111];
b=5:22;
c=27:44;
d=53:66;
r=[a,b,c,d ]’;
28
delete(g,r ) ;
o1=38:57;
o2=39:58;
O=[o1’,o2 ’];
delete(g,O);
p1=5:7;
p2=6:8;
P=[p1’,p2 ’];
delete(g,P);
L=[11,18;12,19;14,21;15,22];
delete(g,L);
Vy´pis 1: vytvorˇı´ graf uvedeny´ na obra´zku 16.
Obra´zek 16: Graf reprezentujı´cı´ sklad (vykreslen v MATLABu).
a sestavit matici D de´lek najkratsˇı´ cesty,
Di,j = ρ(i, j),
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kde ρ je metrika zavedena´ v definici 4.1 resp. 4.2 na straneˇ 17. Ulozˇit si matici
D je vy´hodne´ i prˇes to, zˇe obsahuje |(V (G))|2 prvku˚. V algoritmu budeme cˇasto
potrˇebovat zjistit vzda´lenost dvou vrcholu˚ a v takove´m prˇı´padeˇ bude stacˇit vy-
brat prˇı´slusˇny´ prvek z matice D.
D=dist(g);
Vy´pis 2: vytvorˇı´ matici D.
Nacˇteme data zaslana´ firmou Mo¨lnlycke Health Care, resp. pouze tu cˇa´st dat
kterou budeme pro na´sˇ algoritmus potrˇebovat. Jedna´ se o trˇi sloupce ze sou-
boru.xls obsahujı´cı´ cˇı´slo objedna´vky, porˇadı´ polozˇky v ra´mci objedna´vky a umı´-
steˇnı´ polozˇky ve skladu uvedenı´m binu. Na obra´zku ?? v neverˇejne´ cˇa´sti – kapi-
tola 9 jsou prˇı´slusˇne´ sloupce oznacˇeny barevneˇ.
[L1,L2,L3]=nactip(’VstupniData.txt ’ ) ;
Vstupnı´ data se nacˇı´tajı´ z textove´ho souboru, do ktere´ho jseme si drˇı´ve ulozˇili
zmı´neˇne´ trˇi sloupce dat. Kazˇdy´ ze sloupcu˚ si ulozˇı´me jako vektor cˇı´sel, resp.
znaku˚.
function[objednavka,poradi,bin] = nactip( pickinglist )
% funkce nacte picking list
fid = fopen( pickinglist ) ;
mydata = textscan(fid, ’%n %n %s’);
fclose(fid ) ;
objednavka=mydata{1};
poradi=mydata{2};
bin=mydata{3};
Vy´pis 3: funkce pro nacˇtenı´ dat.
Nynı´ nacˇtena´ data projdeme, oddeˇlı´me od sebe jednotlive´ objedna´vky, a pro
kazˇdou objedna´vku pote´ provedeme optimalizaci porˇadı´ uvedeny´ch binu˚. My
jsme pouzˇili na´sledujı´cı´ jednoduchy´ postup u ktere´ho jsme navı´c kontrolovali
zda se nejedna´ o poslednı´ polozˇku seznamu.
%seznam vrcholu grafu g, ktere musime projit v ramci jedne objednavky
u=[];
%seznam binu v ramci jedne objednavky
ubin={};
%pocet polozek v nactenem seznamu
delkapickinglistu =length(L1);
%ukazatel v ramci objednavky
cislo polozky=1;
for ukazatel=1:delkapickinglistu
if ukazatel == delkapickinglistu
%vypise se vse co zbyva
%podobny postup jako v casti else s jednim volanim optimalizace zapis navic.
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else
if L2(ukazatel)==cislo polozky
%do objednavky se vlozi dalsi polozka
polozka=L3(ukazatel);
u(cislo polozky)=bin(polozka{1});
ubin(cislo polozky)=L3(ukazatel);
%cislo polozky se zvysi o 1
cislo polozky=cislo polozky+1;
else
%ulozi cislo zkompletovane objednavky
obj=L1(ukazatel−1);
% zavola cast programu pro optimalizaci a zapis do souboru
optimalizace zapis
% vzmaze stavajici hodnoty, priprava pro novou objednavku
u=[];
ubin={};
ret=L3(ukazatel);
% vlozi prvni polozku do nove objednavky
u(1)=bin(ret{1});
ubin(1)=L3(ukazatel);
%nastavi ukazatelatel na druhou polozku
cislo polozky=2;
end
end
end
Vy´pis 4: procha´zenı´ nacˇteny´ch dat.
Prˇi procha´zenı´ dat jsme pro kazˇdou objedna´vku vytvorˇili seznam vrcholu˚
u, jehozˇ prvky odpovı´dajı´ vrcholu˚m, ktere´ je prˇi kompleteci objedna´vky trˇeba
navsˇtı´vit, jelikozˇ jeden nebo vı´ce binu˚, ktere´ tento vrchol reprezentuje, obsahujı´
polozˇku z objedna´vky. Seznam vrcholu˚ u obsahuje cˇı´sla, pomocı´ ktery´ch je mozˇno
jednoznacˇneˇ identifikovat vrchol z grafu G pomocı´ obra´zku 16 (v algoritmu se k
vrcholu prˇistupuje prˇı´mo prˇes cˇı´slo, pod ktery´m je ve strukturˇe grafu ulozˇen).
Prˇi nacˇtenı´ a na´sledne´m rozdeˇlenı´ dat jsem meˇli k dispozici pouze seznam
binu˚, tak jak na´m ho poskytla firma Mo¨lnlycke Health Care, viz obra´zek ?? v
neverˇejne´ cˇa´sti na straneˇ ??. Uka´zˇeme si, jak jsme v algoritmu vyrˇesˇili cˇa´st, kterou
jsme popsali v podkapitole 5.4, kdy pod jeden vrchol v na´mi zvolene´ modelove´
situaci spada´ vı´ce binu˚. Pro tento u´cˇel je potrˇeba sestavit urcˇity´ prˇekladacˇ, ktery´
zadane´mu binu bude schopen prˇirˇadit vrchol (cˇı´slo vrcholu), ktery´ tento bin v
nasˇem modelu reprezentuje. Proble´m zpeˇtne´ho prˇekladu pak jizˇ nenı´ trˇeba rˇesˇit,
nebot’ pra´veˇ rozdeˇlenı´ binu˚ do jednotlivy´ch vrcholu˚ bylo konstruova´no tak, aby
v ra´mci jednoho vrcholu bylo mozˇne´ serˇadit biny jen podle jejich usporˇa´da´nı´ v
ulicˇce. Prˇekladacˇ v tuto chvı´li prˇekla´da´ jen biny, ktere´ jsou zada´ny ve forma´tu
sklad ulicˇka – patro – pozice v ulicˇce. V pickinglistu se vyskytujı´ i biny v jine´m
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forma´tu (zbytkove´ zbozˇı´), ty ale bez prˇesne´ znalosti mı´sta ulozˇenı´, ktere´ v tuto
chvı´li nema´me k dispozici, nemohou by´t do optimalizace zarˇazeny.
function[n] = bin(s)
%funkce vraci cislo vrcholu reprezentujici zadany bin s
% vstup −− s retezec znaku
% vystup −− n cislo vrcholu
Vy´pis 5: funkce prˇirˇadı´ binu vrchol grafu G. (funkcˇnı´ verze funkce je uvedena na
konci neverˇejne´ cˇa´sti pra´ce)
V tuto chvı´li ma´me prˇipraveny´ jak graf G, matici D obsahujı´cı´ vzda´lenosti
jednotlivy´ch vrcholu˚ grafu G tak i seznam vrcholu˚, ktere´ potrˇebujeme navsˇtı´vit.
Nejdrˇı´ve si uka´zˇeme cˇa´st programu, ktera´ zapisuje vy´sledek do vy´stupnı´ho sou-
boru, pote´ prˇejdeme k nejdu˚lezˇiteˇjsˇı´ cˇa´sti optimalizace, kterou tato cˇa´st vola´.
Na´sledujı´cı´ cˇa´st zdrojove´ho ko´du zapisuje optima´lneˇ serˇazene´ biny z jednot-
livy´ch objedna´vek do souboru ”output2.txt”. Pro kazˇdou objedna´vku vytiskne
jejı´ cˇı´slo a v prˇı´padeˇ, zˇe je pocˇet vrcholu˚ k optimalizaci5 alesponˇ 3 (1 nebo 2 vr-
choly nenı´ trˇeba optimalizovat, jake´koliv ”porˇadı´ je optima´lnı´”) zavola´ funkci,
ktera´ nalezne optima´lnı´ porˇadı´ vrcholu˚, podle ktere´ho se potom vypı´sˇou biny do
vy´stupnı´ho souboru.
%Otevre soubor pro zapis
file 2 = fopen(’output2.txt ’ , ’a’ ) ;
%Vytiskne cislo aktualni objednavky
fprintf ( file 2 , ’−−−−−−−−−−−OBJEDNAVKA %d −−−−−−−−−−\n’,obj);
%Vytiskne biny z objednavky
for i=1:length(ubin)
fprintf ( file 2 , ’o %s \n’,ubin{i});
end
%Vytiskne vstupni vektor s vrcholy ktere se maji navstivit
for j=1:length(u)
fprintf ( file 2 , ’ %d ’,u(j ) ) ;
end
%Ulozi puvodni poradi vrcholu
uu=u;
vysledneporadi=[];
%Seradi vrcholy podle prirazenych cisel, odstrani duplicity a pripadne
%hodnoty 0.
u=unique(u);
if u(1)==0
u=u(2:length(u));
end
%Overeni vstupnich podminek
%Pokud mame na vstupu 1 nebo 2 vrcholy, jsou uz optimalne serazene.
if length(u)<3
5Ve skutecˇnosti by stacˇilo optimalizovat porˇadı´ 4 a vı´ce vrcholu˚.
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fprintf ( file 2 , ’NIZKY−POCET−VRCHOLU \n’);
fprintf ( file 2 , ’vysledne poradi vrcholu je:\n’) ;
fprintf ( file 2 , ’ −− %d’,u);
vysledneporadi=u;
%Jinak se zavola funkce pro optimalizaci
else
%zavola funkci ktera najde optimalni poradi vrcholu
%vstup funkce je graf g, matice vzdalenosti D a vektor vrcholu u.
[poradi,delka,cas] = optimalizace(g,D,u);
fprintf ( file 2 , ’ooo−−−−−−DIPLOMOVA−PRACE−−−−−−−ooo\n’);
fprintf ( file 2 , ’vysledne poradi vrcholu je: \n’) ;
fprintf ( file 2 , ’ −− %d’,poradi);
fprintf ( file 2 , ’delka je: %d \n’,delka);
fprintf ( file 2 , ’cas nalezeni: %d \n’,cas);
vysledneporadi=poradi;
% pokud je vrcholu mene nez 8 (jinak by jsme cekali prilis dlouho)
% muzeme nasi funkci porovnat s funkci TSP pro nalezeni cesty
% obchodniho cestujiciho, ktera je implementovana v toolboxu grTheory
if length(u)<8;
[TSPporadi,TSPdelka,TSPcas] = najdi tsp(D,u);
fprintf ( file 2 , ’o−−−−−−−−−TSP−MATLAB−−−−−−−−−o\n’);
fprintf ( file 2 , ’vysledne poradi TSP je: \n’);
fprintf ( file 2 , ’ −− %d’,TSPporadi);
fprintf ( file 2 , ’delka TSP je: %3.1f \n’,TSPdelka);
fprintf ( file 2 , ’cas nalezeni TSP: %d \n’,TSPcas);
%a pokud by se vysledne delky tras odlisovaly, upozornime na to.
if ( int32(mdelka)) ˜= ( int32(TSPdelka))
fprintf ( file 2 , ’POZOR−DELKY JSOU RUZNE \n’);
end
end
end
%Nyni zname poradi vrcholu a potrebujeme jeste vysledne poradi binu.
count=1;
listbin ={};
%Seradime je podle poradi vrcholu a jeste v ramci ulicky ,
%posledni dve cisla binu udavaji jeho pozici v ulicce .
for i=1:length(vysledneporadi)
sprvni={};
bprvni =[];
pozicevrcholu=find(uu==vysledneporadi(i));
for j=1:length(pozicevrcholu)
sprvni{ j}=ubin{pozicevrcholu(j)};
end
for jj =1:length(pozicevrcholu)
a bin=sprvni{ jj };
bprvni(k)=((10∗(str2double(a bin(7)) ) )+(str2double(a bin(8)) ) ) ;
end
[A,X]=sort(bprvni);
for jjj =1:length(pozicevrcholu)
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listbin {count}=sprvni{X(jjj )};
count=count+1;
end
end
% vypiseme vysledne poradi binu.
fprintf ( file 2 , ’Vysledne poradi binu je: \n’);
for i=1:length( listbin )
fprintf ( file 2 , ’x %s \n’, listbin { i}) ;
end
fclose( file 2 ) ;
Vy´pis 6: vytiskne pozˇadovany´ vy´sledek optimalizace do souboru
Uvedena´ cˇa´st 6 zdrojove´ho ko´du v jedne´ fa´zi vola´ funkci najdi_tsp, ktera´
prˇipravı´ vstupnı´ parametry pro funkci TSP a tu pote´ zavola´. Funkce TSP, o ktere´
jsme zde jizˇ mluvili, je implementova´na v toolboxu grTheory a pouzˇı´vali jsme ji
k porovna´nı´ vy´sledku˚ s nasˇim algoritmem. Funkce najdi_tsp byla vola´na jen
v prˇı´padeˇ, zˇe byl pocˇet vrcholu˚ ktere´ je trˇeba projı´t, mensˇı´ nezˇ 8, jinak by se na
vy´sledek te´to funkce cˇekalo pro kazˇdou objedna´vku i neˇkolik minut.
function [pTS,fmin]=TravSalePro(C)
% Function [pTS,fmin]=grTravSale(C) solve the nonsymmetrical
% traveling salesman problem.
% Input parameter:
% C(n,n) − matrix of distances between cities,
% maybe, nonsymmetrical;
% n − number of cities.
% Output parameters:
% pTS(n) − the order of cities ;
% fmin − length of way.
% Uses the reduction to integer LP−problem:
% Look: Miller C.E., Tucker A. W., Zemlin R. A.
% Integer Programming Formulation of Traveling Salesman Problems.
% J.ACM, 1960, Vol.7, p. 326−329.
% Author: Sergii Iglin
% e−mail: siglin@yandex.ru
% personal page: http :// iglin .exponenta.ru
Vy´pis 7: komenta´rˇ k funkci TSP
Nynı´ se uzˇ konecˇneˇ podı´va´me na samotnou funkci optimalizace, ktera´
zadany´ proble´m rˇesˇı´ a hleda´ optima´lnı´ porˇadı´ vrcholu˚ zadany´ch ve vektoru u.
Funkce optimalizace pozˇaduje jako vstupnı´ hodnoty graf G, reprezentujı´cı´
model skladu, matici D, s de´lkou nejkretsˇı´ (i, j)-cesty v grafu G ulozˇenou v
i-te´m sloupci a j-te´m rˇa´dku a seznam vrcholu˚ ktere´ je trˇeba navsˇtı´vit. Vy´stupnı´
hodnoty jsou potom optima´lnı´ porˇadı´ vrcholu˚, celkova´ de´lka trasy a doba beˇhu
algoritmu. Funkce optimalizace pouzˇı´va´ funkce implementovane´ v toolboxu
grTheory
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grMinSpanTree() funkce pro nalezenı´ minima´lnı´ kostry. Algoritmy pro nalezenı´
minima´lnı´ kostry jsme diskutovali v podkapitole 5.1
grMaxMatch() funkce pro nalezenı´ maxima´lnı´ho pa´rova´nı´. Minima´lnı´ pa´rova´nı´
mu˚zˇeme zı´skat pomocı´ pa´rova´nı´ maxima´lnı´ho, pokud od pevneˇ zvolene´
konstanty odecˇteme hodnotu hran. Proble´m minima´lnı´ho pa´rova´nı´ jsme
diskutovali v podkapitole 5.2
euler trail() funkce pro nalezenı´ eulerovske´ho tahu. Eulerovsky´ tah jsme pro-
brali v podkapitole 5.1
function[u poradi,delka,cas] = optimalizace(g,D,u)
%−−−−−−−−vystupy
%poradi=vysledne poradi vrcholu.
%delka= celkova delka trasy.
%cas=doba trvani algoritmu.
%−−−−−−−−vstupy
%g−graf g, sklad.
%D−matice vydalenosti.
%u−vektor obsahujici cisla vrcholu, ktere se maji navstivit .
%zacneme merit cas
tic ;
l=length(u);
%vytvori matici E, ktera reprezentuje hrany kompletniho grafu na
%vrcholech z vektoru u.
%Kaydy radek matice E reprezentuje jednu hranu.
%V prvnich dvou sloupcich jsou ulozeny koncove vrcholy hrany ve tretim
%sloupci je potom delka teto hrany odpovidajici delce cesty ve skladu.
E=zeros((l∗(l−1)/2),3) ;
c=1;
for i =1:( l−1)
for j=(1+i) : l
E(c,1)=u(i ) ;
E(c,2)=u(j ) ;
E(c,3)=D(u(i) ,u( j ) ) ;
c=c+1;
end
end
%Najde minimalni kostru k kompletniho grafu na vrcholech u, s ohodnocenymi
%hramami podle matice E.
%Volame metodu z toolboxu grTheory, ktera najde minimalni kostru grafu, viz
%Kruskaluv algoritmus v kapitole 5.1.1
t=grMinSpanTree(E);
k=graph;
copy(k,g);
label (k) ;
clear edges(k)
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for q=1:(length(t))
fp=find path(g,E(t(q),1) ,E(t(q),2) ) ;
for z=1:(length(fp)−1)
add(k,fp(z) , fp(z+1));
end
end
%ulozi delku souctu hran v minimalni kostre k.
mdel1=ne(k);
%score grafu (minimalni kostry) k.
stup=deg(k);
%najdeme vrcholy licheho stupne.
liche =[];
cc=1;
for i =1:(length(stup))
if mod(stup(i),2)==1
liche (cc)=str2double(get label(k, i ) ) ;
cc=cc+1;
end
end
%Nyni budeme hledat minimalni uplne parovani na mnozine vrcholu L minimalni
%kostry k, ktere jsou licheho stupne(tech bude sudy pocet).
%Matice F reprezentuje hrany kompletniho grafu na vrcholech L.
%V prvnich dvou sloupcich jsou ulozeny koncove vrcholy hrany ve tretim
%sloupci je potom delka teto hrany odpovidajici delce cesty ve skladu.
lll =length(liche);
F=zeros(( lll ∗( lll −1)/2),3) ;
ccc=1;
for i =1:( lll −1)
for j=(1+i) : lll
F(ccc,1)=liche( i ) ;
F(ccc,2)=liche( j ) ;
F(ccc,3)=D(liche( i ) , liche ( j ) ) ;
ccc=ccc+1;
end
end
%Jelikoz budeme volat funkci pro nalezeni maximalniho parovani, ale my
%potrebujeme parovani minimalni, odecteme stavajici hodnotu hran v matici F
%od konstanty, my zvolime konstantu 30, a nasledne ziskane hrany parovani
%budou tvorit minimalni parovani.
fv=(size(F)) ;
for s=1:(fv (1) )
F(s,3)=30−F(s,3);
end
%Volame metodu z toolboxu grTheory, ktera najde minimalni parovani.
M=grMaxMatch(F);
%ulozime hrany minimalniho parovani a secteme jejich delku, nezapomeneme ze
%jsme predtim odecitali skutecnou hodnotu hran od konstanty 30.
m=graph;
copy(m,g);
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label (m);
clear edges(m)
mdel2=0;
for p=1:(length(M))
add(m,F(M(p),1),F(M(p),2));
mdel2=mdel2+(30−(F(M(p),3)));
end
%Vytvorime multigraf spojenim minimalni kostry k a minimalniho parovani m.
eg=graph;
copy(eg,k)
union(eg,k,m);
%Vznikly multigraf je sudy, nalezneme Eulerovsky tah.
%Volame metodu z toolboxu grTheory, ktera najde Eulerovsky tah.
Eporadi= euler trail (eg);
%ziskame poradi hran, pomoci koncovych vrcholu techto hran dostaneme poradi
%vrcholu v Eulerovskem tahu.
poradi=Eporadi(:,1);
%Nyni z poradi vrcholu odstranime ty vrcholy ktere nas nezajimaji,
%to jsou ty ktere nebyly obsazeny ve vstupu u.
u poradi =[];
f=1;
for i =1:(length(poradi))
for j =1:(length(u))
if poradi( i )==ut(j )
u poradi( f )=mporadi(i);
f=f+1;
u( j )=0;
end
end
end
%secteme delku minimalni kostry a minimalniho parovani.
delka=mdel1+mdel2;
%ulozime jak dlouho algoritmus bezel.
cas=toc;
Vy´pis 8: funkce vra´tı´ optima´lnı´ porˇadı´ vrcholu˚ a celkovou de´lku trasy.
Vy´sˇe popsany´ program jsem otestoval na vstupnı´ch datech, ktera´ zaslala firma
Mo¨lnlycke Health Care. Vstupnı´ data obsahovala 121 objednavek a na pocˇı´tacˇi s
procesorem Intel Core i5 3, 2GHz a 4GB RAM trval prˇiblirˇneˇ 9 sekund. Ve vsˇech
prˇı´padech, kdy se vy´sledek porovna´val s vy´sledkem funkce TSP z toolboxu grThe-
ory, byly de´lky navrhovany´ch tras obou algoritmu˚ stejne´.
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6.1.1 Mozˇna´ vylepsˇenı´
V neˇktery´ch prˇı´padech, nastane situace, kdy algoritmus najde takove´ rˇesˇenı´, ktere´
se lidske´mu vnı´ma´nı´ nezda´ prˇı´lisˇ vhodne´.
Obra´zek 17: Prˇı´klad diskutabilnı´ho rˇesˇenı´ s nalezeny´m porˇadı´m
8, 13, 50, 52, 48, 41.
A k tomuto rˇesˇenı´ cˇasto existuje jine´, ktere´ je stejneˇ dlouhe´ jako pu˚vodnı´,
ale pro cˇloveˇka uzˇ nenı´ tolik ”kontroverznı´”. Rˇesˇenı´ nalezene´ na obra´zku 17 s
porˇadı´m vrcholu˚ 8, 13, 50, 52, 48, 41 je sice v sı´ti pravou´hly´ch ulicˇek spra´vneˇ, je ale
trochu neprˇı´jemne´, zˇe z trojice vrcholu˚ 48, 50, 52 nejdrˇı´ve jdeme do prostrˇednı´ho
vrcholu 50 potom do vrcholu 52 a potom se ”vracı´me”do vrcholu 48. Mnohem
prˇirozeneˇjsˇı´ by bylo navsˇtı´vit je poporˇadeˇ 48, 50, 52 nebo prˇı´padneˇ v porˇadı´ obra´-
cene´m. Na tomto mı´steˇ vsˇak poznamenejme, zˇe celkova´ de´lka cesty bude ve
vsˇech teˇhto prˇı´padech stejna´. Tento drobny´ proble´m nasta´va´ ve chvı´li, kdy al-
goritmus hleda´ minima´lnı´ pa´rova´nı´, ktere´ mnohdy nenı´ jednoznacˇne urcˇeno. V
te´to chvı´li bychom chteˇli donutit algoritmus aby uprˇednostnoval neˇktera´ rˇesˇenı´
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prˇed jiny´mi. Konkre´tneˇ bychom chteˇli, aby se v minima´lnı´m pa´rova´nı´ nevysky-
tovaly prˇı´lisˇ dlouhe´ hrany, ktere´ dovolujı´ urcˇite´ u´seky, do ktery´ch je potom nutne´
se ”vracet”, prˇeskocˇit. Toho mu˚zˇeme dosa´hnout tak, zˇe k extre´mneˇ dlouhy´m
hrana´m prˇicˇteme neˇjakou konstantu, ktera´ bude vysˇsˇı´ nezˇ konstanta prˇicˇtena´ k
hrana´m kratsˇı´m. Celkova´ hodnota konstanty by ale meˇla by´t nizˇsˇı´ nezˇ je nejratsˇı´
mozˇna´ de´lka hrany, tedy 1, abychom nemuseli hlı´dat, zda jde skutecˇneˇ jesˇteˇ o
minima´lnı´ pa´rova´nı´. Zde se nabı´zı´ prˇicˇı´st druhou mocnimu de´lky hrany (nejdelsˇı´
hrana ma´ de´lku 27.) vydeˇlenou 1000. V takove´m prˇı´padeˇ budou zachova´ny vy´sˇe
popsane´ pozˇadavky a algoritmus do minima´lnı´ho pa´rova´nı´ nevybere extre´mneˇ
dlouhe´ hrany.
Po te´to u´praveˇ na´m da´ program na´sledujı´cı´ rˇesˇenı´, ktere´ uzˇ je ”pocitoveˇ”prˇija-
telne´.
Obra´zek 18: Nalezene´ rˇesˇenı´ po u´praveˇ 8, 13, 52, 50, 48, 41.
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6.2 Algoritmus
Nynı´ uvedeme v obecne´ podobeˇ algoritmus, ktery´ najde optima´lnı´ porˇadı´ za-
dany´ch vrcholu˚ u, ktere´ reprezentujı´ bin, nebo vı´ce binu˚ z objedna´vky. Algorit-
mus pracuje s modelem skladu (obra´zek 15), ktery´ jsme odvodili v kapitole 5.4.
Model skladu je steˇzˇejnı´ bod optimalizace, a kdyby byl navrzˇen jinak, nemusel
by da´le popsany´ algoritmus korektneˇ fungovat.
Algoritmus
1. Algoritmus ma´ dva vstupnı´ parametry: graf G, prˇedstavujı´cı´ model skladu
a mnozˇinu vrcholu u, cozˇ jsou vrcholy, ktere´ v modelu reprezentujı´ biny ze
ktery´ch je potrˇeba nabrat materia´l pro objedna´vku, u ∈ V (G).
2. Sestavı´me matici D de´lek kejkratsˇı´ch cest mezi vrcholy i, j ∈ V (G).
Di,j = nejkratsˇı´ (i, j)-cesta v grafu G.
3. Vygenerujeme kompletnı´ graf Ku na u vrcholech a kazˇdou hranu tohoto
grafu ohodnotı´me f({i, j}) = Di,j, ∀{i, j} ∈ E(Ku) ( prˇirˇadı´me hodnotu
de´lky nejkratsˇı´ (i, j)-cesty v grafu G).
4. V grafu Ku nalezneme minima´lnı´ kostru za pouzˇitı´ Kruskalova algoritmu,
viz kapitola 5.1.
5. V grafu G nalezneme strom T , odpovı´dajı´cı´ minima´lnı´ kostrˇe grafu Ku.
Hrany minima´lnı´ kostry prˇevedeme na jim odpovı´dajı´cı´ cesty v grafu G.
Mnozˇina hran E(T ) bude obsahovat sjednocenı´ hrany, ktere´ jsou soucˇa´stı´
teˇhto cest (duplicitnı´ hrany budou zahrnuty pouze jednou, nebude se jed-
nat o multigraf).
6. Vrcholy liche´ho stupneˇ grafu T oznacˇı´me W , W ⊆ V (G). Poznamenejme,
zˇe podle principu sudosti bude teˇhto vrcholu˚ sudy´ pocˇet |W | ≡ 0 (mod 2).
7. Vygenerujeme kompletnı´ graf KW na W vrcholech a kazˇdou hranu tohoto
grafu ohodnotı´me f({i, j}) = Di,j, ∀{i, j} ∈ E(KW ). ( prˇirˇadı´me hodnotu
de´lky nejkratsˇı´ (i, j)-cesty v grafu G)
8. Nalezneme minima´lnı´ u´plne´ pa´rova´nı´ M vrcholu˚ W na grafu KW .
9. Sjednocenı´m hran E(T ) a M dostaneme sudy´ multigaf H , ktery´ bude sou-
visly´.
10. Najdeme uzavrˇeny´ Eulerovsky´ tah E .
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11. Vrcholy u serˇadı´me podle jejich vy´skytu v Eulerovske´m tahu E , pokud se
vrchol v tahu nacha´zı´ vı´cekra´t6, ponecha´me pouze jeho prvnı´ vy´skyt.
Tı´m zı´ska´me vy´sledne´ porˇadı´ vrcholu˚. Vy´sledne´ porˇadı´ binu˚ potom zı´ska´me
postupem, kdy procha´zı´me vrcholy v nalezene´m vysledne´m porˇadı´ a u kazˇde´ho
vrcholu vypı´sˇeme vsˇechny biny, ktere´ dany´ vrchol pro danou objedna´vku re-
prezentujı´. Rozdeˇlenı´ binu˚ do vrcholu˚ jsme prˇi tom konstruovali u´myslneˇ tak
sˇikovneˇ, zˇe pokud je prˇedchozı´ vrchol ohodnocen nizˇsˇı´m cˇı´slem vypisujeme biny
podle pozice v ulicˇce vzestupneˇ, pokud je prˇedchozı´ vrchol ohodnocen vysˇsˇı´m
cˇı´slem vypisujeme biny podle pozice v ulicˇce sestupneˇ. Ohodnocenı´ vrcholu˚ lze
nale´zt na obra´zku 16 na straneˇ 28. Toto ma´ navı´c vy´znam jen pro vrcholy
5, 6, 7, 8, 10, 13, 16, 17, 20, 23 a vrcholy 38 azˇ 58 kde jsou biny umı´steˇne´ v ulicˇce
do ktere´ je mozˇno vjet z obou stran. U vsˇech ostatnı´ch vrcholu˚ toto nehraje roli,
jelikozˇ ve slepe´ ulicˇce je vzˇdy potrˇeba dojet azˇ pro materia´l, ktery´ je od vjezdu
do ulicˇky nejvzda´leneˇjsˇı´, a po cesteˇ zpeˇt (nebo po cesteˇ tam) nabrat postupneˇ
materia´l zby´vajı´cı´.
6Tato situace mu˚zˇe teoreticky nastat, naprˇı´klad mezi skladem B a C jsou pouze trˇi pru˚chody a
je mozˇne´, zˇe nejvy´hodneˇjsˇı´ bude pouzˇı´t jeden z nich dvakra´t.
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7 Za´veˇr
Tato diplomova´ pra´ce rˇesˇı´ proble´m optimalizace trasy pro vyzvednutı´ jednot-
livy´ch polozˇek ve skladu, zadany´ firmou Mo¨lnlycke Health Care. Pro zpracova´nı´
diplomove´ pra´ce poskytl zadavatel informace, ktere´ povazˇuje za du˚veˇrne´ (naprˇ.
mapa skladu) a neprˇeje si jejich zverˇejneˇnı´. Z tohoto du˚vodu je diplomova´ pra´ce
rozdeˇlena na cˇa´st verˇejnou a neverˇejnou. Diplomova´ pra´ce je koncipova´na tak,
aby prˇı´padny´ cˇtena´rˇ byl schopen pochopit na´mi zvoleny´ prˇı´stup k proble´mu a
jeho rˇesˇenı´ i bez prˇı´stupu k neverˇejne´ cˇa´sti pra´ce.
V pra´ci jsme zadany´ proble´m pecˇliveˇ zformulovali a popsali jsme situaci ve
skladu. Samostatnou kapitolu 3 jsme veˇnovali pojmu˚m a definicı´m z teorie grafu˚,
ktere´ jsme v pru˚beˇhu cele´ pra´ce pouzˇı´vali a ktere´ byly potrˇeba prˇi formulova´nı´
teoreticke´ho prˇı´stupu k proble´mu. Navrhli jsme urcˇita´ zobecneˇnı´ a zjednodusˇili
jsme teoreticky´ model zadane´ho prakticke´ho proble´mu tak, aby obsahoval pouze
informace majı´cı´ vliv na nalezenı´ nejkratsˇı´ trasy. Informace, ktere´ meˇli zˇa´dny´,
nebo zanedbatelny´ vliv na hledany´ vy´sledek, nebyly do modelu zahrnuty. Syste´m,
jaky´m byl model reprezentujı´cı´ sklad sestaven, ma´ za´sadnı´ vy´znam prˇi optima-
lizaci a tvorˇı´ vy´znamnou cˇa´st diplomove´ pra´ce. Da´le jsme si prˇedstavili proble´m
obchodnı´ho cestujı´cı´ho a aproximacˇnı´ algoritmy, ktere´ ho rˇesˇı´. Nakonec jsme po-
psali algoritmus pro rˇesˇenı´ zadane´ho proble´mu a s pouzˇitı´m cˇa´stı´ zdrojove´ho
ko´du aplikace, psane´ v jazyce MATLAB c⃝, popsali postup jeho implementace.
Aplikace v jazyce MATLAB c⃝, ktera´ pro zadanou objedna´vku najde optima´lnı´
porˇadı´ binu˚, nenı´ soucˇa´stı´ te´to pra´ce s ohledem na skutecˇnost, zˇe firma Mo¨ln-
lycke Health Care projevila za´jem o nezverˇejneˇnı´ du˚veˇrny´ch informacı´, ktere´ jsou
v neˇktery´ch cˇa´stech zdrojove´ho ko´du obsazˇeny. Mimo to, vlastnı´ aplikace nebyla
zamy´sˇlena jako vy´stup te´to diplomove´ pra´ce, spı´sˇe slouzˇila k odzkousˇenı´ navrho-
vane´ho algoritmu a zjisˇteˇnı´ prˇiblizˇne´ doby beˇhu algoritmu na rea´lny´ch vstupnı´ch
datech, cozˇ se podarˇilo.
Cı´le pra´ce bylo dosazˇeno s konstatova´nı´m, zˇe zvoleny´ algoritmus negarantuje
sice nalezenı´ naprosto nejkratsˇı´ cesty, ale prˇi testova´nı´ na datech z rea´lne´ho pro-
vozu, byly de´lky vsˇech nalezeny´ch tras shodne´ s de´lkami tras, ktere´ nasˇel TSP
algoritmus implementovany´ v toolboxu MATLABu [7]. Doba beˇhu obou algo-
ritmu˚ byla sice pro objedna´vky obsahujı´cı´ maly´ pocˇet komponent rˇa´doveˇ stejna´,
uzˇ vsˇak pro objedna´vky s pocˇtem a umı´steˇnı´m jednotlivy´ch komponent tak, zˇe
je nutne´ navsˇtı´vit prˇiblizˇneˇ deset ru˚zny´ch mı´st ve skladu, nacha´zı´ na´mi navr-
hovany´ algoritmus rˇesˇenı´ v rˇa´du sekund, zatı´mco zminˇovany´ TSP algoritmus
v rˇa´du minut. Uzˇitı´ navrhovane´ho algoritmu samozrˇejmeˇ nenı´ nijak va´za´no na
software MATLAB c⃝a stejne´ vy´sledky mu˚zˇeme ocˇeka´vat v libovolne´m progra-
movacı´m jazyce. Samotna´ implementace algoritmu je dle dohody v kompetenci
firmy Mo¨lnlycke Health Care, protozˇe bude soucˇa´stı´ jejich sta´vajı´cı´ho softwaru.
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Tato pra´ce take´ ukazuje prakticke´ vyuzˇitı´ teorie grafu˚ prˇi rˇesˇenı´ rea´lne´ho pro-
ble´mu v pru˚myslu a mozˇnost spolupra´ce akademicke´ obce se soukromy´m sekto-
rem. Na tuto spolupra´ci se da´ v prˇı´padeˇ za´jmu Mo¨lnlycke Health Care nava´zat s
na´vrhem lepsˇı´ organizace ulozˇenı´ komponent ve skladu, aby se minimalizovaly
de´lky tras prˇi kompletaci objedna´vek.
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