Abstract. The heat kernel measure µt is constructed on GL(H), the group of invertible operators on a complex Hilbert space H. This measure is determined by an infinite dimensional Lie algebra g and a Hermitian inner product on it. The Cameron-Martin subgroup G CM is defined and its properties are discussed. In particular, there is an isometry from the L 2 µt -closure of holomorphic polynomials into a space
Introduction
Our goal is to study Hilbert spaces of holomorphic functions on a group associated with an infinite dimensional Lie algebra g which is itself equipped with a Hermitian inner product (·, ·) and corresponding norm | · |. We assume that g is a Lie subalgebra of B(H), the space of bounded linear operators on a complex separable Hilbert space H. The group under consideration is a Lie subgroup of GL(H), the group of invertible elements of B(H). Note that B(H) is the natural (infinite dimensional) Lie algebra of GL(H) with the commutator as a Lie bracket.
One of the main ingredients in this work is the construction of the heat kernel measure on GL(H) which is determined by g and the norm | · |. In some cases it is possible to show that the heat kernel measure is supported in a subgroup of GL(H) (see Section 9) . The construction of the heat kernel measure requires the use of stochastic differential equations in a Hilbert space. We will assume that g is a subspace of the Hilbert-Schmidt operators on H.
It is well known that the Cameron-Martin subspace plays an important role for an abstract Wiener space. Analogously, we define the Cameron-Martin subgroup, G CM , and discuss its properties. One of these properties is that functions in the L 2 -closure of holomorphic polynomials have holomorphic versions on G CM . Following [15, 16] we call these versions skeletons. The map taking an L 2 -function to its skeleton is an isometry to H t (G CM ), a space of functions holomorphic on G CM with a direct limit-type norm derived from finite dimensional approximations to G CM . We also show that the Taylor map, from holomorphic functions on G CM into a dual of the universal enveloping algebra of g, is isometric on H t (G CM ). This isomtery is a noncommutative version of one of the isomorphisms between different representations of a bosonic Fock space.
An outline of the history of the subject has been given in [7, 8] . We should mention here works by Sugita [15, 16] for an abstract complex Wiener space, in particular, his results on skeletons of L 2 -functions on the Cameron-Martin subspace. Acknowledgement. I thank Professor B. Driver, Professor L. Gross and Professor B. Hall for their help throughout the process of preparation of this work.
Notation and main results
To describe results of this paper in more detail we need to use finite dimensional approximations to g.
.. ⊆ B(H) be a sequence of complex connected (finite dimensional) Lie subgroups of GL(H).
We assume that their Lie algebras g n ⊆ B(H) are equipped with consistent Hermitian inner products, that is, (·, ·) n+m | gn = (·, ·) n , where (·, ·) n is the inner product on g n . The corresponding norm is denoted by | · | n .
g n with the Hermitian inner product (ξ, η) = (ξ, η) n for any ξ, η ∈ g n .
We assume that |x| x for any x ∈ g, where · is the operator norm. Denote by g ∞ the closure of g in the norm | · |, that is, all elements of finite norm. We also assume that the closure coincides with the completion of g with respect to the norm | · |. Note that g ∞ is a subset of B(H). G n in the Riemannian metric d ∞ = inf n d n , where d n is the Riemannian metric on G n . Again we assume that the closure coincides with the completion. By H t (G ∞ ) we denote a space of holomorphic functions on G ∞ with a certain direct limit-type norm · t,∞ . The precise definition is given in Section 4.
Let d denote the Riemannian metric d(y, z) = inf
Let (1 − D) is an isometry from H t (G ∞ ) into a subspace, J 0 t , of the dual of the tensor algebra of g ∞ equipped with the norm I , which can be informally described as a completion of the universal enveloping algebra.
The heat kernel measure is constructed in Section 5 using stochastic differential equations on Hilbert spaces, in this case on the space of Hilbert-Schmidt operators. Denote by HS the space of Hilbert-Schmidt operators on H with the HilbertSchmidt (Hermitian) inner product (·, ·) HS 
has a unique solution in (I + HS) ∩ GL(H).
The transition probability of the process X t determines the fundamental solution of the heat equation with the following informal Laplacian
is an orthonormal basis of g ∞ as a real space with the real inner product ξ, η = Re(ξ, η) and (
The corresponding measure is called the heat kernel measure and the space of functions square integrable with respect to this measure is denoted by L 2 (I + HS, µ t ) and the norm by · t . In addition to G ∞ we consider the Cameron-Martin subgroup.
Proposition 7.1 proves that G CM is a group. Note that G ∞ ⊂ G CM and the following theorem shows that under a condition on the Lie bracket they are actually equal. The next theorem will be proved in Section 7.
The exponential map is a diffeomorphism from a neighborhood of 0 onto a neighborhood of I in G CM .
Note that under the condition of this theorem g ∞ is a Lie algebra. Naturally defined holomorphic polynomials on I + HS play an important role in several results. One of them is that there is a natural isometry from the space of holomorphic polynomials HP to H t (G ∞ ). To prove this we use approximations to the process Y t + I discussed in Section 6. In addition, this isometry defines holomorphic skeletons on G CM for the elements of the closure of HP in L 2 (I + HS, µ t ). This closure is denoted by HL 2 (I + HS, µ t ). The following results are contained in Theorem 8.7 and Theorem 8.5.
Then there is a holomorphic functionf ,
We will denote the skeleton map by I GCM . Note that elements of HL 2 (I + HS, µ t ) are defined up to a set of µ t -measure zero. Still the map I G CM gives a holomorphic version on G CM of any element from HL 2 (I + HS, µ t ), even though G CM itself might be of µ t -measure zero. In addition, I GCM f | G∞ is actually the isometry I G∞ from part 2 of the last theorem. This means that for holomorphic polynomials the skeleton map is the restriction map (to G CM ).
Finally, Section 9 provides several examples to this abstract setting. One of the examples is the Hilbert-Schmidt complex orthogonal group which has been discussed in [7] . In addition we consider the Hilbert-Schmidt complex symplectic group and a group of infinite diagonal matrices.
For some g and natural norms | · | on it, the Taylor map is an isometry between trivial spaces (see Section 9). But we show that for the natural condition on the norm | · | considered in this paper, there are non-constant functions in H t (G ∞ ). Namely, this space contains all holomorphic polynomials. Indeed, Theorem 8.7 proves that the holomorphic polynomials are square integrable with respect to the heat kernel measure. Then in the same theorem we show that the L 2 -norm of a polynomial is equal to the H t (G ∞ )-norm. The following commutative diagram illustrates all the isometries described in this paper:
Estimates of derivatives of holomorphic functions
Let µ n t be the heat kernel measure on G n ; let HL 2 (G n , µ n t ) be the space of holomorphic functions square integrable with respect to µ
We will use the following notation:
The following estimate was proved by Driver and Gross in [5] for f ∈ HL 2 (G n , µ n t ):
where
and |g| n = d n (I, g). We will need a slight modification of this estimate. Taking supremum over all β ∈ g ⊗k n , |β| n = 1, we get
where D k n is defined for G n and g n by Notation 3.2. Note that if f t,n are uniformly bounded, then (3.1) gives a uniform bound, i.e. a bound independent of n. The following estimates can be proved for D
Taking infimum over all such h we see that
Proof. From (3.1) we have that for r > 0, q + r t
Now take q = r = t/2 to get what we claimed.
Thus by Lemma 3.3 for any r > 0, q + r t 
Proof. Take X ∈ G ∞ . We would like to define the extensions by
Let us check that the limit exists. Assume that l n. By Lemma 3.3 for
as m → ∞. Now take the limit as m → ∞, and then as n, l → ∞. Thus D k f (X n ) is a Cauchy sequence and therefore the limit exists. The uniqueness of the extension is easy to verify.
Remark 3.7. The estimates in this section hold for the continuous extensions of D k n from ∪ n G n to G ∞ if one takes the limit as n → ∞. In general, the extensions of derivatives might not be derivatives of the extensions.
Isometries
t,n by the Driver-Gross isomorphism (see [5] ), where
is an orthonormal basis of g n . Then
, so the claim holds.
Notation 4.2. Let h be a complex Lie algebra with a Hermitian inner product on it. Then T (h) will denote the algebraic tensor algebra over h as a complex vector space and T (h) will denote the algebraic dual of T (h). Define a norm on T (h) by
|β| 2 t = n k=0 k! t k |β k | 2 , β = n k=0 β k , β k ∈ h ⊗k , k = 0, 1, 2, ..., t > 0. (4.1)
Here |β k | is the cross norm on h ⊗k arising from the inner product on h ⊗k determined by the norm | · | on h. T t (h) will denote the completion of T (h) in this norm. The topological dual of T t (h) may be identified with the subspace T
* t (h) of T (h) consisting of such α ∈ T (h) that the norm |α| 2 t = ∞ k=0 t k k! |α k | 2 , α = ∞ k=0 α k , α k ∈ (h ⊗k ) * , k = 0, 1, 2, ..., t > 0 (4.2) is finite. Here |α k | is the norm on (h ⊗k ) * dual to the cross norm on h ⊗k .
There is a natural pairing for any α ∈ T (h) and β ∈ T (h) denoted by
α, β = ∞ k=0 α k , β k , α = ∞ k=0 α k , β = n k=0 β k , α k ∈ (h ⊗k ) * , β k ∈ h ⊗k , k = 0, 1, 2, ...
Denote by J(h) the two-sided ideal in
The coefficients k! t k in the norm on the tensor algebra T (h) are related to the heat kernel.
By Theorem 3.6 all D k n have continuous extensions from ∪ n G n to G ∞ , which allows us to introduce the following definition.
is a space of continuous functions on G ∞ such that their restrictions to G n are holomorphic for every n and f t,∞ = sup
I is an isometry. T n is a subalgebra of T . Note that T n can be easily identified with a subspace of T . Namely, for any α n ∈ T n we can define α as follows:
I . Indeed, note that if we choose an orthonormal basis of the complex inner product space g such that
is an orthonormal basis of g n , then Π n can be described explicitly
I . Driver and Gross proved in [5] that
Thus we have a commutative diagram:
(1−Dn)
Now we can prove that (1 − D)
is an isometry. By Lemma 4.1
It is clear that |Π
is again a Cauchy sequence, so it has a (finite) limit as m → ∞. Taking a limit in (4) as m → ∞ we get that { g n t,n } ∞ n=1 are uniformly bounded.
By Lemma 3.6 there exists a continuous function g on G ∞ such that g| Gn = g n . Thus g ∈ H t (G ∞ ). Now we need to prove that
is a Hilbert space, therefore Π n α = Π n α for any n. Thus α = α , which completes the proof. 
Here we should note that sometimes (1 − D)
is an isometry onto a trivial space. Indeed, in [7] we proved the following theorem 
In particular, the conclusion of this theorem holds for a Lie algebra of the HilbertSchmidt complex orthogonal group SO HS and a Lie algebra of the Hilbert-Schmidt complex symplectic group Sp HS with invariant inner product (see Section 9) . One of the ways to deal with this problem is to show that there are non constant functions in H t (G ∞ ). It will be done in Section 8, but before we can manage this we need to construct the heat kernel measure.
The heat kernel measure
There is a quadratic functionalQ on g ∞ defined byQ(x) = x 2 HS . Thus there exists a positive operator Q :
Note that Q is a bounded complex linear operator. The operator Q will be identified with its nonnegative extension to HS by Q| (g∞) ⊥ HS = 0. We assume that Q is a trace class operator on HS and that all g n are its invariant subspaces.
We begin with the definition of the process Y t . Let W t be a g ∞ -valued Wiener process with a covariance operator Q :
In what follows let {ξ n } ∞ n=1 denote an orthonormal basis of g ∞ as a real space such that {ξ n } 2dn n=1 is an orthonormal basis of g n . Here
is an orthonormal basis of the Theorem 5.1.
1. The stochastic differential equation
has a unique solution, up to equivalence, among the processes satisfying
For any p 2 there exists a constant
Proof of Theorem 5.1. To prove this theorem we will use Theorem 7.4 from the book by DaPrato and Zabczyk [3] , p.186. It is enough to check that 
Proof of 1. We want to check that B(Y ) is in L
since the operator norm Y + I is finite.
Proof of 2.
Similarly to the previous proof we have
Proof of 3. Use the estimate in the proof of 1
Proof. First let us check that We can actually compute B. Indeed, there exists an element h ∈ HS such that
and so
. for some h ∈ HS. Therefore B is trace class and since trace is independent of a basis
Remark 5.3. In case when g ∞ is a real space without complex structure, the process is a solution of the equation
The dt term is necessary to ensure that the generator of Y t is the Laplacian. 
Proof of Theorem 5.4. First we will check that (Ỹ t +I)(Y t +I) = I with probability 1 for any t > 0. To do this we will apply Itô's formula to G(Y t ,Ỹ t ), where G is defined as follows: 
Proof of 2. Let us calculate
Thus condition 2 is satisfied. We will use the notation: 
The second integrand is
by Lemma 5.2. This shows that the stochastic differential of G is zero, so G(Y t ) = I for any t > 0. By the Fredholm alternative Y t + I has an inverse; therefore it has to be (Ỹ t + I).
In some cases we can prove that the process Y t + I lives in a smaller group. For example, it can be shown if the group is defined by a relatively simple relation (see Section 9). Let us define µ t as
for any bounded Borel function f on I + HS. 
is viewed as a functional on HS ⊗ HS. Now change Y to X − I. Then for any smooth bounded function ϕ(X) : I + HS → R, the function v(t, X) = P t ϕ(X) satisfies this equation, which can be considered as the heat equation
where the differential operator L 1 on the space C 1,2
Our goal is to show that L 1 is a Laplacian in a sense. More precisely, L 1 is a half of the sum of second derivatives in the directions of an orthonormal basis of g ∞ . Define the Laplacian by
for a function v : I + HS → R and soξ n is the left-invariant vector field on GL(H) corresponding to ξ n .
Let us calculate derivatives of v :
and therefore
Sinceξ n is a left-invariant vector field, the Laplacian ∆ is a left-invariant differential operator such that
Proof. First of all, let us estimate E 
where C r = (r(2r − 1)) r ( 2r 2r−1 )
Now we can use inequality (x + 1)
for any x 0 for the estimate (5.8)
Finally,
Proof. Note that there exists a subsequence {X n k } such that X n k −−−→ k→∞ X a.s.
We will prove first that if sup
Convergence Theorem since f is continuous. By Chebyshev's inequality
To complete the proof suppose that the conclusion is not true. Then there is a subsequence X n k such that |Ef (X n k − Ef (X)| > ε for any k. However, we always can choose a subsequence X n km such that X n km − −−− → m→∞ X a.s. and therefore
. This is a contradiction.
Approximation of the process
Let P n be the projection onto g n . Note that since we assume that g n are invariant subspaces of Q, the projection from g ∞ onto g n (defined in terms of the norm | · |) is the restriction of the projection from HS onto g n (defined in terms of the norm | · | HS ). Note also that since g n ∩ KerQ = {0}, P n QP n is positive and invertible on g n and (P n QP n ) −1 = P n Q −1 P n . Choose a real orthonormal basis {ξ m } ∞ m=1 of g ∞ in the same way as it was done in Section 5. Consider an equation
This equation has a unique solution by the same arguments as in Section 5. Denote Q n = P n QP n .
Lemma 6.1. Y n,t is a solution of the equation
where W n,t = P n W t .
Proof. Check that P n QP n is the covariance operator of W n,t . By the definition of a covariance operator we know that f, Qg
Thus Equation 6.1 is actually the same as Equation 5.1 with the Wiener process that has the covariance Q n instead of Q.
We will use the following lemma from [7] .
where convergence is in the trace class norm. 
Proof of 1.
To estimate the part with the stochastic differential we will use Lemma 7.2 from [3] , p.182: for any r 1 and for arbitrary L 0 2 -valued predictable process Φ(t),
HS .
Note that for small t we can make (2(T rQ) 2 t+8T rQ)t as small as we wish, therefore 1 holds.
Proof of 2.
Similarly to the proof of condition 2 in the proof of Theorem 5.1 and by Lemma 6.2 we have that
HS . Now use the same estimates as in 1 to see that 2 holds.
Proof of 3.
Here again we will use (6.2) to estimate the part with the stochastic differential
We know that there are unique elements Y, Y n in the space
and therefore lim n→∞ Y n = Y for any y by the local inversion lemma.
We want to show that P n t corresponds to the heat kernel measure defined on G n as on a Lie group (i. e. as in the finite dimensional case).
Note that for any
Thus
is equal to the Laplacian ∆ n on G n defined similarly to (5.6). Thus, the transition probability P n t is equal to µ n t (dX), where the latter is the heat kernel measure on G n defined in the usual way.
Cameron-Martin subgroup
The definition of the Cameron-Martin subgroup G CM was given in Section 2. Let C 1 CM denote the space of piecewise differentiable paths h :
The main purpose of this section is to prove that G CM = G ∞ under a condition on the Lie bracket. In doing so we also show that under this condition the exponential map is a local diffeomorphism. This implies, in particular, that the group GL(H) is closed in the Riemannian metric induced by the operator norm.
We will need several lemmas before we can prove Theorem 7.2.
Let us find
Note that f (t, 0) = 0, thereforė
.., h(t)].
Note that 7.1 has a unique solution. Indeed, we show later that F satisfies local Lipshitz conditions
for |x| < R, |y| < R and according to Theorem 3.1 of [13] equation 7.1 has a unique solution. Indeed, the local Lipshitz conditions are also satisfied for the operator norm. To prove the existence and uniqueness of the solutions in g ∞ , we first apply Theorem 3.1 of [13] in B(H), then in g ∞ . Now let us show that F satisfies the local Lipshitz conditions. Denote
Let us estimate |G(p, x) − G(p, y)| using induction on p.
When p = 1,
Assume that for p = k we have the estimate
Lemma 7.4. There are constants C 1 , C 2 and 0 < ε < ln 2/2C such that
for any x, y ∈ g ∞ provided |x| < ε, |y| < ε.
Proof. Take a path g : 
CM . Suppose that g(0) = e, g(t) − e < 1 for any t ∈ [0, 1] and | log g(1)| < ε, where ε is the same as in Lemma 7.4 
We want to show that B ∈ G ∞ . Lemma 7.5 proves this in a neighborhood of I. Prove it for a neighborhood of any element of G ∞ . Suppose g(t) − A < 1, d(log B, log A) 
Now take any A, B and a path g joining them. Divide log g into subpaths satisfying the conditions in the first part of the proof. 2. By Lemma 7.3 and Lemma 7.4 exp and log are well defined and differentiable in neighborhoods of the identity and zero respectively. CM . Then for any
We want to estimate the remainder
where The number of all such α is k N therefore
Similarly we can prove this formula for any holomorphic polynomial.
Then by the definition off and it is complex linear.
Remark 8.6. The convergence is uniform on bounded sets. In fact, one can show that the derivatives also converge uniformly on bounded sets. t . In addition to the properties of the heat kernel measure described in this paper, we showed in [7] that the process Y t + I actually lives in the group SO HS . Example 9.2. The Hilbert-Schmidt complex symplectic group is defined similarly to the Hilbert-Schmidt complex orthogonal group. the elements of HS as infinite matrices. Denote by e ij an infinite matrix whose entries are all zero except the one equal to 1 at the intersection of the ith row and jth column. These matrices form an orthonormal basis of HS. We assume that Q is diagonal in this basis, namely, Qe ij = e −(i+j) e ij . Note that this Q is a positive trace class operator, so we can construct the corresponding heat kernel measure. Thus the space H t (G ∞ ) contains all holomorphic polynomials and therefore the space J t 0 is not trivial. Now let us verify that the condition on the Lie bracket is satisfied. For any x and y in g 
