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Abstract
We establish a relation between quadrature formulas on the interval [−1, 1] that approximate integrals of the
form J(F ) =
∫ 1
−1 F(x)(x) dx and Szego˝ quadrature formulas on the unit circle that approximate integrals of
the form I(f ) =
∫ 
− f (e
i)() d. The functions (x) and () are assumed to be weight functions on [−1, 1]
and [−, ], respectively, and are related by () = (cos )| sin |. It is well known that the nodes of Szego˝ for-
mulas are the zeros of the so-called para-orthogonal polynomials Bn(z, ) = n(z) + ∗n(z), || = 1, n(z) and
∗n(z), being the orthogonal and reciprocal polynomials, respectively, with respect to the weight function ().
Furthermore, for  = ±1, we have recently obtained Gauss-type quadrature formulas on [−1, 1] (see Bultheel
et al. J. Comput. Appl. Math. 132(1) (2000) 1). In this paper, making use of the para-orthogonal polynomials
with  	= ±1, a one-parameter family of interpolatory quadrature formulas with positive coefﬁcients for J(F ) is
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obtained along with error expressions for analytic integrands. Finally, some illustrative numerical examples are also
included.
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1. Introduction
Consider the integral
J(F )=
∫ +1
−1
F(x)(x) dx, (1.1)
where  is a weight function on [−1, 1].
In general, by a weight function (x) on an interval [a, b], (−∞a <b∞), we mean a nonnegative
function on [a, b] such that ∫
I
(x) dx > 0, for any interval I ⊂ [a, b].
To approximate J(F ), Gaussian quadrature formulas are often preferred. These are formulas of the
form
Jn(F )=
n∑
k=1
kF (xk). (1.2)
Theyhave positive coefﬁcients k and the nodesxk are chosen as the zeros of thenth orthogonal polynomial
with respect to the inner product
〈F,G〉 =
∫ +1
−1
F(x)G(x)(x) dx. (1.3)
These zeros are all distinct in the open interval (−1,+1).
Let PN be the set of polynomials of degree at most N. It is known that there cannot exist quadrature
formulas like in formula (1.2) to be exact in P2n, i.e., there cannot exist quadrature formulas satisfying
Jn(F )= J(F ) for all F ∈ P2n.
The main advantage of choosing the nodes {xk}nk=1 as the zeros of the nth orthogonal polynomial with
respect to the inner product (1.3) is that the quadrature formula is exact in the space P2n−1.
For any other choice of the nodes, the quadrature will only be exact in a smaller set of polynomials. It
is reasonable though to require that we have at least exactness inPn−1. This may be obtained by choosing
Jn(F )=J(Ln), where Ln is the unique polynomial in Pn−1 that interpolates F at the nodes {xk}nk=1.We
then speak of an interpolatory quadrature formula. It is also desirable to construct interpolatory quadrature
formulas with positive coefﬁcients, since the convergence of the quadratures for all Riemann integrable
functions F on [−1, 1] is guaranteed.
On the other hand, for the computation of an integral
I(f )=
∫ +
−
f (ei)() d, (1.4)
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where  is a weight function on [−,+], one could also use interpolatory quadrature formulas. In this
case, the role played by the set of polynomials is replaced by the set of Laurent polynomials. Let p and q
be nonnegative integers. Then we denote by −p,q the following set of Laurent polynomials:
−p,q =

q∑
k=−p
	kz
k, 	k ∈ C
 .
Let us denote by T = {z : |z| = 1} the unit circle, by D = {z : |z|< 1} the open unit disc and by
E= {z : |z|> 1} the exterior of the unit disc.
Now the interpolatory quadrature formulas are formulas of the form
In(f )=
n∑
k=1
Akf (zk). (1.5)
Starting from n distinct nodes {zk}nk=1 on T, they may be obtained by constructing the unique interpo-
lating Laurent polynomial ln ∈ −p,q , (p+ q = n− 1) and setting In(f )= I(ln), which will obviously
result in a quadrature formula that is exact in −p,q , (p + q = n− 1).
To increase the dimension of the space of Laurent polynomials for which we have exactness, the nodes
should be chosen in a particular way.
Indeed, let n be the nth monic orthogonal polynomial with respect to the inner product
〈f, g〉 =
∫ +
−
f (ei)g(ei)() d,
i.e., n represents the nth monic Szego˝ polynomial with respect to ().
As in the real case, one can think of choosing its zeros as the nodes for the quadrature formula. However,
since the zeros of the polynomials n are all in D, while we want the nodes to be on T, these zeros are
not candidates for the nodes of the quadrature formulas. However, zeros of the so-called para-orthogonal
polynomials Bn(z, )= n(z)+ ∗n(z) with  ∈ T and ∗n(z)= znn(1/z) are known to be simple and
on T [11]. When taking the appropriate coefﬁcients Ak for these nodes, which turn out to be all positive,
more precisely,Ak=
∫ 
− |lk(ei)|2() dwith lk ∈ Pn−1 such that lk(zj )=
kj , 1k, jn, (see [10] for
further details), the quadrature formulas can be made exact in −n+1,n−1. These are the so-called Szego˝
quadrature formulas. Like the Gaussian formulas, the Szego˝ formulas are exact in a (Laurent) polynomial
space of maximal dimension 2n − 1, i.e., there cannot exist an n-point quadrature formula with nodes
on T to be exact neither in −(n−1),n nor in −n,n−1. The ﬁrst systematic study of Szego˝ formulas was
undertaken by Jones et al. [11].
Of course, by the Joukowsky transform ei ∈ T↔ cos  ∈ [−1, 1], ormore generally z ↔ (z+z−1)/2,
the unit circle can be mapped onto the interval [−1, 1]. So there should be some relation between the
Gauss and the Szego˝ formulas. First note that by this transform, the weight function (x) transforms into
()= (cos )| sin |. (1.6)
This leads to a relation between the orthogonal polynomials on the unit circle and the interval that has
already been studied by Szego˝ [7, Chapter IX, 5, Section 6.4] and Geronimus [14, Section 11.5]. The
investigation of the relation between the quadrature formulas has been undertaken in [1]. There it was
noted that when = 1, the nodes of the 2n-point Szego˝ quadrature formula come in complex conjugate
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pairs, so that with the n pairs of nodes for the Szego˝ formulas, we can associate n real nodes in (−1, 1)
and the Szego˝ formula transforms into a Gauss quadrature formula on the interval [−1, 1]. When =−1,
the (2n+ 2)-point Szego˝ formula has n complex pairs of nodes and two real ones, which leads to n real
nodes in (−1, 1) and 2 nodes at the end points. Therefore the Szego˝ formula for the circle transforms into
the Gauss–Lobatto formula for the interval. For the (2n + 1)-point Szego˝ formulas and  = ±1, we get
again complex conjugate pairs of nodes plus either +1 or −1. So the Szego˝ formulas will transform in
this case to Gauss–Radau formulas, including one of the end points of the interval [−1, 1].
In this paper, we want to investigate the relation between the Szego˝ formulas when  need not to be
±1. The corresponding quadrature formulas on [−1, 1] will then not be optimal. They are only exact in
the polynomial space Pn−1, except for special choices of , in which case they can be made exact in Pn.
This will be shown in Section 2 and some illustrative examples of the same will be given in Section 3.
In Section 4 we shall provide error expressions for these quadrature formulas along with convergence
results. Finally, in Section 5 we include some numerical results.
2. Positive quadrature formulas on [−1, 1]
As we mentioned above, the n-point Gaussian quadrature formula with respect to the weight function 
on [−1, 1] can be obtained by using the (2n)-point Szego˝ formulas with respect to  on [−, ], where 
and  are related by (1.6) and =±1. For this purpose, we ﬁrst have to compute the (2n)th monic Szego˝
polynomial 2n(z). Usually, it is done recursively by using the so-called Levinson algorithm. Therefore,
in general, to obtain 2n(z) we need to compute ﬁrst {0,1, . . . , 2n−1(z)}. Thus, how can we take
advantage of these calculations? i.e., can we use k, 0k2n− 1 to construct quadrature formulas on
[−1, 1] when  	= ±1?
Let us start our investigation with the following Proposition:
Proposition 2.1. The zeros of the nth para-orthogonal polynomial Bn(z, ) with respect to () =
(cos )| sin | appear in conjugate pairs if and only if =±1.
Proof. Suppose that  and  are zeros of Bn(z, )= n(z)+ ∗n(z). Then
n()+ ∗n()= 0 (2.1)
and
n()+ ∗n()= 0.
Since all the coefﬁcients of the Szego˝ polynomial n(z) are real, one has
n()+ ∗n()= n()+ ∗n(). (2.2)
Thus from (2.1),  = −n()/∗n() while by (2.2) this equals . Therefore  =  and the proof
follows. 
Our next step is to prove that when  	= ±1, the n-point Szego˝ formulas transform into n-point
quadrature formulas on [−1, 1] that are only exact in Pn−1, unless some particular choice of  is made.
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Theorem 2.2. Let In(f ) =∑nj=1 jf (zj ) be the nth Szego˝ quadrature formula with respect to () =
(cos )| sin |, where the nodes {zj = eij }nj=1 are the zeros of the para-orthogonal polynomial Bn(z, )
with  	= ±1. Set
xj = cos j , j = 1, . . . , n
and consider the n-point interpolatory quadrature formula based upon these nodes:
J n(F )=
n∑
j=1
AjF(xj ) (2.3)
for J(F )=
∫ 1
−1 F(x)(x) dx. Then
Aj = j2 > 0, j = 1, . . . , n.
Furthermore, (2.3) is exact in Pn if and only if
=−n(0)± i
√
1− 2n(0). (2.4)
Proof. Let 0jn− 1. First note that
J n(x
j )=
n∑
k=1
Akx
j
k =
n∑
k=1
Ak(cos k)
j =
n∑
k=1
k
2
(xk)
j .
Since x = (z+ z−1)/2, the monomial xj transforms into a Laurent polynomial in z:
xj =
(
z+ z−1
2
)j
= L(z) ∈ −j,j , (z ∈ T).
Because thenthSzego˝ quadrature formula is exact in−n+1,n−1, i.e., In(f )=I(f ) for allf ∈ −n+1,n−1,
we have
J n(x
j )=
n∑
k=1
k
2
L(eik )= 1
2
∫ 
−
L(ei)() d.
Since,
J(x
j )=
∫ 1
−1
xj(x) dx = 1
2
∫ 
−
(cos )j() d= 1
2
∫ 
−
L(ei)() d,
it implies that J n(F ) is of interpolatory type. Let us see for what values of , this is also exact for
polynomials with exact degree n, i.e., for what values of we have J n(xn)=J(xn)=
∫ 1
−1 x
n(x) dx. By
considering the nodal polynomial Wn(x) =∏nj=1(x − xj ) which has exact degree n, the latter equality
is equivalent with J n(Wn)= J(Wn). Since J n(Wn)= 0, we must check when J(Wn)= 0.
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We have
J(Wn)=
∫ 1
−1
Wn(x)(x) dx = 12
∫ 
−
Wn
(
ei + e−i
2
)
() d.
ConsiderQn(z) ∈ −n,n given by
Wn
(
z+ z−1
2
)
=
n∏
j=1
1
2
(z+ z−1 − 2xj )=
1
2n
n∏
j=1
(z+ z−1 − 2 cos j )= 12nQn(z).
Thus, J(Wn)= 0, if and only if,
∫ 
−Qn(e
i)() d= 0. We can writeQn(z)= P2n(z)/zn, P2n ∈ P2n
such that P2n(z) = z2n + · · · + 1. Furthermore, since the zeros of Bn(z, ) are of Qn(z), there must be
some polynomial S such that
Qn(z)= Bn(z, )
zn
S(z), S ∈ Pn.
Assume that Bn(z, )= n(z)+ ∗n(z), with n(z) the nth monic Szego˝ polynomial, i.e.,
n(z)= zn + · · · + n(0), n(0) ∈ R, |n(0)|< 1.
ThenBn(z, )=(1+n(0))zn+· · ·+(+n(0)). Set S(z)=bnzn+· · ·+b1z+b0. SinceBn(z, )S(z)=
P2n(z), it follows that
bn (1+ n(0))= 1 and b0(+ n(0))= 1
or equivalently,
bn = 11+ n(0) , b0 =
1
+ n(0) .
On the other hand, taking into account that
〈n, zn〉 = 〈∗n, 1〉 = 〈n,n〉 = ‖n‖2,
we have
〈Bn(z, ), 1〉 = 〈∗n, 1〉 = ‖n‖2,
〈Bn(z, ), zn〉 = 〈n, zn〉 = ‖n‖2.
Now, we compute∫ 
−
Qn(e
i)() d=
∫ 
−
e−inBn(ei, )S(ei)() d
= 〈Bn(z, ), znS(1/z)〉 =
〈
Bn(z, ),
n∑
j=0
bn−j zj
〉

=
n∑
j=1
〈Bn(z, ), zj 〉bn−j .
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Since 〈Bn(z, ), zj 〉 = 0, j = 1, . . . , n− 1, it follows that∫ 
−
Qn(e
i)() d= bn〈Bn(z, ), 1〉 + b0〈Bn(z, ), zn〉.
Thus, ∫ 
−
Qn(e
i)() d= bn‖n‖2 + b0‖n‖2
=‖n‖2
(

1+ n(0) +
1
+ n(0)
)
=‖n‖2
(
2 + 2n(0)+ 1
(1+ n(0))(+ n(0))
)
.
Since |n(0)|< 1 and || = 1, the denominator of the above expression is different than zero. Thus,∫ 
−Qn(e
i)() d= 0 if and only if
2 + 2n(0)+ 1= 0,
yielding =−n(0)± i
√
1− 2n(0). 
Remark 2.3. The value  given by (2.4) will be called “optimal”.
3. Illustrative examples
Example 3.1. Let us ﬁrst consider the Jacobi-type weight functions given by
(x)= (1− x)	(1+ x), 	, >− 1.
By formula (1.6), we have
()= (1− cos x)	+1/2(1+ cos x)+1/2, 	, >− 1.
It is known (see e.g. [13]) that the reﬂection coefﬁcients or Schur parameters are,
n(0)= 	+
1
2 + (−1)n(+ 12 )
n+ 	+ + 1 . (3.1)
Also, explicit formulas for Szego˝ polynomials are known (see [8]). Next, we shall deal with the Chebyshev
weight functions, i.e., with the values 	,  ∈ {±12 }.
For 	 =  = −12 one has (x) = 1/
√
1− x2, x ∈ [−1, 1]. Thus () = 1,  ∈ [−, ]. Therefore
n(z)= zn and Bn(z, )= zn + . Setting = ei, its zeros are zk = eik , k = [+ (2k + 1)]/n.
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On the other hand, the weights of the corresponding n-point Szego˝ formula are given by j = 2/n,
j = 1, . . . , n [10]. So, the n-point formula
J n(F )=

n
n∑
j=1
F(cos j )
is exact in Pn−1.
Furthermore, for the optimal values of , i.e., =±i, the corresponding formulas are exact in Pn. Both
of them have equal coefﬁcients. Since the Gaussian formula is the only n-point quadrature formula with
equal coefﬁcients that is exact inPn (see [12, p. 183]), both formulasmust coincidewith the corresponding
Gaussian quadrature formula, i.e.,
J±in (F )=

n
n∑
j=1
F
(
cos
(
2j − 1
2n

))
.
For the other values of 	 and , the optimal values of the parameter  are given by formulas (3.1) and
(2.4). They are given in the following table:
	= = 1
2
	=−1
2
, = 1
2
	= 1
2
, =−1
2
n =
{ ± i, if n is odd,
− 2
n+ 2 ± i
√
n2+4n
n+2 if n is even.
n =−(−1)
n
n+1 ± i
√
n2 + 2n
n+1 n =−
1
n+1 ± i
√
n2 + 2n
n+1
For these particular choices of 	 and , we have the following explicit expressions for the para-
orthogonal polynomials (see [3]):
	= = 12 B2n(z, n)= 1n+1
n∑
k=0
(k + 1+ n(n− k + 1))z2k ,
B2n+1(z, n)= 1n+1
(
n∑
k=0
(k + 1)z2k+1 + n
n∑
k=0
(n− k + 1)z2k
)
	=−12 , = 12 Bn(z, n)= (−1)
n
n+1
n∑
k=0
(−1)k(k + 1+ (n− k + 1)n)zk
	= 12 , =−12 Bn(z, n)= 1n+1
n∑
k=0
(k + 1+ (n− k + 1)n)zk
We also know explicit expressions for the corresponding weights in Szego˝ formulas (see [2]). Here
zj = eij , j = 1, . . . , n are the zeros of the para-orthogonal polynomial Bn(z, n).
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	= = 12 	=−12 , = 12 	= 12 , =−12
j =

1+n(n+1− z2j (n+2))
4(n+1)z3jB ′n(zj , n)
if n is odd,
zj + n(n+1− z2j (n+2))
4(n+1)z3jB ′n(zj , n)
if n is even.
j = 1+n(n+1−zj (n+2))2(n+1)z2jB ′n(zj ,n) j = (−1)
n 1+n(n+1+zj (n+2))
2(n+1)z2jB ′n(zj ,n)
For 	= = 12 , i.e., (x)=
√
1− x2, we have calculated the nodes and weights for the corresponding
quadratures on [−1, 1] choosing optimal values of . The results are displayed in the following tables:
For n= 7, and = i:
Nodes Weights
−0.89659889 0.02709140
−0.65700693 0.06547419
−0.35189103 0.10061622
0 0.11363636
0.35189103 0.10061622
0.65700693 0.06547419
0.89659889 0.02709140
For n= 6 and = 14 + i
√
15
4
Nodes Weights
−0.87099857 0.03785435
−0.56919244 0.08803732
−0.20586750 0.12410831
0.20586750 0.12410831
0.56919244 0.08803732
0.87099857 0.03785435
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If 	=−12 and = 12 , for n= 6 and =−17 − i 4
√
3
7 ((x)=
√
(1+ x)/(1− x))
Nodes Weights
−0.83387852 0.02945035
−0.45959477 0.07960630
−0.02421406 0.14289066
0.42388873 0.20613859
0.77620093 0.25687989
0.97474055 0.28503418
If 	= 12 and =−12 , for n= 6 and =−17 + i 4
√
3
7 ((x)=
√
(1− x)/(1+ x))
Nodes Weights
−0.97474055 0.28503418
−0.77620093 0.25687989
−0.42388873 0.20613859
0.02421406 0.14289066
0.45959477 0.07960630
0.83387852 0.02945035
Example 3.2. Now we will consider rational modiﬁcations of certain Jacobi weight functions, i.e.,
(x)= (1− x)
	(1+ x)
Pm(x)
, 	, >− 1,
where Pm(x)=∏kj=1(x − 	j )pj , ∑kj=1 pj =m, 	j /∈ [−1, 1] and Pm(x)> 0, ∀x ∈ [−1, 1].
If 	= =−12 , then (see e.g. [4]), ()= /|h(ei)|2, where h(z)=
∏k
j=1(z− aj )pj with aj = 	j ±√
(	j )
2 − 1 such that 0< |aj |< 1 and = 2m∏kj=1|aj |pj .
In this case, it is known that (see [10]) the para-orthogonal polynomials for nm are given by
Bn(z, n) = n(z) + n∗n(z) = zn−mh(z) + nh∗(z). Thus, the reﬂection coefﬁcients are n(0) = 0
and the optimal parameters of n are ±i, provided that nm.
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Let {zj }nj=1 be the zeros of Bn. In this case we also have an explicit expression for the weights in the
Szego˝ quadrature formula (see [4])
j = 
2|h(zj )|2
(
n−m+∑ki=1 pi(1− |aj |2)/(|zj − aj |2)) , j = 1, . . . , n.
To ﬁx ideas, take m = 1 and 	1 = 1.01. Then a1 = 0.868226 and for n = 6 and  = i, we have the
following table:
Nodes Weights
−0.952408 0.0502320
−0.599149 0.0610685
−0.027404 0.0938298
0.545181 0.2027683
0.905962 0.7553279
0.996045 2.3635015
Example 3.3. Let (x)= 1. Then ()= | sin |. By formula (3.1) (	= = 0), one has
n(0)=
{
0 if n is odd,
1
n+ 1 if n is even.
So the corresponding optimal parameters are
n =
{ ± i if n is odd,
− 1
n+ 1 ± i
√
n2 + 2n
n+ 1 if n is even.
In this case we do not have an explicit expression for Szego˝ polynomials. For their computation, it seems
advisable to use the so-called split Levinson algorithm (see [6]), since in this case the trigonometric
moments for  are clearly real.
For n = 6, we have computed the Szego˝ polynomial 6(z) = z6 + 37 z4 + 935 z2 + 17 . Then if we
choose the optimal value =−17 + 4
√
3
7 i, the nodes in the corresponding Szego˝ formula are the zeros of
B6(z,−17 + 4
√
3
7 i).
108 A. Bultheel et al. / Journal of Computational and Applied Mathematics 179 (2005) 97–119
In order to calculate the weights in Szego˝ formula, we can proceed by computing the so-called asso-
ciated polynomials n(z), given by (see [11])
n(z)=
∫ 
−
z+ x
z− x (n(x)− n(z))() d, x = e
i,
which satisﬁes the same recurrence relations as Szego˝ polynomials n but with the initial condition
0 := −
∫ 
− () d.
Thus, we computed them recursively and obtained (for n= 6) the following:
6(z)=−4z6 + 2021 z4 + 68105 z2 + 47 .
Let An(z, )= n(z)− ∗n(z). Then the weights, in general, can be expressed in terms of Bn(z, ) and
An(z, ), as (see [3]):
j =− 12zj
An(zj , )
B ′n(zj , )
, j = 1, . . . , n.
By virtue of Theorem 2.2, the nodes and weights for n= 6 are
Nodes Weights
−0.917193 0.203921
−0.626545 0.353621
−0.227838 0.442457
0.227838 0.442457
0.626545 0.353621
0.917193 0.203921
4. Error and convergence
In this section, we will obtain an error expression for the n-point interpolatory quadrature formula on
[−1, 1], i.e., for J(F )− J n(F ),  	= ±1, F being an analytic function.
First wewill express this error in terms of the error of a certain interpolatingL-polynomial and secondly,
we will establish a relation with the error in the corresponding Szego˝ quadrature formulas.
Recall that, if  is a weight function on [−1, 1] and In(f ) =∑nj=1jf (zj ) denotes the nth Szego˝
quadrature formula with respect to ()=(cos )| sin | for I(f )=
∫ +
− f (e
i)() d, then the nodes
{zj = eij }nj=1 are the zeros of the para-orthogonal polynomial Bn(z, ) and by virtue of Theorem 2.2, for
 	= ±1 the corresponding quadrature formula on [−1, 1] has the form: J n(F )=
∑n
j=1 (j /2)F (cos j ).
On the other hand, since J(P )= J n(P ), ∀P ∈ Pn−1, it follows that J n(F )= J(Pn−1(F, x)), where
Pn−1(F, x)= Pn−1(x) is the unique polynomial in Pn−1 satisfying Pn−1(F, xj )= F(xj ), j = 1, . . . , n.
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Now, setting Rn(z)= 12Pn−1((z+ z−1)/2) then clearly Rn(z) ∈ −(n−1),n−1 and it satisﬁes
Rn(zj )= 12 Pn−1
(
zj + z−1j
2
)
= 1
2
Pn−1(xj )= 12 F(xj )= f (zj ).
Similarly, Rn(zj )= Rn(zj )= f (zj )= f (zj ). (Recall that f (z)= 12 F((z+ z−1)/2)).
So, Rn(z) ∈ −(n−1),n−1, a space of dimension 2n− 1 and it interpolates f (z) at the 2n distinct nodes
on T: z1, . . . , zn, z1, . . . , zn.
Furthermore, the only two subspaces ofwith dimension 2n and containing−(n−1),n−1 are−(n−1),n
and −n,n−1. Thus, given the 2n distinct nodes z1, . . . , zn, z1, . . . , zn, on T, since both −(n−1),n and
−n,n−1 are Chebyshev spaces on T with dimension 2n, there exist unique L-polynomials R˜n(z) and
R̂n(z) in −n,n−1 and −(n−1),n, respectively, such that
R˜n(zj )= f (zj ), R˜n(zj )= f (zj ), j = 1, . . . , n,
R̂n(zj )= f (zj ), R̂n(zj )= f (zj ), j = 1, . . . , n. (4.1)
Since Rn(z) also satisﬁes condition (4.1), it holds by uniqueness that
R˜n(z)= R̂n(z)= Rn(z)= 12 Pn−1
(
z+ z−1
2
)
, (4.2)
and consequently
J(F )− J n(F )= J(F − Pn−1)= I
(
1
2
F
(
z+ z−1
2
)
− 1
2
Pn−1
(
z+ z−1
2
))
= I(f (z)− Rn(z))= I(f (z)− R˜n(z))= I(f (z)− R̂n(z)). (4.3)
Next, we will give an expression for f (z)−Rn(z). Let R˜n(z) be the L-polynomial in −n,n−1 satisfying
the interpolatory conditions given in (4.1). Then we can write
R˜n(z)= P˜2n−1(z)
zn
, P˜2n−1 ∈ P2n−1.
Clearly, P˜2n−1(zj )= znj f (zj ), and if we set g˜(z)= znf (z) we have
f (z)− R˜n(z)= g˜(z)− P˜2n−1(z)
zn
.
Similarly, for R̂n(z) in −(n−1),n, satisfying the corresponding interpolatory conditions given in (4.1),
we have
R̂n(z)= P̂2n−1(z)
zn−1
, P̂2n−1 ∈ P2n−1,
so that P̂2n−1(zj )= zn−1j f (zj ). Thus, if we set ĝ(z)= zn−1f (z) it follows that
f (z)− R̂n(z)= ĝ(z)− P̂2n−1(z)
zn−1
.
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Because of (4.2), we can write
ĝ(z)− P̂2n−1(z)
zn−1
= g˜(z)− P˜2n−1(z)
zn
,
yielding
zĝ(z)− zP̂2n−1(z)
zn
= g˜(z)− P˜2n−1(z)
zn
,
which implies, since zĝ(z)= g˜(z), that
zP̂2n−1(z)= P˜2n−1(z).
Thus we deduce that
P˜2n−1(0)= 0 and P̂2n−1 ∈ P2n−2.
Hence, we have come to the following:
f (z)− Rn(z)= g˜(z)− P˜2n−1(z)
zn
= ĝ(z)− P̂2n−1(z)
zn−1
.
Thus, if we assume that F(x) is analytic in a neighbourhood of [−1, 1], then f (z)= 12 F((z + z−1)/2)
is analytic in a neighbourhood B of T, so are g˜(z) = znf (z) and ĝ(z) = zn−1f (z). Let C = B denote
the boundary of B, then we can use the integral representation of the polynomial interpolation error for
analytic functions (see [15, p. 50]) to obtain
g˜(z)− P˜2n−1(z)= 12i
∫
C
(z− z1) . . . (z− zn)(z− z¯1) . . . (z− z¯n)
(t − z1) . . . (t − zn)(t − z¯1) . . . (t − z¯n)
g˜(t)
t − z dt, (4.4)
and
ĝ(z)− P̂2n−1(z)= 12i
∫
C
(z− z1) . . . (z− zn)(z− z¯1) . . . (z− z¯n)
(t − z1) . . . (t − zn)(t − z¯1) . . . (t − z¯n)
ĝ(t)
t − z dt. (4.5)
Now, since (z− z1) . . . (z− zn)= nBn(z, ), with n 	= 0 and taking into account that the trigonometric
moments for (), i.e.,
∫ 
− e
−ik() d are real, we can write (z − z¯1) · · · (z − z¯n) = ˜nBn(z, ¯), with
˜n 	= 0.
Hence, from (4.3) and (4.5), we have proved the following:
Theorem 4.1. Assume that F(x) is analytic in a neighbourhood of [−1, 1] and f (z)= 12 F((z+z−1)/2)
analytic in a neighbourhood B of T and let C= B be the boundary of B, then
J(F )− J n(F )= I(f − Rn)=
1
2i
∫
C
f (z)Hn(z) dz, (4.6)
where
Hn(z)= z
n−1
Bn(z, )Bn(z, ¯)
∫ 
−
x−(n−1)Bn(x, )Bn(x, ¯)
z− x () d, x = e
i. (4.7)
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Remark 4.2. Similarly, using (4.3) and (4.4), we can also obtain
J(F )− J n(F )= I(f − Rn)=
1
2i
∫
C
f (z)H ∗n (z) dz, (4.8)
where
H ∗n (z)=
zn
Bn(z, )Bn(z, ¯)
∫ 
−
x−nBn(x, )Bn(x, ¯)
z− x () d, x = e
i. (4.9)
For our purposes, it is enough to limit ourselves to compute Hn(z) for z ∈ E = {z : |z|> 1}. This is
due to the error expression (4.8) given in terms of H ∗n (z) knowing that
∀z ∈ C\T : Hn(1/z)=−z2H ∗n (z). (4.10)
Furthermore, in some cases both functions Hn(z) and H ∗n (z) can be exactly computed. Indeed, let us
again consider the Jacobi weight functions (x)= (1− x)	(1+ x), 	, >− 1, so that one has
()= h(x)=
(
1− 1
2
(
x + 1
x
))	+1/2(
1+ 1
2
(
x + 1
x
))+1/2
with x = ei.
Hence, when 	 + 12 and  + 12 are both integers, the integrals in (4.7) and (4.9) can be calculated by
means of the Residue Theorem.
For instance, for 	 =  = −12 , i.e., (x) = 1/(
√
1− x2) and () = 1, one can obtain the following
representation for Hn(z) in the case of the Lebesgue measure:
Hn(z)= 2
z(zn + )(zn + ¯) as |z|> 1. (4.11)
On the other hand, as it is well known, rational modiﬁcations of the Chebyshev weight function, i.e.,
a weight function (x) of the form
(x)= 1
Pk(x)
√
1− x2 , x ∈ (−1, 1),
wherePk(x) is a polynomial of degree k, k arbitrary, which is positive on [−1, 1], gives rise to the so-called
Bernstein–Szego˝ weight function
()= 1|h(z)|2 , z= e
i,
where h is a polynomial of degree k with all its zeros in the open unit disk.
Thus, suppose thath(z)=∏kj=1(z−	j )with 0< |	j |< 1, and 	i 	= 	j ,∀i 	= j . Then, the corresponding
para-orthogonal polynomial is given by Bn(z, )= zn−kh(z)+ h∗(z) (see [10]) and one can also obtain
the following representation for Hn(z) when |z|> 1:
Hn(z)= z
n−1
Bn(z, )Bn(z, ¯)
 k∑
j=1
h∗(	j )
	n−kj h′(	j )(z− 	j )
− h
∗(z)
zn−kh(z)
 .
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Now, when taking again the error, by Theorem 2.2 we have
J(F )− J n(F )=
∫ 1
−1
F(x)(x) dx −
n∑
j=1
AjF(xj )
= 1
2
∫ 
−
F
(
z+ z−1
2
)
() d− 1
2
n∑
j=1
jF
(
zj + z−1j
2
)
=
∫ 
−
f (z)() d−
n∑
j=1
jf (zj )
= I(f )− In(f ).
Therefore, the error of the positive interpolatory quadrature formula on [−1, 1] can be written in terms
of the error in the corresponding Szego˝ quadrature on T.
Hence, by using the results given in [10] concerning the error for the Szego˝ quadrature formula for
analytic integrands, we can write
J(F )− J n(F )= I(f )− In(f )=
1
2i
∫
C
f (z)H˜n(z) dz, (4.12)
where
H˜n(z)= z
n−1
Bn(z, )
∫ 
−
x−(n−1)Bn(x, )
z− x () d, x = e
i. (4.13)
Let us express H˜n(z) in a different way proceeding as in [10]. Indeed, for everyQn(z) ∈ Pn, we have
Qn(z)−Qn(x)
z− x = x
n−1 + Rn−2(x),
where Rn−2 ∈ Pn−2 with coefﬁcients depending on z.
Setting x = ei,∫ 
−
Bn(x, )
Qn(z)−Qn(x)
z− x x
−(n−1)() d
=
∫ 
−
Bn(x, )(x
n−1 + Rn−2(x))x−(n−1)() d
=
∫ 
−
Bn(x, )() d= 
n 	= 0,
so that∫ 
−
x−(n−1)Bn(x, )
z− x () d=
1
Qn(z)
(∫ 
−
Bn(x, )Qn(x)
z− x x
−(n−1)() d+ 
n
)
yielding
H˜n(z)= z
n−1
Bn(z, )Qn(z)
(∫ 
−
Bn(x, )Qn(x)
z− x x
−(n−1)() d+ 
n
)
. (4.14)
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WhenQn(z)= Bn(z, ), we obtain the same expression as in [10], i.e.,
H˜n(z)= z
n−1
B2n(z, )
(∫ 
−
B2n(x, )
z− x x
−(n−1)() d+ 
n
)
.
WhenQn(z)= Bn(z, ¯), we initially obtain an expression yet different from formula (4.7), namely,
H˜n(z)= z
n−1
Bn(z, )Bn(z, ¯)
(∫ 
−
x−(n−1)Bn(x, )Bn(x, ¯)
z− x () d+ 
n
)
. (4.15)
Thus, from the two error expressions given by (4.6) and (4.12), we have
1
2i
∫
C
f (z)Hn(z) dz= 12i
∫
C
f (z)H˜n(z) dz,
i.e., it should hold
1
2i
∫
C
f (z)
(
Hn(z)− H˜n(z)
)
dz= 0.
Let us check this. By comparing (4.7) and (4.15), it follows that
Hn(z)− H˜n(z)=− 
nz
n−1
Bn(z, )Bn(z, ¯)
, 
n 	= 0.
Hence, we need to prove that
In =
∫
C
g(z) dz= 0 with g(z)= z
n−1f (z)
Bn(z, )Bn(z, ¯)
.
For this purpose, recall that Bn(z, ) (which we can assume to be monic here) has n distinct zeros on T,
namely, z1, . . . , zn and that Bn(z, ¯) has also n distinct zeros on T : z¯1, . . . , z¯n. Thus,
In = 2i
 n∑
j=1
(Res(g, z= zj )+ Res(g, z= z¯j ))
 . (4.16)
Now
Res(g, z= zj )=
f (zj )z
n−1
j
(zj − z¯j )∏nk=1,k 	=j (zj − zk)∏nk=1,k 	=j (zj − z¯k)
and
Res(g, z= z¯j )=
f (z¯j )z¯
n−1
j
(z¯j − zj )∏nk=1,k 	=j (z¯j − z¯k)∏nk=1,k 	=j (z¯j − zk) .
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Since f (z)= 12 F((z+ z−1)/2), we have f (z)= f (z¯), ∀z ∈ T:
Res(g, z= z¯j )=
f (zj )z
−(n−1)
j
(z¯j − zj )∏nk=1,k 	=j ( 1zj − 1zk )∏nk=1,k 	=j ( 1zj − 1z¯k )
= f (zj )z
−(n−1)
j
(z¯j − zj ) 1
z
2(n−1)
j
∏n
k=1,k 	=j
z¯k−zj
z¯k
∏n
k=1,k 	=j
zk−zj
zk
= f (zj )z
n−1
j
(z¯j − zj )∏nk=1,k 	=j 1zkz¯k∏nk=1,k 	=j (z¯k − zj )∏nk=1,k 	=j (zk − zj )
= − f (zj )z
n−1
j
(zj − z¯j )∏nk=1,k 	=j (zj − zk)∏nk=1,k 	=j (zj − z¯k)
= − Res(g, z= zj ).
By (4.16), we obtain that In = 0.
As we mentioned before, if F(x) is analytic in a neighbourhood V of [−1, 1], then f (z) = 12 F((z +
z−1)/2) is analytic in a neighbourhood B of T. Let V denote the boundary of V and C= B denote the
boundary of B. Then, by (4.6), one can obtain the following upper bound for the error in our quadrature
formula∣∣∣J(F )− J (n)n (F )∣∣∣= ∣∣∣∣ 12i
∫
C
f (z)Hn(z) dz
∣∣∣∣  12 maxx∈V |F(x)|
∫
C
|Hn(z)|| dz|
= 1
2
M(F,C)max
z∈C |Hn(z)|, (4.17)
whereM(F,C)=maxx∈V |F(x)| length (C).
Now, assuming that C is the boundary of the annulus {z ∈ C : 0<r < |z|<R}, 0<r < 1<R from
(4.11) and (4.10), the above upper bound takes the following form for the Lebesgue measure:
|J(F )− J (n)n (F )|M(F,C)En(R, r),
where En(R, r)=max{1/R(Rn − 1)2, r2n−1/(1− rn)2}.
In order to study the rate of convergence of J nn (F ), (|n| = 1, n 	= ±1), we will give an estimation
for lim supn→∞|Hn(z)|1/n. For this purpose, we will use the following result (see [10]):
Theorem 4.3. Let {n} be the sequence of Szego˝ orthonormal polynomials and consider the correspond-
ing para-orthonormal polynomials
n(z)= n(z, n)= n(z)+ n∗n(z), (|n| = 1).
Then, it holds that
(1) limn→∞|n(z)|1/n = |z| uniformly on compact subset of E.
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(2) lim
n→∞ |n(z)|
1/n = 1 uniformly on compact subset of D.
(3) LetMn =maxz∈T|n(z)|. Then, limn→∞M1/nn = 1.
Thus, from the above theorem one can prove the following,
Proposition 4.4. Let F(x) be an analytic function in a neighbourhood of [−1, 1] and let {n}n be a
sequence of complex numbers such that |n| = 1, n 	= ±1. Then,
lim
n→∞ |J(F )− J
(n)
n (F )|1/n(F )< 1, (4.18)
where (F )= inf{ : F is analytic on the set |(x)|} with (x)= x −√x2 − 1.
Proof. By (4.17), one can write
lim sup
n→∞
|J(F )− J nn (F )|1/n lim sup
n→∞
∣∣∣∣maxz∈C |Hn(z)|
∣∣∣∣1/n
 max
z∈C lim supn→∞
|Hn(z)|1/n
with C as in (4.17).
Now, by (4.7) and Theorem 4.3, it follows that
lim
n→∞ |J(F )− J
(n)
n (F )|1/nr =max{r1, r2}< 1,
where r1 =max{|z| : z ∈ C ∩D}< 1 and r2 =max{|z|−1 : z ∈ C ∩ E}< 1.
On the other hand, by the Joukowsky transform, x = 12 (z + z−1), we get z = x ±
√
x2 − 1. Thus,
choosing the root so that |x +√x2 − 1|> 1, the proof is concluded. 
Remark 4.5. In [9], some interpolatory quadrature formulas with nodes as the zeros of orthogonal
polynomials on [−1, 1] were considered. The same estimate of the rate of convergence was obtained,
however, those quadratures have not positive weights in general.
Remark 4.6. When dealing with the Chebyshev weight function (x) = 1/(√1− x2), one sees from
(4.11) that limn→∞ |H ∗n (z)| = |z|−2, ∀z ∈ E. Similarly, ∀z ∈ D: limn→∞|H ∗n (z)| = |z|2. Thus, for this
special case, the estimation (F ) of the rate of convergence (4.18) in Proposition 4.4 can be sharpened.
Indeed, under the same condition as in Proposition 4.4 and (x)= 1/(√1− x2), it holds that
lim
n→∞ |J(F )− J
(n)
n (F )|1/n2(F ).
Finally, to conclude this Section, a general result of convergence will be established for nonanalytic
integrands. Because of the positivity of the weights {Aj,n}nj=1, as a consequence of Banach–Steinhaus
Theorem, see [12, p. 61], we can prove the following:
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Theorem 4.7. For n = 1, 2, . . ., let J nn (F ) =∑nj=1Aj,nF (xj,n) be the nth interpolatory formula for
J(F )=
∫ 1
−1 F(x)(x) dx based upon the nodes xj,n= 12 (zj,n+ z−1j,n), j = 1, . . . , n, {zj,n}nj=1 being the
zeros of Bn(z, n)= n(z)+ n∗n(z), n ∈ T and n 	= ±1. Then
lim
n→∞ J
n
n (F )= J(F ),
for any function F(x) Riemann integrable on [−1, 1].
5. Numerical experiments
In this section we ﬁrst compare the n-point interpolatory quadrature formula J n(F ), (|| = 1,  	= ±1)
with then-pointGaussianquadrature formulaGn(F) for
∫ 1
−1 F(x)(x) dx, taking(x)=
√
(1−x)/(1+x).
On the other hand, we also compare the n-point interpolatory quadrature formula J n(F ), (||=1,  	=
±1) with another n-point interpolatory quadrature formula Cn(F ) for
∫ 1
−1 F(x)(x) dx based on the
Chebyshev nodes. To do that, we will take (x)= 1.
In both cases, we will choose F(x)= sin x/(x − R), −1x1, with |R|> 1.
All the computations were done using the program Mathematica with precision 20.
Example 5.1. Let us start with the weight function (x) =√(1− x)/(1+ x) on [−1, 1]. By (1.6), we
have that ()= 1− cos ,  ∈ [−, ].
In order to compute the n-point Gaussian quadrature G˜n(F )=∑nj=1 A˜jF (˜xj ), we ﬁrst calculate the
zeros {zj }2nj=1 of the para-orthogonal polynomial w.r.t. () = 1 − cos , namely B2n(z, 1). Note that
these zeros appear in complex conjugate pairs. Then we compute the corresponding weights {j }2nj=1 in
the Szego˝ formula. The nodes in the n-point Gaussian formula are x˜j = Re(zj ), j = 1, . . . , n, and the
weights are A˜j = j , j = 1, . . . , n, where Re(z) denotes the real part of the complex number z.
On the other hand, to calculate the interpolatory-type formula J n(F ) =
∑n
j=1Ajxj , we compute the
zeros {zj }nj=1 of the polynomial Bn(z, ),  	= ±1, which is para-orthogonal w.r.t. ()=1−cos . Note
that these zeros do not appear in complex conjugate pairs. Then also the corresponding weights in the
Szego˝ formula {j }nj=1 are computed. According to Theorem 2.2, the result is xj =Re(zj ) and Aj = j2 ,
j = 1, . . . , n.
We choose n=9 and the “optimal” value of  is 9=−1/10+ i(3
√
11)/10. Notice that the interpolatory
formula is exact in P9, so that we will ﬁrst compute the Gaussian formula for n= 5, in order to have the
same degree of exactness for both quadratures.
In the next table a comparison between the absolute error in the Interpolatory and Gaussian quadratures
for the function F(x)= sin x/(x − R), −1x1, |R|> 1 is displayed:
R Error (Interpolatory-type) Error (Gaussian)
R = 5 1.2E − 13 1.2E − 11
R = 2 7.5E − 08 1.7E − 06
R = 1.3 4.9E − 05 5.3E − 04
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From this table we can see that the interpolatory formulas give better results than the Gaussian formulas
and that both quadratures depend on the location of the singularities of the integrand F(x) with respect
to the interval [−1, 1].
If we make a comparison between these two formulas with the same number of nodes, say n = 9, in
order to compute the 9th Gaussian formula we have to calculate the zeros of B18(z, 1) and the quadrature
are exact in P17:
R Error (Interpolatory-type) Error (Gaussian)
R =5 1.2E − 13 6.0E − 19
R =2 7.5E − 08 4.5E − 11
R =1.3 4.9E − 05 1.3E − 06
As it could be expected, the Gaussian formula gives better results when the number of nodes is the same.
Let us compare both formulas but now computing the interpolatory quadrature with another value of
the parameter which is not “optimal”. By choosing = i, the results are displayed in the following table:
R Error (Interpolatory-type) Error (Gaussian)
R = 5 3.1E − 12 1.2E − 11
R = 2 8.0E − 07 1.7E − 06
R = 1.3 1.9E − 04 5.3E − 04
Here, we have used an interpolatory formula with nine nodes versus a Gaussian one with ﬁve nodes.
From the table above, we can say that the interpolatory quadrature formula are slightly better than the
Gaussian formula. But, if we compute our interpolatory formula with ten nodes and, again, the Gaussian
formula with ﬁve nodes in order that both formulas are exact in the same subspace P9, we obtain the
following results:
R Error (Interpolatory-type) Error (Gaussian)
R = 5 8.9E − 13 1.2E − 11
R = 2 1.9E − 07 1.7E − 06
R = 1 .3 7.7E − 05 5.3E − 04
Example 5.2. Let us now consider (x)= 1. Then by (1.6), we have ()= | sin |.
In this case, we will approximate the integral
∫ 1
−1 F(x) dx by our interpolatory quadratures J

n(F ),
( 	= ±1) and also by means of another interpolatory formulas based upon the Chebyshev nodes, namely,
Cn(F ) =∑nj=1wjF(yj ), where yj = cos([(2j − 1)/2n]), j = 1, . . . , n. We also have an explicit
expression for the weights {wj }nj=1 (see [5, p. 85]), which are given by
wj = 2
n
1− 2 E[n/2]∑
m=1
cos(m[(2j − 1)/n])
4m2 − 1
 , j = 1, . . . , n,
whereE[n/2] denotes the entire part of n/2. Recall that this formula is exact inPn−1. To distinguish these
formulas from our interpolatory ones, we will call them Chebyshev interpolatory quadrature formulas.
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To compute J n(F ), ( 	= ±1), we have chosen n = 6 and the optimal value of  as −1/7 + 4
√
3/7i.
Since such formula is exact in P6, in order to have the same degree of exactness, we have to compute
Cn(F ) for n= 7.
The errors in such quadratures are presented in the following table:
R Error (Interpolatory) Error (Chebyshev Interpolatory)
R = 5 3.1E − 09 1.9E − 09
R = 2 4.8E − 06 2.9E − 06
R = 1.3 1.2E−03 7.4E − 04
As it can be observed, both formulas have a similar behaviour. Now, if we compare both formulas with
the same number of nodes n = 6, as we can see in the next table, the interpolatory formula gives better
results than the interpolatory Chebyshev formula:
R Error (Interpolatory) Error (Chebyshev Interpolatory)
R = 5 3.1E − 09 2.2E − 07
R = 2 4.8E − 06 2.8E − 05
R = 1.3 1.2E − 03 2.7E − 03
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