In this paper, we propose a new framework for the dynamic construction of structured visual object/scene detectors for content-based retrieval.
INTRODUCTION
In the last few years, there has been a tremendous growth in the availability of multimedia data. This is partly due to better and l ess expensive technologies to facilitate digital content creation (e.g., digital cameras), a cquisition (e.g., scanners, recording devices), and access (e.g., the world wide web). Th erefore, one of the most important technical challenges is the development of techniqu es to access the resulting digital (image/video) collections. Traditional text-based a pproaches to access images and video, although very useful (and necessary in many applica tions), cannot be used to fully describe all levels of visual information. 30 Consequently, a large amount of research in Content Based Retrieval (CBR) 6, 13, 67, 62, 78, 11, 9 has focused on indexing visual information (images/video) using syntax (visual features: color , texture, etc.) at different levels.
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While syntactic information is useful, users are mo stly interested in the meaning of the information (not the form). In particular, users ar e interested in semantics (objects, scenes, events, etc.).
33
In this regard, textual descriptions of visual inf ormation can be more useful, in many applications. Manually annotat ing images or videos, however, is a costly endeavor, specially given the rate at which digital content is produced.
Consequently, most recent efforts in CBR attempt to automatically assign semantic labels to images/videos. Proposed techniques range from cl assification mechanisms, to approaches that structure and describe data. Automa tic classification of images, for example, can be done at the object (e.g., the image contains a horse, or a naked body 18 ), or scene level (indoor and outdoor, 74 mountain scene, 77 etc.). Classification of video, can also be performed at the scene/object levels. Sever al other approaches attempt to automatically structure data (image collections or videos). Additionally, there are major efforts to create structures and standards for the description of multimedia content. MPEG-7, 7, 48 for example, aims at standardizing a framework for describing audio-visual content.
One active research area is classification. In part icular, it is desirable to construct systems that can automatically examine visual content, and label it based on the semantic information it contains. Many of the current system s perform this task by classifying images/video and assigning them semantic labels. Ty pically such classifiers are built (by experts) to perform specific tasks (e.g., indoor vs . outdoor image classification). The classifiers index image/video data, and users can t hen utilize the corresponding labels for searching and browsing. Different users, however, search for information in different ways, and their search criterion may change over ti me. Therefore, many of the current automatic classification approaches suffer from two disadvantages: (1) they do not accommodate subjectivity (i.e., the expert decides which classifiers to con struct), (2) they do not allow the construction of structured models from user input at multiple-levels.
Manual construction of image/video classifiers can produce systems that are accurate and work well in specific domains. If the number of obj ects/scenes to classify is large, however, such approach becomes impractical. Further more, class definitions depend on the experts that build the systems, and any modific ation to the class definitions must be performed by the experts themselves. In addition, u sers may have interests that are different from those of the experts building such s ystems. The definition of a "handshake image class," for example, may vary among different individuals: for one user the class may include images that show the hands of two indiv iduals, but nothing else. For another user, it may include only images in which people ar e pictured, from a certain distance, shaking hands. While specialized algorithms can be very useful in some domains (e.g., face recognition), we argue that successful content -based retrieval systems should be dynamic, to allow construction of classifiers that cater t o different users' needs. Algorithms should be as general as possible so that they can be applied in several domains, and they must exhibit enough flexibility t o allow users to determine the classes in which they are interested. In addition, they sho uld allow the definition of complex multiple-level models that can accurately represent (and capture) real world structures. One way to enhance the capability of such systems i s to construct flexible frameworks that use machine learning techniques. 46, 5, 15, 1 In this paper, we present a new approach to content -based retrieval. In the Visual Apprentice (VA) 27, 28, 29 framework users are able to build Visual Object/Scene Detectors (classifiers) by defining a model for their classes of interest and providing training examples. The model in this framework is defined by the user based on an hierarchy that contains several levels (
scene, object, object-part, perceptual-area, region
). More specifically, the user defines a model ( definition hierarchy ) for an object or scene, and labels regions (from automatic segmentation) of ima ge/video examples, according to the model ( hierarchy). The system uses several machine learning algori thms to learn classifiers corresponding to nodes in the hierarchy . The resulting classifiers are applied to new images/videos, and a decision is made (about th e class of the image/video) based on the new image/video's segmentation and results of c lassification and grouping at multiple levels (according to the hierarchy and training pro vided by the user). In comparison to other work in CBR, one of the important advantages of our framework is the flexibility of defining object/scene hierarchies and detailed user input at multiple levels. The approach allows users to specify multiple level composition models, which are absent in most existing approaches to CBR.
Related Work
Research in the area of CBR has grown tremendously in the last few years (for recent reviews, and references see 6, 67, 62, 78, 13, 11, 9 ). Many of the systems (e.g., QBIC, 53 VisualSEEk, 70 VideoQ, 8 Virage, ).
Scene level classifiers determine the class of the input image as a whole. 77, 74, 55 In many of the approaches the image is divided into blocks and the final classification decision is based on a global measure over the blocks. They dif fer from the VA since images are classified based on their global features-not on t he structure of local components (i.e., a user defined model of scene structure). In addition , the algorithms proposed in many of those systems are specific to the classifiers being built. For example, in the work of, 77 the features that the algorithms use were chosen by the authors, based on the qualitative features of the different classes being considered (indoor, outdoor, city, landscape, sunset, forest, and mountain). Other related approaches perform scene level classi fication based on regions obtained from automatic segmentation. 68, 40 The configuration of regions in different scene cl asses is used during classification. A typical beach scen e, for example, contains blue regions at the top (sky), and yellow regions at the bottom (sa nd). This type of information is used in a training stage, and the configuration of regions in new images is used to determine the images' class. The structure, however, is limited t o the global configuration regions in the images, and structured object (or scene) models are not used.
A related approach for object classification uses b ody-plans 18 in the construction of object models. Specialized filters, for detection o f naked people and horses, are used first to select relevant regions in the image. Search for groups that match the body-plan is then performed over those regions. Although this approac h allows the construction of multiple-level composition models (like the VA), it system differs from the VA because it uses specialized algorithms (e.g., filters), and ob ject models built by experts. Likewise, the approach in 19 utilizes a specialized face detection algorithm. 61 In terms of adaptive systems, most of the related w ork has been done in Computer Vision. 23, 16, 20 The main difference between the VA approach and previous work in Computer Vision is the role the user plays in defin ing objects, and the lack of constraints imposed by the VA system (e.g., no constraints on lighting condition s, etc.). Other differences range from the representation of the da ta (e.g., features used), to the learning algorithms, application domain, and operational req uirements (e.g., speed, computational complexity). A discussion in 24 outlines differences between CBR and object recogn ition.
The FourEyes system, 45 learns from labels assigned by a user. User input, however, consists of labeling of regions (not definition of models based on multiple levels like in the VA). Although multiple feature models (for feature ex traction) are incorporated in that system, different learning algorithms are not used.
Another approach to detecting events on scenes in s pecific domains is to explore the unique structures and knowledge in the domain. A sy stem developed in 80 includes multiple models (for handling color variations with in the same type of sport game-e.g., different colors of sand in tennis) and uses manual ly constructed region-level rules (for exploring the scene structure). High accuracy was r eported in detecting batting scenes in baseball, and tennis serving scenes. This work diff ers from the VA framework in several aspects. In particular, that approach uses domain k nowledge programmed by an expert (specific rules for baseball/tennis). In addition, it includes an initial filtering stage based on a global color measure. In other words, the vide o scene is first analyzed at the global level using color histograms, and then detailed sce ne analysis is performed. The detailed scene analysis differs in the two approaches (use o  f  rules constructed by experts   80 vs. no expert input in the construction of classifiers in the VA). The initial filtering, however, could complement the VA framework (e.g., like in 80 , a filtering stage could be used to select different detectors, to deal with variations across different games, as outlined in section 4.1.1).
Alternative models that represent objects and scene s in terms of their parts have also been proposed in the CBR community. 17, 71, 48 The definition of Composite Visual Objects 17 , for example, is similar to the definition hierarchy of the VA framework, with the difference that classifiers in the Visual Apprentice are learned automatically. It is also useful to not e the similarity between the definition hierarchy and structures used in MPEG-7.
Outline
The paper is organized as follows. In section 2 we briefly discuss the application of machine learning in CBR. In section 3 we discuss the Visual Apprentice framework. In particular we discuss user input, feature extractio n and learning, and classification. Then we present experimental results, a general discussi on of important issues within the framework, and possible extensions. We conclude in section 6. shots (e.g., the camera motion after a homerun occurs), and shot sequence structure (e.g., a homerun shot sequence often includes a bat ting scene, a scene of the player running, etc.).
USING LEARNING IN CBR

The existence of
RVS motivates the approach of using learning technique s in contentbased retrieval. Using this concept, it is possible to identify domains in which learning techniques can be used to build automatic classifie rs (for objects or scenes). The existence of repetition facilitates training, and t he domain constrains the future data inputs to the classifiers learned. Once a domain is selected, identification of its repetitive (but semantically meaningful) elements increases th e possibilities of successfully applying machine learning techniques in the specifi c domain. At the same time, application of learning within the domain (e.g., ba seball video only, versus all types of video) decreases the possibility of errors.
In section 4 we discuss how this concept was used to select th e domains for our experiments.
THE VISUAL APPRENTICE
OVERVIEW
The Visual Apprentice (VA) framework consists of three stages:
(1) user input, (2) consisting of the following levels ( Fig. 1) : (1) region; (2) perceptual; (3) object-part; (4) object and (5) scene. More specifically, a definition hierarchy is defined in terms of the following elements: (5) Scene: structured c set of objects. (4) Object: structured set of adjoining object-parts.
Object-part: structured set of perceptual-areas. (2) Perceptual-area: set of regions that are contiguous to each other and homogeneous within the set. The detectors we describe refer to objects and scenes. We use th e name VOD, however, for simplicity and to emphasize the local structure of the classifiers. We have chosen only five levels for the hierarchy because they provide an intuitive representation that is useful in practice. The word structured is used to emphasize the importance of spatial rel ationships between elements in the particular set. Regions, which are at the lowest level of the hier archy, constitute the basic units in the framework and can be extracted using any segmentati on algorithm based on low-level features such as color, texture, or motion. In addition, the following restrictions are placed on the construction of valid hierarchies (please refer to Fig. 1 , where each node represents a set): (1) a se t of level i (i≠5) is a subset of only one set of level i+1 (e.g., an object-part can only belong to one object; a node in the hierarchy can only have one parent); (2 ) a set of level i cannot be a subset of a set of level i-1, unless the two sets are equal (e.g. an object cannot be part of a perceptual-area; a face can be equal to a single perceptual area); (3) sets at the same level are disjoint (i.e., intersection of two sets of the same level is empty; two object-parts cannot intersect); (4) regions do not contain subsets (i.e. regions are the basic units and cannot be separated); (5) No. sets at level i <= No . sets at level i-1; (6) all sets are finite and can contain one or more elements; (7) every set is equal to the union of its children. Note that every node in an hierarchy has a conceptual meaning (e.g., pitcher), correspon ds to an image area in a training example (e.g., a set of connected pixels in each im age), and, as will be shown later, corresponds to a classifier (e.g., pitcher object-part classifier). The user, in this case, has decided to model the scene using only four levels ( region, perceptual-area, object-part , and object). shows how a scene can be modeled using th e hierarchy. The white outlines were drawn manually to illustr ate how the regions map to the hierarchy. Note that the user decided to model the scene using only four levels.
After the user defines an hierarchy and provides th e training examples, features are extracted and classifiers are learned (stage 2). Classification (stage 3) occurs at the levels of Fig. 1 : regions are classified first and combined to obtain perceptual-areas, which are used by object-part classifiers. Object-parts, in turn, are combined and the results are used by object classifiers, etc.
In the sections that follow we discuss, in detail, each of the three stages of the VA (user input, feature extraction and learning, and classif ication).
USER INPUT
Different users have different interests. In order to accommodate this subjectivity we allow users to build different models (i.e., definition hierarchies ) based on their During training, the user performs the following ta sks: (1) creation of a definition hierarchy by defining the labels to be used for each node; ( 2) labeling of areas (e.g., regions, perceptual-areas, etc.) in each training i mage/video according to the hierarchy.
Using the interface, the user defines the hierarchy by creating labels for nodes and expressing the connections between them. The label "batter region of batter object-part," (Fig. 2) for example, clearly defines the connectio ns between the batter region, the batter object-part, and the batting object. Using a simple user interface (Fig. 3) , the user can set the corresponding labels (e.g., the " object-part" field would say "batter", the "scene" field would say batting, etc.). Once the labels are created, during training, the user labels regions, perceptual-areas, object-parts , and objects, in each training image/video. In the current implementation an image/video example corre sponding to a particular hierarchy must contain all of the nodes defined in the hierar chy (e.g., all batting scene examples must contain a field, a pitcher, a batter, etc.). Labeling of image/video examples according to the h ierarchy can be done in several ways: (1) by clicking on regions obtained from auto matic segmentation, (2) by outlining areas in the segmented/original images/videos. Usua lly, labeling is almost exclusively done on the segmented images directly. Furthermore, in most cases it is only necessary to label individual regions (without outlining areas), because the interface of the VA facilitates training by automatically grouping regi ons that are connected and have the same label. The groups generated are assigned the l abel of the parent node of the regions used in the grouping. For example, in Fig. 2 , the user labels all of the pitcher regions (from automatic segmentation) with the name "pitche r region". Then the system automatically groups all contiguous "pitcher region s" (those that are connected) and labels that group "pitcher object-part" (since the parent of the "pitcher regions" label is "pitcher object-part"). In some cases, however, the user may wish to ma nually outline e In section 5 we discuss possibilities of additional user input (e.g., decisions on learning algorithms to use, etc.).
objects, object-parts or perceptual areas (note manual outlines in white in Fig. 2 ) and bypass the automatic grouping algorithm. The differ ence between using the automatic grouping provided by the system and manually outlin ing components is that manual outlining eliminates segmentation errors that would otherwise be incorporated. Again in Fig. 2 , note that in the segmented image a pitcher region contains some pixels that belong to the background. Manually outlining the pitcher e liminates that error, since the user drawn outline excludes those background pixels in t he "pitcher object-part" example.
User input for video is similar since only the firs t frame, in each example video shot, must be labeled-in the segmentation algorithm used 79 , regions are automatically segmented and tracked in each video frame. On that first frame, the user identifies regions that correspond to each node in her definition hierarchy : all of the sand regions, all of the sand perceptual-areas, object-parts, etc. The labeled region is tracked by the system in subsequent frames. For each region, then, it is possible to extract motionrelated features (discussed below).
As a result of user interaction, we obtain the foll owing sets for a defined class j (e.g., batting scene of • abeled by the user are automatically assigned the label "unknown" and included in the se t EES j . This way, using the closedworld assumption 5 , those regions can be used as negative examples du ring training.
Note that the user also has the option of including additional images/videos/regions to be used as negative examples, and that each image/vide o example for a given hierarchy must contain all the nodes in the hierarchy defined by t he user. In other words an image/video example corresponding to a particular hierarchy mus t contain all of the nodes defined in the hierarchy (e.g., all batting scene examples must contain a field, a pitcher, a batter, etc.). As discussed in section 5, it would be possible to modify this constraint t o provide further flexibility. In the training stage, then, user input consists so lely of defining the definition hierarchy (by creating the appropriate labels), and labeling example image/video areas according to the hierarchy. The labeling is done by clicking on image regions, or outlining image areas in each image/video example.
FEATURE EXTRACTION AND LEARNING
Feature Extraction
As discussed earlier, an element e ki of our model (node in the hierarchy) is a set of connected pixels (i.e., an area of the image). Ther efore, user input produces, for each example image/video, a set of image/video areas, la beled according to the hierarchy defined by the user.
For each element in the Example Element Set, we com pute a feature vector, which is an attribute-value tuple representation of the features of the element (e.g., color, shape, etc. , pitcher label) ). Note that all exa mples for a particular node in the hierarchy (e.g., pitcher region) will have the same label.
Two types of feature vectors are used in the framew ork, those that contain raw features , and those that contain spatial relationships (described below). The raw vectors consist of a superset of 43 features. These features can be placed into f ive different groups.
• Area and location: area, bounding box center (x, and y), orientation, major axis length, major axis angle, minor axis length. 64 • Color: average L, U, and V, dominant L, U, and V (LUV qua ntized to 166 colors 70 ).
• Shape: perimeter, form factor, roundness, bounding box asp ect ratio, compactness, extent. 64 • Texture: mean Maximum Difference, mean Minimum Total Variat ion (MTV), horizontal, vertical, diagonal, and anti-dia gonal Mean Local Directed Standard Deviation (MLDSD), edge direction histogra m (see 60, 77 ).
• Motion trajectory: maximum/minimum horizontal and vertical displaceme nt, absolute horizontal/vertical displacement, trajecto ry length, displacement distance, average motion angle, average horizontal/ vertical speed/acceleration.
Feature extraction occurs for all nodes, according to the hierarchy defined by the user. By computing feature vectors for each element, a training set is obtained for every node of the hierarchy. Recall that during user input (secti on 3.2), grouping occurs between regions that are connected and have the same label (e.g., in Fig. 2 pitcher regions form a pitcher object-part; sand regions are grouped at the sand perceptual-area node). For each image example, when the grouping is performed (or a manual outline is used), a new area of the image is used for feature extraction. In oth er words, the features of the regions of the pitcher are used at the pitcher region node, bu t at the parent node (pitcher object-part in this case) a new set of features is computed fro m the image area that results from merging all connected pitcher regions together.
The connected (labeled) pitcher regions, then, serve as a mask that is used to extract new f eatures for the parent node of the region node used in the grouping (again in Fig. 2 , pitcher object-part for pitcher regions, sand perceptual-area for sand regions, and so on).
Elements of the hierarchy that are structured (i.e.
, scenes, objects , and object-parts in the definition hierarchy of section 3.1), and have more than one element (i.e., field objectpart and batting object in Fig. 2 ) are treated differently during feature extr action in the sense that they are characterized in terms of the e lements they contain and the spatial relationships between those elements. For example, in Fig. 2 Pitcher region = {label = pitcher, color = white, texture = coarse , etc.} (i.e., a region and its 43 features from the set described above) Field object-part = {label = field_object_part, grass perceptual-area contains sand perceptualarea} (e.g., an object-part in terms of its perceptual areas and their spatial relationships)
To represent the structural relationships in struct ured sets that have more than one element, (e.g., between
perceptual-areas within object-parts, or object-parts within objects, etc.), Attributed Relational Graphs (ARG) 56, 46, 65 are constructed. In an ARG, nodes represent elements and arcs between nodes rep resent relationships between elements. In the VA, nodes in the ARGs correspond to labeled elements from the hierarchy being considered, and arcs represent simple spatial relationships between those elements. In particular, the following relationship s are used: above/below; right of/left of; near; far; touching; inside/contains.
It is important to note that using this representat ion an ARG will contain labeled elements only (see Field feature vector above), and their re lationships. This is important because in the classification stage matching of graphs that co ntain unlabeled objects, which is a hard combinatorial problem, is avoided. Additionally, t o avoid the difficulties of searching in complex relational representations (e.g., Horn clauses), the ARG is converted from its original relational representation to an attribute-value representation:
46 elements in the ARG are ordered (according to their label) and a featu re vector is generated. With such transformation, existing learning techniques that u se feature vector representations can be applied directly (e.g., decision trees, lazy learne rs, etc.).
The result of the feature extraction stage, then, i s a set of feature vectors for each node of the corresponding hierarchy. Note that in the set TS j the positive examples for a particular node are those feature vectors in TS j that have the label for the corresponding node. T he rest of feature vectors in the set TS j are negative examples, for that node, under the closed-world assumption 5 .
In essence, if there are n nodes in the hierarchy, there will be n+1 different labels (including the "unknown" label) i n the set TS j . This means that there will be n different classes (one for each node), and therefo re n different classification problems, each of which contains a set of positive and negative examples. This is important because it emphasizes that the result of the training stage is a set of different classification problems , one for each node.
Learning of Classifiers and Feature Selection
A classifier is a function that, given an input, assigns it to one of k classes. A learning algorithm is a function that, given a set of examples and th eir classes, constructs a classifier 14 .
These two definitions are of extreme importance in Machine Learning and in particular in the framework of the VA. Using the labeled feature vectors, learning algorithms are applied at each node of the hierarchy defined by the user to obtain classifiers. This is done for each node at the five levels defined above:
(1) region, (2) perceptual, (3) object-part, (4) object and (5) scene.
As depicted in Fig. 4 , all classifiers in an hierarchy could be co nstructed independently using a single learning algorithm. For example, it would be possible to choose one of the most widely used learning algorithms 5, 46 (e.g., decision trees, lazy learners, 1 neural networks, etc.) and apply it at each node to obtain the corresponding classifiers. The difficulty with this approach is that no algorithm will outperform (in terms of classification accuracy) all other algorithms in al l tasks. In other words, since the VA is meant to allow users to define their own classes, i t is not possible to choose, a priori, a learning algorithm that will produce classifiers th at will always perform better than classifiers produced by any other learning algorith m. Of course, other factors could be considered (discussed further in section 5), including availability of resources (computational, number of training examples, etc.), speed requirements (during training and during classification), and desired accuracy. In order to allow flexibility, we propose a differe nt approach (discussed in the next section), which consists of applying several learning algorithms to the same training data (at each node), to obtain a collection of binary cl assifiers for each node.
Regardless of the approach chosen to construct clas sifiers (using one or several learning algorithms), it is well known that selection of fea tures can have a strong impact on classifier performance, even with learning algorith ms that incorporate some form of feature selection. The justification and benefits i n performance of selecting features in decision trees, for example, is given in 52, 39, 32 . This is because different features may be better for representing different concepts. For exa mple, "good" features to represent a field might be color and texture, but good features to represent pitcher might be spatial location and aspect ratio (see Fig. 2 ). Therefore, using the same features for al l hierarchies (or for all nodes within a given hierarchy) may not yield the best results.
In many content-based approaches, specifically in i nteractive ones (query-by-sketch and query by example techniques 8, 70, 53 ), users typically select the features to use. This , however, is often a difficult task. Automatic featu re selection, used in the VA framework, serves to shield the user from the difficulties inh erent in deciding which features are more important for a specific task (i.e., node in a hier archy, or VOD). Given a set of features A (e.g., the superset described in section 3. 31 can be characterized as a search problem. The search for a better feature set can be conducted using several heuristics that aim to avoid exhausti vely analyzing all possible feature sets. In particular, the search can look for optimal or s ub-optimal results, and can be based on a filter or wrapper approach 36 .
In the filter approach, the search for best featu res is independent of the learning algorithm and classifie r that will be used. In the wrapper approach, which is used in the VA, the criterion function (1-P e ) is dependent on the learning algorithm and data used. Feature selection, therefore, is performed w ith respect to a particular algorithm and data set. In particul ar, a learning algorithm is repeatedly run on a data set using various feature subsets so that each run produces a classifier that uses a different set of features. The performance of the classifiers learned using each feature set is measured (using k-fold cross-validation, des cribed below), and the best feature subset is chosen according to the performance. Once the features are chosen, the learning algorithm is used to construct a classifier using o nly those features. In the VA, best-first forward search 65 (a sub-optimal non-exhaustive technique) is used t o find the best features.
The search for a better feature set is performed, u sing a given learning algorithm, by building different classifiers using different subs ets of the original feature set. Once the best feature set is found (for that particular algo rithm), a classifier, using that algorithm is constructed. Since we use several algorithms (next section), it is then necessary to compare the different classifiers constructed by th e different algorithms, at each node.
Selection and Combination of Classifiers
In the machine-learning community, an important goa l is often to compare the performance of different learning algorithms. 14, 66 The criterion in those cases is often the performance of the algorithms on standard data sets (e.g., UC Irvine repository 49 ), or in particular domains. Instead of trying to find the b est algorithms for classifying visual information, the goals in the VA framework center on determining the best classifiers for specific tasks (e.g., nodes of the hierarchy). The goal of the training stage is to obtain the best possible classifier ( not learning algorithm) for each node. Since different learning algorithms may produce classifiers that perform dif ferently on the same training data, the system simultaneously trains several algorithms (ID 3, Naïve-Bayes, IB, MC4) 38 and selects the classifier that produces the best resul ts. Note that, as discussed in the previous section, FSS is performed with respect to each algorithm, so wh en the system compares classifiers (this stage) it is already using the be st features found, for each algorithm, in the previous step.
The performance of each classifier is measured usin g k-fold cross-validation:
the set of training examples is randomly split into k mutually exclusive sets (folds) of approximately equal size. The learning algorithm is trained and tested k times; each time tested on a fold and trained on the data set minus the fold. The cross-validation estimate of accuracy is the average of the estimated accurac ies from the k folds. In the VA accuracy is determined as the overall number of correct classif ications, divided by the number of instances in the data set. The process i s repeated for each classifier being considered.
The best classifier is chosen according to its perf ormance estimate given by the crossvalidation accuracy: for each node, the classifier with the highest accuracy is selected. The process occurs for every node of the hierarchy defined by the user.
An alternative to selecting the best classifier is to combine all or some of the classifiers resulting from the cross validation process. In 28 other ways in which classifiers can interact in the VA framework were presented (also see 54 for a different combination strategy in a different framework). Fig. 5 . Overview of the learning process for each n ode in the hierarchy. Note that each classifier is produced with the best feature set for the particular learni ng algorithm being applied.
CLASSIFICATION
When a VOD is applied to a new image/video, the first step is automatic segmentation of the image/video. Classification then follows the bo ttom up order of the hierarchy defined by the user (Fig. 3) .
First, individual regions are classified (in a selection process similar to 73 ) and, then, perceptual-areas formed (i.e., regions are classified perceptually and groups are found). Those groups are then combined to form prospective object-parts, which form objects that form scenes. Classification, however, depends on the specific hierarchy defined by the user. To detect a pitcher object-part (Fig. 2) , for example, the corresponding VOD would find pitcher regions first, and then try to find groups of pitcher regions that may correspond to the pitcher object-part. The process would be similar for grass and sand perceptual areasregions are selected and groups of regions are us ed by the parent classifier (of the corresponding region classifier). Note that this is similar to the grouping performed by the system in the trainin g phase (section 3.2). During training, regions are labeled by the user, so the system knows exact ly which regions (those labeled) must be taken as a group at the parent nod e. In the classification stage, the labels are assigned by a region classifier. The classifier of the parent node, therefore, must search the space of possible groups. In the first step, then, regions are selected by a region classifier. Given a universe U of elements, a function c j (i) is a classifier for class j that determines membership of i ( i∈U) population. Individuals evol ve from one generation to the next through genetic operations such as mutation (a n individual's characteristics are changed) and cross-over (two or more individuals co mbined to produce a new one). During the evolution process (generation to generat ion), only "strong" individuals survive-that is, individuals that meet certain fit ness criteria.
What follows is a description of our algorithm:
1. Initialize population (P = PG).
2. Evaluate individuals in P using as a fitness fun ction, the classifier of the parent node of the function used to select the regions to form PG.
If the maximum number of iterations has been reached, or an element in P satisfies the criterion function, stop. Otherwise, continue to step 3.
3. Select and mutate individuals (e.g., remove a re gion from a selected group, etc.).
Go to step 2.
To summarize, strong region candidates are first grouped and then merged with adjoining weak candidates. This eliminates from consideration isolated weak candidate regions. The evolution program then considers each group of regions. At every generation step, each group is mutated, thus generating a new individual. A ne w individual's fitness in the population is measured by the region candidate's pa rent node classifier. Note that each individual in the population (a group of regions) c orresponds to an area in the image/video being considered. Therefore, features ( recall raw feature set of section 3.2.1) are extracted from that area, and the classifier th at was learned during training is applied. Examining the example of Fig. 2 again, region classifiers for the following nodes are applied: grass, sand, pitcher, and batter. The grouping usin g the evolution program is performed for each of these, and the groups are jud ged by the corresponding parent classifiers (grass and sand perceptual-areas; pitch er and batter object-parts). The field classifier, then, receives as input a feature vecto r that contains the grass and sand perceptual areas found (with their spatial relation ships, as explained in section 3.2.1). The batting classifier, then, receives as input three e lements and their spatial relationships (field, pitcher, and batter).
A final decision is made by the
Visual Object Detector (VOD) , then, based on the decisions of all of its classifiers. In particular, all elements of the hierarchy must be present for a VOD to detect the object. For the batting scene of Fig. 2 to be found, all elements must be found (i.e., pitcher, field and it s parts, etc.).
EXPERIMENTAL RESULTS
Applying CBR techniques, and in particular those th at use learning, in a real world scenario can be a challenging task for many differe nt reasons. Therefore, we will describe some of the issues we encountered applying the VA, and experimental results. In each of the experiments reported in this section (baseball, handshakes, skies) the amount of time required to complete the training stage was less th an two hours.
Baseball Video
Television broadcasts of professional Baseball game s were selected for these experiments because (as suggested by the concept of RVS of section 2), it was possible to identify meaningful objects and scenes that are visually sim ilar and repeat. First, we identified the batting scene of Fig. 2 as a meaningful candidate for a VOD. Then we collected and examined data. Table 1 .
Some quality factors found in professional Baseball broadcast.
Visual Appearance Signal quality
Time In constructing a classifier for the batting scene of Fig. 2 , we encountered several issues of importance (see Table 1 discussed in previous work 29 ). We divided such factors into those that are related to visual appearance (i.e., independent of the signal), and those that are related to the broadcast signal itself. These f actors cause variations in the visual appearance of the content used by the algorithms, and therefore on the value of the features (segmentation, color, shape, etc.) used. The effec t varies from minor to significant. For example, the time of day (morning, afternoon, night) can significantly affect the lighting conditions, which have an impac t on the perception (and encoding) of color and texture. It is interesting to note that, due to the length of some Baseball games (several hours), it is possible to observe signific ant variations in weather (from sunny to overcast to rainy) and lighting (it is not uncommon for a game to start in the afternoon and end in the evening).
Other factors, such as the players' uniform and the field remain constant within a game, but can vary significantly across different games. The way the games are broadcast (e.g., number of cameras, angle s, etc.), on the other hand, is fairly standard within a game and across different broadca sters. Analyzing the data carefully, however, it is easy to observe variations that alth ough minor for humans, can have a severe impact on CBR algorithms. Examples include " small" variations in camera angles (or camera distance), text on the screen, and others.
The second set of factors was also surprisingly imp ortant. Variations in the signal, even within the same game were sometimes significant. Co lors changed, and noise was visible in many cases. Some of these are due to human error at origin, while others are related to the broadcast mechanism itself (live over satellite , etc.). Of course, variations in digitization of the signals can also have a strong impact.
For humans, most of those factors have no impact on the ability to recognize different scenes. Issues such as clutter (i.e., presence of u nknown/unmodeled objects), occlusion, variations in lighting, and others, 24 are well known in Computer Vision and can have a strong impact on automatic algorithms. Most of thes e issues, however, are ignored in most of the experiments reported in CBR, mainly bec ause in most cases the data used for training/testing comes from a single "collection" ( e.g., a particular news source, etc.).
In order to test the framework with a batting scene detector, we used videos from several broadcasters. The set used in the experiments inclu ded games played in different stadiums (natural and artificial turf), times of da y (night/day), weather conditions (overcast, sunny), etc.
Innings from 6 different games were digitized in MP EG1 format at 1.5 MBps (30 frames/sec, at resolution 352x240 pixels). All scen e cuts were obtained manually (scene cuts could be detected automatically using 43 ), and each shot was forced to a length of 30 frames, which is long enough to represent a batting (pitching) action. The batting (or pitching scene) lasts approximately 1 second in a t elevision broadcast.
A set of 376 baseball video shots (of 30 frames each) was used for the ex periments. The set contained 125 batting scene shots (Fig. 2) . The set of 376 was divided into independent training and testing sets. The training set consisted of 60 batting scene shots. The test set, then, consisted of 316 shots (65 batt ing scenes and 251 other types of scenes), and different games were used in the training and test sets. The definition hierarchy used differed slightly from the one in Fig. 2 : the field object-part was divided into three perceptual areas: mound, top grass, and bottom grass.
Since classification starts at the region level, we examine classification results for different region classes. As discussed in section 3.2.4, different classifiers may perform differently on the same training data, and therefor e it may be beneficial to use different algorithms for different classification problems. F or our particular experiments, this is illustrated in Fig. 6 . The figure shows the learning curves for region node classifiers constructed using the ID3 algorithm, and using a kNearest Neighbor classifier (k=5). In the VA framework, cross-validation accuracy is used, over the training set , to select the best features and classifiers. For illustration pur poses here (in Fig. 6 only) , we show the learning performance over the entire set (training and testing sets together). The overall batting scene classifier does not have access to the test set during training, but we show it here because the differences between the curves are easier to observe than on the training set alone-the point of this discussion is to empha size that an algorithm will perform differently on different sets of data. The curve fo r ID3, for example, suggests that an ID3 classifier will perform better on pitcher and grass
nodes. An IB-5 classifier shows similar performance variations on different sets of data. A t the same time, the plots show that the ID3 algorithm is more likely to perform better for the batter regions than the IB5 classifier. In the actual cross-validation experime nts over the training set (not shown), different algorithms and features were selected for the construction of classifiers at different nodes (some examples are presented in 29 ). Performance variations over the training set varied depending on the node, and most of the region level classifiers achieved around 80% accuracy on the independent tes t set. Detection of video shots of the batting scene ( Fig. 2) using the entire hierarchy resulted in an overall accuracy of 92% (overall % of correct cl assifications) with 64% recall, and 100% precision on the independent test set of 316 s hots (65 batting scenes and 251 nonbatting scenes). High precision was achieved in th e VA in these experiments because the current implementation of the framework requires th e detection of all nodes in the hierarchy. In other words, a batting scene can only be detected if all components of the hierarchy are found in the scene/shot. Therefore, a detector for this scene is unlikely to encounter false positives for all of the components of the hierarchy within a single scene. This mechanism, however, also causes a drop in reca ll: a classification error (miss) in one node of the hierarchy can cause a dismissal of a ba tting scene shot. In general, therefore, a hierarchy with more nodes is likely to yield high er precision and lower recall. Fewer nodes are more likely to yield lower precision and higher recall. Indeed, the shots that were missed by the classifier were missed because n ot all of the nodes were present. In particular, in most of the misclassifications the s maller elements (e.g., mound, batter) could not be found. This was due to segmentation er rors, and errors at different levels of the hierarchy. In some cases text (and borders) sur rounding the scene caused the errors-it is not uncommon for the entire scene to be reduced by a border with text (e.g., statistics or information from other games being played at the same time), making detection very difficult.
Detection of the batting scene across different gam es (with the variations outlined in Table 1 ) is a difficult problem on which the VA has performed well. Preliminary experiments using global features (quantized LUV co lor histogram and coarseness) as well as block-based global scene classification (br eaking up each image into 16 blocks, classifying the blocks and assigning the image the majority of the block labels 74 ) produced poor performance. Although more experiment s are required to compare the VA's performance with other approaches (e.g., using t he same features as in 74, 77 and testing the implementation with a set of similar im ages), an analysis of the data and the preliminary experiments suggest that scene-level cl assification (i.e., not using structure information) may not yield good results for this pa rticular problem. One of the biggest difficulties is the variation that occurs across di fferent games. The important components of the batting scene (i.e., those included in the h ierarchy of Fig. 2 ) usually occupy around one third of the image (scene). A global approach t o classification, therefore, is likely to be affected by the remaining two thirds of each sce ne. Because of variations in the stadium, for example, the background (e.g., wall be hind the pitcher) can be significantly different across different scenes. The VA framework takes this into account in the sense that if the background is not included in the hiera rchy, it may not have a direct impact on the detection of the object/scene. A related observ ation is that, in this particular application, there are many similar scenes that do not match the model. There are many scenes that show a field and a crowd in the backgro und. Such scenes, however, do not contain a batter (and pitcher), so a VOD that includes such elements would be able to differentiate between one of those "field" shots an d a batting scene. It would be more unlikely for a global (or block-based) classifier, on the other hand, to be able to make such distinctions.
A possibility to alleviate the problem of variation present in the data, is to perform a filtering of the shots.
80
In that approach, incoming video scenes are first automatically assigned to a "color model" based on unsupervised l earning (e.g., different models for different games-night, sunny, etc.), and a subsequ ent process uses manually constructed rules at the segmented region level (to account for local scene structure) to perform classification. Promising preliminary results (prec ision 96%, recall 97%) was reported in detecting batting scenes in broadcast videos. 80 However, note that unlike the VA the approach uses manually constructed region-level rul es, and adaptive filtering that automatically selects the global color model depend ing on color variations of the new video. Indeed, it would be a promising direction to incorporate the adaptive filtering as a pre-filter before applying the VA detector.
Handshakes and skies
Detectors were also constructed for handshake, and sky images (see object hierarchies for handshakes and skies in Fig. 7 ). For the handshake tests, 80 training image s, and an independent test set of 733 news images were used.
Out of the 733 images, 85 were handshakes. An overall accuracy of 94% (94% of the set of 733 images, were correctly classified) was achieved (74% recall, 70% precision ) with 89 images automatically labeled as handshake by the system. Sky detection w as performed on a set of 1,300 images that contained 128 skies (with an independen t training set of 40 images, see 55 ). An accuracy of 94% was achieved (50% recall, 87% pr ecision), in a set of 134 images retrieved. The results reported for the different types of hie rarchies show that the Visual Apprentice framework is flexible, allowing the construction of different types of detectors. More importantly, performance in each case was similar t o performance reported for similar classifiers using other techniques (overall accurac y around 90% and higher). The experiments show encouraging results for the constr uction of dynamic approaches to classification. Next we describe some possible exte nsions, and improvements.
DISCUSSION
Extensions to the framework
The framework of the VA shows several desirable characteristics of CBR syst ems. The system uses learning techniques to automatically bu ild classifiers, and therefore detectors can be easily constructed without the need for spec ialized algorithms. Since classifiers are built independently (for each node of the hiera rchy), however, specialized algorithms can be easily incorporated. For example, in the han dshake classifier, a face detection module could be used instead of the face node class ifiers. Similarly, a domain-specific segmentation algorithm could be used to improve per formance. In the current implementation a "standard" set of parameters is used with the segme ntation algorithm. The parameters, however, could depend on the specif ic class (and hierarchy) being constructed by the user, or even learned by the sys tem based on correct/incorrect segmentation results (labeled by the user).
The construction of the hierarchy, as discussed ear lier, is subjective and will depend on the user. Therefore, two hierarchies for the same c lass (e.g., batting scene) may lead to different classification results. It is conceptuall y possible to build an hierarchy automatically, or semi-automatically. This issue is somewhat related to the learning of belief networks 54 , and research in which the goal is to automaticall y detect Regions of Interest (ROIs). ROIs are areas that would roughly correspond to nodes in an hierarchy (i.e., areas of the image which are more important than others 59 ). In 25 , for example, experiments were presented to explore the use of ey e-tracking results for automatic classification. Potentially this type of interacti on could replace the current mode of interaction in the training stage of the VA, and help in the automatic or semi-automatic construction of hierarchies. A related issue is all owing more flexibility in the construction of hierarchies, and the application of the VODs. For example, instead of requiring all nodes to be labeled (and present during classificat ion), it would be possible to extend the framework to allow the omission of nodes. A batting scene, then, could be detected (with a smaller confidence score), even if a pitcher is n ot detected.
Another possible extension of the VA, could include (at the user's expense) additional input parameters that could be used by the system t o guide the training process. Information on issues such as desired computational efficiency (e.g., training/classification speed), for example, could be used internally in the selection of classifiers, and in providing training guidelines ( e.g., size of training set, etc.).
On Applications
With the VA it is possible, to construct classifiers for objec ts/scenes that are visually similar, and have a structure that can be clearly defined. Appl ications in sports commercial domains (e.g., databases of retail objec ts) seem promising. The approach, however, may be unsuitable for classes in which var iation in visual appearance is too significant, or in which a well-defined structure i s not easily identified (e.g., indoor, outdoor images). Although it is conceivably possibl e to build several disjoint hierarchies for such classes (rather than having a single one), it is likely for other approaches that have produced promising results (e.g., 74, 55 ) to be more suitable.
It is also important to point out that in some doma ins, specialized algorithms may be better than flexible frameworks (e.g., the VA). An interesting possibility, however, is the combination of approaches like the VA with approaches that use expert knowledge. The VA, for example, could be used by an expert to constr uct rule-based classifiers, and those classifiers could be manually refined by the expert to improve their performance in a specific application. The framework could also be u sed to quickly examine feature variations for different types of objects (e.g., an alyzing the training data), and to construct basic components to use in expert-constructed syste ms (e.g., use of a sky detector in a larger framework). The batting scene rules in the s ports event detection discussed earlier, 80 for example, were constructed by an expert by anal yzing features extracted by the VA during training. High accuracy was achieved in tha t system using this approach, suggesting that the VA framework can also be a useful tool for experts co nstructing domain-specific classifiers.
CONCLUSIONS AND FUTURE DIRECTIONS
We presented a new approach to the construction of dynamic classifiers for CBR. In the Visual Apprentice (VA), a user defines visual object/scene models, that dep end on the classes in which she is interested, via a multiplelevel definition hierarchy (region, perceptual-area, object part, object , and scene). As the user provides examples from images or video, visual features are extracted and classifiers are learned for each node of the hierarchy. At each node, the best features and classifiers a re selected based on their performance, using k-fold cross-validation over the training set. The resulting structured collection of classifiers (a Visual Scene/Object Detector ) can then be applied to new images/videos. A new image/video is first segmented automatically, and then the classifiers ( region, perceptual-area, object part, object, scene ) are applied according to the hierarchy.
The concept of
Recurrent Visual Semantics (RVS) was also discussed. RVS is defined as the repetitive appearance of elements (e.g., object s, scenes, or shots) that are visually similar and have a common level of meaning within a specif ic context. Using that concept, it is possible to identify where and when learning techniques can be used in CBR.
Experimental results were presented in the detectio n of baseball batting scenes, handshake images, and skies. The results of the exp eriments are promising. The framework is flexible (users are allowed to constru ct their own classifiers, accommodating subjectivity); no input is required o n difficult issues, such as the importance of low-level features, and selection of learning algorithms; and performance is comparable to that of other approaches. One of t he main advantages of our framework is the flexibility of defining object/scene hierarc hies and detailed user input at multiple levels. The approach allows users to specify multip le level composition models, which are absent in most existing approaches to CBR.
Future work includes further research into classifi er combination, semi-automatic hierarchy construction, and MPEG-7 compatibility fo r the generation of features during learning and classification. Other topics of future research also include feature and classifier selection in with a small number of samp les, the development of a theoretical framework for the hierarchical classification schem e we propose, and the inclusion of additional multimedia features (e.g., audio). 
