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In this paper we give a generalization of the PI-controller design theory proposed by
Kobayashi [T.A. Kobayashi, Digital PI-controller for distributed parameter systems, SIAM J.
Control Optim. 26 (1988) 1399–1414] and later by Xu and Jerbi [C.Z. Xu, H. Jerbi, A ro-
bust PI-controller for inﬁnite-dimensional systems, Internat. J. Control 61 (1995) 33–45] to
stabilize and regulate a large class of inﬁnite-dimensional linear systems in Banach space.
We prove that even if the dynamic operator A of the open loop system does not generate
a holomorphic semigroup, the invertibility of C A−1B (where C is an unbounded observa-
tion operator and B is a bounded control operator for the system) is still a necessary and
suﬃcient condition for the existence of a robust PI-controller.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we are interested in the inﬁnite-dimensional linear systems of the form
x˙(t) = Ax(t) + Bu(t) + w, x(0) = x0,
y(t) = Cx(t), t  0, (1)
where the state of the system x(t) ∈ X , X being a Banach space, (A, D(A)) generates a C0-semigroup (T (t))t0 on X , the
distributed perturbation w is an unknown constant vector in X . The input u(t) ∈ U , where U is a Banach space. The control
operator B is a bounded operator from U to X . The output y(t) ∈ Y where Y is a Banach space. The observation operator C
is assumed to be an unbounded operator deﬁned on D(A) with values in Y .
Our aim in this paper is to ﬁnd a PI-controller for the system (1) of the form
u(t) = kP K P
(
y(t) − yr
)+ kI K I z(t),
z˙(t) = y(t) − yr, t  0, (2)
KP , KI ∈ L(Y ,U ) and kP ,kI ∈ (0,+∞), which stabilizes and regulates the system (1), i.e., for arbitrary constant reference
signal yr ∈ Y , limt→+∞ ‖y(t) − yr‖ = 0. Note that the stabilization and the regulation of this system should not depend on
the initial state x0 ∈ D(A) and on a perturbation term w .
This problem has been studied by Davison and Goldenberg [1,2] for ﬁnite-dimensional systems. A ﬁrst generalization to
inﬁnite-dimensional systems has been established by Pohjolainen [7] who has proved that under the holomorphicity of the
exponential stable semigroup (T (t))t0 and if U = Y = Cp , the condition
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(
C A−1B
)= p (3)
is a criterion for the existence of the robust controller (2). As an extension of this result, Pohjolainen [8] has also investigated
this problem without assuming the holomorphicity of the semigroup. But in his paper he has considered only the bounded
observation operators. Later, Kobayashi [5] has developed a PI-controller by means of the discretization method for the
systems governed by an exponentially stable holomorphic semigroups.
The drawback in these works is that the semigroup should be holomorphic and/or the observation operator must be
bounded. These conditions are more restrictive since they are not applicable to an important class of inﬁnite-dimensional
systems like, e.g., population dynamic models and functional differential equations. In [15], Jerbi and Xu have showed that,
when the state space is Hilbert, the holomorphicity is only a technical assumption and not fundamental.
Our concern in this paper is to ask whether the criterion (3) holds even in the Banach state space setting and when the
semigroup is not necessary holomorphic.
The article is organized as follows: In Section 2 we present notations, deﬁnitions and preliminary results needed later.
In Section 3 we consider the integral part of the controller (2) (i.e., kp = 0). We investigate the relationship between the
spectrum of the extended operator AI associated with the closed loop system and that of C(λ − A)−1BKI for some λ in
the resolvent set of A, see Proposition 7. In Proposition 8 we give an estimation of the spectral bound of AI when the gain
kI is small enough. This result together with the quasi-compactness of the semigroup generated by AI (see Remark 10 and
Proposition 11) allows us to prove that if U = Y = Cp and the matrix KI is chosen such that the spectrum of C A−1BKI
contains only values with strictly positive real parts, then there exists a robust I-controller which stabilizes and regulates
the system (1). As a consequence, we deduce that (3) is a criterion for the existence of this controller, see Corollary 14.
Finally, in Section 4 we give necessary and suﬃcient conditions for the existence of the PI-controller, see Theorem 17 and
Corollary 18.
2. Notations and preliminary results
In this section we have gathered the notations we use and the basic results we need in the subsequent sections.
Throughout this paper we assume that (A, D(A)) generates a C0-semigroup (T (t))t0 on a Banach space (X,‖ · ‖) and
the domain D(A) is endowed with the graph norm ‖ · ‖A . The set ρ(A) denotes the resolvent set of A and σ(A) its spec-
trum, s(A) := sup{e λ: λ ∈ σ(A)} is the spectral bound of A, ω0(A) := inf{ω ∈ R: ∃M  1 s.t. ‖T (t)‖  Meωt, ∀t  0} is
the growth bound of the semigroup (T (t))t0, R(λ, A) := (λI − A)−1 is the resolvent operator. We denote by L(E, F ) (resp.
L(E)) the space of bounded linear operators from E to F (resp. on E). The space X := X × Y is endowed with the product
norm ‖ · ‖X := max{‖ · ‖,‖ · ‖}. C+ (resp. C+) is the open (resp. closed) positive half plan. Similarly, C− (resp. C−) is the
complementary of C+ (resp. C+).
Deﬁnition 1. Let E be a Banach space and r ∈ [1,+∞[.
(i) We say that D ∈ L(D(A), E) is A-admissible (of type r) if there exist τ0 > 0 and γ0 > 0 such that
τ0∫
0
∥∥DT (t)x∥∥rE dt  γ r0‖x‖r, ∀x ∈ D(A). (4)
(ii) Let E = X and D ∈ L(D(A), X). We say that D is strictly A-admissible if it is A-admissible of type 1 with γ0 ∈ (0,1).
In [6] Miyadira has introduced the strictly A-admissible operators D ∈ L(D(A), X) as perturbations of dynamic operators
A and he has proved the following result.
Lemma 2. If D ∈ L(D(A), X) is strictly A-admissible, then (A + D, D(A)) generates a C0-semigroup (S(t))t0 on X. Moreover
(S(t))t0 is the unique C0-semigroup satisfying
S(t)x = T (t)x+
t∫
0
T (t − s)DS(s)xds, ∀x ∈ D(A). (5)
For later use we need the following properties.
Lemma 3.
(i) If D ∈ L(D(A), E) is A-admissible, then for all τ > 0 there exists γ (τ ) > 0 such that
τ∫
0
∥∥DT (t)x∥∥rE dt  γ (τ )r‖x‖r, ∀x ∈ D(A). (6)
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stant γ (τ ) given in (6) can be chosen independent of τ .
(iii) If D ∈ L(D(A), X) is A-admissible of type r > 1, then D is strictly A-admissible.
Proof. (i) See, e.g. [9] or [12].
(ii) Let x ∈ D(A). Then we have
+∞∫
0
∥∥DT (t)x∥∥rE dt =
∞∑
n=0
(n+1)τ0∫
nτ0
∥∥DT (t)x∥∥rE dt
=
∞∑
n=0
τ0∫
0
∥∥DT (t + nτ0)x∥∥rE dt
 γ r0
∞∑
n=0
∥∥T (nτ0)x∥∥r
= γ
r
0M
r
1− e−wrτ0 ‖x‖
r
where M  1 and w > −w0(A) > 0. Hence γ (τ ) = γ0M(1−e−wrτ0 )1/r for all τ > 0.
(iii) Let τ ∈ ]0, τ0[ and x ∈ D(A). Then by the Hölder’s inequality we obtain
τ∫
0
∥∥DT (t)x∥∥dt  τ 1r′
( τ∫
0
∥∥DT (t)x∥∥r dt
) 1
r
where 1r + 1r′ = 1. Therefore by (4) it follows that
τ∫
0
∥∥DT (t)x∥∥dt  τ 1r′ γ0‖x‖
and this leads to the claim. 
As a consequence of the Lemmas 2 and 3(iii) we obtain:
Corollary 4. Let D ∈ L(D(A), X). If D is A-admissible of type r > 1, then (A + D, D(A)) generates a C0-semigroup on X which is
given by (5).
3. The integral part of the controller
Before studying the existence of the controller (2) for the system (1) we begin ﬁrst by considering the integral part, i.e.,
u(t) = kI K I z(t) where z˙(t) = y(t) − yr, z(0) = 0. (7)
With the feedback control u given in (7), the closed loop system may be written in the extended state space X := X × Y as(
x˙(t)
z˙(t)
)
=
(
A kI BK I
C 0
)(
x(t)
z(t)
)
+
(
w
−yr
)
,
(
x(0)
z(0)
)
=
(
x0
0
)
, y(t) = Cx(t), t  0. (8)
Let us deﬁne the operator matrices:
A0 :=
(
A 0
0 0
)
, C :=
(
0 0
C 0
)
, A := A0 + C, BI :=
(
0 B I
0 0
)
and AI := A + BI , (9)
with B I := kI BK I , D(A0) = D(C) = D(A) = D(AI ) := D(A) × Y .
Proposition 5. The matrix operator (A, D(A)) generates a C0-semigroup (T (t))t0 on X which is given by
T (t) =
(
T (t) 0
Tt I
)
, t  0, (10)
where Ttx := C
∫ t T (s)xds for x ∈ X .0
S. Boulite et al. / J. Math. Anal. Appl. 349 (2009) 90–99 93Proof. The operator A0 generates a C0-semigroup (T0(t))t0 on X which is given by
T0(t) =
(
T (t) 0
0 I
)
, t  0.
Since the operator C ∈ L(D(A),X ) and takes values in the domain D(A) which is continuously injected in X , then by the
closed graph theorem C ∈ L(D(A)). Therefore, according to [3], A = A0 + C is the generator of a C0-semigroup (T (t))t0
on X which is the unique C0-semigroup satisfying
T (t)
(
x
z
)
= T0(t)
(
x
z
)
+
t∫
0
T0(t − s)CT (s)
(
x
z
)
ds, ∀
(
x
z
)
∈ D(A). (11)
On the other hand, by a simple computation we can see that
Ttx= C R(λ, A)
(
λ
t∫
0
T (s)xds − (T (t)x− x)
)
(12)
for all x ∈ X, t  0 and for some λ ∈ ρ(A). Hence Tt is well deﬁned as a bounded operator from X to Y . Let S(t) be the
matrix operator deﬁned in the right-hand side of (10). Then it is straightforward to see that (S(t))t0 is a semigroup of
bounded operators on X which is strong continuous due to (12). Remark that (S(t))t0 satisﬁes (11). Thus, the result can
be deduced from the uniqueness of (T (t))t0. 
The following result shows that the matrix operator R(λ,A)BI and 1λC R(λ, A)B I have the same nonzero spectral values
and the same nonzero eigenvalues.
Lemma 6. The following assertions hold.
(i) σ(A) = σ(A) ∪ {0}.
(ii) For all λ ∈ ρ(A) \ {0} we have
(a) σ
(
R(λ,A)BI
) \ {0} = σ(1
λ
C R(λ, A)B I
)
\ {0},
(b) σp
(
R(λ,A)BI
) \ {0} = σp
(
1
λ
C R(λ, A)B I
)
\ {0},
where σp(·) is the point spectrum.
Proof. (i) This can be obtained by standard computations.
(ii)(a) Let λ ∈ ρ(A) \ {0}. Then, via (i), we have λ ∈ ρ(A) \ {0}. Since
R(λ,A) =
(
R(λ, A) 0
1
λ
C R(λ, A) 1
λ
I
)
,
we obtain
R(λ,A)BI =
(
0 R(λ, A)B I
0 1
λ
C R(λ, A)B I
)
.
Hence, for a given α ∈ C \ {0} and (x′, z′) ∈ X , the algebraic equation
(
α I − R(λ,A)BI
)( x
z
)
=
(
x′
z′
)
(13)
has a unique solution (x, z) ∈ X if and only if, the system⎧⎨
⎩αz −
1
λ
C R(λ, A)B I z = z′,
αx− R(λ, A)B I z = x′,
(14)
has a unique solution (z, x). This shows that ρ( 1
λ
C R(λ, A)B I ) ⊂ ρ(R(λ,A)BI ). Conversely, let α ∈ ρ(R(λ,A)BI ) and assume
that α /∈ ρ( 1
λ
C R(λ, A)B I ). Then the ﬁrst equation in (14) has at least two different solutions z1 and z2, and so has the second
equation where the solutions are denoted by x1 and x2. But in this case Eq. (13) has at least two solutions (x1, z1) = (x2, z2)
which contradicts our assumption on α.
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has a nonzero solution (x, z) ∈ X . That means, α ∈ σp(R(λ,A)BI ) if and only if, the second equation of (14) has a solution
z = 0. 
In particular, if U is of ﬁnite dimension then the operators B I and BI are compact. Hence the spectrum of the operators
R(λ,A)BI and 1λC R(λ, A)B I are reduced to the point spectrum.
Proposition 7.We have the following statements.
(i) If λ ∈ ρ(A) \ {0}, then
λ ∈ σ(AI ) ⇔ 1 ∈ σ
(
1
λ
C R(λ, A)B I
)
. (15)
(ii) If A is invertible, then
AI is invertible ⇔ C A−1BKI is invertible. (16)
Proof. (i) Let λ ∈ ρ(A) \ {0}. Then, by Lemma 6(i), λ ∈ ρ(A) and we can write
λ − AI = λ − A − BI = (λ − A)
(
I − R(λ,A)BI
)
.
Therefore, we have λ ∈ σ(AI ) if and only if, 1 ∈ σ(R(λ,A)BI ). Thus, the assertion follows from Lemma 6(ii).
(ii) Follows by using the Schur complement, see for example [11, Lemma, A4.2]. 
Remark that under the conditions of Proposition 5(ii) we obtain
A−1I =
(
A−1 − A−1B I (C A−1B I )−1C A−1 A−1B I (C A−1B I )−1
(C A−1B I )−1C A−1 −(C A−1B I )−1
)
. (17)
The following result gives an estimation of the spectral bound of AI when the parameter kI is small enough.
Proposition 8.We have the following properties.
(i) If ω0(A) 0 and C ∈ L(D(A), X), then for all ω > ω0(A) there is kω > 0 such that
s(AI )ω, ∀kI ∈ (0,kω).
(ii) If ω0(A) < 0 and σ(C A−1BKI ) ⊂ C+ , then there is κI > 0 such that
s(AI ) < 0, ∀kI ∈ (0, κI ).
Proof. (i) Let ω > ω0(A) and set Dω := {μ ∈ C: eμω} which is a subset of ρ(A)\{0}. Then for all λ ∈ Dω and x ∈ D(A),
using the resolvent identity, one ﬁnds∥∥∥∥1λC R(λ, A)x
∥∥∥∥ 1|λ|
∥∥C R(ω, A)B I∥∥+ |λ − ω||λ|
∥∥C R(ω, A)∥∥∥∥R(λ, A)B I∥∥
 ‖C R(ω, A)‖‖BKI‖
ω
· kI +
∥∥C R(ω, A)∥∥∥∥R(λ, A)BKI∥∥ · kI ,
where we used the real part of λ is large than or equal to ω. Therefore, there exists kω > 0 suﬃciently small such that for
all kI ∈ (0,kω), ‖ 1λC R(λ, A)B I‖ < 1 for λ with real part larger than or equal to ω. Then the spectral radius of the bounded
operator 1
λ
C R(λ, A)B I becomes strictly less than 1, hence 1 /∈ σ( 1λC R(λ, A)B I ), when kI ∈ (0,kω). Thus, via (15), we obtain
Dω ⊂ ρ(AI ), for all kI ∈ (0,kω), which proves the result.
(ii) Now, assume that ω0(A) < 0 and σ(C A−1BKI ) ⊂ C+ . For β > 0, we set D+β := {μ ∈ C: |μ| β} ∩ C+ .
We claim that:
There is α > 0 (independent of kI ) such that
D+α ⊂ ρ(AI ), ∀kI > 0. (18)
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where α0 := ‖C A−1BKI‖, for all kI > 0.
We shall prove that there is α1 > 0 (independent of kI ) s.t. for all λ ∈ D+α1 we have
D+α0 ⊂ ρ
(
C R(λ, A)B I
)
, ∀kI > 0.
In fact, let λ ∈ C+ . Then
∥∥C R(λ, A)B I + C A−1B I∥∥= ∥∥λC A−1R(λ, A)B I∥∥ kI |λ|∥∥C A−1∥∥‖BKI‖∥∥R(λ, A)∥∥ kIM0|λ|∥∥C A−1∥∥‖BKI‖ (19)
where M0 := supμ∈C+ ‖R(μ, A)‖ < ∞, since A generates an exponentially stable C0-semigroup on X .
On the other hand, we know that the bounded operator −C A−1BKI generates an exponentially stable C0-semigroup
on Y , since ω0(−C A−1BKI ) = s(−C A−1BKI ) < 0. Let us set N0 := supμ∈C+ ‖R(μ,−C A−1BKI )‖ < ∞. Then, for every
μ ∈ D+α0 ,
∥∥R(μ,−C A−1B I)∥∥ N0
kI
. (20)
Therefore, according to (19) and (20), we obtain that for α1 := 12 (M0N0‖C A−1‖‖BKI‖)−1 and for all λ ∈ D+α1∥∥C R(λ, A)B I + C A−1B I∥∥< ∥∥R(μ,−C A−1B I)∥∥−1
and consequently, for all λ ∈ D+α1 ,
D+α0 ⊂ ρ
(
C R(λ, A)B I
)
, ∀kI > 0.
Set α := min(α0,α1). Then, for all λ ∈ D+α = D+α0 ∩ D+α1 , we have
λ ∈ ρ(C R(λ, A)B I), ∀kI > 0.
Therefore, our claim (18) follows from Proposition 7.
Now, we claim that:
For all ω ∈ (ω0(A),0) there exists kω > 0 such that
Dω,α :=
{
μ ∈ C: e(μ) > ω and |μ| > α}⊂ ρ(AI ), ∀kI ∈ (0,kω). (21)
In fact, the operator A generates an exponentially stable C0-semigroup on X , then for all ω ∈ (ω0(A),0), Mω :=
sup{‖R(μ, A)‖: eμ > ω} < ∞. Hence, for λ ∈ Dω,α , we can estimate∥∥∥∥1λC R(λ, A)B I
∥∥∥∥=
∥∥∥∥C A−1R(λ, A)B I − 1λC A−1B I
∥∥∥∥
 Mω
∥∥C A−1∥∥‖B I‖ + 1|λ|
∥∥C A−1∥∥‖B I‖
 kI‖BKI‖
∥∥C A−1∥∥(Mω + 1
α
)
.
Then, for all kI ∈ (0,kω) where kω := ([Mω + 1α ]‖BKI‖‖C A−1‖)−1, we have ‖ 1λC R(λ, A)B I‖ < 1, i.e., for all λ ∈ Dω,α , 1 /∈
σ( 1
λ
C R(λ, A)B I ) when kI ∈ (0,kω). Thus our claim (21) follows from Proposition 7.
Finally, from (18) and (21), we have
Dω,α ∪ D+α ⊂ ρ(AI ), ∀kI ∈ (0,kω). (22)
This means that, for kI ∈ (0,kω), the only spectrum values of AI with real part greater than ω are in the set σ−α :=
σ(AI ) ∩ {μ ∈ C: |μ| α} ∩ C− . Since the compact sets σ−α and D+α are disjoint, then
dist
(
σ−α , D+α
) := min{|μ− − μ+|: μ− ∈ σ−α , μ+ ∈ D+α }> 0,
which shows that s(AI ) < 0. 
In the rest of this section we assume that U = Y = Cn endowed with the euclidian norm, and before given the main
result we need the following notion.
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lim
t→∞ infK compact
∥∥T (t) − K∥∥= 0.
Remark 10. It is known that the quasi-compactness property is invariant if we perturb the generator of the semigroup
by bounded compact operators. But one of the important characterization of the quasi-compactness is that given by the
essential growth bound of the semigroup: (T (t))t0 is quasi-compact if and only if, ωess(A) < 0, see, e.g. [4, Chapters IV–V].
Hence from this relation
ω0(A) = max
{
ωess(A), s(A)
}
, (23)
see, e.g. [4, Corollary IV.2.11], we deduce that a quasi-compact semigroup is exponentially stable if the spectrum of its
generator is contained in the open left-half plane and bounded away from the imaginary axis.
This result shows when the semigroup (T (t))t0 given in (10) is quasi-compact.
Proposition 11. Let C ∈ L(D(A),Cn). Then if the semigroup (T (t))t0 is quasi-compact, then the semigroup (T (t))t0 is so as well.
Proof. Let t  0. The operator Tt ∈ L(X, Y ), hence compact. Let K ∈ L(X) be a compact operator. Then the matrix operator
K(t) :=
(
K 0
Tt I
)
∈ L(X )
is also compact. Set k(t) := inf{‖T (t) − K‖L(X ): K ∈ L(X ), K compact}. Then we have
k(t)
∥∥T (t) − K(t)∥∥L(X ) = ∥∥T (t) − K∥∥L(X).
Since K is arbitrary, it follows that k(t)  inf{‖T (t) − K‖L(X): K ∈ L(X), K compact}. By assumption, this implies that
(T (t))t0 is quasi-compact. 
Now we can state the main result of this section.
Theorem12. Assume that (A, D(A)) generates an exponentially stable C0-semigroup and let K I ∈ Cp×p such that σ(C A−1BKI )⊂C+ .
Then, there exists a positive number κI such that for all kI ∈ (0, κI ), the closed loop system (8) is exponentially stable and for all
x0 ∈ D(A) and every perturbation constant w ∈ X we have limt→+∞ ‖y(t) − yr‖Y = 0.
Proof. Since BI is a compact and bounded operator on X , the operator AI = A + BI generates a C0-semigroup (TI (t))t0
on X and, according to Remark 10,
ωess(AI ) = ωess(A). (24)
By assumption, the semigroup (T (t))t0 is exponentially stable then is quasi-compact on X . Hence, via Proposition 11, the
semigroup (T (t))t0 is quasi-compact on X . By (24), it then follows that ωess(AI ) < 0. On the other hand, Proposition 8(ii)
shows the existence of some constant κI > 0 such that for all kI ∈ (0, κI ), s(AI ) < 0. Thus, via the relation (23), ω0(AI ) < 0
for all kI ∈ (0, κI ).
Now, we prove that the output y can be regulated to the constant reference yr . We know that the mild solution of (8)
is given by
(
x(t)
z(t)
)
= TI (t)
(
x0
0
)
+
t∫
0
TI (s)
(
w
−yr
)
ds, ∀t  0. (25)
Since x0 ∈ D(A), the extended state
( x(t)
z(t)
) ∈ D(AI ) for all t  0. Let us set Y (t) := C( x(t)z(t))= ( 0y(t)). Then since AI is invertible,
we have
Y (t) = CTI (t)
((
x0
0
)
+ A−1I
(
w
−yr
))
− CA−1I
(
w
−yr
)
. (26)
Now, let kI ∈ (0, κI ), then the semigroup (TI (t))t0 is exponentially stable on X and is so as well as a C0-semigroup on the
domain (D(AI ),‖ · ‖AI ). Hence
lim
t→+∞
∥∥∥∥Y (t) + CA−1I
(
w
−y
)∥∥∥∥ = 0.r X
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CA−1I =
(
0 0
0 I
)
which proves that limt→+∞ ‖y(t) − yr‖Y = 0. 
Remark 13. This result shows that, for small parameter kI , the output y can be asymptotically regulated to yr independently
of x0 and w . But an exponentially regulation can be obtained if it depends of x0 and w , since
∥∥y(t) − yr∥∥Y =
∥∥∥∥Y (t) + CA−1I
(
w
−yr
)∥∥∥∥X  η(x0,w, yr)e−νt
for all t  0 where the constants η(x0,w, yr) > 0 and ν ∈ (0,−ω0(AI )).
Next we shall give a necessary and suﬃcient condition to stabilize and regulate the system (8).
Corollary 14. Assume that (A, D(A)) generates an exponentially stable C0-semigroup. Then the following assertions are equivalent.
(i) rank(C A−1B) = p.
(ii) There exist K I ∈ Cp×p and a positive number κI , dependent on K I , such that for all kI ∈ (0, κI ), the closed loop system (8) is
exponentially stable and for all x0 ∈ D(A) and every perturbation constant w ∈ X we have limt→+∞ ‖y(t) − yr‖Y = 0.
Proof. (i) ⇒ (ii) This follows from Theorem 12 by taking KI := (C A−1B)−1.
(ii) ⇒ (i) From the assumption we deduce that AI is invertible which is equivalent to the invertibility of C A−1BKI ,
thanks to Proposition 7(ii). This later implies that C A−1B is necessary invertible. 
4. PI-controller design
Now by adding the proportional part of the controller we will study the robust PI-controller (2) for the system (1). In
this case the closed loop system can be written, in the extended space X := X × Y , as(
x˙(t)
z˙(t)
)
=
(
A + kP BKP C kI BK I
C 0
)(
x(t)
z(t)
)
+
(
w − kP BKP yr
−yr
)
,
y(t) = Cx(t), t  0. (27)
Apparently, the systems (8) and (27) are similar. The idea is then to show ﬁrst under which conditions the operator
AP := A + DP , where DP := kP BKP C and D(AP ) := D(A),
still generates an exponentially stable C0-semigroup on X for small proportional gain kP . On the basis of this we can choose
the integral gain kI according to Theorem 12.
Let us assume that C ∈ L(D(A), Y ) is an A-admissible operator of type r  1 with constants (τ0, γ0) given by (4). Remark
ﬁrst that the operator DP ∈ L(D(A), X) is also A-admissible of the same type r  1 with constants (τ0, |kP |‖B‖‖KP‖γ0).
Hence, for all kP ∈ (0, κ] where κ := 12‖B‖‖KP ‖γ0 , DP is strictly A-admissible satisfying
τ1∫
0
∥∥DP T (t)x∥∥dt  1
2
‖x‖, ∀x ∈ D(A), (28)
where
τ1 :=
{
τ0 if r = 1,
1
2 min{τ0,1} if r > 1.
(29)
But we can see that if r > 1 the operator DP is strictly A-admissible even for all kP > 0, thanks to Lemma 3(iii). The
following result shows that the operator C is also AP -admissible for small kP .
Lemma 15. There exists κ ′ ∈ (0, κ] such that, for all kP ∈ (0, κ ′), (AP , D(A)) generates a C0-semigroup on X and C is AP -admissible
operator of the same type r.
Proof. Remark ﬁrst that, for all kP ∈ (0, κ), the operator (AP , D(A)) generates a C0-semigroup (T P (t))t0 on X (via
Lemma 2) satisfying
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t∫
0
T (t − s)DP T P (s)xds (30)
for all t  0 and x ∈ D(A). We introduce the operator
CLx := lim
t→0
1
t
C
t∫
0
T (s)xds with D(CL) := {x ∈ X: the limit CLx exists in Y }.
The operator (CL, D(CL)) is an extension of (C, D(C)) but it is not closed, see [13]. In [14] (see also [10, Prop. 2.11]), it was
proved that, for all f ∈ Lrloc(0,+∞; X),
∫ t
0 T (t − s) f (s)ds ∈ D(CL) for a.e. t  0, and the operator Γ deﬁned by
Γ f := CL
·∫
0
T (· − s) f (s)ds
is causal and bounded from Lr(0, t; X) to Lr(0, t; Y ). We denote
c(t) := ‖Γ ‖L(Lr(0,t;X),Lr(0,t;Y )) for t  0.
On the other hand, from (30) we can write
CT P (s)x = CT (s)x+ C
s∫
0
T (s − σ)DP T P (σ )xdσ = CT (s)x+
[
Γ (DP T P (·)x)
]
(s) (31)
for all s 0 and x ∈ D(A). By means of Lemma 3(i) we obtain∥∥CT P (·)x∥∥Lr (0,t;Y )  γ (t)‖x‖ + c(t)∥∥DP T P (·)x∥∥Lr (0,t;X)  γ (t)‖x‖ + c(t)kP‖B‖‖KP‖∥∥CT P (·)x∥∥Lr(0,t;Y )
where γ (t) is the constant associated to C and (T (t))t0 given by (6). Then, for all kp ∈ (0,min{κ,κ ′(t)}) where κ ′(t) :=
1
2c(t)‖B‖‖KP ‖ , we deduce that∥∥CT P (·)x∥∥Lr (0,t;Y )  2γ (t)‖x‖ (32)
for all x ∈ D(A). Hence we can take, for example, κ ′ := min{κ,κ ′(1)}. 
Theorem 16. Assume that (A, D(A)) generates an exponentially stable C0-semigroup and C ∈ L(D(A), Y ) is an A-admissible oper-
ator of type r  1. Then there exists κP > 0 such that (AP , D(A)) still generates an exponentially stable C0-semigroup on X for all
kP ∈ (0, κP ).
Proof. We know by Lemma 15 that, if kP ∈ (0, κ ′), the operator (AP , D(A)) generates a C0-semigroup (T P (t))t0 on X and
the operator C is also AP -admissible of the same type r. Therefore, for each t  0, the operator deﬁned by
Ψt x := CT P (·)x, x ∈ D(A),
is a bounded operator from (D(A),‖ · ‖) to Lr(0, t; Y ), see Lemma 3(i). Since D(A) is dense in X , the operator Ψt
can be extended by continuity to X s.t. Ψt ∈ L(X, Lr(0, t; Y )). From (32) we know that, for each t  0 and for all
kp ∈ (0,min{κ ′, κ ′(t)}) where κ ′(t) := 12c(t)‖B‖‖KP ‖ , we can estimate
‖Ψt‖L(X,Lr(0,t;Y ))  2γ (t). (33)
For each t  0, we introduce the operator deﬁned by
Kt y :=
t∫
0
T (t − s)BKP y(s)ds, y ∈ Lr(0, t; Y ).
Then, Kt ∈ L(Lr(0, t; Y ), X).
Now, extending by continuity (30) we then obtain, for each t  0,
T P (t)x = T (t)x+ kpKtΨt x, ∀x ∈ X,
which yields∥∥T P (t)∥∥  ∥∥T (t)∥∥ + kp‖Kt‖L(Lr(0,t;Y ),X)‖Ψt‖L(X,Lr(0,t;Y )).L(X) L(X)
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kp ∈ (0,min{κ ′, κ ′(tω)}), we obtain (via (33))
∥∥T P (tω)∥∥L(X)  12 + kP‖Ktω‖L(Lr(0,tω;Y ),X)‖Ψtω‖L(X,Lr(0,tω;Y ))  12 + 2kPγ (tω)‖Ktω‖L(Lr(0,tω;Y ),X).
Hence, for all kp ∈ (0,min{κ ′, κ ′(tω),κ ′′}) where κ ′′ := 14γ (tω)‖Ktω ‖L(Lr (0,tω ;Y ),X) , we obtain ‖T P (tω)‖L(X) < 1. Thus the result
can be deduced from [4, Prop. V.1.7]. 
The following result gives a necessary and suﬃcient condition to stabilize and regulate the system (27).
Theorem 17. Let U = Y = Cp . Assume that (A, D(A)) generates an exponentially stable C0-semigroup on X, C ∈ L(D(A),Cp) is an
A-admissible operator of type r  1 and kP ∈ (0, κP ), where κP is given in Theorem 16. Then the following assertions are equivalent.
(i) rank(C A−1P B) = p.
(ii) There exist K I ∈ Cp×p and κP > 0 such that for all kP ∈ (0, κP ),there exists κI > 0 such that, for all kI ∈ (0, κI ) the
closed loop system (27) is exponentially stable and for all x0 ∈ D(A) and every perturbation constant w ∈ X we have
limt→+∞ ‖y(t) − yr‖Y = 0.
Proof. The result can be deduced from Theorem 16 and Corollary 14. 
Corollary 18. Under the conditions of Theorem 17. If we assume that rank(C A−1B) = p, then the assertion (ii) of Theorem 17 holds.
Proof. Since A is invertible, we can write
AP =
(
I + DP A−1
)
A.
Hence, for suﬃciently small kp , the operator AP is invertible and
A−1P = A−1
(
I + DP A−1
)−1
.
Since (I + DP A−1)−1 → I in L(X) as kp → 0 and A−1 ∈ L(X, D(A)), it follows that A−1P → A−1 as kp → 0. Consequently,
C A−1P B → C A−1B as kp → 0. Thus, the result is a consequence of Theorem 17. 
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