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SOBOLEV SPACES WITH RESPECT TO A WEIGHTED GAUSSIAN
MEASURES IN INFINITE DIMENSIONS
S. FERRARI
Abstract. Let X be a separable Banach space endowed with a non-degenerate centered Gaussian
measure µ and let w be a positive function on X such that w ∈ W 1,s(X, µ) and logw ∈ W 1,t(X, µ)
for some s > 1 and t > s′. In the present paper we introduce and study Sobolev spaces with respect
to the weighted Gaussian measure ν := wµ. We obtain results regarding the divergence operator
(i.e. the adjoint in L2 of the gradient operator along the Cameron–Martin space) and the trace of
Sobolev functions on hypersurfaces {x ∈ X |G(x) = 0}, where G is a suitable version of a Sobolev
function.
1. Introduction
Let X be a separable Banach space with norm ‖·‖X , endowed with a non-degenerate centered
Gaussian measure µ. The associated Cameron–Martin space is denoted by H , its inner product by
〈·, ·〉H and its norm by |·|H . The spaces W 1,p(X,µ) and W 2,p(X,µ) for p ≥ 1 are the classical Sobolev
spaces of the Malliavin calculus (see [7]). The following hypothesis will be assumed throughout the
paper:
Hypothesis 1.1. We will denote the weight function by w and assume that w(x) > 0, µ-a.e. and
(1) w ∈ W 1,s(X,µ) for some s > 1 and it is a (1, s)-precise version (see section 2);
(2) logw ∈W 1,t(X,µ) for some t > s′, where s′ denotes the conjugate exponent of s (this technical
hypothesis will be explained later).
We set
ν := wµ.
We recall that ν is a Radon measure absolutely continuous with respect to µ. The aim of this
paper is to study the Sobolev spaces with respect to the measure ν. In particular we study the
divergence operator, i.e. the adjoint in L2 of the gradient operator, and the traces on hypersurfaces
{x ∈ X |G(x) = 0} where G : X → R is a suitable version of a Sobolev function. The main results
about Sobolev spaces with respect to the Gaussian measure can be found in [7], while results about
surface measures and traces of Sobolev functions in Gaussian Sobolev spaces can be found in [17,
16] and in [10], respectively. We will assume the following hypotheses about the “regularity” of the
hypersurfaces we work with:
Hypothesis 1.2. Let G ∈ W 2,q(X,µ) be a (2, q)-precise version (see Section 2) for every q > 1 and
assume
(1) µ(G−1(−∞, 0)) > 0;
(2) there exists δ > 0 such that |∇HG|−1H ∈ Lq(G−1(−δ, δ), µ) for every q > 1.
Hypothesis 1.2(2) is classical, indeed see [2], [7] and [10], but it is difficult to prove. In this paper
we are able to check Hypothesis 1.2(2) only for some notable functions G (see Section 7).
One of our main results is an infinite dimensional weighted version of the divergence theorem,
namely:
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Theorem 1.3. Let p ≥ t
t−s′ and {ek | k ∈ N} be an orthonormal basis of H. For every ϕ ∈
W 1,p(G−1(−∞, 0), ν) and k ∈ N we have∫
G−1(−∞,0)
(∂kϕ+ ϕ∂k logw − ϕêk)dν =
∫
G−1(0)
TrG−1(0)(ϕ∂kG)
w
|∇HG|H
dρ.
Furthermore if Φ ∈ W 1,p(G−1(−∞, 0), ν;H) then∫
G−1(−∞,0)
divν Φdν =
∫
G−1(0)
〈
TrG−1(0) Φ,TrG−1(0)∇HG
〉
H
w
|∇HG|H
dρ,
where TrG−1(0)Ψ =
∑+∞
n=1(TrG−1(0) ψn)en if Ψ ∈ W 1,p(G−1(−∞, 0), ν;H) and ψn = 〈Ψ, en〉.
The functions {êk | k ∈ N} and the partial derivative ∂k will be defined in Section 2, the spaces
W 1,p(G−1(−∞, 0), ν) and W 1,p(G−1(−∞, 0), ν;H) will be defined in section 5, the trace operator
TrG−1(0) will be introduced in section 6 and the divergence operator divν will be studied in Section 4.
Weighted Gaussian measures are an important part of infinite dimensional analysis. They arise in
many problems in stochastic analysis (see for example [13] and [11]) and in obstacle problems theory
(see for example [20]). We used the theory of Sobolev spaces with respect to a log-concave weighted
Gaussian measure in order to prove maximal Sobolev regularity estimates (see [8] and [9]) and to
characterize the domain of elliptic operators in Wiener spaces (see [1]).
The paper is organized in the following way: in Section 2 we will introduce the basic notations that
we will use throughout the paper.
In Section 3 we will introduce the Sobolev spaces W 1,p(X, ν) and study their basic properties. We
will show that the following integration by parts formula holds:∫
X
∂hf(x)dν(x) =
∫
X
f(x)(ĥ(x)− ∂h logw(x))dν(x) for every f ∈ FC∞b (X) and h ∈ H,
where FC∞b (X) denotes the vector space of the smooth cylindrical functions (the functions of the
form f(x) = ϕ(l1(x), . . . , ln(x)), for some ϕ ∈ C∞b (Rn), l1, . . . , ln ∈ X∗ and n ∈ N), while ĥ and ∂h
will be defined in 2. Some of the results of this section can be found in [2], where a more general class
of weights were consider on the space C [0, 1].
In Section 4 we will introduce the divergence operator divν as minus the formal adjoint of the
gradient operator along H and investigate some of its basic properties. In Proposition 4.3 we will
prove that under suitable hypotheses on the weight (namely (4.4)) then W 1,2(X, ν;H) is contained in
the domain of divν and divν Φ ∈ L2(X, ν) for every Φ ∈ W 1,2(X, ν;H). Example 4.4 shows that the
conditions in Proposition 4.3 are only sufficient to ensure that the domain of divν is not empty. Finally
Proposition 4.5 shows that if Φ ∈ W 1,q(X,µ;H) (the Gaussian Sobolev spaces) then divν Φ belongs
to Lp(X, ν) for some reasonable values of p. Furthermore an explicit formula for the calculation of
divν is given in (4.8).
In Section 5 we will introduce the Sobolev spaces on sets G−1(−∞, 0) in a similar way as in Section
3, where G is a function satisfying Hypothesis 1.2.
In Section 6 we will introduce the trace TrG−1(0) f of a Sobolev function f in W
1,p(G−1(−∞, 0), ν)
on G−1(0), where G is a function satisfying Hypothesis 1.2. In this section we give the proof of our
main result (Theorem 1.3) and we show in Proposition 6.5, that if ϕ is a (1, p)-precise version (see
Section 2) of an element ϕ in W 1,p(G−1(−∞, 0), ν), then
TrG−1(0) ϕ = ϕ|
G−1(0)
ρ-a.e.
where ρ is the Feyel–de La Pradelle Hausdorff–Gauss surface measure introduced in [16] (see also
Section 5 for more informations).
In Section 7 we will show how our results can be applied to explicit examples. The chosen hyper-
surface will be the unit sphere and the hyperplanes. In Example 7.1 we study the weights wλ(x) =
exp(λ‖x‖2X), where X is a separable Hilbert space and λ is a real number. In example 7.2 we study
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the weights wq(x) = exp(‖x‖q) in ℓ2, where q > 1 and
‖x‖q =
(
+∞∑
i=1
|x(i)|q
) 1
q
.
We show that every wq satisfies Hypothesis 1.1 (note that ‖·‖q is not continuous if 1 < q < 2).
Eventually in Example 7.3 we study the weight w(f) = exp(‖f‖∞) in the space C [0, 1]. In this case
we will consider two type of surfaces: the hyperplanes and {f ∈ C [0, 1] | ‖f‖2 = 1}. All the examples are
concluded by some observations about the continuity of the trace operator from W 1,p(G−1(−∞, 0), ν)
to Lq(G−1(0), wρ) for q ∈ [1, p], where ρ is the Feyel–de La Pradelle Hausdorff–Gauss surface measure.
2. Notation and preliminaries
We will denote by X∗ the topological dual of X . We recall that X∗ ⊆ L2(X,µ). The linear operator
Rµ : X
∗ → (X∗)′
Rµx
∗(y∗) =
∫
X
x∗(x)y∗(x)dµ(x) (2.1)
is called the covariance operator of µ. Since X is separable, then it is actually possible to prove that
Rµ : X
∗ → X (see [7, Theorem 3.2.3]). We denote by X∗µ the closure of X∗ in L2(X,µ). The covariance
operator Rµ can be extended by continuity to the space X
∗
µ, still by (2.1). By [7, Lemma 2.4.1] for
every h ∈ H there exists a unique g ∈ X∗µ with h = Rµg, in this case we set
ĥ := g.
Throughout the paper we fix an orthonormal basis {ei}i∈N of H such that êi belongs to X∗, for
every i ∈ N. Such basis exists by [7, Corollary 3.2.8(ii)].
2.1. Differentiability along H. We say that a function f : X → R is differentiable along H at x if
there exists v ∈ H such that
lim
t→0
f(x+ th)− f(x)
t
= 〈v, h〉H ,
uniformly with respect to h ∈ H , with |h|H = 1. In this case, the vector v ∈ H is unique and we set
∇Hf(x) := v. Moreover, for every k ∈ N the derivative of f in the direction of ek exists and it is given
by
∂kf(x) := lim
t→0
f(x+ tek)− f(x)
t
= 〈∇Hf(x), ek〉H .
We denote by H2 the space of the Hilbert–Schmidt operators in H , that is the space of the bounded
linear operators A : H → H such that ‖A‖2H2 =
∑
i |Aei|2H is finite (see [15]). We say that a function
f : X → R is twice differentiable along H at x if it is differentiable along H at x and there exists
A ∈ H2 such that
H- lim
t→0
∇Hf(x+ th)−∇Hf(x)
t
= Ah,
uniformly with respect to h ∈ H , with |h|H = 1. In this case the operator A is unique and we set
∇2Hf(x) := A. Moreover, for every i, j ∈ N we set
∂ijf(x) := lim
t→0
∂jf(x+ tei)− ∂jf(x)
t
= 〈∇2Hf(x)ej , ei〉H .
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2.2. Special classes of functions. For k ∈ N∪{∞}, we denote by FC k(X) (FC kb (X) respectively)
the space of the cylindrical function of the type f(x) = ϕ(x∗1(x), . . . , x
∗
n(x)) where ϕ ∈ C k(Rn)
(ϕ ∈ C kb (Rn), respectively) and x∗1, . . . , x∗n ∈ X∗, for some n ∈ N. We remark that by a classical
argument it is possible to prove that FC∞b (X) is dense in L
p(X, ν) for all p ≥ 1 (see [12]). We recall
that if f ∈ FC 2(X), then ∂ijf(x) = ∂jif(x) for every i, j ∈ N and x ∈ X .
Let Lp be the infinitesimal generator of the Ornstein–Uhlenbeck semigroup T (t) in Lp(X,µ), where
T (t)f(x) :=
∫
X
f
(
e−tx+ (1 − e−2t) 12 y
)
dµ(y) for t > 0.
For k = 1, 2, 3, we define the Ck,p-capacity of an open set A ⊆ X as
Ck,p(A) := inf
{
‖f‖Lp(X,µ)
∣∣∣ (I − Lp)− k2 f ≥ 1 µ-a.e. in A}.
For a general Borel set B ⊆ X we let Ck,p(B) = inf {Ck,p(A) |B ⊆ A open}. By f ∈ W k,p(X,µ) we
mean an equivalence class of functions and we call every element “version”. For any f ∈ W k,p(X,µ)
there exists a version f of f which is Borel measurable and Ck,p-quasicontinuous, i.e. for every ε > 0
there exists an open set A ⊆ X such that Ck,p(A) ≤ ε and f |XrA is continuous. Furthermore, for
every r > 0
Ck,p
({
x ∈ X
∣∣ ∣∣f(x)∣∣ > r}) ≤ 1
r
∥∥∥(I − Lp)− k2 f∥∥∥
Lp(X,µ)
.
See [7, Theorem 5.9.6]. Such a version is called a (k, p)-precise version of f . Two precise versions of
the same f coincide outside sets with null Ck,p-capacity. All our results will be independent on our
choice of a precise version of G in Hypothesis 1.2. With obvious modification the same definition can
be adapted to functions belonging to W k,p(X,µ;H) and W k,p(X,µ;H2).
2.3. Sobolev spaces. The Gaussian Sobolev spaces W 1,p(X,µ) and W 2,p(X,µ), with p ≥ 1, are the
completions of the smooth cylindrical functions FC∞b (X) in the norms
‖f‖W 1,p(X,µ) := ‖f‖Lp(X,µ) +
(∫
X
|∇Hf(x)|pHdµ(x)
) 1
p
;
‖f‖W 2,p(X,µ) := ‖f‖W 1,p(X,µ) +
(∫
X
∥∥∇2Hf(x)∥∥pH2dµ(x)
) 1
p
.
Such spaces can be identified with subspaces of Lp(X,µ) and the (generalized) gradient and Hessian
along H , ∇Hf and ∇2Hf , are well defined and belong to Lp(X,µ;H) and Lp(X,µ;H2), respectively.
The spaces W 1,p(X,µ;H) are defined in a similar way, replacing smooth cylindrical functions with
H-valued smooth cylindrical functions (i.e. the linear span of the functions x 7→ f(x)h, where f is a
smooth cylindrical function and h ∈ H). For more information see [7, Section 5.2].
We remind the reader that the following integration by parts formula holds for every f ∈W 1,p(X,µ),
with p > 1, and h ∈ H ∫
X
∂hf(x)dµ(x) =
∫
X
f(x)ĥ(x)dµ(x). (2.2)
2.4. Surface measures. For a comprehensive treatment of surface measures in infinite dimensional
Banach spaces with Gaussian measures we refer to [17], [16] and [10]. We recall the definition of the
Feyel–de La Pradelle Hausdorff–Gauss surface measure. If m ≥ 2 and F = Rm equipped with a norm
‖·‖F , we define
dθF (x) =
1
(2π)
m
2
e−
‖x‖2
F
2 dHm−1(x),
where Hm−1 is the spherical (m− 1)-dimensional Hausdorff measure in Rm, i.e.
Hm−1(A) = lim
δ→0
inf
{∑
n∈N
wm−1rm−1n
∣∣∣∣∣A ⊆ ⋃
n∈N
B(xn, rn), rn < δ, for every n ∈ N
}
,
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where wm−1 = π
m−1
2 (Γ(m+12 ))
−1. For every m-dimensional F ⊆ H we consider the orthogonal pro-
jection (along H) on F :
x 7→
m∑
n=1
〈x, fn〉Hfn x ∈ H
where {fn}mn=1 is an orthonormal basis of F . There exists a µ-measurable projection πF on F , defined
in the whole X , that extends it (see [7, Theorem 2.10.11]). We denote by F˜ := kerπF and by µ
F˜
the
image of the measure µ on F˜ through I −πF . Finally we denote by µF the image of the measure µ on
F through πF , which is the standard Gaussian measure on Rm if we identify F with Rm. Let A ⊆ X
be a Borel set and identify F with Rm, we set
ρF (A) :=
∫
kerπF
θF (Ax)dµF˜ (x),
where Ax = {y ∈ F |x+ y ∈ A}. The map F 7→ ρF (A) is well defined and increasing, namely if
F1 ⊆ F2 are finite dimensional subspaces of H , then ρF1(A) ≤ ρF2(A) (see [3, Lemma 3.1] and [16,
Proposition 3.2]). The Feyel–de La Pradelle Hausdorff–Gauss surface measure is defined by
ρ(A) = sup
{
ρF (A)
∣∣F ⊆ H, F is a finite dimensional subspace}.
3. Weighted Sobolev spaces
We want to define the Sobolev space W 1,p(X, ν) as the domain of the closure of the gradient
operator along H . A natural procedure is to prove an integration by parts formula.
Lemma 3.1. Let f ∈ FC∞b (X) and h ∈ H. The following formula holds:∫
X
∂hf(x)dν(x) =
∫
X
f(x)(ĥ(x) − ∂h logw(x))dν(x). (3.1)
Proof. Using the integration by parts formula for the Gaussian measure (2.2) we get∫
X
∂hf(x)dν(x) =
∫
X
∂hf(x)w(x)dµ(x) =
∫
X
∂h(f(x)w(x))dµ(x) −
∫
X
f(x)∂hw(x)dµ(x) =
=
∫
X
ĥ(x)f(x)w(x)dµ(x) −
∫
X
f(x)
∂hw(x)
w(x)
w(x)dµ(x) =
∫
X
f(x)(ĥ(x)− ∂h logw(x))dν(x).

We are now ready to prove the closability of the gradient operator along H .
Proposition 3.2. The operator ∇H : FC∞b (X) → Lp(X, ν;H) is closable in Lp(X, ν), whenever
p ≥ t
t−s′ .
Proof. Let (fk)k∈N ⊆ FC∞b (X) be such that
lim
k→+∞
fk = 0 in L
p(X, ν);
lim
k→+∞
∇Hfk = Φ in Lp(X, ν;H).
We want to prove that Φ(x) = 0, ν-a.e. To this aim we will show that∫
X
〈Φ(x), en〉Hu(x)dν(x) = 0
for every n ∈ N and u ∈ FC∞b (X). Recall that if f, g ∈ FC∞b (X), then fg ∈ FC∞b (X). By the
integration by parts formula (Lemma 3.1), we get∫
X
∂nfk(x)u(x)dν(x) =
∫
X
fk(x)(ên(x) − ∂n logw(x))u(x)dν(x) −
∫
X
fk(x)∂nu(x)dν(x). (3.2)
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By the Ho¨lder inequality we get∫
X
|∂nfk(x)− 〈Φ(x), en〉||u(x)|dν(x) ≤
≤
(∫
X
|∂nfk(x)− 〈Φ(x), en〉|pdν(x)
) 1
p
(∫
X
|u(x)|p′dν(x)
) 1
p′ k→+∞−−−−−→ 0.
Furthermore∫
X
|fk(x)∂nu(x)|dν(x) ≤
(∫
X
|fk(x)|pdν(x)
) 1
p
(∫
X
|∂nu(x)|p
′
dν(x)
) 1
p′
k→+∞−−−−−→ 0.
Lastly ∫
X
|fk||ên − ∂n logw||u|dν ≤ ‖u‖∞
∫
X
|fk||ên − ∂n logw|dν ≤(1)
≤(1) ‖u‖∞
(∫
X
|fk|pdν
) 1
p
(∫
X
|ên − ∂n logw|p
′
wdµ
) 1
p′
≤(2)
≤(2) ‖u‖∞
(∫
X
|fk|pdν
) 1
p
(∫
X
wsdµ
) 1
s
(∫
X
|ên − ∂n logw|p
′s′
dµ
) 1
p′s′
k→+∞−−−−−→ 0;
where both (1) and (2) follow applying the Ho¨lder inequality. Note that the last integral is finite
whenever p′s′ ≤ t, i.e. p ≥ t
t−s′ which is an assumption. Letting k → +∞ in (3.2) we get∫
X
〈Φ(x), en〉u(x)dν(x) = 0
for every n ∈ N and u ∈ FC∞b (X). 
Definition 3.3 (Weighted Sobolev spaces). Let p ≥ t
t−s′ . We denote by W
1,p(X, ν) the domain of
the closure of ∇H (which we still denote by the symbol ∇H) in Lp(X, ν). It is a Banach space with
the graph norm
‖f‖W 1,p(X,ν) =
(∫
X
|f(x)|pdν(x)
) 1
p
+
(∫
X
|∇Hf(x)|pHdν(x)
) 1
p
.
In the same way we define W 1,p(X, ν;H) using H-valued smooth cylindrical functions. Furthermore
Lemma 3.1 holds for every f ∈ W 1,p(X, ν).
Using a standart argument it is possible to prove that (3.1) holds for every f ∈ W 1,p(X, ν), with
p ≥ t
t−s′ , and h ∈ H . The first thing we want to show is the following result about the coincidence of
the closure of the gradient operator along H in Lp(X, ν) and Lq(X,µ).
Proposition 3.4. In this proposition we will denote by ∇µ,qH and ∇ν,pH the closure of the gradient
operator along H in Lq(X,µ) and Lp(X, ν), respectively. Let p ≥ t
t−s′ and (fn)n∈N ⊆ FC∞b (X). If
there exists f ∈W 1,q(X,µ), for some q > ps′, such that
lim
n→+∞
fn = f in L
q(X,µ);
lim
n→+∞
∇Hfn = ∇µ,qH f in Lq(X,µ;H),
then
lim
n→+∞
fn = f in L
p(X, ν);
lim
n→+∞
∇Hfn = ∇ν,pH f in Lp(X, ν;H).
Furthermore ∇ν,pH f = ∇µ,qH f µ-a.e.
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Proof. By the Ho¨lder inequality we get∫
X
|fn − f |pdν ≤
(∫
X
wsdµ
) 1
s
(∫
X
|fn − f |ps
′
dµ
) 1
s′
≤
≤
(∫
X
wsdµ
) 1
s
(∫
X
|fn − f |qdµ
) p
q
n→+∞−−−−−→ 0.
So limn→+∞ fn = f in Lp(X, ν). In the same way∫
X
|∇Hfn −∇µ,qH f |pHdν ≤
(∫
X
wsdµ
) 1
s
(∫
X
|∇Hfn −∇µ,qH f |ps
′
H
dµ
) 1
s′
≤
≤
(∫
X
wsdµ
) 1
s
(∫
X
|∇Hfn −∇µ,qH f |qHdµ
) p
q
n→+∞−−−−−→ 0.
So limn→+∞∇Hfn = ∇µ,qH f in Lp(X, ν;H). The furthermore part is now obvious. 
It is important to observe some basic properties of the space W 1,p(X, ν).
Proposition 3.5. Let p ≥ t
t−s′ . The following holds:
(1) W 1,p(X, ν) is reflexive;
(2) for every q ∈ (ps′,+∞), W 1,q(X,µ) →֒W 1,p(X, ν). In particular if G satisfies Hypothesis 1.2
then G ∈ W 1,b(X, ν) for every b ≥ t
t−s′ . The same is true for the spaces W
1,q(X,µ;H) and
W 1,p(X, ν;H);
(3) if
∫
X
wr(r−1)
−1
dµ < +∞ for some r ∈ (0, 1), then W 1,p(X, ν) →֒ W 1,pr(X,µ). The same is
true for the space W 1,p(X, ν;H);
(4) let (ϕn)n∈N ⊆W 1,p(X, ν). If ϕn converges pointwise ν-a.e. to ϕ and
sup
n∈N
‖ϕn‖W 1,p(X,ν) < +∞,
then ϕ ∈W 1,p(X, ν);
(5) let q ≥ t
t−s′ , ϕ ∈ W 1,p(X, ν) and ψ ∈ W 1,q(X, ν). If pqp+q ≥ tt−s′ then
ϕψ ∈W 1,r(X, ν) for every r ∈
[
t
t− s′ ,
pq
p+ q
]
,
and ∇H(ϕψ) = ϕ∇Hψ + ψ∇Hϕ.
Proof. (1) It is easily seen that Lp(X, ν)×Lp(X, ν;H) is a reflexive Banach space when endowed
with the norm
‖(f,Φ)‖ = ‖f‖Lp(X,ν) + ‖Φ‖Lp(X,ν;H).
This is due to the fact that the weakly closed and norm bounded sets of both Lp(X, ν) and
Lp(X, ν;H) are weakly compact (see [15, Corollary IV.1.2]). Thus the set
{(f,Φ) ∈ Lp(X, ν)× Lp(X, ν;H) | ‖(f,Φ)‖ ≤ 1}
is weakly compact and so Lp(X, ν)× Lp(X, ν;H) is reflexive. The operator T :W 1,p(X, ν)→
Lp(X, ν)× Lp(X, ν;H) defined as
T (f) = (f,∇Hf),
is an isometric embedding, which implies that the range of T is closed in Lp(X, ν)×Lp(X, ν;H).
Thus T (W 1,p(X, ν)) is reflexive, being a closed subspace of a reflexive space. So W 1,p(X, ν)
is reflexive too, being isometric to a reflexive space.
(2) Let f ∈ W 1,q(X,µ). Using the Ho¨lder inequality we get∫
X
|f |pdν =
∫
X
|f |pwdµ ≤
(∫
X
|f |ps′dµ
) 1
s′
(∫
X
wsdµ
) 1
s
,
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and the right hand side is finite whenever ps′ < q. Using Proposition 3.4, the same inequality
holds for ∇Hf . Thus the statement follows.
(3) Let f ∈ W 1,p(X, ν). Using the Ho¨lder inequality we get∫
X
|f |prdµ =
∫
X
|f |pr
w
dν ≤
(∫
X
|f |pdν
)r(∫
X
w
r
r−1 dµ
)1−r
.
Using the same argument in Proposition 3.4 it is possible to prove the same inequality for
∇Hf . Thus the statement follows.
(4) The statement is a consequence of the Banach–Saks property, i.e. every bounded sequence
(ϕn)n∈N ⊆ Lp(X, ν;H) has a subsequence (ϕnk)k∈N such that the sequence(
ϕn1 + · · ·+ ϕnk
k
)
k∈N
strongly converges in Lp(X, ν;H). The proof is the same of [7, Lemma 5.4.4] with obvious
adjustments.
(5) Standard calculations.

Proposition 3.6. Let p ≥ t
t−s′ and θ ∈ C 1b(R). If ϕ ∈ W 1,p(X, ν), then θ ◦ ϕ ∈W 1,p(X, ν) and
∇H(θ ◦ ϕ) = (θ′ ◦ ϕ)∇Hϕ ν-a.e.
Proof. Let (ϕn)n∈N ⊆ FC∞b (X) be such that ϕn converges in W 1,p(X, ν) and pointwise ν-a.e. to ϕ.
Applying (4) of Proposition 3.5 to the sequence θ ◦ ϕn we get θ ◦ ϕ ∈ W 1,p(X, ν). Furthermore we
know that, for every n ∈ N, θ ◦ ϕn ∈ FC 1b(X) and
∇H(θ ◦ ϕn) = (θ′ ◦ ϕn)∇Hϕn.
By Proposition 3.2 and the fact that θ ∈ C 1b(R), we can let n→ +∞ and get the statement. 
Proposition 3.7. Let p ≥ t
t−s′ and u ∈ W 1,p(X, ν). Then |u| ∈ W 1,p(X, ν) and
∇H |u| = sign(u)∇Hu.
Furthermore ∇Hu(x) = 0 ν-a.e. in {y ∈ X |u(y) = 0}.
Proof. The proof is the same as in [12, Lemma 2.7], we just use Lemma 3.1 instead of the classical
integration by parts formula for the Gaussian measure (2.2). 
4. Divergence operator
We start this section by recalling the definition of divergence, see [7, Section 5.8]. For every mea-
surable map Φ : X → X and for every f ∈ FC∞b (X) we define
∂Φf(x) = lim
t→0
f(x+ tΦ(x))− f(x)
t
, x ∈ X. (4.1)
Definition 4.1. Let Φ ∈ L1(X, ν;X) be a vector field. We say that Φ admits divergence if there
exists a function g ∈ L1(X, ν) such that∫
X
∂Φfdν = −
∫
X
fgdν for every f ∈ FC∞b (X); (4.2)
where (∂Φf)(x) is defined in (4.1). If such a function exists then we set
divν Φ := g.
Observe that, when divν Φ exists, it is unique by the density of FC
∞
b (X). We denote by D(divν) the
domain of divν in L
1(X, ν;X). Lastly observe that if Φ ∈ L1(X, ν;H), then (∂Φf)(x) = 〈∇Hf(x),Φ(x)〉H .
In this case (4.2) becomes∫
X
〈∇Hf(x),Φ(x)〉Hdν = −
∫
X
fgdν for every f ∈ FC∞b (X). (4.3)
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We are now interested in conditions ensuring the non emptyness of D(divν) and L
p-integrability of
divν v. We start by studying the case of a vector field in W
1,2(X, ν;H).
Proposition 4.2. Assume Hypothesis 1.1 holds and that logw ∈W 2,t(X,µ), where t is the exponent
fixed in Hypothesis 1.1. For every f, g ∈ FC∞b (X) and h, k ∈ H∫
X
(
fĥ− f∂h logw − ∂hf
)(
gk̂ − g∂k logw − ∂kg
)
dν =
= 〈h, k〉H
∫
X
fgdν −
∫
X
fg∂h∂k logwdν +
∫
X
∂kf∂hgdν.
Proof. By the integration by parts formula (Lemma 3.1) we get∫
X
(
fĥ− f∂h logw − ∂hf
)(
gk̂ − g∂k logw − ∂kg
)
dν =
=
∫
X
f∂h
(
gk̂
)
dν −
∫
X
f∂h(g∂k logw)dν −
∫
X
f∂h∂kgdν.
Recalling that ∂hk̂ = 〈h, k〉H we get∫
X
(
fĥ− f∂h logw − ∂hf
)(
gk̂ − g∂k logw − ∂kg
)
dν =
= 〈h, k〉H
∫
X
fgdν −
∫
X
fg∂h∂k logwdν +
∫
X
∂kf∂hgdν.

Proposition 4.3. Let logw ∈ W 2,t(X,µ), for some t ≥ 2s′, and assume that there exists C ≥ 0 such
that for every (ξi)i∈N ∈ ℓ2 we have
+∞∑
i=1
+∞∑
j=1
(δij − ∂i∂j logw(x))ξiξj ≤ C
+∞∑
i=1
ξ2i µ-a.e. (4.4)
Then every field Φ ∈ W 1,2(X, ν;H) has a divergence divν Φ ∈ L2(X, ν) and for every f ∈ W 1,2(X, ν),
the following equality holds:∫
X
〈∇Hf(x),Φ(x)〉Hdν(x) = −
∫
X
f(x) divν Φ(x)dν(x).
Furthermore, if ϕn = 〈Φ, en〉H for every n ∈ N where (en)n∈N is an orthonormal basis of H, then
divν Φ(x) =
+∞∑
n=1
(∂nϕn(x) + ϕn(x)∂n logw(x) − ϕn(x)ên),
and ‖divν Φ‖L2(X,ν) ≤ max{
√
C, 1}‖Φ‖W 1,2(X,ν;H).
Proof. Let Φ(x) =
∑n
i=1 ϕi(x)ei with ϕi ∈ FC∞b (X) for every i = 1, . . . , n. Then by the integration
by parts formula (Lemma 3.1) if f ∈ FC∞b (X) we have∫
X
〈∇Hf(x),Φ(x)〉Hdν(x) = −
∫
X
f(x)
(
n∑
i=1
(∂iϕi(x) + ϕi(x)∂i logw(x) − ϕi(x)êi)
)
dν(x).
Put
divν Φ(x) =
n∑
i=1
(∂iϕi(x) + ϕi(x)∂i logw(x) − ϕi(x)êi).
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By Proposition 4.2∫
X
(divν Φ)
2
dν =
n∑
i=1
∫
X
|ϕi|2dν +
n∑
i=1
n∑
j=1
∫
X
∂jϕi∂iϕjdν −
n∑
i=1
n∑
j=1
∫
X
ϕiϕj∂i∂j logwdν =
=
∫
X
n∑
i=1
n∑
j=1
(δij − ∂i∂j logw)ϕiϕjdν +
∫
X
traceH((∇HΦ(x))2)dν(x) ≤ (4.5)
≤ C‖Φ‖2L2(X,ν;H) +
∫
X
‖∇HΦ(x)‖2H2dν(x) ≤ max {C, 1}‖Φ‖
2
W 1,2(X,ν;H).
Let (Φn)n∈N be a sequence of fields as above which converges to Φ in W 1,2(X, ν;H). The sequence
(divν Φ
n) is Cauchy in L2(X, ν) and, hence it converges to some element, which is the candidate to
be divν Φ. By the integration by parts formula (Lemma 3.1) it is easily seen that such an element
satifies (4.3). Finally, the fact that (4.3) holds also for every f ∈ W 1,2(X, ν), follows by a standard
approximation argument. 
Observe that (4.4) is satisfied whenever ∇2H logw is bounded from below µ-a.e., in particular when
logw is a convex function.
The following example show that (4.4) is not necessary for the domain of the divergence to be not
empty.
Example 4.4. Let X be a separable Hilbert space, with norm ‖·‖X and inner product (·, ·)X , endowed
with a nondegenerate centered Gaussian measure µ, with covariance Q. We fix an orthonormal basis
(vn)n∈N of X of eigenvectors of Q, i.e. Qvk = λkvk, and the corresponding orthonormal basis of
H = Q
1
2 (X) is (en :=
√
λnvn)n∈N. Recall that ên(x) =
(x,vn)X√
λn
. In this example we take λn = 4
−n.
Let w(x) := (x, x)2X =
∑+∞
n=1(x, vn)
2
X =
∑+∞
n=1 λ
−1
n (x, en)
2
X . Easy calculations give
∂iw(x) = 4(x, x)X(x, ei)X , ∂i logw(x) = 4
(x, ei)X
(x, x)X
,
∂i∂j logw(x) = 4
(
(ei, ej)X
(x, x)X
− 2(x, ei)X(x, ej)X
(x, x)2X
)
.
We get w ∈ W 1,s(X,µ) and logw ∈W 2,t(X,µ) for every t, s > 1. ThereforeW 1,p(X, ν) is well defined
for every p > 1 (see Definition 3.3).
We want to show that w does not satisfy (4.4). For every (ξi)i∈N ∈ ℓ2 we have
+∞∑
i=1
+∞∑
j=1
(δij − ∂i∂j logw(x))ξiξj =
+∞∑
i=1
+∞∑
j=1
(
δij − 4(ei, ej)X
(x, x)X
+ 8
(x, ei)X(x, ej)X
(x, x)2X
)
ξiξj = (4.6)
=
+∞∑
i=1
+∞∑
j=1
(
δij − 4δij
√
λiλj
(x, x)X
+ 8
√
λiλj(x, vi)X(x, vj)X
(x, x)2X
)
ξiξj .
By contradiction assume that C ≥ 0 exists such that (4.4) holds. Choosing ξi = (x, vi) for every fixed
x ∈ X , we get
+∞∑
i=1
+∞∑
j=1
(δij − ∂i∂j logw(x))ξiξj =
=
+∞∑
i=1
(x, vi)
2
X −
4
(x, x)X
+∞∑
i=1
(x, vi)
2
X
4i
+
8
(x, x)2X
(
+∞∑
i=1
(x, vi)
2
X
2i
)2
≤ C
+∞∑
i=1
(x, vi)
2
X µ-a.e..
Let A =
{
x ∈ X
∣∣∣ ‖x‖2X < √2−1∑+∞i=1 4−i(x, vi)2X} and Br = {x ∈ X | ‖x‖X < r} for 0 < r < 1.
Observe that A∩Br are open non-empty subsets of X for every r ∈ (0, 1), this means that µ(A∩Br) >
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0. Fix x ∈ A ∩Br for some r ∈ (0, 1), then
(C − 1)
+∞∑
i=1
(x, vi)
2
X +
4
(x, x)X
+∞∑
i=1
(x, vi)
2
X
4i
− 8
(x, x)2X
(
+∞∑
i=1
(x, vi)
2
X
2i
)2
≤
≤ (C − 1)
+∞∑
i=1
(x, vi)
2
X +
4
(x, x)X
+∞∑
i=1
(x, vi)
2
X
4i
− 8
(x, x)2X
(
+∞∑
i=1
(x, vi)
2
X
4i
)2
≤
≤ (C − 1)‖x‖2X + 4− 2‖x‖4X
8
‖x‖4X
= (C − 1)‖x‖2X − 12 (4.7)
Observe that if C > 1 and x ∈ A ∩ B
(6(C−1)−1) 12 , then (4.7)≤ −6 µ-a.e., a contradiction. Thus our
example does not satisfy (4.4).
Observe that if Φ ∈ W 1,2α(X,µ;H) with α > 1, then Φ ∈ D(divν). Indeed let ϕn = 〈Φ, en〉H for
every n ∈ N, then by(4.6)
+∞∑
i=1
+∞∑
j=1
(δij − ∂i∂j logw(x))ϕiϕj =
=
+∞∑
i=1
+∞∑
j=1
(
δij − 4δij
√
λiλj
(x, x)X
+ 8
√
λiλj(x, vi)X(x, vj)X
(x, x)2X
)
ϕiϕj =
=
+∞∑
i=1
ϕ2i − 4
+∞∑
i=1
λiϕ
2
i
(x, x)X
+
8
(x, x)2X
(
+∞∑
i=1
√
λiϕi(x, vi)X
)2
≤
≤ |Φ|2H + 8
(
x,
∑+∞
i=1 ϕiei
)2
X
(x, x)2X
= |Φ|2H + 8
(x,Φ)
2
X
(x, x)2X
≤(∗) |Φ|2H + 8
‖Φ‖2X
(x, x)X
≤ |Φ|2H + 8K
|Φ|2H
(x, x)X
,
where (∗) follows by the Schwarz inequality and ‖h‖X ≤ K|h|H for every h ∈ H . We can now integrate
both terms of the inequality∫
X
+∞∑
i=1
+∞∑
j=1
(δij − ∂i∂j logw(x))ϕiϕjdν ≤
∫
X
(
|Φ|2H + 8K
|Φ|2H
(x, x)X
)
dν =
=
∫
X
|Φ|2H(x, x)2Xdµ+ 8K
∫
X
|Φ|2H(x, x)Xdµ.
By the Ho¨lder inequality and Fernique’s theorem (see [7, Theorem 2.8.5]) there exists a constant K
such that ∫
X
+∞∑
i=1
+∞∑
j=1
(δij − ∂i∂j logw(x))ϕiϕjdν ≤ K‖Φ‖2L2α(X,µ;H)
Fix now a field of the following form: Φ(x) =
∑n
i=1 ϕi(x)ei with ϕi ∈ FC∞b (X) for every i = 1, . . . , n.
Following the same steps of the proof of Proposition 4.3 we rewrite (4.5) as∫
X
(divν Φ)
2
dν ≤ K‖Φ‖2L2α(X,µ;H) +
∫
X
‖∇HΦ(x)‖2Hdν(x) ≤ max{K, 1}‖Φ‖2W 1,2α(X,µ;H).
By the same argument used at the end of the proof of Proposition 4.3 and by (2) of Proposition 3.5
(since it implies thatW 1,2α(X,µ;H) ⊆ L1(X, ν;X) for every α > 1), we obtain thatW 1,2α(X,µ;H) ⊆
D(divν) for every α > 1.
Since in several pratical examples the vector field we are interested in belongs to W 1,q(X,µ;H) for
some q > 1, the following proposition might be useful.
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Proposition 4.5. Let Φ ∈ W 1,q(X,µ;H) for some q ≥ s′t
t−s′ . Then divν Φ exists and it belongs to
Lp(X, ν) for every p ∈
[
1, qt
s′(q+t)
)
. Furthermore
divν Φ = divµ Φ+ 〈Φ,∇H logw〉H (4.8)
and ‖divν Φ‖Lp(X,ν) ≤ Cp‖Φ‖W 1,q(X,µ;H) for some Cp > 0. Finally if Φ ∈ W 1,q(X,µ;H) for every
q > 1, then divν Φ ∈ Lr(X, ν) for every r ∈ [1, t/s′).
Proof. By the Ho¨lder inequality 〈Φ,∇H logw〉H ∈ L
qt
q+t (X,µ) and by [7, Proposition 5.8.8] divµΦ ∈
Lq(X,µ). By (2) of Proposition 3.5 both divµ Φ and 〈Φ,∇H logw〉H belong to Lp(X, ν) for every
p ∈
[
1, qt
s′(q+t)
]
. Let f ∈ FC∞b (X) and (wn)n∈N ⊆ FC∞b (X) be a sequence of positive functions which
converges to w pointwise and in W 1,s(X,µ) (so that also logwn converges to logw both pointwise
and in W 1,t(X,µ)), then∫
X
f(divµ Φ+ 〈Φ,∇H logwn〉H)wndµ =
∫
X
(fwn) divµΦdµ+
∫
X
f〈Φ,∇H logwn〉Hwndµ =
= −
∫
X
〈∇H(fwn),Φ〉Hdµ+
∫
X
f〈Φ,∇H logwn〉Hwndµ =
= −
∫
X
〈∇Hf,Φ〉Hwndµ−
∫
X
f〈∇H(wn),Φ〉Hdµ+
∫
X
f〈Φ,∇H logwn〉Hwndµ =
= −
∫
X
〈∇Hf,Φ〉Hwndµ−
∫
X
f〈∇H(logwn),Φ〉Hwndµ+
∫
X
f〈Φ,∇H logwn〉Hwndµ =
= −
∫
X
〈∇Hf,Φ〉Hwndµ.
Letting n→ +∞ we obtain that divν Φ = divµ Φ+ 〈Φ,∇H logw〉H . The inequality
‖divν Φ‖Lp(X,ν) ≤ Cp‖Φ‖W 1,q(X,µ;H)
follows by a standard Ho¨lder inequality application and [7, Proposition 5.8.8]. 
5. Sobolev spaces on sublevel sets
Let G be a function satisfying Hypothesis 1.2. We are interested in Sobolev spaces on sets of the
form G−1(−∞, 0). Via a standard argument it is possible to prove that Lip(G−1(−∞, 0)) is a dense
subspace in Lp(G−1(−∞, 0), ν) (see [4]). Whenever p ≥ t
t−s′ it is possible to define
∇0H : Lip(G−1(−∞, 0)) −→ Lp(G−1(−∞, 0), ν;H)
in the following way: for every ϕ ∈ Lip(G−1(−∞, 0)), with Lipschitz constant Lϕ, consider the Mc-
Shane extension (see [18])
ϕM (x) = sup {ϕ(y) + Lϕ‖x− y‖X |G(y) < 0}.
It is well known that ϕM ∈ Lip(X) ⊆ W 1,q(X, ν) for some q ≥ tt−s′ ((2) of Proposition 3.5 and [7,
Theorem 5.11.2]). Let
∇0Hϕ := ∇HϕM .
Proposition 5.1. Let p ≥ t
t−s′ . The operator
∇0H : Lip(G−1(−∞, 0))→ Lp(G−1(−∞, 0), ν;H)
is closable in Lp(G−1(−∞, 0), ν).
Proof. Let (fk)k∈N ⊆ Lip(G−1(−∞, 0)) such that
lim
k→+∞
fk = 0 in L
p(G−1(−∞, 0), ν);
lim
k→+∞
∇0Hfk = Φ in Lp(G−1(−∞, 0), ν;H).
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We want to prove that ∫
G−1(−∞,0)
〈Φ(x), ei〉u(x)dν(x) = 0
for every i ∈ N and u ∈ FC∞b (X). Let η : R→ R a smooth function such that ‖η‖∞ ≤ 1, ‖η′‖∞ ≤ 2
and
η(ξ) =
{
0 ξ ≥ −1
1 ξ ≤ −2
Let ηn(ξ) := η(nξ) and un(x) = u(x)ηn(G(x)). Observe that un converges pointwise ν-a.e. to u on
G−1(−∞, 0) and |un| ≤ |u| ν-a.e., then by Lebesgue’s dominated convergence theorem
lim
n→+∞
∫
G−1(−∞,0)
〈Φ(x), ei〉un(x)dν(x) =
∫
G−1(−∞,0)
〈Φ(x), ei〉u(x)dν(x).
By (5) of Proposition 3.5, for every n ∈ N we have un ∈ W 1,r(X, ν), for every r ≥ tt−s′ , and by
Proposition 3.6
∂iun(x) = ∂iu(x)ηn(G(x)) + u(x)η
′
n(G(x))∂iG(x).
Observe that∫
X
un∂ifkdν =
∫
X
fkun(êi − ∂i logw)dν −
∫
X
fk∂iu(ηn ◦G)dν −
∫
X
fku(η
′ ◦G)∂iGdν,
and the following estimates holds:∫
X
|∂ifkun − 〈Φ, ei〉Hu|dν ≤
∫
X
|∂ifk||un − u|dν +
∫
X
|∂ifk − 〈Φ, ei〉H ||u|dν ≤
≤
(∫
X
|∂ifk|pdν
) 1
p
(∫
X
|un − u|p
′
dν
) 1
p′
+
(∫
X
|∂ifk − 〈Φ, ei〉H |pdν
) 1
p
(∫
X
|u|p′dν
) 1
p′
,
this means limn→+∞ limk→+∞
∫
X
un∂ifkdν =
∫
G−1(−∞,0) 〈Φ, ei〉udν. Furthermore for every n ∈ N we
get ∫
X
|fk∂iu(ηn ◦G)|dν ≤
∫
X
|fk∂iu|dν ≤
(∫
X
|fk|pdν
) 1
p
(∫
X
|∂iu|p
′
dν
) 1
p′
k→+∞−−−−−→ 0;∫
X
|fku(η′n ◦G)∂iG|dν ≤ ‖u‖∞
(∫
X
|fk|pdν
) 1
p
(∫
X
|∂iG|p
′s′
dµ
) 1
p′s′
(∫
X
wsdµ
) 1
p′s
k→+∞−−−−−→ 0,
where the last limit follows by to Hypothesis 1.2;∫
X
|fkunêi|dν ≤ ‖u‖∞
(∫
X
|fk|pdν
) 1
p
(∫
X
|êi|p
′
dν
) 1
p′ k→+∞−−−−−→ 0;∫
X
|fkun∂i logw|dν ≤ ‖u‖∞
(∫
X
|fk|pdν
) 1
p
(∫
X
|w|sdµ
) 1
p′s
(∫
X
|∂i logw|p
′s′dµ
) 1
p′s′ k→+∞−−−−−→ 0,
and the last limit exists whenever p′s′ ≤ t. 
Definition 5.2 (Weighted Sobolev space on sublevel sets). Let p ≥ t
t−s′ . We denote byW
1,p(G−1(−∞, 0), ν)
the domain of the closure of the operator∇0H (which we will denote by the symbol∇H) in Lp(G−1(−∞, 0), ν).
It is a Banach space with the graph norm
‖f‖W 1,p(G−1(−∞,0),ν) =
(∫
G−1(−∞,0)
|f(x)|pdν(x)
) 1
p
+
(∫
G−1(−∞,0)
|∇Hf(x)|pHdν(x)
) 1
p
.
The following equalities are what will allow us to define the trace operator in the following section.
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Proposition 5.3. Let k ∈ N. Then for every ϕ ∈ Lipb(G−1(−∞, 0)) and G satisfying Hypothesis 1.2,
we have ∫
G−1(−∞,0)
(∂kϕ+ ϕ∂k logw − ϕêk)dν =
∫
G−1(0)
(
ϕ∂kG
|∇HG|H
)
|
G−1(0)
wdρ.
Proof. The proof is the same as [10, Equation (1.1), proof in Proposition 4.1]. 
Proposition 5.4. Let q ≥ 1. Then for every ϕ ∈ Lipb(G−1(−∞, 0)) and G satisfying Hypothesis 1.2,
we have∫
G−1(−∞,0)
(
qϕ|ϕ|q−2〈∇Hϕ,∇HG〉H − |ϕ|q divν ∇HG
)
dν =
∫
G−1(0)
(|ϕ|q|∇HG|H)|
G−1(0)
wdρ,
and∫
G−1(−∞,0)
(
qϕ|ϕ|q−2
〈
∇Hϕ, ∇HG|∇HG|H
〉
H
+ divν
∇HG
|∇HG|H
|ϕ|q
)
dν =
∫
G−1(0)
(|ϕ|q)|
G−1(0)
wdρ.
Proof. The proof is the same as [10, Proposition 4.1]. 
6. Traces of Sobolev functions on sublevel sets
Throughout this section we will denote by G a function satisfying Hypothesis 1.2. The following
result is fundamental for the definition of the trace operator.
Proposition 6.1. Let p ≥ t
t−s′ . The following holds:
(1) if (ϕn)n∈N ⊆ Lipb(G−1(−∞, 0)) is a Cauchy sequence inW 1,p(G−1(−∞, 0), ν), then (ϕn|
G−1(0)
)
is a Cauchy sequence in Lq(G−1(0), wρ) for every 1 ≤ q ≤ p t−s′
t
;
(2) if (ϕn)n∈N, (ψn)n∈N ⊆ Lipb(G−1(−∞, 0)) converge to ϕ inW 1,p(G−1(−∞, 0), ν), then (ϕn|
G−1(0)
)
and (ψn|
G−1(0)
) converge to the same element in Lq(G−1(0), wρ) for every 1 ≤ q ≤ p t−s′
t
.
Proof. Let (ϕn)n∈N ⊆ Lipb(G−1(−∞, 0)) be a Cauchy sequence in W 1,p(G−1(−∞, 0), ν). By Propo-
sition 5.4 we have for every q ∈
[
1, p t−s
′
t
]
∫
G−1(0)
|ϕn − ϕm|qwdρ =
∫
G−1(−∞,0)
(
q|ϕn − ϕm|q−2(ϕn − ϕm)
〈
∇H(ϕn − ϕm), ∇HG|∇HG|H
〉
H
)
dν+
+
∫
G−1(−∞,0)
(
divν
∇HG
|∇HG|H
|ϕn − ϕm|q
)
dν
n,m→+∞−−−−−−→ 0.
All the convergences are assured by Proposition 4.5. Thus (1) is proved.
Let (ϕn)n∈N, (ψn)n∈N ⊆ Lipb(G−1(−∞, 0)) satisfying (2) and let ϕ∞ the limit of (ϕn|
G−1(0)
) in
Lq(G−1(0), wρ) for every 1 ≤ q ≤ p t−s′
t
(it exists by (1)). By Proposition 5.4 we have for every
q ∈
[
1, p t−s
′
t
]
∫
G−1(0)
|ψn − ϕ∞|qwdρ ≤ 2q−1
(∫
G−1(0)
|ψn − ϕn|qwdρ+
∫
G−1(0)
|ϕn − ϕ∞|qwdρ
)
=
= 2q−1
(∫
G−1(−∞,0)
(
q|ψn − ϕn|q−2(ψn − ϕn)
〈
∇H(ψn − ϕn), ∇HG|∇HG|H
〉
H
)
dν+
+
∫
G−1(−∞,0)
(
divν
∇HG
|∇HG|H
|ψn − ϕn|q
)
dν +
∫
G−1(0)
|ϕn − ϕ∞|qwdρ
)
n,m→+∞−−−−−−→ 0.
Thus (2) is proved. 
We are now able to define the trace of a Sobolev function.
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Definition 6.2. Let p ≥ t
t−s′ . If ϕ ∈ W 1,p(G−1(−∞, 0), ν) we define the trace of ϕ on G−1(0) as
follows:
TrG−1(0) ϕ = lim
n→+∞
ϕn|
G−1(0)
in Lq(G−1(0), wρ) for every q ∈
[
1, p
t− s′
t
]
,
where (ϕn)n∈N is any sequence in Lipb(G
−1(−∞, 0)) which converges in W 1,p(G−1(−∞, 0), ν) to
ϕ. By Proposition 6.1 the definition does not depend on the choice of the sequence (ϕn)n∈N in
Lipb(G
−1(−∞, 0)) approximating ϕ in W 1,p(G−1(−∞, 0), ν).
Observe that by [10, Proposition 4.8] wρ = w|
G−1(0)ρ. An obvious consequence of the definition is
the following Corollary.
Corollary 6.3. Let p ≥ t
t−s′ . The operator
TrG−1(0) :W
1,p(G−1(−∞, 0), ν) −→ Lq(X,wρ)
is continuous for every q ∈
[
1, p t−s
′
t
]
.
Proposition 6.4. Let a > 1 and b > 1. If ab
a+b ≥ tt−s′ , then for every ϕ ∈ W 1,a(X, ν) and ψ ∈
W 1,b(X, ν) we have
TrG−1(0)(ϕψ) = TrG−1(0)(ϕ)TrG−1(0)(ψ) ρ-a.e.
Proof. Let (ϕn)n∈N, (ψn)n∈N ⊆ Lipb(G−1(−∞, 0)) such that
lim
n→+∞
ϕn = ϕ in W
1,a(G−1(−∞, 0), ν);
lim
n→+∞
ψn = ψ in W
1,b(G−1(−∞, 0), ν).
By a standard argument we know ϕnψn ∈ Lipb(G−1(−∞, 0)), for every n ∈ N, and
lim
n→+∞
ϕnψn = ϕψ in W
1, ab
a+b (G−1(−∞, 0), ν).
So we have
TrG−1(0)(ϕψ) = lim
n→+∞
ϕn|
G−1(0)
ψn|
G−1(0)
in Lq(G−1(0), wρ) for every q ∈
[
1,
ab
a+ b
t− s′
t
]
.
Using Ho¨lder inequality we get∫
X
|ϕn|
G−1(0)
ψn|
G−1(0)
− TrG−1(0)(ϕ)TrG−1(0)(ψ)|wdρ n→+∞−−−−−→ 0.
So TrG−1(0)(ϕψ) = TrG−1(0)(ϕ)TrG−1(0)(ψ) ρ-a.e. 
Proposition 6.5. Let p ≥ t
t−s′ . For every ϕ ∈W 1,p(G−1(−∞, 0), ν) we have
TrG−1(0) ϕ(x) = ϕ|
G−1(0)
(x) ρ-a.e.
for every (1, p)-precise version ϕ of ϕ.
Proof. Let (ϕn)n∈N a sequence of bounded Lipschitz functions defined on G−1(−∞, 0) which satisties
the condition of the Definition 6.2. By Proposition 5.4 we get∫
G−1(0)
∣∣∣ϕ|
G−1(0)
− ϕn
∣∣∣|∇HG|Hwdρ =
=
∫
G−1(−∞,0)
(sign(ϕ− ϕn)〈∇H(ϕ− ϕn),∇HG〉H − |ϕ− ϕn| divν ∇HG)dν.
Letting n→ +∞ we get TrG−1(0) ϕ = ϕ|
G−1(0)
ρ-a.e. 
We are now in a position to prove Theorem 1.3.
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Proof of Theorem 1.3. The statement follows by Proposition 5.3 and Proposition 6.5. The furthermore
part follows by Proposition 6.4. 
Using the same argument we can extend Proposition 5.4 to functions in W 1,p(G−1(−∞, 0), ν).
Proposition 6.6. Let p ≥ t
t−s′ and 1 ≤ q ≤ p t−s
′
t
. If ϕ ∈W 1,p(G−1(−∞, 0), ν) then∫
G−1(−∞,0)
(
qϕ|ϕ|q−2〈∇Hϕ,∇HG〉H − |ϕ|q divν ∇HG
)
dν =
=
∫
G−1(0)
TrG−1(0) |ϕ|q TrG−1(0) |∇HG|Hwdρ,
and∫
G−1(−∞,0)
(
qϕ|ϕ|q−2
〈
∇Hϕ, ∇HG|∇HG|H
〉
+ divν
∇HG
|∇HG|H
|ϕ|q
)
dν =
∫
G−1(0)
(TrG−1(0) |ϕ|q)wdρ.
7. Examples
In this section we show how our results may be applied to some explicit examples. Recall that
by ∂if we denote the partial derivative of f along the direction ei ∈ H (see Section 2). We will be
interested in two types of surfaces:
Unit sphere: Let S(x) = ‖x‖X − 1. We will prove that S satisfies Hypothesis 1.2 in our exam-
ples.
Hyperplanes: Let f ∈ X∗ r {0} and Gf (x) = f(x). Observe that ∂iGf (x) = f(ei) for every
i ∈ N and ∂i∂jGf (x) = 0 for every i, j ∈ N. Furthermore
Gf ∈
⋂
p>1
W 2,p(X,µ) and
1
|∇HGf |H
∈
⋂
p>1
Lp(X,µ).
Thus Gf satifies Hypothesis 1.2, for every f ∈ X∗ r {0}.
7.1. A Gaussian-type weight in Hilbert spaces. Let X be a separable Hilbert space endowed
with a nondegenerate centered Gaussian measure µ, with covariance Q. Fix an orthonormal basis
(vn)n∈N of X of eigenvectors of Q, i.e. Qvk = λkvk, and the corresponding orthonormal basis of
H = Q
1
2 (X) is {en :=
√
λnvn}n∈N.
Let wλ(x) = e
λ(x,x)X for λ ∈ R. Easy calculation gives
∂iwλ(x) = 2λ(x, ei)Xe
λ(x,x)X , ∂i logwλ(x) = 2λ(x, ei)X , ∂j∂i logwλ(x) = 2λ(ej , ei)X .
Let
α := sup
{
η > 0
∣∣∣∣ ∫
X
eη(x,x)Xdµ(x) < +∞
}
.
By Fernique’s theorem (see [7, Theorem 2.8.5]) the set
{
η > 0
∣∣ ∫
X
eη(x,x)Xdµ(x) < +∞} is not empty
and α is strictly positive. Furthermore∫
X
eη(x,x)Xdµ(x) =
∫
X
eη
∑+∞
i=1 (x,vi)
2
Xdµ(x) = lim
n→+∞
∫
X
eη
∑n
i=1(x,vi)
2
Xdµ(x) =
= lim
n→+∞
n∏
i=1
√
λi
2π
∫
R
e(η−
λi
2 )ξ
2
dξ,
and the last limit diverges if η ≥ 2λ1. Thus 0 < α < 2λ1 and wλ ∈ W 1,s(X,µ) for every 2λ < α
whenever λ(s + 1) ≤ α. Furthermore logwλ ∈ W 2,t(X,µ) for every t > 1 and 2λ < α. In both cases
it is possible to define W 1,p(X, ν) for every p > 1 (see Definition 3.3).
The above observation gives also that S satisfies Hypothesis 1.2. In this case wλρ = e
λρ, so all the
remarks about continuity of the trace operator in Lp(S−1(0), ρ) stated in [10, Section 5.3] still hold.
SOBOLEV SPACES WITH RESPECT TO A WEIGHTED GAUSSIAN MEASURES 17
By Corollary 6.3, the trace operator TrG−1
f
(0) :W
1,p(G−1f (−∞, 0), νλ)→ Lq(G−1f (0), wλρ) for every
q ∈ [1, p) and f ∈ X∗ r {0}. Furthermore, using a similar argument as in Proposition 3.5, we get
TrG−1
f
(0) ϕ ∈ Lq(G−1f (0), ρ) for every q ∈ [1, p) and every ϕ ∈W 1,p(G−1f (−∞, 0), ν).
7.2. A weight without continuous versions. Let X = ℓ2 the Banach space of square summable
sequences and let (vk)k∈N its standard orthonormal basis, i.e. vk is the sequence such that vk(i) = δik
for every i, k ∈ N. Let µ be a centered non-degenerate Gaussian measure on ℓ2 with covariance operator
Q : ℓ2 → ℓ2 defined by
Q(x) =
(
x(i)
2i
)
.
Such a measure exists, e.g. by [7, Theorem 2.3.1]. The eigenvectors of Q are the vectors vk with
respective eigenvalues 2−k. We will denote by {en := vn/
√
2n} the basis of the Cameron–Martin space
associated with µ.
The weight we want to study is wq(x) = e
‖x‖q for fixed q > 1. The first result we need is the fact
that wq (actually ‖·‖q) is defined µ-a.e. and in order to show that we need a modification of Fernique’s
theorem (see [7, Theorem 2.8.5]). Let’s start with a definition:
Definition 7.1. Let γ be a Gaussian measure on a separable Banach spaceX and p ∈ (0, 1]. A function
g measurable with respect to Borel(X) (the Borel σ-algebra of X) is called Borel(X)-measurable p-
seminorm if there exists a Borel(X)-measurable linear subspace X0 ⊆ X of γ-measure 1 such that g
is a p-seminorm on X0, i.e. g(x+ y) ≤ g(x) + g(y) for every x, y ∈ X0 and g(λx) = |λ|pg(x) for every
x ∈ X0 and λ ∈ R.
Our definition differs from the definition of measurable norm of the Cameron–Martin space with
the cylindrical Wiener measure in the sense of Gross (see [7, Definition 3.9.2]) since we also consider
p-seminorm, with 0 < p < 1. Observe that our definition of Borel(X)-measurable 1-seminorm agrees
with [7, Definition 2.8.1].
The proofs of the following two propositions are similar to the proof of Fernique’s theorem. We
include the proof of the first one in order to get a self-contained paper.
Proposition 7.2. Let µ be a centered Gaussian measure on a separable Banach space X, p ∈ (0, 1]
and let g be a Borel(X)-measurable p-seminorm. Then∫
X
eαg(x)
2
dµ(x) < +∞,
for some α > 0.
Proof. Let t > τ > 0. According to [7, Proposition 2.2.10] we have
µ({x ∈ X | g(x) ≤ τ})µ({y ∈ X | g(y) > t}) =
∫
{(x,y)∈X×X | g(x)≤τ and g(y)>t}
dµ(x)dµ(y) =
=
∫
{
(u,v)∈X×X
∣∣∣ g( u−v√
2
)
≤τ , g
(
u+v√
2
)
>t
} dµ(u)dµ(v) ≤
≤
∫
{
(u,v)∈X×X
∣∣∣ g(u)≥ t−τ√
2p
, g(v)> t−τ√
2p
} dµ(u)dµ(v).
The last inequality follows by g(u) ≥ 2−p(g(u+ v)− g(u− v)) for every u, v ∈ X , indeed{
(u, v) ∈ X2
∣∣∣∣ g(u− v√2
)
≤ τ , g
(
u+ v√
2
)
> t
}
⊆
{
(u, v) ∈ X2
∣∣∣∣ g(u) ≥ t− τ√2p , g(v) > t− τ√2p
}
.
Therefore we get
µ({x ∈ X | g(x) ≤ τ})µ({y ∈ X | g(y) > t}) ≤
(
µ
{
z ∈ X
∣∣∣∣ g(z) > t− τ√2p
})2
18 S. FERRARI
Since g < +∞ µ-a.e., there exists a positive number τ such that c := µ({x ∈ X | g(x) ≤ τ}) > 12 . If
c = 1 the statement holds true, indeed
∫
X
eαg(x)
2
dµ(x) ≤ eατ2 for every α > 0. Now assume c < 1.
Let
tn = τ +
√
2ptn−1 and t0 = τ.
It is easy to verify that tn = τ(
√
2p − 1)−1(2pn+12 − 1). Letting pn := c−1µ({x ∈ X | g(x) > tn}), then
pn ≤ p2n−1. By induction we get
µ({x ∈ X | g(x) > tn}) ≤ c
(
1− c
c
)2n
.
Let α > 0. We get∫
X
eαg(x)
2
dµ(x) ≤
∫
{x∈X | g(x)≤τ}
eαg(x)
2
dµ(x) +
+∞∑
n=0
eαt
2
n+1µ({x ∈ X | tn ≤ g(x) < tn+1}) ≤
≤ ceατ2 +
+∞∑
n=0
eαt
2
n+1µ({x ∈ X | g(x) ≥ tn}) ≤ ceατ
2
+
+∞∑
n=0
c
(
1− c
c
)2n
exp
(
ατ2
(2p
n+1
2 − 1)2
(
√
2p − 1)2
)
=
= ceατ
2
+ c
+∞∑
n=0
exp
2n log(1− c
c
)
+ ατ2
(
2p
n+1
2 − 1√
2p − 1
)2
Observe that by the chain of inequalities (2p
n+1
2 − 1)2 ≤ (2n+12 − 1)2 ≤ 2n+1 + 1, we get
2n log
(
1− c
c
)
+ ατ2
(
2p
n+1
2 − 1√
2p − 1
)2
≤ 2n log
(
1− c
c
)
+ ατ2
2n+1 + 1(√
2p − 1)2 .
So if we choose α > 0 such that
log
(
1− c
c
)
+
2ατ2(√
2p − 1)2 < 0,
then
∫
X
eαg
2
dµ is finite. 
Proposition 7.3. Let µ be a centered Gaussian measure on a locally convex space X and let g be a
measurable 1-seminorm. Then
∫
X
eαg(x)dµ(x) < +∞, for every α > 0.
Proof. The proof is similar to the proof of Proposition 7.2. 
We are now going to consider a notable example.
Proposition 7.4. Let q > 0 and ℓq = {x ∈ ℓ2 |
∑+∞
i=1 |(x, vi)ℓ2 |q < +∞} (observe that ℓq = ℓ2 for
every q ≥ 2). Then µ(ℓq) = 1 and the function
Pq(x) :=
{ ∑+∞
i=1 |(x, vi)ℓ2 |q q ∈ (0, 1);
‖x‖q q ≥ 1,
belongs to Lp(ℓ2, µ), for every p ≥ 1.
Proof. By [7, Exercise A.3.34], for every q > 0 the linear space ℓq is measurable with respect to the
Borel σ-algebra in ℓ2. We have∫
ℓ2
n∑
i=1
|(x, vi)ℓ2 |qdµ(x) =
n∑
i=1
∫
ℓ2
|(x, vi)ℓ2 |qdµ(x).
Using the change of variable formula (see [7, Equation (A.3.1)]) we get∫
ℓ2
n∑
i=1
|(x, vi)ℓ2 |qdµ(x) =
n∑
i=1
2
√
2i−1√
π
∫ +∞
0
ηqe−2
i−1η2dη.
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Let cq = 2
√
π−1
∫ +∞
0 t
qe−t
2
dt. Then∫
ℓ2
n∑
i=1
|(x, vi)ℓ2 |qdµ(x) = cq
n∑
i=1
(
1
2
q
2
)i
= cq
2
q
2 (n+1) − 1
2
q
2n(2
q
2 − 1) ≤ cq
2
q
2
2
q
2 − 1 .
Then by the monotone convergence theorem we get∫
ℓ2
+∞∑
i=1
|(x, vi)ℓ2 |qdµ(x) < +∞.
By [7, Theorem 2.5.5] we have µ(ℓq) = 1. Observe that Pq is a Borel(X)-measurable q-norm, for every
q > 0, then by Proposition 7.2 it belongs to Lp(ℓ2, µ) for every p ≥ 1. 
Proposition 7.4 implies that wq = e
‖x‖q is defined µ-a.e. on ℓ2 for every q > 1. Now we need to
prove that wq satisfies Hypothesis 1.1. We start with another modification of Fernique’s theorem (see
[7, Theorem 2.8.5]), which implies that for every q > 1, wq ∈ Ls(ℓ2, µ) for every s ≥ 1.
Proposition 7.5. For every q > 1 consider the function Uq : ℓ2 → R defined by
U(x) =
{ ‖x‖q x ∈ ℓq;
0 x /∈ ℓq.
Then U ∈ W 1,p(ℓ2, µ) for every p ≥ 1 and
∂iU(x) = 2
− i2 sign(x, vi)(x, vi)q−1‖x‖1−qq µ-a.e.
Proof. For every n ∈ N consider the function ϕn : Rn → R defined as
ϕn(η1, . . . , ηn) :=
(
n∑
i=1
(
η2i +
1
2n
) q
2
) 1
q
.
Let Un(x) := ϕn((x, v1), . . . , (x, vn)) and observe that Un → U pointwise µ-a.e. and Un ∈ FC∞b (ℓ2)
for every n ∈ N. Indeed for every n ≥ 2(
n∑
i=1
|(x, vi)|q
) 1
q
≤ |Un(x)| ≤
(
max
{
1, 2q−1
} n∑
i=1
(
|(x, vi)|q + 1
2
nq
2
)) 1q
=
= max
{
1, 2
q−1
q
}( n
2
nq
2
+
n∑
i=1
|(x, vi)|q
) 1
q
≤ max
{
1, 2
q−1
q
} n
2
n
2
+
(
n∑
i=1
|(x, vi)|q
) 1
q

≤ max
{
1, 2
q−1
q
}(
1 + ‖x‖q
)
.
By Lebesgue’s dominated convergence theorem and Proposition 7.4 we get Un → U in Lp(ℓ2, µ) for
every p ≥ 1. Observe that
∂iUn(x) =
(x, vi)
2
i
2
(
(x, vi)
2 +
1
2n
) q
2−1
(
n∑
k=1
(
(x, vk)
2 +
1
2n
) q
2
) 1
q
−1
,
and ∂iUn(x)→ 2− i2 sign(x, vi)(x, vi)q−1‖x‖1−qq pointwise µ-a.e. For 1 < q ≤ 2
|∇HUn(x)|H =
+∞∑
i=1
(x, vi)
2
2i
(
(x, vi)
2 +
1
2n
)q−2( n∑
k=1
(
(x, vk)
2 +
1
2n
) q
2
) 2
q
−2
1
2
≤
≤ 2 q−12
(
+∞∑
i=1
(x, vi)
2
2i
(
(x, vi)
2 +
1
2n
)q−2) 12
≤ 2 q−12
(
+∞∑
i=1
(x, vi)
2q−2
2i
) 1
2
≤ 2 q−12
(
+∞∑
i=1
(x, vi)
q−1
)
.
20 S. FERRARI
By Proposition 7.4 the last function is integrable for every p ≥ 1. If p > 2 then
|∇HUn(x)|H =
+∞∑
i=1
(x, vi)
2
2i
(
(x, vi)
2 +
1
2n
)q−2( n∑
k=1
(
(x, vk)
2 +
1
2n
) q
2
) 2
q
−2
1
2
≤
≤ 2 q−12
(
+∞∑
i=1
(x, vi)
2
2i
(
(x, vi)
2 +
1
2n
)q−2) 12
≤
≤ 2 q−12 max
{
1, 2
q−3
2
}(+∞∑
i=1
(
(x, vi)
2q−2 +
(x, vi)
4
2n(q−2)
)) 12
≤
≤ 2 q−12 max
{
1, 2
q−3
2
}(+∞∑
i=1
(x, vi)
q−1 +
+∞∑
i=1
(x, vi)
2
)
.
By Proposition 7.4 the last term belongs to Lp(ℓ2, µ) for every p ≥ 1. By the Lebesgue dominated con-
vergence theorem we get U ∈ W 1,p(ℓ2, µ) for every p ≥ 1 and ∂iU(x) = 2− i2 sign(x, vi)(x, vi)q−1‖x‖1−qq
µ-a.e. for every i ∈ N. 
By Proposition 3.6 (applied with the functions θn(η) = n arctan(n
−1eη), for every η ∈ R and n ∈ N,
and then using the Lebesgue dominated convergence theorem) we get
∂iwq(x) = 2
− i2 sign(x, vi)(x, vi)q−1‖x‖1−qq e‖x‖q ;
∂i logwq(x) = 2
− i2 sign(x, vi)(x, vi)q−1‖x‖1−qq .
Proposition 7.3 and Proposition 7.5 yield that the function wq satisfies Hypothesis 1.1 for every s, t > 1.
This implies that it is possible to define W 1,p(ℓ2, νq) for every p > 1 (see Definition 3.3). Observe that
‖·‖q is not µ-a.e. continuous on ℓ2 if q ∈ (1, 2).
Using the same argument already used in Example 7.1 it is possible to prove that S satisfies
Hypothesis 1.2. The trace operator TrS−1(0) mapsW
1,p(S−1(−∞, 0), νq) into Lr(S−1(0), wqρ) for every
r ∈ [1, p). We do not know whether its range is contained in Lp(S−1(0), wqρ). The same considerations
are true for the trace operator TrG−1
f
(0) for every f ∈ ℓ2 r {0}.
7.3. An example in C [0, 1]. Recall that a function f : X → R from a Banach space X to R is
Gaˆteaux differentiable in x ∈ X if for every y ∈ X the limit
lim
t→0
f(x+ ty)− f(x)
t
exists and defines a linear (in y) map ((Df)x)(·) which is continuous from X to R.
We will use the following result of Aronszajn (see [5, Theorem 1 of Chapter 2] and [19, Theorem
6]).
Theorem 7.6. Suppose that X is a separable real Banach space. If f : X → R is a continuous convex
function, then f is Gaˆteaux differentiable outside a Gaussian null set, i.e. a Borel set A ⊆ X such
that µ(A) = 0 for every nondegenerate Gaussian measure µ on X.
Consider the classical Wiener measure PW on C [0, 1] (see [7, Example 2.3.11 and Remark 2.3.13]
for its construction). Recall that the Cameron–Martin space is the space of the continuous functions f
on [0, 1] such that f is absolutely continuous, f ′ ∈ L2[0, 1] and f(0) = 0. In addition |f |H = ‖f ′‖L2[0,1]
(see [7, Lemma 2.3.14]). An orthonormal basis of H is given by the functions
fn(ξ) =
√
2λn sin
ξ√
λn
where λn =
4
π2(2n− 1)2 for every n ∈ N.
Consider the weight
w(f) = e‖f‖∞ for every f ∈ C [0, 1].
SOBOLEV SPACES WITH RESPECT TO A WEIGHTED GAUSSIAN MEASURES 21
According to [7, Theorem 5.11.2] w is differentiable along H . In particular letting
M = {f ∈ C [0, 1] | there exists an unique ξ ∈ [0, 1] such that ‖f‖∞ = |f(ξ)|},
by Theorem 7.6 and [14, Example 1.6.b] we get that PW (M) = 1. Furthermore by [6]
((D‖·‖∞)f)(g) = sign(f(ξf ))g(ξf ),
for every f ∈ M and g, g1, g2 ∈ C [0, 1], where ξf ∈ [0, 1] is the only point of maximum of the
function |f(·)|. By [7, Definition 5.2.3 and Proposition 5.4.6(iii)] and by Proposition 3.6 (applied with
the functions θn(η) = n arctan(n
−1eη), for every η ∈ R and n ∈ N, and then using the Lebesgue
dominated convergence theorem) it can be seen that
(∂iw(f))(ξ) = e
‖f‖∞ sign(f(ξf ))fi(ξf );
(∂i logw(f))(ξ) = sign(f(ξf ))fi(ξf ).
We also have
‖w‖Ls(C [0,1],PW ) =
(∫
C [0,1]
es‖f‖∞dPW (f)
) 1
s
; (7.1)
‖∇Hw‖Ls(C [0,1],PW ;H) =
(∫
C [0,1]
es‖f‖∞
(
+∞∑
n=1
f2n(ξf )
)s
dPW (f)
) 1
s
; (7.2)
‖logw‖Lt(C [0,1],PW ) =
(∫
C [0,1]
‖f‖t∞dPW (f)
) 1
t
; (7.3)
‖∇H logw‖Lt(C [0,1],PW ;H) =
∫
C [0,1]
(
+∞∑
n=1
f2n(ξf )
)t
dPW (f)

1
t
. (7.4)
By Proposition 7.3, (7.1) and (7.3) are finite for every s, t > 1. By [7, Theorem 5.11.2], (7.2) and (7.4)
are finite for every s > 1. All these results give that the weight w satisfies Hypothesis 1.1 for every
s, t > 1. This implies that it is possible to define W 1,p(C [0, 1], ν) for every p > 1 (see Definition 3.3).
If we let
S1(f) = ‖f‖2 − 1,
then S1 ∈
⋂
p>1W
2,p(C [0, 1], PW ). Furthermore ∇HS1(f) =
∑+∞
i=1
∫ 1
0
f(ξ)fi(ξ)dξ
‖f‖2 fi and∫
C [0,1]
1
|∇HS1(f)|pH
dPW (f) =
∫
C [0,1]
‖f‖p2
(
∑+∞
j=1(
∫ 1
0
f(ξ)fn(ξ)dξ)2)
p
2
dPW (f). (7.5)
Using the Ho¨lder inequality with some α > 1 we get∫
C [0,1]
1
|∇HS1(f)|pH
dPW (f) ≤
(∫
C [0,1]
‖f‖pα′2 dPW (f)
) 1
α′
(∫
C [0,1]
dPW (f)
(
∑+∞
j=1(
∫ 1
0
f(ξ)fn(ξ)dξ)2)
pα
2
) 1
α
.
Finally
∫
C [0,1]
‖f‖pα′2 dPW (f) is finite by Fernique’s theorem (see [7, Theorem 2.8.5]), and recalling
that L2-continuous linear functional are also C [0, 1]-continuous we can use the change of variable
formula (see [7, Equation (A.3.1)]) and obtain∫
C [0,1]
dPW (f)
(
∑+∞
j=1(
∫ 1
0 f(ξ)fn(ξ)dξ)
2)
pα
2
≤
∫
C [0,1]
dPW (f)
(
∑N
j=1(
∫ 1
0 f(ξ)fn(ξ)dξ)
2)
pα
2
=
=
1
Γ
(
pα
2
) ∫ +∞
0
ξ
pα
2 −1
N∏
i=1
dξ√
1 + 2ξλ2i
.
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For N ∈ N big enough the last integral is finite and we get that (7.5) is finite for every p > 1.
Thus S1 satisfies Hypothesis 1.2. By Corollary 6.3, the trace operator TrS−1(0) maps the space
W 1,p(S−11 (−∞, 0), ν) into Lq(S−11 (0), wρ) continuously, for every q ∈ [1, p).
Fix a finite signed Borel measure λ on [0, 1] and consider the continuous linear functional
Gλ(f) =
∫ 1
0
f(x)dλ(x) for every f ∈ C [0, 1].
Using a similar argument as in Proposition 3.5, we get TrG−1
λ
(0) ϕ ∈ Lq(G−1λ (0), ρ) for every q ∈ [1, p)
and every ϕ ∈ W 1,p(G−1λ (−∞, 0), ν).
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