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Introduction
The development of fundamental physics continuously defines new goals in terms of
describing nature at extreme length scales: where at large distances the universe obeys
the laws of cosmology, it is particle physics that governs the microscopic world. In
the twentieth century our understanding of short-distance physics has spectacularly
improved, to scales of the order of 10−13 cm. This has been achieved indirectly, by
low-energy high-precision experiments, and directly by analysing collisions in particle
accelerators. By means of these ’big microscopes’, a consistent model of fundamental
particles and interactions has been uncovered which is commonly referred to as the
standard model. The success of the standard model is due to its accurate predictions
of experimental data and its striking simplicity and mathematical elegance. There is
however one important prediction that has not been experimentally confirmed: the
existence of a Higgs boson. This neutral spin-zero particle is a fundamental ingredient to
our framework because it is an artefact of an essential process in the electroweak sector
of the standard model, namely spontaneous symmetry breaking. This phenomenon
effectively turns the matter fermions and force carriers of the weak interaction, the
weak vector bosons, into massive particles. Unfortunately, the mass of the Higgs boson
particle is not predicted within the standard model. The Large Hadron Collider (LHC)
at CERN however is sensitive to the full allowed range of this parameter, and if the
standard model Higgs exists, it is likely soon to be discovered at the ATLAS and CMS
experiments.
One may consider mechanisms to achieve electroweak symmetry breaking without a
standard model Higgs boson, as we shall discuss in the first chapter. However, one can
not discard a Higgs boson in the standard model without a penalty. One important
consequence is that the scattering amplitude of vector bosons grows indefinitely with
the energy in the absence of a Higgs, a prediction which is clearly incorrect from the
probabilistic interpretation of the amplitude. In this case, at sufficiently high energies,
the standard methods to compute the scattering amplitude are no longer valid and
the scattering vector bosons are said to be ’strongly interacting’. Alternative models
should implement some mechanism to tame the growth of this cross-section, either
by new particles or due to nonperturbative effects. It is therefore feasible to observe
scattering vector bosons at the LHC: together with the Higgs search results, this data
contains essential information about the nature of electroweak symmetry breaking.
Weak vector bosons are inherently unstable, so we can observe their scattering at a
particle collider only as part of more complex events, where the incoming gauge bosons
are radiated off the incoming beam particles, and the outgoing scatterers decay into
light fermions. As a consequence, many background processes occur that produce the
same final state, and the signal scattering amplitude receives extra contributions from
many Feynman graphs. In the second chapter, we study a method that reduces the
computation time for these amplitudes significantly by factorising the full amplitude
and recursively evaluating these factors. To compare theory with experiment, it is
9
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necessary to integrate the quantum-mechanical scattering matrix elements over regions
of phase space, which is achieved most efficiently by the Monte Carlo method. Because
of the complexity of the integrand and the domain, it is necessary to optimise the
Monte Carlo integrator with nonumiform sampling algorithms, adaptive grids and
multichannel methods. In the third chapter we discuss our integrator, which, inspired by
the amplitude computation algorithm, implements a recursive phase space generation
tree.
Finally we apply our tools to W -boson scattering at the LHC in the fourth chapter.
We compare a few new physics scenarios with the standard model in a parton-level
analysis without detector effects. We do however include dominant backgrounds, and
show that upon choosing the appropriate kinematical cuts on the final state, these
contributions can be efficiently suppressed. We see that new physics in the Higgs sector
can be observed for leptonic decay channel of highly-energetic scattering W+W− pairs,
and that our tools are suitable for parton-level Monte Carlo simulations of complex
final states in a wide range of new physics signals.
10
Chapter 1
Theory Overview
It has been almost half a century since the electromagnetism, the weak and the strong
nuclear forces were combined by Glashow, Salam and Weinberg (GSW) into what
nowadays is known as the standard model of particle physics [1, 2, 3]. In this picture
the weak interaction is a short-range force due the mediation of massive vector particles.
This feature, together with its parity-violating couplings to massive fermions, makes
an SU(2) gauge theory description of the weak force inconsistent, although strongly
suggested by the isospin structure of weak decays and its universal couplings. The
standard model description of the weak interaction is that of a broken symmetry, a
mechanism that allows the gauge bosons to acquire mass, but maintains the gauge
theory structure of the interactions. Despite the observation of the predicted weak
massive vector bosons, the origin of the breaking of electroweak symmetry has remained
open for speculation as collider experiments have not been able to sufficiently probe
beyond the electroweak scale. Nevertheless, the GSW model has become an established
theory because it fits the electroweak precision measurements extremely well.
The most important candidate for the mechanism causing the breaking of the SU(2)
gauge symmetry is spontaneous symmetry breaking (SSB) by a complex scalar doublet of
SU(2). The phenomenon of SSB occurs when the ground state of the Hamiltonian does
not respect the symmetries of the system, and is therefore degenerate. Spontaneuously
broken symmetries had proven to be succesful in describing superconductivity in
condensed matter physics [4] and the mass spectrum of pions and vector mesons in
nuclear physics [5]. However, its application to global symmetries always led to massless
scalar particles [6], which had not been observed in weak interactions. In the context
of a gauge symmetry however, it was found that SSB could lead to a spectrum without
massless Goldstone bosons, but with massive vector fields [7]. The implementation of
SSB in the electroweak gauge theory became known as the Higgs mechanism [8, 9, 10].
Here, the complex scalar couples to three gauge bosons, giving them effectively a mass
11
and longitudinal polarisation, leaving one scalar component as a physical field: the
famous Higgs boson. Moreover, coupling the doublet to fermions in a gauge-invariant
way may generate fermion masses after SSB. The experimental observation of the Higgs
boson is considered the ’smoking gun’ of SSB in the electroweak sector. Unfortunately,
the standard model does not provide a prediction of the mass of the Higgs particle,
and consequently the Higgs hypothesis remains neither verified, nor ruled out to this
day. It should be stressed however that current experimental constraints make SSB so
compelling that almost all new-physics models incorporate a Higgs mechanism in some
way1.
At first sight, the Higgs mechanism is a simple and elegant formalism that deals with
both the vector boson masses as well as the fermion mass terms through the Yukawa
couplings. Including radiative corrections however, the model appears to be rather
unnatural instead. This is due to the introduction of a fundamental scalar particle,
which is subject to quadratic divergences under quantum corrections to its self-energy.
Hence the natural physical Higgs mass would be very large, of the order of the standard
model cutoff scale. However, the triviality bound on the symmetry-breaking potential,
unitarity of vector-boson scattering and electroweak precision measurements constrain
the SM Higgs mass to be less than roughly 170 GeV [11], which should be many orders
of magnitude lower than the scale where the SM breaks down. In other words, a natural
Higgs mass does not allow symmetry breaking, unless the parameters at the cutoff
scale miraculously conspire to yield a small Higgs mass at the electoweak scale. Note
that since we do not know whether the Higgs mechanism is realised in nature at all,
this is a hypothetical problem. Nevertheless it is anticipated by many standard model
extensions, such as supersymmetry or little Higgs models, which adopt new TeV-scale
physics to cancel the radiative corrections to the Higgs mass.
To study which scenario is realised in nature, it proves to be useful to return to one of
the cornerstones of the symmetry breaking mechanism: the dynamics of massive weak
gauge bosons. These are of special interest because the symmetry breaking mechanism
is responsible for regulating the high-energy behaviour of the scattering between
longitudinally-polarised vector bosons [12]. Within the standard model framework,
gauge (and anomaly) cancellations ensure that all scattering cross sections obey the
unitarity bound. This bound follows from partial-wave unitarity in quantum field theory,
and is a rigorous requirement for any physical differential cross section prediction,
whether or not perturbatively calculable. A unitary description of longitudinal vector
boson scattering can therefore be regarded as a basic requirement to any electroweak
symmetry breaking scheme, which is the reason why many Higgsless models focus
on these processes. Moreover, strong dynamics may appear in the standard model
even if a Higgs exists, but is too heavy to accomodate a unitary scattering amplitude.
The high-mass region in vector boson scattering therefore provides a handle to probe
new physics in the electroweak sector in a model-independent way. Hence, whether or
not the Higgs is discovered at the LHC, it is useful to analyse weak boson scattering
1with the exception of some higher-dimensional theories, which shall be discussed later
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channels at high centre-of-mass energies.
The purpose of this chapter is to provide a brief introduction to electroweak symmetry
breaking in the standard model and its implications for the high-energy behaviour of
weak boson scattering, with the emphsis on W+LW
−
L →W+LW−L . Important properties
of these scattering amplitudes, such as the Goldstone equivalence theorem and the
low-energy theorems will be treated. Furthermore, we discuss new physics that may
occur within these channels from an effective theory (bottom-up) approach. Finally,
higher-dimensional Higgsless models are briefly reviewed.
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1.1. Electroweak Standard Model
1.1 Electroweak Standard Model
The combined description of the electromagnetic force and weak nuclear force has
been one of the great accomplishments within modern particle physics [1, 2, 3]. The
unification of these forces is however only realised above the so-called electroweak scale.
Far beneath the scale the carriers of the weak force are effectively massive, contrary to
the photon, and the force splits into a short-range nuclear force and the long-range
Maxwell theory of electromagnetism. The key ingredient responsible for this symmetry
breaking in the standard model is the Higgs mechanism [8, 9, 10], which predicts a
fundamental scalar that has not been observed sofar.
1.1.1 Electroweak Gauge Theory
In the unbroken phase, the GSW model is a gauge theory of SU(2)× U(1) coupled
to matter particles which are all massless fermions. The matter fields must therefore
constitute a representation of the gauge group so that a symmetry transformation can
be defined. The transformation properties of the fields are also conveniently encoded in
a charge definition with respect to the symmetry group, in the case at hand respectively
a particle’s isospin T3 and hypercharge Y . One should realise that the two simple
components SU(2) and U(1) do not respectively cause the weak and electromagnetic
interaction; the low-scale electroweak forces arise rather as a mixture of interactions
within the full product group.
The matter fields in the electroweak standard model are divided into three generations
of quarks and leptons, where the former are charged under the strong interaction and
constitute hadronic matter. The left-handed spinor components are charged under the
weak interaction and come in SU(2) fundamental representation doublets(
ν`L
`−L
)
=
(
νeL
e−L
)
,
(
νµL
µ−L
)
,
(
ντL
τ−L
)
(
qUL
qDL
)
=
(
uL
dL
)
,
(
cL
sL
)
,
(
tL
bL
)
,
(1.1)
The right-handed components shall transform as singlets under the SU(2) rotations,
which is why the weak interaction violates parity and its gauge group is often conve-
niently denoted by SU(2)L,
`−R = e
−
R, µ
−
R, τ
−
R , qUR = uR, cR, tR , qDR = dR, sR, bR , (1.2)
where we omitted the right-handed neutrino’s. Note that we did not mention the
representations of the antiparticles, which are structured in a similar way. The bosonic
sector of the theory consists of the gauge field of SU(2)L × U(1) which decomposes
into a non-abelian field W aµ corresponding to the SU(2) subspace of the algebra and
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the abelian Bµ living in the U(1) component. The classical Lagrangian density of the
gauge theory without the symmetry-breaking sector is given by
L = Lgauge + Lmatter (1.3)
The first term determines the dynamics of the gauge fields without matter and splits
into the Yang-Mills terms of the two components,
Lgauge = −14G
a
µνG
µν
a −
1
4
FµνF
µν , (1.4)
where Fµν is the standard field strength of the abelian gauge field Bµ and Gaµν
corresponds to the nonabelian field strength of SU(2),
Gaµν = ∂µW
a
ν − ∂νW aµ + gεabcW bµW cν , (1.5)
where we used that the fully antisymmetric tensor abc constitutes the structure
constants of SU(2). The gauge Lagrangian above is especially interesting to us as it
plays an important roˆle in the scattering of vector bosons, even after the symmetry
is broken and the massive vector bosons develop longitudinal polarisation. The self-
interactions of the W field possess the well-known Yang-Mills structure that is essential
for the cancellation of dangerous terms in high-energy expansions of scattering processes.
The matter fields are massless in the symmetric phase of the theory, and interact with
the gauge field acoording to their charges with respect to the gauge group. Since the
left and right-handed chiral fermions are in different representations of the gauge group,
it is useful to define left- and right-handed covariant derivatives
DRµ = ∂µ +
i
2
g′Y Bµ , DLµ = ∂µ +
i
2
g′Y Bµ +
i
2
gW aµ τa , (1.6)
where Y is a property of the field on which the derivative acts, called its hypercharge,
and τa denotes the Pauli matrices of SU(2). Note that the simple components of the
group allow two different coupling constants g, g′, which are naturally expected to be
of the same order of magnitude. As the left-handed derivative acts on isospin doublets,
the first two terms are understood to be multiplied with the unit matrix I2. Now
let us denote the left-handed lepton and quark isospin doublets of (1.1) respectively
LLj , QLj and the right-handed isospin singlets by `Rj , uRj , dRj , where j runs over the
three generations. The matter lagrangian density is defined by
Lmatter =
3∑
j=1
(
iLLjγ
µDLµLLj + iQLjγ
µDLµQLj
+ i¯`RjγµDRµ `Rj + iu¯Rjγ
µDRµ uRj + id¯Rjγ
µDRµ dRj
) (1.7)
where Dirac conjugation on a doublet yields the row vector of the Dirac conjugated
spinors. Note that the quarks are eigenstates of the weak interaction at this point,
15
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ψ ψL ψR ψ
Y I3 Y I3 Q
u, c, t +1/3 +1/2 +4/3 0 +2/3
d, s, b +1/3 −1/2 −2/3 0 −1/3
νe, νµ, ντ −1 +1/2 0 0 0
e−, µ−, τ− −1 −1/2 −2 0 −1
Table 1.1: Isospin and hypercharge quantum numbers of the standard model fermions.
as the gauge couplings are completely diagonal. The components of the left-handed
doublets are eigenstates of the SU(2) generator 12τ3, and the eigenvalue shall be denoted
as the weak isospin charge I3 of the particle. Together with hypercharge, this quantity
determines the electric charge Q after symmetry-breaking through the Gell-Mann
Nishijima relation
Q = I3 +
1
2
Y . (1.8)
The constructed classical lagrangian is symmetric under the gauge transformations
(x) = 12Y η(x) +
1
2ξ
a(x)τa under which the fields transform according to
δBµ = − 1
g′
∂µη ,
δW aµ = −
1
g
∂µξ
a + εabcW bµξ
c ,
δΨL = iΨL ,
δψR = i
Y
2
ηψR . (1.9)
where ΨL denote any fermion weak isospin doublet and ψR the singlets. Obviously,
the symmetry is destroyed if we include bare mass terms because these couple left- and
right-handed modes, which transform differently under the gauge tranformations.
1.1.2 Spontaneous Symmetry Breaking
Since matter fields and gauge bosons have been observed to be massive, the model
described sofar does not describe the low-energy mass spectrum of fundamental particles.
The inevitable conclusion must be that, assuming the electroweak gauge theory is valid
above the electroweak scale, the symmetry must be broken. In the standard model
this phenomenon occurs spontaneously through the vacuum expectation value of the
Higgs field. The fact that the spontaneously broken symmetry turns states effectively
massive came as a surprise, because the Goldstone theorem states that the breaking
of global symmetries always predicts massless, spinless modes [13, 6], the so-called
16
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Nambu-Goldstone bosons. These massless modes correspond to the broken symmetries
of the system which connect the vacua and reflect the arbitrariness in the choice of a
ground state.
Given a system with a hamiltonian H, its symmetries give rise to Noether currents Jµa
for which
∂µJ
µ
a = 0 . (1.10)
and associated conserved charges Qa commuting with H,
Qa =
∫
d3xJ0a(x) , (1.11)
which generate the symmetry transformations on the fields, δaφ = ia[Qa, φ]. A
symmetry is spontaneously broken if the ground state |0〉 is not invariant,
Qa|0〉 6= 0 . (1.12)
Consequently the vacuum is degenerate. It can be shown under very general assumptions
that there exists bosonic2 momentum eigenstates |pia(p)〉 such that
〈pia(p)|J0a(x)|0〉 6= 0 . (1.13)
Note that the dependence in x of this property is trivial: by translation invariance
of the vacuum, the current may be shifted to the origin upon multiplication with the
phase exp(ip · x), so that the matrix element is nonzero over the whole space. These
states define the Goldstone particle that appears after symmetry breaking. Using the
time translation operator on the charge density, one derives [14]
−ip0〈pia(p)|J0a(x)|0〉 = −〈pia(p)|∂0J0a(x)|0〉
= 〈pia(p)|∇ · ~J(x)|0〉
= −i~p · 〈pia(p)| ~J(x)|0〉 , (1.14)
In the zero momentum limit, the left hand side must vanish, and since the matrix
element (1.13) is nonzero, the Goldstone mode dispersion relation cannot contain
a mass gap. The existence of the state |pia〉 follows from the existence of an order
parameter, a field φ which transforms nontrivially under Qa and which has a nonzero
vacuum expectation value (VEV) 〈φ〉. If φ transforms nontrivially, elementary group
theory states that it can be written as the result of a transformation acting on some
field operator ψ, i.e. φ = [Qa, ψ]. Then we have
〈φ〉 =
∫
d3x〈0|[J0a(x), ψ]|0〉
=
∑
n
∫
d3x
(〈0|J0a(x)|n〉〈n|ψ|0〉 − 〈n|J0a(x)|0〉〈0|ψ|n〉) , (1.15)
2unless the broken symmetry is a supersymmetry, leading to Goldstino states.
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where |n〉 denotes a complete set of energy eigenstates. Since the VEV is nonvanishing,
it follows that there exist states that couple to J0a at some point in space, a property
which by translation invariance of the vacuum extends to the full space. Note that the
proof did not make use of perturbation theory, therefore the Goldstones cannot acquire
mass from radiative corrections.
1.1.3 The Higgs Mechanism
The situation above changes drastically when applied to the breaking of a gauge
symmetry. This is due to the fact that the degenerate vacua are mapped to a single
physical state in the process of gauge fixing. The Goldstone theorem is evaded in this
way and the Goldstone bosons do not correspond to physical states; in the unitary
gauge they completely vanish from the theory, whereas in a general renormalisable
gauge the Goldstones appear as ghosts, or would-be Goldstones. However, the physical
degrees of freedom are kept unchanged as the gauge fields corresponding to the broken
symmetry generators become massive and hence develop longitudinal modes. This
phenomenon is also referred to as the ’eating’ of Goldstones by the gauge bosons.
Consider a gauge theory based upon some unitary group G with gauge fields Aaµ and
let the symmetry breaking order parameter be the vacuum expectation value of a scalar
multiplet φα, which are coupled to the gauge field through the covariant derivative
Dµφ = (∂µ + gAaµT
a)φ (1.16)
where we omitted the representation indices of φ and the imaginary unit has been
absorbed into the generators Ta which makes these real and symmetric. If we expand
the scalar kinetic term around the vacua vα = 〈φα〉, one obtains the terms [14]
1
2
(Dµφα)2 → 12(∂µχ
α)2 + gF aαA
aµ∂µχ
α +
1
2
g2F aαF
bαAaµAbµ + . . . (1.17)
where χα denote the shifted fields φα − vα, i.e. the would-be Goldstone bosons, and
F aα = T
a
αβv
β . The third term in the expression above constitutes a mass term for the
gauge fields with mass matrix M2ab = g
2FaαF
α
b . The second and third term give the
leading order contributions to the vacuum polarisation tensor of the vector field,
Πµνab = i
(
gµν − p
µpν
p2
)
(g2FaαFαb +O(p2)) , (1.18)
which is nonvanishing in the zero-momentum limit for the broken generators, and
hence the corresponding gauge bosons develop a mass at leading order in perturbation
theory. To obtain the vector boson propagator, a gauge fixing procedure should be
chosen, which involve the would-be Goldstone bosons. Gauge fixing terms establish
a cancellation of the 2-point interaction between the vector field and the Goldstones,
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Figure 1.1: The Higgs potential. The radial direction represents the invariant Φ†Φ, the
angular directions represent the remaining degrees of freedom in the doublet.
whatever scheme one chooses to follow. The obvious way is the unitary gauge which
sets all Goldstone fields equal to zero,
χα = 0 . (1.19)
This brings the vector boson propagators in the form with off-diagonal part pµpν/m2.
The adavantage is clear: all terms involving the Goldstones drop out of the lagrangian
and one is left with physical degrees of freedom only. However, the unitary gauge is
not the preferred formulation for higher-order perturbative calculations. Gauge fixings
which leave the Goldtsones as ghost-like particles in the theory are obtained by adding
a gauge-fixing term of the form
Lgfix = − 12GaGa , Ga =
1√
ξ
(∂µAaµ − ξgF aαχα) , (1.20)
leading to the quantisation of the theory in the renormalisable Rξ gauges. Of particular
importance is the choice ξ = 1, the Feynman-’t Hooft gauge, for which the vector
propagator at tree level is proportional to gµν . In the limit ξ → ∞ one recovers
the unitary gauge, as the Goldstones become infinitely heavy and decouple from the
theory3.
In the standard model spontaneous symmetry breaking is established by a non-vanishing
expectation value of a fundamental scalar field, which is postulated to self-interact by
the famous Higgs potential (see fig. 1.1),
LHiggs = (DµΦ)†DµΦ+ µ2(Φ†Φ)− λ(Φ†Φ)2 , (1.21)
where the covariant derivative is the left-handed version defined in (1.6) with hyper-
charge Y = 1 and µ, λ are positive real numbers. Note that the mass term has the
’wrong’ sign, but this poses no problem because it does not represent the quadratic
3The Fadeev-Popov ghosts however still contribute at the one-loop level to Higgs n-point functions
by means of Lee-Yang terms [15].
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approximation at the potential minimum; the classical minima form a hypersphere
parameterised by Φ†Φ = v2/2, where
v =
µ√
λ
(1.22)
defines the electroweak scale. The traditional (but otherwise arbitrary) choice of the
symmetry-breaking vacuum state is
|Φ0〉 = 1√
2
(
0
v
)
. (1.23)
The Higgs ground state breaks three of the four symmetries that generate SU(2)×U(1).
The unbroken generator is identified as the electric charge (1.8),
Q|Φ0〉 = i2 (1 + τ3)
(
0
v
)
=
(
0
0
)
. (1.24)
The states created by the broken generators iτ1/2, iτ2/2 and i(1 − τ3)/2 from this
vacuum yield the would-be Goldstones, whereas the physical degree of freedom, the
Higgs field h(x) constitutes the eigenmodes of the unbroken charge operator,
Φ(x) =
1√
2
(
χ1(x) + iχ2(x)
v + h(x) + iχ3(x)
)
. (1.25)
In the unitary gauge, the Goldstones are set to zero, and one can read off the mass of
the Higgs boson
Mh ≡ µ
√
2 = v
√
2λ . (1.26)
In terms of the physical parameters Mh, λ the scalar sector potential can be rewritten
as
VHiggs =
M2h
2
h2 +
√
λ
2
Mhh
3 +
λ
4
h4 . (1.27)
The kinetic terms of the Higgs and the mass terms for the gauge fields arise from the
Higgs doublet covariant derivative, which becomes
1
2
(∂µh)2 +
(h+ v)2
8
[(
gW 3µ − g′Bµ
)2
+ g2
(
(W 1µ)
2 + (W 2µ)
2
)]
. (1.28)
where the squares denote contraction over the Lorentz index µ. As expected, there are
three gauge bosons which receive a mass by the spontaneously broken symmetry, one of
which is a linear combination of the U(1)-field and the third isospin gauge field. At this
point the gauge fields do not correspond to eigenstates of mass and electromagnetic
charge. This can be achieved by rotating the gauge fields as follows,
W±µ =
1√
2
(W 1µ ∓ iW 2µ) ,
Zµ = cos θwW 3µ − sin θwBµ ,
Aµ = sin θwW 3µ + cos θwBµ , (1.29)
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where the weak mixing angle is defined by
cos θw =
g√
g2 + (g′)2
. (1.30)
Substituting the rotated fields into the Higgs doublet covariant derivatives (1.28) yields
the mass terms for the physical vector bosons,
g2v2
4
W+µ W
−µ +
(g2 + (g′)2)v2
8
ZµZ
µ . (1.31)
Moreover, the lagrangian does not contain any mass term of the photon Aµ or couplings
to the Higgs. From the decomposition of the photon (1.29), one derives its coupling
constant, the elementary electric charge, to be
e = g sin θw = g′ cos θw . (1.32)
and by matching the low-energy effective theory with Fermi’s theory for beta decay
[16], the ratio 2MW /g, or equivalently v can be matched with the well-known Fermi
constant,
v =
√
1√
2GF
∼ 246 GeV . (1.33)
The masses of the weak gauge bosons are related by the mixing angle via the value of
the rho-parameter
ρ ≡ M
2
W
M2Z cos2 θw
= 1 , (1.34)
This relation is however subject to radiative corrections to the gauge boson masses.
Nevertheless, it is a nontrivial result because the weak mixing angle can be measured
independently as it appears in the couplings of the neutral current to the fermions [17].
The relation crucially depends on the mass matrix of the gauge bosons after symmetry
breaking, in particular the part involving the W a bosons, because the mixing between
W 3 and B is generated by demanding the vacuum to be electrically neutral. If the
symmetry-breaking sector is requested to be invariant4 under an extra global custodial
SU(2) symmetry under which the Goldtones transform as a triplet, the vector boson
mass matrix
Mab =
(
∂2V
∂χa∂χb
)
Φ=Φ0
(1.35)
is invariant under this rotation and hence proportional to the unit matrix. In the limit
g′ → 0 the symmetry is exact and the gauge bosons have equal masses. For finite g′,
the custodial symmetry is broken by interactions with the U(1) hypercharge field and
the up-down splittings of the Yukawa couplings. Nevertheless the rho parameter is
’protected’ from large radiative corrections, which would naively be estimated to be of
the order of gM2h . Instead, these corrections are proportional to g
′2 log(M2h/M
2
Z) and
4after symmetry breaking, so both the lagrangian and the vacuum must respect the residual global
symmetry
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GFM
2
f due to respectively Higgs and fermion loops. The latter contributions have lead
to top quark mass estimates, the former however, being logarithmic, yield only weak
bounds on the Higgs mass5. It is clear that any realistic alternative symmetry breaking
sector should obey custodial symmetry or have some other mechanism to keep the rho
parameter ∼ 1 to pass the high precision experimental constraints.
The Higgs mechanism can be extended to the fermion sector so that symmetry breaking
effectively gives a mass to the quarks and leptons, although the high-energy theory
possesses a chiral symmetry. This is established by including gauge-invariant Yukawa
couplings of the Higgs doublet to the fermions,
LY ukawa = −
3∑
i,j=1
(
Y `ijLLiΦ`Rj + Y
u
ijQLiΦ
cuRj + Y dijQLiΦdRj + h.c.
)
. (1.36)
where we excluded neutrino Yukawa couplings and Φc denotes the charge conjugated
Higgs doublet. By diagonalising the Y -matrices, the fermion fields may be transformed
into mass eigenstates and after symmetry breaking the lagrangian takes the familiar
form
LY ukawa = −
∑
f
( gf√
2
ψ¯f (v + h)ψf + h.c.
)
, (1.37)
where we omitted the couplings to the would-be Goldstones. Here the Yukawa couplings
gf are the eigenvalues of the Y -matrices, and they are related to the masses of the
fermions by
mf =
gfv√
2
. (1.38)
The physical Higgs field couples to the fermion mass eigenstates with a strength
proportional to their mass, mf/v. The diagonalisation of the mixing matrices affects
the coupling of the fermion currents to the gauge bosons. The Higgs doublet VEV in
(1.36) couples only to the charged leptons and hence the rotation can be absorbed into
a redefinition of the left-handed neutrino fields. The quarks on the other hand are no
longer eigenstates of the weak interaction, which induces a mixing between generations
via the CKM-matrix.
From the above construction, the parameters of the electroweak gauge theory g, g′, gf ,
µ2, v and λ are directly related to parameters which can be measured in experiments,
MZ , MW , e, mf , Mh and GF . Renormalisability of the standard model [19] presented
above implies that observables can be calculated given a finite set of input parameters
from which the couplings and masses may be deduced to arbitrary perturbative order.
The most precise measurements are the electromagnetic coupling α at the low-energy
scale, the mass MZ , the Fermi constant GF and the sine of the weak mixing angle, and
therefore most electroweak precision calculations take these values as input, together
with the fermion masses and some value for Mh.
5this is a manifestation of the so-called screening theorem [18].
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1.2 The Unitarity Bound
One of the important channels to assess the nature of electroweak symmetry breaking
is the scattering of weak gauge bosons. The cross sections describing the purely
longitudinally polarised modes depend crucially on the Higgs sector in the high-energy
limit [12, 20]. In particular, the Higgs mechanism–where the longitudinal modes
correspond to the Goldstone bosons above the EW scale–ensures cancellations between
different diagrams such that the transition rates obey the so-called unitarity bound.
Unitarity is a rigorous constraint on the partial wave expansion of the scattering matrix
based on the conservation of probability in quantum mechanics. Apparent violation of
unitarity signals a strongly-coupled regime where perturbation theory breaks down.
1.2.1 WW Scattering in the Standard Model
Amongst the dominant gauge boson scattering processes at the LHC isW+(p1)W−(p2)→
W+(q1)W−(q2), where the incoming weak bosons are radiated off the incoming ’spec-
tator’ quarks, and are therefore always off-shell with spacelike momenta in the full
process. Moreover, the outgoing particles are inherently unstable and a realistic calcu-
lation should therefore take the decaying W ’s and possible off-shell effects into account.
Nevertheless, it is instructive to consider the 2→ 2 process to pin down the difficulties
that alternative Higgs models face regarding longitudinal gauge boson scattering.
The contributing diagrams in the unitary gauge are drawn in fig. (1.2). The high-energy
behaviour of the cross section is determined by the purely longitudinally polarised
modes, because the longitudinal polarisation vector grows with the momentum6,
µL(p) =
1
MW
(
|~p |, ~p|~p |p
0
)
=
pµ
MW
+ vµ(p) . (1.39)
where vµ vanishes in the high-energy limit,
vµ(p) = O
(MW
p0
)
. (1.40)
By naive power-counting, one expects the cross section to grow like (E/MW )4. The
gauge theory structure of the vector boson couplings removes the E4 dependence, as
can be seen by summing the upper three diagrams in fig. (1.2),
Mgauge = − g
2
4M2W
(
4− 3
ρ
)
u+O(1) , (1.41)
6εL can generally be written as N(p
µ −m2cµ/(p · c))/m for some timelike vector cµ, defining the
Lorentz frame with respect to which the particle is longitudinally polarised. In our implementation
CAMORRA, we shall adopt yet another construction, discussed in paragraph (2.4.2).
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Z, γ
Z, γ
h
h
Figure 1.2: Tree-level diagrams contributing to W+W− → W+W− in the unitary
gauge.
where u denotes the Mandelstam invariant (p1 − q2)2, the momentum transfer between
opposite-charge incoming and outgoing gauge bosons. We explicitly kept the dependence
of the remaining leading term on the rho parameter, which shall be set unity in the
Born approximation. Consequently, the gauge theory diagrams form a divergent set of
diagrams as E/MW →∞. The Higgs exchange diagrams form an essential part of the
amplitude, because they cancel the remaining contribution
MHiggs = − g
2
4M2W
(
(s− 2M2W )2
s−M2h
+
(t− 2M2W )2
t−M2h
)
=
g2
4M2W
u+O(1) . (1.42)
Hence the remaining leading term is of order one. In the weakly coupled limit (g small),
this contribution is completely dominated by the Higgs diagrams, and yields
M = −
√
2GFM2h
( s
s−M2h
+
t
t−M2h
)
+O(MW /E) . (1.43)
We conclude therefore that the gauge structure of the massive vector boson interactions
protects the scattering amplitudes from growing with E4, and the Higgs field cancels
the E2 terms, leading to a cross section that converges to a constant. Note that the
inclusion of a finite Z and Higgs width breaks the cancellations, yielding terms of the
order (Γ2s2/M6Z), which are artefacts of the non-gauge invariant set of diagrams one
computes by considering a finite width. For very large Higgs masses, in the regime
MW  E Mh the matrix element grows quadratically with the energy,
M = −
√
2GF (s+ t) =
√
2GFu . (1.44)
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Figure 1.3: The full W+W− → W+W− cross section as a function of √s on the
left, and its longitudinally polarised fraction on the right. The red curve denotes the
standard model with Higgs mass of 500 GeV, the green and blue curves represent the
SM without repectively a four-W Yand-Mills vertex and a Higgs field.
where we used that s + t + u = O(M2W ). This behaviour is a manifestation of the
so-called low energy theorem.
1.2.2 Partial Wave Unitarity
The untamed growth of a cross section –such as the vector boson scattering amplitudes
in the absence of a Higgs– is unphysical because it violates conservation of probability.
The perturbatively calculated amplitudes cannot correspond to a scattering matrix
element of the theory, because its unitarity enforces a bound on its elements. This
unitarity bound can be derived from the optical theorem, which relates the forward
scattering amplitude to the total inclusive cross section of the initial state.
The scattering matrix is usually split into a forward component and a transition
amplitude, S = 1 + iT , where T is related to the familiar amplitude by
〈b|T |a〉 = (2pi)4δ4(Pb − Pa)Ma→b , (1.45)
where a, b denote (multi-particle) momentum eigenstates and Pµa , P
µ
b their respective
total momentum four-vectors. Unitarity of S implies that the transition amplitude
fulfills
i(T † − T ) = T †T . (1.46)
Inserting a complete set of (multi-particle) momentum eigenstates |X〉 on the right-hand
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side, this property translates to the scattering amplitudes
− iMb→a + iM∗b→a = −
∑
X
∫
dΠXcXM∗b→XMa→X , (1.47)
where dΠX denotes the Lorentz-invariant phase space corresponding to the intermediate
state and cX the symmetry factor. The forward scattering amplitude is recovered
by setting b = a, in which case the right-hand side is proportional to the total cross
section, up to flux and symmetry factors collectively denoted by Φa,
Im(Ma→a) = 12Φaσ(a→ X) . (1.48)
Hence, the absorptive part of the forward amplitude is negative and proportional to
the total inclusive cross section. For 2→ 2 scattering, the relation (1.47) can be further
decomposed into angular momentum eigenstates to obtain a bound on the partial wave
amplitudes AJ which are defined by
M(s, θ) = 32pi
∞∑
J=0
(2J + 1)AJ(s)PJ(cos θ) . (1.49)
where PJ denote the Legendre polynomials. The unitarity bound on the partial waves is
obtained by taking the right-hand side of the optical theorem as the upper bound of the
two-body scattering and expanding both sides into angular momentum eigenfunctions.
This gives the inequality
|A0(s)− 12 i| < 12 . (1.50)
The inequality above is saturated in the elastic limit where the sum over intermediate
states in the optical theorem is completely dominated by the initial state. The lowest
partial wave of the W+LW
−
L → W+LW−L amplitude at leading order in MW /E is given
by
A0(s) = −GFM
2
h
16pi
√
2
[
2 +
M2h
s−M2h
− M
2
h
s
log
(
1 +
s
M2h
)]
. (1.51)
In the high-energy limit the expression converges to
A0(s)→ −GFM
2
h
8pi
√
2
= − 1
16pi
(
Mh
v
)2
, (1.52)
Combined with the unitarity condition |Re(A0)| < 12 that follows from (1.50), this
expression gives an upper bound to the Higgs mass of
√
8piv ' 1.2 TeV. A quick
analysis reveals that the unitarity violation occurs around the Higgs resonance and
everywhere above Mh. Note that for a low-mass Higgs unitarity at the mass is restored
by including a finite decay width. In the decoupling limit Mh →∞, the low-energy
expansion of the zero mode linearly grows in accordance with (1.44),
A0 ' − GF
16pi
√
2
s , (1.53)
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which breaks perturbative unitarity at about 1.7 TeV. The unitarity violation of tree-
level amplitudes signal a breakdown of perturbation theory: higher-order corrections
will lower A0 and rescue unitarity7, and hence become of the same order of magnitude
as the tree-level amplitude. In such a scenario the weak interaction between the
gauge bosons becomes a strongly coupled force. Such a phenomenon occurs also in
QCD, where chiral perturbation theory becomes strongly coupled towards the hadronic
scale, where resonances restore the unitarity of pion scattering amplitudes [21]. In the
UV-completed theory, the parton model, the pions are understood to be the (pseudo)
Goldstone bosons due to the chiral symmetry breaking. With this analogy in mind,
one may view the symmetry-breaking sector as an effective theory and expect new
resonances other than a Higgs to appear in the longitudinal vector scattering channel.
1.2.3 Goldstone Equivalence
In the limit s  MW the longitudinal W+W− scattering amplitude (1.43) can be
seen to be equivalent to the scattering of two scalar particles coupled to the Higgs.
These scalars can be identified as the Goldstone bosons w± that correspond to the
longitudinal modes in the Rξ gauge. In terms of the Higgs doublet degrees of freedom
(1.25), we define
w± =
1√
2
(χ1 ∓ iχ2) , z = χ3 . (1.54)
The equivalence theorem states that any standard model scattering amplitude involving
a longitudinally polarised external vector boson Va =W±, Z is equal to the amplitude
where this leg was substituted with its corresponding would-be Goldstone φa = w±, z,
up to terms ∼ O(E/MW ) [22, 12, 23, 24]. The theorem is a direct consequence of
the (on-shell) Ward identities in the renormalisable Rξ gauges. The Ward identities
reflect the underlying gauge symmetry structure of the theory, and read for on-shell
electroweak gauge bosons [25]
kµΓΦγµ(k) = 0 ,
kµΓΦZµ(k) = iMZΓ
Φ
z (k) ,
kµΓΦW±µ(k) = ±MWΓΦw±(k) ,
(1.55)
where ΓΦV µ(k) and Γ
Φ
φ (k) denote the n-particle irreducible Green’s functions that contain
an gauge boson leg V µ or scalar φ with incoming momentum k, and other external
amputated on-shell legs Φ. The equations above hold order-by-order in perturbation
theory. Scattering matrix elements are trivially constructed from such Green’s functions
by contracting with the polarisation vector. The Ward-Takahshi identities therefore
relate tree-level scattering matrix elements as follows
M(W±L (k)X → Y ) = ±M(w±(k)X → Y ) +M(v(k)X → Y ) ,
M(ZL(k)X → Y ) = iM(z(k)X → Y ) +M(v(k)X → Y ) ,
(1.56)
7the theory is still renormalisable, unless the Higgs is completely absent
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= 0
∝ Ma×
χaV a
γ
Figure 1.4: Electroweak Ward identities. The handlebar denotes contraction with the
(on-shell) momentum.
where v(k) is related to the longitudinal polarisation vector by v(k) = εL − k/m, see
e.g. (1.39). For neutral outgoing longitudinal gauge bosons the Goldstone amplitudes
receive an extra minus sign and for higher loop amplitudes, they receive wave function
renormalisation factors. For processes involving multiple massive vector bosons, the
identities above may be iteratively applied, expanding all vectors into Goldstones and
vectors v(k). If one assumes that all amplitudes within the theory behave at most
as O(1) in the high-energy limit upon gauge cancellations, the leading term in such
an expansion has all legs replaced by would-be Goldstones, and one arrives at the
Goldstone equivalence theorem
M(V a1L . . . V anL X → V b1L . . . V bmL Y ) =M(χa1 . . . χanX → χb1 . . . χbmY )
+O
(
MW
E
)
.
(1.57)
This result is particularly convenient for calculations in the high-energy limit involving
longitudinal gauge bosons, as the scalar amplitude is usually much simpler to evaluate
and does not contain the tedious gauge cancellations of the Yang-Mills theory. Several
remarks are in order concerning the interpretation of the result above. First, it is valid
up to wave function renormalisation constants for higher orders in perturbation theory
[26, 27]. Secondly, it should be noted that it does not hold for effective theories that
violate unitarity because we assumed that all amplitude are converging to a finite value
(possibly zero) in the high energy limit; the result (1.56) however does apply for such
theories. Finally, the equivalence only holds for the longitudinal modes, transverse
vectors and internal vector bosons are still present in the Goldstone amplitudes.
1.2.4 Low-Energy Theorems
The equivalence theorem significantly simplifies the evaluation of the longitudinal gauge
boson scattering amplitudes. Unbroken custodial symmetry8 in the Higgs sector yields
8therefore neglecting the Yukawa sector and the gauge couplings to the hypercharge field,
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Figure 1.5: Diagrammatic representation of the Goldstone equivalence theorem.
all amplitudes to be of the form
M(W aLW bL →W cLW dL) = A(s, t, u)δabδcd +A(t, s, u)δacδbd +A(u, t, s)δadδbc , (1.58)
so that all scattering amplitudes have a simple expansion in the master amplitude A,
M(W+LW−L → ZLZL) = A(s, t, u) ,
M(W+LW−L →W+LW−L ) = A(s, t, u) +A(t, s, u) , (1.59)
M(ZLZL → ZLZL) = A(s, t, u) +A(t, s, u) +A(u, t, s) .
The remaining combinations are constructed using the appropriate crossing symmetry.
In the limit E MW , the standard-model master amplitude can be evaluated trivially
using the Goldstone boson equivalence,
A(s, t, u) =M(w+w− → zz) = −M
2
h
v2
(
1 +
M2h
s−M2h + iMhΓhθ(s)
)
, (1.60)
where a finite Higgs width was included. The Dyson summation leading to the Breit-
Wigner shape is justified within the perturbative regime if Mh is well below the 1 TeV.
In the ’low energy’ region, the master amplitude grows linearly,
A(s, t, u) ' s
v2
, sM2h . (1.61)
This behaviour should be viewed as independent of the equivalence theorem, and
even of the symmetry breaking mechanism itself. The linear growth of longitudinal
vector boson amplitudes can be established without any reference to a Higgs sector; it
simply reflects the effects of the gauge cancellations in the Yang-Mills theory. As the
Yang-Mills cancellations do not depend on custodial isospin symmetry, the tree-level
low-energy behaviour of the scattering amplitudes depend on the rho-parameter [28],
M(W+LW−L → ZLZL) '
g2
4M2W
(
1
ρ
)
s ,
M(W+LW−L →W+LW−L ) '
g2
4M2W
(
3
ρ
− 4
)
u , (1.62)
M(ZLZL → ZLZL) ' 0 .
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The specifics of the symmetry-breaking sector appear as terms of order E/ΛSB , where
ΛSB is the symmetry-breaking scale, being equal to 4piv in the standard model. The
power of the low-energy result lies in its model-independent nature, allowing us to
discriminate between theories from the low-energy behaviour of vector boson scattering
cross sections.
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1.3 Unitarity-restoring Models
Since there is no direct evidence for the Higgs mechanism, the EWSB sector of
the standard model remains open for speculation. If the breaking mechanism is
not mediated by a relatively light fundamental scalar, the unitarity of gauge-boson
scattering processes–which grow linearly with s according to the low-energy theorem
(1.62)–should be restored at the TeV-scale9, making such a phenomenon (in theory)
measurable at the LHC. This statement is often referred to as the ’no lose’ theorem for
TeV-energy colliders. Note that the theorem can be evaded by having a Higgs which
mixes with many scalar singlets [29].
In the context of strongly coupled vector scattering, new physics models can be
characterised by two properties: the prediction of a light Higgs scalar and the prediction
of a strongly coupled regime in the symmetry-breaking sector. With respect to these
features we can distinguish four classes:
• A Higgs particle and no strongly coupled EWSB sector. This class contains the
standard model and many extensions, such as supersymmetry, unified theories etc.
The Higgs sector may be extended with more doublets, and the gauge symmetry
is broken by vacuum expectation values of these fundamental scalar fields, giving
the same signature as the standard model in the vector boson scattering channels.
These will not be discussed in this section.
• A Higgs particle and a strongly coupled EWSB sector. The Higgs field may be a
composite particle and anomalous gauge couplings yield only a partial cancellation
in the vector boson scattering amplitudes. The unitarity violation regime is shifted
upward, and unitarity is restored within the strongly coupled sector. This class
of models can be assessed with an effective theory with higher-dimensional Higgs
doublet operators, leading to anomalous Higgs couplings [30, 31].
• No Higgs particle and a strongly coupled EWSB sector. The absence of a Higgs
sector leads to a strongly coupled gauge boson system around the TeV scale and
unitarity is assumed to be restored nonperturbatively. The low-energy theory is
phenomenologically described by an effective theory called the electroweak chiral
lagrangian (EWCL) [32, 33], containing higher-dimensional operators involving
the Goldstone and vector triplets.
• No Higgs, no strongly coupled sector. Models containing extra dimensions in
which the gauge fields live, lead to infinite towers of weakly-interacting Kaluza-
Klein modes that may unitarise the scattering of vector bosons [34, 35]. The
cancellations are established by sum rules on the masses and couplings of the
Kaluza-Klein states, which follow upon choosing boundary conditions for the
gauge fields at the boundary ’branes’.
9or there must exist a mechanism that delays the unitarity violation to a higher energy
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1.3.1 Electroweak Constraints
The emergent plethora of new physics models for EWSB has motivated people to
set up a framework to rule out theories that are inconsistent with the electroweak
precision data. The most prominent experimental constraint is the value of the rho
parameter being unity up to less than a percent, as is determined from the ratio of
charged- and neutral-current neutrino scattering cross section measurements. Other
constraints involve experimental data on the Z resonance shape and atomic parity
violation measurements. It is feasable to unify these constraints into a small set of
independent parameters, avoiding the calculation of all these observables for every new
physics model.
Under very general assumptions, such parameters can be constructed and related
to theory and low-energy experiments [36, 37]. The parameters are required to be
independent of the high-precision input parameters e,MZ , GF , which are allowed to
absorb renormalisation counterterms. The first assumption is that below the electroweak
scale the effective theory is a broken SU(2)L × U(1) gauge theory. In particular, the
existence of a second neutral gauge boson Z ′ invalidates the information extracted
from the Z line shape due to Z − Z ′ mixing. The second assumption is the dominance
of oblique (vacuum polarisation) corrections compared to vertex or box corrections.
The latter assumption makes it possible to absorb all new physics effects, together with
the loop effects, into the remaining parameters.
Based on the assumption that the oblique corrections are dominant, all the loop effects
on observables are determined by the vacuum polarisation functions, which we expand
in the low-energy limit
Πab(q2) = Πab(0) + q2Π′ab(0) + . . . , (1.63)
where a, b = 1, 2, 3, Y label the generators of SU(2)×U(1). Truncating the series after
the second term induces errors of the order of M2Z/Λ
2 which by the first assumption
are small. By the unbroken isospin symmetry, the charged gauge bosons are fully
determined by Π11. The remaining independent Π-functions are related to the mass
eigenstates by [38]
Πγγ(q2) = e2ΠY Y (q2) ,
ΠγZ(q2) =
e2
swcw
(
ΠY 3(q2)− s2wΠY Y (q2)
)
,
ΠWW (q2) =
e2
s2w
Π11(q2) ,
ΠZZ(q2) =
e2
s2wc
2
w
(
Π33(q2)− 2s2wΠY 3(q2) + s4wΠY Y (q2)
)
. (1.64)
In the zero momentum limit, the Ward identities imply Πγγ(0) = 0 = ΠγZ(0), which
leaves six independent coefficients in (1.63). Three of these can be obsorbed into the
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renormalisation conditions on e,MZ and GF . The remaining three functions therefore
completely parameterise the low-energy theory. Obviously there is some freedom in
which the vacuum polarisation functions could be eliminated by the input parameters.
A convenient choice to parameterise the three remaining independent variables are the
Peskin-Takeuchi parameters [36],
αS ≡ 4e2 d
dq2
[
Π33(q2)−ΠY 3(q2)
]
q2=0
,
αT ≡ e
2
s2wc
2
wM
2
Z
(Π11(0)−Π33(0)) , (1.65)
αU ≡ 4e2 d
dq2
[
Π′11(0)−Π′33(0)
]
q2=0
.
The parameters above are convenient because they have a relatively simple relation10 to
experimental observables. Considering for example a number of heavy quark doublets
with mass differences ∆mi inducing more custodial isospin breaking, the S-parameter
is proportional to the number of doublets whereas the T -parameter depends on the
summed squares of the mass splittings [38]. The T -parameter therefore measures the
deviation from the isospin-symmetric theory and can be shown to fulfill
αT = ρ∗(0)− 1 . (1.66)
where ρ∗ is the running rho parameter. Note that the parameters S and T for the
standard model depend on the Higgs mass, and can therefore not be calculated.
Therefore, relating measurements to the standard model oblique parameters always
depends on an arbitrary reference point, reflecting our ignorance of the value of Mh.
1.3.2 Electroweak Chiral Lagrangian
The electroweak chiral theory is a phenomenological model to address the scenario in
which the electroweak symmetry is broken by some unknown strongly coupled sector
without a light Higgs particle [32, 33]. Upon integrating out the microscopic degrees of
freedom, the low-energy theory may be decribed by an effective theory with a cutoff
scale Λ containing operators of arbitrary dimension. As the name suggests, the method
has an analogy in QCD, where the low-energy theory of nucleons and pions becomes
strongly coupled at the hadronic scale, the UV-completed theory being the quark
model.
The electroweak chiral Lagrangian (EWCL) is systematically constructed by taking
the limit Mh →∞ in the Weinberg-Salam model. For this procedure it is convenient
to rewrite the Higgs doublet degrees of freedom as the matrix field
Φ(x) = (v + h(x))Σ(x) , Σ(x) = exp
(
iχa(x)τa/v
)
, (1.67)
10at least, this is the case for the S and T parameters
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Figure 1.6: The U = 0 plane in the oblique parameter space with origin corresponding to
the standard model with Mh = 114 GeV. The contours denote the indicated confidence
levels of the global electroweak fit [39].
making the SU(2)-triplet structure of the Goldstone bosons manifest. Under the
SU(2)L × U(1)Y gauge symmetry, the matrix field transforms according to
Σ(x)→ UL(x)Σ(x)U†Y (x) ,
UL(x) = exp
(
iaL(x)τa/2
)
, UY (x) = exp
(
iY (x)τ3/2
)
. (1.68)
Without Yukawa and hypercharge gauge couplings, the Lagrangian is also manifestly
invariant under an additional global SU(2)L×SU(2)R symmetry acting as Σ→ LΣR†.
Together with the SU(2) gauge invariance, this symmetry is broken to the diagonal
subgroup by the vacuum state 〈Φ〉 = v. This residual global custodial symmetry is
softly broken by the U(1)Y gauge coupling and fermion masses. Taking the infinite
Higgs mass limit, one obtains the lowest-order terms in the EWCL,
LEWCL = 14v
2Tr((DµΣ)†(DµΣ)) + Lgauge + Lmatter + LY ukawa . (1.69)
where the gauge and matter Lagrangian are given by their standard model expressions
and the covariant derivative acts on the Goldstone matrix as
DµΣ = ∂µΣ+
i
2
gW aµ τaΣ−
i
2
g′BµΣτ3 . (1.70)
The Lagrangian (1.69) defines a gauged nonlinear sigma model and is not renormalisable,
thus should be considered as a low-energy effective theory of a strongly-coupled
electroweak symmetry breaking sector at a cutff scale Λ ∼ 4piv. The nonlinear sigma
model is the leading term in E/Λ, and reproduces the low-energy theorems (1.62).
Quantum corrections to its Green’s functions introduce new counterterms of higher
dimensions. These terms can be written down order-by-order in E/Λ by imposing
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SU(2)L × U(1)Y gauge invariance. These higher-dimension operators are constructed
from the SU(2)L-covariant and charge-conserving scalar and vector operators
T ≡ Στ3Σ† , Vµ ≡ (DµΣ)Σ† . (1.71)
Restricting to CP -invariant terms, the interaction lagrangian can contain one dimension-
2 operator and eleven dimension-4 operators [40]. The former is of the form
α0g
2v2
4
Tr(TVµ)Tr(TV µ) , (1.72)
and breaks custodial isospin. Consequently, it dominates the T -parameter11
αT = 2g2α0 . (1.73)
At the next level terms are suppressed by g2/v4. Out of the eleven gauge-symmetric
operators, there are four terms which respect custodial isospin. It is therefore plausible
that these operators are dominant w.r.t. the isospin-breaking terms. They are given by
L1 = 12α1gg′BµνTr(TWµν) , (1.74)
L3 = iα3gTr(Wµν [V µ, V ν ]) , (1.75)
L4 = α4Tr(VµVν)Tr(V µV ν) , (1.76)
L5 = α5Tr(VµV µ)Tr(VνV ν) , (1.77)
where Wµν denotes the SU(2) fieldstrength contracted with the Pauli matrices. The
first term above is constrained by its contribution to the Peskin-Takeuchi parameters,
S = −16piα1. The second term affects the three-boson gauge couplings and is therefore
heavily constrained by LEP data; it shall be discarded in the rest of this section,
and we focus upon the last two terms. These terms contribute to the gauge boson
scattering amplitudes at one loop. Since the effective theory is not renormalisable, the
counterterms in the loop graphs cannot be simply absorbed by the couplings, but their
contribution to the subleading low-energy behaviour of the one-loop amplitudes can be
extracted. The master amplitude of gauge boson scattering can be derived using the
equivalence theorem12 [41, 42]
A(1)(s, t, u) =
s
v2
+
4
v4
[
2α5s2 + α4(t2 + u2) +
4s2 + 7(t2 + u2)
72(4pi)2
]
− 1
96pi2v4
[
3s2 log
(−s+ i
µ2
)
+ t(s+ 2t) log
(−t+ i
µ2
)
+ u↔ t
]
.
(1.78)
However, also at one-loop the longitudinal modes scatter in a unphysical way in the
effective theory above when energies approach 4piv, because the higher-order terms
11not to be confused with T in 1.71
12The validity of the Goldstone equivalence is a subtle issue here since EWCL is a low-energy
expansion. Nevertheless it can be shown that the equivalence is a good approximation within
0.3 TeV < E < 1.5 TeV.
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become of order one. The parameters α4, α5 above become renormalised and are
determined by the UV-completion of the model. Their values are (weakly) constrained
by electroweak precision measurements and by causality in Goldstone boson scattering
[43].
1.3.3 Partial Wave Unitarisation
Within the EWCL, there exists phenomenological techniques to unitarise the scattering
amplitudes of the longitudinal modes [44]. The methods do not rely on perturbation
theory, but rather form an ad-hoc recipe to obtain physically acceptable solutions, while
respecting the low-energy theorems. Under certain circumstances, the unitarisation
leads to resonances in the amplitude, and in QCD these methods have succesfully
desribed meson mass spectra.
The unitarisation procedure is carried out for the eigenamplitudes AI(s, t, u) w.r.t the
custodial isospin, defined by
A0(s, t, u) = 3A(s, t, u) +A(t, s, u) +A(u, t, s) ,
A1(s, t, u) = A(t, s, u)−A(u, t, s) , (1.79)
A2(s, t, u) = A(t, s, u) +A(u, t, s) .
Since custodial isospin is conserved, these amplitudes are the elastic channels in the
Goldstone system and consequently the inequality (1.50) is saturated by their partial
waves
AIJ(s) ≡ 164pi
∫ 1
−1
AI(s, t, u)PJ(cos θ)d cos θ . (1.80)
In the low energy limit there are three nonvanishing partial isospin amplitudes,
A00(s) =
s
16piv2
, A11(s) =
s
96piv2
, A20(s) =
−s
32piv2
. (1.81)
There are several methods to unitarise these subamplitudes, which are purely phe-
nomenological and yield generally different results, except on the low-energy limit of
course. The most popular schemes are
• K-matrix method. Assuming that AIJ(s) is real, the partial isospin wave is
replaced by
AIJ(s)→ 1Re(1/AIJ(s))− i , (1.82)
which projects the amplitude onto the Argand circle along the line connecting
it with the upper point i. The K-matrix method is a nonresonant method, but
isospin resonances may be added by hand.
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• Inverse amplitude method (or Pade´ protocol). This procedure requires the leading
and next-to-leading terms in s/v2, which we denote by A(i)IJ . The substitution
AIJ(s)→ A
(1)
IJ (s)
1−A(2)(s)/A(1)(s) . (1.83)
establishes the required unitary behaviour. For certain values of α4, α5–which
contribute to A(2)IJ –new poles may appear in the partial wave, corresponding to
dynamically generated resonances. Using dispersion theory, the inverse amplitude
results can be shown to feature the same analytic behaviour and branch cuts as
the original partial wave [21]. Light meson spectra in pion-pion scattering have
been approximately described with this kind of unitarisation.
The unitarisation schemes can be extended to off-shell V V -scattering by modifying
quartic gauge couplings in the full amplitude. Unfortunately, such a procedure cannot
be absorbed into an effective action because the resulting off-shell amplitudes violate
crossing symmetry [45].
1.3.4 Nonstandard Higgs Sector
Given the Higgs mechanism and its problem of naturalness of the small scalar mass, one
may tend to consider theories that develop the Higgs sector dynamically. A common
attempt to resolve the hierarchy problem is to consider the Higgs as a Goldstone boson
of a higher symmetry, having its mass term generated radiatively. As a side-effect
one then expects higher-dimensional terms in the Higgs sector which are suppressed
by the scale Λ of the underlying model. Such operators induce anomalous couplings
of the Higgs to the vector bosons, which affect tree-level unitarity of their scattering
amplitudes. If the anomalous couplings are constrained to yield a partial cancellation
of diverging terms, crossing the unitarity limit may be postponed towards the hidden
sector, typically at a few TeV. These generic features are shared by many standard
model extensions, such as Little and Littlest Higgs models, holographic Higgs and
technicolor theories [46].
Let us consider the standard model Higgs sector, enriched with the gauge-invariant
dimension-6 operators [47, 48, 31]
cH
2Λ2
(
∂µ(Φ†Φ)
)2 + cT
2Λ2
Φ†Φ(DµΦ†)(DµΦ) +
c3
3Λ2
(Φ†Φ)3 . (1.84)
The second term can be seen to violate custodial isospin invariance and therefore shifts
the rho parameter, which is reflected by the expression of the T -parameter with respect
to the standard model,
T =
|cT |v2
Λ2
. (1.85)
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From electroweak precision data, one can constrain this parameter, assuming Λ = 1 TeV
to the narrow interval [−0.17, 0.036]. Hence we shall ignore this operator and assume
the underlying theory displays isospin symmetry. The third term in (1.84) can be
seen to shift the VEV of the doublet and therefore its effect can be compensated by
renormalisation conditions. The first term leads to an extra kinetic term in the effective
action,
cHξ
2
∂µh∂
µh , (1.86)
where we defined the dimensionless constant
ξ ≡
( v
Λ
)2
. (1.87)
The term (1.86) contributes to the Higgs two-point function, and the model may be
canonically quantised upon a renormalisation of the Higgs field by
√
1 + cHξ. This
affects all the Higgs couplings, and consequently the vector boson scattering amplitudes.
Hence the Higgs contribution to the longitudinal W+W− scattering amplitude (1.42)
is modified to
MHiggs = 11 + cHξ
[
g2
4M2W
u+O(1)
]
, (1.88)
such that a complete cancellation of terms quadratic in the energy fails. The leading
term in E/MW can be easily computed by taking the difference with the gauge diagrams,
M(W+LW−L →W+LW−L ) = cH
s+ t
Λ2
(
1 +O((cHξ)2))+O(1) (1.89)
where we expanded in cHξ, assuming cH is of order unity and using Λ > v. The
formula above may be interpreted as a modified low-energy theorem above the light
Higgs resonance which failed to cancel bad high-energy behaviour. The other gauge
boson amplitudes take exactly the same form as the LET’s, with a factor cH in front
and the scale Λ instead of v. These models therefore shift the unitarity bound upward,
which can be deduced from the leading energy term in the J = 0 partial wave,
A0(s) ' cHs32piΛ2 . (1.90)
so that the unitarity bound |Re(A0)| < 12 yields a maximal invariant mass of about
4Λ
√
pi/cH at which the underlying degrees of freedom must unitarise the cross section.
The phenomenology of the effective theory above within the vector boson scattering
channels is at TeV collider energies fully determined by the parameter cHξ. Neglecting
higher-order terms in (cHξ) and anomalous Yukawa interactions, the sector relevant to
the gauge boson scattering is simply constructed by multiplying the hV V couplings
with (1− cHξ/2) and the Higgs decay width by (1− cHξ). Since the Higgs couplings
have not been measured and the parameter cH does not contribute at leading order to
the oblique parameters, it is only weakly constrained by experiments. For a Monte
Carlo simulation however one should remember that a larger value means that the
effective theory becomes unphysical at lower scales.
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1.3.5 Higgsless Models
One of the more exotic mechanisms to give masses to vector bosons in a gauge-invariant
manner is to consider a gauge theory in some higher-dimensional space, where the
extra dimensions are compactified on some complementary manifold. The roˆle of the
Higgs mechanism in such theories is played by the compactification geometry, and in
particular the boundary conditions imposed on the gauge field to fulfill the periodicity.
The Goldstone bosons in this setup arise as the higher-dimensional component of the
Yang-Mills field. For five-dimensional theories, this can be established by –analogously
to (1.20)– introducing a gauge-fixing term [49]
Lgfix = − 12ξ (∂µA
aµ − ξ∂zAaz)2 , (1.91)
where z denotes the extra dimension. The term above establishes the cancellation of
all tadpole terms of the form Aaµ∂µAaz in the Yang-Mills action in the bulk. The
minimisation of this action leads to boundary terms which do not automatically vanish
due to the compactified geometry. Therefore, boundary conditions on the gauge field
have to be imposed by hand, reducing the spectrum along the z-direction into a discrete
set of Kaluza-Klein modes,
Aaµ(x
µ, z) =
∑
n
εµf
a
n(z) exp(ipn · x) , (1.92)
The functions fan(z) and Kaluza-Klein massesM
2
n = p
2
n are related as the eigenfunctions
and eigenvalues to a Sturm-Liouville problem with Dirichlet or Neumann boundary
conditions. In case of a Minkowski geometry in the bulk, they are the solutions of the
wave equation
(∂2z +M
a2
n )f
a
n(z) = 0 . (1.93)
Imposing boundary conditions on the electroweak gauge field in the bulk leads to a
tower of massive Kaluza-Klein gauge bosons, of which the W±, Z, γ are the lightest,
coupled to each other via the effective cubic and quartic gauge couplings
gabcmnk = g5
∫
dzfam(z)f
b
n(z)f
c
k(z) ,
gabcdmnk` = g
2
5
∫
dzfam(z)f
b
n(z)f
c
k(z)f
d
` (z) ,
(1.94)
where the integration runs along the fifth dimension and g5 denotes the gauge coupling
in the bulk. In the scattering of vector bosons in the four-dimensional theory, the
complete tower of (off-shell) Kaluza-Klein modes contributes. It can be shown that the
quartic energy term in the amplitude vanishes upon the identity [34]
gnnnn =
∑
k
g2nnk , (1.95)
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for all gauge group indices, which have been omitted. This equation can be translated
into a completeness relation of the fan on the compact dimension and is therefore
automatically fulfilled. The quadratic terms in the scattering amplitudes all vanish if
the following identity holds,
4gnnnnM2n = 3
∑
k
g2nnkM
2
k . (1.96)
Upon the completeness of the harmonic functionc fan and vanishing boundary terms,
the sum rule above holds. The latter is achieved by imposing either Dirichlet or
Neumann boundary conditions on all the gauge field components. Note that the above
expressions are necessary for unitary scattering amplitudes, but not sufficient. It can
be shown that scattering amplitudes of large superpositions of massive KK states
contribute too much to the constant term to save unitarity. This is expected since at
high scales the bulk gauge theory, being nonrenormalisable, becomes strongly coupled.
The sum rules above can be directly applied to a hypothetical Kaluza-Klein spectrum
in the electroweak sector of the stadard model. Generically, such a spectrum shall
consist of massive KK modes W±n , Zn, γn of which the lowest modes are identfied as the
standard model gauge bosons. The massive photons have the same quantum numbers
as the Z-states and we shall therefore treat both of them as being Z-modes. The lowest
level four-point couplings fulfill the sum rules
gWWWW =
∑
n≥0
g2WWZn =
3
4M2W
∑
n≥1
M2Zng
2
WWZn ,
gWWZZ =
∑
n≥1
g2WnWZ =
∑
n≥1
g2WnWZ
2(M2W +M
2
Z)
(
3M2Wn −
(M2Z −M2W )2
M2Wn
)
.
(1.97)
A realistic model for electroweak symmetry breaking via boundary conditions on higher-
dimensional gauge theories should be consistent with the electroweak precision data
[50]. From the above considerations, it is not trivial to obtain a spectrum which keeps
the rho-parameter very close to unity and the next-to-lightest KK modes heavy enough
to evade the limits set by direct W ′ and Z ′ searches at the Tevatron. A promising
implementation embeds the gauge theory in an anti-de Sitter background [51]
ds2 =
(
R
z
)2 (
ηµνdx
µdxν − dz2
)
, (1.98)
where ηµν is the four-dimensional Minkowski metric with signature (+ −−−). The
fifth dimension is compactified on the interval [R,R′], where R is typically of the order
of the Planck length and R′ is of the order of TeV−1. The four-dimensional spacetime
slices at these points are denoted respectively the Planck- and TeV-brane, where the
latter is identified as the visible universe. Within the bulk the lagrangian displays
a SU(2)L × SU(2)R × U(1)B−L gauge symmetry, where the abelian component is
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associated with baryon-lepton number difference. This gauge theory is characterised
by two couplings g5 and g′5 where the first determines the strength of the nonabelian
components and the second determines the unit charge w.r.t. U(1)B−L. By appropriate
boundary conditions13 on the two branes the gauge symmetry is broken [35]. This
type of symmetry breaking is equivalent to having localised Higgs fields on the branes
and taking the limit 〈Φ〉 → ∞. On the Planck brane, the group breaks down to
the standard model electroweak gauge group SU(2)L × U(1)Y , whereas on the TeV
brane the boundary conditions are chosen such that the symmetry breaks down to
SU(2)L+R × U(1)Q, global custodial isospin and electromagnetism.
The warp factor in the metric induces naturally terascale masses on the IR-brane from
Planck-scale mass parameters within the bulk, which was the original motivation for
the Randall-Sundrum (RS) background geometry. The metric modifies the equation
(1.93) defining the KK modes to(
∂2z +M
2
n −
1
z
∂z
)
fan(z) = 0 , (1.99)
which admits a tower of Bessel functions as solutions. Matching the lowest order
masses and couplings with the electroweak parameters MW ,MZ , e, one may determine
the parameters g5, g′5, R
′ and construct the complete mass spectrum and gauge boson
couplings. For the Planck brane scale R, a higher value than 1/MPl yields a more
realistic model, in the sense that the strongly coupled regime is pushed upward. By
naive dimensional analysis, perturbation theory is expected to break down at a scale
[52]
Λ ∼ 12pi
4M2W
g2MW1
, (1.100)
where W1 denotes the first charged KK mode. If one assumes R to be of the Planck
length, the first KK masses are above the TeV-scale, and the strong coupling regime
is pushed down to ∼ 2 TeV. However, for higher values of R the next-to-lightest KK
modes appear around 700 GeV, and simultaneously Λ increases to around 50 TeV.
The fermionic sector in the Higgsless theories may be tuned to be consistent with
electroweak precision measurements. If the fermion wave functions are delocalised in the
bulk, their Dirac mass parameter controls the effective Yukawa coupling and the profile
of the wave function, which determines the effective coupling to the higher KK modes of
the weak gauge bosons. These couplings can be made arbitrarily small to evade direct
Z ′ searches at LEP and Tevatron. The mass spectrum of the standard model fermions
can be reproduced by adding large kinetic terms on the Planck brane [53]. However,
although this mechanism is capable to establish the top-bottom mass splitting, it will
modify the Zbb¯-coupling unacceptably much in doing so [52]. Nevertheless, these models
form a serious candidate to realise unitary Higgsless vector boson scattering amplitudes
without resorting to ad-hoc unitarisation methods or invoking strong dynamics.
13in particular, Dirichlet conditions on the gauge field break the corresponding generator in the
group, whereas Neumann boundary conditions leaves them unbroken,
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Figure 1.7: Cross section of W+W− →W+W− for the warped Higgsless model with
R = 10−8 GeV−1 (red), the standard model with Mh = 700 GeV (green) and the
standard model without Higgs (blue). To avoid the forward scattering pole, we set a
minimal pT cut of 100 GeV. The lowest-level neutral KK modes have masses of 689
GeV and 712.6 GeV. Higher modes are not visible due to their large width, but they do
help unitarising the amplitude.
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Chapter 2
Recursive Approach to
Scattering Amplitudes
In the present LHC- and Tevatron-physics dominated era, processes containing several
hard final state partons have become increasingly relevant in particle physics. Hence
the need for algorithms to compute high-multiplicity processes at a sufficient rate
has emerged, both from a perspective of understanding standard model background
processes, as well as the accurate modelling of new physics signals. This evolution
has lead to a new generation of event-generators which have abandoned the tradi-
tional diagrammatic method for the computation of matrix elements in favour of an
iterative approach using off-shell currents rather than individual Feynman graphs.
The interaction terms of the underlying model determine the way to combine these
off-shell currents to a new, higher-level current, whereas the kinetic part governs their
propagation. The increase in efficiency with respect to Feynman diagrams emanates
from the fact that identical current combinations are computed only once, whereas
Feynman diagrams may share identical subdiagrams which are evaluated multiple times
in a naive implementation. Furthermore, the process of combining currents may be
automated in a fully numerical setting, allowing us to avoid symbolic calculations and
time-consuming compilation jobs.
The recursive method, propagated by programs such as ALPGEN [54], HELAC-
PHEGAS [55] and COMIX [56], has pushed the boundary for matrix-element event
generators to the multijet environment created in todays hadron colliders. The hard
multi-parton phase space being covered by tree-level matrix element generators and
soft or collinear regions being generated by parton shower algorithms–if appropriately
matched with the former–provides an accurate description of the QCD backgrounds
in hadron collisions, at least within the region where all jets have a sufficiently high
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transverse momentum.
There is however no reason to limit the recursive technique to multi-jet backgrounds,
as many signal processes come in association with several partons, for instance in long
decay chains. With the process multiplicity no longer a strict computational bound,
zero-width approximations are no longer necessary and the signal process may be
treated on equal footing with the background. In this chapter we shall therefore discuss
the recursive technique not only in the setting of QCD, but from a model-independent
viewpoint.
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2.1 Caravaglios-Moretti Recursion
All recursive algorithms for the computation of particle scattering matrix elements
developed so far are based on the iterative factorisation of n-point Green’s functions by
Dyson [57] and Schwinger [58]. The Dyson-Schwinger iteration provides a way to obtain
Green’s functions to arbitrary order in the couplings by means of recursively solving
relations between the n-point functions. Neglecting higher-order loop contributions, all
higher point Green’s functions vanish from the recurrence relations, and the recursion
is built from one-point functions emitting internal off-shell momenta, the so-called
off-shell currents. Dyson-Schwinger iteration starts from an arbitrary external leg and
stops whenever all other legs have been generated –much like a multi-body decay– and
will in our context be referred to as forward recursion. The algorithm automatically
generates all contributions to the amplitude without the need to set up and inspect
diagram topologies, and is therefore the obvious method of choice for automated cross-
section calculators. Moreover, the amplitude computed via Dyson-Schwinger iteration
appears in a fully factorised form, which improves computation time dramatically for
high-multiplicity processes. Unfortunately, forward recurrence cannot be implemented
in a fully numerical program because the intermediate Green’s functions can only be
computed after the truncation.
The obvious modification would be to compute the intermediate currents in the backward
direction. This idea originates from Berends and Giele [59] in the context of multi-
gluon amplitudes in QCD. These can be decomposed into so-called partial amplitudes
wich carry no colour indices of the scattered partons and govern the dynamics of
the scattering within a particular colour channel. The colour-ordered amplitudes can
be evaluated recursively from a series of colour-ordered off-shell currents depending
on the external momenta and helicities. The currents are computed by combining a
set of lower-level currents, of which at most one is off-shell, according to the colour-
stripped Feynman rules of QCD. This restriction makes the Berends-Giele recursion
very compact and the most performant method for high-multiplicity leading-order
gluonic amplitudes up to date [60].
Later on the Berends-Giele recursion inspired Caravaglios and Moretti to employ
backward recursion to evaluate scattering matrix elements in a model-independent
setting [61]. The Caravaglios-Moretti algorithm is essentially a backward evaluation of
the truncated Schwinger-Dyson series. Contrary to the Berends-Giele case, the off-shell
currents may result from combinations of several off-shell currents, which makes the
algorithm more complex. On the other hand, the (colour-dressed) Caravaglios-Moretti
recursion evaluates the full amplitudes in one go, whereas the Berends-Giele method
needs all partial subamplitudes to reconstruct the matrix element.
More recently, the twistor-inspired BCFW-relations [62, 63] have emerged as a competi-
tor for Berends-Giele recursion in massless Yang-Mills theories. The BCFW recurrence
is actually a recursion between the partial gluon amplitudes themselves, without ref-
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erence to off-shell currents. For a moderate number of legs, it performs better than
Berends-Giele recursion, but for higher multiplicities the growth of the number of
helicity permutations forms a drawback to the performance [64].
2.1.1 Dyson-Schwinger Iteration
Let us start with a given action S(φ) where φ = {φa} denotes the field content of
the theory. The index a comprises Lorentz or spinor indices, flavours, colours or any
internal symmetry representation, and any such repeated indices are assumed to be
contracted with respect to the appropriate metric. The aim is to evaluate the n-particle
connected Green’s functions
Ga1...an(x1, . . . , xn) = ~n
δ
δJa1(x1)
. . .
δ
δJan(xn)
W (J)
∣∣∣∣
J=0
. (2.1)
Here Ja denotes the source w.r.t the field φa and W is the generating functional for
connected Green’s functions,
W (J) = log(Z(J)) , Z(J) ≡ N
∫
Dϕ exp
(
i
~
(−S(ϕ) + ϕaJa)
)
. (2.2)
where N is a normalisation constant chosen such that Z(0) = 1. The idea of a recursive
approach is to relate different Green’s functions to each other so that evaluation comes
down to iteratively substituting some expression. The Schwinger-Dyson equations
(SDE) for the action arise by considering the functional operators
δS
δφa(x)
(
~
δ
δJ
)
, (2.3)
i.e. the functional derivatives of the action, where all fields φa are substituted by their
corresponding source derivative operators ~δ/δJa. By partial integration, its action on
the path integral is equivalent to multiplication by Ja,(
δS
δφa(x)
(
~
δ
δJ
)
− Ja(x)
)
Z(J) ∝
∫
Dϕ exp
(1
~
(−S(ϕ) + ϕaJa)
)( δS(ϕ)
δϕa(x)
− Ja(x)
)
= 0 , (2.4)
where we assumed the integrand to vanish at the boundary at infinity. For our purposes,
it is more convenient to rewrite the SDE above in terms of the one-point functions
〈φa(x)〉J ≡ ~δW/δJa(x). By induction one quickly verifies these satisfy the relation
~n
δ
δJa1(x1)
. . .
δ
δJan(xn)
Z(J) = Z(J)
(
〈φa1(x1)〉J + ~ δ
δJa1(x1)
)
. . .
. . .
(
〈φan(xn)〉J + ~ δ
δJan(xn)
)
. (2.5)
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Figure 2.1: Diagrammatic representation of the Schwinger-Dyson equation in a φ4-
theory.
Assuming the action can be written as a power series in the fields, this allows us to
omit the path integral and reformulate the SDE’s (2.4) as follows:
δS
δφa(x)
(
〈φ〉J + ~ δ
δJ
)
− Ja(x) = 0 . (2.6)
Now assume that the action consists of a kinetic part S0 quadratic in the fields and
interaction terms SI of higher order. Upon partial integration, the kinetic part will
give a contribution of the form Dab,x〈φb(x)〉J to the left-hand side of (2.6), where D
is the differential operator that determines the free field equation. After adding the
appropriate gauge-fixing terms to the Lagrangian, this operator is assumed to be
invertible to the Feynman propagator Πab(x). Hence the Schwinger-Dyson equation
above can be rewritten as
〈φa(x)〉J =
∫
ddyΠab(x− y)
(
Jb(y)− δSI
δφb(y)
(
〈φ〉J + ~ δ
δJ
))
(2.7)
As an example, consider the φ4 theory with mass m and coupling λ/24. Equation (2.7)
for this action reads in momentum space
〈φ(k)〉J = 1
k2 −m2 + i
[
J(k)− λ
6
∫
dd`1d
d`2d
d`3 δ
d(k + `1 + `2 + `3) ×(
〈φ(`1)〉J〈φ(`2)〉J〈φ(`3)〉J + 3~〈φ(`1)〉J〈φ(`2)φ(`3)〉J
+ ~2〈φ(`1)φ(`2)φ(`3)〉J
)]
,
and relates the connected one-point function to itself and the two- and three-point
connected Green’s functions. The latter contributions are proportional to higher powers
of ~ and form the loop contributions to the iterative equation, as can be seen from
its diagrammatic representation, fig. (2.1). Hence, in the Born approximation we
may omit all source derivatives from equation (2.7). The n-point connected Green’s
function at tree level can thus be found by iterating this equation a sufficient number
of times, differentiating the result (n− 1) times and finally putting all sources to zero,
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according to (2.1). The recursion therefore stops whenever the expression for 〈φ〉J is a
polynomial of the sources containing all the terms of degree n. Although the minimal
number of iterations typically depends on the structure of SI (especially if several
flavours are involved), an upper bound can be quickly found to be (n− 2)/(r− 2) with
r the minimal vertex rank in the model.
To obtain connected Green’s functions at higher order in perturbation theory, one
truncates the Schwinger-Dyson equation to the required loop level. Since the resulting
recursive relation contains higher n-point functions, Schwinger-Dyson equations for
these should be constructed by differentiating equation (2.7) to the sources. The
pre-factors to the various terms correspond to the symmetry factors of the resulting
Feynman diagrams.
From the connected Green’s functions one obtains the (connected) scattering amplitude
–the actual physical observable– by ’cutting off’ the external propagators and attaching
free particle wave functions εaλ(p) to all contributing Feynman diagram’s external legs
[65]. In the Schwinger-Dyson recursion this comes down to replacing final currents in
the truncated series by
Ja(x) =
∫
ddyΠ−1ab (x− y)εbλ(p)e−ipy . (2.8)
Note that the external momenta p can be put on their mass shell only after the inverse
propagator Π−1 has canceled the propagator in the SDE.
The Dyson-Schwinger iterative procedure provides a way of constructing the connected
Green’s functions which is suitable for automation. Once the correct recursive equations
are set up, a computer can perform the iteration without the need to inspect diagram
topologies or compute symmetry factors, and with the assurance all contributions are
included. The iteration however has to be carried out at the symbolic level, because as
long as the plane wave sources above are not inserted, the problem is essentially infinite-
dimensional with all Fourier modes in the one-point functions possibly contributing.
At the truncation stage, the substitution (2.8) allows us to perform all momentum
integrations (at tree level) by momentum conservation. Hence, a fully numerical
recursive approach forces us to reverse the iteration, starting from (n−1) arbitrary legs
to the process, working our way back until the Schwinger-Dyson equation corresponding
to the remaining leg can be evaluated.
2.1.2 Backward Recursion
The factorisation of a scattering amplitude based on a backward version of the Dyson-
Schwinger procedure above was first proposed for colour-ordered QCD amplitudes
[59] and later extended to arbitrary matrix elements [61, 66, 67]. The basic idea is to
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decompose the one-point functions into plane waves with momenta
PµM =
n−1∑
i=1
M ipµi , M = (M
i)i=1...n−1 ∈ {0, 1} × . . .× {0, 1} . (2.9)
Here we take pi to be an arbitrary selection of (n− 1) out of the n external momenta
to the process, which we assume all to be incoming. The scattering amplitude will be
constructed from the Schwinger-Dyson equation of the final particle with momentum
pn = −P(1,...,1). At tree level, momentum conservation forces the solution to the
truncated Dyson-Schwinger iteration to consist of linear combinations of plane waves
of external momenta. Therefore we may decompose
〈φa(x)〉J =
∑
M
φaM exp(iP
µ
Mxµ) (2.10)
This allows us to reformulate the Schwinger-Dyson equations in terms of the off-shell
currents φaM , representing a finite number of Fourier modes. In particular, we may
replace all momentum-conservation Dirac delta functions with Kronecker symbols of
the multi-indices (2.9), e.g.
Π−1ab (k)δ
d(k − `)φb(`) → Π−1ab (PM )δMNφbN .
Vabcδ
d(k − `1 − `2)φb(`1)φc(`2) → VabcδM(K+N)φbKφcN ,
where the sum of multi-indices is understood component-wise. A term in the recursive
equation proportional to δM(K+N) induces a backward ordering in the solution algo-
rithm: both the indices K and N should depend on fewer external momenta than M
for it to yield a possible contribution. To facilitate the discussion, we define φaM to be
a current of level m if
m =
n−1∑
i=1
M i (2.11)
The truncation of the Schwinger-Dyson series is established by substituting on-shell
currents for the source terms,
JMa (k) = Π
−1
ab (PN )δ
MNεbN , (2.12)
where a summation over N is understood. The tensor εbN is nonzero if N represents
an external momentum (level one), and for such index the only nonzero entries are
the particle wave function entries in momentum space of the corresponding scattered
state. The contraction of the inverse propagator with the propagator in the recursive
equations will yield a factor 0/0 as the external particles are put on their mass shell.
In a numerical implementation we will therefore omit it together with the propagators
in the recursion of the on-shell currents. As an example, consider a trilinear model
L = −1
2
Π−1ab φ
aφb +
1
6
Vabcφ
aφbφc . (2.13)
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With the substitutions above, the corresponding tree-level recursive Schwinger-Dyson
equations become
φaM = ε
a
M −
1
6
ΠabVbcd
∑
K+L=M
φcKφ
d
L , (2.14)
where the multi-indices K,L are constrained to be disjoint (see below). Since zero-level
modes are excluded from the Fourier transform of the fields, the SDE for the first-level
currents contain only the first term above. For higher level currents, the source term
vanishes and one composes the off-shell current from the lower-level ones using the
derivatives of the interaction Lagrangian. After each such step, the current is contracted
with its propagator, unless M has the highest level n− 1. In this case the full tree-level
amplitude can be established through
A = εaMδabφbM , M = (1, . . . , 1) . (2.15)
where we have extended the tensor εaM to hold the final particle wave function if M is
maximal and a corresponds to the final particle flavour.
2.1.3 Algorithm Implementation
The Caravaglios-Moretti formulation of the recursive method replaces the one-point
functions 〈φa〉J by a finite set of unknowns, namely the off-shell currents φaM , and
is therefore suitable for a fully numeric implementation. Carrying out the recursive
method to obtain a tree-level scattering amplitude via the recipe above starts by
constructing a sequence of allocated memory blocks to hold the values of the off-shell
currents φaM . It is convenient to represent the momentum combinations M by bit
strings, and order them according to the level within the recursion, i.e. the number of
bits set. Furthermore, a sequence of current-contracting routines has to be specified
that execute the Schwinger-Dyson equations on the currents. It is natural to perform
this setup during a single initialisation phase.
The initial phase starts with the choice of a process leg for which the truncated one-
particle Green’s function shall be evaluated. For a decay process it is natural to choose
the incoming particle, so that the resulting tree will look like an off-shell decay tree, but
this is by no means necessary. Since all momenta are interpreted to be incoming, the
algorithm essentially does not possess a preferred final state. Memory allocation begins
by setting up the first-level currents corresponding to the remaining legs. These arrays
will be filled with the momentum-space particle wave functions at each event. The
initialisation proceeds with the allocation of the higher-level currents and simultaneous
creation of combination routines. At every new momentum bit string M , consider
every possible partition
M → {(K,N) : K,N 6= 0 ,K ·N = 0 and K +N =M} , (2.16)
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where the dot denotes the bitwise ’and’ operation and the plus sign the bitwise ’or’ on
multi-indices, for example
01011→ {(01000, 00011), (00010, 01001), (00001, 01010)}
For every partition, perform a lookup whether there are off-shell currents carrying
this momentum. Every pair (multiplet) of currents found in this way is subject to an
inspection to determine whether the model contains an interaction term allowing them
to ’fuse’ to a new current with index M , i.e. a vertex for which all but one legs match
the particle types propagated by the currents. If this procedure is successful, a new
current φaM is constructed, with its momentum bit string being the disjoint sum of the
fusing currents, and its particle type the charge conjugate of the remaining vertex leg.
If such an off-shell current is not yet included in the tree, it is added, and a vertex
is added to the list. The above construction is suitable for models containing only
rank-three vertices. For a model with highest interaction multiplicity n, all partitions
into sets of mostly (n− 1) bit strings have to be inspected. This can be avoided by
rewriting the model exclusively with tree-vertices using auxiliary fields.
Once the iterative construction of currents and vertices has reached the maximal bit
string, the off-shell currents should be matched with the final on-shell particle to
evaluate equation (2.15). At this stage it is useful to collect garbage produced along
the way; at every step we construct all possible produced off-shell currents, but only a
subset of these will be used further down the tree and finally be attached to the selected
external leg. A simple way to get rid of these redundant currents (and vertices) is to
traverse the tree in the opposite direction, recursively setting a flag to all connected
currents and vertices, and finally deleting all objects for which this flag is not set.
Once the initialisation phase is completed, the computation of a matrix element is
extremely simple. One starts by setting all off-shell currents to zero. Given a set of
external momenta, helicities and colours, the lowest-level currents are computed using
the appropriate polarisation vectors or spinors. Then one starts applying the vertex
combination rules in their correct order, adding current combinations to higher-level
subamplitudes. Whenever a batch of off-shell currents of a certain level is evaluated, all
the corresponding internal momenta are computed and the currents are contracted with
their propagators. This propagation is omitted for the highest level current, instead
one contracts the result with the selected leg’s wave function.
The recursive algorithm presented so far is suitable for the evaluation of leading-order
amplitudes of states with given helicities and colours. To perform a sum over these
degrees of freedom, many subsequent evaluations are required. Extending the algorithm
to perform these summations seems to excessively increase its complexity. Furthermore,
explicit summation over colours prevents a natural interface with a parton shower
Monte Carlo program, as these usually need colour flow information of an event to
generate soft parton radiation. Instead we shall resort to Monte-Carlo sampling over
colours, which will be discussed in more detail in the next chapter.
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W+(1100)
e+(1000)
νe(0100)
W−(0011)
ν¯µ(0001)
µ−(0010)
Z, γ(1111)
e−(0111)
e+(1000)
νµ(1110)
W+(1100)
µ−(0010)
µ+(1101)
W+(1100)
ν¯µ(0001)
ν¯e(1011)
W−(0011)
e+(1000)
e−(0111)
W−(0011)
νe(0100)
Z(1111)
νµ(1110)
ν¯µ(0001)
Z, γ(1111)
µ+(1101)
µ−(0100)
Z(1111)
ν¯e(1011)
νe(0100)
Z, γ(1111)
W+(1100)
W−(0011)
H(1111)
W+(1100)
W−(0011)
Figure 2.2: Construction of a recursive tree for Z → e+νeν¯µµ−, starting with the out-
going particles. The first column shows the construction of level 2 currents, the second
column the level 3 currents and the right column the final currents. By convention,
the internal currents are directed with outgoing momenta. When matching with the
incoming Z boson, all γ- and H-producing contributions will be omitted from the tree.
2.1.4 Complexity
The most important advantage of the recursive method is its computational complexity,
which is more efficient for multi-leg processes than standard diagram-based approaches.
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g(01110)
g(01110)
Figure 2.3: Identical parts of Feynman diagrams contribute to the same off-shell current.
This is due to the fact that the recursive evaluation prevents identical current contrac-
tions to be performed more than once. In other words, whereas different Feynman
diagrams contain identical subdiagrams (see e.g. fig. 2.3), which will be recalculated
for every diagram (in a naive setup), every off-shell current is evaluated only once per
event.
The complexity of the diagrammatic method is obviously proportional to the number of
contributing diagrams. This multiplicity can be most easily obtained by transforming
the SDE’s of an equivalent decay process (for counting purposes) into a set of algebraic
equations by omitting all propagators, couplings and momentum integrals. The
recursive method yields a power series in the sources for the one-point function in which
every coefficient contains information about the number of diagrams in the respective
process1. Moreover, an analytic solution to the recursive equations contains all the
information about diagrammatic multiplicities in its Taylor expansion. For example in
a theory with one field φ, the SDE takes the simple form
φ(J) = J + V ′(φ(J)) , (2.17)
and its algebraic solution φ0 has an expansion
φ0(J) =
∑
n≥1
a(n)
Jn
n!
(2.18)
where the coefficients a(n) = ∂nφ(J)/∂Jn|J=0 count the number of Feynman diagrams
contributing to the 1→ n process. For example, in a φ3 theory, the equation (2.17),
with the constraint φ0(0) = 0, is solved by φ0(J) = 1−
√
1− 2J which leads to [68, 69]
a(n) =
2nn!√
4pin3/2
(2.19)
For a general action however, an analytic solution to the inversion problem (2.17) can
usually not be found. The asymptotic behaviour of the generating function for large n
1At higher perturbative orders, the symmetry factors are however included in these coefficients.
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n φ3 φ3 + φ4
4 3 4
5 15 25
6 105 220
7 945 2485
8 10395 34300
9 135135 559405
10 2027025 10525900
Table 2.1: Number of tree-level diagrams in single-field theories.
can however be analysed for a large class of models [70, 71], resulting in
φ0(J) ∼ φc − C
√
Jc − J , a(n) ∼ C√
4pi
n!
n3/2J
n−1/2
c
. (2.20)
where φc is the value of the generating function at the singularity of V ′ and Jc is the
location of this branching point on the real axis,
V ′′(φc) = 1 , Jc ≡ φc − V ′(φc) , C ≡
√
2/V (3)(φc) (2.21)
Here we assume that the first equation has a unique solution for which Jc is minimal.
The point of this discussion is the asymptotic behaviour of a(n) above, which essentially
grows factorially with the number of legs. In a more realistic theory with several fields,
the behaviour above changes as one has to deal with a system of coupled SDE’s. At
hadron colliders however, the computationally most intensive processes are multijet
backgrounds which are largely governed by gluonic QCD, which shows the growth
described above with φc = −1 +
√
3, Jc =
√
3− 4/3 and C = (4/3)1/4.
The Caravaglios-Moretti algorithm on the other hand, has a complexity that is pro-
portional to the number of current combinations in the tree. Let us again assume a
single field φ in the action and assume the model has a φ3 interaction, so that every
possible bit string has exactly one corresponding off-shell current in the tree. The
number of combinations to a particular current of level k then equals the number of
decompositions of the string a` la (2.16). The number of partitions into m pieces is
then given by the multinomial sum
cm(k) =
1
m!
∑
k1,...,km>0
k!
k1! . . . km!
δk1+...+km,m . (2.22)
The coefficients can be obtained from a generating function,∑
k≥0
cm(k)
xk
k!
=
1
m!
(ex − 1)m . (2.23)
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1
4 5 6 7 8 9 10
c C
M
/c
F
n
Figure 2.4: Ratio of the complexity of the recursive method cCM (n) and the diagram-
matic method cF (n) as a function of the number of legs n in a φ3 theory. The dots are
calculated by computer, the dashed line is constructed from the analytic continuations
of (2.19) and (2.26).
To obtain the total number of distinct current compositions in the tree, we sum the
above multiplicities level-by-level for all currents,
am(n) =
n∑
k=0
(
n
k
)
cm(k) . (2.24)
The binomial coefficients above arise as the total number of currents of level k. The
Caravaglios-Moretti algorithm allows an analytic form of the total generating function
for the number of current compositions:
φm(x) ≡
∑
n≥0
am(n)
xn
n!
=
1
m!
ex(ex − 1)m . (2.25)
A closed form for the am(n) can be obtained by Taylor expanding this expression
around x = 0. In the φ3 theory for example, which corresponds to m = 2, we find
φ2(x) =
∑
n≥0
(
3n − 2n+1 + 1
2
)
xn
n!
(2.26)
which grows exponentially rather than factorially. Hence the Caravaglios-Moretti
algorithm is superior to the diagrammatic approach when the number of legs grows,
as can be seen from fig. (2.4). Note that this increase in efficiency holds only for the
full amplitude calculation, where all (non-resonant) contributions and interferences are
taken into account.
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2.2 Majorana Currents
Many new physics models contain self-conjugate spinorial fields, whose quanta are
named Majorana fermions. Although such particles have not been observed to this day,
the Majorana nature of the standard model neutrinos is not excluded either. Beyond
the standard model, all supersymmetric extensions predict a spectrum of Majorana
fermions as superpartners to the bosons in the theory. The hypothetical strongly-
interacting superpartners to the gluon, the gluinos, are often the dominantly produced
supersymmetric particles at hadron colliders[72]. Moreover, in R-partity conserving
models, all supersymmetric particles decay eventually into a lightest supersymmetric
particle (LSP), which is in many cases the neutralino, again a Majorana fermion.
Clearly, for supersymmetry searches at colliders Majorana particles are omnipresent; it
is therefore imperative to include such type of fermions in the recursive algorithm.
2.2.1 Fermionic currents
Spin one-half particles deserve special attention in the Caravglios-Moretti algorithm
because of the Fermi-Dirac statistics incorporated by their scattering amplitudes. This
is due to the anticommuting nature of their mode creation and annihilation operators,
which in a diagrammatic setup leads to the ’Fermi sign’ prescription. It basically comes
down to multiplying the diagram’s contribution by ±1, depending on the relative2
ordering of the external spinors in the expression. Such a procedure assures the
vanishing of amplitudes with identical fermions in the final state: the Pauli exclusion
principle.
In the recursive algorithm we account for the antisymmetry by including a sign into
every current combination, depending on the relative ordering of the fused currents.
Suppose we have current φM which receives a contribution from the combination of k
lower-level subamplitudes in the momentum channels M1, . . . ,Mk. We define the sign
of the combination by
σ(M1, . . . ,Mk) = (−1)χ(M1,...,Mk) (2.27)
where the integer-valued function χ acts on a sequence of bit strings of length n by
χ(M1, . . . ,Mk) ≡
n∑
i1,...,ik=1
θ(i1 > . . . > ik)M
i1
1 . . .M
ik
k . (2.28)
The bit M
j
` above is equal to M
j
` if the j-th zero-level current is fermionic, and zero
otherwise. Hence σ computes the sign of the permutation of the participating fermions
with respect to their ordering in the external legs. Note that the inclusion of the Fermi
2Obviously, the overall sign of the amplitude is irrelevant.
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sign as defined above is not restricted to fermionic current contractions; even purely
bosonic current combinations must take the anticommuting nature of external fermions
into account.
The recursive rules involving Dirac fermions are fairly straightforward (see fig. (2.2)).
The zero-level currents are determined similarly to the external legs in Feynman
diagrams: outgoing fermionic and incoming anti-fermionic on-shell currents correspond
respectively to the row-spinors u¯(p, s) and v¯(p, s), incoming fermions and outgoing
anti-fermions to the column-spinors u(p, s) and v(p, s). The higher level currents are
constructed by respectively right and left contraction with vertex gamma matrices. For
example, the vector coupling ieAµψ¯γµψ term is translated into the off-shell recursive
relations
AµM ← ieσ(K,L)ψ¯KγµψLδK+L,M ,
ψM ← ieσ(K,L)AµKγµψLδK+L,M ,
ψ¯M ← ieσ(K,L)AµK ψ¯LγµδK+L,M .
We can assign a continuous arrow to the fermionic currents which is respected by the
ψ¯K AµK ψL
ψL ψ¯L AµK
AµM ψ¯M ψM
Figure 2.5: Recursive relations involving a vector particle and Dirac fermions.
recursive relations. This arrow is unambiguous because the recursive equations are
fermion-number conserving, a property which will be lost when Majorana fermions are
considered. The propagation of the Dirac currents depends on this direction,
ψM → i
(
/PM +m
P 2M −m2
)
ψM , ψ¯M → −iψ¯M
(
/PM −m
P 2M −m2
)
. (2.29)
The natural assignment of a fermion flow is absent in theories containing Majorana
particles, especially in fermion-violating processes. The solution in a the diagrammatic
method is to assign such a flow by hand, reversing the vertex Dirac matrices wherever
necessary.
For the lowest-level fermionic currents, we shall adopt the helicity spinor formalism
developed in [73, 74]. The procedure constructs massless fermion states of definite
helicity λ = ± from two arbitrary Lorentz vectors k0, k1 for which
k20 = 0 , k
2
1 = −1 , k0 · k1 = 0 , (2.30)
and such that none of the external momenta is parallel to k0. In practice, the latter
condition comes down to choosing k0 not parallel to the initial beams. The helicity
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spinors corresponding to the massless momentum k0, the so-called basis spinors uλ
serve as the building blocks for general spinors. These are defined by the helicity
projection operator on k0 and related by the spacelike vector k1
uλu¯λ = 12 (1 + λγ
5)/k0 , uλ = λ/k1u−λ . (2.31)
Once the basis spinors are set up, helicity spinors for arbitrary massless momenta p
are trivially obtained using
uλ(p) = (2p · k0)−1/2/pu−λ , (2.32)
where the prefactor can be seen to be real for lightlike (on-shell) momenta that are
not parallel to k0. From the construction above, it is easy to show that the massless
spinors fullfill their defining projector relation
uλ(p)u¯λ(p) = 12 (1 + λγ
5)/p (2.33)
Note that the equations above are invariant upon multiplication of uλ and u−λ by
a phase. This phase can be chosen independently for the particle and anti-particle
wave functions, since no property relates these spinors. This situation persists for the
massive states. Massive fermions do not allow pure helicity states (such a notion would
not be Lorentz-invariant) and require in the helicity spinor formalism a spin vector s
satisfying
s · p = 0 , s2 = −1 , (2.34)
so that pµ ±msµ are massless vectors. We shall elaborate on the construction of s at
a later stage. The massive counterparts of the defining relation (2.33) are
u(p, s)u¯(p, s) = Π(p,m, s) ,
v(p, s)v¯(p, s) = Π(p,−m, s) , (2.35)
where the projector is defined by
Π(p,m, s) = 12 (/p+m)(1 + γ
5/s) . (2.36)
which composes to the total massive projector,
Π(p,±m, s) + Π(p,±m,−s) = /p±m (2.37)
A solution to (2.35) can be readily constructed from the basic spinors. Each helicity
state gives rise to two possible massive spinors u(λ; p,±s) and anti-spinors according
to
u(λ; p, s) = (4k0 · (p− λms))−1/2(/p+m)(1 + γ5/s)uλ
=
1√
2m
(/p+m)u−λ(p− λms) , (2.38)
v(λ; p, s) = (4k0 · (p+ λms))−1/2(/p−m)(1 + γ5/s)u−λ
=
−1√
2m
(/p−m)uλ(p+ λms) . (2.39)
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Note that the spinors and anti-spinors are related by a sign flip of m, as expected from
(2.35). The sign λ in the above can be chosen arbitrarily and independently for the u
and v in theories without explicit charge-conjugated fields. The two choices coincide
– that is u(−λ; p, s) = u(λ; p,−s) and similarly for the v’s – when the spin vector is
chosen to be
sµ =
pµ
m
− mk
µ
0
p · k0 . (2.40)
In this case the massive spinors can be simplified to
u(p,±s) = (2k0 · p)−1/2(/p+m)u∓ ,
v(p,±s) = (2k0 · p)−1/2(/p−m)u± (2.41)
In our implementation however, various choices for the spin vector can be selected. In
models containing Majorana particles, fermionic currents may be forced to be ’reversed’,
against their natural direction induced by the fermion number flow. This procedure is
only consistent if the anti-spinors are related to the spinors, which prohibits them to
be rotated independently.
2.2.2 Current reversal
The Majorana fermion is a spin one-half particle that is its own anti-particle. As a
consequence, a Majorana particle must be electrically neutral, and should transform
under the adjoint representation of internal symmetries. The Majorana property relates
the spinor to itself by the reality condition3
ψ = ηcψc, ψc ≡ Cψ¯T . (2.42)
where ηc is an arbitrary complex phase, ψ¯ ≡ ψ†γ0 denotes the standard Dirac conjugate
and C the matrix representing charge conjugation on the spinor representation.
Charge conjugation matrices arise as the similarity transformations between the Clifford
algebras generated by γµ, γµT and −γµT , i.e. C±γµC−1± = ±γµT . From this property
it follows that the matrices C†±C± and C
−1
± C
T
± commute with all gamma matrices, and
must therefore be proportional to the unit matrix. The former has positive and real
eigenvalues, which upon the appropriate normalisation yields
C−1 = C† . (2.43)
The latter must have real eigenvalues ±1, and hence the C± are either symmetric
or anti-symmetric. The conjugation matrices do however not guarantee nontrivial
3The Majorana condition becomes a more familiar reality condition ψ∗ = ψ in the so-called
Majorana representation of the gamma matrices. Such a constraint is however not Lorentz-invariant
in a general representation, whereas the formula (2.42) is.
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solutions to the Majorana condition above. By substituting (2.42) into itself, one
quickly sees that nonzero Majorana spinors may exist for C = C+ if C+ is symmetric
and C = C− if C− is antisymmetric. As it turns out (see e.g. [75]), in 4-dimensional
Minkowski spacetime both versions of the conjugation matrices are antisymmetric,
CT = −C , (2.44)
and hence we take C− to define charge conjugation on spinors. This leads to the
well-known reversal identities
ΓR ≡ CΓTC−1 = ηΓΓ , ηΓ =
{
+1 , Γ = 1, γ5, γµγ5 ,
−1 , Γ = γµ, σµν . (2.45)
Note that the charge conjugation matrix is representation-dependent since the defining
property CγµTC−1 does not transform equivariantly under a unitary transformation
of the gamma matrices. In the standard4 representation of the gamma matrices it is
given by
C = iγ0γ2 . (2.46)
From the identities (2.50) we see that the result of charge conjugation on a physical
quantity –a scattering amplitude– does not depend explicitly on C and the repre-
sentation, because the spinor bilinears in the Lagrangian only pick up a reversal
sign5,
ψ¯c1Γψ
c
2 = −ψT1 C−1ΓCψ¯T2 = ψ¯2ΓRψ1 , (2.47)
where we used that ψ¯c = −ψTC−1 and an extra minus sign was inserted to accomodate
for the anticommuting nature of the fermions. Moreover, any fermion current that
appears in a Green’s function can be ’reversed’ upon changing the vertex factors Γ
to ΓR (including the Dirac propagator), and the fermion polarisation states to their
charge conjugated counterparts, provided that the external spinors and anti-spinors
have their relative phase in accordance with the Majorana condition,
v(p, s) = Cu¯T (p, s) , u(p, s) = Cv¯T (p, s) . (2.48)
How do these conditions relate to the standard spinor construction treated in the
previous section? In [76] it was shown that the reversal rules for spinor bilinears
arise without any reference to the charge conjugation matrix upon fixing the relative
phase between spinors and anti-spinors. In this setup, the reversal of spinor products
essentially follow from the reversal relation of massless helicity spinors [74],
u¯λ1(q1)Γuλ2(q2) = λ1λ2u¯−λ2(q2)Γ˜u−λ1(q1) , (2.49)
where for any string Γ of gamma matrices, Γ˜ denotes the string in reversed order. This
reversal is related to the charge conjugation via
Γ˜ = ζΓΓR , ζΓ =
{
+1 , Γ = 1, γ5, σµν ,
−1 , Γ = γµ, γµγ5 . (2.50)
4Also referred to as the Pauli or Dirac representation, in which γ0 is the diagonal matrix (++−−).
5From this point, we set the complex phase in (2.42) to unity.
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In other words, ζΓ = (−1)n where n denotes the number of gamma matrices in the
product Γ. Instead of introducing a charge conjugation acting on the representation,
we may study the reversal of a generic spinor bilinear
J(Γ) = χ¯(λ1; p1,m1, s1)Γχ(λ2; p2,m2, s2) , (2.51)
where χ(λ, p,m, s) is a spinor of mass m whenever m > 0, or an anti-spinor of mass
|m| for m < 0, see e.g. (2.38) and (2.39). We propose the reversal relation
J(ΓR) = J(Γ)R . (2.52)
where the reversal of the current is given by
J(Γ)R ≡ −χ¯(−λ2; p2,−m2, s2)Γχ(−λ1; p1,−m1, s1) . (2.53)
Here the extra minus sign comes from the Fermi-Dirac statistics of the spinor wave
functions. The proof of proposition (2.52) for massless standard spinors follows directly
from the fact that a nonzero left-hand side of eq. (2.49) can only contain an odd
number of Dirac matrices whenever λ1 = λ2, and an even number of gamma matrices
if λ1 and λ2 are opposite. In the first case, applying the reversal to J(Γ)R clearly
yields −u¯λ(q1)Γ˜uλ(q2), which equals the left hand side of (2.52) because Γ˜ = −ΓR for
an odd number of Dirac matrices, which cancels the Fermi sign. In the second case,
the reversal of J(Γ)R picks up an extra minus sign λ1λ2 that cancels the Fermi sign,
for we may substitute Γ˜ = ΓR as Γ contains an even number of gamma matrices.
For the massive spinors, the argument is slightly more intricate because even and odd
multiplicities of Dirac matrices will appear in the current,
J(Γ)R = −1
2
u¯−λ2(p2 − λ2m2s2)
(
1− /p2
m2
)
Γ
(
1− /p1
m1
)
u−λ1(p1 − λ1m1s1)
= −λ1λ2
2
u¯λ1(p1 − λ1m1s1)
(
1− /p1
m1
)
Γ˜
(
1− /p2
m2
)
uλ2(p2 − λ2m2s2) .
If λ1 and λ2 have the same sign, we again drop Dirac matrices consisting of an even
number of gamma matrices. So if Γ is even, the only contributions come from
− 1
m1
/p1Γ˜−
1
m2
Γ˜/p2 (2.54)
and the signs of the masses may be reversed upon dropping the overall minus sign. In
the case Γ has an odd number of gamma matrices, the contributions come from
Γ˜ +
1
m1m2
/p1Γ˜/p2 , (2.55)
and m1,2 may be flipped without a sign change. In this case, the first minus sign is
cancelled upon substituting ΓR = −Γ˜. If the helicities are opposite, the two cases
above are interchanged, and the process of flipping mass signs and rewriting the Dirac
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matrix in its conjugated form does not cancel the Fermi sign. In this case however, it
is dropped against the prefactor λ1λ2. So in conclusion, we have shown that
J(Γ)R =
1
2
u¯λ1(p1 − λ1m1s1)
(
1 +
/p1
m1
)
ΓR
(
1 +
/p2
m2
)
uλ2(p2 − λ2m2s2) , (2.56)
which is clearly equal to J(ΓR). The bottom line of this argument is that the reversal
of the current as is proposed in (2.53) relates particle and anti-particle currents upon
reversing the enclosed Dirac matrix, i.e. J(Γ) = J(ΓR)R. This reversal rule acts on
the external spinor wave functions by
χ(λ; p,m, s)→ χ¯(−λ; p.−m, s) . (2.57)
In conclusion, the reversed current is consistent upon replacing the Dirac matrices
by their reversed matrices, as defined by (2.50), and spinor wave functions by their
antispinor counterparts (in reversed order) only if the particle and antiparticle spinors
are constructed using opposite helicity massless spinors, with their relative phase being
unity.
2.2.3 Majorana Feynman Rules
The current reversal treated extensively above plays a central roˆle in the calculation of
amplitudes involving Majorana particles, both in the tradition diagrammatic approach
as well as in the recursive approach. In the prescription proposed in [77, 78, 79], every
fermionic interaction term in the action implicitly corresponds to two Feynman rules:
the ’normal’ and the reversed Feynman rule. The latter swaps the fermionic particle
and antiparticle and replaces the vertex Γ by the reversed matrix from (2.50). The
ambiguity in the fermion number flow of Majorana particles (especially in fermion-
number violating processes) is resolved by manually assigning a continuous fermion
flow6 to every fermion line in a Feynman diagram, as is illustrated in fig. (2.6).
Obviously, this fermion flow is simply a convention to facilitate the amplitude calculation,
and the matrix element cannot depend on its direction. The result of the reversal of the
fermion flow is the reversal of the corresponding fermionic current, as we have shown
in the previous paragraph yields the same current upon choosing consistent particle
and anti-particle wave functions. Once all fermionic currents have been assigned a
fermion flow, the algebraic expression for the Feynman diagram can be written down
following a unique prescription. The expression of the fermion current starts at the
end of the fermion flow line and the order of the Dirac matrices within the spinor
product is against this line. Dirac particles that are oriented along the fermion flow
behave as usual: their spinor wave function, propagators and vertex factors are not
affected by any reversal. Majorana particles in the current behave similarly: they can
6Not to be confused with fermion number flow, i.e. the arrow carried by Dirac particles.
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ψ
ψ
φ
φ
λ
Figure 2.6: A pair of charged scalars produced from a pair of fermions, mediated by a
Majorana particle in the t-channel.
be thought of as Dirac fermions with their arrow induced by the fermion flow. Dirac
particles that have an arrow against the flow are implemented with reversed Feynman
rules. External wave functions with their arrow antiparallel to the flow correspond to
the antiparticle’s spinor.
v(p, s)
u¯(p, s) u(p, s)
v¯(p, s)
Figure 2.7: Reversed spinor rules. The arrow above each leg denotes the chosen fermion
flow orientation. The momentum p flows from left to right.
Here as well the fermion flow imposes the fermion number flow of the external leg, and
the particle’s arrow can be ignored altogether. Propagators S(p) = (/p+m)/(p2 −m2)
of antiparallel Dirac particles are reversed and from the reversal rules (2.50) correspond
to backward-moving particles
iS(p)R = iS(−p)
Figure 2.8: Reversed fermion propagator. The momentum p flows from left to right.
Note that it is convenient to orient the internal momenta along the fermion flow to
avoid a plethora of minus signs, but by no means necessary. Finally there is the
prescription for fermionic vertices oriented against the adopted flow: whenever at least
one (Dirac-) fermionic leg of a vertex is oriented against the flow, the reversed Feynman
rule ΓR should be used.
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Figure 2.9: Reversed fermionic vertices. The dashed line denotes a bosonic field.
Note that vertices involving only Majorana fermions are never reversed, which corre-
sponds to the fact that such interactions have to be symmetric under flow reversal. We
also stress that on a diagrammatic level, no explicit charge conjugation appears, as
one essentially reverses full scalar quantities.
2.2.4 Recursive Rules for Majorana Fermions
The fermion flow prescription may be automated in a diagrammatic approach to scat-
tering amplitude calculation, but an extension to the recursive algorithm is somewhat
more tedious. The reason is that fermionic off-shell currents participate in several
diagrams, and the assignment of a fermion flow direction to such a (spinor-valued)
quantity may violate continuity in some of the contributing subamplitudes. In par-
ticular, if the algorithm does not have the possibilty to reverse the fermion flow of
any given off-shell current, there is no guarantee that a combination of two fermionic
currents respects the continuity of the fermion flow. Therefore we should allow the
explicit reversal of off-shell currents with a charge conjugation matrix, where a generic
column-type off-shell spinor
ψ = V i1...inS(p1)Γi1 . . . S(pn)Γinu(p, s) (2.58)
will upon reversal yield the row spinor
(C−1ψ)T = V i1...in v¯(p, s)ΓRinS(−pn) . . .ΓRi1S(−p1) . (2.59)
To minimize the number of reversals in the recursion, it is natural to choose the flow
direction for Dirac fermions parallel to the fermion number flow. Moreover, one can
choose the Majorana particles in the algorithm to exhibit the same behavior as Dirac
fermions, similar to the convention in the Majorana Feynman rules above. These
conventions then leads to the following prescription for the recursion:
• External Majorana particles are always treated as if they were Dirac fermions,
i.e. with the spinors u(p, s) and u¯(p, s) for respectively initial and final state
Majoranas.
64
2.2. Majorana Currents
• Internal Majorana particles propagate with the ordinary Dirac propagator S(p).
• At each vertex, the algorithm assumes an input Majorana current to behave like a
Dirac fermion–that is, a column spinor for external outgoing or internal currents
and a row spinor for incoming on-shell currents–and hence if a Majorana current
is produced, it must have Dirac particle behaviour. Therefore the fermion flow of
the produced Majorana current should be parallel to its momentum, which is
established by reversing the incoming fermionic current whenever necessary.
• At each vertex that produces a boson from two fermionic currents, a fermion flow
’clash’ can be unambiguously detected and resolved by an appropriate reversal of
one of the combined currents. By construction, this situation can only appear if
at least one of the input currents is Majorana-like. The convention adopted here
is that this current shall be reversed, and if both currents are Majorana fermions,
the (albeit arbitrary) first current is reversed. As a consequence, models with no
Majorana particles will never induce a reversal of currents in the recursion.
It is important to realise that the reversal mentioned should not modify the current itself,
but only a copy of the off-shell spinor, since other vertex combinations–contributing
to different Feynman graphs–might not require the current to be reversed. Therefore
we can absorb the current reversal in the vertex contraction routine, which leads to
the current combination rules illustrated in fig. (2.10) and (2.11). We point out that
ψ¯
φ−ΓRCψ¯T
φ−
ψ
φ+Γψ
φ+ψ
λ
(C−1λ)TΓψ
ψ¯
λ
ψ¯Γλ
λ
φ−Γλ
φ−
λ
φ+(C−1λ)TΓ
φ+
Figure 2.10: Reversed recursive current combinations. Lines labeled λ denote Majorana
currents, ψ denote Dirac currents and φ denote (possible charged) bosonic currents.
The momentum flows from left to right.
the recursive rules presented above are only a convention, as any current-reversing
self-consistent prescription will yield the same final amplitude. Moreover we note the
explicit usage of the charge conjugation matrix in the algorithm, needed to reverse full
fermionic off-shell currents.
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λ1
λ2
(C−1λ1)TΓλ2
λ
φΓλ
φ−
Figure 2.11: Reversed recursive current combinations involving two Majorana currents..
2.3 Coloured Amplitudes
The recursive approach to scattering amplitudes originated from the need to efficiently
evaluate multi-leg scattering processes in perturbative QCD. Because the gauge coupling
constant in the coloured sector is large, higher multiplicity partonic processes are
relevant backgrounds at high-energy colliders, especially for hadron machines such
as the LHC. Moreover, a partonic cross section requires a colour summation (or
sampling) at each phase space point, increasing the required number of amplitude
evaluations for a reliable estimation of the result. Consequently, almost all strategies
for multi-leg amplitude evaluation have been developed with QCD in mind, and vice
versa, multi-parton amplitudes serve as a benchmark for any parton-level Monte Carlo
generator.
2.3.1 The QCD Lagrangian
Quantum Chromodynamics, the theory that governs the dynamics of partons, is the
single nonabelian unbroken gauge theory observed in nature today. The description
of jets, hadrons and their constituents emanates–possibly nonperturbatively–from the
Lagrangian density of SU(Nc) Yang-Mills theory coupled diagonally to Nf flavours of
matter fields7,
LQCD = − 14FµνaFµνa +
Nf∑
k=1
ψ¯k(iγµDµ −mk)ψk + LGF + LFP . (2.60)
Here the third and fourth term on the left hand side, respectively denoted as the
gauge-fixing and Fadeev-Popov ghost Lagrangians, serve to unambiguously define the
gluon propagator. The Fadeev-Popov ghosts do not contribute to physical observables
at tree-level, and will therefore be ignored from this point. The gauge-fixing term
constitutes a Gaussian path integral and will be discussed later. The indices a, b, . . .
7In the standard model framework Nc = 3 and Nf = 6.
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indicate components in the (N2c − 1)-dimensional adjoint representation of the gauge
group, and whenever repeated, these are assumed to be summed over. The first term,
the gauge part, defines the dynamics of the gluon field Gaµ, related to the field strength
F by
F aµν = ∂µG
a
ν − ∂νGaµ − gfabcGbµGcν , (2.61)
with fabc the SU(Nc) structure constants and g the gauge coupling. Note that whereas
in abelian gauge theory the field strength term induces only plane wave kinematics of
the gauge field, here self-interactions appear, as the gluon itself carries colour charge.
The generators of the adjoint representation are trivially related to the structure
constants by
Sabc = −ifabc . (2.62)
The coloured matter fields transform under the Nc-dimensional fundamental represen-
tation of the gauge group. Components in this representation shall be denoted with
α, β, . . ., which we omitted in the fermionic current in the QCD Lagrangian (2.60), and
its generators shall be denoted by T a. The covariant derivative D acts on any field
according to its representation,
Dµφ
a = (δac ∂µ + igG
b
µS
b
ac)φ
c , (2.63)
Dµφ
α = (δαβ∂µ + igG
b
µT
b
αβ)φ
β ,
and acts as a partial dervative on colourless fields. The Lagrangian density above
defines a gauge theory because it is invariant under a local SU(Nc)-transformation
of the matter fields, upon transforming the gauge field simultaneuously. Such a
local transformation is defined by a adjoint representation-valued function θ and the
transformation rules
Gaµ → Gaµ +Dµθa ,
ψk → exp(−igθaT a)ψk , (2.64)
The T -matrices span the algebra of traceless Hermitian matrices. Both S- and T -bases
are mutually orthogonal w.r.t. the trace,
Tr(T aT b) = 12δ
ab , Tr(SaSb) = Ncδab (2.65)
This relation allows us to express the SU(Nc) structure constants in terms of the
matrix basis: multiplication of the Lie algebra relation [T a, T b] = ifabcT c with another
T yields
fabc = −2iTr([T a, T b]T c) , (2.66)
which allows us to eliminate all structure constants in the Feynman rules in favour of
a basis of the fundamental representation. Accordingly, all structure constants may
be eliminated from the full amplitude of any process. This leads to the well-known
decomposition of multi-gluon amplitudes into partial amplitudes [80],
Aa1...an(pλ1 , . . . , pλn) =
∑
P (2,...,n)
Tr(T a1T a2 . . . T an)A(pλ1 , . . . , pλn) , (2.67)
67
2.3. Coloured Amplitudes
where the sum is taken over the (n − 1)! permutations of (2 . . . n). The objects
A(pλ1 , . . . , pλn) on the right hand side are denoted partial or dual amplitudes. One
may compute these objects with the Feynman rules of QCD which have their colour
part ’stripped off’. Moreover these amplitudes are planar, i.e. constructed modulo
permutations of external gluons, as all such permutations have been accounted for in
the gauge-invariant summation8. This reduces the complexity of the recursive algorithm
calculating the partial amplitudes [59] to polynomial growth. However, to evaluate the
full amplitude, one must re-evaluate the partial amplitude a factorial number of times,
permuting the external helicities and momenta. For completeness, we mention that
(2.67) is not the only decomposition of gluon amplitudes; one may as well decompose
into traces of the adjoint representation matrices S [81].
2.3.2 Colour-Flow Decomposition
The QCD Lagrangian can be reformulated without any reference to the adjoint repre-
sentation by the substitution of the structure constants (2.66) and a redefinition of the
gluon field
(Gµ)αβ = G
c
µ(T
c)αβ , (2.68)
This matrix-valued gauge field is constrained to be Hermitian and traceless, which keeps
the number of independent components N2c −1 and the mapping (2.68) invertible. Note
that external gluons now carry two fundamental-representation indices: a colour and an
anti-colour, and accordingly all subamplitudes carry such indices. When rewriting the
QCD Lagrangian –or Feynman rules– in terms of the double fundamental-representation
gauge field, there is the following essential completeness relation for the T -matrices,
(T c)αβ(Tc)
γ
δ =
1
2
(
δαδ δ
γ
β −
1
Nc
δαβ δ
γ
δ
)
. (2.69)
Since the Lagrangian density is a scalar under the adjoint representation, all fundamen-
tal representation matrices will get contracted by the relation above, and we obtain
QCD Feynman rules which contain only combinations of Kronecker deltas as colour
parts. From a computational point of view, this simplifies matters significantly as one
no longer needs to contract currents with structure constants or T -matrices. Moreover,
gluons are treated on equal footing with quark pairs, and the resulting Feynman rules
reveal the conservation of colour flows, which makes such a formulation of nonabelian
gauge theory more intuitive.
We point out that there are two strategies to compute the amplitude in the colour-flow
representation. There is the traditional way, where one calculates the full amplitude
in one go; in this case one considers the Feynman rules as they transform under the
mapping Gcµ → 2(Gµ)αβ(T c)βα, which we shall adopt as colour-dressed Feynman rules.
On the other hand, one may wish to evaluate the partial amplitudes in (2.67). In this
8hence the alternative name colour-ordered amplitude.
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case it suffices to use only the planar parts of the colour factors, which we shall refer
to as colour-ordered Feynman rules.
The reformulated Lagrangian was studied in the context of U(Nc) gauge theory in [82].
For the unitary group, the second term in 2.69 is absent which further simplifies the
Feynman rules. For example, the gluon propagator in the SU(Nc)-theory contains a
cross-term of order 1/Nc which projects out the trace of the gluon [83], representing the
embedding of the special unitary group into U(Nc). However, due to the antisymmetry
properties of the gauge part of the Lagrangian, the ’white’ gluon of U(Nc) decouples
from the rest of the gluons, and can therefore be neglected in purely gluonic processes.
This can be readily seen from the colour-dressed three-gluon vertex expression [84, 85]
〈(Gµ)α1β1(Gν)α2β2(Gρ)α3β3〉 =
i
4
(δα1β2 δ
α2
β3
δα3β1 − δα1β3 δα2β1 δα3β2 )Vµνρ , (2.70)
where V denotes the Yang-Mills part of the vertex. The corresponding colour-ordered
−
α1
β1
β2
α3
β3
α2
β1
β2
α1
α3
β3
α2
Figure 2.12: Colour structure of the three-gluon vertex in the colour flow representation.
All momenta are assumed to be either incoming or outgoing.
Feynman rule only contains the first (planar) term. One can see that any contraction
of the colour part with δαiβi vanishes, and hence the gluon trace does not couple via
this interaction. The Yang-Mills 4-vertex has a similar colour structure [86], now with
six terms, one of which contributes in the colour-ordered amplitude.
The decoupling of the white gluon is a useful feature because it allows us to absorb the
off-diagonal part of the gluon propagator, which is proportional to the right hand side
of eq. (2.69) into the coupling to the matter fields. The unphysical degrees of freedom
couple to the fermions via the vector coupling and can hence act as a photon which
has to be subtracted. As a result, the gluon propagates diagonally9,
〈(Gµ)αβ(Gν)γδ〉 ∝ δαδ δγβ , (2.71)
and the vector coupling to the fermions projects out the trace of the gauge field,
〈G αµ βψ¯δψγ〉 ∝ (δαδ δγβ −
1
Nc
δαβ δ
γ
δ )γ
µ (2.72)
9to all orders in perturbation theory
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For colour-ordered amplitudes, the subleading term in Nc can be neglected, provided
− 1
Nc
α
β
δ
γ γ
δ
α
β
Figure 2.13: Colour structure of the gluon-quarks vertex in the colour flow representa-
tion. All momenta are assumed to be either incoming or outgoing.
one projects out the trace of all external gluons by acting on them with the right hand
side of eq. (2.69).
It was shown in [83] that the decomposition of the gluonic amplitude (2.67) in the
colour-flow representation takes the simple form
Aα1...αnβ1...βn (pλ1 , . . . , pλn) =
∑
P (2,...,n)
(δα1β2 δ
α2
β3
. . . δαnβ1 )A(pλ1 , . . . , pλn) . (2.73)
This decomposition could have been guessed from the observation that the gluonic
colour-ordered Feynman rules in the colour flow representation have all unit colour
factor and the conservation of the flow lines at the interactions. It allows for a fast
evaluation of the colour factors–which in this decomposition shall be named colour
strings–and has a natural way of being matched with a parton-shower algorithm.
Colour-flow decompositions of amplitudes involving quarks contain terms of higher
order in 1/Nc. In the colour-dressed case this immediately follows from the subleading
term in the vertex, for the colour-ordered amplitudes these terms arise by acting with
the projector (2.69) on the external gluons to subtract the U(1) gluon.
The colour-flow basis reduces the vertex colour factors of SU(N) to intuitive, sparse
tensors representing the conserved colour flow lines within the process. The colour
flow conservation has the important consequence that it enhances the efficiency of a
Monte-Carlo sampling over parton colours. The sampling algorithm may be restricted
to generate only colour assignments for which the number of colours of type α equals
the number of anti-colours, with the appropriate increased weight of the configuration.
Given such a configuration, the amplitude may be computed either via the decom-
position (2.73), adding all partial amplitudes for which the colour string matches, or
one may choose to apply the colour-dressed Feynman rules above to generate the full
matrix element at once. In the former case, the vertex factors and diagrams are planar
and all off-shell currents in the partial amplitudes are pure colour states, which allows
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a computer program to treat gluons and quarks as Lorentz vectors and spinors with an
extra integer representing the colour. In the latter case, the extra terms in the vertices
allow partonic off-shell currents with several colours.
In the limit Nc →∞, the colour-dressed and colour-ordered methods are essentially
identical. A colour-conserving configuration corresponds in this limit to one unique
colour string, and therefore only a single partial amplitude contributes to the grand
total. On the other hand, the subleading term in the fermion vertex vanishes in this
limit, and for the gluon self-interactions only one colour flow shall contribute, so that
all off-shell currents have a single colour quantum number. As noted in [82], this
situation corresponds to the zero-slope limit in scattering amplitudes of open strings,
corresponding to the external gluons. The infinite-colours limit is also omnipresent in
parton shower Monte Carlo algorithms, which makes interfacing the hard amplitude
generation with showering programs natural, at least concerning the matching of the
colour degrees of freedom.
2.3.3 Four-gluon vertex
In the previous discussion, the focus regarding the treatment of gluons was on the gluon-
matter interaction and the three-point self-interaction. The four-point self-interaction
does not play a significant roˆle because in practice it will be substituted by an auxiliary
tensor field Haµν coupled to the gluons. The tensor field is coloured and transforms
under the adjoint representation. At the level of the Lagrangian, the gluonic term can
be rewritten in terms of this field as
LG = −12H
a
µνH
aµν +
i√
2
HaµνF
aµν . (2.74)
Note that the field H propagates without momentum dependence,
〈HaµνHbρσ〉 = −iδab(gµρgνσ − gµσgνρ) , (2.75)
where the second term may be dropped in the recursive equations, since the antisym-
metry of the tensor field is always assured by its couplings to the gluons. The classical
field equation relates the auxiliary field to the gluon field by
Haµν =
i√
2
(∂µGaν − ∂νGaµ − gfabcGbµGcν) . (2.76)
The HF -term in the Lagrangian (2.74) can now be split into a term proportional to
Haµν∂µG
a
ν , which upon resubstitution of the tensor field by the right hand side above
yields the gluon kinetic term and Yang-Mills three-vertex, and a three-point coupling
〈HaµνGbρGcσ〉 =
g√
2
fabc(gµρgνσ − gµσgνρ) , (2.77)
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→ + +
Figure 2.14: Substitution of the four-gluon vertex by an auxiliary tensor field, indicated
by a double line.
where in the colour-flow representation the tensor field carries a colour and an anti-
colour index and couples to the gluons via the colour structure of eq. (2.70). The
auxiliary field substitution has the following advantages:
• Reduced technical complexity: the colour part of the four-gluon vertex is a rather
complex structure, and implementing it in a routine may be tedious. It is much
easier to implement the antisymmetric tensor propagator and its coupling to the
gluons above. Especially in our implementation, where colour and Lorentz parts
of the vertices and propagators are essentially independent modules.
• Better performance: the complexity of the recursive algorithm including a four-
point interaction grows faster than for models with only three-vertices, even if
there are more particle flavours and couplings in the latter.
• Monte-Carlo generation: in a decomposition of the phase space integrals according
to the participating Feynman diagrams, one usually decomposes all higher vertices
into three-point vertices.
Obviously, in a recursive algorithm one should take into account the recurrence relations
for the auxiliary tensor field, which contains only gluon fusion terms. Since H does not
correspond to a physical particle, it cannot appear as an external particle, and therefore
it is not necessary to include antisymmetric tensor wave functions or propagators in
the implementation. Such an implementation would have to store the off-shell currents
of the auxiliary field in memory, but this is usually a small price to pay for the gain in
CPU time. This increased performance has inspired the authors of [56] to decompose
all standard-model four-point vertices into three-point functions and auxiliary tensor
fields.
2.3.4 Colour-Dressed Recursion
In the previous sections, we have seen that the Feynman rules for colour-ordered
amplitudes are simpler than the colour-dressed equivalents, as the latter contain
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colour-permuted terms. This structure makes colour-ordered amplitudes much simpler
to evaluate, with a polynomial complexity growth as the number of legs increases.
However, with colour-dressed Feynman rules, the full amplitude is constructed at once,
and with the colour-flow Feynman rules, the computational time can be reduced to a
minimum. In the colour-dressed approach to QCD amplitudes, several colours may
propagate through an off-shell current, and therefore the subamplitude must be stored
as a multidimensional tensor. For generic external colour configurations, these tensors
are usually rather sparse, with more and more nonzero colour channels if many external
colours are of the same type. Therefore it is useful to keep track of the propagating
internal colour indices, which indicate the nonzero spacetime sub-tensors carrying the
corresponding colour. The colour-flow vertices can be expressed as combination rules
for the colour indices, which reduces the many contractions to Lorentz contractions of
the propagating sub-currents.
The gluon three-vertex in the colour-flow representation contributes following term to
the gluon recursive equations,
G αµ β(P )← G αµ β(P ) + g
∑
p1+p2=P
V νρµ (P, p1, p2)
(
G αν γ(p1)G
γ
ρ β(p2)
−G γν β(p1)G αρ γ(p2)
)
(2.78)
where V denotes the Lorentz part of the Yang-Mills three-vertex, in which we absorbed
the propagator of the produced current. The momenta above represent bit strings
within the recursive tree. In a colour-dressed formalism, the gluon currents carry
a set of pairs of indices, representing their propagating (anti-)colours. The current
combination rule above can be represented by a combination rule on such pairs by [86]
(α, β)← (α, γ)⊗ (γ, β)− (γ, β)⊗ (α, γ) . (2.79)
This combination rule corresponds to an algorithm which combines all colour index
pairs and compares if the first anti-colour equals the second colour or the first colour
equals the second anti-colours. In the former case, the Yang-Mills vertex is evaluated
with unit prefactor, in the latter case minus one. If all colour indices are equal, the
sub-currents give no contribution to the produced gluon. The recursion relations arising
from the antisymmetric tensor field of previous paragraph are similar.
The quark and antiquark will be denoted by index pairs with respectively anti-colour
and colour zero. The Gqq-vertex contributes to the gluon, quark and antiquark recursive
relations, where its contribution to the colour-part of the gluon recursive equation can
be represented by
(α, β)← (α, 0)⊗ (0, β)− δαβ
Nc
(γ, 0)⊗ (0, γ) . (2.80)
The combination rule therefore assigns weight 1 if the combined fermion colours are
not identical. If they are, the combination rule produces three diagonal gluons: two
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of them (for which the colours are different from those of the quarks) shall carry a
factor −1/Nc, while the third one gets assigned a factor (Nc − 1)/Nc, which ensures a
traceless grand total. The term in the fermionic recursive relations arising from the
gauge coupling has the colour combination rule
(α, 0)← (α, β)⊗ (β, 0) . (2.81)
Note the absence of a term proportional to 1/Nc projecting out the gluon trace.
Including this term in the production relation of the gluon (2.80) makes all gluonic
off-shell currents traceless and hence such terms in other relations obsolete. This
however requires external gluons to be traceless as well; a gluon of colour (α, α) shall
therefore correspond to the set of indices
Nc − 1
Nc
(α, α)−
∑
γ 6=α
(γ, γ) . (2.82)
Finally we note that if the final current is gluonic, the contraction with the external
gluon leg requires an extra factor 2 due to the normalisation of the fundamental
representation-matrices (2.65). The performance of the algorithm above is of the order
of N2c times better than algorithms using full contractions for gluonic processes. In
combination with a suitable algorithm sampling only colour-conserving configurations,
this provides an excellent competitor for the colour-flow decomposition [64]. One
peculiarity is that the performance of the colour-dressed algorithm, contrary to a naive
contraction, actually increases as Nc grows. This is due to the decreasing probability
of finding many identical external colours, and hence a decreasing number of off-shell
gluon currents that contribute.
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Figure 2.15: Computation time (in s) for n-gluon amplitudes for Nc = 3, comparing
adjoint-representation gluons with discrete and continuous colour flow representation
gluons. The discrete colour flow is optimised according to the combination rules above.
74
2.4. Implementation Details
2.4 Implementation Details
The recursive algorithm described sofar has been implemented as the C++ library
CAMORRA10 for calculating in leading-order matrix elements automatically and fully
numerically. The idea is to combine the power of recursion for high-multiplicity
processes with a model-independent approach, allowing maximal flexibility for the user.
As such, the library can serve as a matrix-element computing engine for a Monte-Carlo
generator, or be used to reweigh an existing sample of events. For the latter purpose
a Les Houches event interface [87] is provided, which reads events sequentially and
automatically builds the subprocess vertex trees. To achieve a performance competitive
with similar Fortran codes, the library relies heavily on template techniques, allowing
the compiler to inline the recursive relations and optimize the resulting machine
code. Hence, the bulk of the code consists of header files, which get compiled at the
construction of the model object files and when included in the final source code by the
user. This section summarises the paper [88], which contains a more detailed manual
of the package.
2.4.1 Program Outline
A rough sketch of the library is given by the flow chart in Fig. 2.16. The main
class which distributes a computation is called CM algorithm. It takes the model
type and incoming and outgoing particles as template parameters, which are therefore
compile-time constants and common to all subprocesses. An algorithm instance can be
created with a character string argument which represents the process one wishes to
evaluate, e.g.
CM_algorithm<QCD,2,3>myalgo("p,p > t,tbar,j");
At construction, the algorithm class will first create a (unique) instance of the model,
and a list of all possible currents for the process multiplicity, i.e. the number of
incoming and outgoing particles. This list is static, which means that all subprocesses
and algorithm instances of the same multiplicity in the program will make use of it.
Furthermore it decomposes the subprocess character strings and matches these with
particle names, creating an ordered list of subprocesses for efficient lookup and avoiding
double-counting. The next step is creating the recursive trees of off-shell currents and
vertices by calling
myalgo.construct_trees();
10Abbreviation of CAravaglios-MORetti Recursive Algorithm, freely available at
http://www.nikhef.nl/∼vdoord
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Figure 2.16: Outline of Camorra’s basic flow structure.
This method consecutively performs the following actions:
• Choose a final-current particle (by default the first one, but this can be manually
controlled) and set up the zero-level currents.
• Recursively recombine currents into higher-level ones according to the model’s
vertex content.
• When the highest-level currents are constructed, attempt to match with the
final current. Recursively run down the tree, deleting all vertices combining to
non-matching highest-level currents.
• Determine Fermi signs and fermion flow reversal flags.
The algorithm also contains an iterator running over the process list. It is controlled by
the algorithm’s set process member function, taking a character string argument of
the same form as before. Once a subprocess is selected, the user attains access to the
phase space instances of the external particles by calling myalgo.get phase space(i).
This interface depends on some compile-time data stored in the model class, which
will be explained below. The evaluation of the amplitude proceeds by calling
myalgo.evaluate();
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The evaluation first cleans the list of currents, setting all participating sub-amplitudes to
zero. Then it runs over its list of vertices, applying the series of recursive relations to the
off-shell currents. Finally it returns the contraction between the highest-level current
and the final one. The algorithm class also provides a spin- and colour-summation
version of the evaluation member function. These summations are performed in a
straightforward loop, with the optimisation that for each new configuration only those
currents are re-evaluated for which the helicities or colours were raised.
Interfacing with other Monte Carlo tools via the Les Houches standard format is
achieved by constructing a object of the LH interface type. This is a derived type
of the algorithm class, with extra functionality for reading and writing Les Houches
Accord event files. Les Houches input starts with the initialization block readout via the
member function read(filename.lhe), followed by the sequential event block readout
functions read event(), find process() and input event(). The first copies the
data into a memory buffer, the second searches the process list–creating a new tree
whenever the process was not found–and the third copies the momenta and colors
to the tree. If some masses in the event file do not match those in the model file
(containing effective quark masses, for example), the function rescale phase space()
performs a RAMBO-style rescaling [89]
~qi → ξ~qi, q0i →
√
ξ2|~qi|2 +m2i . (2.83)
of the rest-frame 3-momenta ~qi such that the invariant masses match the particle
masses mi in the model and momentum remains conserved. The latter condition is
met by choosing the scale factor ξ to be the unique zero of the function
√
s−
N∑
i=1
√
ξ2(q0i )2 +m
2
i , (2.84)
which can be rapidly found to arbitrary precision by Newton-Raphson iteration. After
boosting the momenta qµi to the lab frame, the program can work with on-shell
momenta, without for example suffering from large gauge violations11. The contraction
of the phase space induces an extra event weight, which is returned by the member
function get scaling weight(), and written to the output LHE-file. Output to such
a file is trivially achieved by calling the write(filename.lhe) method at initialization
and the write event() function subsequently.
The specialty of the CAMORRA library is the ability to deal with a broad range of
user-defined models. The current version supports theories containing scalar and vector
particles and fermions. For the latter both Dirac and Majorana representations are
allowed. Concerning interaction vertices, CAMORRA supports a range of built-in Lorentz
and color structures which can be arbitrarily combined. The modular structure of the
11On the other hand, one may choose to adapt the masses in the underlying model to the virtuality
of the external particles, provided incoming and outgoing particles of the same flavour have equal
effective masses in the input file.
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package makes it possible to construct new vertex structures without modifying any of
the existing code. The vertex multiplicity is however limited to four, where effective
theories containing higher rank vertices can be included by introducing auxiliary fields.
Many contractions with sparse matrices, such as Dirac matrices and colour-flow tensors,
are coded by hand and can be inlined by the template technique allowing the compiler
to optimise the current combinations and avoid the construction of temporary tensors.
Furthermore all couplings, masses and decay widths in a model are passed by reference
and hence can be modified at runtime without having to invoke any function updating
the recursive relations.
The underlying models are implemented as a class type containing a particular set
of compile-time data, static constants and type definitions, and runtime data to
incorporate the couplings, masses etc. The former determine the way vertex functions
and particle wave functions get compiled into executable code, and cannot be changed
throughout the running of the program. The constants are used in the constructor of
the model class, which contains the particle and vertex definitions, e.g.
typedef adjoint_rep< SU<3> > g_rep;
typedef fundamental_rep< SU<3> > q_rep;
add_vector<Feynman_gauge,g_rep>("g",21);
add_fermions<q_rep>("b","bbar",&mb,5);
add_vertex<colour_tensor::T<q_rep>,vff>("g","bbar","b",&gbb);
where mb is a floating-point number with the mass of the b-quark as value, and gbb is a
complex variable holding the value of the strong coupling constant. More information
on the insertion of particles and vertices can be found in appendix 2.A. Furthermore,
the model constructor may contain statements that define collections of particles, e.g.
construct_family("j","u,ubar,d,dbar,c,cbar,s,sbar,b,bbar");
so that the usage of the letter j in a particle list results in the construction of a list of
sub-processes.
2.4.2 Polarisations and Gauges
Polarised states for external fermions were constructed using the spinor helicity for-
malism explained in paragraph (2.2.1). In the compile-time data block of the model
class, the static integer constant beam direction is used to construct the basic spinor
Lorentz vectors k0 and k1, assuming no outgoing fermion momenta shall be exactly
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parallel to the perpendicular axes to the beam direction. The compile-time type
definition Dirac algebra type is then used to construct the basis spinors u± which
define the massless helicity spinors by eq. (2.32). The type definition reflects the choice
of the basis of Dirac matrices that are used throughout the computation, which is
useful to be variable for checking purposes.
The construction of massive spinor polarisation states by CAMORRA requires an extra
piece of (compile-time) information, which determines the choice of the spin vector
(2.34). This is provided by the type definition spin vector type, which can set to
various choices [90]:
KS type : sµ(p) =
pµ
m
− mk
µ
0
p · k0 ,
helicity type : sµ(p) =
p0pµ −m2δµ0
m|~p| , (2.85)
polarised type : sµ(p) = δiµ − p
i
m(p0 +m)
(pµ +mδµ0 ) ,
where i denotes the beam direction. The massive spinor polarised states are then
constructed using eq. (2.38). The anti-particle spinors, either massless or massive, are
constructed by applying the charge conjugation on the spinor states. As mentioned in
previous sections, this convention assures that all fermion wave functions are compatible
with the current reversals that may occur in processes containing Majorana fermions.
The polarisation states of vector particles can be constructed using the basis spinors,
together with a third massless Lorentz vector k2 that is not parallel to any of the external
momenta or k0 or k1. This vector is automatically constructed in the implementation by
setting k2 = k1 + (1, 0, 0, 0). The helicity vector states ε
µ
±(p) for a lightlike momentum
p are defined by
ελ(p) · p = 0 , ελ(p) · εκ(p) = δλκ − 1 , εµ−λ(p) = (εµλ(p))∗ . (2.86)
The helicity vectors can be constructed using k2 by [74]
ε µλ (p) =
1√
4p · k2
u¯λ(p)γµuλ(k2) . (2.87)
The spacetime class also defines a function splitting a massive momentum p into two
massless vectors p1 and p2 whose spatial parts are (anti-)parallel to ~p. The massive
vector polarisation states are then evaluated from
ε µλ (p) =
1√
2m
u¯λ(p1)γµuλ(p2) , ε
µ
0 =
pµ1 − pµ2
m
. (2.88)
For the standard choices of Dirac algebra basis and beam direction the formulas above
were evaluated symbolically using MAPLE and the resulting expressions coded by
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hand. For nonstandard bases of e.g. the Dirac algebra basis, the contractions have to
be performed for each event and CAMORRA will produce helicity amplitudes at a lower
rate.
The definition of vector particles in a model class requires an extra template parameter
reflecting the gauge choice for the propagation of the corresponding vector currents.
This freedom is due to the fact that vector fields usually arise from an internal
(possibly broken) gauge symmetry of the theory, which introduces an ambiguity in the
quantisation procedure. As a result, one faces the freedom to choose a set of Feynman
rules where the vector boson propagator can take various forms, and accordingly ghost
fields and possibly would-be Goldstone bosons have to included to make scattering
amplitudes gauge-invariant. The choices provided by our implementation are
Feynman gauge : Πµν(p,m) =
−igµν
p2 −m2 ,
unitary gauge : Πµν(p,m) =
−igµν + ipµpν/m2
p2 −m2 , (2.89)
Πµν(p, 0) =
−igµν + ipµpν/p2
p2
,
R vector gauge : Πµν(p,m) =
−igµν + i(1− ξ)pµpν/(p2 − ξm2)
p2 −m2 .
In broken gauge theories such as the electroweak sector of the standard model, the
would-be Goldstone bosons are related to the choices above to ensure gauge invariance.
In the Feynman gauge these are present and propagate as ordinary scalars, whereas in
the unitary gauge they are absent. In the Rξ gauge, the Goldstones depend on the
parameter ξ by
R scalar gauge : Π(p,m) =
i
p2 − ξm2 . (2.90)
The value of ξ is static and can be accessed by R gauge<model type::xi (multiple ξ
values within a model are not supported).
2.4.3 Finite Widths
The various gauge choices above allow us to build gauge-invariant sets of Feynman
rules, and hence physically sound scattering amplitudes that show the correct high-
energy behaviour. These remain however leading-order quantities, with singular
behaviour in phase space regions wherever an internal line approaches the on-shell
limit p2 → m2. These regions correspond to timelike momentum channels in which
unstable massive particles propagate12. The singularaties can be resolved by a partial
12The limit may be approached for massless particles in spacelike channels, leading to forward
scattering singularities.
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Dyson resummation of self-energy diagrams, which effectively adds a term of the form
iΓp2/m in the denominator of the resonant propagator. In the fixed width scheme the
pole mass is everywhere (including spacelike channels) substituted in this term, leading
to the denominator
p2 −m2 + imΓ . (2.91)
Unfortunately, this procedure destroys gauge invariance of amplitudes involving massive
gauge bosons. This is due to the fact that the higher order self-energy diagrams in
the summation leading to (2.91) do not form a gauge invariant subset. As a result,
the gauge cancellations that ensure the unitary high-energy behaviour of these matrix
elements are destroyed upon a naive substitution of the propagators. In the electroweak
standard model for example, the symmetry breaking mechanism relates the gauge
boson couplings to their masses in such a way that the high-energy divergences are
cancelled order by order in perturbation theory. The inclusion of finite widths can be
viewed as a modification of the masses which destroys these algebraic relations, leading
to unitarity-violating high-energy behaviour.
There are several schemes to preserve gauge cancellations while including finite widths
[91], some of which involve the calculation of next-to-leading order fermion-loop correc-
tions in a running width scheme [92]. In a fully numerical leading-order computation,
the complex mass scheme [93, 94] is the simplest choice. The method is based upon
the observation that the Breit-Wigner peak (2.91) is equivalent to shifting the bare
propagator masses into the complex plane,
1
p2 −m2 + imΓ =
1
p2 − µ2 , µ =
√
m2 − imΓ . (2.92)
In the complex mass scheme, all masses are substituted by the complex quantities
above, and couplings and parameters that depend on these masses are analytically
continued into the complex plane, e.g.
cos2 θW → µ2W /µ2Z . (2.93)
Clearly the scheme introduces complex parts in the couplings of order Γ/m and
unphysical decay widths in spacelike momentum channels, but the resulting spurious
terms are of a higher perturbative order and cannot be enhanced because they are
gauge invariant. For completeness we mention that the scheme can be consistently
extended to the one-loop case [94].
The implementation of the standard model in CAMORRA takes as input parameters the
quark and lepton masses, the CKM mixing matrix and the electroweak parameters
MZ , MH , αem, GF , (2.94)
to evaluate the gauge boson and Higgs (leading order) decay widths, and subsequently
computes the couplings using the complex mass scheme above with the standard model
Feynman rules of [95]. By default, all fermions are massless except the τ -lepton and
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the c, b, t quarks, and mixing between the first and third family is by default absent.
The nonzero values were taken from the particle data group [96], but all parameters
can be changed by the user of the library at runtime. For the strongly-interacting
sector, the input is the value of the strong coupling αs at a given scale QCD scale, by
default equal to MZ . The strong coupling at the given input scale µ is calculated from
the leading-order running coupling [14]
αs(µ) =
αs(M)
1 + (b0αs(M)/2pi) log(µ/M)
(2.95)
where M is the reference scale and
b0 =
11
3
Nc − 23Nf , (2.96)
Nf being the number of active quark flavours contributing at the coupling at the given
scale, which by default 7 (excluding the top quark). The running of the weak coupling
is neglected in the standard model class.
2.4.4 Testing matrix elements
The tree-building algorithms in the implementation were checked against known results
for various models (φ3, φ3+φ4, QED, QCD) up to 10 final-state particles. The numerical
routines–current contraction, propagation and wave functions–and implemented models
were extensively validated on an event-by-event basis. All momenta, helicities and
colours of the test events were generated randomly and uniformly to avoid biased
results. The resulting matrix elements were checked up to a relative precision of 10−11
within a double-precision compilation of the code. These tests included
• recursive relation consistency checks (especially of the Majorana Feynman rules)
by rotating the choice of the final current in the vertex tree. Such a test may
also fail if the model violates the CPT-theorem.
• Fermion contraction routine checks by comparing results in the Dirac and Weyl
bases for gamma matrices and spinor wave functions,
• Helicity wave functions checks for normalization, mutual orthogonality and
transversality. Independence of spin-summed amplitudes with respect to the
choice of the spin vector (2.85).
• Model implementation checks (especially for the EWSM and SM classes) by compar-
ing amplitudes in different gauges.
• Color structure checks by comparing corresponding adjoint and color-flow ampli-
tudes. Color combinations in the discrete color flow mode were compared against
the continuous case.
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• Direct comparison of helicity amplitudes by alternative computations, such as
[73] and the vanishing Parke-Taylor amplitudes in QCD [97, 59, 98].
• Cross checks between supersymmetric and ordinary QCD helicity amplitudes
[99], e.g.
A6g(k+1 , k
+
2 , k
+
3 , k
−
4 , k
−
5 , k
+
6 ) = −
〈k4k5〉
〈k4k6〉A
4g2g˜(k+1 , k
+
2 , k
+
3 , k
−
4 , k
+
5 , k
+
6 )
where 〈kikj〉 denotes the spinor product u¯−(ki)u+(kj).
All the tests are included in the source directory of the library and can be compiled
and executed by the make check command. Note that the user may destroy gauge
invariance in the predefined model classes by modifying certain coupling constants
or masses. Upon calling the refresh couplings() and refresh widths() member
functions, all couplings, decay widths and complex masses are re-evaluated from the
input parameters (2.94) and gauge invariance is restored.
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2.A Model definition in CAMORRA
To implement a new physics model, one derives a class from the model<derived model>
class template. The relevant data to CAMORRA contained in this class is separated into
two groups: global, compile-time statements and a constructor consisting of a series
of particle and vertex additions. The model’s header file would for example look as
follows,
class mymodel: public model<mymodel>
public:
typedef double value_type;
typedef Minkowski_type spacetime_type;
typedef Pauli_basis Dirac_algebra_type;
typedef helicity_type spin_vector_type;
typedef colour_flow colour_treatment;
static const unsigned dimension=4;
static const beam_direction=3;
static const bool coloured=true;
static const bool continuous_helicities=true;
static const bool continuous_colours=false;
static value_type masses;
std::complex<value_type> couplings;
mymodel();
;
The class contains two types of compile-time data: type definitions and static integer
constants. Furthermore we declared some static constants that will appear in the
Feynman rules, a particle mass and a (complex) coupling. The type definitions must
contain
1. value type: defines the numerical type used throughout the computation of
matrix elements for the model. One can choose any floating-point type for which
the standard library’s math functions are supported.
2. spacetime type: defines together with the dimension the space-time metric used
by the program. Choosing Euclidean type compiles all vector contractions to
Euclidean inner products. However, in the current version the spinor and vector
wave functions are only defined in four-dimensional Minkowski space. If the
dimension is zero, this type definition is not necessary.
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3. Dirac algebra type: defines the basis of Dirac matrices, which affects the spinor
contractions and fermion wave functions. This type definition is not necessary if
no fermions appear in the model. The other basis provided by the library is the
Weyl basis.
4. spin vector type: specifies the spin vector choice for massive spinor wave
functions, see (2.85).
5. colour treatment: specifies the policy involving adjoint-representation objects
of SU(N). For the choice above, gluons are represented by a quark-antiquark
pair, whereas the adjoint option treats them as octets.
The static integer constants define the dimension of the spacetime, the beam direction
of the collider and boolean constants denoting whether the model allows internal
symmetries and the treatment of spin and colour degrees of freedom. In the source
file, the static masses and couplings are given (default) values and the constructor
is implemented. The latter method should begin with the definition of the particle
content
add_scalar<representation>(arguments);
add_fermion<representation>(arguments);
add_vector<representation,gauge>(arguments);
where the argument list constains the name, mass and width variables and PDG
identification code of the particle,
string name,value_type* mass=0,value_type* width=0,int id=0
where we denoted the default values (the null pointer is interpreted by the program
as zero value). The representation is an optional template parameter type denoting
the color degrees of freedom of the field. Currently fundamental rep< SU<N> > or
adjoint rep< SU<N> > are supported. Representation types may be chained using the
compose<> class template to define particles with multiple colors. The gauge template
parameter in the vector particle definition however is obligatory for it defines the
propagator of the boson, where one chooses from (2.89). Note that the definitions
above are interpreted by the program as self-conjugate particles, and the fermion will
therefore behave Majorana-like. To implement a particle-anti-particle pair, one calls
the corresponding add scalars, add fermions or add vectors, where the argument
list contains an extra character string argument after the first denoting the name of
the anti-particle. After the series of particle definitions, the vertex insertion functions
can be used to define interactions. These are of the form
add_vertex<colour structure,spacetime structure>(particles,couplings);
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vertex class arguments couplings Feynman rule
sss S1, S2, S3 1 c1
ssss S1, S2, S3, S4 1 c1
svv S1, V
µ
2 , V
ν
3 1 c1g
µν
ssvv S1, S2, V
µ
3 , V
ν
4 1 c1g
µν
vss V µ1 , S2, S3 1 c1(p2 − p3)µ
vvv V µ1 , V
ν
2 , V
ρ
3 1 c1
(
gµν(p1 − p2)ρ + gµρ(p3 − p1)ν
+gνρ(p2 − p3)µ
)
vvvv V µ1 , V
ν
2 , V
ρ
3 , V
σ
4 1 c1(2g
µρgνσ − gµνgρσ − gµσgνρ)
sff S1, Fα2 , F
β
3 1 c1δ
αβ
sff5 S1, Fα2 , F
β
3 1 c1γ
αβ
5
sffL S1, Fα2 , F
β
3 1
1
2c1(1 + γ5)
αβ
sffR S1, Fα2 , F
β
3 1
1
2c1(1− γ5)αβ
sffVA S1, Fα2 , F
β
3 2 (c1 + c2γ5)
αβ
sffLR S1, Fα2 , F
β
3 2
1
2 (c1 + c2 + (c1 − c2)γ5)αβ
vff V µ1 , F
α
2 , F
β
3 1 c1(γ
µ)αβ
vff5 V µ1 , F
α
2 , F
β
3 1 c1(γ5γ
µ)αβ
vffL V µ1 , F
α
2 , F
β
3 1
1
2c1((1 + γ5)γ
µ)αβ
vffR V µ1 , F
α
2 , F
β
3 1
1
2c1((1− γ5)γµ)αβ
vffVA V µ1 , F
α
2 , F
β
3 2 ((c1 + c2γ5)γ
µ)αβ
vffLR V µ1 , F
α
2 , F
β
3 2
1
2 ((c1 + c2 + (c1 − c2)γ5)γµ)αβ
symtvv Tµν1 , V
ρ
2 , V
σ
3 1 c1(g
µρgνσ + gµσgνρ)
asymtvv Tµν1 , V
ρ
2 , V
σ
3 1 c1(g
µρgνσ − gµσgνρ)
Table 2.2: Available Feynman rules in the library. The second column denotes the
types of the particle arguments in the add vertex function, where S denotes a scalar,
V a vector, F a fermion and T a tensor type. The number of coupling constants is
listed in the third column, represented by c1, c2, . . . in the last column.
where the argument list contains three or four particle names and the couplings are
pointers to complex floating-point numbers. Usually only one coupling is allowed,
except for the V-A type Lorentz structures which require two (see table 2.2), e.g.
typedef fundamental_rep< SU<3> > triplet;
typedef colour_tensor::d<triplet,1,2> deltaqq;
add_vertex<deltaqq,vffVA>("Z","ubar","u",&cV,&cA);
This inserts a coupling of the form δαβγµ(cV + cAγ5), where the couplings cV and
cA are some (static) complex variables defined in the enclosing class. Note that
the colour structure colour tensor::d–all colour structures are defined within the
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tensor class arguments colour factor
d<R, i, j> {φiα, φjβ} δαβ
dd<R, i, j, k, l> {φiα, φjβ , φkγφlδ} δαγδβδ
dd plus<R, i, j, k, l> {φiα, φjβ , φkγφlδ} δαγδβδ + δαδδβγ
dd min<R, i, j, k, l> {φiα, φjβ , φkγφlδ} δαγδβδ − δαδδβγ
f<G, i, j, k> {φai , φbj , φck} fabc
ff contr<G, i, j, k, l> {φai , φbj , φck, φdl } fabef cde
T<R, i, j, k> {φai , φjα, φkβ} T aαβ
TT<R, i, j, k, l> {φai , φbj , φkα, φlβ} T aαγT bγβ
TT plus<R, i, j, k, l> {φai , φbj , φkα, φlβ} T aαγT bγβ + T bαγT aγβ
TT min<R, i, j, k, l> {φai , φbj , φkα, φlβ} T aαγT bγβ − T bαγT aγβ
TT contr<R, i, j, k, l> {φiα, φjβ , φkγ , φlδ} T aαβTaγδ
Table 2.3: Available colour structures in the package. The first template argument of
the color tensor class is either a group type (G) or a representation type (R). The other
arguments are distinct integers i, j, . . . which determine the ordering of the multiplet
argument list in the second column. In the third column the adjoint-representation
indices are labeled a, b, . . . and other representation indices by α, β, . . ..
colour tensor namespace–carries a representation template parameter, defining the
range of the contracted indices, and two integer parameters denoting which particles
in the vertex are contracted (starting from 0 for the first participant). Again there is
the possibility to compose color structures for vertices with multiply-colored legs with
the template type compose<...>.
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Chapter 3
Phase-Space Generation
In the previous chapter we extensively treated techniques to compute multi-leg particle
scattering amplitudes. The scattering matrix in particle physics defines the probability
measure on the Hilbert space of (asymptotically) free states, and physical observables
must be integrated over this measure. The most basic observable is the transition rate
or cross section, simply the integral of the squared matrix element,
σ = F (sˆ)
∫
PS
dΦ
1
nλncnsym
∑
{λi},{ci}
|M(Φ, λi, ci)|2 , (3.1)
where the sum runs over all external state helicities and colours and the integration
domain is restricted to the space of physical positive energy on-shell momenta, possible
further restricted by cuts. The factor F represents the initial state flux, which depends
on the partonic invariant mass
√
sˆ, and the factors nλ and nc denote averaging factors
for the respective initial state spins and colours. The symmetry factor nsym counts the
identical permutations of the final state flavours and cancels the double phase space
integration of identical particles. A physical observable O is distributed according to the
differential cross section dσ/dO and corresponds to an integral over the complementary
phase space. Therefore, an efficient integration of the scattering amplitudes over
the physical phase space is indispensable to make testable predictions in scattering
experiments.
The integration of the scattering matrix presents a computational challenge due to
the complexity of the domain –typically high-dimensional with multiple cuts– and
the fluctuating, computationally costly integrand. Analytic approaches are almost
never an option because of these complications, and moreover, the matrix elements
are implemented fully numerically in the recursive approach. In particle physics the
method of choice to evaluate the cross section is by Monte Carlo integration, where the
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integral is approximated by its mean over a uniformly distributed (pseudo-) random
set of phase space points, so-called events Φi,
〈f〉PS = 1
N
N∑
i=1
wi , wi = vol(PS)f(Φi) . (3.2)
The numbers wi are denoted the Monte Carlo weights, whose mean converges to the
required integral. This approach has the following advantages,
• As the multiplicity of the final state increases, the dimensionality of the domain
becomes quite large, which turns many numerical integration methods very
inefficient. The Monte Carlo technique predicts a statistical error on the estimate
which decreases like √
〈f2〉PS − 〈f〉2PS ∝
1√
N
(3.3)
where N denotes the number of thrown points. Note however that the statistical
error has its own Monte Carlo error and therefore its decrease with N−1/2 is sub-
ject to statistical fluctuations as well. These fluctuations and the proportionality
factor in (3.3) can be minimised by optimisation techniques. The resulting statis-
tical error on the resulting cross section can then reliably be made smaller than
the intrinsic theoretical error on the integrand, which arises from the truncation
of the perturbative series.
• Phase space cuts are easily implemented in a Monte Carlo integration procedure
by assigning a zero weight to points that fall outside the domain. The decrease
in efficiency due to the rejections may be countered by adaptive optimisation
techniques.
• The Monte Carlo method provides a natural way to simulate scattering processes
through the procedure of unweighting. In this way, the calculation of a cross
section may serve as a parton-level simulation of the process, and the resulting
sample may serve as input for the experimental analysis.
• Once a cross section is computed and the produced events are stored to disk,
distributions of physical observables may be constructed immediately with analysis
and histogramming tools.
In practice, sampling phase space points randomly with a uniform density yields a
poor performance due to the peaking structure of the integrand and phase space cuts.
Several optimisation techniques have been developed to improve Monte Carlo estimates.
The approach of the optimisation methods is essentially to throw the phase space
points Φi nonuniformly–say according to a normalised density ρ–so that the weights
are modified to
wi =
f(Φi)
ρ(Φi)
. (3.4)
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If ρ is chosen appropriately to cancel the peaks in the integrand, the optimised weights
are less fluctuating, which improves the convergence of their mean value. The decreased
error is often (but not always) accompanied by an increased Monte Carlo efficiency.
This parameter is a measure for the rate at which the algorithm is able to produce
unweighted events by applying a simple hit-and-miss filtering,
MC =
〈w〉
wmax
, (3.5)
where the denominator denotes the mean weight, i.e. the estimate of the cross section.
On the other hand, optimisation methods usually increase the generation time of events,
and we shall therefore not only compare variances and efficiencies, but rather look at
the gain in computation time of the cross section to a required precision and generation
time of unweighted events.
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3.1 Helicity & Colour Sampling
Contrary to diagrammatic methods, the recursive approach to scattering amplitudes
cannot produce spin- or colour-summed matrix elements. The sum∑
{λi},{ai}
|M|2 (3.6)
over external helicities and colours has therefore to be performed explicitly in a loop,
or approximated by Monte Carlo sampling. Especially for processes with many legs,
the exact summation (over colours) can become a critical performance penalty, and one
has no choice but to resort to sampling. Moreover, a parton shower and hadronisation
algorithm usually requires input events with definite colour configuration, which is
hard and unnatural to construct if these degrees of freedom are integrated out of the
scattering matrix element.
We have investigated two approaches to the sampling of these variables: the discrete
and continuous sampling. In the first case we choose a definite helicity or colour
configuration for every event in such a way that the final cross section approaches the
full sum. In the continuous case we do not sample over pure helicity or colour states
but rather superpositions and hence integrate over their quantum mechanical phases.
In the latter case, the algorithm that provides the amplitudes has to be equipped to
accept external particles without definite helicity or colour, which is fulfilled by our
implementation of the Caravaglios-Moretti recursion.
The final choice for a particular method is based upon the accuracy of the estimates
and the speed of matrix element evaluations. One should however also consider possible
interfacing with parton-shower generators. These algorithms usually require a colour
string as input, which is nontrivial to construct when sampling a finite number of
colours.
3.1.1 Helicity Sampling
We have considered only the uniform sampling of definite helicities, which comes down
to throwing a die for each external particle within its range of allowed spin states. This
corresponds to replacing the sum over a spin degree of freedom by a single randomly
chosen state, ∑
λ
|M(λ)|2 → wn|M(λn)|2 (3.7)
The sampled helicity comes with Monte Carlo weight wn, which is independent of its
value, and equals the number of physical spin states of the particle: 1 for a scalar, 2 for
fermions or massless vector particles and 3 for massive vectors. Since all helicities are
92
3.1. Helicity & Colour Sampling
sampled independently, the full helicity weight factorises to the product of the above
values. Obviously, the replacement speeds up the evaluation time per event because
the explicit sum is omitted. We expect however that for processes producing polarised
fermions the uniform Monte Carlo method becomes inefficient.
The idea of continuous helicity sampling is to replace the sum over polarisations by
an integral over a continuous set of wave functions, which can then be approximated
by continuous Monte Carlo integration. The parameterised set of states should be
constructed to fulfill the completeness relation such that upon averaging over the phase
parameter one obtains the projector
Π(p) =
∑
s
|p, s〉〈p, s| . (3.8)
This can be achieved by choosing the parameterised states to be superpositions of
helicity states with opposite phases, e.g.
εµθ (p) = e
−iθεµ−(p) + e
iθεµ+(p) (3.9)
for a massless vector particle. Note that these states are real under complex conjugation,
and upon the correct normalisation integrate to the massless projector,
1
2pi
∫ 2pi
0
dθεµθ (p)(ε
ν
θ (p))
∗ =
∑
λ=±
εµλ(p)(ε
ν
λ(p))
∗ . (3.10)
If the phase θ is therefore uniformly sampled within [0, 2pi) with unit weight, the mean
of |M|2 shall converge to the spin-summed amplitude. For the massive vector bosons
the phase corresponding to the longitudinally polarised state is conjugate to itself, and
chosen to be unity,
εµθ (p) = e
−iθεµ−(p) + ε
µ
L(p) + e
iθεµ+(p) . (3.11)
Note that the range of the phase must be a multiple of 2pi to include the longitudinal
polarisation (instead of pi, as in [85]) for longitudinal-transverse cross terms in the
integral (3.10) to vanish. The continuous fermion states are constructed similarly to
the vectors, e.g.
uθ(p) = e−iθu(p,−s) + eiθu(p, s) (3.12)
and analogously the parameterised set of anti-spinors is defined. Obviously, external
scalar particles do not possess a phase to be integrated over, and do not contribute to
the helicity Monte Carlo weight.
Comparing the continuous sampling to the dice throwing, it has become clear that the
former performs better, even for processes without purely polarised particle production
as one can see for example in fig. (3.1). This is due to the fact that a uniform sampling
algorithm poorly reproduces spin correlations, whereas the continuous helicities may
always cover this behaviour to some extent. Since the evaluation time of continuous-
helicity matrix elements does not differ significantly from the pure helicity amplitudes,
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Figure 3.1: Comparison of Monte Carlo errors between discrete (blue) and continuous
(red) helicity sampling as a function of the number of thrown helicity configurations.
On the left, the helicity sum for a generic phase space point for e+e− → µ+µ−e+e− is
sampled, on the right the process e+e− → µ+νµe−ν¯e. The black line denotes the exact
sum over helicities, and the vertical axis stretches over this value ±50%.
final state ∆tCMC/∆tsum ∆tDMC/∆tsum
e+e− 1 1
e+e−γ 0.24 0.41
e+e−e+e− 0.32 0.57
e+νee
−ν¯e 0.07 1.61
e+νeµ
−ν¯µ 0.04 1.28
Table 3.1: Comparison between helicity summation and sampling. ∆tsum, ∆tCMC and
∆tDMC denote the time spent to calculate the standard model partonic cross section
e+e− → final state to 1% accuracy for respectively a full helicity summation, continuous
and discrete helicity sampling.
the continuous approach is clearly preferable. In comparison with a full helicity sum–
where the loop has been optimised to evaluate only the necessary currents–we have
observed that the continuous helicity sampling reduces the evaluation of many cross
sections by an order of magnitude, as illustrated in table (3.1).
3.1.2 Colour Sampling
Similarly to the helicities, the sum over colours may be approximated by Monte Carlo
sampling. For coloured cross sections, the explicit summation poses a serious bottleneck
to the performance, especially for processes with multiple gluonic external legs, which
are dominant in today’s generation of hadron colliders. The situation for the colour
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degrees of freedom is however qualitatively different due to the following considerations:
• Matrix elements with continuous colours or with gluons in the adjoint repre-
sentation have roughly equal evaluation time. In the colour flow representation
however, the evaluation time is almost an order of magnitude shorter.
• Colour degrees of freedom are correlated among themselves as well as with the
kinematics, but these correlations can only be understood within the colour-flow
formulation of the strongly-interacting sector.
• Interfacing with a parton shower Monte Carlo is cumbersome for particles in the
adjoint representation, as these programs usually assume partonic final states in
the Nc → ∞ limit of the colour flow representation. They also assume colour
eigenstates, so continuous Monte Carlo prevents showering and hadronisation by
currently available methods.
Note that the colour-dressed Caravaglios-Moretti algorithm for the matrix element
requires a definite colour or a superposition thereof for each partonic external leg, i.e. it
assumes a colour assignment. On the other hand there is the Berends-Giele recursion,
which only requires a particular ordering of the (coloured) external legs to produce a
partial amplitude. In this approach the colour-summed amplitude arises as a sum over
colour orderings [100, 86], ∑
I,J
(Nc)m(I,J)A∗IAJ , (3.13)
where I, J denote all permutations of (n− 1) legs and m(I, J) counts their number of
common cycles. For a moderate number of partons, this sum is faster to evaluate than to
loop over the colour-dressed recursive tree because it only requires one evaluation of the
partial amplitudes. However as the number of legs increases beyond the number of gluon
colours, the number of these subamplitudes grows like (n− 1)!, and a colour sampling
technique becomes feasible. Unfortunately, off-diagonal terms in the summation (3.13)
may become negative, and these destructive interferences make a Monte-Carlo approach
cumbersome. These off-diagonal terms vanish in the Nc →∞ limit, and all diagonal
partial amplitudes share the same prefactor Nn−2c (N
2
c − 1).
The colour-dressed recursion is suitable for Monte Carlo sampling over colours because
there are no off-diagonal terms in the sum over colours. In the discrete case, the
sampling is straightforward by throwing a random integer in the required range, which
represents the contributing factor to the event weight. The gluons in the colour-flow
representation each contribute an extra factor one half due to the normalisation of the
Gell-Mann matrices (2.65). For the gluons in this approach we expect a slightly lower
efficiency due to the sampling of the unphysical trace part. For the continuous colour
sampling, the strategy is to replace the colour basis |i〉 states by a continuous set of
95
3.1. Helicity & Colour Sampling
 20000  40000  60000  80000  100000
10-1
100
101
102
103 104 105
2g continuous
2g discrete
3g continuous
3g discrete
4g continuous
4g discrete
Figure 3.2: Left: Comparison of Monte Carlo errors between discrete (blue) and contin-
uous (red) colour sampling as a function of the number of thrown colour configurations.
Right: evolution of the relative Monte Carlo errors for gg → ng for n=2,3,4.
states |φ〉 which respects the completeness relation,
1
vol(M)
∫
M
dφ|φ〉〈φ| =
∑
i
|i〉〈i| , (3.14)
where M denotes the parameter space. There are several ways to achieve such a
substitution, one using more dimensions than the other. The minimal choice to
extend a summation over n orthonormal basis vectors |i〉 to an integration over the
n-dimensional torus U(1)× . . .× U(1), e.g.
|θ1, . . . , θn〉 ≡ eiθ1 |1〉+ . . .+ eiθn |n〉 (3.15)
One can also choose to extend the integration over the sphere Sn via
|~z〉 ≡ √n(z1|1〉+ . . .+ zn|n〉) , |vecz|2 = 1 , (3.16)
where the prefactor arises from the integral
1
vol(Sn)
∫
Sn
dz(zizj) =
1
n
δij . (3.17)
One can also choose a complex sphere or a product thereof to hold the colour phases
[85]. We have compared several of these strategies and, as expected, the particular
sampling space does not influence the Monte Carlo efficiency. This can be understood
from the fact that all methods essentially project to a uniform sampling of colour
phases, where the Monte Carlo error is not dependent on possible extra dimensions in
the sampling space. Neglecting the slight performance penalty for using more random
numbers to generate a colour matrix, the methods can be considered equivalent with
respect to error minimisation.
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Compared to discrete uniform colour sampling, the continuous colours reduce the
Monte Carlo error by a factor ∼ 4 for Nc = 3. This reduction is independent of the
representation of the gluons, but the complexity of the amplitude evaluation is not.
As discussed in the previous chapter, the performance of QCD amplitudes is about
an order of magnitude better for gluons in the colour-flow basis with discrete colours.
This seems to be the winning factor when it comes to the speed of the computation of
the cross section to a certain accuracy.
3.1.3 Optimised colour assignment
The uniform sampling of colours in the colour-flow representation is not optimal because
it produces many invalid colour configurations. As mentioned in section 2.3.2, the
amplitude vanishes whenever the colours assigned to the external legs do not preserve
the flow. Given a particular colour configuration, let us denote the numbers of colours
of type i with ki and the number of anti-colours of that type in the configuration with
k¯i. The necessary condition for the colour flow to be preserved by the configuration
–and hence the amplitude not to vanish– reads
k¯i = ki , i = 1, . . . , N (3.18)
where N denotes the number of (quark) colours. Such a constraint can be achieved by
a simple algorithm. At initialisation stage, construct two lists of integers, where each
place corresponds to a partonic leg. The first list corresponds to the particle colours,
so incoming quarks, outgoing anti-quarks and gluons are represented. Similarly, the
second list corresponds to the anti-colours. By colour conservation, the lists have equal
length. One obtains a colour-preserving assignment by
1. assigning randomly colours to the first list, without constraints,
2. putting the anti-colours equal to the colours,
3. permuting the anti-colours randomly.
Note that at the third stage, one actually builds a colour connection, which can be
further used by a parton-shower program. The algorithm above does not uniformly
sample over colour configurations, so the resulting events carry a colour weight. The
first step is identical to uniform colour generation and therefore contributes a unit
factor to the weight. The selection of the n anti-colours determines therefore the weight,
which is the inverse of the probability of generating the configuration with the given
colour multiplicities,
w−1n = pn(k1, . . . , kN ) =
1
Nn
(
n
k1, . . . , kN
)
δn,k1+...+kN , (3.19)
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Figure 3.3: Left: Comparison of Monte Carlo errors between uniform (blue) and
colour-preserving (red) sampling as a function of the number of thrown configurations
for gg → ggg. Right: fraction of the number of colour-preserving configurations as a
function of the number of participating colour pairs in the process for various values of
Nc.
where n denotes the number of colour pairs in the process. The multinomial coefficient
counts the number of permutations–the distinct colour flows–leading to the given
assignment, (
n
k1, . . . , kN
)
≡ n!
k1! . . . kN !
. (3.20)
The weights are always smaller or equal to the uniform weight Nn, reaching this
maximum for the configurations with a ki = n. In this case, all participating partons
have the same colour. The minimal weights are reached when all ki are zero or unity,
if the number of external partons allows such a configuration, i.e. N > n, which is
the typical configuration in the limit N →∞. The total number of colour-preserving
configurations is the sum of all multinomial contributions [86]
NCP (n) =
n∑
k1=0
. . .
n∑
kN=0
(
n
k1, . . . , kN
)2
δn,k1+...+kN , (3.21)
where the square arises from the anti-colour permutations that contribute to the
multiplicity. The fraction of colour-preserving configurations decreases as the number
of participating colour pairs becomes larger or as the number of quark colours increases,
as can be seen from the right graph in fig. (3.3). Recalling that the amplitudes
are more efficiently computed in the colour-flow representation, the colour-dressed
recursion in combination with preserved colour-flow sampling seems to be the most
efficient algorithm, especially when the final state increases in complexity. As already
mentioned, the constraint (3.18) provides a necessary requirement for nonvanishing
matrix elements, but not a sufficient property. At tree level, there still exist colour-
preserving configurations with zero amplitude due to the antisymmetric nature of
gluonic vertices. The remaining trivial configurations are those for which a colour i only
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appears simultaneously as colour and anti-colour of colour pairs. For low-multiplicity
gluon scattering, the remaining zero-amplitude configurations constitute a significant
part of the total number of colour-preserving configurations (∼ 50%), but their fraction
decreases rapidly as n increases. The effects of vetoing the zero-amplitude configurations
were studied in [101].
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3.2 Phase Space Decomposition
One essential ingredient for the calculation of the cross section is the integration of
the squared matrix element over the kinematically accessible region, albeit called the
physical phase space. This space is usually parameterised by the total partonic invariant
mass-squared sˆ. The section of the n-particle phase space integration element with
fixed invariant mass is given by∫
s=sˆ
dΦPS = (2pi)4−3n
∫
d4p1 . . .
∫
d4pn δ
4(
n∑
i=1
pi − P )
n∏
i=1
θ(p0i )δ(p
2
i −m2i ) , (3.22)
where we defined the Lorentz vector P = (
√
sˆ, 0, 0, 0) in the centre-of-mass frame of the
scattering andmi denote the particle masses. The contraints of momentum conservation,
positive energy and on-shellness of the produced particle states are invariant under
longitudinal Lorentz boosts, and hence invariance of the scattering amplitudes yields a
partonic cross section that is independent under such transformations. These constraints
also make the phase space compact, with a finite result for the integral above as its
volume for finite sˆ.
Due to the large fluctuations in the integrand, a uniform Monte Carlo sampling [89, 102]
is often insufficient, in the sense that its value and error estimates suffer from large
statistical uncertainties. Hence, to achieve an acceptable precision, a large number of
amplitude evaluations is needed which becomes time-consuming for multi-leg processes.
Alternatively, one can attempt to sample momenta in a way which globally resembles
the peaking behaviour of the integrand. Successful methods have been developed
which sample the antenna structure of the QCD partial amplitudes [103, 104, 105].
Similarly to the uniform sampling, these algorithms do not require any additional
information other than amplitude evaluations, which makes them simple to implement
in a automatic Monte Carlo generator.
The kinematical structure of pure QCD processes is however rather different from
the electroweak sector; whereas the former contain many diagrams with sizeable
contribution in various kinematical regions, the latter usually are more localised
in phase space. This is due to the particular flavour structure of the electroweak
interactions and, more importantly, the presence of unstable massive particles in the
standard model. Depending on the (possibly sampled) value of sˆ and the imposed cuts,
diagrams containing massive intermediate states may resonate and become dominant,
or get heavily suppressed. Consequently the invariant mass distributions of the stable,
outgoing states may develop sharp peaks at higher scales. To cope with this behaviour
it is feasible to parameterise the multiple integrations in (3.22) such that resonating
intermediate momentum channels correspond to integration variables [106]. Such a
parametrisation is obtained by suitably inserting unity in the integral (3.22),
1 =
∫
d4q δ4(q − pi − pj) , (3.23)
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which corresponds to a branching of the sampling of momenta. This decomposition
is integrated by first sampling the momentum q, and then constructing the external
momenta pi, pj from this vector, respecting momentum conservation. The propagator
peaks in q2 can then be efficiently integrated by inserting correspondingly
1 =
∫
ds δ(s− q2) , (3.24)
which can be evaluated by importance sampling or adaptive grid methods, compensating
a large weight in the scattering amplitude. The insertion above can be performed repeat-
edly, with off-shell momenta branching into off-shell momenta as well, to reconstruct a
Feynman diagram topology.
Finding the optimal parameterisation of the phase space integral can be facilitated
by using additional information from the matrix element. Usually one constructs a
decomposition based on the dominant Feynman diagrams, assuming the interference
terms contribute subdominantly to the integrand. In an automated setup, it is not
known beforehand which diagrams will contribute the most within the allowed phase
space region. This can be resolved by considering all decompositions as an adaptive
multichannel of mappings [107, 108], each with its own contribution to the total
variance, and letting the system evolve into the optimal linear combination of these
mappings [109, 110, 54, 111]. In this approach however, every mapping has to be
evaluated for every generated configuration to determine its contribution to the weight,
and the optimisation of the channel weights suffers from statistical fluctuations due to
the large number of maps.
Alternatively, one can decompose the cross section as a whole in terms of the resonating
contributions, avoiding the evaluation of all decompositions for every phase space point
[112]. This approach however relies on the evaluation of individual Feynman diagrams,
which are not available in a recursive algorithm. The method of choice was a recursive
multichannel along the lines of [56, 113] which suitably matches the matrix element
evaluation.
3.2.1 Propagator sampling
The behaviour of amplitudes throughout the phase space is predominantly determined
by the propagator content of the matrix element. Therefore it is important to integrate
the pole structure efficiently. This can be done by importance sampling [114], which
basically is the choice of a convenient coordinate frame that flattens out the integrand.
Given an integrand f , we seek a function g that can be sampled efficiently and rewrite
the integral as
〈f〉 ≡
∫ x1
x0
dx f(x) =
∫ x1
x0
dx
f(x)
g(x)
g(x) , (3.25)
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If we are able to generate points xi according to the (normalised) density g, they
carry the Monte Carlo weight f(xi)/g(xi), which upon the right choice of g fluctuates
much less then the bare integrand. The expected squared variance of the nonuniform
sampling after N Monte Carlo points reads
1
N
(∫ x1
x0
dx
f(x)2
g(x)
− 〈f〉2
)
. (3.26)
Consequently, if g approaches f/〈f〉 the variance vanishes. This approach relies of
course upon the ability to generate a stream of nonuniform random numbers distributed
according to the desired g. If this density is sufficiently simple, this sampling can be
achieved by the common method of inversion. Inversion is based on the assumption
one can calculate the inverse of the cumulant
G(y) =
∫ y
x0
dx g(x) . (3.27)
This function is monotonically increasing and therefore possesses a unique inverse
G−1. Applying this function to a stream of uniformly distributed numbers makes these
distributed according to the desired density g,∫ 1
0
dρ δ(x−G−1(ρ)) =
∫ 1
0
dρG′(x)δ(G(x)− ρ) = g(x) , (3.28)
where the integral vanishes whenever x is outside the interval [x0, x1]. The inversion
method requires evaluating the inverse of the primitive of the density g, and can
therefore only be used in an analytic form for a restricted class of densities. If the
cumulant is not too time-consuming to evaluate, one may also resort to iterative
numerical algorithms to approximate its inverse to high accuracy.
The pole structure of a Feynman diagram is determined by the product of its propagators.
For the phase space integral to yield a finite result (a necessary condition for the Monte
Carlo method to be applicable) these poles have to be either regulated by a finite decay
width, or else be located outside the kinematically accessible phase space region or
be cancelled at the integrand level against some other pole. The first scenario occurs
for massive unstable particles with timelike momenta and give rise to a resonance
in the invariant mass spectrum. In a spacelike channel, a decay width is unphysical
but in this situation the massive propagator is always off-shell and shall be sampled
according to a power-law. By definition, the momenta of stable internal particles in
the problem can only become on-shell in some soft or collinear limit of the final state.
This reasoning also holds for spacelike channels, where a pole crossing implies that the
initial state is unstable. Nevertheless, many amplitudes are infrared divergent because
we are computing exclusive quantities at fixed order in perturbation theory. Hence we
shall assume that the soft singularities are regulated by finite masses or phase space
cuts, and generate the nonresonant invariant masses by a power-law.
In the case of an unstable massive particles in a timelike momentum channel, the
integrated invariant mass is assumed to be distributed according to a (fixed width)
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Breit-Wigner resonance. The mapping g in (3.25) shall therefore be chosen as
g(s) ∝ 1
(s−m2)2 +m2Γ2 . (3.29)
This density is analytically integrable and moreover its cumulant, the arctangent, has
an analytic inverse. The corresponding mapping then reads
s = m2 +mΓ tan(ρ) , (3.30)
where ρ is a uniform random number constrained within the range [ρ−, ρ+]. The
bounds should be chosen such that the generated invariant mass is contained within
the physical bounds, say [s−, s+],
ρ± = arctan
(s± −m2
mΓ
)
. (3.31)
Note that the upper tail of the generated distribution drops with the square of s, which
may underestimate mass effects and gauge cancellations, especially for intermediate
gauge bosons. Modified Breit Wigner sampling with an extra factor sν and mass effects
has been implemented and studied in [115]. Such modifications destroy the analyticity
of the inverse of the cumulant and more sophisticated sampling techniques have to
be used. This shall not be pursued in our implementation; instead, we shall let the
random numbers ρ be generated by a grid which can adapt itself to a possible excess
in the high mass region.
For the nonresonant propagators we use a generic power law to mimic the invariant
mass distribution,
g(s) ∝ 1|s−m2|ν , (3.32)
where ν is a free parameter, whose optimal value depends on the process under
consideration, more precisely to what degree gauge cancellations and interferences
affect the actual distribution of s. For positive exponent, this distribution has a pole at
the mass shell which is nonintegrable whenever ν ≥ 1. This corresponds to a singularity
in the tree-level scattering amplitude and therefore in any process must lie outside the
physical phase space. For spacelike momentum channels, the integration domain will
be situated below this threshold due to kinematical bounds, and for timelike channels
minimal invariant mass cuts have to be chosen such that the integration domain lies
above m2. The power law is suitable for generation with the inversion method,
s =
m
2 + sgn(ρ)|ρ|1/(1−ν) , ν 6= 1
m2 + sgn(ρ)e|ρ| , ν = 1 ,
(3.33)
where ρ is uniformly generated within the interval [ρ−, ρ+], defined by
ρ± =
sgn(s± −m
2)|s± −m2|1−ν , ν 6= 1
sgn(s± −m2) log |s± −m2| , ν = 1 ,
(3.34)
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where one swaps the bounds whenever ρ+ becomes smaller than ρ−. In the above
formulas, the integration factors (1 − ν)−1 were scaled away. The selection of the
exponent ν has not been automated in the implementation, and therefore must be
determined by the user on a process-by-process basis. If the process contains many
subprocesses, this is however a cumbersome and time-consuming procedure. This
can however be circumvented by setting a reasonable value for all subprocesses and
having the ρ sampled from an adaptive grid. In the implementation, the user can
select separately the exponents for the spacelike and timelike propagators. Furthermore
there are auxiliary internal lines, which induce a flat dependence on the corresponding
invariant mass. The corresponding integrator shall therefore sample s uniformly.
Finally, the external legs to the process correspond to sampling the invariant mass by
the normalised distribution δ(s−m2), reflecting the on-shellness of the final state.
Note that in the above formulas we omitted the normalisation of the densities. These
are however necessary to normalise the nonuniform weights coming from the importance
sampling. In a decomposition of phase space where the propagators are sampled in the
forward direction however, the invariant masses are produced in pairs satisfying energy
conservation constraints. Imposing these on the joint density requires a joint weight
normalisation, which shall be discussed later.
3.2.2 Timelike momentum branchings
A phase space decomposition of a 2→ n scattering consists of a series of momentum
splitting algorithms and propagator sampling modules based on the integrated Feynman
diagram topology. The splitting algorithms correspond to the vertices in the diagram
and can be classified in two groups: either all participating channels are timelike, or
there is a spacelike momentum radiated by the vertex. Note that we only consider three-
vertices, because in the phase space sampling any rank four vertex can be automatically
split in a sum of topologies as is shown in fig. (2.14). Assuming the outgoing momenta
are p1, p2 with sampled invariant masses s1, s2, the insertion of the integral (3.23) gives
rise to the sub-integral
Φ(s; s1, s2) ≡
∫
d4p1d
4p2 δ
4(q − p1 − p2)δ(p21 − s1)δ(p22 − s2)θ(p01)θ(p02)
=
∫
d4p1 δ(p21 − s1)δ(s+ s1 − s2 − 2q · p1)θ(p01) . (3.35)
Since q2 > 0 we can consider the momentum generation in the rest-frame of the
incoming momentum, substituting qµ =
√
sδµ0. This allows us to integrate out the
energy of the first outgoing momentum, where the second delta function constrains the
rest-frame energies Ei to be the well-known expressions
E1 =
s+ s1 − s2
2
√
s
, E2 =
s+ s2 − s1
2
√
s
. (3.36)
104
3.2. Phase Space Decomposition
q, s p1, s1
p2, s2
Figure 3.4: Phase space branching into 2 timelike channels. Momenta flow to the right.
After integrating out the energies, the phase space volume reduces to
Φ(s; s1, s2) =
1
2
√
s
∫
d3~p1 δ(
λ(s, s1, s2)
4s
− |~p1|2) , (3.37)
where we have introduced the Kalle`n function
λ(s, s1, s2) ≡ s2 + s21 + s22 − 2(ss1 + ss2 + s1s2) . (3.38)
This fully symmetric and homogeneous expression defines a phase space boundary
since it is only positive within the region
√
s1 +
√
s2 ≤
√
s . (3.39)
Therefore if the positive invariants violate the above constraints, the integral (3.37)
becomes zero and physical momenta cannot be generated. If the invariants are within
the physical region, the momentum |~p1| is fixed by the positive root,
|~p1| = |~p2| =
√
λ(s, s1, s2)
2
√
s
, (3.40)
and the resulting phase space integral becomes the integral over the rest-frame decay
angle,
Φ(s; s1, s2) =
√
λ(s, s1, s2)
8s
∫
dΩ1 , (3.41)
where dΩ1 = dφ1d cos θ1, with θ1 and φ1 the respective polar and azimuthal angle of
~p1 in the rest-frame. In conclusion, after generating the joint momentum qµ and the
two invariant masses s1, s2, the construction of the two momenta produced by the
s-branching requires a sampling of the angle of the first momentum in the rest-frame
and a boost of the p1 back to the lab frame. The cosine of the polar angle can be
generated by an adaptive grid to account for spin correlations. Note however that the
angular distributions are generally correlated with the colour and helicity structure
of the event, and may therefore be hard to generate efficiently in combination with
independent colour and helicity sampling.
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With uniform angle generation, the branching contributes a factor to the total weight
w(q; p1, p2) =
pi
√
λ(s, s1, s2)
2s
w(s; s1, s2) , (3.42)
where w(s; s1, s2) denotes the weight due to the invariant mass sampling. Recall that
the branching assumes the constraint (3.39) on the outgoing masses,∫ ∞
s−1
ds1
∫ ∞
s−2
ds2 Φ(s; s1, s2) =
∫ ∞
s−1
ds1
∫ ∞
s−2
ds2 θ(
√
s−√s1 −√s2)Φ(s; s1, s2) .
If the outgoing invariant masses are allowed to be off-shell, this constraint can be
accounted for in two ways. Either one throws the pair (s1, s2) within the square
[s−1 , s
+
1 ]× [s−2 , s+2 ] where
s+i ≡
(√
s−
√
s−3−i
)2
, (3.43)
and assigns weight zero to the event whenever the constraint (3.39) is not fulfilled. In
the second method, one continues to throw pairs within the square until the constraint is
fulfilled. The advantage of the second method is that below the threshold the algorithm
produces less zero-weight events, at the cost of a weight which does not factorise. In
particular, if the si are sampled according to the densities gi with normalisations Ni
over the interval [s−i , s
+
i ], the weight corresponding to the first, single-hit method is
simply
w(s; s1, s2) =
( N1
g1(s1)
)( N2
g2(s2)
)
θ(
√
s−√s1 −√s2) . (3.44)
On the other hand, with the hit-and-miss loop the normalisation of the event weights
change to
w(s; s1, s2) =
1
g1(s1)g2(s2)
∫ s+1
s−1
dx
∫ s+2
s−2
dy g1(x)g2(y)θ(
√
s−√x−√y) . (3.45)
This eliminates the zero weight events that violate energy conservation and therefore
yields always a higher efficiency than the one-shot sampling of (s1, s2). However, the
double integral above needs to be evaluated for each branching, which may become a
considerable factor when many generation channels contribute to the final state. The
gain in efficiency is expected to be the largest in a situation where both g1 and g2 are
narrow Breit-Wigner densities and s is below their joint threshold m1 +m2, as can be
seen in fig. (3.5). Unfortunately, in this situation the above integral is a complicated
expression involving many dilogarithms. When only one of the propagators is resonant,
it may be feasable to evaluate the corresponding integral analytically and approximate
the outer integral accurately with a numerical recipe such as Gauss quadrature. The
solutions to the integral for the various choices for gi can be found in appendix (3.A).
Note that when the invariant masses are sampled with a mapped adaptive grid, the
weight expression (3.45) is no longer correct since the gi seize to represent the exact
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Figure 3.5: Comparison of H → e+νeµ−ν¯µ decay generation with constrained invariant
mass generation of theW -pair (red) and without checking (blue) as function ofMH/MW .
On the left the relative error and on the right the efficiency (both in %) after 104 events.
density of the thrown si. In this case we shall resort to the single-shot method and
adopt the factorised joint weight (3.44) with modified weights for the adaptive si
sampling.
It is a trivial task to chain the branchings above together and obtain an entire decay
chain generation [106]. The full weight of the produced events factorises into the
participating branching weights. Since the efficiency bottleneck lies in the generation
of the invariant masses, it is best to perform these first down the cascade, avoiding
unnecessary computations whenever the weight turns zero. For scattering processes
however, it is necessary to generate spacelike internal momenta for the sampling of
t-channel graphs.
3.2.3 Spacelike momentum branchings
In many scattering processes, t-channel Feynman diagrams provide important contri-
butions to the amplitude and therefore need appropriate sampling. The basic building
block is a phase space branching that takes two input momenta qa, qb which define
a timelike vector q = qa + qb. The first of these may be a spacelike vector that was
radiated off the first incoming beam momentum (in the case of multi-peripheral toplo-
gies) and the second momentum is always the second incoming particle in the process.
Furthermore, the branching assumes two outgoing positive invariants s1, s2 have been
sampled and fulfill the constraint
√
s1 +
√
s2 ≤
√
s , (3.46)
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q, s
qa, sa
qb, sb
Q, t
p1, s1
p2, s2
Figure 3.6: Phase space branching into 2 timelike channels and a spacelike channel.
Momenta flow to the right, the spacelike momentum Q to the bottom.
where s = q2. The sampling of the outgoing positive invariants is therefore completely
analogous to the s-type branching. The purpose of the t-branching is to rewrite the
integration over the polar scattering angle (in the rest frame of q) as an integral over
the spacelike invariant mass
t = Q2 , Qµ = qµa − pµ1 , (3.47)
to establish an efficient propagator sampling of the internal t-channel. Analogously to
the s-branching (3.41), the integration over the outgoing momenta can be written in
the rest-frame of q as
Φ(s; s1, s2) =
√
λ(s, s1, s2)
8s
∫ 2pi
0
dφ
∫ 1
−1
d cos θ . (3.48)
The cosine of the polar angle and the spacelike invariant mass transfer can be directly
related by rewriting t,
t = sa + s1 − 2qa · p1
= sa + s1 − 2q0ap01 + 2|~qa||~p1| cos θ (3.49)
Since q is both total incoming and outgoing momentum, we can write down all energies
and momenta in its rest-frame. In particular, we have
q0a =
s+ sa − sb
2
√
s
, |~qa| =
√
λ(s, sa, sb)
2
√
s
,
p01 =
s+ s1 − s2
2
√
s
, |~p1| =
√
λ(s, s1, s2)
2
√
s
. (3.50)
Since neither the energies nor momenta depend on the polar scattering angle θ we
can parameterise the integral in terms of azimuthal scattering angle and momentum
transfer t,
Φ(s; s1, s2) =
1
4
√
λ(s, sa, sb)
∫ 2pi
0
dφ
∫ t+
t−
dt , (3.51)
108
3.2. Phase Space Decomposition
where the bounds on t are quickly obtained by setting cos θ = ±1 in (3.49) and
substituting the energies and momenta by their rest-frame expressions,
t± = sa + s1 − 12s
(
(s+ sa − sb)(s+ s1 − s2)∓
√
λ(s, sa, sb)λ(s, s1, s2)
)
. (3.52)
These expressions fully determine the t-branching algorithm: given the external invari-
ant masses s, sa, sb, s1 and s2, one computes the bounds on the invariant mass transfer
with the formula above and consequently generates t with the appropriate nonresonant
density g. This determines the polar angle of p1 in the rest-frame of q by
cos θ = −s(sa + sb + s1 + s2 − s− 2t)− (sa − sb)(s1 − s2)√
λ(s, s1, s2)λ(s, sa, sb)
. (3.53)
With a uniform sampling of the azimuthal angle φ, one constructs the Lorentz vector
of p1 and boosts it to the lab frame. The remaining momenta p2 and Q may be
constructed using momentum conservation. The corresponding weight of the branching
is then
w(qa, qb; p1, p2) =
pi
√
λ(s, s1, s2)
4sg(t)
w(s; s1, s2) , (3.54)
where g denotes the properly normalised sampling density of t and w(s; s1, s2) represents
the weight coming from the generation of the positive invariants; see e.g. equations
(3.44) and (3.45). The t-type branchings can be recursively applied to generate any
multiperipheral diagram topology qa, qb → p1, . . . , pn by traversing the sequence of
t-branchings
Qi, qb → pi, Pi , (3.55)
where
Qi = qa −
i−1∑
j=1
pi , Pi =
n∑
j=i+1
pi . (3.56)
Note that the generation of multiperipheral topologies requires the sampling of the
positive non-resonant multi-particle invariant masses P 2i (except Pn−1 = pn). In
our implementation, these shall be generated according to a power-law distribution.
Similarly to the chained s-branchings, one can split the generation into a stage for
invariant mass sampling and a second stage where the momenta are constructed, as
the total invariant mass of the i-th branching (3.55) equals P 2i−1, and therefore has
been sampled in the previous step.
The sequence of branchings (3.55) is rather arbitrary; in principle one can split the
sequence p1, . . . , pn into two pieces at any entry pi, generate the corresponding t-
branching and recursively repeat this procedure until all momenta are defined. The
downward cascade however has the advantage of minimising the number of multi-particle
invariant mass samplings. It is also convenient to encounter possible generator-level pT
cuts at the start of the recursion, as is explained below.
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Pi
Figure 3.7: Decomposition of a multiperipheral topology into t-branchings. The arrows
denote the direction of the indicated momenta.
The Lorentz invariants ti shall be sampled according to a power-law distribution. This
is however only possible if the integration domains defined by (3.52) do not contain
the (positive) pole of the corresponding non-resonant propagator, which is not obvious
to see in the recursive sequence (3.55). There is however an elegant physical argument
to see that no pole crossings will occur: if a t-channel pole lies within the phase
space, the resulting internal particle may populate its mass-shell, and the resulting
configuration is equivalent to a double (possibly higher-order) decay of the incoming
beam particles, which is impossible for fully stable incoming beams. As an example,
take the forward scattering divergence for WW -scattering at the LHC; because the
incoming gauge bosons are radiated off the initial-state partons, the photon exchange
diagram is a multiperipheral topology and free of singularities. In an effective vector-
boson approximation however, the incomingW ’s are on-shell and the forward scattering
divergence shifts into the accessible phase space, requiring cumbersome cuts on the
WW -system to yield a finite result.
The above argument does not completely exclude divergent forward scattering con-
tributions. Consider a massless t-channel pole at the first or last branchings of the
multiperipheral topology. If the first outgoing particle is massless and no cuts are
imposed, the upper bound on the t-invariant (3.52) becomes zero, which yields a forward
scattering singularity if a massless particle is exchanged. This can be accounted for
by imposing s1 or s2 to be strictly positive. Hence if minimal invariant masses are
imposed upon the positive outgoing invariants, and the incoming beams have smaller
masses than these minima, the pole lies outside the accessible phase space. This may
be achieved by adopting finite masses for the light final-state quarks and gluons or
110
3.2. Phase Space Decomposition
electrons for respectively hadron or lepton collider processes. A more common way to
avoid the zero-angle singularity is by imposing a minimal transverse momentum for p1
if it belongs to a massless external particle. This corresponds to an upper bound on t+
if the CM frame is longitudinally boosted, which is only the case for 2→ 2 scattering
processes. For multiperipheral t-channels, the pT cut is established by the hit-and-miss
method, with a sampling density of t which contains an integrable singularity at the
zero pole.
The s- and t-branchings defined above may be chained together to generate almost all
Feynman diagram topologies for 1, 2→ n processes. For completeness, we mention the
+-branching, which takes the two incoming momenta and produces their sum, which
should be used for the pure s-channel graphs.
3.2.4 The recursive multichannel
With the ability to efficiently generate any Feynman diagram topology and propagator
structure, the task remains to put these together to sample the full integrand, the
square of the sum of all contributing diagrams. As already mentioned, the interferences
between the graphs are discarded in the generation optimisation, so one is faced with
the problem of combining the mappings above to smoothen the sum of all squared
diagrams. Here it should be noted that the relative importance of a diagram is a
priori not known, as the size of the contribution may strongly depend on the applied
phase space cuts, partonic invariant mass, etc. It is therefore natural to consider a
density which can adapt itself to the integrand, as it ’learns’ which terms form the
dominant contributions to the error. The traditional way to construct the optimal
sampling density as a linear combination of the available diagram parametrisations is
the adaptive multichannel [107].
Let us start by assuming we have analysed all Feynman diagrams of a process and,
using the branchings and propagator sampling methods above, we have created the
corresponding mappings gi on the phase space. Every gi is properly normalised and
integrates a single Feynman graph efficiently. A multichannel is a linear combination
g(Φ) =
n∑
i=1
αigi(Φ) . (3.57)
Here the multichannel weights αi are strictly positive and normalise g,
n∑
i=1
αi = 1 . (3.58)
These coefficients should be chosen to yield the optimal performance of the integrator.
Since all the densities are properly normalised, the multichannel weights determine the
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relative contribution of the i-th density to the density (3.57). The latter can therefore be
generated with a simple algorithm: divide the unit interval into n disjoint sub-intervals
Ii of length αi; throw a uniform 0 ≤ ρ ≤ 1 and look up in which sub-interval it lies.
The resulting interval Ik determines the next event to be thrown by the density gk.
Even though the momentum configurations are generated by the individual channels gi
at a rate αi, all densities have to be evaluated to obtain the total weight of the event,
w(Φ) =
[ α1
w1(Φ)
+ . . .+
αn
wn(Φ)
]−1
, (3.59)
where wi denote the sub-channel weights, wi(Φ) = f(Φ)/gi(Φ). Note that if either
one of the sub-channel weights becomes zero, the full weight vanishes. If the channels
correspond to Feynman graph topologies, the computational complexity of the multi-
channel will grow roughly factorially with the number of external legs. Note however
that in practice, the channel weights are considerably faster to evaluate than Feynman
diagrams. A large number of channels however also slows down the adaptation process
towards the optimal set of αi. This is because the optimisation of the multichannel
weights rely on sub-channel variance estimates Wi whose accuracy depends on the
number of events generated by the corresponding channel.
The aim of the adaptive multichannel is to evolve the channel weights such that
the variance is minimised. Therefore the sub-channel variances are chosen to be the
derivatives of the total variance with respect to the channel weight,
Wi ≡ ∂σ
2
∂αi
=
∫
dΦ gi(Φ)
(
f(Φ)
g(Φ)
)2
=
∫
dΦ g(Φ)
(
gi(Φ)
f(Φ)
)(
f(Φ)
g(Φ)
)3
. (3.60)
Keeping in mind that the phase space points are generated according to the density g,
the channel variances can be estimated by
Wi =
1
N
N∑
k=1
w(Φk)3
wi(Φk)
, (3.61)
Calculating these presents no additional computation time, since the wi had to be
computed already for every event to provide the full weight. In the case of stratified
sampling, where the sub-densities gi are simply step functions on some rectangular
subset, it can be derived that the optimal configuration has Wi ∝ α−2i . Motivated by
this, the proposed adaptive rule for the multichannel weights is
αi ← Nαi(
√
Wi)β . (3.62)
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Here N is a suitable normalisation constant and 0 ≤ β ≤ 1 is an arbitrary exponent
that suppresses statistical fluctuations in the channel weights. The prescription assumes
that the various densities gi are peaked in different regions of the phase space, so
that the αi are fairly uncorrelated. In many processes, there are many diagrams that
contribute only marginally to the amplitude. These correspond to channels that have a
relatively small multichannel weight, and consequently are rarely chosen to generate the
momenta. Despite this relative small importance, their weights have to be evaluated
for every event. It is therefore good practice to define a multichannel weight threshold
 and after a few adaptations discard the channels for which αi < /n.
As already mentioned, a reliable determination of the estimators Wi needs a batch of
points generated by the corresponding channel. Therefore a large number of channels
requires many events per adaptation batch. This makes the multichannel method less
attractive when a large number of diagrams are involved. Moreover, the recursive
algorithm for the amplitude calculation does not sum Feynman diagrams, but recursively
sums and multiplies currents. This presents only a technical difficulty, since it remains
possible to construct Feynman graph topologies from the recursive tree [54, 55]. In
the recursive phase space generation approach [56, 113], the single multichannel of
the full integrand (without interferences) is replaced with a set of multichannels that
correspond to the propagating off-shell currents in the recursive tree. The individual
sub-channels do not correspond to squared diagrams, but the vertices connected to
the internal current. Let p1, the first incoming momentum to the 2 → n process,
correspond to the final current in the recursive tree with bitstring I = (111 . . .) and the
second incoming momentum p2 correspond to the bit string (100 . . .)1. The integral
over this momentum can be decomposed into integrals∫
dp1 =
∫
dp1
∑
K+L=I
αKL
∫
dΦKL , (3.63)
where K,L denote disjoint multi-indices of length (n + 1) that add to the highest-
level index (11 . . .) according to (2.16). The multichannel weights αKL is zero if the
branching does not correspond to the vertex in the amplitude tree, and the remaining
weights are normalised according to (3.58). The decomposition integrals are the phase
space branchings discussed previously. If the momentum channel index K equals the
second incoming momentum p2, the branching corresponds to a momentum sum,∫
dΦKL =
∫
d4pL δ
4(pL − p1 − p2) . (3.64)
where L = (011 . . .) is the full outgoing momentum in the process. This channel gener-
ates all pure s-diagram topologies contributing to the generated density. Other terms
in the decomposition (3.63) correspond to t-branchings of the incoming momentum
p1, where the spacelike and timelike channels can be easily distinguished by looking at
the first bit. If K denotes the timelike outgoing channel (with its first bit zero), an
1In analogy with the recursive matrix element computation, this choice is arbitrary. However, for
the phase space tree this choice is very convenient.
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extra integration over the second timelike channel is needed to complete the t-channel
diagram in fig. (3.6). This channel has the timelike index L− 1, denoting the index L
with its first bit not set, and the corresponding integral is∫
dΦKL =
∫
dsK
∫
dsL−1
∫
d4pK
∫
d4pL−1 δ4(p1 + p2 − pK − pL−1)θ(p0K)θ(p0L−1)
× δ(p2K − sK)δ(p2L−1 − sL−1)
∫
d4pL δ
4(pL − (p1 − pK)) ,
(3.65)
Here the integrations over the invariant masses sK and sL−1 can be used to sample
the corresponding propagators and are omitted whenever the channels are on-shell.
Note that where the K-channel is modeled according to an internal particle in the
recursive tree, the (L− 1)-channel is a utility variable corresponding to a nonresonant
multi-particle invariant mass, and shall be generated by a reasonable power law density
(e.g. ∼ |t|−1.25 was used in the analysis of ch.4). The momentum integrations match the
t-channel branching integral and can be rewritten to an integration over an azimuthal
angle and the t-channel invariant mass sL as in (3.51). Finally, the spacelike vector pL
is recovered from momentum conservation.
The next steps in the recursive phase space decomposition roughly copy the above
procedure for all internal currents. If the internal current is spacelike–its first bit is
set–the multichannel exactly looks like the above. In this way a recursive multichannel
is constructed for all multiperpheral subdiagrams simultaneously. If the off-shell current
is timelike, all branchings are automatically so, and the inserted integrals are all of the
form∫
dΦKL =
∫
dsK
∫
dsL
∫
d4pK
∫
d4pL δ
4(pK+L − pK − pL)θ(p0K)θ(p0L)
× δ(p2K − sK)δ(p2L − sL)
(3.66)
which can be sampled using the s-branching algorithm discussed previously. Note
that for a 1 → n decay generator, the recursive multichannel consists only of such
branchings.
The sampling of a full phase space point now consists of series of multichannel choices
and corresponding branching instructions,
1. Generate the initial state p1, p2,
2. From the multichannel attached to p1, select a branching with probability equal
to the available multichannel weights.
3. If the chosen branching is a momentum sum, perform the sum. Otherwise,
repeatedly choose and evaluate the t-branchings down the multiperpheral cascade
until a momentum sum is encountered and performed.
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4. Iteratively evaluate the remaining timelike branchings, until the full final state is
constructed.
Note that every t-channel produces one ’physical’ timelike momentum, as the nonres-
onant (L− 1)-channel does not correspond to an off-shell current of definite flavour,
except the last t-branching. In our implementation, we therefore distinguish two types
of t-branchings: the internal branchings for which the auxiliary channel is sampled by
a power law and the final branchings for which the second timelike channel is produced
according to the resonating internal particle. These final t-branchings replace the sum
branchings closing the multiperipheral topologies.
Although the event generation selects one ’path’ within the phase space decomposition
tree, all participating branching weights must be computed to determine the total
weight,
wI =
( ∑
K+L=I
αKL
w(ΦKL)wKwL
)−1
, (3.67)
where w(ΦKL) denotes the weight of the branching pI → pK , pL, see eq. (3.44), (3.45)
and (3.54). If ΦKL is a sum branching, this branching weight is unity. The above
recursive expression has the boundary condition wK = 1 when K is an on-shell particle.
The event weight can be evaluated in the reverse direction of the generation, in analogy
with the matrix element. One starts with the lowest-level timelike channels, working
down the tree until all s-branchings have been assigned their proper weights. Then
one starts at the final t-branchings, and recursively evaluates branchings weights until
the initial current p1 is reached.
In conclusion, the recursive phase space decomposition works with a factorised multi-
channel where each subchannel is iteratively a multichannel by itself. The advantages
of this decomposition are
• a relatively modest growth of the number of (sub-)channels as the number of
legs increases, which improves the statistics of the variance estimates and hence
stabilises the adaptive process,
• a fully factorised weight calculation, where identical sub-diagrams correspond to
identical momentum generation sub-algorithms whose weight factor is evaluated
once per event,
• a natural correspondence with the recursive amplitude calculation.
The disadvantage of the recursive approach is that, to certain extent, it disregards
correlations between sub-diagrams. This is due to the fact that the selection of an
internal channel does not depend on the selected path towards the multichannel. For
example, consider the µ+µ−νµν¯µ channel in the vector boson scattering process, which
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can be generated by W+W− or ZZ decays2. If one adds a heavy Z ′ resonance to the
theory, this particle shall appear as a resonance channel next to the Higgs. However,
contrary to the Higgs, the Z ′ cannot decay into a pair of Z’s, leading to certain
correlations between the final state leptons. If the phase space tree is not aware of
these correlations, it will generate events as if there exists a Z ′ZZ vertex, leading to a
loss in efficiency. This effect can be reduced by attaching a particle flavour index to all
channels in analogy with the currents in the amplitude recursive tree.
The proposed modification increases the number of multichannels in such a way that
every channel integrates at most one propagator, and the correlations between peaking
invariants are enhanced by the restricted topology of the branching tree. Whereas the
total number of multichannels increases, every integrator depends on fewer sub-channels,
and suffers less from statistical fluctuations. In the example above, the Higgs and Z ′
now represent each a multichannel, where the former contains the W+W− and ZZ
decay channels and the latter only a splitting into a W -pair. The growth in the number
of integration channels with the number of external particles can be effectively tamed
by discarding all channels whose weight drops below a threshold times the mean weight,
as was pointed out above. Discarding irrelevant channels can be done recursively, so
that complete parts of the tree are eliminated once all channels leading to such a part
are discarded, leaving only the leading resonant parameterisations of the phase space
integral.
2Or neither one of these, leading to a continuum background invariant mass distribution.
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3.3 Implementation details
3.3.1 Hadronic initial states
So far we have assumed the initial state of the generated events to be given momenta
and parton flavours. For a leptonic collider this is the case, as the construction of the
initial state is trivial, assuming the machine produces collisions at design energy3. For
hadronic colliders such as the LHC or Tevatron however, the initial state of incoming
partons is not exactly known, as the interacting constituents possess only a fraction of
the hadron momenta.
The relation between the perturbative hard-scattering partonic cross section and the
observed hadronic events is given by the factorisation theorem for hadron-hadron cross
sections,
σab→X(p1, p2) =
∑
k,`
∫ 1
0
dx1
∫ 1
0
dx2
(
fak (x1, µ
2
f )f
b
` (x2, µ
2
f )×
1
2sˆ
σˆk,`→X
(
x1p1, x2p2, µr, µf
))
.
(3.68)
The flavour indices k, ` run over all constituents of the hadrons a, b that are relevant
at the factorisation scale µf . The hard-scattering cross section σˆ is evaluated for these
incoming partons at the effective invariant mass4 sˆ = x1x2s, defined in the above
formula without its flux factor 1/2sˆ. This cross section depends on the renormalisation
scale µr through the running of the strong coupling and effective quark masses and
logarithmically on µf by higher-order radiative corrections. The long-distance interac-
tions at the hadronic scale where perturbation theory breaks down have been absorbed
into the parton distribution functions fak that give a measure for the probability of
finding a parton k with momentum fraction x inside the hadron. The scale-dependence
of the PDF’s is universal, so they can be measured experimentally at a fixed scale in
deeply-inelastic scattering experiments, and subsequently evolved towards the required
scale of the hard scattering.
The scales that appear in the above expressions are arbitrary in the sense that the
inclusive cross section to all orders in perturbation theory, the infrared-safe observable,
is independent of µf and µr. Since calculations in practice always truncate the
perturbative series, a choice shall have to be made, which usually sets µf = µr = Q,
where the latter defines the ’typical’ scale of the hard scattering. Such a cross-section is
not guaranteed to be free of infrared singularities, and shall therefore require separation-
and pT -cuts on final state partons. The resulting dependence on the scale presents a
systematic uncertainty which decreases as higher perturbative orders are calculated.
3Unless one chooses to absorb initial-state radiation into a parton density, see e.g. [116].
4Initial state hadrons and constituents are considered massless.
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Figure 3.8: Partonic process from a hadronic initial state.
The integration over the momentum fractions xi can be done by Monte Carlo, but a
uniform sampling yields poor performance due to the peaking structure of the integrand
with respect to sˆ. The generation may be optimised using an adaptive grid such as
VEGAS [117]. This method however relies on the assumption that the integrand is
(approximately) factorisable in x1 and x2, which is the case for the parton distribution
functions, but generally not for the hard-scattering cross section. As a solution, one can
either use an adaptive grid method that accounts for correlated dimensions[118, 119], or
find a mapping of the x-variables into less-correlated quantities [108]. The conventional
transformation variables are
τ = x1x2 , y =
1
2
log
(x1
x2
)
. (3.69)
The quantity τ can be identified as the fraction of energy carried to the hard scattering,
and y as the pseudo-rapidity of the CM-frame with respect to the lab frame. The
hadronic cross section reduces to
σab =
1
2s
∑
k,`
∫ 1
τ−
dτ
τ
∫ y+
y−
dy x1f
a
k (x1, Q
2)x2f b` (x2, Q
2)σˆk`(τ, y,Q2) . (3.70)
where x1 =
√
τey and x2 =
√
τe−y. Rewriting the integral in terms of xf(x,Q2) is
useful because these quantities are considered input from external libraries [120, 121].
The minimal energy fraction τ− can be derived from the masses of and cuts on the
final state particles. The limits on y depend on the value of τ ,
y± = ∓ 12 log τ , (3.71)
and hence must be sampled after the former. Since the PDF’s peak at small x, the
shape of τ is generally expected to be some falling power-law, peaked at its minimum. It
is therefore sampled by ∼ 1/τν where ν is a positive, process-dependent parameter that
must be chosen by hand. Heavy resonances in the s-channel can cause modifications of
this shape, and we have implemented two ways to account for this. The first method
uses an adaptive grid underlying the power-law mapping that generates τ , discussed in
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the next section. The other method samples all invariant masses in the recursive tree
in the backward direction, so that τ is sampled by the full s-channel currents, which is
further explained in the section after.
The y variable is usually peaked around zero and almost symmetric. Asymmetries
exclusively arise from differences in the PDF’s of incoming partons. An appropriate
density for importance sampling is usually
ρ(y) ∝ 1
cosh(y)
. (3.72)
which is achieved with the inversion method,
y = log
[
tan
(
arctan(ey
+
)r + arctan(ey
−
)(1− r))] , (3.73)
where r is uniformly distributed on [0, 1]. Modifications of this distribution can again
be accounted for by an underlying adaptive grid, subject of the following section.
3.3.2 Adaptive grid optimisation
The recursive multichannel is an efficient event generation method which is naturally
combined with the off-shell current tree. In an LHC environment however, there are
more ingredients necessary to achieve a good generation efficiency for complex processes.
First of all, there is the hadronic initial state which has a variable partonic invariant
mass and many flavour combinations of initial state partons have to taken into account.
The parton distribution functions cannot be generated without the loss of efficiency
and for many signal processes there is a competition between the low sˆ favoured by
the PDF’s and the higher scale where the signal resonates. As a result, the shape
of the partonic invariant mass fraction τ is not known beforehand. This can also be
concluded for final state invariant masses, which are subject to gauge enhancements
and may be heavily influenced by the imposed cuts.
The virtue of the adaptive grid –a widely used Monte Carlo technique in particle
physics– is that it does not require any additional information about the integrand
other than the total event weights. The basic idea of all variants is to divide the
integration domain into cells which carry a weight that determines the probability of
sampling a point inside the cell. The weights are allowed to be adapted to achieve
variance minimisation or a maximal Monte Carlo efficiency. The canonical adaptive
grid algorithm is VEGAS [117]. In one dimension, it uses a fixed number of bins, which
have a weight proportional to the integral estimate over the bin,
w(I) =
1
NI
∑
x∈I
f(x) ' vol(I)
∫
I
f(x)dx . (3.74)
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where NI denotes the number of points generated within the bin I. The grid is adapted
by reducing high-weight bins and expanding the low-weight bins, so that the volume
’cancels’ the fluctuations in the integrand, converging to the optimal configuration
where all bins have more or less the same weight. Note that the choice above for the
bin weight is not unique; one may choose to minimise the maximal weight thrown by
the generator and define w(I) to be proportional to maxx∈I f(x), see e.g. [118].
The generalisation to d dimensions is a distinct feature of VEGAS; the algorithm
copies the one-dimensional method simply N times, so that the bins are defined on the
edges of the integration hypercube, and their weights are the integral estimates of the
projected points onto the edge. Herein lies both its strength and its limitations; the
factorised grid only requires Dn values to be kept in memory, namely the projections
of the nD bins onto the D edges, which yields a significant gain in computer resources.
On the other hand are non-factorisable integrands poorly modeled by such a grid. One
solution is to reparameterise the integral as a (approximate) product of functions of
new integration variables or a sum thereof [108]. This is established to some extent
by the coordinate transformation (3.69) and the phase space decomposition invariant
masses.
An algorithm which treats higher dimensions in more sophisticated manner is PARNI
[119]. In one dimension, PARNI is essentially equivalent to VEGAS, in the sense that
it uses an adaptive grid with bins that may split or merge and therefore effectively
change size. The splitting of the highest weight bin yields two sub-bins with half of
the volume of their ’parent’ and their weight is initially estimated to be half of the
parent’s weight. This is convenient because the grid adapts ’on the fly’, without bin
explorations etc. Moreover, from a computational point of view, the splitting induces
a recursive binary tree structure if the parents are kept in memory, which makes the
lookup time of bins (which occurs frequently) grow logarithmically with the number of
bins. The generation of a point consists of three steps
1. Throw uniformly a number ρ ∈ [0, w(I0)], where I0 is the ’root’ bin which has
the full integration domain as its area and the sum of all lowest-level weights as
weight,
2. Lookup the corresponding lowest-level bin by recursively comparing ρ to the
weights of the two sub-bins until the lowest-level bin Ik is reached,
3. Generate uniformly a point x within Ik. By construction, the root normalises
the weights and hence the weight associated yo the point is
w(x) =
w(I0)
w(Ik)
. (3.75)
After the integrand f(x) is evaluated, its value is read by Ik to update its weight (3.74).
Then the algorithm recursively updates the higher level bin weights as the sum of their
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Figure 3.9: Adaptive grids for a one-dimensional Breit-Wigner distribution in x (left)
and two-dimensional ring-shaped Breit-Wigner (right).
children. In higher dimensions, the binary tree structure persists. After a fixed batch of
thrown points (which should be large enough in higher dimensions), the highest-weight
bin splits perpendicularly to the longest edge into two sub-bins. The hyper-rectangular
bins are not specified by their position, but relatively to their parent, minimising the
memory consumption of the grid. Consequently, the grid does not need to assume that
the integrand factorises in its variables, as is illustrated on the right plot of fig. (3.9).
Note however that if the integrand is a factorised expression, VEGAS performs better
than multidimensional PARNI, as was noted in [119]. To prevent an infinite growth of
bins, the user defines a maximal number of bins per grid. When this limit is reached,
every splitting is followed by a merging of the two lowest-weight bins with the same
parent. This effectively deforms the grid without refinement, as is the case in VEGAS.
In the phase space generator, adaptive grids can be used abundantly. For the hadronic
initial state, the momentum fractions x1, x2 are usually generated within a two-
dimensional adaptive grid. Here the ability to integrate non-factorised expressions
efficiently is adavantagous. Alternatively, the generation of τ and y can be optimised
using underlying two one-dimensional adaptive grids, as the correlation between these
variables is expected to be small. Assuming that the phase space decomposition
decorrelates the virtual invariant masses, the adaptive grid optimization can be applied
to all sampled propagators within the tree, although the spacelike propagator sampling
usually suffices with a reasonably chosen exponent.
Mathematically, the underlying one-dimensional grid corresponds to a composition
of mappings, as sampling from an adaptive grid is essentially importance sampling
by a (discontinuous) density h : [0, 1] → [0, 1]. If g denotes a normalised density
which can be sampled its inverse cumulant G−1, the random number ρ on the unit
interval is mapped to G−1(x), where x is the point produced by the adaptive grid. The
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corresponding weight is by application of the chain rule found to be
w(ρ) =
1
g(G−1(x))h(x)
, x = H−1(ρ) . (3.76)
where H denotes the cumulant of the grid density and 1/h(x) is the grid weight, which
is computed using (3.75).
Usually the propagator sampling is constrained to a certain kinematically accessible
subrange [s−, s+] of the physical domain. The former interval varies on an event-by-
event basis, depending on the generated invariant masses up the decay cascade, whereas
the latter only depends on user-defined cuts and collider energy. Such a subrange
corresponds to a subinterval of the grid5 [ρ−, ρ+] where
ρ± = H(G(s±)) . (3.77)
This interval can be efficiently constructed by looking up the lowest-level bins in which
G(s±) fall and simultaneously summing all bin weights left of these bins, defining the
cumulant H at the endpoints of the interval.
In conclusion, the adaptive property of underlying grids is useful for processes with
multiple resonant structures or complicated kinematical cuts which cannot be fully
detected by the multichannels. It proves to be useful to include two initialisation phases
for the phase space generator: one where the multichannel weights are determined by
small number of multichannel adaptations on a large batch of events, and one where
the grids are generated using a larger (∼ O(100)) number of adaptations on a smaller
batch of events passing the cuts.
3.3.3 Backward invariant mass generation
The signal processes of interest at the LHC usually occur at high sˆ because they
are required to contain heavy resonances and high-pT jets. More than often, the
generator-level cuts will include minimal missing transverse energy, momentum and
restrict the rapidity of detectable particles to the central region. For high-multiplicity
processes with massless but highly-energetic final states, the recursive multichannel–
even optimised with adaptive grids–has difficulties singling out these regions of interest.
This is due to the fact that the sampling of sˆ is not directly ’aware’ of the final-state
cuts or heavy intermediate resonances, due to the statistical fluctuations in the weights.
Clearly it is feasable to make the partonic invariant mass sampling dependent on
the hard-scattering process under consideration. For example, in PYTHIA [116] the
occurence of a s-channel resonance is reflected by a channel in the sˆ-generator.
5Alternatively one can rescale and shift the fully generated interval, but this limits the efficient
adaptation of the grid
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Moreover, it may happen that heavy resonances occur far down an off-shell decay
chain. The s-sampling algorithm described sofar tends to underestimate the resonating
invariant in this case, because it is sampled only after several branchings. This is
unsatisfactory because in a realistic analysis such resonances are frequently biased by the
phase space cuts, whereas cuts on many-particle invariant masses are often impossible
to impose due to experimental limitations. In [115], it was proposed to sample therefore
the internal invariant masses in the opposite direction of the cascade. This procedure
can be straightforwardly applied to the recursive phase space generator. The directions
in which the various algorithms act within the recursive tree is summarised as follows,
−→ choose branchings −→
←→ propagator sampling ←→
−→ momentum generation −→
←− amplitude calculation ←−
Backward sampling of invariant masses assumes a sequence of phase space branchings
has been picked using the multichannel weights at each current. One starts with
putting the produced particles on their mass shell. Then, one samples the second-level
invariant masses sij under the constraint
√
si +
√
sj ≤ √sij ≤
√
s (3.78)
where
√
s denotes the total available collider energy. One repeats this sampling until
only t-channel invariants are left. If no such channels exist, the branchings sequence
representated a pure s-channel topology and hence sˆ can be identified as the highest-
level timelike invariant. If the sequence contains spacelike invariants, one must ensure
that for every branching both outgoing positive invariants have been assigned. Hence
before sampling the tk, one must generate the multi-particle masses. This can be done
either upward or downward the multiperipheral t-channel. In the former case, which
has been adopted in the implementation, one starts with the last t-branching and
samples the total outgoing invariant mass between the bounds (3.78), which serves as
the second outgoing invariant mass for the previous splitting and repeats this until the
first t-branching is reached. The total partonic invariant mass can then be sampled with
the sum of the outgoing invariants as lower bound. The downward method reverses
this procedure, which yields upper bounds on the multi-particle mass sampling. The
backward propagator sampling has a convenient side effect that no integrals of the form
(3.45) have to be calculated, because the invariant masses are not produced in pairs.
The downside of the method is a possible overestimation of high-energy regions due to
the fact that the lower bounds increase as one samples invariants further up the tree.
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Note that the backward invariant mass sampling can also be applied in e+e−-collisions
or decay processes, but in these cases usually does not perform better than the forward
sampling.
3.3.4 Multiple processes
In a hadronic collider, the initial state requires a sum over initial-state flavours.
Moreover, observable transition rates usually involve multiple jets, and therefore
require summing over final-state flavours. The number of subprocesses can therefore
become quite large [122], especially if quark mixing is not discarded. More than
often, many of these subprocesses contribute very little to the final result due to small
mixing factors, PDF suppression, kinematical cuts, etc. It is therefore feasable to treat
the selection of subprocesses in a Monte-Carlo approach that reflects their relative
importance.
In our implementation, the sum over processes is converted into a plain sum over cross
sections, without any grouping of equivalent processes other than symmetrising the
initial state,
σab→X(P1, P2) =
∑
k<`
∫ 1
0
dx1
∫ 1
0
dx2
1
2sˆ
(
fak (x1)f
b
` (x2)σˆk`(x1p1, x2p2)
+ fa` (x1)f
b
k(x2)σˆk`(x2p2, x1p1)
)
+
∑
k
σkk→X(P1, P2)
(3.79)
The number of calls to an individual subprocess can therefore be chosen arbitrarily
to achieve the optimal performance of the generator. The probability of selecting a
subprocess is encoded by its relative weight αk which can be chosen to minimise the
total variance of the cross section. If we denote Nk the number of events generated for
the k-th subprocess, the minimising function reads
f({Nk}, λ) =
∑
k
Ck
Nk
+ λ
(∑
k
Nk −N
)
, (3.80)
where λ denotes the Lagrange multiplier and the Ck denote the proportionality factors
in the variances, Var(σk) = Ck/Nk. Assuming the αk represent the fraction of events
that belong to subprocess k, this function may be rewritten as
f({αk}, λ) = 1
N
∑
k
Ck
αk
− λN
(∑
k
αk − 1
)
(3.81)
To find the minimum under the constraint, we differentiate with respect to αk and
find λ = −Ck/(αkN)2, so that at the extremum the αk must be proportional to
√
Ck.
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Consequently, the weights are ideally proportional to the subprocess variances, which
is achieved by adapting the αk as
αk ← αk(Var(σk))β (3.82)
where β is some positive number that regulates the adaptation process under statistical
fluctuations. The determination of the subprocess weights αk and adaptation is
analogous to the adaptive multichannel over densities; after some prescribed batch of
events, the subprocess variances are calculated and the weights are adapted as above.
To save computer memory, we also define a threshold , such that all processes with
σk +∆σk < σtot/Nproc are discarded.
In a multi-jet cross section, the subprocess cross sections are often spread over several
orders of magnitude. To avoid spending initialisation time at the insignificant contri-
butions, we perform a pre-initialisation, where the algorithm estimates the subprocess
cross sections by a moderate number of events, and discards all contributions below the
subprocess threshold. It is clear that improvements can be made in this domain, by
grouping processes with equal amplitudes or similar pole structure. Such a grouping is
tedious for a general-purpose generator as it relies on the particular process and the
mixing of quark flavours [54].
The production of unweighted events does not use the process weights, but rather the
relative contribution to the full cross section. Once the subprocess has been chosen,
the event is generated using the conventional hit-and-miss method. This is performed
on the fly, as the program keeps track of the maximal weight produced per subprocess.
Note that this leads to a small deviation for the events produced at the start of the run,
where the maximal weight was too small. Moreover, it may happen that the generators
throws a few very high-weight events that slow down the unweighting. This may be
regulated by using a modified highest weight [118, 115]
wmax() = max{wi|〈w > wi〉 < 〈w〉} , (3.83)
i.e. the highest weight such that all the events with higher weights constitute a fraction
less than  of the total subprocess cross section. The resulting distributions therefore
deviate less than  of the ’true’ distributions. To calculate the modified maximal weight,
a histogram of all weights is kept for each subprocess.
3.3.5 Program Outline
The phase space generation algorithm described sofar has been implemented in the C++
code camgen and interfaced with the matrix element evaluation library outlined in sec-
tion (2.4.1), hence effectively serving as multi-purpose matrix-element event generator.
Similarly to the matrix element calculation library, the event generator is a template
library, where most functionality is compiled by the user of the library. The relations
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Figure 3.10: Outline of Camgen’s basic flow structure. In the above, Θ denotes the
generator-level cut information and f the initial state flux factor, including PDF
weights. The dashed line feeds the total event weight wtot back to the adaptive modules.
between the core class templates is illustrated in fig. (3.10). The event-generating
class templates are process generator for single processes and event generator for
simulations that involve multiple subprocesses. The latter basically consists of a list of
subprocess generators, with the algorithm described in the previous section to select
these.
The subprocess generators contain three Monte Carlo generation objects: a phase
space, helicity and colour generator. These are linked to a CM algorithm process
tree that reads in the generated degrees of freedom and produces the corresponding
matrix element. The generator types are abstract types, so the derived type must be
specified which implements the generation functionality. The derived types are created
by factories, and the specific produced type is determined by static enumeration values,
which can be accessed by global functions, e.g.
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set_phase_space_generator_type(phase_space_generators::recursive);
set_initial_state_type(initial_states::proton_proton);
set_helicity_generator_type(helicity_generators::uniform);
set_colour_generator_type(colour_generators::flow_sampling);
set_first_beam_energy(7000);
set_second_beam_energy(7000);
set_pT_min(10);
set_m_min(1,3,0.3);
set_pdfs("cteq6l.LHpdf",1);
All process generators constructed after these lines will be of the recursive multichannel
type, having a pp initial state and uniform helicity and colour-preserving colour sampling.
The code below the whiteline specify the configuration of the generator: beam energies
of 7 TeV, a minimal pT of 10 GeV for all produced particles, a minimal dimass of 300
MeV for the first and third outgoing particle pair and the parton distribution set to be
used. Internal parameters and properties can be configured similarly, e.g.
set_s_exponent(1.75);
set_adaptive_s_sampling(true);
set_grid_init(100,50);
The first line gives a value to the massless timelike propagator sampling density. The
second line declares that all timelike propagators will contain an undelying adaptive
grid, and the latter specifies the initialisation of the grids, namely in 100 batches of 50
nonzero weight events. There are much more configuration functions included in the
package, allowing the user to optimise the resulting generator to the process at hand.
After the configuration, the generator can be built from a recursive tree,
typedef SM model;
CM_algorithm<model,2,3>amp("u,d > d,h0,u");
amp.load();
amp.construct();
process_generator<model,2,3,std::random>gen(amp);
gen.initialise();
for(int i=0;i<10000;++i)
{
gen.generate();
}
std::cout<<gen.cross_section()<<std::endl;
The resulting program will initialise the generator and subsequently generate 10000
(weighted) standard-model vector boson fusion events. Note the extra template
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parameter std::random which denotes the random number generator used by the
instance. To generate unweighted events with the hit-and-miss method, the method
gen.generate unweighted() can be called. The multi-process event generator in-
stances are constructed analogously,
CM_algorithm<model,2,3>amp("p,p > j,h0,j");
amp.load();
amp.construct();
event_generator<model,2,3,std::random>gen(amp);
This constructs a list of subprocess generators for the H+2 jet production. Upon initial-
isation, a loop over all subprocesses is made, which can often be reduced by first calling
gen.pre initialise(). The pre-initialisation makes a rough estimate of the subpro-
cess rates and deletes the ones that contribute less than subprocess threshold()
times the average cross section. Both the process and event generator types are derived
from a base interface class that defines readout functions for momentum components,
transverse momenta, rapidities etc.
The generator configuration functions can be wrapped into a user-defined subclass
of the generator configuration<model type> class template. This is convenient
as it allows the user to encapsulate the configuration functionality inside a single
method configure(). This maximises the configuration flexibility for event generators,
because within the configuration method it is possible to read the particle identification,
so that the configuration may be tailored to the specific subprocess. Moreover, the
configuration class can implement the generator-level cuts, the factorisation scale and
renormalisation scale, which can be made dependent on the kinematics and flavour
structure of the event. The cuts are implemented by overriding the pass() member
function that returns a boolean denoting whether the event is accepted. The scales
µf , µr by either implementing F scale() and R scale() or QCD scale() if both are
intended to be equal. The configuration instance is activated by passing it to the
constructors of process or event generators,
my_config_type conf;
event_generator<model,2,3,std::random>gen(amp,conf);
This lets gen keep the instance conf into its local data. When gen requires for
example the factorisation scale, it loads itself into the configuration instance, making
its kinematics readable to conf and calls the F scale() method in conf.
The same pattern is used for the output interfaces of the event generators. An output
interface consists of two pieces: a format and an engine. The former defines the
particular output type (Les Houches, ROOT file, plain ASCII file), the latter is a
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class implemented by the user to define which variables should be saved to disk. It
should be a derived class of the interface base class and implement the abstract
methods add variables() and fill(). The first method registers local data members
to stream to the output file, whereas the second function gives a value to those variables.
Once the interface engine, say my engine has been properly defined and (optionally)
compiled, it can be used to save event properties to a file, e.g.
chain_interface<model_type>if(gen,new root_tree<model_type>(
"data/proc","datatree"),new my_engine);
...
gen->generate();
if.fill();
...
if.write();
In the above, the call to the fill method writes the event output variables to the
interface buffer, and the write method finishes the output files. The above code creates
a so-called chain interface for the multiprocess generated by gen. Such a chain shall in
this case consist of the files data/proc x.root where x denotes the process number,
which all contain the common ROOT TTree named datatree. Hence one can easily
access individual subprocesses, or view the complete multiprocess spectra using a
ROOT TChain. Note that if the Les Houches output format is chosen, the definition
of an engine is not required and the constructor argument may be dropped.
Since the initialisation phase for many subprocesses may require a significant amount of
time, a serialisation functionality is provided for the event generators. This allows the
user to write the complete object to a file, such that the generator can be reconstructed
for a new run. This is facilitated by the member functions write and read, e.g.
gen.write("gen.dat");
event_generator<model,2,3,rng>* gen_copy;
gen_copy=event_generator<model,2,3,rng>::read(amp,conf,"gen.dat");
where rng denotes the random number generator. The static function member function
read reads the input stream and creates a new generator instance, which must be
deleted by the user when no longer needed. The generator configuration conf is only
used by the copied instance for the definition of the scale and cuts, all other settings
are read from the input file.
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3.3.6 Validation and Checks
There are many strategies to validate the produced cross section of the algorithm.
Methods to address the matrix element computation have been discussed in the previous
chapter. It is also possible (and feasible, at the development stage) to test the phase
space generation independently of the matrix element. The trivial starting point is
to check momentum conservation and on-shellness of the produced particles on an
event-by-event basis. The produced phase space weights can be tested by computing
the volume of phase space, which is trivially obtained by setting all matrix elements
equal to unity. For massless states and no kinematical cuts, the n-particle phase space
volume for fixed invariant mass s can be solved analytically and is equal to
Vn(s) =
(pi
2
)n−1 sn−2
Γ(n)Γ(n− 1) . (3.84)
In general, the phase space volume containing possible massive final states, kinematical
cuts or hadronic initial states can be numerically evaluated as the mean weight of
the uniform phase space generator. In the comparisons with RAMBO it is however
appropriate to set the widths of the Breit-Wigner sampling to a sufficiently large value
because sampling the constant function with a narrow resonance mapping is very
inefficient, and vice versa RAMBO is unable to achieve a good estimate for narrow
peaks.
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Figure 3.11: Comparison of phase space sampling methods RAMBO (blue) and the
recursive tree (red) for e+e− → µ+νµu¯d at
√
s = 500 GeV and with ΓW = 100 GeV.
On the left, results for the phase space volume sampling, on the right the calculation of
the cross section, as a function of the number of thrown events, in units of 104.
This comparison with the uniform phase space generation has been performed for a
wide range of electroweak processes. Similarly, one can assess the correctness of the
phase space weights by comparing backward s-generation with the forward algorithm.
In fig. (3.12) one observes the equivalence of both methods, and the gain in efficiency
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Figure 3.12: Comparison of phase space sampling methods RAMBO (blue), the re-
cursive tree with forward s-sampling (red) and backward s-sampling (orange) for
ud → duW+W− for pp-collisions at √s = 8 TeV. On the left, results for the phase
space volume sampling, on the right the calculation of the cross section, as a function
of the number of thrown events, in units of 104.
with backward generation for a 2jW+W− process. It is at this level of complexity that
the backward algorithm starts to show a significant improvement, especially if tight
cuts are set upon the final state. Other internal cross-checks have been performed by
changing sampling parameters and introducing adaptive grids.
The full Monte Carlo program has been cross-checked with COMPHEP for tt¯, jj and
hjj amplitudes. For accurate comparisons we have used the six and eight-fermion cross
sections of ref. [123]. These results were obtained in the fixed-width scheme, which is
in our setup achieved by putting all widths to zero, calling the refresh couplings()
function for the standard model class and subsequently giving the correct values to
the decay widths. The results are shown in tables (3.2) and (3.3), where we assumed√
s = 500 GeV and imposed the following cuts on the final state,
E`, Ej > 10 GeV ,
θ(`, `′), θ(`, j) > 5◦ , (3.85)
m(j, j′) > 10 GeV .
The cross sections presented here were generated using 106 phase space points before
cuts. The invariant masses in the phase space tree were generated in the backward
direction and timelike mass generation was optimised by adaptive grids. The initialisa-
tion phase for all processes was performed using subsequently 10 batches of 50 · 103
events for the multichannel weights determination, and 500 grid adaptations in batches
of 1000 points. We see that for this selection of final states, our code (the column
named CAMGEN) performs comparable to AMEGIC++ and HELAC, where the latter
generally reaches the highest precision.
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final state AMEGIC++ HELAC CAMGEN
bb¯ud¯u¯d 49.74(21) 50.20(13) 49.36(20)
bb¯ud¯e−ν¯e 17.486(66) 17.492(41) 17.39(13)
bb¯e+νee
−ν¯e 5.954(55) 5.963(11) 5.900(22)
bb¯e+νeµ
−ν¯µ 5.865(24) 5.868(10) 5.835(15)
bb¯µ+νµµ
−ν¯µ 5.840(30) 5.839(12) 5.816(09)
Table 3.2: Cross sections (in fb) for possble signals and background to tt¯ production in
e+e− collisions at
√
s = 500 GeV. Statistical errors, in units of the last two digits of
the cross section, are indicated in brackets.
final state AMEGIC++ HELAC CAMGEN
e−e+uu¯dd¯ 1.237(15) 1.265(05) 1.282(27)
e−e+uu¯e−e+ 6.58(23)e-3 6.61(08)e-3 6.25(36)e-3
e−e+uu¯µ−µ+ 9.25(17)e-3 9.15(07)e-3 8.70(31)e-3
νeν¯eud¯du¯ 2.36(07) 2.43(01) 2.44(03)
νeν¯eud¯e
−ν¯e 0.916(30) 0.912(05) 0.916(12)
νeν¯eud¯µ
−ν¯µ 0.878(27) 0.889(05) 0.899(08)
e−e+uu¯dd¯ 1.051(09) 1.045(05) 1.074(17)
e−e+uu¯e−e+ 4.08(05)e-3 4.21(05)e-3 4.41(14)e-3
e−e+uu¯µ−µ+ 5.81(07)e-3 5.83(05)e-3 5.91(15)e-3
νeν¯eud¯du¯ 0.4755(21) 0.4711(24) 0.4950(46)
νeν¯eud¯e
−ν¯e 0.16033(63) 0.16011(78) 0.16092(58)
νeν¯eud¯µ
−ν¯µ 0.14383(53) 0.14439(65) 0.14391(39)
Table 3.3: Cross sections (in fb) for possble signals and background to vector boson
fusion Higgs production in e+e− collisions at
√
s = 500 GeV. The lower block denotes
the cross sections without a Higgs boson. Statistical errors, in units of the last two
digits of the cross section, are indicated in brackets.
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3.A Branching Integrals
In this appendix we give the results of the integrals that normalise the weights of a
constrained invariant mass pair generation (3.45),
I(g1, s−1 , g2, s
−
2 , s) ≡
∫ ∞
s−1
ds1
∫ ∞
s−2
ds2 g1(s1)g2(s2)θ
(
m−√s1 −√s2
)
. (3.86)
These factors are in the forward s-generation algorithm frequently evaluated and
therefore critical to the performance of the phase space generator. We shall adopt the
notation
m ≡ √s, mi ≡ √si , m−i ≡
√
s−i . (3.87)
The propagator sampling distributions gi are either a Dirac-delta distribution for
on-shell particles, a Breit-Wigner for resonant massive propagators or a uniform or
power-law distribution for the nonresonant propagators. In the following, we shall
assume that the total incoming invariant mass is large enough to accomodate for a
valid pair of invariant masses, i.e.
√
s > m−1 +m
−
2 . In the on-shell case with mass
M > m−2 of the second leg, the integral is given by
I(g1, s−1 , δM , s
−
2 , s) =
(
G1
(
(m−M)2)−G1(s−1 ))θ(m−m−1 −M) , (3.88)
where G1 denotes the cumulant of g1. If one of the distributions is uniform, say g2,
the integral reduces to
I(g1, s−1 , 1, s
−
2 , s) =
∫ (m−m−2 )2
s−1
ds1 g1(s1)
(
s+ s1 − s−2 − 2m
√
s1
)
. (3.89)
which is in all cases analytically solvable. In the case where g1(s1) = Pν(s1) ∼ s−ν1 ,
the integral is solved by
I(Pν , s−1 , 1, s
−
2 , s) = G2−ν − 2mG3/2−ν + (s− s−2 )G1−ν , (3.90)
where G denotes the integral of the power law over the physical interval,
Gα =

1
α
(
(m−m−2 )2α − (m−1 )2α
)
, α 6= 0 ,
2 log
(
m−m−2
m−1
)
, α = 0 .
(3.91)
Note that the case of a branching into two uniformly sampled invariant masses is
accounted for by taking ν = 1 in the power-law formula (3.91). The more complicated
case is a splitting into a uniform and a Breit-Wigner distribution. The integral (3.89)
then splits into three pieces which can be solved analytically in the complex plane.
The result is given by
I(BWM,Γ, s−1 , 1, s
−
2 , s) =
s− s−1 +M2
MΓ
[
arctan
(s+1 −M2
MΓ
)
− arctan
(s−1 −M2
MΓ
)]
+
1
2
log
∣∣∣∣s+1 − µ2s−1 − µ2
∣∣∣∣+ imMΓ(F (µ)− F (µ¯)) ,
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where s+1 = (m−m−2 )2, µ =
√
M2 − iMΓ and the function F is defined by
F (z) = z log
( (z +m−m−2 )(z −m−2 )
(z −m+m−2 )(z +m−2 )
)
. (3.92)
The more intricate integrals are the double Breit-Wigner, the double power-law and
mixed branching normalisations. The latter cannot be solved analytically, so we
resort to numerical methods. This can be done accurately by first evaluating the
Breit-Wigner peak analytically such that the resulting one-dimensional integrand is
sufficiently smooth. Although for the double power-law an analytic expression in terms
of beta functions can be derived, we prefer the numerical integration here as well: a
ten-point Gauss quadrature for example displays an accuracy that is high enough for
our practical purpose. The numerically evaluated integrals for these branchings read
I(Pν , s−1 , BWM,Γ, s
−
2 , s) =
1
MΓ
∫ (m−m−2 )2
s−1
ds1
sν1
[
arctan
( (m−√s1)2 −M2
MΓ
)
− C1
]
I(Pν , s−1 , Pρ, s
−
2 , s) =
1
1− ρ
∫ (m−m−2 )2
s−1
ds1
sν1
[
(m−√s1)2−2ρ − C2
]
.
with C1, C2 the appropriate boundary terms. The double Breit-Wigner integral gives
a poor numerical estimate when the width is small compared to the available phase
space. It can however be analytically solved by extending the integration domain to
the complex plane. This is convenient because it allows us to write the integral as
I(BWM1,Γ1 , s
−
1 , BWM2,Γ2 , s
−
2 , s) =
∫ ∞
s−1
ds1
∫ ∞
s−2
ds2
θ(
√
s−√s1 −√s2)
|s1 − µ21|2|s2 − µ22|2
(3.93)
where the µj denote the masses in the complex-mass scheme,
µj =
√
M2j − iMjΓj . (3.94)
For notational convenience we shall denote left-hand side of eq. (3.93) by I(s). Using
a partial fraction decomposition we can expand the integral into four terms,
I(s) = − 1
4M1M2Γ1Γ2
(
g(µ1, µ2, s)− g(µ¯1, µ2, s)− g(µ1, µ¯2, s) + g(µ¯1, µ¯2, s)
)
, (3.95)
where each of the terms is complex-valued, and the imaginary pieces cancel amongst
themselves. The four integrals can be decomposed further,
g(µ1, µ2, s) =
∫ ∞
s−1
ds1
∫ ∞
s−2
ds2
θ(
√
s−√s1 −√s2)
(s1 − µ21)(s2 − µ22)
=
∑
q1,q2=±
∫ m−m−2
m−1
dm1
∫ m−m1
m−2
dm2
1
(m1 + q1µ1)(m2 + q2µ2)
(3.96)
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Note that the complex masses have nonzero imaginary part and therefore the four
integral terms each are finite. Denoting these integrals with hq1q2(s), a substitution
into dimensionless variables yields the integrals
hq1q2(s) =
∫ 1
0
dx1
∫ 1−x1
0
dx2
1
(x1 + ν1)(x2 + ν2)
, νj =
qjµj +m−j
m−m−1 −m−2
. (3.97)
which split into a dilogarithm part and logarithmic boundary terms as
hq1q2(s) = −
∫ 1
0
dz
log(z + ν2)
z − ν1 − 1 − log(ν2)
(
log(ν1 + 1)− log(ν1)
)
. (3.98)
The dilogarithmic integral has a pole at ν1 + 1 and a branch cut at the negative real
axis. It may be evaluated by choosing a triangular contour in the complex plane (cf.
appendix C of [124]) such that no poles or branch cuts lie inside, and yields
−
[
− Li2
( z + ν2
z − ν1 − 1
)
+
1
2
log2(z − ν1 − 1)
+
(
log(z − ν1 − 1)− log(z + ν2)
)
log
(ν1 + ν2 + 1
ν1 + 1− z
)]z=1
z=0
By definition, the h-functions are symmetric in ν1 and ν2. This symmetry may be made
manifest in the resulting formula using a careful analysis of the complex logarithm
terms and using dilogarithm identities. This however introduces more logarithm terms
and does not improve the efficiency of the computation.
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Chapter 4
WW Scattering at the LHC
In the first chapter, it was shown that the nature of electroweak symmetry breaking
can be assessed by studying the scattering cross sections of weak gauge bosons. Since
the vector bosons are inherently unstable, such an on-shell scattering process cannot
be observed experimentally. There exist however processes which contain vector boson
scattering as a subdiagram that constitute realistic detection channels at high-energy
colliders. In these processes, the initial-state of the vector-vector system is radiated off
the initial-state partons, ’spectator’ quarks in the case of a hadron collider. Moreover,
the final state bosons can be observed only indirectly through their decay products,
and consequently there will exist background processes which mimic the signal. From
a Monte-Carlo simulation perspective, vector boson scattering is a challenge because
it cannot be split into production and a decay channels. Instead, the high-energy
behaviour of the cross section is the result of an interplay within the complete gauge-
H
Z, γ+
q1
q2
+ + . . .
V1
V2
Figure 4.1: Weak boson scattering at the LHC.
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invariant set of Feynman diagrams, where nonresonant diagrams and interference terms
must be taken into account.
Background suppression is achieved by appropriate kinematical cuts on the resulting jets
and vector boson decay leptons. The cuts reflect the topology of the diagrams depicted
in fig. (4.1), requiring two forward jets which are widely separated in rapidity. The
final-state vector bosons on the other hand are located in the central region, and have
high transverse momentum, especially for high Higgs masses or heavy resonances in the
V V channel. For the W+W− channel, one faces a large tt¯+jets background requiring
additional selection cuts, which is possible because the signal rate is sufficiently large as
well. In this case, the dilepton invariant mass distribution can be used to discriminate
between the standard model Higgs and Higgsless models, which generically show a
high-mass excess due to delayed unitarity restoration.
For the decay products, we shall restrict ourselves to the fully leptonic channels.
Although hadronic decays are dominant due to their colour mulitplicity, they suffer
from the large V +4j background, and more sophisticated sideband subtraction methods
should be adopted [125]. The hadronic W allows one to reconstruct the V V -system
(assuming on-shellness) and perform an angular analysis of the leptons using only
scale-independent observables [48]. The reconstruction of the full final state is also
allowed by the ’gold-plated’ 4` signal [126], but this channel has a much lower rate than
the 2`2ν final state we shall be focussing upon. Note that this final state can emerge
fom the ZZ decay if the charged leptons have equal flavour, but this background is
small in the high-mass tail, where the dilepton pair is far from the Z-mass.
The results presented below are by no means an attempt to a realistic experimental
analysis, but rather a demonstration of the capabilities of our event generator. A
realistic setup should include soft QCD radiation, hadronisation and jet reconstruction
(here we only consider a parton-level analysis) and a complete detector simulation as
well.
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4.1 Event Generation for VBS
The phenomenology of vector boson scattering has been studied since the 80s in the
context of Higgs searches at hadron colliders. With this purpose in mind, the process
was usually split into a Higgs production Monte Carlo and a decay generator, neglecting
the non-Higgs Feynman diagrams that constitute the continuum background vector
boson pairs. This approximation is accurate around the Higgs resonance, but fails
to reproduce the high-energy tail of W -pairs that crucially depends on the complete
gauge-invariant set of diagrams.
A slightly more sophisticated approach is the so-called effective vector-boson approxima-
tion (EVA) [127]. In this approximation, one takes into account the diagrams that arise
by attaching fermion currents to the 2→ 2 vector boson scattering process. The incom-
ing gauge bosons are taken to be on-shell and certain luminosity structure functions
determine the distribution of their forward momentum fraction [23], analogously to the
Weizsa¨cker-Williams approximation to photon brehmstrahlung. Because the amplitude
factorises into vector boson scattering matrix elements and fermionic currents, this
method is very convenient for studying nonperturbative physics that rely upon the
manipulation of the longitudinal VBS amplitudes, such as untarisation schemes in the
framework of the electroweak chiral Lagrangian [126, 128]. This approach discards
transverse polarisation modes of the W ’s, but these are usually considered to be
subdominant in the regime where unitarity must be restored in the absence of a Higgs.
The EVA introduces errors of order O(M2V /sqq), where sqq is the invariant mass of the
spectator quark pair [129]. Whereas the internal W ’s in the EVA are on-shell, in the
exact treatment they have strictly spacelike momentum, as they form a multiperipheral
t-channel. We already mentioned in the previous chapter that this topology forbids
a Coloumb pole in the physical phase space, which however does appear in the EVA
because the scattered vector bosons are on-shell. Moreover, a pT -spectrum of the
recoiling quarks is absent in the effective approach and hence cannot provide observables
to gain control over background processes. Finally, the continuum background W ’s are
only partly generated in this approach, as one does not consider vector bosons radiated
off the forward quark jets.
These shortcomings are resolved by considering the full set of Feynman diagrams leading
to the jj+4f final state [130, 131, 48, 125, 132]. With the computational techniques
discussed in previous chapters, the full process including off-shell decaying gauge bosons
and complicated kinematical cuts is within reach of todays matrix element Monte Carlo
generators, including the one we developed ourselves. This allows a cut-based analysis
of various strongly-interacting gauge boson scattering scenarios, at least at leading
order in QCD corrections, where background and signal are treated on equal footing.
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Figure 4.2: Background processes to VBS at the LHC. On the left the dominant tt¯
background, on the right a QCD backgound contribution.
4.1.1 Generation Setup
The aim is to study new physics in W+W− scattering by analysis of the full 2`2ν2j
tree-level cross sections at order O(α6) and O(α4α2s). The charged leptons shall
be restricted to µ±, e±, whereas τ -neutrinos may be accounted for by a suitable
multiplication weight for same-flavour lepton events. These neutrinos however do not
contribute to the W+W− final state and shall be ignored after a cut on the dilepton
mass above MZ . The outgoing jets include all coloured particles except top quarks,
whereas the incoming proton constituents do not include b-quarks either. Quark mixing
is restricted to the first and second generation, so that we can conveniently divide all
contributing processes into three categories,
1. tt¯-like: all processes with a bb¯-pair as final state jets. This group1 is by far
dominated by top-quark pair production gg → tt¯ → bb¯W+W−. We restrict
ourselves to top quark pair production at leading order in αs; in a more realistic
treatment, one needs to include the full tt¯+ nj to account for QCD corrections
and event pile-up at high-luminosity running of the LHC [130].
2. QCD-like: all processes containing external gluons and no b-quarks, e.g.
gq(q¯)→ gq(q¯)V V , gg → qq¯V V , qq¯ → ggV V . (4.1)
In these processes the gauge bosons are radiated off the quark line and no vector
boson fusion can occur.
3. Vector-boson fusion-like: all processes without gluons or b-quarks as jets or
incoming partons. These processes contain the vector boson scattering signal
and irreducible backgrounds.
The first and second category (see fig. 4.2) are considered to be standard model
backgrounds and independent of new physics in the vector boson scattering channel.
1In fact, the full process is dominated by top quark pair production without additional cuts.
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Figure 4.3: On the left a vector boson brehmstrahlung backgound diagram, on the right
a (standard model) signal diagram.
final state tt¯ QCD VBF
jj`+`′−ν`ν¯`′ 18(2662) 64(3968) 328(63560)
jj`+`−ν`′ ν¯`′ 10(2768) 32(3456) 240(57720)
jj`+`−ν`ν¯` 18(5430) 64(7424) 328(121280)
Table 4.1: Number of processes contributing to the three categories for the considered
leptonic channels. In brackets, the total number of Feynman diagrams in the unitary
gauge is given. The unequal flavour channels are denoted by ``′.
The vector boson fusion category (see fig. 4.3) contains the signal plus irreducible back-
grounds, amongst which there are pure s-channel graphs, vector boson brehmstralung
graphs and nonresonant lepton production diagrams. The number of processes and
Feynman graphs that contribute to these classes are listed in table (4.1). Note that
the assumption that new physics only manifests itself in the VBF channels disqualifies
models in which new degrees of freedom couple to the fermions; we shall therefore only
consider anomalous Higgs couplings to the gauge bosons and fermiophobic Kaluza-Klein
theories. The incoming state is sampled from the leading order parton distribution
functions CTEQ6L [133] at the maximal LHC design energy
√
s = 14 TeV , (4.2)
and the chosen factorisation scale depends upon the category of the event. For the tt¯
processes we set
Q2 =M2t + p
2
T (t) , (4.3)
where t denotes a reconstructed top quark momentum. For the other processes the
typical scale of the process is the electroweak scale plus the transverse momentum, and
the scale is set to
Q2 =M2W +
1
6
6∑
i=1
p2T (i) . (4.4)
For all processes, the factorisation and renormalisation scale are taken equal to Q and
the strong coupling αs(µr) in the matrix elements is taken from the parton distribution
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functions via the Les Houches PDF interface [121]. For the vector boson fusion class,
the effect of higher order QCD corrections has been observed to be of the order of
10%, which is largely due to the factorisation scale uncertainty [134]. At the jet level
however, this uncertainty is magnified to as much as 100% due to the kinematical cuts
on the tagging jets [48].
As phase space generation algorithm, we have used the recursive tree with backward
invariant mass generation discussed in paragraphs 3.2.4 and 3.3.3. All positive invariant
generations in the tree were optimised using adaptive grids, as well as the pseudo-
rapidity of the partonic system. The generation was performed in three stages: an
initialisation phase to construct grids and estimate multichannel weights, a cross section
calculation phase to estimate subprocess weights and the maximal event weights, and the
unweighted event generation phase where 500× 103 unweighted events were generated
and written to disc.
4.1.2 Physics Models
As a reference model for the light mass scenarios we have taken the standard model
with Mh = 200 GeV, which is already excluded but this is irrelevant in the large
diboson mass region that we shall focus upon. The corresponding Higgs boson decay
width has been set to Γh = 1.43 GeV. To include finite widths in a gauge-invariant
way, the complex mass scheme was adopted (see section 2.4.3). The electroweak
parameters have been calculated from the gauge boson masses and Fermi’s constant
GF = 1.16639× 10−5 GeV−2, so that all couplings in this scheme are determined by
MW = 80.418 GeV , ΓW = 2.048 GeV ,
MZ = 91.188 GeV , ΓZ = 2.446 GeV ,
Mt = 173 GeV , Γt = 1.3 GeV ,
(4.5)
where first and second generation matter fields are set massless and the bottom quark
mass has been set to 4.6 GeV. The other reference point is the no-Higgs model in the
unitary gauge, i.e. the nonrenormalisable Mh →∞ limit of the standard model.
As a signal of light-Higgs-like new physics, we consider the strongly-interacting light
Higgs, with anomalous couplings of the Higgs to the gauge bosons. As discussed in
paragraph 1.3.4, these models are parameterised by cHξ, representing the prefactor
of the additional Higgs kinetic term. Upon a normalisation of the Higgs field, the
vector couplings of the strongly-interacting light Higgs receive the anomalous factor
(1− cHξ/2). For the Higgs mass under consideration, we also need to account for an
extra factor (1− cHξ) in the Higgs decay width, as it resides above the WW threshold
in our model. The anomalous factor is supposed to be of order unity, but for the
scale of the strongly-interacting sector to be higher than 2 TeV, one finds [48] that
|cHξ| < 0.6. We have considered the two cases cHξ = ±0.5 as benchmark models for
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KK mode M [GeV] Γ [GeV]
Z1 689 8
W1 694 15
Z2 713 6
W2 1098 52
Z3 1103 26
Z4 1567 30
W3 1572 96
Z5 1592 25
W4 1993 104
Table 4.2: Kaluza-Klein modes masses and decay widths included in the warped extra
dimension Higgsless scenario for R = 10−8 GeV−1.
nonresonant delayed unitarity towards a strongly interacting sector.
As a heavy resonant example of new physics, we have adopted the warped Higgsless
model with small extra dimensions discussed in paragraph 1.3.5. These models imple-
ment symmetry breaking through the appropriate boundary conditions on the weak
gauge boson modes along the compactified extra dimension. Unitarisation of vector
boson scattering amplitudes is mediated by an infinite tower of Kaluza-Klein vector
resonances, whose masses and couplings fulfill the sum rules (1.97). Following ref. [131],
we have considered a class of models that embed a Planck-brane and a TeV-brane in
a warped background geometry. Upon matching the lowest-level KK modes with the
standard-model gauge bosons, these models are characterised by a single parameter R
representing the scale of the Planck brane. To be compatible with electroweak precision
observables, the value of R determines the masses of the second lightest KK vector
bosons and may run from 10−8 GeV−1 down to 10−19 GeV−1. We have considered
the upper bound of this length scale, for which the first KK modes are the lightest,
and truncated the tower of KK masses to 2 TeV. The resulting tower of additional
vector bosons is listed in table (4.2). These models allow mechanisms to minimise
couplings of the extra modes to the standard model fermions, and in our analysis these
couplings are discarded alltogether. The visible resonances in WW scattering are the
second and third Kaluza-Klein Z-modes around 700 GeV. We therefore also include a
reference standard model with Mh = 700 GeV and Γh = 199 GeV as an example of
unitarisation by a scalar resonance.
4.1.3 Generator-Level Cuts
Without cuts on the final state kinematics, background rates are orders of magnitude
larger than the signal and new physics is impossible to detect in the simulated data. To
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achieve acceptable statistics in the final signal sample it is feasable to impose some cuts
at the event generation level. Moreover, without any restrictions many subprocesses
contain infrared singularities, as we work at fixed order in αs without parton showering.
It is therefore to impose inclusive cuts, which emphasize the signal already at the
generator level.
The signal topology is characterised by two hard, forward jets that are widely separated
in rapidity, the so-called tagging jets. This is a consequence of the fact that the
t-channel gauge bosons in the vector boson fusion diagrams are light compared to the
invariant mass of the two jets. Moreover, the t-channel gauge bosons are colour singlets
and one expects little hadronic activity in the rapidity gap between the tagging jets.
We exclude forward scattering singularities by demanding
pT (j) > 30 GeV , (4.6)
|η(j)| < 6.5 . (4.7)
Here we take the beam axis to be along the z-direction and accordingly define the
transverse momentum and pseudo-rapidity of a particle momentum by
pT =
√
p2x + p2y , η =
1
2
log
(p+ pz
p− pz
)
, (4.8)
where p denotes the particle’s three-momentum. The chosen maximal rapidity cut is
rather conservative –especially considering the detector rapidity coverage of the current
LHC experiments– and shall be further restricted in the final selection cuts. The jets
in the signal diagrams form the endpoints of a multiperipheral spacelike channel with
massive vector boson exchange, which leads to the vector boson fusion cuts
|η(j1)− η(j2)| > 3 , (4.9)
M(jj) > 60 GeV . (4.10)
Another frequent jet requirement, η(j1)η(j2) < 0 shall not be adopted here because it
is largely covered by the rapidity separation cut. Note that here we implicitly veto all
jets in the central region, which is in a realistic simulation too restrictive due to the
overlapping events at high luminosity running of the LHC. A more realistic analysis
should therefore relax this condition and veto central jets with pT > O(30 GeV) to
maintain an acceptable signal rate [135]. This however forces one to consider the
backgrounds tt¯+ nj (and in principle higher-order corrections in the QCD background
class as well), which has been studied for n = 0, 1, 2 in [130, 131].
The charged leptons in the signal topology are supposed to stem from the decaying
scattered vector bosons. Therefore they are required to be located in the central region
and be highly energetic. We impose the following incusive lepton cuts,
pT (`) > 20 GeV , (4.11)
|η(`)| < 3 . (4.12)
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The dilepton invariant mass is subject to a minimal cut depending on the flavours, to
exclude the Z + jets background,
M(``′) > 15 GeV , M(``) > 110 GeV . (4.13)
We do not require a minimal missing pT because these cuts shall be tightened at the
analysis stage, so that the Z decays become negligible. We therefore also omit the
`+`−ν`′ ν¯`′ background at this point.
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Figure 4.4: Diboson invariant mass after generator-level cuts.
4.2 Results
The generator-level cuts do not prevent the vector-boson signal to get swamped by the
tt¯ and, to a lesser extent, the QCD backgrounds. This can be clearly seen from fig.
(4.4), where we plotted the (reconstructed) WW invariant mass for the backgrounds
and standard model and Kaluza-Klein scenarios. In this plot we omitted the anomalous
Higgs gauge coupling distributions because these are basically indistinguishable without
additional selection cuts, as one observes from table (4.3), due to the irreducible
electroweak backgrounds. The Kaluza-Klein scenario is clearly distinguishable due to
the high-mass tail in the charged lepton pairs. The strongly-interacting light Higgs
models differ the most around M`` ∼ O(MH), because of the different decay widths
used for the Higgs, which is an artefact of the Higgs mass being above 2MW . We
shall however focus on the high-mass dilepton region to probe unitarity restoration,
so that the results can be qualitatively extended to smaller Higgs masses below the
WW -threshold.
4.2.1 Selection Cuts
The reducible backgrounds, top quark pair production and vector boson production in
association with jets, can be efficiently suppressed by additional cuts on the tagging
jets and charged leptons. In this paragraph we follow the selection cuts proposed in
[132].
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M(``)min tt¯ QCD SM200 SM700 SM∞ SILH+ SILH− KK
200 164 9.42 7.94 10.46 8.44 7.99 8.02 23.1
300 64.7 3.67 3.75 5.17 3.92 3.63 3.59 17.7
400 27.1 1.68 1.84 2.63 2.07 1.89 1.85 14.7
500 12.3 0.86 1.02 1.33 1.19 1.06 1.03 12.7
600 5.90 0.47 0.61 0.7 0.72 0.63 0.62 11.3
700 2.97 0.28 0.38 0.41 0.45 0.39 0.39 10.1
800 1.57 0.17 0.24 0.25 0.30 0.25 0.25 9.05
Table 4.3: Background and signal cross sections (in fb) as a function of a minimal
dilepton invariant mass cut (in GeV). The SM subscript denotes the Higgs mass
(where ∞ denotes the unitarity-violating Higgsless standard model), the SILH subscript
corresponds to the sign of cHξ = ±0.5 and KK denotes the warped extra dimension
model discussed previously. Error estimates are discussed in appendix 4.A.
M(jj)min tt¯ QCD SM200 SM700 SM∞ SILH+ SILH− KK
100 165 9.36 8.05 10.61 8.52 8.12 8.21 23.27
200 161 9.10 8.02 10.57 8.49 8.09 8.18 23.23
300 127 7.75 7.74 10.27 8.21 7.81 7.90 22.93
400 82.2 6.14 7.26 9.75 7.73 7.33 7.42 22.39
500 50.0 4.72 6.70 9.10 7.15 6.77 6.85 21.73
600 29.8 3.59 6.13 8.40 6.55 6.19 6.26 20.94
700 17.8 2.73 5.56 7.72 5.97 5.62 5.67 20.12
800 10.6 2.08 5.03 7.06 5.42 5.08 5.12 19.28
900 6.42 1.59 4.54 6.43 4.90 4.58 4.62 18.42
1000 3.92 1.22 4.08 5.85 4.43 4.14 4.16 17.55
Table 4.4: Background and signal cross sections (in fb) for minimal dijet invariant
mass cuts (in GeV), where a lower dilepton invariant mass cut of 200 GeV has been
imposed.
First, we note in the left plot of fig. (4.5) that the tt¯ and QCD backgrounds are
dominant at (relatively) small invariant mass of the jet-jet system; since the recoiling
quarks in the vector boson fusion signal have a significant high-mass tail, we can safely
impose the dijet mass cut
M(jj) > 1000 GeV . (4.14)
Furthermore the pseudorapidity separation cut can be tightened to
|∆η(jj)| > 4.8 , |η(j)| > 1.3 . (4.15)
These cuts efficiently reduce the top quark and QCD backgrounds, as can be observed
from the right plot in fig. (4.5) and table (4.4). It should however be noted that the
situation changes if tt¯+ nj is taken into account; in these processes (especially the tt¯j
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Figure 4.5: On the left the dijet invariant mass after generator-level cuts, on the right
the dijet rapidity gap after the dijet mass cut (4.14).
background) the dijet mass spectrum is shifted upward due to emitted hard gluons
being identified as a tagging jet. This background can be suppressed by a central
jet veto, dismissing events with extra jets of sizeable transverse momentum (around
30 GeV) in the rapidity gap between the tagging jets [130]. An additional b-tagging
procedure may further suppress the tt¯ background [131], but shall not be adopted here.
The signal charged leptons are expected to be relatively isolated and back-to-back due
to vector boson boost and spin correlations. Therefore we require a large pT separation,
pT (`) > 40 GeV , (4.16)
|~pT (`+)− ~pT (`−)| > 220 GeV , (4.17)
which from the left plot in fig. (4.6) can be seen to further suppress the top quark
and QCD background. The discrimination between the light Higgs scenarios however
require additional cuts
|η(`)| < 2 , (4.18)
cos(∆φ(``)) < −0.6 . (4.19)
In the right plot in fig. (4.6) we observe that the unitarity violating behaviour of the
Mh =∞ limit is most pronounced in the central region, which is the motivation for
the stricter lepton rapidity cut above. The results for the light Higgs scenarios and
backgrounds with dijet and dilepton cuts applied are listed in tab. (4.6). Here we
observe that the standard model, the no-Higgs standard model and the anomalous
vector coupling cross sections become distinguishable.
Finally the signal is enhanced by requiring sufficient separation between the charged
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(4.14), (4.17) and M(``) > 250 GeV.
M(``)min tt¯ QCD SM200 SM700 SM∞ SILH+ SILH− KK
200 .043 .097 .385 1.37 .556 .403 .451 11.5
300 .030 .055 .242 .988 .396 .267 .288 11.1
400 .020 .030 .138 .537 .254 .159 .164 10.4
500 .0139 .017 .0794 .241 .1670 .0953 .1020 9.69
600 .0107 .0097 .0473 .101 .1110 .0605 .0660 8.94
700 .0071 .0058 .0271 .048 .0746 .0384 .0428 8.20
800 .0026 .0038 .0172 .026 .0525 .0252 .0296 7.46
900 .0022 .0026 .0108 .016 .0381 .0155 .0200 6.72
Table 4.5: Background and light Higgs signal cross sections (in fb) for minimal dilepton
invariant mass cuts (in GeV), with all dijet and dilepton cuts imposed.
leptons and jets. This is established by the lepton-jet selection cuts
|∆η(j`)| > 0.8 (4.20)
∆R(j`) > 1 . (4.21)
Furthermore, the tt¯ background may be completely suppressed by requiring the lepton-
jet invariant masses to be above the top-quark threshold,
M(j`) > 180 GeV . (4.22)
We can see from fig. (4.7) that these lepton-jet cuts efficiently reduce tt¯ background
for high-mass dilepton events, without affecting the signal too much. Especially the
high-mass signals are hardly affected by the lepton-jet separation cuts.
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Figure 4.7: Minimal jet-lepton rapidity gap (left) and invariant mass (right) with dijet
invariant mass cut (4.14) and dilepton cut (4.17) applied and with M(``) > 200 GeV.
4.2.2 Conclusion and Outlook
Combining all cuts, we find the results listed in fig. (4.8) and tab. (4.6). The top quark
background has become smaller than the statistical error beyond a dilepton invariant
mass of 400 GeV and the QCD background is about 20% of the signal rates. In this
analysis the Kaluza-Klein signal can already at an integrated luminosity of 100 pb−1
be detected with a 5σ significance. One should not take this result very seriously
because we neglected the tt¯+nj backgrounds for n > 0. Moreover, we truncated the
Kaluza-Klein tower of gauge bosons at 2 TeV, which destroys the sum rules and causes
eventually unitarity violation. This can be restored by equating the four-W vertex to
its truncated sum rule.
M(``)min QCD SM200 SM700 SM∞ SILH+ SILH− KK
200 .0423 .202 1.01 .357 .227 .262 10.7
300 .0311 .151 .826 .296 .177 .202 10.5
400 .0173 .0838 .451 .193 .105 .118 9.98
500 .00998 .0466 .197 .13 .0634 .0733 9.31
600 .00589 .0276 .0778 .088 .04 .048 8.62
700 .00355 .0159 .0346 .0605 .0262 .031 7.93
800 .00224 .0104 .0185 .0433 .0174 .0214 7.23
900 .00157 .0067 .0105 .032 .0109 .0152 6.52
Table 4.6: Background and signal cross sections (in fb) for minimal dilepton invariant
mass cuts (in GeV), with all selection cuts imposed.
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Figure 4.8: Dilepton invariant mass distributions with all selection cuts applied.
The anomalous couplings of the strongly-interacting light Higgs can be seen to violate
unitarity in a softer way than the standard model without a Higgs, resulting in a slight
excess of high-mass lepton pairs over the standard model. In accordance with [132], we
find the largest signal significance forM(``)min = 500 GeV: at an integrated luminosity
of 200 fb−1 of respectively 2.4σ and 3.8σ for the scenarios SILH+ and SILH−.
These results are obviously optimistic compared to a realistic analysis due to the
following simplifications,
• We did not include a parton shower algorithm, which generically is expected
to increase the 10% theoretical error that was suggested earlier. As we already
mentioned, studies [48] indicate that imposing jet cuts makes the resulting cross
section suffer from large factorisation scale uncertainties. In the semileptonic
channel, less scale-dependent observables such as angular correlations may be
used to discriminate between strongly-interacting light Higgs models.
• We did not include loop corrections, which are small for the signal processes, but
expected to be sizeable for the QCD and top backgrounds.
• We did not include additional jets to the top quark pair production cross section,
which contain a high dijet mass tail, making them harder to suppress with
dijet mass cuts. Alternatively, one may resort to a minijet veto and b-tagging
[135, 131].
• We did not include a detector simulation. Due to the complex cuts on the jets and
high-pT leptons, the finite detector resolution shall reduce the signal significance.
What we have demonstrated is that our event generator is capable of handling a complex
process like vector boson scattering and all its irreducible backgrounds simultaneously.
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The event generator can produce tree-level cross sections for any model that can be
decribed by its selection of Feynman rules, and new Lorentz or color structures may
be added by hand without changing the matrix element or phase space generation
engines. By comparison with theMh →∞ limit of the standard model, we observed the
unitarising roˆle of the Higgs boson far above its mass scale in the hadronic environment
of the LHC. Anomalous couplings to gauge bosons destroy unitarity as well, albeit
in a softer way, delaying the scale of a strongly-coupled regime. Heavy (iso-)scalar
and vector resonances have been probed by considering a heavy Higgs mass and an
extra-dimensions model with Kaluza-Klein resonances in the WW -channel.
For the near future, the Higgs search results will provide guidance in the search of new
physics in vector boson scattering processes. If a light Higgs is found, which is most
probable in the light of the latest ATLAS and CMS results, the strongly-interacting
light Higgs models can be excluded by collecting high-energy dilepton + 2 jet events.
Simultaneously, the theoretical community is left with the task to come up with
observables and predictions beyond leading order in perturbation theory, and refine
the existing analyses with more sophisticated statistical methods. These studies shall
be crucial to probe the roˆle and dynamics of such a Higgs, and hence the nature of
electroweak symmetry breaking.
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4.A Error Estimates
In this appendix we give the estimated statistical errors on the cross sections listed
in sect. 4.2. These cross sections, with various cuts applied, were calculated with the
formula
σ = εσtot , ε =
Npass
Ntot
, (4.23)
where σtot being the total cross section computed by the event generator, Ntot is the
size of the generated sample of unweighted events and Npass the number of events that
passed the applied cuts. We express the error on this cross section in terms of the
Monte Carlo statistical error and the cut efficiency error as
∆σ = (∆ε)σtot + ε(∆σtot) . (4.24)
Here ∆σtot is calculated by the event generator and is for all samples below the 0.1%
level. The error estimate on the cut efficiency estimate ε is calculated using the binomial
assumption,
∆ε =
√
ε(1− ε)
Ntot
. (4.25)
M(``)min tt¯ QCD SM200 SM700 SM∞ SILH+ SILH− KK
200 .060 .063 .061 .068 .067 .063 .058 .097
300 .047 .050 .051 .059 .056 .052 .048 .094
400 .036 .041 .043 .050 .048 .044 .041 .091
500 .029 .035 .038 .042 .041 .038 .035 .088
600 .024 .031 .033 .036 .037 .034 .031 .086
700 .021 .029 .031 .033 .034 .031 .029 .084
800 .019 .027 .028 .030 .031 .029 .027 .081
Table 4.7: Cross section error estimates (in %) for dilepton invariant mass cuts (in
GeV), corresponding to tab. (4.3).
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M(jj)min tt¯ QCD SM200 SM700 SM∞ SILH+ SILH− KK
100 .013 .021 .020 .021 .020 .019 .020 .027
200 .029 .038 .027 .027 .027 .026 .026 .033
300 .055 .059 .039 .038 .039 .039 .039 .044
400 .063 .069 .050 .048 .049 .049 .049 .054
500 .059 .071 .058 .056 .057 .057 .057 .062
600 .052 .070 .063 .061 .062 .062 .062 .069
700 .044 .067 .066 .065 .066 .066 .066 .075
800 .038 .063 .069 .068 .068 .068 .068 .080
900 .033 .059 .070 .070 .070 .069 .069 .084
1000 .028 .055 .070 .071 .070 .070 .070 .088
Table 4.8: Cross section error estimates (in %) for the dijet invariant mass cuts (in
GeV), corresponding to tab. (4.4).
M(``)min tt¯ QCD SM200 SM700 SM∞ SILH+ SILH− KK
200 .023 .039 .036 .034 .033 .035 .035 .034
300 .058 .070 .070 .069 .066 .069 .069 .055
400 .063 .066 .069 .072 .070 .069 .069 .070
500 .060 .058 .062 .061 .066 .063 .063 .081
600 .057 .050 .054 .049 .060 .056 .056 .088
700 .051 .044 .047 .042 .055 .050 .050 .093
800 .044 .040 .042 .037 .050 .044 .045 .097
Table 4.9: Cross section error estimates (in %) for minimal dilepton invariant mass
cut (in GeV) with dilepton and dijet invariant mass cuts imposed, corresponding to
tab. (4.6).
M(``)min QCD SM200 SM700 SM∞ SILH+ SILH− KK
200 .022 .021 .024 .021 .021 .021 .029
300 .066 .065 .063 .059 .062 .063 .048
400 .071 .071 .074 .071 .071 .071 .066
500 .065 .064 .064 .069 .066 .066 .077
600 .057 .056 .051 .064 .059 .059 .086
700 .050 .048 .042 .058 .053 .053 .091
800 .044 .043 .037 .054 .047 .048 .096
Table 4.10: Cross section error estimates (in %) for minimal dilepton invariant mass
cut (in GeV), with all selection cuts imposed, corresponding to tab. (4.6).
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Summary
Summary
One of the main reasons for the construction of the Large Hadron Collider was to
find the holy grale of modern particle physics, the famous Higgs boson. Its discovery
would provide us with the ‘smoking gun’ of the mechanism that is generally claimed
to generate the masses of elementary particles in the standard model: the process of
spontaneous symmetry breaking. Although the arguments for the Higgs mechanism are
very compelling from the theoretical point of view and electroweak precision data favour
a light scalar Higgs particle, direct evidence is still lacking and so the nature of the
symmetry-breaking sector remains open for speculation. Alternative models however
face a serious challenge in the description of the scattering of weak gauge bosons. The
gauge bosons of the weak interaction are the only known elementary force-carriers that
are massive, and they are supposed to receive their mass by ‘eating’ the remaining
degrees of freedom of the Higgs doublet, the would-be Goldstone bosons. Therefore
the dynamics of longitudinally polarised W± and Z bosons reflects the structure of
the unknown symmetry-breaking sector, and moreover the Higgs particle plays an
essential roˆle in the high-energy limit of vector boson scattering cross sections. Since
the longitudinal polarisation vector grows with the energy of the collision, a physically
sound theory must incorporate a mechanism that suppresses this growth to obey the
unitarity bound. We have considered a class of models where this bound is pushed
upward, beyond the detectable energy range of the LHC, by modified Higgs-gauge
couplings. This behaviour may arise as the low-energy effective theory of some strongly-
coupled Higgs sector, where the Higgs resonance is fairly light and may arise as a
composite field. The other class consists of Higgsless Lagrangians in higher dimensions,
where the massive gauge bosons are part of an inifinite tower of Kaluza-Klein resonances
due to boundary conditions upon the electroweak gauge field in a five-dimensional
warped geometry. The unitarity in these theories is ensured by an infinite number of
gauge cancellations, facilitated by certain sum rules between the coupling constants
and Kaluza-Klein masses.
To study the effect of a modified Higgs sector for vector boson scattering at the LHC,
a first step is to calculate the scattering amplitudes. Because the process eventually
results into a six-fermion final state, it is important to obtain the high-multiplicity
matrix elements at a sufficient speed. The recursive method of Caravaglios and Moretti
provides the optimal algorithm to compute helicity matrix elements as it fully factorises
the full amplitude, contrary to the diagrammatic approach which often involves the
evaluation of identical expressions. This is achieved by evaluating the Schwinger-Dyson
series numerically in the backward direction and storing all intermediate amplitudes,
the so-called off-shell currents, into the computer’s memory. We created a C++ library
that implements the recursive algorithm for arbitrary processes in a wide range of
models, possibly including Majorana fermions. For the treatment of colour degrees
of freedom we adopted the colour flow formulation of the QCD, where only nonzero
colour configurations propagate through the recursive tree.
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Given an algorithm to evaluate matrix elements for given external particle momenta,
colours and helicities, it remains to integrate this amplitude over the physical phase
space to obtain the desired cross section. This is most efficiently established by
the Monte Carlo method, possibly improved by importance sampling, multichannel
techniques or adaptive grids. For the colour summation, we note the efficient importance
sampling method which restricts sampling colour-preserving configurations, and thereby
reducing contamination with zero-weight phase space points significantly. For the
generation of momenta, we have adopted a recursive multichannel construction, in
the very same spirit of the matrix element computation. The resulting phase space
tree consists of branchings, that generate internal momenta according to a vertex in
the Feynman graphs, and invariant mass generators which correspond to propagator
factors. The various branchings that are connected to a single internal momentum
constitute a multichannel within the phase space tree. In combination with the generic
amplitude computational tool, we have constructed a parton-level general-purpose
matrix element event generator.
Finally, we have applied these tools to the vector boson scattering process in proton
collisions at the LHC design energy of 14 TeV. At a hadron collider, the scattering
vector bosons will always be radiated off spectator quarks, which are likely to be widely
separated in rapidity and populate the forward scattering angle region. Moreover,
the vector boson scattering events are characterised by little hadronic activity in
the central region, at least if we restrict ourselves to fully leptonic decay channels.
Focussing upon the leptonic decays of scattering W -bosons, the signal is enhanced in
the region where the charged leptons have widely separated transverse momenta. The
full matrix element calculation and optimised phase space generation have allowed us to
simultaneously take into account the dominant tt¯-background, and subdominant QCD
events in which a gluon qualifies as tagging jets. Appropriate phase space cuts on the
dijet invariant mass and lepton-jet invariant mass drastically suppress the top quark
and QCD backgrounds, and the various Higgs scenarios can be distinguished. As a
result, the Higgsless extra-dimensional models are easily distinguishable from the light
Higgslike theories due to a prominent excess in high-pT charged leptons. Discriminating
between the light Higgslike scenarios is more tedious, but in theory possible with a
few hunderd fb−1 of data, provided the anomalous couplings are sizeable. We should
mention that we did not take into account additional jets to the tt¯-process, parton
showering or hadronisation, and neither did we consider finite detector resolution
effects.
In conclusion, the upcoming Higgs search results at the LHC shall shine new light upon
the mechanism behind electroweak symmetry-breaking, and even if a light Higgs is
identified, the high-energy behaviour of the weak boson scattering amplitude is worth
probing as it carries valuable information about the nature of electroweak symmetry-
breaking. The tool we have developed may very well facilitate this analysis, being
capable of handling the complicated final state and well equipped for dealing with
non-standard Higgs sectors.
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Samenvatting
Samenvatting
De belangrijkste motivatie voor de bouw van de Large Hadron Collider (LHC) was
de zoektocht naar de heilige graal in de deeltjesfysica, het bekende higgsboson. Deze
ontdekking zal belangrijk bewijs leveren voor het mechanisme dat algemeen wordt
aangenomen als de manier waarop deeltjes een massa krijgen in het standaardmodel,
de zogenaamde spontane symmetriebreking. Hoewel dit concept aantrekkelijk is vanuit
theoretisch perspectief en elektrozwakke precisiemetingen een voorkeur voor lichte hig-
gsmassa’s laten zien, ontbreekt direct bewijs nog steeds en blijft de symmetriebrekende
sector onderwerp van speculatie. Voor alternatieve modellen ligt er echter een serieuze
uitdaging in het beschrijven van de verstrooiing van zwakke ijkbosonen op een fysisch
acceptabele manier. De ijkbosonen van de zwakke kernkracht zijn de enige bekende ele-
mentaire krachtdragers die massa hebben, en deze massa wordt in het standaardmodel
gegenereerd door het ‘opeten’ van vrijheidsgraden van het higgsdoublet, de ‘would-be’
Goldstone-bosonen. Daardoor vormt de dynamica van longitudinaal gepolariseerde
W±- and Z-bosonen een afspiegeling van de onbekende symmetrybrekende sector in
het standaardmodel, waarbij het higgsdeeltje een essentie¨le rol speelt in het hoge-
energiegedrag van botsingsdoorsnedes van verstrooiende vectorbosonen. Aangezien de
longitudinale polarisatievectors meegroeien met de totale botsingsenergie, heeft een
fysisch acceptabele symmetriebrekende sector de taak deze ongelimiteerde groei te
stoppen, zodat de doorsnede blijft voldoen aan de unitariteitsgrens. We hebben een
aantal modellen behandeld die deze grens opschuiven naar een energiedomein dat niet
rechtstreeks detecteerbaar is in the LHC door anomale koppelingen van de Higgs aan
de ijkbosonen. Dit mechanisme kan optreden bij effectieve theoriee¨n van een sterk
gekoppelde Higgs-sector waarbij het higgsdeeltje redelijk licht kan zijn en bijvoorbeeld
samengesteld uit elementaire deeltjes. Een ander type modellen bestaat uit higgsloze
Lagrangianen met extra dimensies waarbij de vectorbosonen deel uitmaken van een
oneidige familie Kaluza-Klein-resonanties die optreden door randcondities aan het
elektrozwakke ijkveld in een vijfdimensionale ’warped geometry’. Unitariteit in deze
modellen is gewaarborgd door een oneindig aantal ijkcancellaties, die het gevolg zijn
van bepaalde somregels tussen koppelingsconstanten en Kaluza-Klein-massa’s.
Het effect van een gemodificeerde Higgs-sector bestuderen voor vectorbosonverstrooi-
ing in de LHC begint bij het berekenen van de verstrooiingsamplitudes. Omdat dit
proces leidt tot een eindtoestand met zes fermionen is het aangewezen om amplitudes
met hoge multipliciteit aan een voldoende hoog tempo uit te kunnen rekenen. De
recursieve methode van Caravaglios en Moretti is het optimale algoritme voor zulke
complexe heliciteitsamplitudes aangezien het de volledige uitdrukking factoriseert, dit
in tegenstelling tot de diagrammatische methode waarbij identieke delen herhaaldelijk
worden uitgerekend. Het algoritme betaat erin de Schwinger-Dyson-vergelijking nu-
meriek te evalueren in achterwaartse richting en alle tussenliggende subamplitudes, de
zogenaamde ‘off-shell currents’, op te slaan in het computergeheugen. We hebben de
recursieve methode ge¨ımplementeerd in een C++ bibliotheek, waarbij het algoritme
toegepast kan worden op willekeurige processen en een brede keuze aan modellen,
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waarbij eventueel majoranadeeltjes kunnen worden toegevoegd. Betreffende de kleur-
vrijheidsgraden hebben we de kleurstroom-formulering van QCD ge¨ımplementeerd
zodat alleen niet-triviale kleurconfiguraties doorheen de boom van subamplitudes
propageren.
Met de beschikking over een algoritme dat de amplitude uitrekent voor gegeven deelt-
jesmomenta, -kleuren en -heliciteiten, blijft er voor een botsingsdoorsnede nog de
taak over om deze functie te integreren over de fysische faseruimte. De aangewezen
methode hiervoor is Monte Carlo-integratie, eventueel geoptimaliseerd door gebruik
te maken niet-uniforme variabelengeneratie, meerdere kanalen, of adaptieve roosters.
De som over kleuren is geoptimaliseerd door enkel configuraties te construeren die
kleurbehoud respecteren, en bijgevolg het genereren van events met gewicht nul signif-
icant reduceert. Voor de generatie van de deeltjesmomenta hebben we een recursief
multikanaal ge¨ımplementeerd, dat ge¨ınspireerd is door de recursieve boom voor de
amplitudeberekening. De boom die de momenta genereert bestaat uit vertakkingen die
overeenkomen met de vertices in de Feynman-diagrammen en daartussen invariante
massa generatoren die de overeenkomstige propagatoren samplen. Voor ieder intern
momentum kunnen meerdere vertakking ontspringen –er zijn immers vele diagrammen
die bijdragen– en deze vertakkingen vormen ieder een eigen Monte Carlo-kanaal. In
combinatie met de amplitude-calculator vormt dit pakket een modelonafhankelijke
Monte Carlo-generator die kan gebruikt worden voor vele doeleinden.
Ten slotte hebben we deze tools toegepast op vectorbosonvertstrooiing in protonbotsin-
gen bij een energie van 14 TeV. In een hadronversneller worden de verstrooiende
ijkbosonen altijd afgestraald door ‘spectator’ quarks, die hierdoor bij voorkeur en wijde
separatie in rapiditeit vertonen en in de voor- en achterwaartse delen van de detector
terechkomen. Verder is er in de centrale delen van de detector weinig hadronische
activiteit, als we hadronische vervalskanalen van de ijkbosonen buiten beschouwing
laten. We hebben ons toegelegd op leptonisch vervallende W -bosonen; hierbij wordt
het signaal vertsterkt in het domein waar de transversale momenta van de geladen
leptonen en grote spreiding vertonen. Het gebruik van de volledige amplitude en
de efficie¨nte faseruimtegeneratie hebben ons in staat gesteld zowel het signaal als de
dominante tt¯-achtergrond en subdominante QCD-events gezamenlijk te beschouwen.
Door het toepassen van snedes op de invariante massa van de twee jets en van de lepton-
jet-paren kunnen deze achtergronden op efficie¨nte wijze worden onderdrukt, zodat
onderscheid kan worden gemaakt tussen verschillende Higgs-scenario’s. De higgsloze
Kaluza-Klein-theoriee¨n worden duidelijk gekenmerkt door een verhoogde productie van
hoge-pT leptonen. Het onderscheid tussen modellen met lichte Higgs-achtige deeltjes is
moeilijker te maken, maar in principe mogelijk met enkele honderden fb−1 aan data,
zolang de anomale koppelingen niet te klein zijn. Hierbij dient opgemerkt te worden
dat we geen rekening hebben gehouden met extra jets bij de top-quarkproductie, parton
showering, hadronisatie of de eindige resolutie van detectors.
Tot besluit kunnen we stellen dat de toekomstige resultaten van de zoektocht naar het
167
Samenvatting
higgsdeeltje nieuw licht zal werpen op het mechanisme dat verantwoordelijk is voor
elektrozwakke symmetriebreking. Zelfs als een lichte higgs gevonden wordt, loont het
nog steeds de moeite om de vectorbosonverstrooiing bij hoge energie te analyseren
omdat dit waardevolle informatie bevat omtrent het karakter van de symmetriebreking.
De tools die we hebben ontwikkeld kunnen hierbij een nuttige rol spelen omdat ze in
staat zijn de complexe eindtoestand efficie¨nt te genereren voor vele vormen van nieuwe
fysica in de Higgs-sector.
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