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Abstract
High performance computing requires high quality load distribution of processes of a parallel
application over processors in a parallel computer at runtime such that both maximum load and
dilation are minimized. The performance of a simple randomized load distribution algorithm that
dynamically supports tree-structured parallel computations on two simple static networks, namely,
linear arrays and rings, is analyzed in this paper. The algorithm spreads newly created tree nodes
to neighboring processors, which actually provides randomized dilation-1 tree embedding in a
static network. We develop linear systems of equations that characterize expected loads on all
processors, and 4nd their closed form solutions under the reproduction tree model, which can
generate trees of arbitrary size and shape. The main contribution of the paper is to show that the
above simple randomized algorithm is able to generate high-quality dynamic tree embeddings
even in very simple and sparse networks such as linear arrays and rings. In particular, we prove
that as tree size becomes large, the asymptotic performance ratio of such a randomized dilation-1
tree embedding is N=(N − 1) in linear arrays and is optimal in rings.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
High performance computing requires high-quality load distribution of processes
of a parallel application over processors in a parallel computer in such a way that
processors perform roughly the same amount of computation, and that communicating
processes are assigned to processors that are close to each other. The load distribution
problem has been studied in the context of embedding a process graph G in a processor
graph (or a network) N. The nodes in G are processes, and edges in G represent
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communications among the processes. The nodes in N denote processors, and the
edges in N are communication links that connect processors in the network. A load
distribution of G on N is actually a mapping function  from the set of processes to
the set of processors, such that (p) is the processor on which process p will execute.
Among various kinds of process graphs, trees are of particular interest since many
parallel computations are tree-structured. Examples are divide-and-conquer algorithms,
backtrack search paradigms, branch-and-bound computations, game-tree evaluation,
functional and logical programs. The structure of a tree that represents a parallel com-
putation is usually unpredictable at compile-time. The tree grows gradually during the
course of the computation. Initially, there is perhaps only one root process. As the com-
putation proceeds, existing processes create new processes, and these child processes
should be assigned immediately to some processors for execution. In such a dynamic
setting, the mapping function  is not available in advance; it is calculated at runtime.
It is desirable for a tree node to be mapped to a processor without knowing what the
rest of the tree looks like. This is so called the dynamic tree embedding problem.
There are two important performance measures of a load distribution (i.e., a mapping
or embedding ). The 4rst one is the maximum load per processor, i.e., the maximum
number of processes (tree nodes) that are assigned to a processor. The tree nodes
should be distributed over the processors in N as evenly as possible so that the
maximum load is minimized. The second measure is the dilation, i.e., the maximum
distance between (p1) and (p2) in N, where p1 and p2 are two communicating
processes. Dilation should also be kept low since it a@ects communication overhead.
Processes that need to communicate to each other during the computation are placed
on processors that are close to each other.
Bhatt and Cai [2] were the 4rst to propose the problem of dynamic tree embedding in
static networks. Leighton et al. [12] showed that a dynamic tree embedding algorithm
in hypercubes that simultaneously minimizes load and dilation (within constant fac-
tors) must be randomized. Since then, randomized tree growing algorithms have been
investigated by several researchers for completely connected networks [11,19], hyper-
cubes [1,3,12,20,24], butterDies [12,21,29], k-ary n-cubes and its special cases [13],
hypercubic networks [23], asymmetric networks such as meshes [4,15,18], symmetric
networks like barrel shifters and Illiac networks [14], and cube-connected cycles [16].
In particular, an e@ective technique is developed in [19,20] to analyze the performance
of randomized tree embedding algorithms using random walks on any static networks
[9]. Other related research has been reported in [5,6,8,10,17,22,25–27,30].
In this paper, we investigate the performance of a simple randomized load distribution
algorithm that dynamically supports tree-structured parallel computations on two simple
static networks, namely, linear arrays and rings. The algorithm spreads newly created
tree nodes to neighboring processors, which actually provides randomized dilation-
1 tree embedding in a static network. We develop linear systems of equations that
characterize expected loads on all processors, and 4nd their closed-form solutions under
the reproduction tree model, which can generate trees of arbitrary size and shape. The
main contribution of the paper is to show that the above simple randomized algorithm is
able to generate high-quality dynamic tree embeddings even in very simple and sparse
networks such as linear arrays and rings. In particular, we prove that as tree size
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becomes large, the asymptotic performance ratio of such a randomized dilation-1 tree
embedding is N=(N −1) in linear arrays and is optimal in rings. In fact, our numerical
data demonstrate that by using randomization, high-quality load distribution can be
achieved even for trees with moderate sizes. These results con4rm the e@ectiveness of
randomization already wide used in solving many application problems in computer
science.
Since linear arrays and rings have virtually the minimum inter-processor connections,
they are least powerful in supporting dynamically evolving trees. It is conceivable
that the performance of randomized tree embedding is better on other static networks
such as hypercubes and meshes than on linear arrays and rings, especially for trees
of small sizes. This is certainly worth of further investigation. Our already nontrivial
analysis reported in this paper also imply that the analysis for other more powerful
and complicated networks will be quite involved.
The rest of the paper is organized as follows. In Section 2, we present the model of
dynamic tree embedding in static networks, the randomized load distribution algorithm,
and the reproduction tree model. Sections 3 and 4 analyze the performance of the
algorithm on linear arrays and rings, respectively. In Section 5, we demonstrate some
numerical results, and 4nally, we conclude the paper in Section 6.
2. Randomized load distribution for reproduction trees
2.1. The model of dynamic load distribution
A static interconnection network can be represented by an undirected network
N=(VN;EN), where VN= {P1; P2; P3; : : : ; PN} is a set of N processors, and EN is a
set of interprocessor communication links. In general, di@erent nodes may have di@erent
degrees and neighboring processor addressing functions. Let dj; 16j6N , denote the
degree of processor Pj in network N, and Pn( j;1), Pn( j;2); : : : ; Pn( j;dj) be Pj’s neighbors.
We consider dynamic maintenance of tree-structured parallel computations on static
networks. Each computation consists of processes that are organized as a tree. Initially,
there is one process, which is the root of the tree. This process could reside on some
processor (called the initial processor). During a computation, a process (i.e., a tree
node) can spawn several other processes, which are children of the node. These child
nodes are sent to other processors in a network according to a mapping function
.
There are two requirements on the way in which  is determined [2]. First, there
is no centralized control mechanism (i.e., global data structures to record current load
status and centralized process assignment algorithms). In fact, the load distribution
function  is computed jointly by all processors in a totally distributed fashion. When
a process p executing on processor Pj spawns a new process p′; p should select
a processor Pk =(p′) and send p′ to Pk for processing. Such a decision is made
locally on Pj without consulting other processors. Thus, (p′) might depend on Pj,
i.e., the processor that computes (p′). Secondly, the mapping function  should be
easy to calculate, i.e., a decision on load assignment is made almost instantly. That is,
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sophisticated strategies should be ruled out, because the time spent on computing  in-
troduces additional overhead. Moreover, it is common sense that simple load balancing
algorithms are preferred to complex strategies whose overhead may negate the gain of
load sharing. Complicated strategies and methods are also infeasible to analyze.
2.2. A randomized load distribution algorithm
In this paper, we consider a simple randomized tree growing algorithm. Assume that
a process p residing on processor Pj spawns a new process p′. The mapping function
 produces a random number k uniformly distributed in {n( j; 1); n( j; 2); : : : ; n( j; dj)}.
Process p′ is then sent to and executed on processor (p′)=Pk . Once process p′
is assigned to processor (p′), it cannot be reassigned to another processor. Notice
that process migration from overloaded processors to underloaded processors requires
exchange of state information. Also, it might increase dilation arbitrarily. The above
random function  is easy to compute, and does not involve any global status infor-
mation.
Notice that the above randomized embedding algorithm can be generalized to dilation-
 embedding in which, process p′ takes a random walk of length . The mapping
function  produces a sequence of  random numbers (k1; k2; :::; k). Then process p′
traverses from Pj to Pk as follows: Pj→Pk1 → Pk2 → · · · →Pk . The random vari-
ables are generated such that k1 is a random variable uniformly distributed in {n(j; 1),
n( j; 2), ..., n( j; dj)}, and in general, k is a random variable uniformly distributed in
{n(k−1; 1), n(k−1; 2), ..., n(k−1; dk−1 )}, where 26 ≤ . In other words, process
p′ takes a random walk of length  starting from Pj, and in each step, p′ randomly
selects a neighboring processor, and all neighboring processors are chosen with equal
probability.
Increasing the dilation  allows the tree nodes to move faster and further. This
is likely to reduce the maximum load and improve the quality of load distribution.
Nevertheless, our main purpose of the paper is to show that =1 is enough to generate
even load distributions.
2.3. The reproduction tree model
To analyze the performance of the above load distribution algorithm in supporting
tree-structured computations, we need a model of random trees. In our reproduction
tree model, we allow the number of children to have an arbitrary probability distribution
(u0; u1; u2; : : : ; ui; : : :), where ui is the probability that the number of children of a tree
node is i, i=0; 1; 2; 3 : : : : The average number of children of a node is b= u1 + 2u2 +
3u3 + · · ·. Any tree with arbitrary size (at least one node) and shape can be generated
from this model. A key feature of a reproduction tree is that all subtrees and sub-
subtrees grow in the same way as the original tree. This model has been traditionally
studied in the context of branching processes [7], which have been used in analyzing
various heuristic search algorithms [28].
One concern of this reproduction model is extinction (i.e., 4nite growth) of a tree,
i.e., we want the expected number M of nodes in the tree to be 4nite. It is well known
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[7,19,28] that
M =
1
1− b :
Thus, b¡1 is a necessary and suKcient condition for M to be 4nite. All necessary
information for our purposes is summarized in the value b.
2.4. Performance measure
It is clear that the dilation of the resulting tree embedding is one (assuming that
=1). The remaining question is, “What is the maximum load in such an embedding?”
Let LOPT denote the load on a processor in a perfect load distribution, that is,
LOPT =
M
N
=
1
(1− b)N :
Let LMAX be the maximum expected load among all processors in a randomized
dilation-1 embedding. Our performance measure is de4ned as
 =
LMAX
LOPT
called the performance ratio, which is determined by the number of processors N and
the topology of a network N, the number of tree nodes M and the model of random
trees, the initial processor ( for asymmetric networks), and the dilation . Minimizing
the maximum load is equivalent to minimizing . For a 4xed network size N , the
performance ratio M is a function of tree size M . The asymptotic performance ratio
is de4ned as ∞= limM→∞ M , which measures the performance of a randomized
tree embedding algorithm when the tree size is suKciently large.
2.5. The main results
The main 4nding of the paper is that the simple randomized load distribution al-
gorithm is able to generate high quality load distributions even in very sparse net-
works such as linear arrays and rings. In particular, we will prove the following
results:
Theorem 2.1. In a randomized dilation-1 embedding of a reproduction tree in a linear
array with N¿3 processors, all processors (except the two boundary processors)
receive the same amount of tree nodes on the average as M→∞. The load on
the two boundary processors is half of that on other processors. Furthermore, the
asymptotic performance ratio is ∞= N(N−1) . (Notice that our claim is independent
of the initial processor.)
Theorem 2.2. In a randomized dilation-1 embedding of a reproduction tree in a ring
with N processors, all processors receive the same amount of tree nodes on the
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average as M→∞. This implies that ∞=1, i.e., the asymptotic performance of the
randomized load distribution algorithm is optimal on rings.
The above results strongly support the approach suggested in [2,12], namely, em-
ploying randomized algorithms to produce good embeddings. The two theorems will
be proved in Sections 3 and 4, respectively. In Section 5, we will also provide numer-
ical data that demonstrate the quality of randomized load distribution and con4rm our
claims.
3. Linear arrays—Proof of Theorem 2.1
In a linear array with N processors P1; P2; : : : ; PN , each processor Pj, except the two
boundary processors P1 and PN , has two neighbors, namely, Pj−1 and Pj+1. Since the
linear array topology is asymmetric, the expected tree nodes assigned to a processor
depends on the choice of the initial processor. Let L(i; j) denote the expected load
on processor Pj in a randomized embedding of a reproduction tree when the initial
processor is Pi, where 16i; j6N .
Theorem 3.1. The following linear system of N 2 equations characterizes L(i; j):
L(1; 1) = 1 + bL(2; 1);
L(1; j) = bL(2; j); 26 j 6 N;
L(i; i) = 1 +
b
2
(L(i − 1; i) + L(i + 1; i)); 26 i 6 N − 1;
L(i; j) =
b
2
(L(i − 1; j) + L(i + 1; j)); 26 i 6 N − 1; 16 j 6 N; j = i;
L(N; j) = bL(N − 1; j); 16 j 6 N − 1;
L(N; N ) = 1 + bL(N − 1; N ):
Proof. We only prove the equation for L(i; i), where 26i6N − 1; other equations
can be shown in a similar way. Consider the load distribution for a reproduction tree.
We 4rst place the root process r on the initial processor Pi. Then the children of
r are sent to Pi’s neighbors when they are created. Consider one of r’s children c,
which is sent to either Pi−1 or Pi+1 with equal probability. Notice that the subtree with
root c grows in exactly the same way as the original tree with root r does, and that
during the load distribution for this subtree, either Pi−1 or Pi+1 is the initial processor.
Therefore, the original initial processor Pi receives 12 (L(i−1; i)+L(i+1; i)) tree nodes
on the average from this subtree. Since there are b such subtrees on the average,
and the load distribution for these subtrees are independent of each other, we have
L(i; i)= 1 + (b=2)(L(i − 1; i) + L(i + 1; i)), where 1 stands for the root r.
Corollary 3.2 below shows that the N 2 equations in Theorem 3.1 can be decomposed
into N independent linear systems of equations.
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Corollary 3.2. The N equations for L(1; j); L(2; j); : : : ; L(N; j) in Theorem 3.1 consti-
tute a tridiagonal linear system of equations:

1 −b 0 · · · 0 0 0 · · · 0 0 0
−b
2
1 −b
2
· · · 0 0 0 · · · 0 0 0
...
...
...
. . .
...
...
...
. . .
...
...
...
0 0 0 · · · −b
2
1 −b
2
· · · 0 0 0
...
...
...
. . .
...
...
...
. . .
...
...
...
0 0 0 · · · 0 0 0 · · · −b
2
1 −b
2
0 0 0 · · · 0 0 0 · · · 0 −b 1




L(1; j)
L(2; j)
...
L( j; j)
...
L(N − 1; j)
L(N; j)


=


0
0
...
1
...
0
0


:
Proof. The proof is a straightforward veri4cation and is left to the reader.
Theorem 3.3 shows that the choice of the initial processor is immaterial when the
tree size is very large. In other words, the initial processor Pi can be masked when the
asymptotic performance ratio is concerned.
Theorem 3.3. Consider a randomized embedding of a reproduction tree when proces-
sor Pi is the initial processor. Let
(i; j) =
L(i; j)
LOPT
be the normalized load on processor Pj, where 16j6N . Then, we have (1; j)=
(2; j)= · · · = (N; j), as b→ 1, i.e., M→∞.
Proof. From Corollary 3.2, we know that as b→ 1, i.e., LOPT =M=N→∞, we get
(1; j) = (2; j);
(i; j) = 12 ((i − 1; j) + (i + 1; j)); 26 i 6 N − 1;
(N; j) = (N − 1; j):
The theorem then follows.
By Theorem 3.3, there exist 1; 2; : : : ; N , such that for all 16j6N , we have
(1; j)= (2; j)= · · · = (N; j)= j, and that for all i and j,
L(i; j) ≈ j
(
M
N
)
; for large M;
where 1 +2 + · · ·+N =N . The j’s characterize the asymptotic performance of the
randomized load distribution algorithm on a network. In particular, it is easy to see
that ∞= max(1; 2; : : : ; N ).
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The proof of Theorem 2.1 relies on the closed form solutions for L(i; j), where
16i; j6N . Let us consider the solution to the N equations for L(1; j), L(2; j); : : : ;
L(N; j) as given in Corollary 3.2. To this end, we de4ne a sequence of functions
F1(b); F2(b); F3(b); F4(b); : : : ; Fm(b); : : : as follows:
F1(b) = b;
F2(b) =
b=2
1− (b=2)F1(b) =
b
2− b2 ;
F3(b) =
b=2
1− (b=2)F2(b) =
b(2− b2)
4− 3b2 ;
F4(b) =
b=2
1− (b=2)F3(b) =
b(4− 3b2)
8− 8b2 + b4 ;
...
Fm(b) =
b=2
1− (b=2)Fm−1(b) ; m¿ 2:
It is easy to check that
Fm(b) =

2b −

2
b
−

2
b
− · · ·
(
2
b
− b
(m−1)(−1)′s︷ ︸︸ ︷)−1
· · ·

−1


−1
−1
; m¿ 2;
where there are (m − 1) (−1)′s. The solutions for the L(i; j)’s can be expressed in
terms of the functions F1(b); F2(b); F3(b); F4(b); : : : ; Fm(b); : : : ; as given in Theorem
3.4.
Theorem 3.4. For all 16i; j6N , we have
L(i; j) =
{
Fi(b)Fi+1(b) · · ·Fj−1(b)L( j; j); 16 i 6 j − 1;
FN−i+1(b) · · ·FN−j−1(b)FN−j(b)L( j; j); j + 16 i 6 N;
and
L( j; j) =


1
1− bFN−1(b) ; j = 1; N;
1
1− (b=2)(Fj−1(b) + FN−j(b)) ; 26 j 6 N − 1:
Proof. Using substitution, we obtain
L(1; j) = bL(2; j) = F1(b)L(2; j);
L(2; j) =
b
2
(L(1; j) + L(3; j)) = F2(b)L(3; j);
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L(3; j) =
b
2
(L(2; j) + L(4; j)) = F3(b)L(4; j);
...
L( j − 1; j) = b
2
(L( j − 2; j) + L( j; j)) = Fj−1(b)L( j; j);
L( j; j) =
b
2
(L( j − 1; j) + L( j + 1; j)) + 1;
L( j + 1; j) =
b
2
(L( j; j) + L( j + 2; j)) = FN−j(b)L( j; j);
...
L(N − 1; j) = b
2
(L(N − 2; j) + L(N; j)) = F2(b)L(N − 2; j);
L(N; j) = bL(N − 1; j) = F1(b)L(N − 1; j):
Thus, for 26j6N − 1, we get
L( j; j) =
b
2
(Fj−1(b) + FN−j(b))L( j; j) + 1 =
1
1− (b=2)(Fj−1(b) + FN−j(b)) :
For j=1; N , we have L(1; 1)= bFN−1L(1; 1) + 1, and L(N; N )= bFN−1L(N; N ) + 1,
which give the equality in the theorem when j=1; N .
Now, let us consider the closed form solution for Fm(b). We give the following
lemma 4rst.
Lemma 3.5. There exist polynomials of b, i.e., pm(b), where m=0; 1; 2; 3; : : : ; such
that Fm(b) is represented as
Fm(b) = b
(
pm−1(b)
pm(b)
)
; m¿ 1;
and that
p0(b) = p1(b) = 1;
pm(b) = 2pm−1(b)− b2pm−2(b); m¿ 2:
Proof. The lemma can be proven by induction on m. By the de4nition of p0(b) and
p1(b), the equation for Fm(b) is obviously true when m=1. In general, by the de4nition
of Fm(b); m¿ 2, and the induction hypothesis that the equation is true for Fm−1(b),
and the de4nition of pm(b); m¿ 2, we have
Fm(b) =
b=2
1− (b=2)Fm−1(b)
=
b=2
1− ( b2 )b(pm−2(b)pm−1(b) )
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=
bpm−1(b)
2pm−1(b)− b2pm−2(b)
= b
(
pm−1(b)
pm(b)
)
:
Thus, the claim is correct for all m¿ 1.
The following theorem provides a closed form solution for Fm(b).
Theorem 3.6. The closed form solution for Fm(b) is
Fm(b) = b
(
(1 +
√
1− b2)m−1 + (1−√1− b2)m−1
(1 +
√
1− b2)m + (1−√1− b2)m
)
;
where m¿ 1.
Proof. To solve the recurrence relation in Lemma 3.5, we use a generating function
G(z) for the sequence p0(b); p1(b); p2(b); p3(b); : : : ; pm(b); : : : as follows:
G(z) =
∑
m¿0
pm(b)zm = p0(b) + p1(b)z + p2(b)z2 + p3(b)z3
+ · · ·+ pm(b)zm + · · · :
Then, we have G(z)− 2zG(z) + b2z2G(z)= 1− z, that is,
G(z) =
1− z
1− 2z + b2z2 =
1
2
(
1
1− (1 +√1− b2)z +
1
1− (1−√1− b2)z
)
:
Consequently,
G(z) =
1
2
∑
m¿0
((1 +
√
1− b2)m + (1−
√
1− b2)m)zm;
which implies that
pm(b) = 12 ((1 +
√
1− b2)m + (1−
√
1− b2)m);
for all m¿0, and Fm(b) as given in the theorem.
The following technical lemma will be used in our proof of Theorem 2.1.
Lemma 3.7. For all m¿ 1, we have
m = lim
b→1
(
(1− b)N
1− bFm(b)
)
=
N
2m
:
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Proof. We have the following derivation using Theorem 3.6:
(1− b)N
1− bFm(b) =
(1− b)N
1− b2
(
(1+
√
1−b2)m−1+(1−√1−b2)m−1
(1+
√
1−b2)m+(1−√1−b2)m
)
=
N (1− b)√
1− b2 ·
(1 +
√
1− b2)m + (1−√1− b2)m
(1 +
√
1− b2)m − (1−√1− b2)m
=
N
1 + b
· (
m
0 ) + (
m
2 )(1− b2) + (m4 )(1− b2)2 + · · ·
(m1 ) + (
m
3 )(1− b2) + (m5 )(1− b2)2 + · · ·
:
As b→ 1, we obtain
m = lim
b→1
(
(1− b)N
1− bFm(b)
)
=
N
2
· (
m
0 )
(m1 )
;
that is, m= N2m .
Now we are ready to prove Theorem 2.1. Theorem 3.8 (a restatement of Theorem
2.1) shows that except the two boundary processors P1 and PN , all processors in a
linear array share the same amount of load.
Theorem 3.8. For a linear array with N processors, 1 = N =N=(2(N − 1)), and
2 = 3 = · · · = N−1 =N=(N − 1), as b→ 1.
Proof. By Theorem 3.4, when j=1; N ,
( j; j) =
L( j; j)
LOPT
=
(1− b)N
1− bFN−1(b) :
Using Theorem 3.3 and Lemma 3.7, as b→ 1, we have
j = ( j; j) = N−1 =
N
2(N − 1) :
When 26 j 6 N − 1, using Theorem 3.4,
( j; j) =
L( j; j)
LOPT
=
(1− b)N
1− b2 (Fj−1(b) + FN−j(b))
= 2
(
1− bFj−1(b)
(1− b)N +
1− bFN−j(b)
(1− b)N
)−1
:
From Theorem 3.3 and Lemma 3.7 again, we obtain
j = 2
(
1
j−1
+
1
N−j
)−1
= 2
(
2( j − 1)
N
+
2(N − j)
N
)−1
=
N
N − 1
as b→ 1.
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4. Rings—Proof of Theorem 2.2
In a ring network with N processors P0; P1; P2; : : : ; PN−1, each processor Pj has two
neighbors P( j±1) mod N . Since the ring network is symmetric, the choice of the ini-
tial processor does not a@ect the overall quality (i.e., the performance ratio ) of a
load distribution. Let L(d) denote the expected load on a processor with distance d
from the initial processor in a randomized embedding of a reproduction tree, where
06d6N=2.
Theorem 4.1. When N is even, the following linear system of (N=2 + 1) equations
characterizes L(d):
L(0) = 1 + bL(1);
L(1) =
b
2
(L(0) + L(2));
L(2) =
b
2
(L(1) + L(3));
...
L
(
N
2
− 1
)
=
b
2
(
L
(
N
2
− 2
)
+ L
(
N
2
))
;
L
(
N
2
)
= bL
(
N
2
− 1
)
:
Proof. The proof is similar to that of Theorem 3.1. For instance, consider the equation
for L(d), where 16d6N=2 − 1. If Pi is the initial processor, and Pj has distance d
from Pi. Then, after c is sent to Pi−1 or Pi+1, the initial processor for the embedding
of the subtree with root c has distance d− 1 or d+1 from Pj. Thus, the expected tree
nodes that are assigned to Pj is L(d)= (b=2)(L(d− 1) + L(d+ 1)).
The following theorem provides the closed form solution for L(d) when N is even.
Theorem 4.2. When N is even, the closed form solution for L(d) is
L(d) =


1
1− bFN=2(b) ; d = 0;
FN=2−d+1(b)FN=2−d+2(b) · · ·FN=2(b)
1− bFN=2(b) ; 16 d6
N
2
:
Proof. The linear system of equations in Theorem 4.1 is essentially the same as the
one in Corollary 3.2 when j=1, with the index i in [1::N ] replaced by d in [0::(N=2)],
and the number of equations N by N=2+1. Therefore, the solution given in this theorem
can be derived from Theorem 3.4.
Theorem 4.3 is a restatement of Theorem 2.2 when N is even.
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Theorem 4.3. In a randomized embedding of a reproduction tree in a ring with
N processors, where N is even, all processors receive the same amount of tree
nodes on the average as b→ 1, that is, L(0)=L(1)=L(2)= · · · =L(N=2)=LOPT, as
M→∞.
Proof. This can be proven in a way similar to that of Theorem 3.3. Another way is
to de4ne
(d) =
L(d)
Z
; for all 06 d6
N
2
;
where
Z =
1
(1− b)(N=2 + 1) ;
such that Z plays the role of LOPT in Section 3. Then, similar to Theorem 3.8, we
have
(0) = (1) = (2) = · · · = 
(
N
2
)
= 1 = N=2 =
N + 2
2N
;
as b→ 1, where N in Lemma 3.7 is replaced by N
2
+ 1. Thus, for all 06d6N=2,
L(d) = N=2Z =
(
N + 2
2N
)(
1
1− b
)(
2
N + 2
)
=
M
N
= LOPT;
as M→∞.
Now we discuss the case when N is odd.
Theorem 4.4. When N is odd, the following linear system of ((N + 1)=2) equations
characterizes L(d):
L(0) = 1 + bL(1);
L(1) =
b
2
(L(0) + L(2));
L(2) =
b
2
(L(1) + L(3));
...
L
(
N − 3
2
)
=
b
2
(
L
(
N − 5
2
)
+ L
(
N − 1
2
))
;
L
(
N − 1
2
)
=
(
b
2− b
)
L
(
N − 3
2
)
:
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Proof. Similar to that of Theorem 4.1, with only one di@erence, namely, when N is
odd, we have
L
(
N − 1
2
)
=
b
2
(
L
(
N − 3
2
)
+ L
(
N − 1
2
))
;
which gives the equation for L((N − 1)=2).
The following theorem gives the closed form solution for L(d) when N is odd.
Theorem 4.5. When N is odd, the closed form solution for L(d) is
L(d) =


1
1− bHN−1
2
(b)
; d = 0;
HN−1
2 −d+1
(b)HN−1
2 −d+2
(b) · · ·HN−1
2
(b)
1− bHN−1
2
(b)
; 16 d6
N − 1
2
:
The function Hm(b) is
Hm(b)
= b


(
1 +
√
1−b
1+b
)
(1 +
√
1− b2)m−1 +
(
1−
√
1−b
1+b
)
(1−√1− b2)m−1(
1 +
√
1−b
1+b
)
(1 +
√
1− b2)m +
(
1−
√
1−b
1+b
)
(1−√1− b2)m

 ;
for all m=1; 2; 3; : : : :
Proof. The sequence of functions Hm(b) are de4ned as
H1(b) =
b
2− b ;
Hm(b) =
b=2
1− (b=2)Hm−1(b) ; m¿ 2:
Then, we have
L(0) = 1 + bL(1);
L(1) =H(N−1)=2L(0);
L(2) =H(N−3)=2L(1);
...
L
(
N − 3
2
)
=H2(b)L
(
N − 5
2
)
;
L
(
N − 1
2
)
=H1(b)L
(
N − 3
2
)
:
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From the above equations, we derive the closed form solutions for the L(d)’s. Using
the technique of generating function similar to that in the proofs of Lemma 3.5 and
Theorem 3.6, we can obtain the solution to Hm(b). We give an outline below and leave
out the details. First, it can be shown by induction on m that there exist polynomials
of b, i.e., qm(b), where m=0; 1; 2; 3; : : : ; such that Hm(b) is represented as
Hm(b) = b
(
qm−1(b)
qm(b)
)
; m¿ 1;
where
q0(b) = 1; q1(b) = 2− b;
qm(b) = 2qm−1(b)− b2qm−2(b); m¿ 2:
Second, we de4ne G(z)=
∑
m¿0 qm(b)z
m. It can be veri4ed that
G(z) =
1− bz
1− 2z + b2z2 =
1
2

 1 +
√
1−b
1+b
1− (1 +√1− b2)z +
1−
√
1−b
1+b
1− (1−√1− b2)z

 :
That is,
qm(b) =
1
2
((
1 +
√
1−b
1+b
)
(1 +
√
1− b2)m +
(
1−
√
1−b
1+b
)
(1−
√
1− b2)m
)
;
for all m¿0, and the equality for Hm(b) follows.
Theorem 4.6 is a restatement of Theorem 2.2 when N is odd.
Theorem 4.6. In a randomized embedding of a reproduction tree in a ring with N
processors, where N is odd, all processors receive the same amount of tree nodes
on the average as b→ 1, that is, L(0)=L(1)=L(2)= · · · =L((N − 1)=2)=LOPT, as
M→∞.
Proof. Again, this can be proven in a way similar to that of Theorem 3.3. We can
also show that
’m = lim
b→1
(
(1− b)N
1− bHm(b)
)
=
N
2m+ 1
;
as b→ 1. That is, by Theorem 4.5, we have L(0)=LOPT =’(N−1)=2 = 1, as M→∞.
5. Numerical data
In Table 1, we demonstrate example load distributions on a linear array with N =8
processors. The expected tree size is M =100; 200; 300; : : : ; 1000. The initial processor
is Pi, where i=1; 2; 3; 4. (When i=5; 6; 7; 8, we have a symmetric distribution to that
210 K. Li / Theoretical Computer Science 321 (2004) 195–214
Table 1
Expected load distribution on linear array (N =8)
L(i; 1) L(i; 2) L(i; 3) L(i; 4) L(i; 5) L(i; 6) L(i; 7) L(i; 8) M
i=1 9.34 16.85 15.35 14.17 13.28 12.65 12.28 6.08 1.348
M =100 i=2 8.42 17.02 15.51 14.32 13.41 12.78 12.40 6.14 1.361
i=3 7.68 15.51 15.98 14.75 13.82 13.17 12.78 6.33 1.278
i=4 7.09 14.32 14.75 15.48 14.50 13.82 13.41 6.64 1.238
i=1 16.54 31.24 29.71 28.48 27.53 26.86 26.47 13.17 1.250
M =200 i=2 15.62 31.40 29.86 28.62 27.67 27.00 26.60 13.23 1.256
i=3 14.85 29.86 30.31 29.05 28.09 27.41 27.00 13.43 1.212
i=4 14.24 28.62 29.05 29.77 28.79 28.09 27.67 13.77 1.191
i=1 23.71 45.56 44.02 42.77 41.81 41.12 40.72 20.29 1.215
M =300 i=2 22.78 45.72 44.17 42.91 41.95 41.26 40.85 20.36 1.219
i=3 22.01 44.17 44.61 43.34 42.37 41.68 41.26 20.56 1.190
i=4 21.39 42.91 43.34 44.06 43.07 42.37 41.95 20.90 1.175
i=1 30.86 59.87 58.32 57.06 56.09 55.40 54.98 27.42 1.197
M =400 i=2 29.93 60.02 58.46 57.20 56.23 55.54 55.12 27.49 1.200
i=3 29.16 58.46 58.90 57.63 56.65 55.95 55.54 27.70 1.178
i=4 28.53 57.20 57.63 58.35 57.36 56.65 56.23 28.04 1.167
i=1 38.01 74.17 72.61 71.35 70.37 69.68 69.26 34.56 1.187
M =500 i=2 37.08 74.31 72.76 71.49 70.51 69.81 69.40 34.63 1.189
i=3 36.31 72.76 73.19 71.92 70.94 70.23 69.81 34.84 1.171
i=4 35.67 71.49 71.92 72.64 71.64 70.94 70.51 35.19 1.162
i=1 45.16 88.46 86.90 85.64 84.65 83.96 83.54 41.70 1.179
M =600 i=2 44.23 88.61 87.05 85.78 84.80 84.10 83.68 41.77 1.181
i=3 43.45 87.05 87.48 86.21 85.22 84.52 84.10 41.98 1.166
i=4 42.82 85.78 86.21 86.92 85.93 85.22 84.80 42.33 1.159
i=1 52.30 102.75 101.19 99.92 98.94 98.24 97.82 48.84 1.174
M =700 i=2 51.38 102.90 101.34 100.07 99.08 98.38 97.96 48.91 1.176
i=3 50.60 101.34 101.77 100.49 99.50 98.80 98.38 49.12 1.163
i=4 49.96 100.07 100.49 101.21 100.21 99.50 99.08 49.47 1.157
i=1 59.45 117.04 115.48 114.21 113.22 112.52 112.10 55.98 1.170
M =800 i=2 58.52 117.19 115.62 114.35 113.36 112.66 112.24 56.05 1.172
i=3 57.74 115.62 116.06 114.78 113.79 113.08 112.66 56.26 1.161
i=4 57.10 114.35 114.78 115.50 114.50 113.79 113.36 56.61 1.155
i=1 66.59 131.33 129.77 128.49 127.51 126.80 126.38 63.12 1.167
M =900 i=2 65.67 131.48 129.91 128.64 127.65 126.94 126.52 63.19 1.169
i=3 64.88 129.91 130.35 129.07 128.08 127.37 126.94 63.40 1.159
i=4 64.25 128.64 129.07 129.78 128.79 128.08 127.65 63.75 1.154
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Table 2
Performance ratio vs. tree size (linear array)
M 50 100 150 200 250 300 350 400 450 500
N =3 1.515 1.508 1.505 1.504 1.503 1.503 1.502 1.502 1.502 1.502
N =4 1.382 1.358 1.350 1.346 1.343 1.341 1.340 1.339 1.339 1.338
N =5 1.313 1.281 1.271 1.266 1.263 1.260 1.259 1.258 1.257 1.256
N =6 1.306 1.253 1.236 1.227 1.222 1.218 1.215 1.213 1.212 1.211
N =7 1.301 1.234 1.212 1.201 1.194 1.189 1.186 1.184 1.182 1.180
N =8 1.331 1.238 1.207 1.191 1.181 1.175 1.170 1.167 1.164 1.162
N =9 1.355 1.241 1.203 1.184 1.172 1.164 1.159 1.154 1.151 1.149
Table 3
Expected load distribution on ring (N =9). (P0 is the initial processor)
P0 P1 P2 P3 P4 P5 P6 P7 P8 M
M =100 12.56 11.68 11.03 10.61 10.40 10.40 10.61 11.03 11.68 1.131
M =200 23.69 22.80 22.15 21.71 21.50 21.50 21.71 22.15 22.80 1.066
M =300 34.80 33.92 33.26 32.82 32.60 32.60 32.82 33.26 33.92 1.044
M =400 45.92 45.03 44.37 43.93 43.71 43.71 43.93 44.37 45.03 1.033
M =500 57.03 56.14 55.48 55.04 54.82 54.82 55.04 55.48 56.14 1.027
M =600 68.14 67.26 66.59 66.15 65.93 65.93 66.15 66.59 67.26 1.022
M =700 79.25 78.37 77.70 77.26 77.04 77.04 77.26 77.70 78.37 1.019
M =800 90.37 89.48 88.81 88.37 88.15 88.15 88.37 88.81 89.48 1.017
M =900 101.48 100.59 99.93 99.48 99.26 99.26 99.48 99.93 100.59 1.015
M =1000 112.59 111.70 111.04 110.59 110.37 110.37 110.59 111.04 111.70 1.013
of N − i.) These data are obtained from Theorem 3.4. It is clear that the performance
ratio M is low even when the tree size is not vary large. As M→∞; M approaches
N=(N − 1)= 87 = 1:142 : : : : In Table 2, we display M as a function of M for a linear
array with N =3; 4; 5; 6; 7; 8; 9 processors, assuming that P(N+1)=2 is the initial processor.
When M is small, M is larger in a large linear array than in a small linear array. As
M→∞; M approaches N=(N − 1), as claimed in Theorem 2.1.
In Table 3, we demonstrate example load distributions on a ring with N =9 pro-
cessors. The expected tree size is M =100; 200; 300; : : : ; 1000. The initial processor is
assumed to be P0; such a selection does not a@ect M . These data are calculated using
Theorem 4.5. It is clear that the performance ratio M is better than that in a linear
array of the same size. As M→∞, M approaches 1 quickly. In Table 4, we display
M as a function of M for a ring with N =3; 5; 7; 9 processors. For all M; M is larger
in a large ring than in a small ring. As M→∞; M approaches 1 for all N , as claimed
in Theorem 2.2.
Another interesting observation is that a processor receives less tree nodes as the
processor is further away from the initial processor. This can be formally stated as
follows:
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Table 4
Performance ratio vs. tree size (ring)
M 20 40 60 80 100 120 140 160 180 200
N =9 1.608 1.317 1.215 1.163 1.131 1.109 1.094 1.082 1.073 1.066
N =7 1.382 1.195 1.131 1.099 1.079 1.066 1.057 1.050 1.044 1.040
N =5 1.198 1.100 1.066 1.050 1.040 1.033 1.029 1.025 1.022 1.020
N =3 1.068 1.034 1.022 1.017 1.013 1.011 1.010 1.008 1.007 1.007
Theorem 5.1. For all N¿2, we have L(0)¿L(1)¿L(2)¿ · · ·¿L(N=2).
Proof. The theorem can be proven by using Theorems 4.2 and 4.5, and the facts that
1¿F1(b)¿F2(b)¿ · · ·¿FN=2(b), and 1¿H1(b)¿H2(b)¿ · · ·¿HN=2(b), which can
be shown using induction.
6. Summary and conclusions
We have analyzed the performance of a simple randomized load distribution algo-
rithm that dynamically supports tree-structured parallel computations on two simple
static networks, namely, linear arrays and rings. The algorithm spreads newly created
tree nodes to neighboring processors, which actually provides randomized dilation-
1 tree embedding in a static network. We develop linear systems of equations that
characterize expected loads on all processors, and 4nd their closed form solutions
under the reproduction tree model, which can generate trees of arbitrary size and
shape.
Our conclusions are that as tree size becomes large, the asymptotic performance
ratio of such a randomized dilation-1 tree embedding is N=(N − 1) in linear arrays
and is optimal in rings. Thus, the simple randomized algorithm is able to generate
high-quality dynamic tree embeddings even in very simple and sparse networks such
as linear arrays and rings. Our numerical results also con4rm the claims. In fact, our
numerical data demonstrate that high-quality load distribution can be achieved even for
trees with moderate sizes.
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