Abstract -The approximation properties of a fully discrete projection method for Symm's integral equation with a infinite smooth boundary have been investigated. For the method, error bounds have been found in the metric of Sobolev's spaces. The method turns out to be more accurate compared to the fully discrete collocation method known before.
Introduction
Pseudodifferential equations arise in solving a wide range of problems containing, in particular, integral equations of classical mathematical physics (for example, Helmholtz and Laplace equations with Dirichlet conditions). At present the elliptic pseudodifferential equations appear to be the most studied. As is known, because these problems are ill-posed in space L 2 (0, 1), their solution calls for special techniques. One way to regularize such problems consists in searching for a pair of appropriate spaces on which the equation under consideration is stable. For example, in [7] a class of problems containing elliptic pseudodifferential equations was investigated and it was proposed to consider the problem on the scale of Sobolev's spaces. In this approach, a stable solution was obtained by a method composed of a fully discrete trigonometric Galerkin scheme with a two-grid iteration method. In [4] , the above approach was simplified by using a conjugate gradient-type method allowing simple iteration schemes. Later the investigation above was continued in [5] . Here the generalized minimal residual method (GMRES) was considered as applied to the same class of pseudodifferential equations. The investigation of a wide class of pseudodifferential equations, as well as the problem of recovery of solutions for particular cases of such equations remain important. So, a straightforward method for solving the first kind equations with the kernel having logarithmic singularity was proposed in work [11] . Here the discretization was realized with the help of the interpolation and collocation method on a quasi-uniform grid. In [1] , [3] , the following algorithms for the Symm's integral equation arising in solving the Dirichlet problem for the Laplace equation were proposed. Namely, in [1] an approximate equation was constructed with the help of the fully discrete trigonometric collocation method, but in [3] the fully discrete projection method was investigated. The present paper continues the investigation started in [3] , and allows us to estimate the accuracy of the method of [3] in the metric of Sobolev spaces taking into account errors in both parts of the equation under consideration.
Description of the problem
Let us consider the Symm integral equation
-smooth 1-periodic parametrization of the boundary Γ such that |γ (t) = 0| for any t ∈ [0, 1]. Without loss of generality it can be assumed that the logarithmic capacity of Γ is distinct from 1. It is known (see [8] ) that in this case equation (2.1) is solvable and has an unique solution. As usual, we rewrite (2.1) as
where
The eigenfunctions of the operator A 0 are trigonometric functions such that Let the right-hand side f of (2.1) belong to H ν+1 for ν > 0. Moreover, assume that instead of the exact values of the functions f (t) and γ(t) we have at our disposal some of their perturbations in the knots of the uniform grid, for which the following estimates hold true: 8) and the kernel b ε (t, s) of the perturbed operator B ε has the form
Then according to [1] , the following bound holds:
Problem statement and method description
In the general case, to guarantee a stable solution of ill-posed problems it is required to use special regularization methods, the general principles of whose construction were stated in the theory of A. N. Tikhonov [9] . Besides, in the finite-dimensional solution of pseudodifferential equations there is one more way to achieve stability approximation, which consists in the appropriate choice of the discretization parameters. The regularization of the problem by its discretization leads to the notion of self-regularization. For example, such an approach was investigated in [10] within the framework of projection methods for which the conditions for self-regularization were described. In [12] , the application of the interpolation and collocation method for solving (2.1) was justified without additional regularization, and in [3] the property of self-regularization for the fully discrete projection method was established. As is known, Symm's integral equation ( Let us first introduce an n-dimensional space of the trigonometrical polynomials
We denote by P n the orthogonal projector in the form
and by Q n the interpolation projector such that Q n u ∈ T n and on a uniform grid the following relation takes place:
Now consider the fully discrete collocation method [1] which consists in approximating (2.1) with a C ∞ -smooth 1-periodic kernel b(t, s) by the equation
).
For method (3.1) in [1] with n = O((ε + δ)
) the error bound
was found on the scale of spaces H λ , −1 λ ν. Obviously, for λ = 0 bound (3.2) characterizes the accuracy of method (3.1) in the metric of L 2 (0, 1).
Further we describe the fully discrete projection method from [3] and state the corresponding theorem about the error bound for this method. According to [3] , the approximate solution u n,m,ε,δ of (2.1) is found from the equation
). 
is uniquely solvable and 6) on b(t, s) is applied. Such a restriction allows us to introduce two discretization parameters n and m which take into account the error levels δ and ε, respectively. This way results in an improvement of the error bound (3.4), as compared to (3.2) in the case of λ = 0.
The aim of the present paper is to generalize the results from [3] by establishing error bounds for method (3.3) on the scale of spaces H λ for all 0 λ < ν. Besides, the corresponding rules for the choice of m, n to minimize these bounds will be obtained.
It is wellknown (see, for example, [6] ) that for any n and v n ∈ T n the operator A :
satisfies the stability inequality
Note that for trigonometrical polynomials the inverse Bernstein inequality
is true. In [3] , it was shown that
Here the unknown coefficientsû n,m,δ,ε (k) are determined from the following system of linear algebraic equations:
From (3.7) it follows that to determine the element u n,m,δ,ε ∈ T n , it is enough to solve the system of m < n linear algebraic equations. Proof. To prove this statement, the following estimate [3] is required:
Auxiliary statements
Using the last inequality and (3.6), we obtain
which proves the lemma. 
Proof. First, let us prove the stability inequality for the operator A m . Using (3.5) and (4.1), for m M 0 we obtain
Let M 1 be the least natural number satisfying the inequality m 
Further, in view of the last formula and (4.2), we get
Let M 2 be the least natural number for which the inequality m Proof. Since u n,m − u n,m,δ ∈ T n , then from (3.6) and Lemma 3 it follows that
Further we need an additional relation. According to Lemma 2.1 [1] 
In view of this inequality we finally obtain
Main results
Below the error bound for the fully discrete projection method (3.3) will be found in the metric of spaces H Proof. We will prove Theorem 2, based on the scheme used earlier when proving [3, Theorem 2.1].
Obviously, the following inequality is true:
which is an error of method (3.3). The bound of the first term is established in the corollary from [3, Theorem 2.1]: 
Substituting the estimate obtained above into (5.4), we have
As a result, from (5.2) it follows that
Thus, the proof of Theorem 2 is completed. In the following statement, the rule for the choice of the discretization parameters m and n will be formulated. This rule in method (3.3) allows us to decrease the error bound (5.1) (by an order of magnitude) depending on the values of δ and ε. Proof. Obviously, the sum of the first two terms in the right-hand side of (5.1) achieves the minimum (as to their orders) when their orders coincide, i.e., From this rule (5.6) for the choice of the parameter n follows. Similar reasoning permits obtaining rule (5.5) for the choice of the discretization parameter m.
Remark 5.1. Compare bounds (3.2) and (5.7) describing the accuracy of methods (3.1) and (3.3) respectively, on the scale of spaces H λ . For δ, both methods provide the same order of error. On the other hand, the quantity of the component depending on ε is much less (by an order of magnitude) in (5.7). In the case of λ = 0, bound (5.7) for method (3.3) was established earlier in [3] (see Theorem 3.1).
