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A DEDEKIND-MERTENS THEOREM FOR POWER SERIES
RINGS
NEIL EPSTEIN AND JAY SHAPIRO
Abstract. We prove a power series ring analogue of the Dedekind-
Mertens lemma. Along the way, we give limiting counterexamples, we
note an application to integrality, and we correct an error in the litera-
ture.
1. Introduction
Let R be a commutative ring, and let S = R[X]. For f ∈ S, the content
of f , written c(f), is the ideal of R generated by the coefficients of f .
One form of a lemma of Gauss states that if R = Z and S = Z[X], then
for any f, g ∈ S, one has c(fg) = c(f)c(g). This result and its avatars
are useful for instance in extending the property of unique factorization to
polynomial rings. However, in this form, Gauss’s lemma is not true for
general commutative rings R. Indeed, if R is an integral domain, it’s only
true if R is a Pru¨fer domain (which in the Noetherian case means that R
is a Dedekind domain). For this and more on Gauss’s lemma in rings with
zero-divisors, see the survey article [GS11].
The Dedekind-Mertens lemma (proved by Dedekind [Ded92] and indepen-
dently in a weaker form by Mertens [Mer92], both in 1892) is a generalization
of Gauss’s lemma that works for all commutative rings. Namely, they show
that c(f)kc(g) = c(f)k−1c(fg) for some k ∈ N (where in Dedekind’s case,
k = 1 + deg g). Of course, the general notion of ring did not exist in the
1890’s, so Dedekind and Mertens were assuming R to be the ring of integers
of a number field, but Dedekind’s proof works over any commutative ring,
as verified by Pru¨fer in 1932 [Pru¨32, p.24]. See [HH98, footnote 1] for a brief
discussion. Heinzer and Huneke [HH98, main theorem] show that one may
improve the Dedekind-Mertens lemma by letting k be the locally minimal
number of generators of c(g). For more history and context regarding the
many forms of the Dedekind-Mertens Lemma, see [And00, Section 8].
It is natural to ask what happens when one replaces the polynomial ring
over R with a power series ring in one variable. Is there an integer k that
works in this case? So let S = R[[X]] for the remainder of this discussion.
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There too, one may define the content of a power series to be the ideal
generated by the coefficients.
Gilmer, Grams and Parker [GGP75, Theorem 3.6] showed that in this
case (and more generally, for greater sets of power series variables) if g is
a polynomial of degree k − 1, then even when f is a power series, one has
c(f)kc(g) = c(f)k−1c(fg). On the other hand, Rush [Rus78] claims to ex-
hibit a counterexample when f , g are both power series of infinite degree,
even when R is a two-dimensional polynomial ring over a field. Rush’s coun-
terexample is wrong, however. Indeed, in our main theorem, we show that
the desired generalization holds whenever R is a Noetherian ring. Moreover,
the exponent k that we use is the locally minimal number of generators of
c(g), as in the Heinzer-Huneke version.
In the last section, we show what is wrong with Rush’s counterexample
and we give an example where R is non-Noetherian to show that at that
level of generality, there may be no k such that c(f)kc(g) = c(f)k−1c(fg).
In the proof of our main theorem, we follow very closely the structure of
the proof of the main theorem from [HH98].
2. Results
The first result we will need was proved in Hwa Tsang’s Ph.D. thesis
[Tsa65, Chapter II, Lemma 1.2] in a more general form. Namely, she proved
the result without assuming R is Noetherian, but only that c(f) = R and
that the ideal c(g) is finitely generated. However, our proof is completely
different and may be of independent interest, so we include it below.
Proposition 2.1. Let R be a Noetherian ring, and let f, g ∈ R[[X]] such
that c(f) = R. Then c(fg) = c(g).
Proof. It is clear that c(fg) ⊆ c(f)c(g) = c(g). Since R is Noetherian, we
may take a primary decomposition of c(fg), namely:
c(fg) = Q1 ∩ · · · ∩Qk,
where each Qi is primary. For each i, we have fg ∈ QiR[[X]], but f /∈√
QiR[[X]] since c(f) = R. However, it is shown in [Bre81, Theorem 8] that
QiR[[X]] is primary in this context. Hence, it follows that g ∈ QiR[[X]],
whence c(g) ⊆ Qi. Since this holds for all 1 ≤ i ≤ k, it follows that
c(g) ⊆ c(fg), as was to be shown. 
Lemma 2.2. Let R be a Noetherian ring, and let f ∈ R[[X]]. It is possible
to write f in the form
f =
n∑
j=0
ajujX
j ,
where aj ∈ R and uj is a unit of R[[X]] for each 0 ≤ j ≤ n. For any such
representation of f , we have c(f) = (a0, . . . , an).
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Proof. For the first part, write f =
∑∞
i=0 aiX
i, with ai ∈ R. The ideals
(a0) ⊆ (a0, a1) ⊆ · · · form an ascending chain, so since R is Noetherian,
there must be some n such that for all i > n, ai ∈ (a0, a1, . . . , an). In
particular, for any such i, we may write
ai =
n∑
j=0
rijaj.
Then we have
f =

 n∑
j=0
ajX
j

+ ∞∑
i=n+1
aiX
i
=

 n∑
j=0
ajX
j

+ ∞∑
i=n+1

 n∑
j=0
rijaj

Xi
=
n∑
j=0
aj
(
1 +
∞∑
i=n+1
rijX
i−j
)
Xj .
Setting uj := 1 +
∑∞
i=n+1 rijX
i−j for each 0 ≤ j ≤ n, we have represented
f in the required form.
For any such representation, clearly c(f) ⊆ (a0, . . . , an) by subadditivity
of the content function. For the reverse inclusion, we show by induction on
j, where 0 ≤ j ≤ n, that a0, . . . , aj ∈ c(f). We use the vacuous case as
the base of the induction. So let 0 ≤ j ≤ n, and suppose we have shown
that a0, . . . , aj−1 ∈ c(f). Write ui =
∑∞
k=0 ui,kX
k, ui,k ∈ R. Then the
R-coefficient of Xj is
j∑
i=0
aiui,j−i ∈ c(f).
But since each ai is in c(f) for i < j, it follows that ajuj,0 ∈ c(f). But uj,0
is a unit, so aj ∈ c(f). 
Inspired by the above lemma, we make the following definition:
Definition 2.3. Let f ∈ R[[X]]. Then the pseudodegree of f , written pdeg f ,
is the smallest nonnegative integer k such that there exists a representation
of f in the form
f =
k∑
j=0
ajujX
j ,
where each aj ∈ R and each uj is a unit of R[[X]].
Next we prove a lemma that is comparable to [HH98, Lemma 2.4].
Lemma 2.4. Let (R,m) be a Noetherian local ring. Let f, g ∈ R[[X]], i ∈ N,
b ∈ mc(g), and h := g+ buXi, where u ∈ R[[X]] is a unit. Then c(g) = c(h),
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and for any ideal J of R such that Jc(f)c(h) = Jc(fh), one has Jc(f)c(g) =
Jc(fg).
Proof. For the first part, first note that by subadditivity, we have c(h) ⊆
c(g) + c(buXi) ⊆ c(g) + bR = c(g) (since b ∈ c(g)). Then we have c(g) ⊆
c(h) + c(buXi) = (by Proposition 2.1) c(h) + c(b) ⊆ c(h) + mc(g). Finally,
the desired the equality follows from the Nakayama lemma applied to the
quotient module c(g)/c(h).
For the second part, we have
Jc(f)c(g) = Jc(f)c(h) = Jc(fh) = Jc(fg + buXif)
⊆ Jc(fg) +mJc(f)c(g),
and then the result follows from the Nakayama lemma applied to the quo-
tient module Jc(f)c(g)
Jc(fg) . 
The following lemma may be well known, but we could not find a reference
to it, so we prove it here for the convenience of the reader. Here µ(I) denotes
the minimal number of generators of an ideal I.
Lemma 2.5. Let (R,m) be a local ring. Let I be a finitely generated ideal
with µ(I) = k ≥ 2. Say I = (c1, . . . , ck), and let J be a finitely generated
ideal with J ⊆ (c1, . . . , ck−1) and J + (ck) = I. Then J = (c1, . . . , ck−1).
Proof. For each 1 ≤ i ≤ k − 1, there exist ai ∈ R and xi ∈ J such that
ci = aick + xi.
On the other hand, since J ⊆ (c1, . . . , ck−1), we may write
xi =
k−1∑
j=1
rijcj ∈ J.
Thus, we have
0 = aick + (rii − 1)ci +
∑
2≤j≤k
j 6=i
rijcj .
Since c1, . . . , ck are a minimal generating set for I, it follows that each of
the coefficients of the cjs in the above equation are in m. That is, ai ∈ m,
rij ∈ m whenever i 6= j, and rii is a unit.
Let M be the (k− 1)× (k− 1) matrix whose entry in the (i, j) spot is rij.
Then all the entries of the vector
M ·


c1
...
ck−1


are in J . It follows from Cramer’s rule that for each 1 ≤ i < k, det(M)ci ∈ J .
But the classical expansion of det(M) looks like
r11r22 · · · rk−1,k−1 + (other terms),
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where each summand in the “other terms” part is a multiple of some rij
with i 6= j. Hence, the other terms are all in m. But the first summand is
a product of units of R, hence a unit, so that det(M) is itself a unit of R.
Thus, ci ∈ J for each 1 ≤ i ≤ k − 1, finishing the proof. 
Theorem 2.6. Let R be a Noetherian ring, and let 0 6= g ∈ R[[X]]. Let k
be the maximum of the numbers µ(c(g)m), taken over all maximal ideals m
of R. (In particular, µ(c(g)) ≥ k.) Then for all f ∈ R[[X]], we have
(1) c(f)kc(g) = c(f)k−1c(fg).
Proof. First, note that we may immediately reduce to the case where (R,m)
is local, and moreover in this case we may assume that g 6= 0 and k = µ(c(g)).
The proof proceeds by induction on k for Equation 1. If k = 1, then
c(g) = (a) for some 0 6= a ∈ R, whence g = ah for some h ∈ R[[X]]. Then
(a) = c(g) = c(ah) = ac(h), so for some t ∈ c(h), we have a(1− t) = 0. Since
a 6= 0, it follows that 1− t cannot be a unit, whence t /∈ m, so that c(h) = R.
Then c(fg) = c(afh) = ac(fh) = ac(f) (by Proposition 2.1) = c(f)c(g). So
from now on we fix a g with µ(c(g)) = k ≥ 2, and we may assume that we
have proved the result for all f when k is smaller.
Now, write g = Xs ·
∑m
i=0 biuiX
i, where b0 6= 0, each bi ∈ R, and each
ui is a unit of R[[X]]. By repeated use of Lemma 2.4, we may assume that
b0 /∈ mc(g). Next, we may divide by X
s and assume that s = 0. On the
other hand, Lemma 2.2 gives that c(g) = (b0, . . . , bm). Thus, there is some
minimal system of generators c1, . . . , ck of c(g) such that ck = b0. For each
1 ≤ i ≤ m, we may write bi =
∑k
h=1 λihch, where each λih ∈ R. Collecting
coefficients, we have
g = b0u+ g1,
where u = u0 +
∑m
i=1 λikuiX
i and g1 =
∑m
i=1(
∑k−1
h=1 λihch)uiX
i. Observe
that u is a unit of R[[X]]. Also, c(g1) ⊆ (c1, . . . , ck−1) and we have
c(g) ⊆ c(b0u) + c(g1) = (ck) + c(g1) ⊆ (ck) + (c1, . . . , ck−1) = c(g),
whence c(g1) + (ck) = c(g). At this point, Lemma 2.5 applies, so that
c(g1) = (c1, . . . , ck−1). In particular, µ(c(g1)) ≤ k − 1.
Now we begin an induction on n = pdeg f for Equation 1 (keeping in mind
that our g is fixed until the end of the proof). If n = 0, then f = au for some
a ∈ R and some unit u of R[[X]], and we have c(fg) = c(aug) = ac(ug) =
ac(g) (by Proposition 2.1) = c(f)c(g), so that c(f)kc(g) = c(f)k−1c(f)c(g) =
c(f)k−1c(fg). So now we fix an f with pdeg f = n ≥ 1, and assume induc-
tively that we have proved the equation for all fs with smaller pseudodegrees
(for our fixed g).
In particular, write f =
∑n
i=0 aiviX
i (ai ∈ R, vi units of R[[X]]) and set
f1 := (f − a0v0)/X =
∑n−1
i=0 ai+1vi+1X
i, where each ai ∈ R and each vi is a
unit of R[[X]]. Note that a0b0 ∈ c(fg).
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Since the pseudodegree of f1 is at most n−1, by the inductive hypothesis
on the pseudodegree of f , we have
c(f1)
kc(g) = c(f1)
k−1c(f1g).
Claim 1 : c(fg1) ⊆ c(fg) + b0c(f1).
Proof of claim.
c(fg1) = c(fg − b0fu) ⊆ c(fg) + b0c(fu) ⊆ c(fg) + b0c(f)
= c(fg) + b0c(a0v0 +Xf1) ⊆ c(fg) + a0b0R+ b0c(Xf1)
= c(fg) + b0c(f1).

Claim 2: c(f1g) ⊆ c(fg) + a0c(g1).
Proof of claim.
c(f1g) = c(((f − a0v0)/X)g) = c((f − a0v0)g) ⊆ c(fg) + a0c(g)
⊆ c(fg) + a0c(b0u+ g1) ⊆ c(fg) + a0b0R+ a0c(g1) = c(fg) + a0c(g1).

By Lemma 2.2, the ideal c(f)kc(g) is generated by all terms of the form
ω = aℓ00 a
ℓ1
1 · · · a
ℓn
n bj,
where
∑n
i=0 ℓi = k and 0 ≤ j ≤ m. So to prove Equation (1), it suffices to
show that any such term is an element of c(f)k−1c(fg).
Case 1 : Suppose ℓ0 6= 0 and j = 0. Then
α = (aℓ0−10 a
ℓ1
1 · · · a
ℓn
n ) · a0b0 ∈ c(f)
k−1 · c(fg).
Case 2: Suppose ℓ0 6= 0 and j > 0. Then
α = (aℓ0−10 a
ℓ1
1 · · · a
ℓn
n ) · a0bj ∈ c(f)
k−1a0c(g1).
Case 3: Suppose ℓ0 = 0. Then α ∈ c(f1)
kc(g) = c(f1)
k−1c(f1g) by induction
on the pseudodegree of f .
Combining these cases together, we have
c(f)kc(g) ⊆ c(f)k−1c(fg) + c(f)k−1a0c(g1) + c(f1)
k−1c(f1g)
⊆ c(f)k−1c(fg) + c(f)k−1a0c(g1) + c(f1)
k−1(c(fg) + a0c(g1))
⊆ c(f)k−1c(fg) + a0c(f)
k−1c(g1),
where the second containment is by Claim 2 and the third follows from the
fact that c(f1) ⊆ c(f) (by Lemma 2.2). On the other hand, since µ(c(g1)) ≤
k−1, the induction hypothesis on k gives that c(f)k−1c(g1) = c(f)
k−2c(fg1).
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Hence, the sequence of containments and equalities above continues as fol-
lows:
· · · = c(f)k−1c(fg) + a0c(f)
k−2c(fg1)
⊆ c(f)k−1c(fg) + a0c(f)
k−2(c(fg) + b0c(f1))
⊆ c(f)k−1c(fg),
where the first containment follows from Claim 1, and the second follows
from the containments a0 ∈ c(f), a0b0 ∈ c(fg), and c(f1) ⊆ c(f). 
Recall that for a pair of ideals J ⊆ I, we say that J is a reduction of I if
there is some r ∈ N such that Ir+1 = JIr. Hence, our theorem implies the
following:
Corollary 2.7. Let R be a Noetherian ring, and f, g ∈ R[[X]]. Then c(fg)
is a reduction of c(f)c(g), with reduction number at most k − 1, where k is
as in the theorem.
Proof. It is elementary that c(fg) ⊆ c(f)c(g). On the other hand, multiply
Equation 1 by the quantity c(g)k−1, and we get
(c(f)c(g))k = c(f)kc(g)c(g)k−1 = c(f)k−1c(fg)c(g)k−1 = c(fg)·(c(f)c(g))k−1 .

3. A generalization to modules
All of the above can be done with modules. That is, let R be a Noetherian
ring, let M be a finitely generated module, and let g ∈ M [[X]]. Then c(g),
the content of g, is defined to be the submodule of M generated by its
coefficients. As M is a Noetherian module, c(g) will be a finitely generated
submodule. We have the following theorem
Theorem 3.1. Let R be a Noetherian ring, M a finitely generated module,
f ∈ R[[X]], and g ∈ M [[X]]. Let k be the maximum among the numbers
µ(c(g)m), where m ranges over all maximal ideals of R. Then
c(f)kc(g) = c(f)k−1c(fg).
The proof is then exactly like the proof of Theorem 2.6. Of course, in
order to prove the analogue of the crucial Proposition 2.1, one needs an
analogue of [Bre81, Theorem 8]. But in fact, one may just copy Brewer’s
proof, using the standard translation between primary ideals and primary
submodules.
4. Examples and a question
For general commutative rings, there is no exponent for which the content
formula holds in power series rings (at least for the notion of content used
here), as shown in the following counterexample.
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Example 4.1. Let F be a field, let a0, a1, . . . and b0, b1, . . . be two sequences
of indeterminates over F . Let R = F [a0, a1, . . . , b0, b1, . . .], let S = R[[X]],
and consider the power series f =
∑∞
i=0 aiX
i and g =
∑∞
i=0 biX
i in S.
Suppose that there is some k ∈ N such that
c(f)kc(g) = c(f)k−1c(fg).
Let R′ := F [a0, . . . , ak, b0, . . . , bk], and define π : R ։ R
′ by sending each
ai (resp bi) to itself whenever i ≤ k, and to 0 otherwise. Let f
′ := π(f) =∑k
i=0 aiX
i ∈ R′[X] and g′ := π(g) =
∑k
i=0 biX
i. Note that π(c(f)) = c(f ′),
π(c(g)) = c(g′), and π(c(fg)) = c(f ′g′).
According to [CVV98, Theorem 2.1], we have that
(c(f ′)c(g′))k 6= (c(f ′)c(g′))k−1c(f ′g′).
It follows that c(f ′)kc(g′) 6= c(f ′)k−1c(f ′g′). But then an application of π to
the first displayed equation yields a contradiction.
Note that in the above example, the minimal number of generators of
c(g) localized at the homogeneous maximal ideal is infinite. Hence, there
is no natural choice of exponent, so it stands to reason that a counterex-
ample would come from such a situation. Accordingly, we ask the following
question.
Question: Let R be a commutative ring and f, g ∈ R[[X]]. Let k be the
supremum of the numbers µ(c(g)m), where m is taken over all maximal ideals
of R, and suppose that k <∞. Then does Equation 1 hold?
On the other hand, said formula does hold for some non-Noetherian rings,
even in some cases where the contents are not locally finitely generated.
Indeed, Anderson and Kang [AK96, Theorem 2.4 and Corollary 2.6] have
shown that if R is a valuation ring whose value group G is a subgroup of
the real numbers (or more generally, a Pru¨fer domain of dimension at most
1), then for any f, g ∈ R[[X]], one has c(f)c(g) = c(fg), which is Equation 1
with k = 1. When G ≇ Z or 0, it is easy over any such valuation ring to
create power series with infinitely generated contents.
Example 4.2. Recall from the introduction that Rush had claimed (where
for convenience, we switch the roles of f and g from that in his article) that if
R = k[u, v] (k a field), f = v+X, and g = u+vX(
∑∞
i=0X
i), then c(f) = R
but c(fg) 6= c(g), and hence that Theorem 2.6 cannot hold for this choice
of R [Rus78, p. 331]. Namely, he notes that c(fg) = (uv, u + v2, v + v2)
and c(g) = (u, v), and then he claims that c(fg) 6= c(g). But in fact,
c(fg) = c(g), as can be seen by the equations
v = (−1) · uv + v · (u+ v2) + (1− v) · (v + v2)
and
u− v = (u+ v2)− (v + v2).
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