This paper deals with the problem of modeling spatial uncertainty of point features in feature-based RGB-D SLAM. Although the feature-based approach to SLAM is very popular, in the case of systems using RGB-D data the problem of explicit uncertainty modeling is largely neglected in the implementations. Therefore, we investigate the influence of the uncertainty models of point features on the accuracy of the estimated trajectory and map. We focus on the recent SLAM formulation employing factor graph optimization. Unlike some visual SLAM systems employing factor graph optimization that minimize the reprojection errors of features, we explicitly use depth measurements and minimize the errors in the 3-D space. The paper analyzes the impact of the information matrices used in factor graph optimization on the achieved accuracy. We introduce three different models of point feature spatial uncertainty. Then, applying the most simple model, we demonstrate in simulations how important is the influence of the spatial uncertainty model on the graph optimization results in an idealized SLAM system with perfect feature matching. A novel software tool allows us to visualize the statistical behavior of the features over time in a real SLAM system. This enables the analysis of the distribution of feature measurements employing synthetic RGB-D data processed in an actual SLAM pipeline. Finally, we show on publicly available real RGB-D datasets how an uncertainty model, which reflects the properties of the RGB-D sensor and the image processing pipeline, improves the accuracy of sensor trajectory estimation.
are often employed for frame-to-frame motion estimation in pose-based RGB-D SLAM and VO systems [9, 18] .
Performance depends on the configuration of the image processing module (front-end) and constraints management strategy (back-end) [1] . The pose-based approach keeps only the relative pose-to-pose constraints, marginalizing out the actual 3-D point features; hence, it cannot improve the estimation of motion using the large number of feature-to-pose correspondences established by the front-end. On the other hand, keeping the point features and solving the Structure from Motion (SfM) problem defined as nonlinear least squares optimization allows obtaining very precise sensor trajectories [28] . Feature-to-pose measurements can be used to find coordinates of features and relative sensor motion using the Bundle Adjustment (BA) approach [42] . This approach is applied in the most successful visual SLAM systems: PTAM [21] , ORB-SLAM [29] and ORB-SLAM2 [30] to obtain accurate trajectories of the camera. Also RGB-D SLAM systems use the graph-based optimization framework to integrate all feature-to-pose measurements [12, 41] .
In this research, we also employ factor graph optimization, but instead of minimization of the reprojection error onto images, as in PTAM [21] and ORB-SLAM [29] , we directly define the feature position error in the 3-D space. Our approach to RGB-D SLAM exploits to a greater extent the depth measurements, and thus, it seems to be a better vehicle to demonstrate the role of modeling the uncertainty of RGB-D measurements than other systems of similar architecture, such as ORB-SLAM2 [30] , which employs triangulation of feature positions and uses reprojection errors even for RGB-D data containing dense depth frames. Most of the published RGB-D graph-based SLAM research neglect the role of the measurement uncertainty model. The information matrices used to represent uncertainty in graph-based optimization are commonly set to identity, which means an equal importance of each measurement and isotropic spatial uncertainty [9, 12, 30] . From the literature, we know that the depth measurement accuracy depends on the measured distance [13, 20] . Thus, the simplified approach with the uniform distribution of measurements is not justified by the underlying physics of the measurements in RGB-D cameras. Therefore, in this work, we investigate how to improve the accuracy of sensor trajectory estimation by explicitly modeling spatial uncertainty of the point features.
Problem statement
In the SLAM problem, we consider a RGB-D sensor moving freely in the environment and measuring the position of each detected point feature. The factor graph representation consists of vertices representing both the 3-D features and the sensor poses. Edges represent measurements between the poses and the features, or between two poses. The quality (or importance) of each measurement is represented by an information matrix. The information matrix can be computed by inverting the covariance matrix of the measurement. Thus, more accurate measurements produce stronger constraints in graph optimization [24] . This paper presents methods to compute the information matrices on the basis of the measurement model of the RGB-D sensor, taking into account the additional uncertainty introduced by keypoint detection on the RGB images and dependencies between the geometric structure of the scene, and the resulting spatial uncertainty of the features. Hence, the elaborated uncertainty models we introduce try to capture the spatial uncertainty of point features resulting from the whole processing pipeline in the SLAM front-end.
Contribution
The contribution of this paper with respect to the state-ofthe-art is threefold:
-we introduce a new uncertainty analysis methodology based on software tools that allow us to simulate RGB-D SLAM systems and to analyze the behavior of point features; these tools, in turn, make it possible to understand the nature of the spatial uncertainty of the point features in RGB-D SLAM; -we propose mathematical uncertainty models for point features in RGB-D SLAM, which are based upon the investigations using the new methodology; -we verify the suitability of the proposed uncertainty models on real RGB-D benchmark data.
Basic aspects of the new research methodology concerning the spatial uncertainty modeling of RGB-D point features have been introduced in two earlier papers: the workshop paper [5] demonstrated the importance of using the anisotropic spatial uncertainty models in BA-based SLAM exclusively on simulated examples, whereas the conference paper [3] introduced two new uncertainty models and demonstrated their feasibility mostly on synthetic RGB-D data. The aim of this journal article is to cover all aspects of our approach to spatial uncertainty modeling in a unified manner, to analyze in more detail some data processing steps that influence the uncertainty (such as RANSAC), and to extend the analysis of the behavior of features in the map on real RGB-D benchmark sequences (section "Applicationoriented Evaluation"). Our ultimate aim is to demonstrate that considering the anisotropic uncertainty of features in factor graph optimization improves the accuracy of sensor trajectory estimation in applications of RGB-D SLAM.
Comparing to the conference paper that introduced the new uncertainty models [3] , we demonstrate here, using idealized simulations, how large could be the improvement in
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Fig. 1
Feature-based SLAM problem represented by the factor graph structure. From each pose of the camera, sparse 3-D point features are observed. The constraints in the graph allow estimating the trajectory of the camera and positions of features simultaneously trajectory accuracy due to proper models of the uncertainty in the feature-to-pose constrains in a BA-based SLAM system. This provides a motivation for investigating such models for a real SLAM system, and the journal paper demonstrates how particular building blocks of the processing pipeline in the SLAM front-end influence the uncertainty. In particular, we demonstrate this for the RANSAC procedure, which is commonly used in image processing, but as far as we know no one has shown before its influence on the spatial uncertainty of the produced point features. The journal article makes it possible to demonstrate with all the necessary details, that the spatial uncertainty of features should account not only for errors in RGB-D sensor measurements, but for the inaccuracy introduced in the whole process of feature extraction using the RGB images and depth images. Although we also extend in this article the presentation of the PUT SLAM architecture, we do not consider this particular implementation of RGB-D SLAM a contribution, as it has been presented in detail in [2] . However, we use our own implementation of RGB-D SLAM as a convenient research material, upon which we can implement the software tools necessary for our current work on uncertainty, such as simulations and the reverse SLAM tool, having control on the implementation details.
As we argued in [1] , there is a broad diversity of SLAM architectures and implementation details, even if we consider only feature-based systems. Therefore, it is impossible to address the features uncertainty modeling for a generic RGB-D SLAM architecture, as such an architecture hardly exists. We focus on the architectures employing the BA concept, with the structure of the factor graph (in the back-end) based on the feature-to-pose constraints (Fig. 1) . In the recent literature [30] , this approach is considered as superior to the (perhaps more popular) pose-based SLAM architecture [9] . Hence, the contributed methodology should be helpful for researchers that want to improve the performance of the recent SLAM architectures. The PUT SLAM, which we use here, belongs to this family of BA-based systems, but was designed for Kinect-like RGB-D sensors, and its back-end optimization procedure minimizes the Euclidean distance errors in feature positions. This approach, different from the more commonly used feature reprojection error in the image plane, is motivated by the fact that the spatial uncertainty of RGB-D sensors can be modeled in the Euclidean space regardless of the depth measurement principle (i.e., active stereo vision or time-of-flight), which potentially makes the methodology proposed in this article universal with respect to the first and second generation of the RGB-D sensors [23] .
The remainder of this paper is organized as follows: Section 2 presents the most relevant previous work in the areas of uncertainty modeling for RGB-D sensors and the uncertainty models in feature-based SLAM, while Sect. 3 details our PUT SLAM system, used through the paper as a reference architecture and a tool to investigate the uncertainty of features. The three approaches to modeling the uncertainty of point features in RGB-D SLAM are introduced in Sect. 4, and followed by the description of the simulation and visualization tools in Sect. 5. These tools are used to investigate the behavior of the point features depending on the uncertainty model and the noise characteristics of the RGB-D data. A quantitative evaluation of the results of applying the proposed uncertainty models in PUT SLAM on synthetic RGB-D data is provided in Sect. 6, while Sect. 7 demonstrates how the selected best model influences the accuracy of sensor trajectory estimation in PUT SLAM tested on real RGB-D data from benchmark sequences. Section 8 concludes the paper and sets outlook on the future research directions.
Related work
The uncertainty of depth and combined RGB-depth measurements from sensors based on the PrimeSense structured light technology was investigated in a number of recent papers. Khoshelham and Elberink [20] studied the accuracy and resolution of depth data from Kinect sensor. Gonzalez-Jorge et al. [14] demonstrated that the metrological characteristics in terms of accuracy and precision are almost independent on the type of sensor (Kinect or Xtion) due to the use of the same PrimeSense depth camera. Recently, research on the noise characteristics in Kinect v1 depth data was surveyed in [25] . The first-generation RGB-D sensors have been also compared to the Microsoft Kinect v2 based on the time-offlight principle [13] . This research revealed that correlation used in the PrimeSense technology to compare the observed pattern of "speckles" to a reference pattern creates dependency in-between pixels in the depth images, which in turn causes errors in the range measurements. The papers dealing with uncertainty in RGB-D sensors focus mostly on appli-cations outside of VO/SLAM, but Park et al. [36] proposed a mathematical uncertainty model for Kinect v1 sensor and RGB-D sparse point features. However, the approach of [36] was demonstrated without an application in real SLAM or VO. Although the structured light depth measurement principle in the most common RGB-D sensors may be considered as active stereo vision, the existing literature on uncertainty modeling in stereo vision considers mainly systems, in which the stereo matching is applied to discrete features, and no dense depth map is created [7, 27] . An exception is the older work of Matthies and Shafer [26] , who applied 3-D Gaussians to model the measurement errors in the discrete digital images, and demonstrated that propagating the uncertainty in the form of covariance matrices enables reduction in uncertainty in the localization task.
In spite of these results, up to now there is little work being done on the utilization of physical characteristics of RGB-D sensors in VO/SLAM. In contrast, the feature uncertainty modeling is widely used in SLAM research employing the extended Kalman filter. In these frameworks, the covariance from the sensor measurement model is propagated to feature model for both 2-D laser sensors [39] and 3-D vision [6] . In the work of Oskiper et al. [34] the uncertainty of the observed features (called "landmarks") is explicitly modeled taking into account the stereo imagery processing pipeline and using the method from [26] . However, as far as we know, only Dryanovski et al. [8] formulated an uncertainty model of point features used to register a Kinect sensor pose in relation to a map of features which are estimated using Kalman filter. This model, based on the Gaussian mixture, was motivated by experimental assessment of the Kinect sensor depth measurements uncertainty. In graph-based SLAM, Endres et al. [9] applied the depth measurement model from [20] in the motion estimates verification procedure for their featurebased pose-graph RGB-D SLAM. The possibility of using the Mahalanobis distance that takes into account the uncertainty instead of the Euclidean distance in the pose-to-pose motion estimate computation is also mentioned in [9] , but the paper provides no clear description of the uncertainty model being used. Conversely, the feature-based RGB-D visual odometry system presented in [18] minimizes feature reprojection error in the image space in order to compute the pose-to-pose motion estimates. This approach implicitly takes into account the fact that the uncertainty increases with range. Nguyen et al. [31] applied a depth uncertainty model of Kinect in a VO system that employs dense depth data. Although the improved accuracy of the recovered trajectories was shown in [31] , and the dense depth-based approach generally achieves impressive results in terms of environment map reconstruction [44] , it cannot model uncertainty of all the individual range measurements and then propagate this uncertainty to the dense map.
The RGB-D SLAM formulation used in this paper is similar to the structure from motion problem in computer vision, which is commonly solved applying the Bundle Adjustment (BA) [42] . Advanced, keyframe-based BA variants, such like the one implemented in PTAM [21] , may be used for online mapping and motion estimation in robotics [4] . However, while there were some efforts to incorporate the uncertainty of feature points in the BA, much of the computer vision literature simply assumes one-pixel Gaussian noise in the location of features [17] . For example, Konolige and Agrawal [22] use such uncertainty model in the pose-based SLAM utilizing visual imagery. Ozog and Eustice [35] demonstrate that accounting for the uncertainty of the relative-pose transformation, computed using the Haralick's method [16] , in the two-view sparse BA improves the relative motion estimation between two image frames. Our approach can be considered similar to BA because the trajectory of the sensor and feature position are simultaneously optimized over sensor measurements. Such an approach is not only superior to the pose-based RGB-D SLAM formulation [9] , but also gives better accuracy and robustness than dense/direct methods in visual SLAM [11] and RGB-D SLAM [19] . The direct methods are more prone to image distortions and artifacts due to such factors as the rolling shutter or automatic white balance because they need to model the whole image acquisition process that influences the pixel intensities [10] . Conversely, the feature-based approach employed in PUT SLAM enables this system to take great advantage from modeling of the uncertainty, because the uncertainty of features directly influences the strength of the constraints in optimization. As so far, other feature-based RGB-D SLAM systems of similar architecture, such as [12] and [41] , did not attempt to model this uncertainty.
RGB-D SLAM with a map of features
We consider spatial uncertainty models of point features treating the SLAM algorithm itself as a "black box" that processes the measurements (constraints) and depends on the provided description of the "importance" of these measurements in the form of uncertainty model. Although the general structure of the BA-based SLAM algorithms is similar with respect to the main data processing components, there is no SLAM standard, generic architecture. Therefore, we describe here the architecture of our PUT SLAM system [2, 3] . This brief description should make it easier to understand some of the mechanisms that are responsible for the spatial uncertainty of the features (e.g., matching and RANSAC), but is also necessary to introduce the software used to investigate the behavior of features, which is based on PUT SLAM (see Sect. 5). The architecture of the PUT SLAM system is presented in Fig. 2 . PUT SLAM is a BA-based RGB-D SLAM that maintains a map of the environment. The map consists of a sequence of camera poses and a set of 3-D features. The so-called factor graph used for optimization and camera state estimation is formulated from the map data. The vertices in the graph are camera poses and observed features. These vertices are connected by measurements (feature-topose constraints). The graph optimization is running in a separate thread. The map and factor graph are synchronized after each iteration of the optimization process. This architecture requires more attention on implementation, but allows to efficiently use a multi-core CPU. 1 The point features f j and camera poses c i are represented by vertices in the factor graph. The constraints (measurements) are represented by edges in the graph. The measurement m i j between the i-th pose and the j-th feature is represented by the 3-D edge t i j ∈ R 3 . The rigid body transformation (odometry) between two camera poses denoted as i and k is represented by the edge o ik ∈ SE(3), where SE(3) is the special Euclidean group that defines rotation and translation of a rigid body with respect to six degrees of freedom. To find the optimal sequence of the sensor poses c 1 , . . . , c n and feature positions f 1 , . . . , f m the following cost function is minimized:
1 Source code is at https://github.com/LRMPUT/PUTSLAM/tree/ release.
where e(c i , f j , m i j ) is an error function computed for the estimated and measured pose of the vertex. The measurement m i j is 3-D transformation t i j for feature-to-pose or SE(3) transformation o i j for pose-to-pose constraints. However, the pose-to-pose constraints are added to the graph only if the number of matches between map features and features from the current frame is below a given threshold [2] . Poseto-pose constraints stabilize the factor graph optimization process in case of an insufficient number of feature-to-pose constraints. The g 2 o general graph optimization library [24] with the implementation of Preconditioned Conjugate Gradient method (PCG) is used to solve (1) .
The accuracy of each feature-to-pose is represented in the factor graph by an information matrix t i, j . The information matrix can be obtained by inverting the covariance matrix of the measurement. The information matrix o i, j for the poseto-pose edge in the factor graph is set to an identity matrix, as in [9] .
SLAM front-end
We implemented a front-end of the SLAM algorithm to verify our method on real-life RGB-D sequences. We use standard procedures for feature detection, description [38] , matching, and tracking [1] . The front-end starts from detection of salient features on the RGB-D frame. The set of detected features is used to estimate frame-to-frame sensor displacement. The PCG solver used in the back-end requires a good initial guess. Therefore, we provide a reliable sensor displacement guess from the VO pipeline. We implemented a fast VO algorithm [33] , which is independent of the map structure. In our investigations, we consider two configurations of the VO pipeline. In the first one, the associations between two consecutive RGB frames are found using SURF descriptors. However, the SURF descriptors are slow to compute and match [38] . Thus, we alternatively implemented fast sparse optical flow tracking with the Kanade-Lucas-Tomasi (KLT) algorithm [33] . In this case, ORB keypoint detector is used. Regardless of the method used to establish associations between features belonging to two frames in the sequence, the SE(3) transformation is computed from the paired 3-D points. To estimate the camera motion from this set of paired features, we apply the Umeyama algorithm [43] and preemptive RANSAC to remove outliers. The camera pose estimated from VO pipeline is used as an initial guess for the camera pose in the graph optimization. The constraints between new camera pose and features in the map are obtained by matching of features from the last frame and features projected from the map. Again, we use RANSAC, to determine the set of inliers. The features that are observed, but cannot be associated with the features projected from the map are added to the map, extending the environment model to newly discovered areas. 
Spatial uncertainty modeling
In the BA-based approach to RGB-D SLAM, the importance of constraints defined by the measurements of feature positions is defined by their information matrices, that are directly related to the spatial uncertainty of these features. To show the advantages of using anisotropic uncertainty model in the BA-based formulation of SLAM, we consider a simplified 2-D case presented in Fig. 3 . The position of a single feature is measured from two different positions of the camera. For each measurement, we draw the real uncertainty ellipsoid (filled-in with a gradient color). The measured position of the feature is inside the error ellipse for each measurement. To find the position of features from noisy measurements t 11 and t 21 , we construct a graph. The information matrices of the links in the graph t 11 and t 21 are computed from the inverse of the covariance matrix. The computed uncertainty (dashed line ellipses) differs to the real uncertainty of measurements. However, the optimization with anisotropic uncertainty model gives the results at least one order of magnitude better than minimization with identity information matrices [5] . In the first case, the Mahalanobis distance is minimized (1), while in the second example the distance in (1) degrades to the Euclidean distance, which is then minimized.
The classic approach to capture the spatial uncertainty in features used by SLAM systems is to propagate the uncertainty of sensor measurements through the data processing pipeline into the covariance matrices of the features [39] . This approach was also used with RGB-D sensors [8] and was the first one we attempted to use in our BA-based PUT SLAM to test whether an anisotropic uncertainty model improves the accuracy of estimation. However, realizing that this approach is insufficient in a system that uses RGB-D data processed in a complicated and non-deterministic (due to RANSAC) pipeline, we propose to develop new uncertainty models that accumulate the spatial uncertainty introduced in the frontend. The new models are implemented by analytically modeling the distribution of features observed a posteriori, rather than by propagating the uncertainty from the sensor model. This new idea allows us to develop feasible uncertainty models even without the knowledge of the processing pipeline details. We also do not need to approximate the uncertainty propagation through non-differentiable or even nonanalytical processing stages, as in the classic method [16] .
For instance, the distribution of feature measurements is significantly influenced by the RANSAC procedure, which is used in the front-end to remove outlier matches. The influence of RANSAC on the spatial uncertainty of measurements is presented in Fig. 4 . The set of features is observed from two different sensor poses (Fig. 4a, b) . The uncertainty of measurements is modeled using an anisotropic model. However, if RANSAC is used to remove outliers, as in the front-end of PUT SLAM, the distribution of measurements is changed (Fig. 4c) . In RANSAC, the Umeyama algorithm [43] is used to find a transformation between two sensor poses. Outlier measurements which are not consistent with the found transformation are removed from the set of inliers (feature f 3 in Fig. 4c ). The RANSAC outlier threshold is defined here as the Euclidean distance between the expected and measured position of the feature. Thus, all the inlier measurements are inside a sphere defined by the RANSAC outlier threshold. In this case, the uncertainty can be modeled also as a sphere, and the information matrix for each feature should be set to the identity matrix in the graph.
In these investigations, we use the synthetic ICL-NUIM data set [15] , as we need perfect ground truth sensor trajectories to isolate the spatial uncertainty introduced by processing the RGB-D frames in the front-end. Moreover, the ICL- NUIM offers an insight into the nature of the noise introduced into the sensory data. Hence, using this dataset it is possible to draw clear conclusions as to the dependencies between the characteristics of the sensory data uncertainty and the behavior of the uncertainty model.
Uncertainty propagation from the sensor model
The error of depth measurements based on the PrimeSense technology increases with the distance to the observed object (axial noise) [20] . The uncertainty of measurements is also influenced by the lateral resolution of the sensor (lateral noise) [25, 31] . The uncertainty model of depth measurements can be generalized for both Kinect and Xtion devices [14] . Moreover, the spatial uncertainty in the location of the RGB-D point feature depends on the inaccuracy introduced by the keypoint detector used in the front-end of the SLAM system [36] . Thus, the spatial uncertainty model of measurements is anisotropic and cannot be captured by the identity information matrices commonly applied for graph optimization in the back-end of SLAM systems. To compute the information matrix t i j of a feature-topose constraint, we have to determine the covariance matrix of the RGB-D point feature. The feature uncertainty model based on the concept of propagating the uncertainty from the sensor measurements is based on the approach proposed by Park et al. [36] . The sensor model defines the relation between the position of a feature in the image, and position of this feature in the 3-D space:
where x c , y c define the position of the optical axis on the image plane, and f x , f y are focal lengths of the camera. The covariance matrix C p (3×3) of each discovered feature is computed as follows:
where J p (3×3) is Jacobian of (2) computed with respect to the intrinsic coordinates of the point feature u, v and d, while C k (3×3) is the covariance matrix of feature measurement u, v and depth d. Following the approach common in computer vision, we assume that the measurements of u and v coordinates in the camera are independent. This assumption and the fact that the uncertainty in d is caused by a physically different measurement channel allow us to write C k as a diagonal matrix:
As demonstrated by Park et al. [36] , the variance values σ u , σ v can be considered constant for the given camera parameters and the chosen feature detection algorithm. However, the variance σ d of depth d measurement increases with the distance from the camera. We use the approximation of σ d found experimentally by Khoshelham and Elberink [20] :
where
The components given by equations (3), (4) and (5) sum up to a simple C p -model of the spatial uncertainty of a point feature. This model is viewdependent, i.e., the shape of the uncertainty ellipsoid for a given feature changes when it is seen by the sensor from a different viewpoint. A 3-D visualization of the C p -model is presented in Fig. 5 .
Normal-based uncertainty model
Realizing that propagating the uncertainty of the sensor measurements to the uncertainty of features is not enough to capture the uncertainty sources in the SLAM front-end, we analyzed the distribution of point features produced by PUT SLAM using the reverse SLAM tool. In order to isolate the effects of imperfect detection of point features, we started with the ICL-NUIM sequences without depth noise. We noticed that most measurements of the feature positions are located on the object surfaces and form flat ellipsoids (Fig. 6b and compare Fig. 10a ). The minor axis of the ellipsoids is correlated with the normal vector to the surface. To capture this distribution of measurements, we propose the normalbased uncertainty model C n . The normal-based uncertainty model is view-independent. It means that the global shape of the uncertainty ellipsoid does not depend on the position of the camera.
To determine the ellipsoid of the uncertainty model, we compute a normal vector to the point located in the feature coordinates f u,v . To this end, we used depth image only [3] . Then, we compute the rotation matrix R. The z axis of the coordinate system R coincides with the surface normal n (Fig. 6a) . The x and y axes are selected to form a righthanded coordinate system (Fig. 6b) . The covariance matrix C n is defined as:
where S is a scaling matrix. In this model, we scale the minor axis of the ellipsoid z, which is related to the surface normal n. The scaling coefficient S z is in the range (0,1). The diagonal elements of the matrix S x and S y are set to 1. Example uncertainty ellipsoids of the normal-based uncertainty model C n for selected 3-D point features are presented in Fig. 6c .
Gradient-based uncertainty model
The C n uncertainty model leverages the role of visual localization of the point features in the RGB frames. However, the uncertainty of the feature location depends not only on the performance of the features detector implemented in the SLAM front-end pipeline and the quality of the RGB images, but also on the local structure of the scene. During visual analysis of the distribution of point features, we observed that features located in the vicinity of strong intensity gradients (photometric edges) slide along lines defined by these gradients. Thus, we propose another uncertainty model, which includes the observed behavior. In the proposed uncertainty model, the major axis of the ellipsoid is located along a photometric edge defined by strong intensity gradient in the RGB image ( Fig. 7b and compare Fig. 10b ). To compute the uncertainty matrix, we detect the RGB edge using a 3×3 Scharr kernel. The direction of the edge in 3-D space is computed using the depth data. Then, the procedure is similar to the procedure presented for the normal-based uncertainty model. We construct the rotation matrix R representing the local coordinate system. The z axis is related to the RGB gradient vector (Fig. 7a) . The x axis of the coordinate system is located on the RGB edge ( Fig. 7a and b) . The RGB edge might be related to the edge of an object or a photometric edge on a flat surface. The covariance matrix C g is computed using (6) . We scale the x, y and z axes of the ellipsoid using the scaling matrix S. Gradient-based uncertainty ellipsoids (according to the C g -model) for selected 3-D point features are presented in Fig. 7c .
Tools that give insight into the uncertainty of features
Experiments in Simulation
This section desribes two software environments (programs) that make it possible to observe and measure some variables and quantities that are hard, or even impossible, to be observed and measured in a typical SLAM system. The common idea behind these tools is to replace particular components of the investigated system (here PUT SLAM) by quivalent modules that use synthetic or ground-truth-based measurements. This idea allows us to investigate particular aspects of the spatial uncertainty in SLAM, ignoring those aspects, that normally are out of control in fully experimental work. As demonstrated in our previous work [5] , simulationbased experiments allow us to isolate errors introduced by wrong feature correspondences or multiplicated features, and to focus on the analysis of spatial uncertainty introduced by RGB-D measurements. The simulation environment replaces the real PUT SLAM front-end, providing the back-end with features and measurements (constraints) that are free from qualitative errors introduced by a real front-end [2] . In the simulator, we define the environment with a set of 3-D point features described by unique identifiers. The identifiers are used in the matching of the features observed from various viewpoints. The position measurement of a selected feature is generated by randomly drawing a point from the uncertainty distribution ellipsoid defined around the nominal position of a feature according to the chosen uncertainty model. To generate a sequence of measurements for graph optimization, we simulate the motion of the sensor along the given trajectory. Then, we compute the position of each feature in the camera frame c f j :
where c i is the global sensor pose and f j is the global position of the j-th feature. To check whether the feature is within the range of the sensor, we compute the projection of the 3-D feature on the image plane
If the projection of the 3-D point lies on the image plane (640×480) and within the range of the sensor, the covariance matrix is computed using (3). In the simulation experiments, we use the C p -model to define the uncertainty.
In the first experiment, we simulated a box-like environment, which represents a room (5.5×5.5×5.5 m). We randomly generate 1000 point features on the surface of each wall. The camera moves along a rectangular reference trajectory inside the room (Fig. 8) . At each corner of the room, the sensor is rotated by 90 • in small increments so the optical axis of the sensor (z axis) is in the direction of forward motion. This configuration of the sensor is most common, but at the same time, it is the most challenging one for a SLAM system [5] . This is caused by the fact that the usually large axial uncertainty of RGB-D sensor measurements is, in this case, directed most of the time along the estimated trajectory of the robot. Moreover, when the robot rotates it observes significantly less common features on consecutive images. As we have observed in [5] , a ceiling-facing camera is more advantageous, if appropriate features are available. We have presented a more thorough analysis of the features observation scenarios in the earlier research [5] . The trajectories obtained in simulation in the room environment are shown in Fig. 8 . When VO method is used, the position drift is not canceled by a loop closure procedure. The error accumulates and the estimated trajectory is far from the trajectory of the sensor. The application of SLAM paradigm (i.e., loop closure) allows canceling the drift when the features from the beginning of the experiment are re-observed (loop closure).
An experiment in simulation allows us not only to assess the accuracy of the trajectories but also to compare the trajectories and feature-based maps obtained with and without the uncertainty model. We use simulations to confirm the hypothesis, that modeling of spatial uncertainty in feature-based PUT SLAM improves the accuracy. To obtain statistics, we run the simulation 100 times for each investigated configuration. The quantitative results are computed according to the methodology introduced in [41] , using the Absolute Trajectory Error (ATE) and Relative Pose Error (RPE) metrics. The distance between corresponding points of the estimated and ground truth trajectories is measured by ATE, whereas the RPE metric reveals the local drift of the trajectory. We can obtain the translational or rotational RPE, taking, respectively, the translational or rotational part of the homogeneous matrix computed when comparing the sensor poses along the Simulation results in the environment and trajectory from ICL-NUIM office/kt1 sequence trajectories. As ATE compares absolute distances between two rigid sets of points representing the estimated and the ground truth trajectory, it is always expressed as a metric distance. With the uncertainty model, the ATE error is 4 times smaller while the RPE error is about 4.5 times smaller ( Table 1) . Details of the simpler localization systems: VO and pose-based SLAM included in Table 1 for comparison have been described in [1] , while the approach used to run these methods in the simulation was the same as for PUT SLAM. It is worthwhile noticing that even though the error is smaller for PUT SLAM with uncertainty model in comparison with PUT SLAM without uncertainty modeling, the standard deviation is greatly higher. In the series of 100 trials, the one solution from 100 optimization procedures is incorrect. One camera pose from the whole trajectory optimized by g 2 o is incorrect, and the mean ATE error of the trajectory is significantly higher [5] . We notice this behavior when the camera observes only a flat wall and the number of pose-tofeatures measurements is small. In this case, the graph-based back-end sometimes finds a solution, which is incorrect but satisfies measurements from the given camera pose. This situation is difficult to detect in practice. Thus, whenever the number of measurements is smaller than a threshold an additional pose-to-pose constraint is added to the graph to stabilize the optimization process in the back-end.
In the next simulation, we use the kt1 sensor trajectory from the ICL-NUIM dataset (Fig. 9 ) to confirm the results in a more realistic scenario. The positions of features are obtained offline from the PUT SLAM front-end processing the ICL-NUIM office sequence of RGB-D frames. The 86 extracted features are fixed in the simulator and augmented by unique IDs that enable the simulator to perfectly associate the observed features to the map. The results summarized in Table 2 confirm that the feature-based PUT SLAM yields more accurate trajectory estimate than the pose-based SLAM implemented as in [1] . Moreover, the anisotropic feature uncertainty model allows PUT SLAM to achieve much smaller ATE than it was possible using identity matrices.
The simulation experiments give us also the possibility to verify the accuracy of the obtained map (positions of features). Unfortunately, the available benchmark datasets produced using real RGB-D sensors contain ground truth sensor trajectories, but no ground truth for the map. Hence, a quantitative comparison of the map is not possible, and to demonstrate the accuracy gains in the location of map features, we also use the synthetic ICL-NUIM dataset. In the simulation, we compute the mean squared error (MSE) for (known and fixed) features in the map. The results are presented in Table 3 . VO and pose-based SLAM give similar 
Reverse SLAM: looking closer at the features
We demonstrated in the simulation that an anisotropic spatial uncertainty model of features improves significantly the accuracy of estimation in factor graph-based SLAM. However, we found it difficult to apply the approach to uncertainty modeling proposed by Park et al. [36] in the actual PUT SLAM working with real data. When the C p -model is used, the optimization in g 2 o becomes unstable or returns worse results than the optimization with identity matrices. This suggests that the C p covariance matrix does not represent correctly the uncertainty of real measurements. In practice, the uncertainty of features is also influenced by the tracking/matching algorithm [33] . Therefore, in order to investigate how the proposed uncertainty model fits to the distribution of real measurements we have developed the reverse SLAM tool. 2 In the reverse SLAM tool, we are looking for the distribution of feature measurements that is obtained in the front-end when SLAM returns a perfect trajectory. Thus, we move the sensor along the known trajectory and run the frontend of the SLAM. At each frame, we provide the real position of the camera instead of its estimate. Finally, the sensor noise and image processing errors accumulate in the representation of features, not in the trajectory error. Assuming that an accurate ground truth trajectory is available, a distribution of 2 Video is available at https://www.youtube.com/watch? v=tP5l5IDBYLw. [41] data from the Vicon motion capture system, and data from the Kinect sensor are not well synchronized due to the different sampling frequencies [23] . This dataset cannot be used in reverse SLAM tool because errors that usually manifest themselves only when computing benchmarking values for the particular trajectory [30] , in reverse SLAM may change significantly the distribution of the features, hence leading to wrong conclusions as to the uncertainty model. Therefore, we use the synthetic ICL-NUIM dataset [15] in experiments with reverse SLAM. This dataset provides not only perfect ground truth trajecto- The output from the reverse SLAM tool gives us the information about the real distribution of feature measurements in PUT SLAM. The uncertainty model obtained from the reverse SLAM tool contains not only information about the sensor noise but also about the accuracy of image processing and RANSAC-based outliers rejection in the front-end.
Using the reverse SLAM tool, we can analyze the distribution of measurements in the 3-D space. The example distributions of measurements are presented in Fig. 10 . Using the visualization tool, we can analyze the distribution of measurements for each feature in the map. We noticed that some measurements are located on the surfaces of the objects (Fig. 10a) . We can also compute statistical properties of the distribution. The standard deviation of measurements in z axis (normal to the surface) is 0.005 m which is 62% smaller than in y axis and 130% smaller than in x axis. Another type of distribution is presented in Fig. 10b . In this case, the measured positions of the selected feature are located along the computer cable. The standard deviation of measurements along the y axis is 39% larger than in x axis and 96% larger than in the z axis.
It is also possible to verify distribution visually by projecting measurements on the image plane. In Fig. 11 , we present distribution of measurements projected on the first image from the ICL-NUIM office/kt1 sequence. It is visible that the measurements slide along RGB (photometric) edges forming small clusters. This suggests that despite the spatial uncertainty re-shaping by the RANSAC outlier rejection mechanism we can still find a beneficial anisotropic uncertainty model of the point features. Model 
Analysis of quantitative results
Evaluation of the Uncertainty Models
The reverse SLAM tool that we have developed allows us to compute the distributions of point features depending on the assumed uncertainty model. The reverse SLAM computes a spatial uncertainty ellipsoid from the actual distribution for each feature included in the map. To facilitate the analysis of these ellipsoids, we introduce the d ε coefficient:
where σ x , σ y , and σ z stand for the standard deviations of measurements along the local x, y and z axis of the uncertainty model, respectively. The coefficient defined by (9) gives the relation between the length of the uncertainty ellipsoid major axis and the length of its minor axes. Larger positive values of d ε indicate that the uncertainty is anisotropic and should be properly captured by the Mahalanobis distance used in (1). However, if d ε approaches 0 the uncertainty is almost isotropic. Thus, it can be sufficiently modeled as a sphere, which is then represented by an identity matrix in (1). A negative value of d ε means that the expected major axis of the uncertainty ellipsoid is shorter than its minor axes. Table 4 gives exemplary numerical results of applying the reverse SLAM tool to the ICL-NUIM office environment with the kt1 trajectory. Uncertainty ellipsoids were computed for the C n -model and the C g -model. The ICL-NUIM dataset contains two variants of the depth data: noiseless (ideal) and with simulated Kinect-like noise. The results obtained from our reverse SLAM tool were considerably different for these two variants of the RGB-D data. For the noiseless depth data, the distributions of feature points were best captured by the C n -model. This is explained by the fact that in the absence of depth errors the spatial uncertainty of point features is caused mainly by errors in the location of keypoints. In contrast, the C g -model was better for the ICL-NUIM data with synthetic noise in-depth measurements. Apparently, in this case, the spatial uncertainty of features depends also on the depth noise. The fact that the gradient-based uncertainty model fits best, in this case, is explained by the increased depth errors on edges of objects. In a real sensor based on the PrimeSense technology, this effect is related to the dependency in-between pixels in the depth image [13] .
Impact of the uncertainty models on the SLAM accuracy
The analysis of the spread of point features using the reverse SLAM tool allowed us to gain some intuition about the usefulness of our uncertainty models. However, this intuition had to be verified by investigating how the C n -model and C g -model behave in real SLAM. To this end, we tested these two uncertainty models in the regular PUT SLAM software, which computed the ATE and RPE metrics that allowed us to assess the impact of the uncertainty models on SLAM accuracy. Both variants of PUT SLAM were used in these tests-the one with the matching-based VO, and the other one based on tracking for VO implementation.
To facilitate the analysis of the ATE-and RPE-based numerical results, we introduce another coefficient, which indicates the relative trajectory accuracy improvement due to the proposed model:
where E I and E C are the error values (ATE RMSE or RPE RMSE) for the identity matrices and the uncertainty-based matrices, respectively.
Results obtained for the ICL-NUIM sequence are provided in Table 5 . For both variants of PUT SLAM (the matching-VO and tracking-VO), the ATE RMSE is decreased significantly by using the C n -model on the sequence with noiseless depth data. Moreover, the standard deviation of the resulting ATE metric decreased by applying the uncertainty model. However, when a sequence with simulated depth noise was used, the achieved accuracy improvement was much smaller. Apparently, the C n -model is inadequate in this case. The application of the C g -model resulted in an improvement of the ATE metric for the tracking-VO variant, while the accuracy improvement for the matching-VO PUT SLAM was rather insignificant. These results are explainable in light of our observations made using the reverse SLAM tool. When noise is present in the depth data, the dominant source of errors in the location of point features is sliding of these points along edges. The tracking-VO variant uses ORB keypoints that are more prone to dislocation along edges because the detection in ORB is less repeatable than in the SURF keypoints used in the matching-VO variant [38] . Hence, the sliding effect is more profound in the trackingbased version and can be to some extent compensated by a proper model of the anisotropic uncertainty.
Application-oriented evaluation
Finally, we have investigated how the proposed approach to uncertainty modeling influences the accuracy of SLAM trajectory estimation using five real RGB-D data sequences from the TUM RGB-D Benchmark, recorded with Kinect or Xtion sensors. As mentioned before, the reverse SLAM tool cannot be used to determine the spatial uncertainty of measurements from such a dataset. Therefore, the C g -model was applied in these tests, as the previous results strongly suggested that it is the only uncertainty model that provides beneficial improvements in g 2 o optimization in the presence of depth measurements noise, which is unavoidable in real Kinect/Xtion data. However, this model should be properly parametrized for the new data type. To this end, we found the relation between the parameters of the uncertainty model and the mean accuracy achieved in a series of experiments with PUT SLAM. We modified the standard deviations along local axes of the C g uncertainty model and registered errors of the obtained sensor trajectories. For each parameter value, we performed 100 experiments to compute statistics (Fig. 12) .
Moreover, we extended the applied uncertainty model considering the fact that the variance of Kinect depth measurements increases with the distance from the camera. Thus, we scale the C g uncertainty ellipsoid by the factor d scale , which depends on the distance from the camera d (depth measurement) and a scaling parameter S u : Finding optimal parameters for such an uncertainty model is extremely time-consuming. Hence, we did not perform an exhaustive search of the uncertainty model parameters. Instead, we applied a simplified, hierarchical procedure. At first, we found the optimal value of the scale along the RGB gradient of the model (S z ) (cf. Fig. 12a and b) . Then, we modified the scale along the y axis (S y ) to find the best value of the parameter. The S x value is set to 1. Finally, the dependence between the S u scale factor and the SLAM RPE trajectory accuracy was determined (Fig. 12e and f) . We searched for the best parameters of the model using the TUM fr1_desk sequence. Then, the parametrized uncertainty model was verified on several other sequences, that we considered as representative for various SLAM tasks and environment types. The parameters of the obtained model are: S z = 0.8, S y = 1.25. The S u value is set to 5.0 for matching-based and to 1.8 for the tracking-based version of PUT SLAM.
In the experiments on the real RGB-D data, we use the RPE RMSE metric [41] . In our implementation of the featurebased RGB-D SLAM, the position of the camera is connected (through point features) only with a small set of the previous camera poses (keyframes). The probability that distant camera poses is included in the graph used by the back-end decreases with the distance from the current sensor pose. This comes from the fact that our system closes loops only when the sensor drift is small, as the PUT SLAM does not contain appearance-based loop closure implementation. Thus, very long trajectories can drift regardless of the accurate local measurements, and the influence of the feature uncertainty model on the trajectory accuracy is best represented by the RPE RMSE value. Table 6 summarizes the RPE RMSE metric mean values and standard deviations yielded by the SLAM for five sequences from the TUM dataset. Results obtained using the C g -model are compared to the accuracy achieved by using the default identity matrices in g 2 o. It is worth noting that in the literature often only the best results are provided, without any statistics. However, as the SLAM front-end employs RANSAC, thus being not fully deterministic, we computed the statistics for 100 trials, in order to provide convincing numerical results.
The accuracy improvement due to employing the anisotropic uncertainty model varies from sequence to sequence. It is worth mentioning that the feature position error for single Kinect measurement can be higher than 10 cm The optimization results for C p and C n models are not included, as g 2 o optimization does not converge for these models on real data Hence, the trajectory error of PUT SLAM is almost ten times smaller than the errors of individual depth measurements. Additional improvement of the accuracy is difficult to obtain. However, by application of the uncertainty model in the back-end optimization the RPE RMSE error can be reduced by more than 50% (fr2_desk sequence in Table 6 ). For other trajectories, the improvement of accuracy varies from 4.83 to 28.8%. The worst improvement is obtained for fr3_long_office sequence with the tracking-based version of the SLAM (4.83%). The sparse optical flow tracking with the Kanade-Lucas-Tomasi (KLT) algorithm and ORB point detector is very fast, but sensitive to rapid camera motions due to motion blur in RGB images. When the tracked keypoints drift from their real positions, also the 3-D features in the map accumulate drift. In PUT SLAM, this drift can be compensated only locally, because of the lack of appearance-based loop closures. Such loop closures are implemented in some of the state-of-the-art SLAM systems, such as ORB-SLAM2 [30] , and allow these systems to achieve better trajectory esti- Fig. 14 Example reconstruction of a dense environment map for the fr3_long_office sequence using FastFusion algorithm [40] mation accuracy than the accuracy obtained in PUT SLAM on looped trajectories. However, these problems are more specific to the particular SLAM architecture [2] , than to the role of the spatial uncertainty model in the optimization backend, and are beyond the scope of this paper.
To show the improvement of the trajectory estimation using uncertainty modeling, we enlarge some region of the trajectories obtained on the fr2_desk sequence (Fig. 13) . Without uncertainty modeling, the noisy measurements of the feature positions propagate to the sensor position. As a result, the camera trajectory is noisy. When the proposed uncertainty model is applied, the optimization-based backend can utilize measurements with low uncertainties and ignore uncertain measurements. The obtained trajectory is smooth for both, tracking and matching-based PUT SLAM ( Fig. 13a and b) .
Whereas we focused on the local improvement of the trajectory, PUT SLAM with the proposed uncertainty model C g provides also globally consistent trajectories, which is proved by small ATE RMSE values obtained using the TUM RGB-D benchmark. We do not attempt to compare PUT SLAM trajectory estimation accuracy against other SLAM approaches, as the ATE values computed for the entire benchmark sequences depend on a number of factors not related to the uncertainty model of the features (or to a lack of such a model). Among these factors, the loop closure mechanism seems to be most important. As we recently have shown elsewhere [32] , the loop closure and relocalization function of a SLAM system can compensate the trajectory drift that mounted because of inaccurate matching of the point features. Hence, we only show on few example sequences from the TUM RGB-D Benchmark that PUT SLAM, despite its rather simple architecture, yields globally consistent and accurate trajectories. The best ATE RMSE error for fr3_long_office sequence is 0.022, which is better than ORB-SLAM2 [30] and Slam-Dunk-SIFT [12] and the best ATE RMSE error for fr1_desk2 sequence is 0.030 (0.031 SubMap BA [41] , 0.048 ElasticFusion [45] ).
Moreover, in order to demonstrate that with the selflocalization accuracy achieved by PUT SLAM using the new uncertainty model accurate reconstruction of a dense environment map is possible, and we produced a surfel-based visualization using the FastFusion algorithm [40] (Fig. 14) . The mapping algorithm is integrated with our software and can run in real time along with PUT SLAM, as demonstrated for the fr3_long_office sequence in the video material accompanying this paper.
Conclusions
This article contributed a novel methodology for the modeling of spatial uncertainty of point features in feature-based RGB-D SLAM. Considering the feature-based approach employing a factor graph as the state of the art in visual and RGB-D SLAM, our work contributed:
-the reverse SLAM tool concept and implementation; this tool is useful to analyze the distribution of feature measurements in both the 3-D and image space and to identify the most suitable uncertainty model. -new uncertainty models of point features, which incorporate not only the axial and lateral spatial uncertainty caused by the PrimeSense technology RGB-D sensors, but take into account image processing uncertainties in the whole SLAM front-end pipeline; -an in-depth analysis of the application of feature uncertainty models in the factor graph-based formulation of SLAM, which demonstrates accuracy gains on real RGB-D data sequences due to using more elaborated spatial uncertainty models;
We demonstrated in simulation that the accuracy of featurebased RGB-D SLAM can be improved by accurate identification of anisotropic uncertainty model of measurements. Then, we proposed the application of reverse SLAM tool to analyze the distribution of uncertainty measurements in actual RGB-D SLAM working on synthetic data. The identified uncertainty models are used to compute information matrices of constraints in factor graph optimization of PUT SLAM, which serves as an example implementation for the family of factor graph-based SLAM systems that is targeted in our research. The use of the reverse SLAM revealed that the spatial uncertainty in point features is influenced not only by the sensor properties, but also by the RGB image processing and the iterative procedure for estimation of SE(3) transformation (RANSAC). We consider this an important conclusion from the presented research, as it explains why the uncertainty model based on the sensor noise (C p -model [36] ) works well in simulation, but eventually fails in tests with the actual PUT SLAM. In the simulations, there is no actual image processing involved, and the C p -model based upon Kinect sensor characteristics improves the results at least one order of magnitude, compared to the same BA-based SLAM algorithm without the uncertainty model. However, this approach does not work with the actual PUT SLAM, that introduces additional uncertainty in the front-end data processing. The model of the uncertainty used in the backend graph optimization is device specific and specific to the front-end pipeline. However, we introduce the general reverse SLAM tool, which allows us to determine the spread of feature measurements taking into account not only the sensor model, but the whole feature processing pipeline in the SLAM front-end. The proposed procedure can be used for other sensors and front-ends of the SLAM. The visual and numerical analysis of measurements distribution using the reverse SLAM tool allowed us to propose two uncertainty models that catch the noise resulting from the whole data processing in the front-end. The normal-based uncertainty model assumes that the measured positions of features are scattered on the surface of the objects. The gradient-based uncertainty model explains the increased errors along edges. Finally, we demonstrated experimentally on the TUM RGB-D Benchmark that the proposed gradient-based model is appropriate for real RGB-D data. The accuracy improvement is higher for the tracking-VO variant of the PUT SLAM front-end. The accuracy improvement for this variant of PUT SLAM is important, as the tracking-based variant is much faster (20 to 40 frames per second) than the matching-based variant, but was less accurate in most tests. As the two variants of our front-end differ in the type of point features detector and differ in the details of processing, we were able to demonstrate that the internal architecture of the SLAM front-end indeed influences the uncertainty of features. The open-source PUT SLAM developed in our earlier research served here only as our research vehicle and basis for the reverse SLAM tool, but the developed models and research methodology should be suitable for other factor graph-based RGB-D SLAM systems, as long as they rely on depth data accuracy and use a similar back-end architecture.
As the available RGB-D sensors based on structured light are very similar with respect to performance and uncertainty characteristics [14] , the presented uncertainty models should suit all of them: Kinect, Xtion, Carmine, and the recent RealSense. Although some characteristics differ for RGB-D sensors using the time-of-flight principle, which may influence the uncertainty of features (e.g., smaller depth noise along sharp edges [23] ), the methodology of developing the uncertainty model with the use of the reverse SLAM tool is still valid for those sensors. Hence, we believe that the simulation/experimental framework based on the reverse SLAM tool will enable us to quickly develop uncertainty models suitable for the next generation of RGB-D sensors.
Among our further research directions, there is also the work on uncertainty models for other types of constraints, including pose-to-pose and pose-to-plane measurements in factor graph optimization. We are also interested in developing a procedure that determines a suitable uncertainty model of each individual feature according to the local characteristics of the RGB-D data.
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