The distribution of waiting times, f͑t͒, between successive turnovers in the catalytic action of single molecules of the enzyme ␤-galactosidase has recently been determined in closed form by Chaudhury and Cherayil ͓J. Chem. Phys. 125, 024904 ͑2006͔͒ using a one-dimensional generalized Langevin equation ͑GLE͒ formalism in combination with Kramers' flux-over-population approach to barrier crossing dynamics. The present paper provides an alternative derivation of f͑t͒ that eschews this approach, which is strictly applicable only under conditions of local equilibrium. In this alternative derivation, a double well potential is incorporated into the GLE, along with a colored noise term representing protein conformational fluctuations, and the resulting equation transformed approximately to a Smoluchowski-type equation. f͑t͒ is identified with the first passage time distribution for a particle to reach the barrier top starting from an equilibrium distribution of initial points, and is determined from the solution of the above equation using local boundary conditions. The use of such boundary conditions is necessitated by the absence of definite information about the precise nature of the boundary conditions applicable to stochastic processes governed by non-Markovian dynamics. f͑t͒ calculated in this way is found to have the same analytic structure as the distribution calculated by the flux-over-population method.
I. INTRODUCTION
Chemical reactions in solution typically occur as a result of random collisions between reactants that have sufficient energy to overcome an activation barrier. In an influential 1940s' paper, 1 Kramers modeled the rate of this process by the rate at which a Brownian particle permanently escaped a metastable potential minimum. The stochastic trajectory of the particle represented the effects of the random collisions and the barrier crossing event represented thermal activation prior to reaction. By assuming that these processes occurred at equilibrium, Kramers showed that the calculation of the escape rate reduced effectively to the calculation of the ratio of the particle flux over the barrier top to the particle population in the region of the potential well. Kramers' model has since become the paradigmatic approach to the study of problems in chemical reaction dynamics, and it has been widely applied. 2 Especially important extensions of the model were developed by Grote and Hynes 3 and Hanggi and Mojtabai, 4 who used it in the framework of a generalized Langevin equation ͑GLE͒ formalism to consider barrier crossing in the presence of colored noise as a way of treating thermal reservoirs with finite ͑as opposed to infinitely fast͒ relaxation times.
Chaudhury and Cherayil 5 have recently adapted this GLE formalism to the study of single-molecule enzyme activity. Unlike conventional chemical reactions, single enzyme reactions often exhibit a distribution of rates, a phenomenon referred to as dynamic disorder. 6 Dynamic disorder is generally manifested in the form of nonexponentialities in the distribution f͑t͒ of waiting times between successive enzymatic turnover events, and it appears to originate in the fluctuations of the enzyme's conformations, which lead to interconversions among substates with different reactivities. 7 The nature of these conformational fluctuations in single molecules of the proteins flavin reductase and the complex formed between fluorescein and antifluorescein have recently been characterized in terms of the stochastic variations in the distance x between specific pairs of nonbonded residues. 8 The time correlation function of x, ͗x͑t͒x͑0͒͘, was found to exhibit temporal correlations that were well described by the stochastic process known as fractional Gaussian noise ͑fGn͒. 9 Recent works by Debnath et al. 10 and Tang and Marcus 11 suggest that such correlations emerge naturally from models of protein conformational fluctuations based on Rouse dynamics ͑but see Ref. 12 for an alternative picture based on energy fluctuations͒.
If conformational fluctuations in the neighborhood of an enzyme's active site were to produce similar dynamical changes in the separation between residues involved in catalysis, they could potentially produce the kinds of fluctuations in the rate of substrate turnover that lead to nonexponentialities in f͑t͒. This expectation has largely been borne out by recent simulations carried out by Min and Xie 13 and Min et al., 14 where f͑t͒ was determined from the distribution of barrier crossing times of a particle moving across a barrier under the action of fGn according to a generalized Langevin equation. Chaudhury and Cherayil, 5 applying Kramers' stationary flux-over-population method to essentially the same GLE-fGn model, subsequently calculated f͑t͒ analytically from the time-dependent transmission coefficient for barrier crossing. 15 The f͑t͒ calculated analytically was found to be in good agreement with experimental data on the enzyme ␤-galactosidase.
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While this result seemed to provide further evidence that power-law correlated conformational fluctuations could be the source of dynamic disorder in single enzyme reactions, it was obtained at the expense of approximations whose precise impact was difficult to assess. A special source of concern was the flux-over-population method itself, which generally requires a clear separation of time scales between barrier crossing and thermal equilibration to be applicable. This ensures that two important conditions of the method are largely satisfied: one, that barrier crossing is a stationary process, and two, that the rate of barrier crossing is dominated by the flux at the barrier. In long memory processes of the kind studied in Ref. 5 , however, these conditions are not expected to be similarly satisfied. For such processes, dynamics in the region of the potential minimum, as well as boundary conditions appropriate to non-Markovian barrier crossing, may be particularly important, and a less restrictive approach than the flux-over-population method may be required. In the present paper, we formulate an approach that partly addresses these concerns.
This alternative approach takes as its point of departure the same GLE used in Ref. 5, with one difference: the potential U͑x͒ of the earlier calculation-an inverted parabola-is replaced by a function with a symmetric double well structure. The exact form of the function will be presented later, but it is no longer a simple quadratic function of the distance coordinate x. As a result, the GLE is no longer linear in x. The property of linearity was exploited in Ref. 5 to convert the GLE exactly into a Smoluchowski-type equation ͑with a time-dependent diffusion constant͒ that could be solved in closed form for the probability density P͑x , t͒ that the particle was at x at time t, from which the flux and population, and thence the rate, could be determined. For a GLE with nonlinearities in x, an analogous Smoluchowski equation no longer exists. 17 However, we show that it is possible to construct an approximate diffusion equation with the Smoluchowski structure using a short time expansion that, in principle, can be systematically improved ͑but that, in practice, is unlikely to yield tractable or useful expressions beyond the very lowest order of approximation͒. The solution of this approximate equation under suitably defined boundary conditions is used to obtain the distribution of first passage times, f͑t͒, which are then compared with the distribution of waiting times calculated in Ref. 5 . It turns out that f͑t͒ calculated according to this alternative scheme has exactly the same structure as the f͑t͒ calculated earlier.
The following section recapitulates the GLE formalism used in Ref. 5 , and then introduces the potential U͑x͒ that replaces the harmonic well used in that reference. After transforming this GLE to a diffusion equation ͑in Appendix A͒ and solving the equation ͑in Appendix B͒, the first passage time distribution f͑t͒ is calculated in Sec. III. The paper concludes in Sec. IV with a summary of the main points.
II. REVIEW OF THE GLE FORMALISM AND NATURE OF THE BISTABLE POTENTIAL
In their study of protein conformational dynamics, Kou and Xie 18 modeled the time evolution of intersegment distance fluctuations by the motion of a fictitious particle of mass m and position coordinate x that evolves in time according to the following one-dimensional generalized Langevin equation:
where is the friction coefficient of the particle, U͑x͒ is an external potential, and ͑t͒ denotes fGn, which has a zero mean and is related to the memory kernel K͑t͒ by a fluctuation-dissipation theorem,
with
H being a real number lying between 1 / 2 and 1 that is a measure of the degree of temporal correlation in the noise. The calculations of Kou and Xie actually used the following simplified version of Eq. ͑1͒, in which the inertial contribution was neglected, and U͑x͒ was chosen to be quadratic in x, ‫ץ‬U͑x͒ ‫ץ‬x
Reference 5 sought to determine the distribution of barrier crossing times, f͑t͒, from the time-dependent rate k͑t͒ at which a particle obeying Eq. ͑4͒ crossed from one side of an inverted parabolic potential to the other. The rate was calculated as the ratio of a flux near the barrier top to a population in a harmonic well, in strict analogy with Kramers's stationary flux-over-population method. 1 Here, we seek to determine f͑t͒ as the distribution of first passage times for a particle obeying Eq. ͑4͒ to reach the barrier top of a double well potential. This requires an expression for the probability density P͑x , t ͉ x 0 ͒ that the particle is at point x at time t given that it was at some other point x 0 at time t = 0. This density function must be invariant to translations in time ͓to reflect the time homogeneity of the stochastic process defined by Eqs. ͑2͒ and ͑3͔͒, and it must satisfy appropriately defined boundary conditions ͑to ensure that the arrival of the particle at the barrier top corresponds to a first passage event͒. Given this probability density, f͑t͒ can be calculated from the relation
where I denotes the end points of the interval on which particle motion occurs prior to absorption at the barrier top, and where the dependence of f͑t͒ on the initial point is shown explicitly. P͑x , t ͉ x 0 ͒ itself is obtained from the solution of a generalized diffusion equation that Eq. ͑4͒ can be transformed to exactly ͑for details, see Appendix A͒. For arbitrary U͑x͒, however, this diffusion equation is, in general, a highly complicated nonlocal function of the time t that, as far as we know, cannot be solved analytically. 17 To use Eq. ͑5͒ to determine f͑t͒, therefore, it is necessary to find approximations to the generalized diffusion equation that yield analytically tractable expressions for P͑x , t ͉ x 0 ͒. ͑A survey of approximation schemes relevant to colored noise processes may be found in the review by Hanggi and Jung. 20 ͒ Employing a variant of the short time approximation discussed there 20 
where D͑t͒ is a time-dependent diffusion coefficient ͑to be defined later͒ and P͑x , t ͉ x 0 ͒ is the solution of the above equation under the initial condition P͑x ,0͒ = ␦͑x − x 0 ͒.
To solve Eq. ͑6͒, the potential U͑x͒ must now be specified. Typically, double-well potentials are modeled by the function U͑x͒ =−ax 2 + bx 4 , with a , b Ͼ 0. With this choice of potential, however, Eq. ͑6͒ cannot be solved exactly. But Zheng and co-workers have shown, using the method of Darboux transforms, that exact solutions of Eq. ͑6͒ can be found if U͑x͒ has the following special form 21 U͑x͒ = 2k B T ln y 1 ͑A,x͒, ͑7͒
where
Here, a is an arbitrary constant, 1 F 1 ͑␣ , ␤ ; z͒ is the confluent hypergeometric function, and A is a real number lying between +1 / 2 and −1 / 2 that specifies the shape of the potential. Figure 1 Figure 2 shows D͑t͒ as a function of t for the following values ͑in suitable units͒ of the other parameters: a =1/2, k B T =1, = 1, and H =3/4. Except at t =0, D͑t͒ is well defined everywhere, and approaches the limit 16m 2 4 /9 2 as t → ϱ.
III. APPROXIMATION FOR FIRST PASSAGE TIME DISTRIBUTION
The solution of Eq. ͑6͒, with U͑x͒ given by Eq. ͑7͒, is now easily found by adapting the results derived in Ref. 21 ͑recently applied to the problem of barrier crossing in polymers by Mondescu and Muthukumar 23 ͒ to a standard diffusion problem. Accordingly, only the final expression for P͑x , t ͉ x 0 ͒ is presented in this section, other relevant details being outlined briefly in Appendix B. This expression is
where, for the potential defined by Eqs. ͑7͒ and ͑8͒, the equilibrium distribution, using results given in Refs. 21 and 23, can be shown to be 
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with ␤ =1/k B T. Putting these results together and recalling that ͑t͒ =− ͑t͒ / ͑t͒ =−d ln ͑t͒ / dt ͑cf. Appendix A͒, the fi-
is not invariant to translations in time, as the solution of the generalized diffusion equation equivalent to Eq. ͑4͒ is required to be. This lack of homogeneity may be seen from Eq. ͑10͒, where, if one considers the function P͑x , t + t 0 ͉ x 0 , t 0 ͒, one is led to the time-dependent factor ͑͑t + t 0 ͒ / ͑t 0 ͒͒ − n+1 / , where ͑t 0 ͒, in contrast to ͑0͒, is not unity, thus producing a dependence on the initial state that breaks the time translation symmetry. ͑A discussion of the role of initial stationary state preparations on the dynamics of nonlinear stochastic processes may be found in Ref. 24 .͒ In any case, because the probability density function that solves the generalized diffusion equation exactly is unknown ͑and possibly even unknowable͒, Eq. ͑12͒, with the initial time t 0 fixed to 0, may be deemed to define the time-homogeneous probability density of the true non-Markovian stochastic process governing its evolution. The merits of this identification can only be assessed a posteriori by its consistency with experiment or other theories.
The final step in calculating f͑t͒ is the specification of the boundary conditions to be used in Eq. ͑5͒. Had the dynamics of x been Markovian, these boundary conditions could be taken as P͑0,t ͉ x 0 ,0͒ = 0 and ͉‫ץ‬P͑x , t ͉ x 0 ,0͒ / ‫ץ‬x͉ x=−ϱ = 0, corresponding, respectively, to absorption of the particle at the barrier top and reflection infinitely far from it. But when the noise is colored, with long range temporal memory, the particle dynamics are non-Markovian and the above boundary conditions probably no longer apply. That more general nonlocal boundary conditions may need to be satisfied is suggested by the results of exact calculations carried out by Hanggi and co-workers 25 on the non-Markovian dynamics of a dichotomous noise process, which show that the application of the conventional boundary conditions to a simplified description of this process leads to estimates of the mean first passage time that underestimate the exact value. For the dynamics defined by Eq. ͑4͒, with U͑x͒ given by Eqs. ͑7͒ and ͑8͒, the precise form of the analogous nonlocal boundary conditions to be used in Eq. ͑5͒ cannot be determined a priori, and we shall therefore assume that the probability density function in Eq. ͑5͒ must satisfy an absorbing boundary condition at x = 0 and a reflecting boundary condition at x = ±ϱ. A similar strategy was employed by Rangarajan and Ding in their treatment of Lévy-type anomalous diffusion 26 ͑but see Ref. 27 for a caveat on the use of such an absorbing boundary condition when the separatrix between potential minima does not coincide with ridge line along the barrier͒. This probability density, which we shall denote P ͑x , t ͉ x 0 ,0͒, can be constructed from Eq. ͑12͒ as P ͑x,t͉x 0 ,0͒ = P͑x,t͉x 0 ,0͒ − P͑x,t͉− x 0 ,0͒.
͑13͒
From results to be derived later, it can be verified that P ͑0,t ͉ x 0 ,0͒ is indeed 0. Equation ͑5͒ now becomes
It proves convenient to average this function over an equilibrium distribution of initial points according to
To proceed further with the calculation, the infinite series in Eq. ͑12͒ is resummed using Mehler's formula; 23 
this yields
P͑x,t͉x 0 ,0͒
with H͑x,x 0 ,͒ = 1
An inspection of the function G͑x , x 0 , ͒ readily establishes that G͑0,x 0 , ͒ = G͑0,−x 0 , ͒, so P ͑0,t ͉ x 0 ,0͒ = 0, as required by the absorbing boundary condition imposed at the origin. Using the above results, the integral of P ͑x , t ͉ x 0 ,0͒ over x can be shown to be
͑17͒
After averaging this expression over the equilibrium distribution P s ͑x 0 ͒ ͓defined in Eq. ͑11a͔͒ using partial integration, one can show after some algebra that
Recalling that the equilibrium averaged first passage time distribution is defined by f͑t͒ ‫ץ͑−=‬ / ‫ץ‬t͒͐ −ϱ 0 dx 0 P s ͑x 0 ͒ ϫ͐ −ϱ 0 dxP ͑x , t ͉ x 0 ,0͒, it is now a simple matter to show that
This is the final expression for f͑t͒. A normalizing constant N may be introduced into this expression to ensure that ͐ 0 ϱ dtf͑t͒ = 1. From the structure of f͑t͒ given in Eq. ͑19͒, it does not appear possible to determine N in closed form.
IV. DISCUSSION
Recall that ͑t͒ in Eq. ͑19͒ is the Mittag-Leffler function. This function has the following asymptotic behavior at large values of its argument:
22 E ␣ ͑x͒ϳexp͑x 1/␣ ͒. Hence, at long times, Eq. ͑19͒ behaves as
which is of the same form as the expression derived earlier in Ref. 5 using the flux-over-population method. There, the waiting time distribution was found to be
where k TST is the barrier crossing rate obtained from transition state theory and B is the angular frequency ͑i.e., curvature͒ at the barrier top. The two expressions differ only in the nature of the exponent to which ͑t͒ is raised in the denominator. In Eq. ͑20͒, this exponent is a pure number, but A contains details of the barrier ͑its height, curvature, etc.͒ in some effective way, and is therefore entirely analogous to the exponent that appears in Eq. ͑20͒, which is explicitly a function of these parameters. Furthermore, the exponent in Eq. ͑20͒ is bounded, because A is bounded, whereas the exponent in Eq. ͑21͒ can in principle assume any value, depending on the nature of the barrier. At the same time, although A is bounded, it does allow the height of the barrier to be made arbitrarily large if it is made to approach −1 / 2 arbitrarily closely.
Aside from these differences, the present calculations are significant in that they are consistent with the structure of f͑t͒ determined earlier by the naive application of Kramers' flux-over-population method. This result could be interpreted as showing either that the flux-over-population method applies even to non-Markovian processes in some domain beyond the quasistationary limit that it is generally assumed to be valid for, or that the time convolutionless equation introduced in Eq. ͑6͒ provides a physically meaningful approximate description of time-homogeneous colored noise dynamics in potentials of arbitrary shape. Further calculations are underway to test the predictions of Eq. ͑6͒ against other experimental phenomena.
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APPENDIX A: DERIVATION OF A GENERALIZED DIFFUSION EQUATION
The material presented in this appendix is drawn from work discussed in Refs. 5, 28, and 29.
The conversion of the GLE of Eq. ͑4͒ to an approximate equation for the probability density P͑x , t͒ proceeds as follows. We first separate the potential U͑x͒ into a purely harmonic contribution and a remainder, i.e., we write
where ϵ 2ak B T and ⌬U͑x͒ =2k B T ln 1 F 1 ͑A /2 +1/4,1/2;ax 2 ͒. Equation ͑4͒ can therefore be written as
where W͑x͒ϵ‫⌬ץ‬U͑x͒ / ‫ץ‬x. In Laplace variables, Eq. ͑A2͒ can be rearranged to
where, in general, the Laplace transform of a function of t is defined by L͕f͑t͖͒ ϵ f͑s͒ = ͐ 0 ϱ dte −st f͑t͒. Introducing the function
with ͑t =0͒ = 1, the solution of Eq. ͑A2͒ can be written in the form
where the function ͑t͒ is the inverse Laplace transform of the function ͑s͒, which itself is defined by
Following the procedure discussed in Ref. 5 , Eq. ͑A5͒ is differentiated with respect to t and then used to derive an equation for ẋ͑t͒ in which the initial term x͑0͒ is absent. This equation is
where ͑t͒ϵ− ͑t͒ / ͑t͒, and ͑t͒ itself, by Laplace inversion of Eq. ͑A4͒, is given by ͑t͒ = E 2−2H ͑͑t / ͒ 2−2H ͒, with ϵ͑m 2 / ⌫͑2H +1͒͒ 1/͑2H−2͒ , ⌫ the gamma function, and E ␣ ͑z͒ the Mittag-Leffler function of index ␣, defined 22 by the series E ␣ ͑z͒ = ͚ k=0 ϱ z k / ⌫͑␣k +1͒. We now introduce the probability density P͑x , t͒ through the definition
where the angular brackets refer to an average over the distribution of noise. Differentiating Eq. ͑A8͒ with respect to t, employing the chain rule, and making use of Eq. ͑A7͒, one can show that
Up to this point, the derivation has followed the steps discussed in Ref. 5 . To proceed further and in the spirit of the calculations described in Refs. 17 and 20, we introduce a short time approximation to treat the expression shown in Eq. ͑A10b͒. This approximation is obtained by first rewriting Eq. ͑A10b͒ as
and then using
where the prime on W on the right hand side of the above expression denotes differentiation with respect to its argument. If only the first term in the above Taylor expansion is retained, the remaining terms involving the derivatives of W being dropped arbitrarily, the function W ͑x͑t͒͒ in Eq. ͑A11͒ reduces to
where ␥͑t͒ is the function
One can readily show from the above expression that ␥͑t͒ actually equals ͑t͒. 
͑B4b͒
It can be verified from ͑B4a͒ and ͑B4b͒ that P ͑x͒ and Q ͑x͒ form a biorthogonal basis, 19 i.e., ͵ −ϱ ϱ dxP ͑x͒Q ͑x͒ = ␦ , .
͑B5͒
The solution of Eq. ͑A21͒ subject to the initial condition P͑x ,0͒ = ␦͑x − x 0 ͒ can therefore be written as 19 P͑x,t͉x 0 ,0͒ = ͚ 
͑B6͒
To reduce Eq. ͑B4a͒ to standard form, introduce the definition, P ͑x͒ = P s 1/2 ͑s͒ ͑x͒, ͑B7͒
where P s ͑x͒ is the stationary solution of Eq. ͑A21͒, and the function ͑x͒ satisfies the equation 
