Abstract. Let G(V; E) be a graph, and let ? be the drawing of G on the plane. We consider the problem of assigning text labels to every edge of G such that the quality of the label assignment is optimal. This problem has been rst encountered in automated cartography. Even though much e ort has been devoted over the last 15 years in the area of automated drawing of maps, the Edge Label Placement (ELP) problem remains essentially unsolved. In this paper we investigate the ELP problem. We present an algorithm for the ELP problem more suitable for hierarchical drawings of graphs, but it can be adopted to many di erent drawing styles and still remain e ective. Also, we present experimental results of our algorithm that indicate its e ectiveness.
Introduction
The area of graph drawing has grown signi cantly in the recent years motivated mostly by applications in information visualization 4, 17] . When visualizing information, it is essential to display not only the structure of the objects and their relationships, but also important information about them. In other words, it is important to associate text labels with graphical features. This problem is called automatic label placement and has applications in many areas including graph drawing and cartography. Also, the automatic label placement problem has been recognized as an important area of research by the ACM Computational Geometry Task Force 7] .
Most of the research addressing the labeling problem has been focused on labeling features of geographical and technical maps. Christensen, Marks and Shieber present a comprehensive survey of algorithms for the labeling problem 3]. Signi cant progress has been made in solving the Node (point) Label Placement (NLP) problem which consists of labeling points in the plane so that no labels overlap points or other labels (see 1, 3, 6, 8, 10, 18, 20] ). However, the Edge Label Placement (ELP) problem remains essentially unsolved 14, 20] . It is worth noting that both the NLP 8, 13, 15] and ELP 12] problems are NP-Hard. ? It has been suggested 3, 14] that the techniques used to solve the NLP problem can be used to solve the ELP problem by positioning a number of points on each edge, and then solving the NLP problem on those points. However, choosing the correct points is almost as hard as solving the original problem. Hence, no e cient techniques for the ELP problem are known to take advantage of the algorithms that solve the NLP problem.
Because the ELP problem is NP- Hard 12] , any e ective approach to solve the ELP problem must be directed towards devising heuristics. In this paper we rst de ne the ELP problem in a formal way in Section 2. In Section 3 we present the main ideas of our algorithm. In Section 4 we present some improvements that can make the main algorithm more e cient. In Section 5 we present experimental results of an implementation of our algorithm, and we conclude in Section 6.
2 The ELP problem A drawing of a graph G(V; E) is a representation of G in the plane, where nodes are represented by symbols such as circles or boxes, and each edge (u; v) is represented by a simple open curve between the symbols associated with the nodes u and v. A straight?line drawing maps each edge into a straight-line segment. A polyline drawing maps each edge into a polygonal chain. A hierarchical drawing is a polyline drawing where the nodes and bends are constrained to lie on a set of equally spaced horizontal (vertical) lines, called layers. Next, we introduce some terminology speci c to the ELP problem: (i) e is the set of all label positions for edge e; (ii) is the set of all label positions for all edges; (iii) : E ! is a function that assigns to edge e in E one label position from , and (e) = e 2 e . Next, we de ne the ELP problem for a general drawing of a graph.
ELP is the problem of assigning text labels to each edge of a given drawing of a graph. The goal is to communicate the information for each edge via text labels in the best possible way, by positioning the labels in the most appropriate place. Here we consider the problem of assigning one label to each edge of the graph.
Cartographers Imhof 11] and Yoeli 19] , have devised general rules that measure the quality of a label assignment.
Basic rules for labeling quality 11, 19 ]:
1. No overlaps of a label with other labels or other graphical features of the layout are allowed. 2. Each label can be easily identi ed with exactly one graphical feature of the layout (i.e., the assignment is unambiguous). 3. Each label must be placed in the best possible position (among all acceptable positions). The rst 2 rules evaluate how clear the association of the labels must be when compared with their corresponding edges. A label respects the rst rule if it does not overlap any graphical feature, even though it is allowed to touch the edge that it belongs to. Also, a label respects the second rule if it is placed very close or touches the edge that it belongs to. The third rule de nes a ranking among all label positions that typically captures the aesthetic preference for speci c labels. This is an essential criterion for the quality of labeling of geographical and to some extend technical maps. It also allows to introduce problem speci c constraints (i.e., the label of an edge must be closer to the source or destination node).
Each label position that is part of a nal label assignment is associated with a cost. COST : ! N is a function that gives us the cost of assigning label e to edge e in the nal label assignment. The COST( e ) is a linear combination of: (i) The cost with respect to the ranking of label e ; (ii) The cost which re ects the severity of the violation of the rst two basic rules for label e . In Fig: 1 (a) labels like A, B or D are preferable but certainly labels like C, which overlaps its associated edge, should be avoided. However, they can be acceptable with some appropriate cost assigned to them. If a drawing has moreThe ELP Problem : Let G(V; E) be a graph and let ? be a drawing of G. Question : Find a label assignment that minimizes the following function: In this section we present the main idea of our algorithm. Our technique works for labels that are parallel to the horizontal axis, and have approximately equal height. In order to simplify our discussion we make the following assumptions: 1. All labels have the same size. 2. Each edge has only one label associated with it. However, our technique can be easily modi ed to work for labels of various sizes. Any acceptable solution for the ELP problem must guarantee at least two conditions: 1. Any label must be free of overlaps (except that it may overlap its associated edge). 2. Any label must be very close to its associated edge.
The goal of our algorithm is to assign to each edge a label that is free of overlaps and touches only its associated edge. The main idea of our algorithm is the following:
We divide the input drawing into consecutive horizontal strips of equal height. The height of each strip is equal to the height of the labels. Next we nd the set of label positions e for each edge e. Each label position must be inside a horizontal strip. We slide labels inside each horizontal strip, if a label touches an edge e, and it does not overlap any other edge and/or node, then we assign it as a label position of edge e, as shown in Fig: 2 (a). In Fig: 2 (b) the drawing is divided into horizontal strips, and the maximum number of label positions that follow the rules of our algorithm have been assigned to the edges of the drawing. As it can be observed from that gure, labels that overlap nodes or edges of the layout are not considered. Also labels are not allowed to intersect their associated edges. Labels must lie entirely into a horizontal strip. Thus, labels can only overlap other labels that belong to the same horizontal strip. Hence, the following lemma is true: Lemma 1. Each label position overlaps at most one other label position.
label for edge (1, 2) label for edge (2,3) We transform the ELP problem into a matching problem where each edge e is matched with one of its label positions in e . First, we group label positions together. If two label positions overlap then they belong to the same group. If a label position is free of overlaps then it belongs to a single member group. When we match edges to label positions, only one label position of each group can be part of a label assignment. This restriction guaranties a label assignment where labels do not overlap each other. Let R be the set of all such groups.
To further clarify the main idea of our algorithm we introduce the matching graph.
De nition2. Given a drawing ? of a graph G(V; E), and the set of label positions for ? (where each label position in overlaps at most one other label position), then a matching graph G m (V e ; V g ; E m ), is de ned as follows:
Each node e in V e corresponds to an edge e in G.
Each node r in V g corresponds to a group r of label positions in R.
Each edge (e; r) in E m connects a node e in V e , to a node r in V g , if and
only if edge e in G has a label position that belongs to group r of R.
By de nition graph G m is bipartite. In addition, the cost of assigning label e to edge e may be the weight of edge (e; r) in G m , where e 2 r . Then, a maximum cardinality, minimum weight matching for graph G m will give us a label assignment of minimum cost (among all assignments) such that at most one label position from each group in R is part of that assignment. Hence, we have the following theorem:
Theorem 3. Let be the set of label positions for all edges of a drawing ?
of graph G(V; E). If every label position in overlaps at most one other label position in , then a maximum cardinality minimum weight matching of the corresponding matching graph G m produces an optimal solution to the ELP problem with no overlaps.
The result of Theorem 3 gives rise to a powerful technique for the solution of the ELP problem, given speci c conditions on the set of label positions. In practice we can satisfy these conditions heuristically. The main problems that need to be solved heuristically are: (i) De ning the best set ; (ii) Partitioning into groups in R. In our technique, we de ne the set of label positions by splitting the input drawing into horizontal strips, and assigning label positions to edges as we have explained at the beginning of this section. Also, according to Lemma 1, each label position overlaps at most one other label. Thus, it is trivial to construct the set of groups R. Next, we give a description of the ELP algorithm.
ELP Algorithm
INPUT: A drawing ? of graph G(V; E). OUTPUT: A label assignment. 1. Split ? into horizontal strips.
2. Find all label positions for each edge and construct the groups in R. The last step in the algorithm solves the maximum cardinality minimum weight matching problem for the matching graph. By Theorem 3, the maximum cardinality minimumweight matching of the matching graph will give an optimal label assignment with respect to the set of labels that satisfy the su cient conditions of Theorem 3. We can use any known algorithm to nd a maximum cardinality minimum weight matching of the matching graph G m . Notice that the best algorithms take more than quadratic time with respect to the size of G m 9, 16] .
The size of the matching graph depends on the size of set of label positions. Unfortunately the size of can be very large with respect to the size of the original graph G. This implies that a typical matching algorithm might take a long time. Additionally, in our application graph G m has a rather simple structure. In order to reduce the time complexity of the matching we present in the next section a heuristic that nds a maximum cardinality matching with low total weight in linear time with respect to the size of G m . Some important additional advantages of this heuristic are: reduced memory requirements, simplicity, and that it can be easily embedded into di erent systems.
A fast matching heuristic.
Here we present a fast heuristic that solves the maximum cardinality matching problem for the matching graph. The size of the matching graph depends on the size and the total edge length of the drawing, and not only on the size of the input graph. From the de nition of the matching graph, and Lemma 1, it is clear that the matching graph is a bipartite graph such that each node in V g has degree at most 2.
The following algorithm nds a maximum cardinality matching for G m .
Fast For each node e in V e do: Remove all but the two incident edges of e with the least weight. 5. The remaining graph consists of simple cycles and/or paths.
Find the only two maximum cardinality matchings for each component. Choose the matching of minimum weight.
Note: The Update G m operation removes the two nodes incident to a new matched edge and stores that edge and its incident nodes as part of the matching. Also removes all incident edges from the two nodes. In
Step 1 we nd matched edges that are part of any optimal solution. In Step 2 we nd matched edges to those nodes in V e that are of degree one. If two nodes of degree one in V e are connected to the same node in V g , we choose as matched edge the edge with minimum weight. This implies that one of the edges will have no label. Next, in Step 4, for each node in V e of degree more than two, we keep only its two incident edges of least weight and remove the rest of the edges. Now each node in V e has degree two and each node in V g has degree at most two. The remaining bipartite graph has a simple structure: It consists of simple cycles and/or simple paths. Each path or cycle has exactly two maximum cardinality matchings. It is trivial to nd both of them by simply traversing the cycle or path and picking as part of the matching only the even or odd numbered edges.
Next, we show that this fast matching heuristic produces a maximum cardinality matching.
Theorem4. The matching produced by the Fast Matching Heuristic is a maximum cardinality matching. Sketch of proof: Let us assume that the matching produced by the matching heuristic is not a maximum cardinality matching. Then, there exists an augmenting path according to Berge's theorem 2], which states that: A matching M of a graph G is a maximum matching if and only if G contains no augmenting paths.
Any augmenting path is of odd length, which implies that for graph G m any such path has one end in V e and the other end in V g . So, without loss of generality, we assume that any augmenting path starts from a node e in V e and ends in a node g in V g .
It is clear that e has been deleted before Step 5 of the algorithm. Also, g is connected only to nodes in V e that are matched in the last step of the algorithm. Thus, there exists at least one edge in the augmenting path that connects a node u deleted before Step 3 to a node v not deleted before Step 5. In addition, that edge can only be a non-matched edge, otherwise both nodes would have been deleted (not deleted) before Step 5. A node w in V e is deleted before Step 5 if it has degree 1 or 0 during the execution of the rst three steps. Thus, node w is always connected only to nodes deleted at the same step as w. Consequently, u must be a node in V g . We have arrived in a contradiction, because edge (u; v) is an even numbered edge in the augmented path which implies that (u; v) must be a matched edge. Thus, we have proved our claim. 2 The fast matching heuristic nds a maximum cardinality matching with low total weight because in the last step it considers only the two incident edges of nodes in V e with the lowest weight. In addition, if each edge in the input drawing has at least two label positions, the fast matching heuristic produces a label assignment that assigns to at least half of the edges their best label position, and to the rest of the edges their second best label position.
4 Improvements and Extensions.
One of the weaknesses of the algorithm presented in this paper is that it considers only a subset of all label positions. Speci cally, label positions are de ned by the horizontal strips that divide the drawing. Hierarchical drawings are particularly suitable for this algorithm since edges are usually long and almost vertical. If a hierarchical drawing is drawn from left to right then we rotate the drawing by 90 degrees and apply the algorithm.
In order to improve the e ectiveness of our algorithm a postprocessing step is often necessary. The postprocessing step explores the solution space in three ways:
1. It locally shifts assigned labels to create space for a new label to be assigned. 2. It searches the solution space to nd if there is enough space to assign a label with or without repositioning already assigned labels. 3. It searches the solution space after relaxing the restrictions on the quality of the label assignments by allowing labels to overlap their associated edges. In the presentation of the algorithm we assumed that labels of di erent edges are of the same size. In reality, we only need to have labels that are of approximately equal height. Because in order to nd the set of label positions for the input drawing we must divide the drawing into equally spaced horizontal strips. If labels have di erent heights, then if we assume that each label has height equal to the maximum height among all labels we can apply the present algorithm to solve the ELP problem.
One important characteristic of the ELP algorithm is that it can be tailored to take into account the user's preferred positions when it assigns labels to edges. The user can specify preferred positions to place labels (i.e., close to the source or target node), and by ranking the label positions according to her/his speci cations, the algorithm will produce a label assignment that respects the user's preferred positions.
After extensive experimentation, we noticed that this algorithm performs very well not only for hierarchical drawings, but also for other straight-line drawings, such as drawings produced by force-directed and circular techniques. One weakness of the algorithm is that it ignores horizontal edges or edge segments. Thus, it is not suitable for orthogonal drawings. One can divide an orthogonal drawing into horizontal and vertical strips in order to nd a suitable set of label positions and then use the rest of the algorithm to assign labels to edges. 
Experimental results.
We have implemented the ELP algorithm on top of the Graph Layout Toolkit (GLT 2 ) in C++. We ran the experiments on a SPARC 5 unix based machine. We used a subset of graphs used in the experimental analysis of 5]. Actually, we used all graphs of 30, 60, 80, 90, and 99 nodes in 5].
The goal of our experiments was to give us an indication of the practical e ectiveness of the algorithm presented here. It was not our goal to produce 2 GLT is a product of Tom Sawyer Software (http://www.tomsawyer.com). a comprehensive evaluation of the ELP algorithm, because it is very hard to quantify the complexity of a given drawing with respect to a label assignment. In our case, we drew the graphs using the hierarchical style algorithm implemented in GLT. We drew all graphs using the same tailoring options (i.e., minimum allowed separation of nodes in the same layer, size of nodes and distance between consecutive layers). We were more interested in how the success rate (percentage of edges with assigned labels) was decreasing as we were increasing the size of the labels.
After drawing the graphs, we ran the ELP algorithm with di erent size labels on the same drawings. We ran 2 sets of experiments; (i) Labels are square, and in successive runs of the algorithm we increase the size of the square; (ii) Labels are rectangles, and in successive runs of the algorithm we increase only the width of the label. In the nal label assignment produced by the ELP algorithm each assigned label does not overlap any other label, edge, or node (even though it is allowed to overlap its associated edge). If we allow labels in the nal assignment to overlap other graphical features in the drawing, then the success rate of the ELP algorithm is much greater. However, there will be a signi cant decrease in the quality of the label assignment.
In Figures 3 and 4 we present some results of our experiments. The plain lines represent the results after running only the main algorithm. The marked lines represent the results after running the algorithm with the postprocessing step. In each gure the left plot shows the success rate of the algorithm (the size of the labels is represented in the x-direction, and the percentage of edges with assigned labels is represented in the y-direction). The right plot shows the running time of the same set of experiments that are represented in the left plot.
All drawings are grid drawings, that is nodes and bends have integer coordinates. The label size is with relation to the grid-size. For example, a label with width 20 is a label with width equal to 20 grid units.
A typical example of a hierarchical drawing with labels is shown in Fig: 5(a) , and a straight-line drawing (circular style) with labels is shown in Fig: 5(b) . In those gures the dark rectangles are the labels. 
Conclusions
We have presented an algorithm for the ELP problem. Our experiments have shown that the approach to solve the ELP problem described in this paper is very successful, especially for hierarchical drawings. As we mentioned in the introduction, the ELP and NLP problems have been rst proposed in the framework of automated cartography, where xed geometry is one element that cannot be compromised. When labeling graphs, where the underlying geometry of the drawing is a result of a layout algorithm used to draw the graph, the labeling problem is and can be more exible. It is an interesting problem to investigate how one can change the drawing of a graph to free up space that can be used to assign labels without compromising the quality of the drawing.
