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VANISHING IDEALS OVER FINITE FIELDS
AZUCENA TOCHIMANI AND RAFAEL H. VILLARREAL
Abstract. Let Fq be a finite field, let X be a subset of a projective space P
s−1, over the field Fq,
parameterized by rational functions, and let I(X) be the vanishing ideal of X. The main result
of this paper is a formula for I(X) that will allows us to compute: (i) the algebraic invariants
of I(X), and (ii) the basic parameters of the corresponding Reed-Muller-type code.
1. Introduction
In this paper we study vanishing ideals of sets in projective spaces parameterized by rational
functions over finite fields.
Let R = K[y] = K[y1, . . . , yn] be a polynomial ring over a finite field K = Fq and let F be
a finite set {f1/g1, . . . , fs/gs} of rational functions in K(y), the quotient field of R, where fi
(resp. gi) is in R (resp. R \ {0}) for all i. As usual we denote the affine and projective spaces
over the field K by As and Ps−1, respectively. Points of the projective space Ps−1 are denoted
by [α], where 0 6= α ∈ Ks. The projective set parameterized F , denoted by X, is the set of all
points
[(f1(x)/g1(x), . . . , fs(x)/gs(x))]
in Ps−1 that are well defined, i.e., x ∈ Kn, fi(x) 6= 0 for some i, and gi(x) 6= 0 for all i.
Let S = K[t1, . . . , ts] = ⊕
∞
d=0Sd be a polynomial ring over the field K with the standard
grading. The graded ideal I(X) generated by the homogeneous polynomials of S that vanish at
all points of X is called the vanishing ideal of X.
There are good reasons to study vanishing ideals over finite fields. They are used in algebraic
geometry [6] and algebraic coding theory [3]. They are also used in polynomial interpolation
problems [12].
We come to our main result.
Theorem 3.8 Let B = K[y0, y1, . . . , yn, z, t1, . . . , ts] be a polynomial ring over K = Fq. If X is
a projective set parameterized by rational functions f1/g1, . . . , fs/gs in K(y), then
I(X) = ({giti − fiz}
s
i=1, {y
q
i − yi}
n
i=1, y0g1 · · · gs − 1) ∩ S.
Using the computer algebra system Macaulay2 [4], this result can be used to compute the
degree, regularity, and Hilbert polynomial of I(X) (see Example 3.17).
By the algebraic methods introduced in [11] (see Section 2), this result can also be used
to compute the basic parameters (length, dimension, minimum distance) of the corresponding
projective Reed-Muller-type code over X (see Example 3.18).
For all unexplained terminology and additional information, we refer to [2, 6, 8] (for algebraic
geometry and computational commutative algebra) and [13] (for coding theory).
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2. Preliminaries
All results of this section are well-known. To avoid repetitions, we continue to employ the
notations and definitions used in Section 1.
If d ∈ N, let Sd denote the set of homogeneous polynomials of degree d in S, together with
the zero polynomial. Thus Sd is a K-linear space and S = ⊕
∞
d=0Sd.
Definition 2.1. An ideal I ⊂ S is graded if I is generated by homogeneous polynomials.
Proposition 2.2. [10, p. 92] Let I ⊂ S be an ideal. The following conditions are equivalent :
(g1) I is a graded ideal.
(g2) If f =
∑r
d=0 fd is in I, fd ∈ Sd for d = 0, . . . , r, then each fd is in I.
Let I be a graded ideal of S of dimension k. As usual, by the dimension of I we mean the
Krull dimension of S/I. The Hilbert function of S/I is the function HI : N→ N given by
HI(d) = dimK(Sd/Id),
where Id = I ∩ Sd. There is a unique polynomial hI(x) ∈ Q[x] of degree k − 1 such that
hI(d) = HI(d) for d≫ 0 [5, p. 330]. By convention, the zero polynomial has degree −1.
The degree or multiplicity of S/I is the positive integer
deg(S/I) :=
{
(k − 1)! lim
d→∞
HI(d)/d
k−1 if k ≥ 1,
dimK(S/I) if k = 0.
Definition 2.3. The regularity of the Hilbert function of S/I, or simply the regularity of S/I,
denoted reg(S/I), is the least integer r ≥ 0 such that HI(d) is equal to hI(d) for d ≥ r.
We will use the following multi-index notation: for a = (a1, . . . , as) ∈ Z
s, set ta = ta11 · · · t
as
s .
We call ta a Laurent monomial . If ai ≥ 0 for all i, t
a is a monomial of S. An ideal of S generated
by polynomials of the form ta − tb, with a, b in Ns, is called a binomial ideal of S.
Lemma 2.4. [14, p. 321] Let B = K[y1, . . . , yn, t1, . . . , ts] be a polynomial ring over a field K.
If I is a binomial ideal of B, then the reduced Gro¨bner basis of I with respect to any term order
consists of binomials and I ∩K[t1, . . . , ts] is a binomial ideal of S.
Proposition 2.5. [7, pp. 136–137] Let K = Fq be a finite field and let A
s be the affine space of
dimension s over K. Then I(As) = ({tqi − ti}
s
i=1).
Projective Reed-Muller-type codes. In this part we introduce the family of projective Reed-
Muller-type codes and its connection to vanishing ideals and Hilbert functions.
Let K = Fq be a finite field and let Y = {P1, . . . , Pm} 6= ∅ be a subset of P
s−1 with m = |Y|.
Fix a degree d ≥ 1. For each i there is fi ∈ Sd such that fi(Pi) 6= 0. There is a well-defined
K-linear map:
(2.1) evd : Sd = K[t1, . . . , ts]d → K
|Y|, f 7→
(
f(P1)
f1(P1)
, . . . ,
f(Pm)
fm(Pm)
)
.
The image of Sd under evd, denoted by CY(d), is called a projective Reed-Muller-type code of
degree d over the set Y [3]. There is an isomorphism of K-vector spaces Sd/I(Y)d ≃ CY(d). It
is usual to denote the Hilbert function S/I(Y) by HY. Thus HY(d) is equal to dimK CY(d). The
minimum distance of the linear code CY(d), denoted δY(d), is given by
δY(d) := min{ω(v) : 0 6= v ∈ CY(d)},
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where ω(v) is the Hamming weight of v, that is, ω(v) is the number of non-zero entries of v.
Definition 2.6. The basic parameters of the linear code CY(d) are: its length |Y|, dimension
dimK CY(d), and minimum distance δY(d).
The following summarizes the well-known relation between projective Reed-Muller-type codes
and the theory of Hilbert functions.
Proposition 2.7. ([3], [11]) The following hold.
(i) HY(d) = dimK CY(d) for d ≥ 0.
(ii) deg(S/I(Y)) = |Y|.
(iii) δY(d) = 1 for d ≥ reg(S/I(Y)).
3. Rational parameterizations over finite fields
We continue to employ the notations and definitions used in Sections 1 and 2. Throughout
this section K = Fq is a finite field and X is the projective set parameterized by the rational
functions F = {f1/g1, . . . , fs/gs} in K(y).
Theorem 3.1. (Combinatorial Nullstellensatz [1]) Let S = K[t1, . . . , ts] be a polynomial ring
over a field K, let f ∈ S, and let a = (ai) ∈ N
s. Suppose that the coefficient of ta in f is
non-zero and deg (f) = a1 + · · · + as. If A1, . . . , As are subsets of K, with |Ai| > ai for all i,
then there are x1 ∈ A1, . . . , xs ∈ As such that f (x1, . . . , xs) 6= 0.
Lemma 3.2. Let K be a field and let A1, . . . , As be a collection of non-empty finite subsets of
K. If Y := A1 × · · · × As ⊂ A
s, g ∈ I(Y ) and degti (g) < |Ai| for i = 1, . . . , s, then g = 0. In
particular if g is a polynomial of S that vanishes at all points of As, then g = 0.
Proof. We proceed by contradiction. Assume that g is not zero. Then, there is a monomial
ta = ta11 · · · t
as
s of g with deg(g) = a1 + · · · + as and a = (a1, . . . , as) 6= 0. As degti(g) < |Ai| for
all i, then ai < |Ai| for all i. Thus, by Theorem 3.1, there are x1, . . . , xs with xi ∈ Ai for all i
such that g (x1, . . . , xs) 6= 0, a contradiction to the assumption that g vanishes on Y . 
Definition 3.3. The affine set parameterized by F , denoted X∗, is the set of all points
(f1(x)/g1(x), . . . , fs(x)/gs(x))
in As such that x ∈ Kn and gi(x) 6= 0 for all i.
Lemma 3.4. Let K = Fq be a finite field. The following conditions are equivalent:
(a) g1 · · · gs vanishes at all points of K
n.
(b) g1 · · · gs ∈ ({y
q
i − yi}
n
i=1).
(c) ({giti − fiz}
s
i=1, {y
q
i − yi}
n
i=1, y0g1 · · · gs − 1) ∩ S = S.
(d) X∗ = ∅.
Proof. (a) ⇔ (b)): This follows at once from Proposition 2.5.
(a) ⇔ (d)): This follows from the definition of X∗.
(c)⇒ (a)): We can write 1 =
∑s
i=1 ai(giti− fiz)+
∑n
j=1 bj(y
q
j − yj)+h(y0g1 · · · gs−1), where
the ai’s, bj ’s and h are polynomials in the variables yj’s, ti’s, y0 and z. Take an arbitrary point
x = (xi) in K
n. In the equality above, making yi = xi for all i, z = 0 and ti = 0 for all i, we get
that 1 = h1(y0g1(x) · · · gs(x)− 1) for some h1. If (g1 · · · gs)(x) 6= 0, then h1(y0g1(x) · · · gs(x)− 1)
is a polynomial in y0 of positive degree, a contradiction. Thus (g1 · · · gs)(x) = 0.
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(b)⇒ (c)): Writing g1 · · · gs =
∑n
j=1 bj(y
q
j−yj), we get y0g1 · · · gs−1 = −1+
∑n
j=1 y0bj(y
q
j−yj).
Thus 1 is in the ideal ({giti − fiz}
s
i=1, {y
q
i − yi}
n
i=1, y0g1 · · · gs − 1). 
Lemma 3.5. Let f1/g1, . . . , fs/gs be rational functions of K(y) and let f = f(t1, . . . , ts) be a
polynomial in S of degree d. Then
gd+11 · · · g
d+1
s f =
s∑
i=1
g1 · · · gshi(giti − fi) + g
d+1
1 · · · g
d+1
s f(f1/g1, . . . , fs/gs)
for some h1, . . . , hs in the polynomial ring K[y1, . . . , yn, t1, . . . , ts]. If f is homogeneous and z
is a new variable, then
gd+11 · · · g
d+1
s f =
s∑
i=1
g1 · · · gshi(giti − fiz) + g
d+1
1 · · · g
d+1
s z
df(f1/g1, . . . , fs/gs)
for some h1, . . . , hs in the polynomial ring K[y1, . . . , yn, z, t1, . . . , ts].
Proof. We can write f = λ1t
m1 + · · · + λrt
mr with λi ∈ K
∗ and mi ∈ N
s for all i. Write
mi = (mi1, . . . ,mis) for 1 ≤ i ≤ r and set I = ({giti − fi}
s
i=1). By the binomial theorem, for all
i, j, we can write
t
mij
j = [(tj − (fj/gj)) + (fj/gj)]
mij = (hij/g
mij
j ) + (fj/gj)
mij ,
for some hij ∈ I. Hence for any i we can write
tmi = t
mi1
1 · · · t
mis
s = (Gi/g
mi1
1 · · · g
mis
s ) + (f1/g1)
mi1 · · · (fs/gs)
mis ,
where Gi ∈ I. Notice that mi1+ · · ·+mis ≤ d for all i because f has degree d. Then substituting
these expressions for tm1 , . . . , tms in f = λ1t
m1 + · · ·+λrt
mr and multiplying f by gd+11 · · · g
d+1
s ,
we obtain the required expression.
If f is homogeneous of degree d, the required expression for gd+11 · · · g
d+1
s f follows from the
first part by considering the rational functions f1z/g1, . . . , fsz/gs, i.e., by replacing fi by fiz,
and observing that f(f1z, . . . , fsz) = z
df(f1, . . . , fs). 
Lemma 3.6. Let K = Fq be a finite field. The following conditions are equivalent:
(a) ({giti − fiz}
s
i=1, {y
q
i − yi}
n
i=1, y0g1 · · · gs − 1) ∩ S = (t1, . . . , ts).
(b) X∗ = {0}.
Proof. (a) ⇒ (b)): By Lemma 3.4, X∗ 6= ∅. Take a point P in X∗, i.e., there is x = (xi) ∈ A
s
such that gi(x) 6= 0 for all i and P = (f1(x)/g1(x), . . . , fs(x)/gs(x)). By hypothesis, for each tk,
we can write
(3.1) tk =
s∑
i=1
ai(giti − fiz) +
n∑
j=1
bj(y
q
j − yj) + h(y0g1 · · · gs − 1),
where the ai’s, bj ’s and h are polynomials in the variables yj’s, ti’s, y0 and z. From Eq. (3.1),
making yi = xi for all i, y0 = 1/g1(x) · · · gs(x), ti = fi(x)/gi(x) for all i, and z = 1, we get that
fk(x)/gk(x) = 0. Thus P = 0.
(b) ⇒ (a)): Setting I = ({giti − fiz}
s
i=1, {y
q
i − yi}
n
i=1, y0g1 · · · gs − 1), by Lemma 3.4 one has
that I ∩ S ( S. Thus it suffices to show that tk ∈ I ∩ S for all k. Notice that g1 · · · gsfk
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vanishes at all points of As because X∗ = {0}. Hence, thanks to Proposition 2.5, g1 · · · gsfk is in
({yqi − yi}
n
i=1). Setting w = y0g1 · · · gs − 1, and applying Lemma 3.5 with f = tk, we can write
(w + 1)2tk =
s∑
i=1
y20g1 · · · gshi(giti − fiz) + y
2
0g
2
1 · · · g
2
sz(fk/gk).
Therefore (w + 1)2tk ∈ I. Thus tk ∈ I ∩ S. 
Lemma 3.7. If I = ({giti − fiz}
s
i=1, {y
q
i − yi}
n
i=1, y0g1 · · · gs − 1) and m = (t1, . . . , ts) is the
irrelevant maximal ideal of S, then
(a) I ∩ S is a graded ideal of S, and
(b) X 6= ∅ if and only if I ∩ S ( m.
Proof. (a): We set B = K[y0, y1, . . . , yn, z, t1, . . . , ts]. Take 0 6= f ∈ I ∩ S and write it as
f = f1 + · · · + fr, where fi is a homogeneous polynomial of degree di and d1 < · · · < dr. By
induction, using Proposition 2.2, it suffices to show that fr ∈ I ∩ S. We can write
f =
s∑
i=1
ai(giti − fiz) +
n∑
i=1
ci(y
q
i − yi) + c(y0g1 · · · gs − 1),
where the ai’s, ci’s, and c are in B. Making the substitution ti → tiv, z → zv, with v an extra
variable, and regarding f(t1v, . . . , tsv) as a polynomial in v it follows readily that v
drfr is in the
ideal generated by B = {gitiv − fizv}
s
i=1 ∪ {y
q
i − yi}
n
i=1 ∪ {y0g1 · · · gs − 1}. Writing v
drfr as a
linear combination of B, with coefficients in B, and making v = 1, we get that fr ∈ I ∩ S.
(b): ⇒) If X 6= ∅, by Lemma 3.4, we get that I ∩S 6= S. By part (a) the ideal I ∩S is graded.
Hence I ∩ S ( m.
⇐) If I ∩ S ( m, by Lemmas 3.4 and 3.6, we get X∗ 6= ∅ and X∗ 6= {0}. Thus X 6= ∅. 
We come to the main result of this paper.
Theorem 3.8. Let B = K[y0, y1, . . . , yn, z, t1, . . . , ts] be a polynomial ring over a finite field
K = Fq. If X is a projective set parameterized by rational functions f1/g1, . . . , fs/gs in K(y)
and X 6= ∅, then
I(X) = ({giti − fiz}
s
i=1, {y
q
i − yi}
n
i=1, y0g1 · · · gs − 1) ∩ S.
Proof. We set I = ({giti − fiz}
s
i=1, {y
q
i − yi}
n
i=1, y0g1 · · · gs − 1). First we show the inclusion
I(X) ⊂ I ∩ S. Take a homogeneous polynomial f = f(t1, . . . , ts) of degree d that vanishes at all
points of X. Setting w = y0g1 · · · gs − 1, by Lemma 3.5, we can write
(3.2) (w + 1)d+1f =
s∑
i=1
yd+10 g1 · · · gsai(giti − fiz) + z
dyd+10 g
d+1
1 · · · g
d+1
s f(f1/g1, . . . , fs/gs),
where a1, . . . , as are in B. We set H = g
d+1
1 · · · g
d+1
s f(f1/g1, . . . , fs/gs). This is a polynomial in
K[y]. Thus, by the division algorithm in K[y] (see [2, Theorem 3, p. 63]), we can write
(3.3) H = H(y1, . . . , yn) =
n∑
i=1
hi(y
q
i − yi) +G(y1, . . . , yn)
for some h1, . . . , hn in K[y], where the monomials that occur in G = G(y1, . . . , yn) are not
divisible by any of the monomials yq1, . . . , y
q
n, i.e., degyi(G) < q for i = 1, . . . , n. Therefore, using
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Eqs. (3.2) and (3.3), we obtain the equality
(3.4) (w+1)d+1f =
s∑
i=1
yd+10 g1 · · · gsai(giti−fiz)+z
dyd+10
n∑
i=1
hi(y
q
i −yi)+z
dyd+10 G(y1, . . . , yn).
Thus to show that f ∈ I ∩ S we need only show that G = 0. We claim that G vanishes on Kn.
Notice that yqi − yi vanishes at all points of K
n because (K∗, · ) is a group of order q − 1. Take
an arbitrary sequence x1, . . . , xn of elements of K, i.e., x = (xi) ∈ K
n.
Case (I): gi(x) = 0 for some i. Making yj = xj for all j in Eq. (3.4) we get G(x) = 0.
Case (II): fi(x) = 0 and gi(x) 6= 0 for all i. Making yk = xk and tj = fj(x)/gj(x) for all k, j
in Eq. (3.4) and using that f is homogeneous, we obtain that G(x) = 0.
Case (III): fi(x) 6= 0 for some i and gℓ(x) 6= 0 for all ℓ. Making yk = xk, tj = fj(x)/gj(x)
and z = 1 in Eq. (3.4) and using that f vanishes on [(f1(x)/g1(x), . . . , fs(x)/gs(x))], we get that
G(x) = 0. This completes the proof of the claim.
Therefore G vanishes at all points of Kn and degyi(G) < q for all i. Hence, by Lemma 3.2,
we get that G = 0.
Next we show the inclusion I(X) ⊃ I ∩S. By Lemma 3.7 the ideal I ∩S is graded. Let f be a
homogeneous polynomial of I∩S. Take a point [P ] in X with P = (f1(x)/g1(x), . . . , fs(x)/gs(x)).
Writing f as a linear combination of {giti−fiz}
s
i=1, {y
q
i −yi}
n
i=1, y0g1 · · · gs−1), with coefficients
in K, and making ti = fi(x)/gi(x), yj = xj , z = 1 and y0 = 1/g1(x) · · · gs(x) for all i, j it follows
that f(P ) = 0. Thus f vanishes on X. 
Definition 3.9. If I ⊂ S is an ideal and h ∈ S, we set (I : h) := {f ∈ S| fh ∈ I}. This ideal is
called the colon ideal of I with respect to h.
Definition 3.10. The projective algebraic set parameterized by F , denoted by X, is the set of
all points [(f1(x)/g1(x), . . . , fs(x)/gs(x))] in P
s−1 such that x ∈ Kn and fi(x)gi(x) 6= 0 for all i.
The ideal I(X) can be computed from I(X) using the colon operation.
Proposition 3.11. If X 6= ∅, then (I(X) : t1 · · · ts) = I(X).
Proof. Since X ⊂ X, one has I(X) ⊂ I(X). Consequently (I(X) : t1 · · · ts) ⊂ I(X) because ti
is not a zero-divisor of S/I(X) for all i. To show the reverse inclusion take a homogeneous
polynomial f in I(X). Let [P ] be a point in X, with P = (α1, . . . , αs) and αk 6= 0 for some
k, and let I[P ] be the ideal generated by the homogeneous polynomials of S that vanish at [P ].
Then I[P ] is a prime ideal of height s− 1,
(3.5) I[P ] = ({αkti − αitk| k 6= i ∈ {1, . . . , s}), I(X) =
⋂
[Q]∈X
I[Q],
and the latter is the primary decomposition of I(X). Noticing that ti ∈ I[P ] if and only if
αi = 0, it follows that t1 · · · tsf ∈ I(X). Indeed if [P ] has at least one entry equal to zero,
then t1 · · · ts ∈ I[P ] and if all entries of P are not zero, then f ∈ I(X) ⊂ I[P ]. In either case
t1 · · · tsf ∈ I(X). Hence f ∈ (I(X) : t1 · · · ts). 
Next we present some other means to compute the vanishing ideal I(X).
Theorem 3.12. Let B = K[y0, w, y1, . . . , yn, z, t1, . . . , ts] be a polynomial ring over K = Fq. If
X is a projective algebraic set parameterized by f1/g1, . . . , fs/gs in K(y) and X 6= ∅, then
I(X) = ({giti − fiz}
s
i=1, {y
q
i − yi}
n
i=1, y0g1 · · · gs − 1, wf1 · · · fs − 1) ∩ S
= ({giti − fiz}
s
i=1, {y
q
i − yi}
n
i=1, {f
q−1
i − 1}
s
i=1, y0g1 · · · gs − 1) ∩ S.
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Proof. This follows adapting the proof of Theorem 3.8. 
Theorem 3.13. Let B = K[y0, y1, . . . , yn, t1, . . . , ts] be a polynomial ring over K = Fq. If X
∗
is an affine set parameterized by f1/g1, . . . , fs/gs in K(y), then
I(X∗) = ({giti − fi}
s
i=1, {y
q
i − yi}
n
i=1, y0g1 · · · gs − 1) ∩ S.
Proof. This follows adapting the proof of Theorem 3.8. 
Definition 3.14. The affine algebraic set parameterized by F , denoted X∗, is the set of all
points (f1(x)/g1(x), . . . , fs(x)/gs(x)) in A
s such that x ∈ Kn and fi(x)gi(x) 6= 0 for all i. .
The ideal I(X∗) can be computed from I(X∗) using the colon operation.
Proposition 3.15. (I(X∗) : t1 · · · ts) = I(X
∗).
Proof. This follows adapting the proof of Proposition 3.11. 
Corollary 3.16. Let B = K[t1, . . . , ts, y1, . . . , yn, z] be a polynomial ring over the finite field
K = Fq and let f1, . . . , fs be polynomials of R. The following hold:
(a) If X 6= ∅, then I(X) = ({ti − fiz}
s
i=1 ∪ {y
q
i − yi}
n
i=1) ∩ S.
(b) If X 6= ∅, then I(X) = ({ti − fiz}
s
i=1 ∪ {y
q
i − yi}
n
i=1 ∪ {f
q−1
i − 1}
s
i=1) ∩ S.
Proof. The result follows by adapting the proof of Theorem 3.8, and using Theorem 3.12. 
The formula for I(X) given in (b) can be slightly simplified if the fi’s are Laurent monomials
(see [11, Theorems 2.1 and 2.13]).
Example 3.17. Let f1 = y1 + 1, f2 = y2 + 1, f3 = y1y2 and let K = F5 be a field with 5
elements. Using Corollary 3.16, and Macaulay2 [4], we get
degS/I(X) = 19, degS/I(X) = 6,
regS/I(X) = 5, regS/I(X) = 2.
For convenience we present the following procedure for Macaulay2 [4] that we used to compute
the degree and the regularity:
R=GF(5)[z,y1,y2,t1,t2,t3,MonomialOrder=>Eliminate 3];
f1=y1+1,f2=y2+1,f3=y1*y2,q=5
I=ideal(t1-f1*z,t2-f2*z,t3-f3*z,y1^q-y1,y2^q-y2)
Jxx=ideal selectInSubring(1,gens gb I)
I=ideal(t1-f1*z,t2-f2*z,t3-f3*z,y1^q-y1,y2^q-y2,
f1^(q-1)-1,f2^(q-1)-1,f3^(q-1)-1)
Jx=ideal selectInSubring(1,gens gb I)
S=ZZ/5[t1,t2,t3]
Ixx=sub(Jxx,S),Mxx=coker gens Ixx
degree Ixx, regularity Mxx
Ix=sub(Jx,S),Mx=coker gens Ix
degree Ix, regularity Mx
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Example 3.18. Let f1 = y1 + 1, f2 = y2 + 1, f3 = y1y2 and let K = F5 be a field with 5
elements. Using Proposition 2.7, Corollary 3.16 and Macaulay2 [4], we get
d 1 2 3 4 5
|X| 19 19 19 19 19
dimCX(d) 3 6 10 15 19
δX(d) 13 8 1
d 1 2
|X| 6 6
dimCX(d) 3 6
δX(d) 3 1
The dth column of these tables represent the length, the dimension, and the minimum distance
of the projective Reed-Muller-type codes CX(d) and CX(d), respectively (see Section 2). The
minimum distance was computed using the methods of [9]. Continuing with the Macaulay2
procedure of Example 3.17 we can compute the other values of these two tables as follows:
degree Ixx, regularity Mxx
hilbertFunction(1,Ixx),hilbertFunction(2,Ixx),hilbertFunction(3,Ixx),
hilbertFunction(4,Ixx),hilbertFunction(5,Ixx)
degree Ix, regularity Mx
hilbertFunction(1,Ix),hilbertFunction(2,Ix)
Let us give some application to vanishing ideals over monomial parameterizations.
Corollary 3.19. Let K = Fq be a finite field. If X is parameterized by Laurent monomials,
then I(X) is a radical Cohen-Macaulay binomial ideal of dimension 1.
Proof. That I(X) is a binomial ideal follows from Lemma 2.4 and applying Theorem 3.8. That
I(X) is a radical ideal of dimension 1 is well known and follows from Eq. (3.5) (see the proof of
Proposition 3.11). Recall that depthS/I(X) ≤ dimS/I(X) = 1. From Eq. (3.5) one has that
m = (t1, . . . , ts) is not an associated prime of I(X). Thus depthS/I(X) > 0 and depthS/I(X) =
dimS/I(X) = 1, i.e., I(X) is Cohen-Macaulay. 
Corollary 3.20. [11, Theorem 2.1] Let K = Fq be a finite field and let X be a projective
algebraic set parameterized by Laurent monomials. Then I(X) is a Cohen-Macaulay lattice
ideal and dimS/I(X) = 1.
Proof. It follows from Proposition 3.11, Theorem 3.12 and Lemma 2.4. 
Binomial vanishing ideals. Let K be a field. The projective space Ps−1∪{[0]}) together with
the zero vector [0] is a monoid under componentwise multiplication, where [1] = [(1, . . . , 1)] is
the identity of Ps−1 ∪ {[0]}. Recall that monoids always have an identity element.
Lemma 3.21. Let K = Fq be a finite field and let Y be a subset of P
s−1. If Y ∪ {[0]} is a
submonoid of Ps−1 ∪ {[0]} such that each element of Y is of the form [α] with α ∈ {0, 1}s, then
Y is parameterized by Laurent monomials.
Proof. The set Y can be written as Y = {[α1], . . . , [αm]}, where αi = (αi1, . . . , αis) and αij = 0 or
αik = 1 for all i, k. Consider variables y1, . . . , ys and z1, . . . , zs. For each αik define hik = y
q−1
i
if αik = 1 and hik = z
q−1
i /y
q−1
i if αik = 0. Setting hi = (hi1, . . . , his) for i = 1, . . . ,m and
Fi = h1i · · · hmi for i = 1, . . . , s, we get
h1h2 · · · hm = (h11 · · · hm1, . . . , h1s · · · hms) = (F1, . . . , Fs).
It is not hard to see that Y is parameterized by F1, . . . , Fs. 
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Example 3.22. Let K be the field F3 and let Y = {[(1, 1, 0)], [0, 1, 1], [0, 1, 0], [1, 1, 1]}. With
the notation above, we get that Y is the projective set parameterized by
F1 = (y1z2z3)
2/(y2y3)
2, F2 = (y1y2y3)
2, F3 = (y2z1z3)
2/(y1y3)
2.
The next result gives a family of ideals where the converse of Corollary 3.19 is true.
Proposition 3.23. Let K = Fq be a finite field. If Y is a subset of P
s−1 such that each element
of Y is of the form [α] with α ∈ {0, 1}s and I(Y) is a binomial ideal, then Y is a projective set
parameterized by Laurent monomials.
Proof. Since Y is finite, one has that Y = Y = V (I(Y)), where Y is the Zariski closure and
V (I(Y)) is the zero set of I(Y). Hence, as I(Y) is generated by binomials, we get that Y∪{[0]} is a
submonoid of Ps−1∪{[0]}. Thus, by Lemma 3.21, Y is parameterized by Laurent monomials. 
This leads us to pose the following conjecture.
Conjecture 3.24. Let K = Fq be a finite field and let Y be a subset of P
s−1. If I(Y) is a
binomial ideal, then Y is a projective set parameterized by Laurent monomials.
In particular from Proposition 3.23 this conjecture is true for q = 2.
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