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Vertrauensbasierte Laufzeitu¨berwachung verteilter
komponentenstrukturierter E-Commerce-Software
Peter Herrmann, Lars Wiebusch und Heiko Krumm
Peter.Herrmann@udo.edu, lars-wiebusch@web.de, Heiko.Krumm@udo.edu
Abstract: Die Entwicklung komponentenstrukturierter E-Commerce-Software ist
kostengu¨nstig und schnell, da man die Systeme recht einfach aus wiederverwendba-
ren Softwarekomponenten zusammensetzt. Allerdings fu¨hrt diese Entwurfsmethode
zu einer neuen Art an Problemen fu¨r die Datensicherheit dieser Systeme. Insbeson-
dere besteht die Gefahr, dass eine bo¨sartige Komponente die gesamte Anwendung, in
die sie eingebunden ist, bedroht. Zur Abwehr dieser Gefahr verwenden wir Security
Wrapper, die das Verhalten von Komponenten zur Laufzeit u¨berwachen und die Si-
cherheitsanforderungen der Anwendung durchsetzen. Ein Security Wrapper beobach-
tet das Verhalten an der Schnittstelle einer Komponenten und vergleicht es mit den vom
Komponentenentwickler garantierten Sicherheitspolicies, die in der Komponentenspe-
zifikation formal beschrieben werden. Wir stellen vor, wie man die Sicherheitspoli-
cies zustandsbasiert beschreibt und fu¨hren eine Sammlung an Spezifikationsmustern
ein, aus denen man die Modelle der Sicherheitspolicies fu¨r eine Komponente ableitet.
Schließlich zeigen wir den Einsatz der Security Wrapper anhand eines E-Procurement-
Beispiels. Daru¨berhinaus erla¨utern wir, wie man unter Beru¨cksichtigung der Erfahrun-
gen anderer Nutzer mit einer Komponente den Aufwand der Laufzeittests reduzieren
kann. Dazu verwenden wir einen speziellen Vertrauensmanagement-Service, der gu-
te und schlechte Erfahrungen unterschiedlicher Benutzer mit Komponenten verwaltet.
Abha¨ngig von diesen Erfahrungsberichten ko¨nnen die Security Wrapper das Ausmaß
der ¨Uberwachung absenken, indem sie anstatt einer vollsta¨ndigen ¨Uberwachung nur
Stichproben durchfu¨hren oder die ¨Uberwachung sogar abbrechen.
1 Einleitung
Komponentenbasierte Systeme erfreuen sich einer immer gro¨ßeren Beliebtheit, da sie mit
geringerem Kosten- und Entwicklungsaufwand als monolithische Anwendungen entwi-
ckelt werden ko¨nnen. Die Softwarekomponenten, die jeweils nur eine Teilfunktion eines
E-Commerce-Systems realisieren, werden separat vertrieben. Der Betreiber einer Anwen-
dung wa¨hlt geeignete Komponenten aus und koppelt sie miteinander zu einem auf seine
speziellen Bedu¨rfnisse zugeschnittenen System (vgl. [Sz97]). Eine Komponente wird da-
bei entweder lokal in die Applikation eingebunden oder sie la¨uft auf einem fremden Wirts-
rechner, von dem aus sie mittels eines Telekommunikationsdienstes mit der Anwendung
verbunden wird.
Allerdings ist die Architektur komponentenstrukturierter Systeme, die unter Umsta¨nden
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aus heterogenen Bausteinen bestehen, komplexer als diejenige klassischer objektorientier-
ter Applikationen, wodurch neuartige Probleme auftreten. Insbesondere in Hinsicht auf
die Datensicherheit entstehen neue Herausforderungen, da man neben Systembetreibern
und -nutzern auch die Komponentenentwickler, Wirtsrechnerbetreiber und gegebenenfalls
die Anwendungsersteller als beteiligte Prinzipale beru¨cksichtigen muss. Zum einen hat
jeder Prinzipal eigene Sicherheitsziele, die eingehalten werden mu¨ssen. Zum anderen ist
jeder Prinzipal aber auch eine potentielle Bedrohung fu¨r das System und damit fu¨r die
anderen Beteiligten. Die gro¨ßte Gefahr dabei ist, dass eine bo¨sartige Komponente das
gesamte System, in das sie eingebunden ist, unsicher macht. Um den Einsatz sicherer
komponentenbasierter Systeme zu ermo¨glichen, beno¨tigt man somit ein Verfahren, das
die Sicherheit einer Anwendung auch in dem Fall garantiert, dass ihre Komponenten von
nicht-vertrauenswu¨rdigen Quellen erworben wurden.
Unser Ansatz zur Lo¨sung der Sicherheitsprobleme setzt auf die Komponentenkontrakte
auf, die die Schnittstelleneigenschaften einer Komponente explizit und im Idealfall rechts-
verbindlich beschreiben. Nach Beugnard et al. [BJPW99] besteht ein Kontrakt aus vier
Teilen, in denen die Schnittstellenstruktur (d.h., die Methoden bzw. Ereignisse mit ih-
ren Eingabe- und Ausgabeparametern sowie Ausnahmebehandlung), das erwartete Ver-
halten der Komponenten und ihrer Umgebung, Synchronisationsaspekte sowie quantitati-
ve Dienstgu¨teeigenschaften festgelegt sind. Wir erga¨nzen die Verhaltensbeschreibung ei-
nes Kontrakt um Sicherheitspolicies, die die Sicherheitsziele des Anwenders wa¨hrend der
Komponentennutzung gewa¨hrleisten sollen. Die Policies werden durch Verhaltenscons-
traints formal dargestellt. Dabei gehen wir davon aus, dass man bo¨sartige Komponenten
oder von Dritten verfa¨lschter Code (z.B. durch einen Computer-Virus) erkennen kann,
wenn das reale Schnittstellenverhalten von den Kontraktbeschreibungen abweicht. Unser
Ansatz besteht aus zwei Phasen. Zur Entwurfszeit wird untersucht, ob die Kombination
der in den Modellen beschriebenen Verhaltensweisen die von der gesamten Anwendung
geforderten Sicherheitsziele erfu¨llt. Zur Laufzeit wird fu¨r alle relevanten Komponenten
u¨berpru¨ft, ob ihr tatsa¨chliches Verhalten mit den Verhaltensconstraints u¨bereinstimmt. Ein
Verhaltensconstraint wird im Kontrakt durch ein Zustandstransitionssystem modelliert und
in der temporalen Logik cTLA [HK00] spezifiziert, die eine modulare Beschreibung der
einzelnen Eigenschaften in separaten Spezifikationen erlaubt. Wenn man auch die Sicher-
heitsziele der Anwendung in cTLA beschreibt, kann man durch logische Deduktion formal
verifizieren, dass die Ziele von den Komponenten erfu¨llt werden (vgl. [He03a]).
Dieses Papier konzentriert sich auf die Laufzeitu¨berpru¨fungen von Komponenten, die
durch so genannte Security Wrapper [HK01] erfolgt. Ein Security Wrapper wird an die
Schnittstelle zwischen der Komponente und ihrer Umgebung eingefu¨gt. Er blockiert die
Ereignisse an der Schnittstelle und u¨berpru¨ft sie auf ¨Ubereinstimmung mit den cTLA-Ver-
haltensbeschreibungen. Wenn ein Ereignis u¨bereinstimmt, wird es weitergeleitet. Falls der
Wrapper jedoch ein Fehlverhalten entdeckt, blockiert er alle weiteren Schnittstellenereig-
nisse und benachrichtigt den Anwendungsadministrator.
Security Wrapper ko¨nnen zu signifikantem Mehraufwand an Rechnerleistung fu¨hren. Des-
halb verfolgen wir zusa¨tzlich zu der Lauftzeitu¨berwachung durch die Wrapper einen
komplementa¨ren Ansatz [He01, He03b], der explizites Vertrauensmanagement ermo¨glicht
(vgl. [Jø96]) und sich an das Prinzip der Reputation Systems anlehnt (vgl. [RZFK00]).
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In den na¨chsten beiden Abschnitten beschreiben wir kurz die Ansa¨tze des Vertrauens-
managements und der Security Wrapper. Danach wird der Einsatz dieser Methoden an-
hand einer typischen E-Commerce-Anwendungveranschaulicht. Wir untersuchen dazu ein
komponentenorientiertes Warenbeschaffungssystem fu¨r Schnellrestaurants, das um Kom-
ponenten zur elektronischen Beschaffung (E-Procurement) erga¨nzt wurde.
2 Vertrauensmanagement
Das zentrale Element dieses Ansatz ist der so genannte Vertrauensinformationsdienst, der
gute und schlechte Bewertungen u¨ber Sicherheitsaspekte einer Komponente sammelt und
die Ergebnisse interessierten Nutzern zur Verfu¨gung stellt. Ein Nutzer kann die Bewertun-
gen in seine Beschaffungsentscheidung einfließen lassen. Daru¨berhinaus kann er sie auch
fu¨r die Laufzeitu¨berwachung heranziehen und die Intensita¨t der ¨Uberwachung von ihnen
abha¨ngig machen.
Um die vertrauensbasierte Steuerung der ¨Uberwachung automatisieren zu ko¨nnen, be-
schreibt der Vertrauensinformationsdienst die Ergebnisse der Bewertungen in Form von
Vertrauenswerten (vgl. [Jø96]). Ein Vertrauenswert ist ein mathematischer Ausdruck, mit
dem man zum einen das Vertrauen bzw. Misstrauen in eine Komponente beschreiben kann.
Zum anderen kann man mit ihm auch ausdru¨cken, dass die Anzahl der Bewertungen noch
zu gering ist, um Vertrauen zu erlangen. Jøsang hat in [Jø99] ein so genanntes Opinion
Triangle zur formalen Beschreibung von Vertrauenswerten definiert (siehe Abbildung 1).
Reellwertige Variablen b (belief), d (disbelief) und u (uncertainty) aus dem Intervall zwi-
schen 0 und 1 beschreiben das Vertrauen, das Misstrauen bzw. die Unsicherheit in eine
Komponente. Da die Summe der drei Werte immer 1 betragen muss, kann man den aktuel-
len Vertrauenswert durch einen Punkt im Dreieck darstellen. Dabei zeigt ein hochliegender
Punkt an, dass bisher nur wenige Bewertungen vorliegen. Bei einer steigenden Zahl an Er-
gebnissen liegt der Punkt immer niedriger. Wa¨chst aufgrund vieler positiver Ereignisse
das Vertrauen in die Komponente, liegt er eher auf der rechten Seite und bei wachsendem
Misstrauen weiter links.
Vertrauenswerte werden aus der Anzahl positiver (Wert p) und negativer (Wert n) Be-
wertungen mit Hilfe von Metriken errechnet. Jøsang und Knapskog [JK98] empfehlen
folgende Umrechnungsformel:
b = pp+n+1 d =
n
p+n+1 u =
1
p+n+1
Hiernach kann eine negative Bewertung durch eine entsprechende Zahl positiver Wer-
tungen ausgeglichen werden, so dass eine relativ tolerante Vertrauensmanagement-
Philosophie vertreten wird. Dagegen schlagen Beth et al. [BBK94] eine unverso¨hnliche
Methode vor, bei der eine einzige negative Bewertung das Vertrauen in die Komponente
fu¨r immer zersto¨rt. Wenn keine negativen Wertungen aufgetreten sind, wa¨chst bei dieser
Metrik das Vertrauen mit der Anzahl der gutartigen Bewertungen.
Um unterschiedliche ¨Uberwachungspolicies zu unterstu¨tzen, berechnet der Vertrauensin-
formationsdienst fu¨r jede Komponente zwei Vertrauenswerte nach den beiden oben vorge-
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Abbildung 1: Opinion Triangle (entnommen aus [Jø99])
stellten Metriken. Die Struktur dieses Dienstes ist in Abbildung 2 aufgefu¨hrt. Er kommu-
niziert mit Komponentenentwicklern bzw. -vertreibern, mit interessierten Anwendungsbe-
treibern, die eine Komponente erwerben mo¨chten oder sie zur Laufzeit u¨berwachen, sowie
mit Zertifizierungsinstanzen, die eine Komponente im Auftrag des Entwicklers oder eines
Betreibers zertifizieren.
Komponentenentwickler ko¨nnen freie oder kommerzielle Komponenten bei dem Vertrau-
ensinformationsdienst registrieren. Sie akzeptieren damit, dass Bewertungen von Nutzern
in Form von Vertrauenswerten an Interessenten weitergegeben werden. Kaufinteressenten
und Betreiber ko¨nnen jederzeit Vertrauenswerte einer Komponenten abrufen. Sie ko¨nnen
daru¨berhinaus einen Alarm Service buchen, der sie sofort informiert, wenn eine erns-
te Warnung u¨ber die Komponente eingetroffen ist. Um eine hohe Zahl an Ergebnissen
zu erhalten, werden alle Nutzer in zeitlichen Absta¨nden um eine Bewertung gebeten.
Daru¨berhinaus sollte ein Nutzer, wenn er eine schwerwiegende Verletzung der Sicherheit
durch eine Komponente entdeckt, sofort eine Warnung an den Vertrauensinformations-
dienst abgeben, der dann die anderen Nutzer benachrichtigt. Neben den Erfahrungen der
Nutzer sind auch die Ergebnisse von Zertifizierungen von großer Bedeutung und fließen
in die Vertrauenswertberechnung ein.
Um einen ausreichenden Datenschutz fu¨r die Komponentenentwickler zu garantieren, wer-
den die Bewertungen getrennt von den Komponentenbeschreibungen gehalten. Der Ver-
schlu¨sselungsdienst (Cipher Service) speichert die Daten einer registrierten Komponente
und erzeugt einen eindeutigen Schu¨ssel, den der Komponentenentwickler an Interessen-
ten weitergeben kann. Der Vertrauenswertmanager (Trust Value Manager) speichert die
Bewertungen und berechnet die Vertrauenswerte referenziert durch den Schlu¨ssel, ohne
die Komponenten im Klartext zu kennen. Somit hat weder der Verschlu¨sselungsdienst
noch der Vertrauenswertmanager vollsta¨ndige Kenntnis u¨ber die Bewertung der Kompo-
nenten im Klartext. Eine genauere Einfu¨hrung in die Funktionen des Vertrauensinformati-
onsdienstes wird in [He01, He03b] gegeben.
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Abbildung 2: Vertrauensinformationsdienst
3 Laufzeitu¨berwachung
Zur ¨Uberpru¨fung, ob das tatsa¨chliche Systemverhalten einer Komponente ihrer Kontrakt-
spezifikation entspricht, werden so genannte Security Wrapper eingesetzt [HK01]. Dazu
koppelt man die Komponente nicht direkt mit ihren Partnerkomponenten, sondern leitet
alle ein- und ausgehenden Schnittstellenereignisse u¨ber spezielle Komponenten. Dort wer-
den die Ereignisse auf Konformita¨t mit den Sicherheitsspezifikationen im Schnittstellen-
kontrakt u¨berpru¨ft und nur bei Verhaltenskorrektheit weitergeleitet. Entspricht ein Schnitt-
stellenereignis nicht der Spezifikation, wird der zusta¨ndige Applikationsadministrator be-
nachrichtigt. Zudem kann ein Security Wrapper die fehlerhafte Komponente versiegeln,
indem bis zu einer anderweitigen Entscheidung des Administrators keine Schnittstellener-
eignisse mehr weitergeleitet werden.
Ein Security Wrapper fu¨r Java Beans-basierte komponentenstrukturierte Systeme wurde
in [Ma00] realisiert (siehe Abbildung 3). Fu¨r jedes zu u¨berwachende Bean wird ein spe-
zieller Adapter erzeugt, u¨ber den alle Schnittstellenereignisse des Beans mit seiner Um-
gebung laufen. Die Konformita¨tsu¨berpru¨fungen werden durch die so genannten Observer-
Objekte durchgefu¨hrt, wobei fu¨r jede cTLA-Verhaltensspezifikation ein Observer vorgese-
hen ist. Ein u¨ber den Adapter laufendes Ereignis wird zuna¨chst blockiert und die beteilig-
ten Observer informiert. Jeder Observer u¨berpru¨ft durch Simulation seiner Verhaltensspe-
zifikation, ob das Ereignis zula¨ssig ist. Wenn alle Observer das Ereignis akzeptieren, wird
es vom Adapter freigegeben und an seinen Empfa¨nger weitergeleitet. Falls jedoch ein Ob-
server eine Verletzung der Spezifikation erkennt, wird das fehlerhafte Ereignis ebenso wie
die nachfolgenden Ereignisse vom Adapter blockiert. Ein weiterer Bestandteil des Wrap-
per ist der Monitor, der die Nutzerschnittstelle des Administrators bildet. Wenn ein Obser-
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Abbildung 3: Security Wrapper-Architektur
ver eine Kontraktverletzung erkennt, zeigt er sie dem Administrator auf dem Monitor an.
Außerdem wird ein so genannter Adapter Generator verwendet, der ein zu u¨berwachendes
Bean per Introspektion analysiert und einen geeigneten Adapter erzeugt. Schließlich ver-
wendet das Werkzeug den im Java-Standard enthaltenen Java Security Manager, mit dem
der Administrator den Zugriff des Beans auf Systemressourcen einschra¨nken kann, um
verdeckte Kana¨le auszuschließen, u¨ber die das Bean den Adapter umgehen ko¨nnte.
Die Verbindung zwischen einem Security Wrapper und dem Vertrauensinformations-
dienst wird durch ein Trust Manager-Objekt gebildet (vgl. [He01]). Der Trust Manager
erha¨lt periodisch vom Vertrauensinformationsdienst Anfragen u¨ber die Erfahrung mit den
u¨berwachten Softwarekomponenten. Falls die Observer seit der letzten Anfrage keine
Kontraktverletzungen feststellen konnten, wird eine positive Beurteilung zuru¨ckgesendet,
wa¨hrend Fehlverhalten der Komponente zu einem negativen Urteil fu¨hrt. Falls der Trust
Manager eine Kontraktverletzung als schwerwiegend ansieht, kann er daru¨berhinaus eine
Alarmmitteilung an den Vertrauensinformationsdienst senden, der dann die anderen ein-
getragenen Nutzer des Beans warnt. Erha¨lt umgekehrt der Trust Manager eine Warnung
u¨ber ein schwerwiegendes Fehlverhalten einer vom Security Wrapper u¨berwachten Kom-
ponente, initiiert er sofort deren Versiegelung, um eine Gefa¨hrdung der Applikation zu
verhindern.
Schließlich wird der Trust Manager auch zur ¨Uberwachungssteuerung eingesetzt. Ob-
wohl Laufzeittests gezeigt haben, dass der ¨Uberwachungsaufwand bei der existierenden
Implementierung nur zu einem Overhead von 5 % fu¨hrt (vgl. [HK01]), erscheint eine
vertrauensabha¨ngige Steuerung der ¨Uberwachungsintensita¨t sinnvoll. Der Trust Mana-
ger kann deshalb abha¨ngig vom aktuellen Vertrauenswert, der in zeitlichen Absta¨nden
vom Vertrauensinformationsdienst geladen wird, unterschiedliche ¨Uberwachungspolicies
durchfu¨hren. Bei geringer Anzahl an Bewertungen einer Komponenten oder bei einem
schlechten Vertrauenswert wird die Komponente vollsta¨ndig u¨berwacht. ¨Ubersteigt der
Vertrauenswert eine bestimmte Grenze, u¨berpru¨ft man die Komponente nur noch stichpro-
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benhaft. Hierbei erfolgt die Konformita¨tsu¨berpru¨fung nur noch zeitweise 1 und die La¨nge
der ¨Uberwachungspausen ha¨ngt ebenfalls vom Vertrauenswert ab. Schließlich kann man
die ¨Uberwachung vollsta¨ndig einstellen und den entsprechenden Observer lo¨schen, wenn
die Komponente als sicher angesehen wird.
4 Muster fu¨r Sicherheitspolicies
Eine bo¨sartige Komponente kann die sie einbindende Anwendung auf vielfa¨ltige Art an-
greifen und ihre Vertraulichkeit, Integrita¨t, Verfu¨gbarkeit sowie Nichtabstreitbarkeit ver-
letzen. Eine Gefahr fu¨r die Vertraulichkeit liegt in der ¨Anderung von Datenflu¨ssen im Sys-
tem, so dass fehlgeleitete Dateneinheiten von nicht dazu berechtigten Personen gelesen
werden. Diese Angriffsart ist insbesondere fu¨r verteilte komponentenstrukturierte Syste-
me relevant, in denen die Komponenten auf verschiedene Rechner mit unterschiedlichen
Zugriffspolicies verteilt sind. Eine weitere Angriffsart auf die Vertraulichkeit eines kom-
ponentenstrukturierten Systems sind verborgene Kana¨le. Dabei wird Information entwe-
der in zwischen Komponenten transportierten Daten versteckt (Steganographie) oder man
nutzt die Reihenfolge, Anzahl oder den Ausfu¨hrungszeitpunkt von Schnittstellenereignis-
sen dazu, geheime Zusatzinformation darzustellen. Bei Angriffen auf die Systemintegrita¨t
werden die Funktionalita¨t der Anwendung oder die gespeicherten Daten abgea¨ndert. Hier-
bei kann man fehlerhafte Schnittstellenereignisse auslo¨sen, Attribute mit falschen Werten
belegen oder die Systemkonfigurationsparameter aba¨ndern. Die Verfu¨gbarkeit von kom-
ponentenbasierter Software kann man durch zwei Angriffsarten gefa¨hrden. Zum einen
kann ein von einer Komponente angebotene Dienst so ha¨ufig aufgerufen werden, dass die
Komponente dritte Komponenten nicht mehr bedienen kann (Denial-of-Service Angriffe).
Zum anderen kann eine Komponente ihren Partner dadurch blockieren, dass bestimmte
geforderte Schnittstellenereignisse nicht ausgelo¨st werden. Der Partner kann wa¨hrend der
Wartezeit nicht mehr dritte Komponenten bedienen. Ein typischer Angriff auf die Nich-
tabsteitbarkeit von Komponenten ist dann erfolgt, wenn der Komponentenentwickler oder
-betreiber in der Lage ist, spa¨ter erfolgreich abzustreiten, dass die Komponente bestimmte
Schnittstellenereignisse ausgelo¨st oder empfangen hat.
Um Anwendungen vor derartigen Angriffen zu schu¨tzen, muss der Betreiber geeigne-
te Schutzziele definieren und Sicherheitspolicies anwenden, die diese Ziele durchset-
zen. Mit den Sicherheitspolicies wird das Verhalten einer Komponente in einer Weise
eingeschra¨nkt, dass Angriffe entweder unmo¨glich oder nur unter erheblichen Aufwand
durchfu¨hrbar sind. Um Angriffe auf die Vertraulichkeit zu unterbinden, muss der Daten-
fluss zwischen Komponenten so eingeschra¨nkt werden, dass Daten nur zu Komponen-
ten gelangen, bei denen ein Zugriff von nicht-authorisierten Lesern ausgeschlossen ist.
Die Nutzung versteckter Kana¨le kann man dadurch erschweren, dass nur deterministi-
sches Schnittstellenverhalten zugelassen wird (vgl. [ZFK+98]). Zur Verhinderung von
Steganographie mu¨ssen zum Beispiel Ausgabedaten in einer eindeutigen funktionalen
Abha¨ngigkeit von vorhergehenden Eingaben stehen. Um Angriffe auf die Integrita¨t von
1Allerdings wird der Zustand der simulierten cTLA-Spezifikation immer aktualisiert, um spa¨ter mit der
¨Uberwachung wieder aufsetzen zu ko¨nnen.
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Komponenten zu erschweren, werden Schnittstellenereignisse und deren Argumente ein-
geschra¨nkt. Außerdem kann man zur Laufzeit u¨berpru¨fen, ob die Ereignisse plausibel sind.
Durch Erzwingung minimaler Wartezeiten zwischen bestimmten Schnittstellenereignissen
kann man Denial-of-Service Angriffe verhindern, da durch die Wartezeiten genu¨gend Zeit
zur Abarbeitung von Auftra¨gen dritter besteht. Umgekehrt kann man Blockadeangriffe
verhindern, indem man verlangt, dass ein erwartetes Schnittstellenereignis innerhalb einer
maximalen Reaktionszeit ausgefu¨hrt wird. Relativ schwer zu realisieren sind Policies zur
Verhinderung, dass Ereignisse spa¨ter abgestritten werden. Ein Schritt hierzu ist die Ver-
wendung einer neutralen Instanz, die Information u¨ber Schnittstellenereignisse sammelt
und sie sich von den beteiligten Komponenten digital signieren la¨sst.
Ein Komponentenentwickler kann fu¨r seine Komponente die Einhaltung einer Sicherheits-
policy garantieren, indem er eine Beschreibung der Schnittstellenereignisse in den Kom-
ponentenkontrakt einfu¨gt, aus der hervorgeht, dass kein von der Komponente initiiertes
Ereignis die Sicherheitspolicy verletzt. Um diese Verhaltensbeschreibungen erstellen zu
ko¨nnen, haben wir spezielle cTLA-basierte Spezifikationsmuster entwickelt, aus denen
man die Spezifikationen der Schnittstellenereignisse durch einfaches Instantiieren von Pa-
rametern erzeugen kann. Die cTLA-Spezifikationen ko¨nnen sehr einfach in Zustandstran-
sitionssysteme umgesetzt werden, die man durch die Security Wrapper simulieren kann
(vgl. [HK01]). In einer derartigen Simulation fu¨hrt ein Schnittstellenereignis einer Kom-
ponente zu jeweils einem Zustandsu¨bergang. Dadurch beru¨cksichtigen die Wrapper die
Ereignishistorie und ko¨nnen u¨berpru¨fen, ob Schnittstellenereignisse zu der Historie kon-
form sind. Die Muster der Sicherheitspolicies sind wie auch die Musterinstanzen, die in
unserem E-Commerce-Beispiel verwendet werden, im WWW verfu¨gbar (siehe URL: ls4-
www.informatik.uni-dortmund.de/RVS/P-SACS/eReq).
Im folgenden listen wir fu¨r die Schutzziele der Vertraulichkeit, Integrita¨t, Verfu¨gbarkeit
und Nichtabstreitbarkeit einsetzbaren Spezifikationsmuster auf. Sicherheitspolicies fu¨r die
Vertraulichkeit von komponentenbasierter Systeme kann man mit Hilfe der folgenden fu¨nf
Muster beschreiben:
Data Flow Access: Eine Dateneinheit darf nur an eine Komponente u¨bergeben werden,
wenn diese die Leserechte der Dateneinheit erfu¨llt.
Data Flow History: Eine Dateneinheit darf nur an eine Komponente u¨bergeben werden,
wenn zuvor eine bestimmte Folge an Schnittstellenereignissen aufgetreten ist.
Hidden Channel Functional Dependency: Eine weitergeleitete Dateneinheit steht in ei-
ner funktionalen Beziehung zu zuvor gesendeten oder empfangenen Daten.
Hidden Channel Enabling History: Die Schaltbedingung eines Schnittstellenereig-
nisses mit einer bestimmten Argumentbelegung steht in einer funktionalen
Abha¨ngigkeit zu vorhergehenden Schnittstellenereignissen.
Hidden Channel Execution Time: Ein Schnittstellenereignis muss nach einem vorange-
gangenen Ereignis innerhalb eines festgelegten Zeitintervalls geschaltet werden.
Muster von Sicherheitspolicies zur Garantie von Integrita¨ts-Sicherheitszielen werden im
folgenden aufgefu¨hrt:
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Integrity Enabling Condition: Ein Schnittstellenereignis mit einer bestimmten Argu-
mentbelegung darf nur unter festgelegten Bedingungen geschaltet werden, so dass
die Integrita¨t der Komponente, die das Ereignis empfa¨ngt, nicht verletzt wird.
Integrity Enabling History: Ein Schnittstellenereignis mit einer bestimmten Argument-
belegung darf nur geschaltet werden, wenn zuvor eine festgelegte Folge an Schnitt-
stellenereignissen aufgetreten ist. Dadurch garantiert man, dass die Integrita¨t der
Komponente, die das Ereignis empfa¨ngt, nicht verletzt wird.
Sicherheitspolicies, mit denen man die beiden Angriffsarten auf die Verfu¨gbarkeit von
Komponenten ausschließt, werden durch die folgenden Muster beschrieben:
Denial-of-Service Minimum Waiting Time: Ein Schnittstellenereignis darf nur aus-
gefu¨hrt werden, wenn nach einem vorhergehenden Ereignis eine minimale Wartezeit
verstrichen ist.
Denial-of-Service Enabling History: Ein Schnittstellenereignis mit einer bestimmten
Argumentbelegung darf nur geschaltet werden, wenn zuvor eine festgelegte Folge
an Schnittstellenereignissen aufgetreten ist. Zusa¨tzlich muss eine minimale Warte-
zeit seit dem letzten Ereignis der Folge eingehalten werden.
Blocking Maximum Waiting Time: Ein Schnittstellenereignis muss geschaltet werden,
bevor nach einem vorangegangenen Ereignis eine maximale Reaktionszeit verstri-
chen ist.
Blocking Enabling History: Abha¨ngig von der Folge vorangegangener Ereignisse muss
ein Schnittstellenereignis innerhalb einer maximalen Reaktionszeit geschaltet wer-
den.
Die Beschreibung der Nichtabstreitbarkeit von Schnittstellenereignissen unterstu¨tzen wir
mit dem folgenden Muster:
Event Logging: Ein aus- oder eingehendes Schnittstellenereignis muss zusammen mit
einer digitalen Signatur bei einer neutralen Instanz hinterlegt werden.
5 Komponentenbasierte E-Procurement-Anwendung
Das OBI-Konsortium hat zur Standardisierung der Prozeduren bei elektronischen Beschaf-
fungsmaßnahmen (E-Procurement) die Norm OBI (Open Buying on the Internet) [OBI99]
herausgegeben. In diesem Standard wird eine Architektur fu¨r Beschaffungsaktivita¨ten de-
finiert, die aus einem Ka¨ufer, einer Anzahl an Lieferanten, einem Bank- oder Kreditin-
stitut und einem Beschaffer (Requisitioner) besteht. Der Beschaffer fu¨hrt im Auftrag des
Ka¨ufers Beschaffungen von Gu¨tern bei einem Lieferanten durch. Die Bank rechnet die Be-
stellungen ab. Das von OBI definierte Gescha¨ftsprozessmodell sieht dabei die folgenden
Schritte vor:
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Abbildung 4: Beispiel eines E-Procurement-Systems fu¨r Schnellrestaurants
1. Der Beschaffer fordert beim Ka¨ufer Verbindungsadressen fu¨r Zugangsrechner von
Lieferanten an.
2. Der Beschaffer holt fu¨r die zu erwerbenden Gu¨ter Angebote der Lieferanten ein.
3. Die Lieferanten erzeugen die Angebote und codieren sie nach dem EDI-Standard
(vgl. [Dat01]) in dem von OBI festgelegten Order Request-Format. Die Angebote
werden dann entweder direkt an den Ka¨ufer gesendet zum Beschaffer u¨bertragen,
der sie dann an den Ka¨ufer weiter leitet.
4. Auf der Basis der Angebote wa¨hlt der Beschaffer — gegebenenfalls in Zusammen-
arbeit mit anderen Einheiten der Ka¨uferorganisation — einen Lieferanten aus und
erzeugt eine Bestellung.
5. Die Bestellung wird ebenfalls nach dem EDI-Standard im so genannten Order For-
mat kodiert und dem ausgewa¨hlten Lieferanten u¨bermittelt.
6. Der Lieferant fu¨hrt die Bestellung aus.
7. Die Bank stellt im Auftrag des Lieferanten eine Rechnung an den Ka¨ufer aus und
empfa¨ngt die Bezahlung.
Unser Anwendungsbeispiel simuliert den Einkauf und die Lagerhaltung von Schnellre-
staurants. Es wurde als komponentenstrukturiertes System auf der Basis des SalesPoint-
Framework entwickelt (vgl. [Sc99]). SalesPoint ist Freeware und ermo¨glicht durch fertige
Module fu¨r Gescha¨ftsfunktionen wie Einkauf, Verkauf oder Leasing von Gu¨tern sowie
Module fu¨r Verwaltungsfunktionen wie Abrechnung, Lagerverwaltung oder Erzeugung
des Produktkatalogs die recht einfache Erzeugung unterschiedlicher Warenwirtschaftssys-
teme. Auf der Basis von SalesPoint haben wir drei Java Beans entwickelt, die die Ver-
kaufsfunktionen eines Restaurants, die Lagerverwaltung sowie die Verwaltung des Pro-
duktkatalogs realisieren.
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Abbildung 4 beschreibt die Komponenten unseres Beispiels. Um die elektronische Be-
schaffung der Speisen und Getra¨nke zu automatisieren, haben wir neben den von Sales-
Point abgeleiteten Komponenten Restaurant, Counting Stock und Catalog drei weitere
Komponenten implementiert. Die Beschaffungen werden durch die Komponente OBI-E-
Requisitioner vorgenommen, die den im OBI-Standard vorgesehenen Beschaffer ersetzt.
Außerdem wurde eine Komponente Directory of Sellers eingefu¨gt, die die Adressen der
Lieferanten und ihre Produktpalette speichert. Schließlich verwenden wir eine Kompo-
nente OBI-Buying Adapter, die die Kodierung und Dekodierung von Angebotsanfragen,
Angeboten und Bestellungen u¨bernimmt und als Schnittstelle zu den Systemen der Lie-
feranten dient. Die sechs Komponenten wurden miteinander zum Warenwirtschaftsystem
des Schnellrestaurants gekoppelt. Die Lieferantensysteme wurden ebenfalls mit Hilfe der
Module des SalesPoint-Framework entwickelt. Schließlich haben wir die Komponente
Logging Service als neutrale Instanz implementiert, um das spa¨tere Abstreiten des Aus-
tausch von Angebotsanfragen, Angeboten oder Bestellungen zu erschweren. Da wir uns
im Weiteren nur fu¨r die Phasen bis zur Abgabe der Bestellung interessieren, haben wir, um
das System einfach zu halten, auf die Komponenten zur Realisierung der Bank verzichtet.
Fu¨r unser Ziel, die Warenbeschaffung zu automatisieren, mussten wir allerdings den OBI-
Standard, der keine formale Definition fu¨r Anfragen nach Angeboten vorsieht, erga¨nzen.
Dazu haben wir EDI durch cXML (Commercial eXtensible Markup Language) [cXM01]
als Transfersyntax ersetzt, die im Gegensatz zu EDI ein Format fu¨r Angebotsanfragen
vorsieht. cXML basiert auf der popula¨ren Datencodiersprache XML.
Die einzelnen Schritte einer Beschaffung werden durch die Kanten in Abbildung 4 darge-
stellt. Da der E-Requisitioner nicht nur fu¨r den Beschaffungsablauf zusta¨ndig ist, sondern
auch entscheidet, wann die Beschaffung gestartet werden soll, haben wir einen neuen ers-
ten Schritt 0 eingefu¨hrt, in dem der E-Requisitioner das Lager in zeitlichen Absta¨nden
inspiziert und abha¨ngig von der Menge an vorhandenen Waren festlegt, ob und fu¨r welche
Gu¨ter eine Beschaffung vorgenommen wird. Wenn neue Gu¨ter bestellt werden mu¨ssen,
liest der E-Requisitioner vom Verka¨uferverzeichnis die Adressen geeigneter Lieferanten
(Schritt 1). Danach erzeugt er eine Angebotsanfrage und u¨bermittelt sie u¨ber den OBI-
Buying Adapter an die Lieferanten (Schritt 2). Die Lieferanten u¨bermitteln die Angebote
an den Adapter, der sie an den E-Requisitioner weiter leitet (Schritt 3). Anschließend kon-
sultiert der E-Requisitioner den Produktkatalog und die Lagerhaltung und wa¨hlt abha¨ngig
von den Angeboten, den Verkaufspreisen und dem Warenbestand einen Lieferanten aus
(Schritt 4). Schließlich wird die Bestellung an den Adapter gesendet, der sie an den ent-
sprechenden Lieferanten weiter leitet (Schritt 5). Die Schritte 6 und 7 wurden nicht rea-
lisiert. Um die Angebotsanfragen, Angebote und Bestellungen spa¨ter nicht abstreiten zu
ko¨nnen, sendet der E-Requisitioner in den Schritten 2, 3 und 5 die gesendeten bzw. emp-
fangenen Daten zusammen mit seiner digitalen Signatur an die neutrale Instanz.
6 Verhaltensu¨berwachung im Beispielsystem
Um einen korrekten und sicheren Ablauf der Beschaffungen zu garantieren, muss sich der
E-Requisitioner immer gutmu¨tig verhalten. Er darf zum Beispiel nicht Angebote an kon-
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kurrierende Lieferanten weitergeben, um sie bei der Auftragsvergabe zu bevorzugen. Auch
muss er immer ein gu¨nstigstes Angebot fu¨r seine Bestellung auswa¨hlen und darf die Lager-
haltung des Ka¨ufers nicht durch zu große, zu kleine oder zu spa¨te Bestellungen scha¨digen.
Im folgenden nehmen wir an, dass der E-Requisitioner von einer nicht vollsta¨ndig vertrau-
enswu¨rdigen Quelle erworben wurde. Zur Sicherung des gesamten Systems mu¨ssen wir
ihn deshalb durch einen Security Wrapper u¨berwachen lassen. Wir haben dazu 13 Sicher-
heitspolicies formuliert, die fu¨r den korrekten Systemablauf wichtig sind. Anschließend
haben wir aus den in Abschnitt 4 vorgestellten Mustern cTLA-Spezifikationen dieser Po-
licies erzeugt. Im na¨chsten Schritt wurden die Spezifikationen in Java-Code u¨berfu¨hrt, der
dann in die Observer des Security Wrappers eingebettet wurde.
Im folgenden listen wir die Sicherheitspolicies kurz auf 2. Zum Schutz der Vertraulichkeit
der Anwendung werden die folgenden Policies gefordert:
1. Eine Angebotsanforderung an einen Lieferanten darf nur Gu¨ter enthalten, die dieser
Lieferant in seinem Warenbestand hat (Data Flow Access). Damit erhalten Liefe-
ranten keine Information u¨ber Gu¨ter, die nicht fu¨r sie relevant sind.
2. Eine Angebotsanforderung darf nur an Lieferanten gesendet werden, die im Liefe-
rantenverzeichnis aufgefu¨hrt sind (Data Flow Access). Damit werden Informationen
u¨ber die vom Restaurant vertriebenen Speisen und Getra¨nke nur an Lieferanten wei-
tergegeben, die von der Ka¨uferorganisation akzeptiert sind.
3. Die Menge eines angefragten bzw. bestellten Artikels ha¨ngt eindeutig mit dem La-
gerbestand des Artikels zusammen (Hidden Channel Functional Dependency). Da-
mit soll ausgeschlossen werden, dass der E-Requisitioner durch Angabe bestimmter
Bestellmengen geheime Zusatzinformation an einen Lieferanten weiter gibt.
4. Eine neue Beschaffungsrunde darf nur gestartet werden, wenn die vorhergehende
mit der Warenlieferung abgeschlossen ist (Hidden Channel Enabling History). Da-
mit soll ausgeschlossen werden, dass eine Bestellung in mehrere Unterauftra¨ge auf-
geteilt wird. Die Art der Aufteilung ko¨nnte eine geheime Zusatzinformation enthal-
ten.
Zur Integrita¨tssicherung verwenden wir die folgenden Sicherheitspolicies:
1. Eine Bestellung darf nur vorgenommen werden, wenn zuvor eine bestimmte Anzahl
an Angeboten eingegangen ist (Integrity Enabling History). Dadurch wird verhin-
dert, dass der E-Requisitioner durch eine schnelle Bestellung bei einem bevorzugten
Lieferanten spa¨ter eintreffende Angebote nicht beru¨cksichtigt.
2. Der E-Requisitioner wa¨hlt immer eines der gu¨nstigsten Angebote aus (Integrity
Enabling History).
3. Die Daten der Lagerverwaltung, des Produktkatalogs, des OBI-Buying Adapter und
der neutralen Instanz werden nicht gea¨ndert (Integrity Enabling Condition
”
false“
2Dabei gibt der in Klammern gesetzte Bezeichner den Namen des Musters an, aus dem die Spezifikation
abgeleitet wurde (siehe Kapitel 4).
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fu¨r alle Methoden, die die Daten a¨ndern). Damit wird die Datenintegrita¨t der mit
dem E-Requisitioner gekoppelten Komponenten geschu¨tzt.
4. Bei einer Bestellung liegt die Bestellmenge immer in einem festen Bestellintervall
(Integrity Enabling Condition). Dadurch werden zu große oder zu kleine Bestell-
mengen vermieden.
Zur Verhinderung von Angriffen auf die Verfu¨gbarkeit des Systems soll die E-
Requisitioner-Komponente die folgenden Sicherheitspolicies erbringen:
1. Zwischen zwei an die Lagerverwaltung, den Produktkatalog, das Lieferantenver-
zeichnis oder den Buying Adapter gesendete Schnittstellenereignisse liegt immer ei-
ne minimale Wartezeit (Denial-of-Service Minimum Waiting Time). Dadurch wird
verhindert, dass die Komponenten sta¨ndig belastet werden und damit nicht mehr
andere Komponenten (z.B. die Verkaufskomponente) bedienen ko¨nnen.
2. Der Warenbestand in der Lagerverwaltung wird innerhalb eines maximalen Zeitin-
tervalls kontrolliert (Blocking Maximum Waiting Time). Dadurch ist sichergestellt,
dass der E-Requisitioner einen niedrigen Lagerbestand einer Ware rechtzeitig er-
kennt.
3. Wenn der E-Requisitioner feststellt, dass eine Ware knapp ist, startet er den Prozess
zur Ersatzbeschaffung innerhalb einer maximalen Zeit (Blocking Enabling Histo-
ry). Dadurch verhindert man, dass der E-Requisitioner eine Bestellung so lange auf-
schiebt, bis die Ware nicht mehr verfu¨gbar ist.
4. Nach Empfang der in der ersten Policy zur Integrita¨tssicherung angegeben
Mindestanzahl an Angeboten, die fu¨r eine Bestellung notwendig ist, fu¨hrt der
E-Requisitioner die Bestellung innerhalb einer maximalen Reaktionszeit aus
(Blocking Enabling History). Auch hiermit wird sichergestellt, dass Bestellungen
nicht zu lange verzo¨gert werden.
Schließlich muss man garantieren, dass der Ka¨ufer spa¨ter gegenu¨ber den Lieferanten aber
auch dem Entwickler der E-Requisitioner-Komponente nachweisen kann, dass Angebots-
anfragen und Bestellungen tatsa¨chlich geta¨tigt und dass Angebote tatsa¨chlich empfangen
wurden. Dazu verwenden wir die folgende Sicherheitspolicy:
1. Angebotsanfragen, Angebote und Bestellungen mu¨ssen der neutralen Instanz inner-
halb einer maximalen Zeit unter Hinzufu¨gung einer eindeutigen digitalen Signatur
gemeldet werden (Event Logging).
Der Security Wrapper u¨berpru¨ft, ob die angegebenen 13 Sicherheitspolicies von der Kom-
ponente eingehalten werden. Messungen haben ergeben, dass in unserer Beispielimple-
mentierung die Mehrbelastung fu¨r diese Laufzeittests etwa bei 5 % liegt. Um bei wach-
sendem Vertrauen in die Komponente den ¨Uberpru¨fungsaufwand durch Stichproben oder
die Aufgabe der ¨Uberpru¨fung einzelner Policies senken zu ko¨nnen, setzen wir neben dem
eigentlichen Security Wrapper auch den Vertrauensinformationsdienst sowie einen Trust
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Manager ein. Zur Konfigurierung des Trust Managers mu¨ssen wir dazu fu¨r jede einzelne
Policy festlegen, welche ¨Uberpru¨fungsmaßnahmen bei welchen Vertrauenswerten durch-
gefu¨hrt werden. Dazu betrachten wir zuna¨chst, wie sicherheitskritisch die Einhaltung der
jeweiligen Policy fu¨r das Gesamtsystem ist.
Die Sicherheitspolicies garantieren zum einen, dass Information u¨ber die vom Restaurant
vertriebenen Waren nur an bestimmte Lieferanten weitergegeben wird. Im Bereich der
Schnellrestaurants scheint der Geheimhaltungsbedarf aufgrund der allgemeinen Bekannt-
heit der Produktpalette jedoch nicht groß zu sein. Allerdings muss man beru¨cksichtigen,
dass ein Restaurant gescha¨digt werden kann, wenn die Einfu¨hrung eines neuen Artikels
der Konkurrenz fru¨hzeitig bekannt wird. Aufgrund dieser gegenteiligen Effekte verwen-
den wir einen mittelstarken Schutz. Die ersten beiden Vetraulichkeits-Sicherheitspolicies
werden nur vollsta¨ndig u¨berpru¨ft, wenn nach der Metrik von Jøsang und Knapskog [JK98]
die Variable b des aktuellen Vertrauenswertes unter dem Wert 0, 99 liegt. Stichpunkthaf-
te ¨Uberpru¨fungen fu¨hren wir durch, wenn b einen Wert zwischen 0, 99 und 0, 999 hat,
wa¨hrend die ¨Uberwachung bei noch ho¨heren Werten von b eingestellt wird. Dass heißt,
das wir vollsta¨ndige ¨Uberpru¨fungen durchfu¨hren, wenn die Anzahl positiver Ereignisse
die Anzahl negativer Ereignisse um weniger als den Faktor Hundert u¨bersteigt. Bei einem
Faktor von mehr als Tausend wird die ¨Uberwachung unwiderruflich abgebrochen.
Die Forderung, dass bei den Bestellvorga¨ngen Angebote nicht an konkurrierende Lieferan-
ten gelangen ko¨nnen, ist dagegen von sehr großer Bedeutung. Da die OBI-Buying Adapter-
Komponente an Lieferanten nur die ¨Ubertragung von cXML-Angebotsanforderungen und
Bestellungen erlaubt, stehen fu¨r die illegale ¨Ubermittlung der Angebote nur versteckte
Kana¨le zur Verfu¨gung, die man durch die zwei zuletzt genannten Vertraulichkeitspolicies
verhindern will. Die Einhaltung dieser Policies ist deshalb so wichtig, dass wir sie mit dem
Wrapper permanent vollsta¨ndig u¨berpru¨fen.
Von großer Bedeutung sind auch alle vier Sicherheitspolicies zur Garantie der Integrita¨t.
Bei Verletzung der ersten beiden Policies kann der Ka¨ufer durch zu teure Bestellungen
gescha¨digt werden. Sehr wesentlich ist auch der durch die dritte Policy erzwungene Schutz
der Datenintegrita¨t, da deren Verletzung andere Angriffe nach sich ziehen kann 3. Schließ-
lich ist auch die vierte Sicherheitspolicy fu¨r die Systemintegrita¨t von Bedeutung, da zu
hohe Bestellmengen der meist leicht verderblichen Gu¨ter zu hohen finanziellen Scha¨den
fu¨hren ko¨nnen. Wir u¨berpru¨fen aus diesem Grund alle vier Policies sta¨ndig.
Die Anforderungen an die Systemverfu¨gbarkeit sind gegenu¨ber denjenigen an die Inte-
grita¨t von etwas geringerer Bedeutung. Zwar sind Denial-of-Service Angriffe unange-
nehm, da sie den Verkauf scha¨digen ko¨nnen. Allerdings wird das Verkaufspersonal das
Problem schnell erkennen, so dass die Fehlerquelle fru¨hzeitig gefunden und behoben wer-
den kann. Da uns der Gefa¨hrdungsgrad mit dem des Bekanntwerdens der Produktpalette
vergleichbar erscheint, verwenden wir hier ebenfalls die Werte b ≥ 0, 99 fu¨r Stichproben
und b ≥ 0, 999 fu¨r den Abbruch der ¨Uberpru¨fung.
Leere Lager aufgrund zu spa¨ter Bestellungen sind im Vergleich zu Denial-of-Service-
Angriffen kritischer, da sie zu finanziellen Einbußen fu¨hren. Allerdings sind wir hier der
Meinung, dass die Restaurantleitung auch unabha¨ngig vom E-Requisitioner auf den La-
3Zum Beispiel ko¨nnte ein preislich gu¨nstiger Lieferant aus dem Lieferantenverzeichnis gelo¨scht werden.
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gerbestand achten sollte, so dass ein Warenengpass meist noch rechtzeitig erkannt und
behoben werden kann. Wir verwenden hier etwas rigidere ¨Uberwachungsmethoden als fu¨r
die Sicherheitspolicy gegen Denial-of-Service-Angriffe. Zum einen setzen wir die Metrik
von Beth et al. ein [BBK94], um die Policies schon nach einer beim Vertrauensinformati-
onsdienst eingegangenen negativen Bewertung immer vollsta¨ndig zu u¨berwachen. Außer-
dem fangen wir erst bei einem Wert von b ≥ 0, 999 mit Stichproben an. Die ¨Uberpru¨fung
wird erst bei einem Wert von b ≥ 0, 99999 vollsta¨ndig aufgegeben.
Die Meldung von Interaktionen mit den Lieferanten an die neutrale Instanz ist von hoher
Bedeutung, da sie rechtliche Relevanz erlangen kann. Wir u¨berpru¨fen die Einhaltung der
entsprechenden Sicherheitspolicy deshalb sta¨ndig.
7 Schlußbemerkungen
In diesem Papier stellten wir die Security Wrapper vor, mit denen man durchsetzen kann,
dass die Policies von den Komponenten zur Laufzeit eingehalten werden. Schließlich wur-
de eine kurze Einfu¨hrung in das Vertrauensmanagement von Komponenten gegeben. In
unserem E-Procurement-Beispiel fu¨hrte der Einsatz der Wrapper zu einem Leistungsmehr-
aufwand von etwa 5%. Der Einsatz des Trust Managers, mit dem man bei guten Vertrau-
enswerten einige Observer abschalten kann, reduziert den Mehraufwand auf etwa 3%.
Neben dieser Arbeit konzentriert sich unser Ansatz auch auf die Entwicklung eines cTLA-
Frameworks zur Modellierung der Sicherheitseigenschaften von komponentenbasierten
Systemen (vgl. [He03a]). Das Framework entha¨lt eine Sammlung an Mustern zur Be-
schreibung von Sicherheitspolicies einzelner Komponenten, wie wir sie in Abschnitt 4
vorgestellt haben. Daneben wird ihm eine weitere Sammlung an Mustern hinzugefu¨gt,
mit der man an das Gesamtsystem gestellte Sicherheitsanforderungen formal beschrei-
ben kann. Daru¨berhinaus werden von uns bereits verifizierte Theoreme hinzugefu¨gt, die
jeweils aussagen, dass eine Kombination von Komponenten-Sicherheitspolicies eine Sys-
temsicherheitsanforderung erbringt. Mit den Mustersammlungen kann man die Sicher-
heitsanforderungen recht einfach spezifizieren, indem man entsprechende Muster parame-
trisiert und zu einer umfassenderen Sicherheitsspezifikation kombiniert. Das Framework
erleichtert zudem die logischen Deduktionsbeweise. Ein Beweis kann na¨mlich in Lemmata
zerlegt werden, die den Frameworktheoremen entsprechen.
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