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Abstract
The main purpose of the paper is to pay attention to a new kind of oscillations, so-called rectifiable and
unrectifiable oscillations, which occur in a class of linear second-order differential equations, including the
famous linear Euler differential equation. It will be shown that this kind of oscillations only depends on
a positive real parameter which appears in a singular term of the main equation as well as in a suitable
boundary-layer condition.
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1. Introduction and statement of the main problem
Let α  2 and λ > 0 be two real numbers and let I = (0, b), where b is an arbitrarily given
positive real number. The functional space C(I)∩C2(I ) is taken to be the space of all solutions
of any differential equation appearing in the paper.
We are concerned with the oscillatory properties of solutions of a class of second-order linear
differential equations of Euler type
y′′ + λ
xα
y = 0 on I. (1)
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|y′(x)| c
xα/4
, for all x ∈ (0, d), (2){
there are c > 0 and d ∈ I both depending on y such that
|y(x)| cxα/4, for all x ∈ (0, d). (3)
In order to state a new kind of oscillations for the linear problem (1) and (2) and for (1) and (3),
we firstly recall the definition for the classical oscillations of a linear problem on a given interval.
Definition 1.1. A real function y = y(x) is said to be oscillatory (respectively nonoscillatory)
on I if it has an infinite (respectively a finite) number of zeros on I . A linear problem y′′ +
f (x)y = 0 is said to be oscillatory (respectively nonoscillatory) on I if all its nontrivial solutions
are oscillatory (respectively nonoscillatory) on I .
An essential example for the oscillatory and nonoscillatory linear equations is the famous
linear Euler equation, which is a particular case of the main equation (1) especially for α = 2,
y′′ + λ
x2
y = 0 on I. (4)
A fundamental result from the theory of oscillations for linear second-order differential equa-
tions says that the linear problem (4) is oscillatory (respectively nonoscillatory) provided λ > 14
(respectively λ  14 ). This result gave a principal motivation to many authors to consider the
problem of oscillations for several kinds of differential equations. See for instance [3,6,7,15,16]
and [18–20], and references therein.
For a real function y = y(x) defined on the interval I = [0, b], its graph G(y) is determined
as usual by G(y) = {(t, y(t)) : 0  t  b} ⊆ R2. The rectifiability and unrectifiability of the
graph G(y) are given by the following definition which appears in the fractal geometry, see [2,
Chapter 5.2].
Definition 1.2. The graph G(y) is said to be rectifiable curve in R2 if it is satisfied:
length(G(y)) < ∞. On the contrary, G(y) is said to be unrectifiable curve in R2. Here, the
number length(G(y)) is defined by
length
(
G(y)
)= sup m∑
i=1
∥∥(ti , y(ti))− (ti−1, y(ti−1))∥∥2,
where the supremum is taken over all partitions 0 = t0 < t1 < · · · < tm = b of the interval I . Here
‖ ‖2 denotes the norm in R2.
Now, we are able to introduce the main notions of the paper.
Definition 1.3. An oscillatory function y = y(x) on I is said to be rectifiable (respectively unrec-
tifiable) oscillatory on I if its graph G(y) is a rectifiable (respectively unrectifiable) curve in R2.
An oscillatory linear problem y′′ + f (x)y = 0 on I is said to be rectifiable (respectively unrec-
tifiable) oscillatory on I if all its nontrivial solutions y are rectifiable (respectively unrectifiable)
oscillatory on I .
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interval I , it also involves the length of the graph G(y) on I in the sense of Definition 1.2.
First remark. As a particular case of the linear problem (1) and (2) and of (1) and (3), especially
for α = 2 and λ > 1/4, we can consider the linear equation (4) with one of the following two
boundary-layer conditions:{
there are c > 0 and d ∈ I both depending on y such that
|y′(x)| c√
x
, for all x ∈ (0, d), (5){
there are c > 0 and d ∈ I both depending on y such that
|y(x)| c√x, for all x ∈ (0, d). (6)
When λ > 1/4, the linear problem (4) and (5) as well as (4) and (6) are rectifiable oscillatory
on I . It is easy to verify since all their solutions have the explicit form
y(x) = c1√x cos(ρ lnx) + c2√x sin(ρ lnx), (7)
where ρ = √λ − 1/4. The proof of this fact will be also a part of the proof of the main result
given in Section 3 below.
Second remark. As a particular case of the linear problem (1) and (2) and of (1) and (3), espe-
cially for α = 4, we consider the linear equation
y′′ + λ
x4
y = 0 on I, (8)
with one of the following two boundary-layer conditions:{ there are c > 0 and d ∈ I both depending on y such that
|y′(x)| c
x
, for all x ∈ (0, d), (9){
there are c > 0 and d ∈ I both depending on y such that
|y(x)| cx, for all x ∈ (0, d). (10)
All solutions of the linear problem (8) and (9) and of (8) and (10) have the explicit form
y(x) = c1x cos
(√
λ
x
)
+ c2x sin
(√
λ
x
)
. (11)
It is not difficult to show that such solutions y for which either c1 	= 0 or c2 	= 0, are unrectifiable
oscillatory on I . In conclusion, the linear problem (1) and (2) as well as (1) and (3) are rectifiable
oscillatory when α = 2 and λ > 1/4, but it is not true when α = 4.
Main question. What happens with this kind of oscillations for other values of α, that is α 	= 4,
where α ∈ (2,+∞)? It is worth to mention that for these values of α, the linear equation (1) does
not admit explicit form of its solutions.
The answer to the previous question will be given in the following two main results of the
paper.
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(i) for α ∈ [2,4), the linear problem (1) and (2) is rectifiable oscillatory on I ;
(ii) for α = 4, the linear problem (1) and (2) is unrectifiable oscillatory on I ;
(iii) for α > 4, the linear problem (1) and (2) is also unrectifiable oscillatory on I provided it
admits the existence of two linearly independent solutions.
The previous theorem can be also stated in the case of the boundary-layer condition (3), as
follows.
Theorem 1.5. Let λ > 0 when α  2 and λ > 1/4 when α = 2. Then the claims (i), (ii) and (iii)
of Theorem 1.4 are also valid for the linear problem (1) and (3).
The preceding theorems will be proved in Sections 3 and 4 with the help of some lemmas on
the rectifiability and unrectifiability of the graph of real functions and of solutions of the main
equation (1). Also, some elementary properties of zeros and stationary points of solutions of
Eq. (1) will be necessary. It will be presented in Section 2 below.
Final remarks.
(i) Because of (7) and (11), in the case when α = 2 and α = 4, it is elementary to check that
all solutions of Eq. (1) satisfy both boundary-layer conditions (2) and (3). Does it true for
α 	= 4, where α ∈ (2,+∞)? It is an open question.
(ii) In the case when α > 4, it is possible to make some differences between unrectifiable os-
cillations depending on the values of α. More precisely, it can be shown that the fractal
dimension dim(G(y)) of the graph G(y) of all solutions y of the linear problem (1) and (3)
takes the same value s = 3/2 − 2/α ∈ (1,2). It enables us to introduce and study the so-
called s-dimensional fractal oscillations for the linear equation (1). For more details, see the
forthcoming paper [12].
(iii) On the importance of the fractal curves in the pure and applied mathematics, we refer the
reader to [2,5,13] and [17]. We expect that the main results of the paper can be generalized
to some class of quasilinear elliptic equations. On these equations we refer, for instance, to
[4,8–11,14].
2. Some elementary properties for the zeros and stationary points of solutions of the main
equation
In this section, we will present some elementary properties for the zeros and stationary points
of solutions of Eq. (1). These properties will be presented in the three lemmas below, which will
be frequently used in the proofs of the main results. The proofs of these lemmas are based on
the following two very well-known Sturm’s comparison principles. On these principles, see for
instance in [1] and [16].
Sturm’s comparison principle I. Let x0, x1 ∈ I , x0 < x1, be two consecutive zero points of any
solution y = y(x) of the linear equation y′′ + f (x)y = 0, x ∈ I . Let z = z(x) be any solution
of the linear equation z′′ + g(x)z = 0, x ∈ I . If f (x) g(x) on (x0, x1) and f,g ∈ C([x0, x1]),
then there is at least one zero point x2 ∈ J of z such that x0 < x2 < x1.
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solutions of the linear equation y′′ + f (x)y = 0, x ∈ I , f ∈ C(I). Let x0, x1 ∈ I , x0 < x1 be any
two consecutive zero points of the solution y. Then there is exactly one zero point x2 ∈ I of the
solution z such that x0 < x2 < x1.
At the first, we consider the number of zeros and stationary points of any solution of Eq. (1),
as follows.
Lemma 2.1. Let λ > 0 when α  2 and λ > 1/4 when α = 2. Let y = y(x) be a solution of
Eq. (1).
(i) On any open interval J ⊆ I , 0 /∈ J , there are at most finite number of zero points of y.
(ii) There is a decreasing sequence ak ∈ I of consecutive zero points of y such that ak ↘ 0, that
is,
ak+1 < ak, y(ak) = 0, y 	= 0 on (ak+1, ak) and ak → 0 as k → ∞.
(iii) The solution y is either convex or concave on (ak+1, ak), for each k ∈ N. Moreover, for each
k ∈ N there is exactly one stationary point sk ∈ (ak+1, ak) such that
y′(sk) = 0, (yy′)(x) > 0 in (ak+1, sk) and (yy′)(x) < 0 in (sk, ak).
Proof. See in Appendix A of the paper. 
In other sections below, the preceding lemma will be used in the following form.
Corollary 2.2. Let λ > 0 when α  2 and λ > 1/4 when α = 2.
(i) Equation (1) is oscillatory on any open interval J0 ⊆ I , 0 ∈ J 0.
(ii) Equation (1) is nonoscillatory on any open interval J ⊆ I , 0 /∈ J . Moreover, for any so-
lution y of Eq. (1) there holds true: length(G(y|J )) < ∞, where y|J denotes the function
restriction of y on the interval J .
Thus, instead of the whole interval I , it is enough to study the rectifiable and unrectifiable
oscillations of solutions of Eq. (1) on any subinterval J0 ⊆ I such that 0 ∈ J 0.
Furthermore, with the help of two arbitrarily given real numbers β and γ such that β <
(α − 2)/2 < γ , we are able to derive some comparisons for any decreasing sequence of consec-
utive zero points of any solution of Eq. (1).
Lemma 2.3. Let λ > 0 when α  2 and λ > 1/4 when α = 2. Let y = y(x) be a solution of
Eq. (1), and let ak be a decreasing sequence of consecutive zero points of y such that ak ↘ 0.
(i) Let γ be a real number, (α − 2)/2 < γ . Then there is a number k0 ∈ N ∪ {0}, depending
on γ , such that
ak 
(
1
(k − k0)π
)1/γ
, for all k ∈ N, k > k0. (12)
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N ∪ {0}, depending on β , such that(
1
(k + k0)π
)1/β
 ak, for all k ∈ N. (13)
(iii) Let α  4. Then the series ∑aα/4k is divergent.
Proof. Let y be a solution of Eq. (1) and let ak ∈ I be a decreasing sequence of consecutive zero
points of y such that ak ↘ 0. Let xk,γ be a sequence of real numbers defined by
xk,γ =
(
1
kπ
)1/γ
, k ∈ N,
where γ > 0. It is easy to check that xk,γ is a decreasing sequence of consecutive zero points of
the function zγ = zγ (x) = x(γ+1)/2 sin 1xγ , which is a solution of the equation
z′′γ +
(
γ 2
x2γ+2
+ 1 − γ
2
4x2
)
zγ = 0. (14)
It is clear that for arbitrarily given real number γ , (α − 2)/2 < γ , there is an interval Iγ ⊆ I ,
0 ∈ I γ , such that the following inequality holds true:
λ
xα
<
γ 2
x2γ+2
+ 1 − γ
2
4x2
, for all x ∈ Iγ . (15)
Because of ak ↘ 0 and xk,γ ↘ 0, it implies the existence of k0 ∈ N such that
ak ∈ Iγ and xk,γ ∈ Iγ , for each k ∈ N, k  k0.
With the help of (15) and the Sturm’s comparison principle I applied to Eqs. (1) and (14) for
such γ , we obtain that between two consecutive zero points ak0+1 and ak0 of y there is at least
one xk,γ , denoting by xi0,γ , i0 ∈ N, such that ak0+1 < xi0,γ < ak0 . Repeating this procedure to all
pairs of consecutive zero points ak0+j and ak0+j−1, we get ak0+j < xi0+j−1,γ , for each j  1.
Setting that k = k0 + j , we derive
ak < xk−k0+i0−1,γ  xk−k0,γ =
(
1
(k − k0)π
)1/γ
, for each k > k0.
It proves the inequality (12).
Next, let us remark that because of α > 2, we have 0 < (α−2)/2 and so it is possible to choose
a real number β such that 0 < β < (α − 2)/2. Also, it is clear that there is an interval Iβ ⊆ I ,
0 ∈ Iβ such that
β2
x2β+2
+ 1 − β
2
4x2
<
λ
xα
, for all x ∈ Iβ. (16)
Since ak ↘ 0 and xk,β ↘ 0, it yields the existence of k0 ∈ N such that
ak ∈ Iβ and xk,β ∈ Iβ, for each k ∈ N, k  k0.
According to (16) and the Sturm’s comparison principle I applied to Eqs. (1) and (14) for γ = β ,
we obtain that between two consecutive members xk0+1,β and xk0,β of the sequence xk,β there is
at least one zero point of y, denoting by ai0 , i0 ∈ N, such that xk0+1,β < ai0 < xk0,β . Repeating
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jk  k, such that xk0+k,β < ai0+jk−1, for each k  1. That is,(
1
(k + k0)π
)1/β
= xk0+k,β < ai0+jk−1  ak, for all k ∈ N.
It proves the desired inequality (13).
Next if α > 4, then we have that α/4 < (α − 2)/2 and so, it is possible to choose such β
satisfying α4  β <
α−2
2 . Let β = 1, when α = 4. According to (13), it implies that(
1
(k + k0)π
)α/4β
 aα/4k and
α
4β
 1.
Hence,
∑
a
α/4
k is a divergent series of real numbers. It completes the proof of this lemma. 
Now, the ratio ak/ak+1 as well as the distance between any two consecutive zero points of
any solution of Eq. (1) will be estimated from above. Also, we give a relation between the values
of y′ and y taken at the zero and stationary points. These results will play an important role to
prove the rectifiable oscillations of solutions of (1) when α ∈ [2,4).
Lemma 2.4. Let λ > 0 when α  2 and λ > 1/4 when α = 2. Let y = y(x) be a solution of
Eq. (1), and let ak be a decreasing sequence of consecutive zero points of y such that ak ↘ 0.
Let sk ∈ (ak+1, ak) be the sequence of stationary points of y.
(i) There holds true
|ak − ak+1| π√
λ
a
α/2
k , for each k ∈ N. (17)
(ii) There are c0 > 0 and k0 ∈ N such that
1 ak
ak+1
 c0, for each k ∈ N, k  k0. (18)
(iii) There are c1 > 0 and k0 ∈ N such that∣∣y′(ak+1)∣∣aα/2k  c1∣∣y(sk)∣∣, for each k ∈ N, k  k0. (19)
Proof. Let y = y(x) be a solution of Eq. (1), and let ak be a decreasing sequence of consecutive
zero points of y such that ak ↘ 0.
Let us suppose that k ∈ N be any fixed number, and let u = u(x) be a real function defined by
u(x) = sin(√m(x − ak+1)), where m = min[ak+1,ak]
λ
xα
= λ
aαk
.
It is clear that we can write:{
u′′ + mu = 0 on I,
ak+1 and ak+1 + π√m are two consecutive zero points of u;
(20)
{
y′′ + λ
xα
y = 0 on I, (21)ak+1 and ak are two consecutive zero points of y.
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ak+1 + π√
m
< ak. (22)
From the definition of the number m, we know that m < λ/xα in Jk . Since (ak+1, ak+1 +
π/
√
m) ⊆ Jk , by means of the Sturm’s comparison principle I, applied to Eqs. (20) and (21),
we have that between two consecutive zero points x0 = ak+1 and x1 = ak+1 + π/√m of the
solution u of (20), there is at least one zero point x2 ∈ I of the solution y of (21) such that
ak+1 < x2 < ak+1 + π/√m. It yields together with (22) that x2 < ak . On the other hand, since
ak+1 and ak are two consecutive zero points of y, it implies that the zero point x2 of y must sat-
isfy ak  x2, which contradicts the previous inequality. Therefore, we have ak  ak+1 + π/√m,
and
ak − ak+1  π√
m
= π√
λ
a
α/2
k .
It proves the inequality (17).
In the sequel, let α = 2 and let xk = e−kT , where T = π/ρ and ρ = √λ − 1/4. It is clear
that xk = e−kT is the sequence of consecutive zero points of the function z(x) = √x sin(ρ lnx),
which is a solution of Eq. (1) when α = 2, see (7). Applying the Sturm’s comparison principle II
to Eq. (1) and to its solutions y and z, we derive that between consecutive zero points ak+j and
ak+j−1 of y, where j = 0,1,2, there is exactly one xk′+j−1, k′ ∈ N, such that ak+j < xk′+j−1 <
ak+j−1, for j = 0,1,2. It implies
ak
ak+1
 xk
′−1
xk′+1
= e
−(k′−1)T
e−(k′+1)T
= e2T = c0, for each k  1,
which proves (18), in this particular case of α. Next, let α > 2. Since ak > 0, by multiplying the
inequality (17) by 1/ak , we obtain∣∣∣∣1 − ak+1ak
∣∣∣∣ π√
λ
a
α/2−1
k , for each k ∈ N.
Since α > 2 and ak ↘ 0, we have that aα/2−1k → 0 when k → ∞. It implies∣∣∣∣1 − ak+1ak
∣∣∣∣→ 0, that is, ak+1ak → 1 as k → ∞.
Hence, there are k0 ∈ N and c1 > 0 such that (ak+1/ak) c1 > 0 for each k ∈ N, k > k0, which
implies that (ak+1/ak) 1/c1 = c0 for each k ∈ N, k > k0. It proves (18) when α > 2.
Next, by multiplying Eq. (1) by y′ and integrating such obtained equality over the inter-
val [x, sk], where x ∈ [ak+1, sk] and y′(sk) = 0, we obtain
−
sk∫
x
y′′y′ dt = λ
sk∫
x
yy′
tα
dt, that is, −
sk∫
x
(
(y′)2
)′
dt = λ
sk∫
x
(y2)′
tα
dt,
which yields
(y′)2(x) = λ
sk∫
(y2)′
tα
dt  λ
aαk+1
sk∫ (
y2
)′
dt = λ
aαk+1
(
y2(sk) − y2(x)
)
.x x
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(y′)2(ak+1)
λ
aαk+1
y2(sk), that is,
∣∣y′(ak+1)∣∣aα/2k+1 √λ∣∣y(sk)∣∣.
Combining this inequality with the conclusion (ii) of Lemma 2.4, we obtain the desired inequal-
ity (19). 
3. Rectifiable oscillations of solutions of the main equation when α ∈ [2,4)
In this section, we give the proofs for the conclusion (i) of Theorem 1.4 and Theorem 1.5 both
dealing with the rectifiable oscillations of the solutions of Eq. (1). It is based on an elementary
result about the rectifiable oscillations for smooth convex-concave real functions, as follows.
Lemma 3.1. Let y = y(x) be a real function defined on the interval I , y ∈ C2(I ) ∩ C(I) and let
ak ∈ I be a decreasing sequence of consecutive zero points of y such that ak ↘ 0. Let y be either
convex or concave on (ak+1, ak) for each k ∈ N. Then y is rectifiable oscillatory on I provided
the following series of real numbers is convergent,∑
k
(∣∣y′(ak+1)∣∣+ ∣∣y′(ak)∣∣)(ak − ak+1). (23)
Proof. Let y|J denote the function restriction of y on any interval J ⊆ I . Obviously, we have
that
G(y) = G(y|[0,b]) =
∞⋃
k=1
G(y|[ak+1,ak]) ∪ G(y|[a1,b]).
By means of the conclusion (ii) of Corollary 2.2, we have that the graph G(y|[a1,b]) is a rectifiable
curve in R2. Therefore, in order to prove the rectifiability of the graph G(y), it is enough to show
that the sequence length(G(y|[ak+1,ak])) is bounded from above by any sequence of real numbers
whose corresponding series is convergent. It will gives us the following series of real numbers is
convergent too,∑
k
length
(
G(y|[ak+1,ak])
)
. (24)
Indeed, by supposing that y is concave and positive on (ak+1, ak), we have that
y′(x) < y′(ak+1), x ∈ (ak+1, sk) and
∣∣y′(x)∣∣< ∣∣y′(ak)∣∣, x ∈ (sk, ak),
where sk ∈ (ak+1, ak) denotes the sequence of stationary points of y given in the conclusion (iii)
of Lemma 2.1. Therefore, we have:
length
(
G(y|[ak+1,ak])
)=
sk∫
ak+1
√
1 + (y′(x))2 dx +
ak∫
sk
√
1 + (y′(x))2 dx

sk∫
ak+1
√
1 + (y′(ak+1))2 dx +
ak∫
sk
√
1 + (y′(ak))2 dx
 (ak − ak+1) +
(∣∣y′(ak+1)∣∣+ ∣∣y′(ak)∣∣)(ak − ak+1).
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length
(
G(y|[ak+1,ak])
)
 (ak − ak+1) +
(∣∣y′(ak+1)∣∣+ ∣∣y′(ak)∣∣)(ak − ak+1).
The series
∑
k(ak − ak+1) is convergent since ak − ak+1 is positive and its sequence of partially
sums sn =∑nk=1(ak −ak+1) is equal to a1 −an+1 which is bounded from above by a1. It implies
together with the preceding inequality and with the main assumptions of this lemma that the
series of real numbers given in (24) is convergent. 
Now, we are able to give the proof for the rectifiable oscillations of all solutions of the linear
problem (1) and (2) as well as of (1) and (3).
Proof of the conclusion (i) of Theorem 1.4. Let us suppose that λ > 0 when α  2 and λ > 1/4
when α = 2. Let y = y(x) be a solution of (1) satisfying the boundary-layer condition (2), and
let ak ∈ I be the sequence of consecutive zero points of y such that ak ↘ 0. By means of the
conclusion (i) of Corollary 2.2, we have that Eq. (1) is oscillatory on the interval I for this choice
of α.
In order to prove that the linear problem (1) and (2) is rectifiable oscillatory on I , it is enough,
by regarding to Lemma 3.1, to show that the series of real numbers given in (23) is convergent. In
this direction, let γ be a real number such that (α − 2)/2 < γ < α/4. Since α < 4, we have that
(α−2)/2 < α/4, and thus, it is possible to choose such a number γ . The inequality (α−2)/2 < γ
allows us to use the inequality (12). According to (1), (2), (12), (17), and (18), we can made the
following calculation:
(∣∣y′(ak+1)∣∣+ ∣∣y′(ak)∣∣)(ak − ak+1) π√
λ
(∣∣y′(ak+1)∣∣+ ∣∣y′(ak)∣∣)aα/2k
 π√
λ
(
c
a
α/4
k+1
a
α/2
k +
c
a
α/4
k
a
α/2
k
)
 c1
[
1
(k − k0)π
]α/(4γ )
, k > k0.
Here the constant c1 is independent of k. The inequality γ < α/4 implies α/(4γ ) > 1, which
yields that the series of real numbers given in (23) is convergent. Thus, by means of Lemma 3.1
we derive that y is rectifiable oscillatory on I . 
Proof of the conclusion (i) of Theorem 1.5. Let y = y(x) be a solution of Eq. (1) satisfying the
boundary-layer condition (3). Let ak be a decreasing sequence of consecutive zero points of y
such that ak ↘ 0, and let sk ∈ (ak+1, ak) be the sequence of stationary point of y given in the
conclusion (iii) of Lemma 2.1. Let the constants c and d be the same as in (3), and let k1 be such
a natural number that ak ∈ (0, d), for each k > k1. Let k0 be determined in (19).
Combining the boundary-layer condition (3) with the inequality (19), we obtain:∣∣y′(ak+1)∣∣aα/2k  c0∣∣y(sk)∣∣ c0csα/4k  c1aα/4k ,
for each k ∈ N such that k  k2 = max{k0, k1}. Here c1 and k2 only depend on y. Because of (18),
it implies that∣∣y′(ak+1)∣∣aα/2  c1aα/4 and ∣∣y′(ak)∣∣aα/2  c2aα/4, for each k  k2. (25)k k k k
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to repeat the same line of argumentations as in the proof of the conclusion (i) of Theorem 1.4
above. 
4. Unrectifiable oscillations of solutions of the main equation when α 4
In this section, we give the proof for unrectifiable oscillations of solutions of Eq. (1) as α ∈
[4,+∞). It will complete the proofs of Theorems 1.4 and 1.5. In this sense, we present an
elementary method to verify the unrectifiability of the graph of any solution of Eq. (1). It is the
subject of the following lemma.
Lemma 4.1. Let α  2 and let us suppose that the linear problem (1) and (2) as well as the linear
problem (1) and (3) admits the existence of two linearly independent solutions. Let y = y(x) be
a solution of Eq. (1) and let ak be a decreasing sequence of consecutive zero points of y such
that ak ↘ 0. If the series ∑aα/4k is divergent, then y is unrectifiable oscillatory on I .
The proof of this lemma is based on some technical propositions, as follows. The first one is
very clear from the geometrical point of view.
Proposition 4.2. Let y = y(x) be a real function, y ∈ C(I), and let ak ∈ I be a decreasing
sequence of consecutive zero points of y such that ak ↘ 0. If y is rectifiable oscillatory on I ,
then for any sequence bk ∈ (ak+1, ak), k ∈ N,
n∑
k=1
∣∣y(bk)∣∣ length(G(y)), for each n ∈ N. (26)
Proof. See in Appendix A of the paper. 
Proposition 4.3. Let α  2, and let us suppose that the linear problem (1) and (2) as well as
the linear problem (1) and (3) admits the existence of two linearly independent solutions. Let
y = y(x) be a solution of Eq. (1), and let ak ∈ I be a decreasing sequence of consecutive zero
points of y such that ak ↘ 0. Then there are a real constant c0 > 0 and a sequence of real
numbers bk ∈ (ak+1, ak) such that∣∣y(bk)∣∣ c0bα/4k , for each k ∈ N. (27)
Proof. Let y be a solution of Eq. (1) and let ak ∈ I be a decreasing sequence of consecutive zero
points of y such that ak ↘ 0. It is supposed that there are two linearly independent solutions y1
and y2 of Eq. (1). It is clear that at least one of the sets {y, y1} and {y, y2} contains linearly inde-
pendent solutions of (1). In this direction, let for instance y and y1 be two linearly independent
solutions of (1).
At the first, according to the Sturm’s comparison principle II, there is a sequence bk ∈ I of
consecutive zero points of the solution y1 such that
ak+1 < bk < ak, for each k ∈ N.
Next, the Wronskian W(y,y1) of two linearly independent solutions y and y1 satisfies:
W(y,y1)(x) = y′(x)y1(x) − y(x)y′1(x) = c 	= 0, for all x ∈ I ,
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equality, especially for x = bk , we obtain that |y′1(bk)||y(bk)| = |c|, for each k ∈ N. By means
of the boundary-layer condition (2) applied to the solution y1 and its sequence bk , we have the
following inequality (let us remark that in the case of the boundary-layer condition (3) and by
regarding to the proof of the conclusion (i) of Theorem 1.5 above, the inequality (25) can be also
used for the solution y1 and for its zero points bk),∣∣y′1(bk)∣∣ c1
b
α/4
k
, for all k ∈ N.
It implies
|c| = ∣∣y′1(bk)∣∣∣∣y(bk)∣∣ c1
b
α/4
k
∣∣y(bk)∣∣,
that is,∣∣y(bk)∣∣ |c|
c1
b
α/4
k , for each k ∈ N.
It proves this proposition. 
Proof of Lemma 4.1. Let us suppose the contrary claim of this lemma, that is, let y be a solution
of (1) which is rectifiable oscillatory on I . Let ak ∈ I be a decreasing sequence of consecutive
zero points of y such that ak ↘ 0 and let bk ∈ (ak+1, ak) be a sequence obtained in Proposi-
tion 4.3 above. Combining Proposition 4.2 with Proposition 4.3, for each n ∈ N, we immediately
obtain that
c0
n∑
k=1
a
α/4
k+1  c0
n∑
k=1
b
α/4
k 
n∑
k=1
∣∣y(bk)∣∣ length(G(y)).
Since aα/4k > 0, it implies that the series
∑
a
α/4
k+1 is convergent. It contradicts the main assumption
of this lemma. Thus, by supposing that y is rectifiable oscillatory on I , we derive a contradiction.
Therefore, y is unrectifiable oscillatory on I which proves this lemma. 
Now, we are able to complete the proofs of all statements of Theorems 1.4 and 1.5.
Proof of the conclusions (ii) and (iii) of Theorem 1.4 and Theorem 1.5. Let α  4. Let
y = y(x) be a solution of (1), where y satisfies either (2) or (3). By means of Lemma 2.1 there
is a sequence ak ∈ I of consecutive zero points of y, and thus, Eq. (1) is oscillatory on the inter-
val I for this choice of α. Next, by means of the conclusion (iii) of Lemma 2.3 we have that the
series
∑
a
α/4
k is divergent. Now, from Lemma 4.1, it immediately follows that y is unrectifiable
oscillatory on I . 
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Appendix A
At the end of this paper, we give the proofs of some elementary and technical results which
have been omitted in the preceding sections.
736 M. Pašic´ / J. Math. Anal. Appl. 335 (2007) 724–738Proof of Lemma 2.1. We divide the proof of this lemma in two parts, depending on the values
of the parameter α. It is supposed that λ > 0 when α  2 and λ > 1/4 when α = 2.
Proof of (i) and (ii) of Lemma 2.1 when α = 2. For this choice of α and λ, Eq. (1) is so-called
linear Euler differential equation which admits explicit form of solutions given in (7). We can
take one of them, for instance let z(x) = √x sin(ρ lnx), where ρ = √λ − 1/4. Such solution z
has the zero points given by
ak = e−kT , where T = π/ρ.
It is elementary to check that this sequence ak satisfies the conclusions (i) and (ii) of this lemma. It
implies together with the Sturm’s comparison principle II, that the zero points of any solutions y
of Eq. (1) also satisfy the conclusions (i) and (ii) of this lemma, when α = 2. 
Proof of (i) of Lemma 2.1 when α > 2. Let J be an open interval, J ⊆ I and 0 /∈ J . Let z = z(x)
be a real function defined by z(x) = sin√Mx, where M is a real positive number determined by
λ
xα
< max
J
λ
xα
= M, for all x ∈ J. (A.1)
The function z clearly satisfies the equation
z′′ + Mz = 0. (A.2)
Next, the sequence xk,M of the consecutive zero points of z is given by xk,M = kπ/
√
M , k ∈ N.
Therefore, it is easy to check that the function z satisfies the conclusion (i) of this lemma. Now,
according to (A.1) and the Sturm’s comparison principle I applied to Eqs. (1) and (A.2), it implies
that the zero points of any solutions for Eq. (1) also satisfy the conclusion (i) of this lemma. 
Proof of (ii) of Lemma 2.1 when α > 2. Let z = z(x) be a real function defined by z(x) =√
x sin( 12 lnx). This function satisfies the equation
z′′ + 1
2x2
z = 0. (A.3)
Let xk be a decreasing sequence of consecutive zero points of the function z given by
xk = e−2kπ , k ∈ N. (A.4)
It is clear that there is an interval J0 ⊆ I , 0 ∈ J 0 such that
1
2x2
<
λ
xα
, for all x ∈ J0.
According to this inequality and the Sturm’s comparison principle I applied to Eqs. (1) and (A.3),
we obtain that between two consecutive zero points xk+1 and xk of the function z there is at least
one zero point of y, denoting by ak ∈ J0. Since xk is a decreasing sequence such that xk ↘ 0, and
because of the conclusion (i) of this lemma, it is possible to order ak as a decreasing sequence of
consecutive zero points of y such that ak ↘ 0. It proves the conclusion (ii) of this lemma, when
α > 2. Thus, the conclusions (i) and (ii) of this lemma are proved. 
Finally, we will show the conclusion (iii) of this lemma. It is easy to see that −y′′ = (λ/xα)y
and so, the solution y is concave (respectively convex) on (ak+1, ak) provided y is positive (re-
spectively negative) on (ak+1, ak). It implies the existence and uniqueness of sk ∈ (ak+1, ak) such
M. Pašic´ / J. Math. Anal. Appl. 335 (2007) 724–738 737that y′(sk) = 0, where y(x) and y′(x) have the same (respectively different) sign on (ak+1, sk)
(respectively on (sk, ak)), which completes the proof of Lemma 2.1. 
Proof of Proposition 4.2. For arbitrarily given n ∈ N, we can take the following partition of
the interval I = [0, b]: 0 < an < bn < an−1 < bn−1 < · · · < b. Let us remark that from y(ak) =
0 for each k ∈ N, y ∈ C(I) and ak ↘ 0, it immediately follows y(0) = 0. Now, according to
Definition 1.2, we have that
n∑
k=1
∣∣y(bk)∣∣= n∑
k=1
√(
y(bk) − y(ak)
)2  ∥∥(0, y(0))− (an, y(an))∥∥2
+
n∑
k=1
∥∥(ak, y(ak))− (bk, y(bk))∥∥2
 sup
m∑
i=1
∥∥(ti , y(ti))− (ti−1, y(ti−1))∥∥2 = length(G(y)),
where the supremum is taken over all partitions 0 = t0 < t1 < · · · < tm = b of the interval I .
Thus, this proposition is proved. 
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