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ABSTRACT 
Steed's method for the calculation o f  both the regular and irregular Coulomb functions for positive 
energy, FX(~,x),Gx(~,x), and their derivatives, is extended into the region of very high precision 
C~ 30S). Other methods in general use result in less than one half of  this precision. The test-case 
results of  Strecok and Gregory for G0(~,x ) and G~(~,x) to 22S over a restricted range of  parameter 
values close to the transition line are almost completely verified. Limiting forms of  the functions 
are given for x < XTp (the turning point) and an heuristic estimate of  the errors in the functions is 
obtained. The method is valid for real ~, including ~ = 0 (i.e. the spherical Bessel functions), and 
for real X > -1; thus cylindrical Bessel functions, Airy functions, and even the real Gamma function 
can also be obtained to high accuracy. For each of  these, in the oscillating region (where approp- 
riate) results are available to within about 2S of  the machine accuracy; in the monotonic region the 
loss of  accuracy is quantitatively predictable. 
1. INTRODUCTION 
High-accuracy alculations of the Coulomb wavefunc- 
tions FX(~,x) and C,X(~,x), and their x-derivatives F~(~,x) 
and G~(~,x), have proved a most difficult challenge in 
the past. The work of Strecok and Gregory [1] discusses 
the problems and demonstrates how to obtain "master 
values" of G0(~,x ),G~(~,x) over a limited range of (~.x) 
space (with ~ ~ 0) to an accuracy of 22S. The solution 
of positive-energy scattering problems in nuclear and 
atomic physics usually requires olutions for real 77, real 
x > 0 and integer X = L, and standard methods, uch as 
those in the program of Bardin et al. [2], and those 
described by KiSlbig [3], provide these to accuracies be- 
tween 6S and 15S. The new approach of Steed's method 
[4] was shown to be at least of similar accuracy when it 
was published in i974. Since that time the method has 
been extended to real X, and the question of potential 
accuracy has been examined; it is the purpose of this 
paper to outline the basis of the method, to contrast this 
solution with the traditional pproach, to investigate its 
accuracy both by direct calculation and from the struc- 
ture of the method, and to outline related work on the 
high-precision calculation of certain Bessel and Airy 
functions and the Gamma function [5]. 
2. STEED'S METHOD FOR COULOMB FUNCTIONS 
The basis of the method is almost disarmingly straight- 
forward and yet the resulting algorithms prove to be 
most effective in practice. In order to evaluate the four 
functions FX, GX, F~, G~ for the arguments W, x at a 
specific value of X, two continued fractions are com- 
puted, namely f = CF1 and p+iq = CF2. 
The logarithmic derivative of the regular (minimal) 
solution 
f = F~/F X (1) 
is CF1 : 
F~ _ R~+ 1 R~+ 2 R~+ 3
- -  -- , (2) 
FX SX+I TX+I_ TX+2_ TX+3_.." 
where 
g~ = 1 +w2/k2, 
S k = k/x +~/k, and (3) 
T k = S k +Sk+ 1= (2k+1) [x-l+'~/(k2+k)] 
The outgoing partial wave of (real) angular momentum 
X has the form 
Hx(n,x ) = Gx(n,x ) + iFx(n,x )
and its logarithmic derivative 
p +iq = (G~+iF~)/(Gx+Fx) (4) 
is the complex continued fraction CF2 : 
~+iF;, _ b0 +iab/x (a+1) (b+1) 
Gx-HF X 2 (x-~Li) + 2(x-r/+2i) +... (5) 
In (5) the quantities are a = i~-X, b = ir/+X+l, 
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and b 0 = i(1-¢//x). 
Steed devised an efficient way of calculating CF1 and 
CF2 and his algorithm is derived in [4]. Both continued 
fractions are evaluated in the forward direction to the 
required relative accuracy (set by a parameter ACCUR 
in the code). From (1), (4) and the Wronskian relation, 
F~G. h - FxG ~ = 1, (6) 
the following solutions for the Coulomb functions are 
obtained, 
Fx(n,x ) = _+ [(f_p)2/q + q]-1/2, (7) 
r~ = IF x, O x = ~F x, ~ = (r~-q)r x, (8) 
with the quantity 
~/= (f-p)/q (9) 
In (7) the sign is determined during the calculation of f 
([4] section 3.2), for it is the sign of the partial denomin- 
ator (Bn) when the continued fraction has converged. 
More details, and derivations of the equations, will be 
found in [4] and in two recent related papers [5,6]. From 
the relations above it is evident hat q-1/2 is the modulus 
of the outgoing wave; 
-1 q = G~(r/,x) +F~(c/,x) (10) 
and that the phase of the outgoing wave Gx+iF~, is 
tan-1 ~-1. In the limit of large x with x ~ ~/then 
p-~ -~/x 2, q -~ 1 - ~/x + [~,(~,+1)-~2]/x  and f-~ cot 0~, 
where the asymptotic phase 
0~,(~,x) = x - ~£n2x - ~,1r/2 +arg P(~+l+icl), (11) 
so that, in the usual way, G X -* cos 0 X and FX -~ sin 0 X 
as x --~ oo. In the opposite limit, attained when 
x<~ xTp = 77 + (~2+X2+k)1/2 i.e. xTp> x-~ 0, then 
C, X _~ q-1/2, G~ -~ pq-1/2 (12) 
FX _~ ql/2/(f_p), F~ -~ ql/2 f/(f_p) (13) 
The method outlined above has been converted into an 
algorithm COULFG [5] in which X takes on a range of 
integer-spaced values, X = £, ~-1 .... m(£, m real), and 
which is an improved version of the original subroutine 
RCWFN [4]. In these programs downward recurrence 
is used for the unnormalised F x and F~ (whose ratio at 
~, = 12 was obtained by CF1) and the full solution is ob- 
tained at ~, - m. The normalisation f F~, F~ follows as 
does the upward recurrence of G X, G~ from ~, = m to 
= £. Furthermore, the modifications tocompute real 
Bessel functions J/j, Y# and their derivatives are also in- 
corporated in COULFG; they involve setting ~ = 0 and 
X =/~ - 1/2, changing the Wronskian value (6) to 2/~rx, 
and correcting the derivatives. 
3. WHITTAKER FUNCTIONS AND POWER SERIES 
SOLUTIONS 
The Coulomb functions F~,, G~ can be expressed as 
normalised Whittaker functions W+g ~u(+z) and Mg,/j(z), 
and these can be expanded as power series. With "a" 
and "b" defined above, and thus 1-a = X+l-i~?, Hull 
and Breit [7] define (in their case for X = L) 
H~.(~,x) = il-b[l~(b)/I~(1-a)]!/2W icl,X+l/2(-2ix), (14) 
and 
H~(~,x) = i 2-a [l"(1-a)/P(b)]l/2wi~,X+l/2 (2ix), (15) 
and then it follows that 
FX(~,x ) = -1/2i[Hx-H~] , GX(7/,x) = 1/2[Hx+H~].(16 ) 
Thus, as above, HX = GX + iFx, and the incoming wave 
is 
H~, = G. A - iF~, (17) 
An equivalent form for the regular solution is 
Fx(n,x ) ---- 1/2 Cx(c/)i-k-1 Min ' k+1/2 (2ix), (18) 
in which the coefficient can be written 
CX(n) = [P(X+l-i~)/F(2k+2)[ 2ke -~r~/2 (19) 
and both functions, F and G, can be expressed in
terms of the independent confluent hypergeometric 
functions M(1-a, b-a; z) and U(1-a, b-a; z) as 
FX(~,x) = CX(~ ) x ~'+le-ixM(X+l-i~, 2X+2; 2ix), (20) 
c~(n,x) 
= (-2x) X+I e ¢r~/2 Im {e-i°ke-iXu(~,+l-i~,2X+2; 2ix)~ 
(21) 
with o~, being the Coulomb phase, arg F(X+I+i¢/). Both 
the Coulomb functions are, of course, real. 
The equations (14)-(21) hold for real ~,; for the special 
case of integer X = L ~ 0 and ~:/= 0, which is the one 
almost invariably treated in the literature, the analytic 
development of a series for the irregular solution results 
in a logarithmic singularity at the origin; 
Gt(~,x)=[(2L+l)Ct(~)]-lx -L{ : b x n 
~" " n--O "" 
+x 2L+l[pt(n)£n2x+q2(n)] : anxn ) (22) 
a., n..~_0 
in which b 0 = 1, b2L+l = 0, a 0 = 1, 
pr(n ) ----- 2n(2L+l) C2(n)/C2(n) and qL(rl)/pL(n) is yet 
another sum. Full details are given in the original paper 
[8] and in more recent summaries [7], [9]; the point 
here being that the series (22) must be differentiated 
term by term in order to obtain G~(~,x) and similarly 
for the series representation f (20) to f'md F~(~,x). In 
fact, when ~ > 0, F 0 and F 6 can be obtained m this 
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way for 0 < x < 27, but the variation of G O and G(~ is 
too great in this range for high accuracy [9]. When ~/< 0 
the series alternate and convergence is very slow. Indeed, 
in the comprehensive work of Bardin et al. [9,2] ten 
different approaches are required to achieve ven eight- 
figure accuracy in the range of their program 0 ~ L~100, 
x/> 0 and ]7l < 500. 
When 77 = 0 the Coulomb functions collapse into Bessel 
functions 
JL+v(X) = (2/Irx) 1/2 FL+v_I/2 (7 = 0,x), 
(23) 
YL+v(x) ~-(2/Trx) 1/2 GL+v_I/2 (~? = 0,x), 
for whichthe appropriate series and integral representa- 
tions have been exhaustively studied. 
A number of integral forms of the Coulomb wavefunc- 
tions exist and have been used to evaluate them. 
Strecok and Gregory, for example, choose 
e-lr7 xL+l fo  FL+iG L -  {S L~lexP [-ix tanh t-27t] 
(2L+I)!CL(7) ' . . 
(24) 
+i( l+t2)L exp [-xt+2Wtan-lt] } dt 
where S 2 = 1 - tanh2t and use it for small positive 7- 
values and for small x when L = 0, 1. They note that it is 
not an efficient method but with careful evaluation [1] 
it does yield 22S accuracy. 
It is remarkable that resuks of equal and greater accuracy 
for all four Coulomb functions U - (F, F',  G, G')  can 
be readily obtained by Steed's method, equations (1)-(9). 
The explicit forms and infinite series of equations (-14)- 
(23) are not required, and moreover the method is valid 
for real ), > -1, for real 7? (including the important 
special case 7 = 0) and for x > 0. For x < 0, one uses 
the result that 
ux(-x,7 ) = + Ux(x,-7 ) 
and when X ~ -1, one uses 
Ux(x,7) = U_k_l(X,7 ). 
4. RESULTS OF THE HIGH-PRECISION CALCULA- 
TIONS 
Calculations were made for the set of 50 master values 
given by Strecok and Gregory [1] for G0(7,x ) and 
G~(7,x). The approach to the question of accuracy was 
a purely heuristic one using a readily available facility, 
the extended-precision H-compiler on an IBM 370/165 
machine (REAL*16 variables about 33S) and with the 
ACCUR parameter set to 10 -33. The direct approach of 
equations (1)-(9) was adopted, and e~act agreement with 
all the digits quoted in [1] was obtained in all but 4 cases. 
For these cases, listed~in table i with some of the other 
results, the pattern is clear. It is evident hat COULFG is 
in error, and approximately b  how much,flora the cal- 
culation itself; the accuracies achieved can be readily un- 
derstood from the following considerations. 
The turning point, xTp , defined after (11), separates the 
oscillating solutions from those which are monotonic, 
and for values of x < xTp the values of G k and G~ tend 
very rapidly to their limiting forms, given in (12). The 
errors on p and q, 5p and 8q, will be determined by two 
factors : the method of terminating the continued frac- 
tion and also by any inherent propagated error induced 
by the method of evaluation (presumably dependent on 
the number of iterations). The first factor elates rather 
directly to the ACCUR parameter and 5p"~q "~ ACCUR. 
[p[ +lq[) ~ACCUR. Ip[, since Iq/p[-> 0 in this region. 
Thus the relative rror on G is at least 
ISG/GI ~ I~q/2q[ ~ 1/2 ACCUR I(p/q)[, 
and that of G" is the same since [Sq/qi ~" iSp/p]. Indeed, 
from the limiting forms in (13) and because [~q/q[ also 
dominates ISf/f], the relative rror on all the Coulomb 
functions is given by (25). This quantity is listed in table 
1 and is seen to provide indeed a reasonable guide to 
the final accuracy, to within 2S. More details are provided 
in [6]. The second factor is also important but is not 
known theoretically, for while many discussions of the 
evaluation of continued fractions are available, e.g. 
Field [10], Tait [111, Blanch [12], Gantschi [13], and 
the references in the general survey by Gautschi [14], 
the forward evaluation algorithm of Steed for the 
Coulomb recurrences, (2) and (5), does not appear to 
have been considered. Essentially the same algorithm is 
used by Gantschi and Slavik [15] for the modified 
(monotonic) Bessel function ratios, which are analogous 
to (2) for 7 = 0 and X = L - 1/2. 
It is worth noting that, while the use of recurrence r la- 
tions is the most efficient way of computing integer- 
spaced X-values, separate results, say for X = 0, 1, can 
be obtained independently with COULFG and hence 
the Wronskian W 1 = FoG1-FIG 0 obtained and com- 
pared with the exact value (1-~2i -1/2. This method of 
assessing the likely error in essence combines three 
estimates of the type (25), and results for W1-(1+~2)-1/2 
are also given in table 1 as the quantity TEST. 
In the original paper describing Steed's method [4] an in- 
tegration was used to carry G)~(7,x) and G~(7 ~) from 
x= xTp inwards to the desired values X<XTp. For high- 
precision work an improved technique such as that of[ l] ,  
is necessary if even further precision isdesired in the sin- 
gular region near the origin. Alternatively the specific 
methods of [2,9] could be improved. Although speed of 
calculation is not the main concern of this paper it can 
be noted that the time needed for all the 50 check 
examples on the 4 functions was less than 5 seconds. 
A brief table of X = 0 Coulomb functions, a subset of 
the Strecok-Gregory table 9, to 30S is given in table 2. 
Internal checks, as described above, suggest they are 
accurate as quoted. 
5. EXTENSIONS TO HIGH-PRECISION BESSEL, 
AIRY AND GAMMA FUNCTIONS 
By means of the relations (23) it is evidently possible, 
in principle, to obtain regular and irregular cylindrical 
Bessel functions, and hence spherical Bessel functions, 
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Airy functions (Ai(-x) and Bi(-x) for which L = 0, 
v = 1/3) and others. A related paper [5] describes in 
detail algorithms which successfully accomplish this in 
practice and it also contains ahigh-precision evaluation 
of the Gamma function obtained by means of a defining 
relation for Jr(x). 
F(1-~) = (1/2x) v ~ ( -1/4 x2)m (26) 
J~x)  m=0 ml(V)m 
where (V)m = F (v-h'n)lF(v). 
Note that in [5] a transformation to a continued fraction 
is made which is unnecessary, asit transpires; Steed's 
algorithm applied to the continued fraction CF3 is 
nothing more than the term-by-term summation of (26). 
A table of F(l+v) for -0.9 (0.1) 1.0 to 30S is given in 
[5] using this method, which can be compared with the 
80D values of Ffans~n and Wrigge [16]; exact agreement 
is found. Program KLEIN [17] has been devdoped to 
allow calculations era high accuracy for a specific real X. 
6. CONCLUSIONS 
There seems no obvious reason why the methods of 
COULFG described above cannot be extended to arbit- 
rary accuracy; the sole requirement is a multiple-precision 
package including the square-root function. The essential 
feature of Steed's method is the introduction of the 
second continued fraction to the solution, 
(G~+iF~,)/(Gx+iFx) and this has the effect of not only 
allowing the calculation of the irregular solution on an 
equal footing with the regular one, a unique feature apart 
from the integral representations, but also yielding both 
derivatives with no further effort. While his method of 
evaluating continued-fractions is a convenient one there 
is in fact no reason why the result could not be checked 
by a reverse ('tail-to-head') calcuhtion when extreme 
accuracy is at a premium or in regions where the method 
becomes ensitive to forward error propagation. The 
condusions on heuristic evidence are that the algorithm 
is stable for the Couloinb and Bessal functions; however, 
a detailed error analysis is much to be desired. Some 
general comments on the contrast between Steed's al- 
gorithm and (the improved) Miller's method e.g. [13] 
appear in [5]. 
For extreme values of x, very large x ~" X, or very small 
x ~ xTp, the number of iterations required for conver- 
gence of the continued fractions rises significantly, [6]. 
The methods of COULFG can still be used to provide 
test values of known accuracy for algorithms pecifically 
designed for these regions. For example, for 
x/(k+l) > 100, the value of p+iq could be combined 
with the direct evaluation of the asymptotic series and 
the Coulomb phase o k contained in 
G~+iFx= 2F0(iT/-X, i~/+k+l; (2ix) -1) e i0~ 
the product being C~+iF~. A more efficient program 
should result. 
Steed's method has proved extraordinarily successful for 
computing real Coulomb and Bessel functions to ex~ 
tremdy high accuracy; it seems quite possible that his 
general approach would also be valuable for imaginary, 
or complex arguments, or indeed for a considerable 
number of other special functions. 
TABLE 1 
Calcuhtions using extended precision on the IBM 
370/165 H-compiler and ACCUR = 10 -33. O~y 4 
values of the Strecok-Gregory table for 50 pairs 
G0(~/,x ), G~(r/,x) are not completely verified. CoL 3 is 
the fraction of the turning point, X/XTp for ~ = 0. The 
approximate estimates in eels. 5 and 6 are seen to give 
reasonable guides to the final accuracy (see text). Q-20 
signifies 10 -20 and derives from IBM "quadruple" pre- 
cision. 
7/ x x/2r/ -q/p -p.ACCUR TEST Accuracy 
2q G O G~ 
10 1 0.05 3Q-20 2Q-14 9Q-14 12S 13s 
20 10 0.25 5Q-22 1Q-12 5Q-12 11s lOS 
30 30 0.50 !Q-15 5Q-19 -4Q-20 19s 19s 
28 30 0.54 6Q-13 1Q-21 3Q-21 20S 20s 
26 30 0.56 2Q-10 3Q-24 7Q-24 ~22s  
25 30 0.60 3Q-9 2Q-25 4Q-25 " 
24 30 0.63 5Q-8 1Q-26 2Q-26 " 
22 30 0.68 8Q-6 5Q-29 -2Q-29 " 
20 30 0.75 7Q-4 5Q-31 -2Q-30 " 
18 30 0.83 3Q-2 2Q-32 4Q-33 " 
17 30 0.88 2Q-1 3Q-33 -1Q-31 " 
16 30 0.94 6Q-1 1Q-33 8Q-34 " 
15 30 1.00 2Q-O 3Q-34 -1Q-31 " 
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