In this paper we propose a dynamic DBSCAN-based method to cluster and visualize unclassified and potential dangerous obstacles in data sets recorded by a LiDAR sensor. The sensor delivers data sets in a short time interval, so a spatial superposition of multiple data sets is created. We use this superposition to create clusters incrementally. Knowledge about the position and size of each cluster is used to fuse clusters and the stabilization of clusters within multiple time frames. Cluster stability is a key feature to provide a smooth and un-distracting visualization for the pilot. Only a few lines are indicating the position of threatening unclassified points, where a hazardous situation for the helicopter could happen, if it comes too close. Clustering and visualization form a part of an entire synthetic vision processing chain, in which the LiDAR points support the generation of a real-time synthetic view of the environment.
INTRODUCTION
Helicopter pilots encounter numerous perceptional problems during a flight mission. Landings in environments such as desserts or snowfields are problematic due to dispersed dust or snow when the helicopter approaches the ground. Other hazardous situations are night flights, which allow only for degraded visibility. Not recognized obstacles such as wires could result in helicopter crashes especially while landing approaches. In this situations not classified and potential dangerous objects detected by sensor have to be analyzed and visualized. Modern sensor systems support navigation by providing additional visual cues in the cockpit or the pilot's head-up display. State of the art sensors for improving the situational awareness of the pilot are LiDAR (Light detection and ranging) systems that emit light pulses to measure the time of flight of reflected light [1] and result in a 3D point cloud in a global coordinate system. To generate cues for the pilot, classes like "noise", "cloud" and "drop-in" are removed from the data and the remaining data is classified into the object classes "ground", "tree", "pole" and "wire". In addition, navigational values such as flight altitude, speed, and direction are captured and can also be taken into account. A typical system delivers a point cloud with approximately 10-20.000 measured points every 300 milliseconds. An exemplary point cloud is shown in Figure 1 with its classification depicted as pixel color.
For visualizing such additional visual aids Advanced Synthetic Vision Systems are used for head-down and head-up displays [2] . The input data is classified, classes like "tree", "wire" or "pole" can be visualized as symbols, "ground" as a mesh and additional information can be calculated on sensor information such as landing zone symbols and terrain awareness information [3] .
In all these approaches there exists unclassified point data that also needs to be shown to the pilot in form of appropriate symbols or visual structures, since it represents potential dangerous obstacles. We divide such unclassified points into clusters, their visualization is based on convex hulls that are abstracted in order to achieve an appropriate visualization for the pilot. Since the number of such clusters should not exceed the pilot's attention capability, clusters have to be merged and split dynamically during flight. 
RELATED WORK
For clustering arbitrary data several methods exist. One of the most common methods is k-means [4] , a cluster algorithm with requiring a specified number of clusters. An extension to this algorithm is x-means [5] , which is able to determine the optimal number of clusters for the given data set. As we do not have a priori knowledge about the number of clusters in our data set from the LiDAR sensor, x-means would be a suitable option. Even more promising approaches are density based algorithms, which became very important in the recent years. The first density-based algorithm DBSCAN [6] is advantageous of being efficient with an average time complexity of O( log ) and being independent from pre-defined number of clusters. An extension of this algorithm called OPTICS yields the possibility to detect clusters in data of varying density [7] . Achtert et. al [8] provide an optimization of OPTICS based on single linkage clustering called DeliClu with the possibility to mark noise without using a density estimator. It outperforms OPTICS in terms of robustness, completeness, usability and efficiency.
Following the fact, that our data is not a single point cloud but the sensor delivers multiple point clouds consecutively, we analyzed possibilities for clustering streaming data. One of the first algorithms for stream data ever mentioned is the non-density based algorithm BIRCH (Balanced Iterative Reducing and Clustering using Hierarchies) [9] . This algorithm has the ability to cluster incrementally within constraints like worst case allocation of memory and maximal computation time. Another k-means based algorithm on data streams optimized for a fixed number of clusters is StreamLS [10] introduced by O'Callaghan et al. In comparison to BIRCH, it needs a lower number of parameters and performs faster. Additionally, an effictive k-means algorithm for streams was developed by Ackermann et al. called StreamKM++ that improves the clustering quality of BIRCH but is significantly slower [11] . In comparison to StreamLS the quality is similar but it scales better with respect to increasing number of cluster centers. Aggerwal et al. present a very effective framework for clustering evolving data streams called CluStream [12] by providing an online and offline part for data streams clusterings. The online part is for storing statistics about the clusters periodically while the offline component stores a summary about these statistics. With this method, spherical clusters are generated.
DenStream [13] is the first density based cluster algorithm for stream data developed by Cao et. al. It makes use of micro-clusters of different types within the data set. Core-micro-clusters summarize clusters, potential core-microclusters and outlier micro-clusters are proposed to adapt data to existing clusters or remove clusters. Another densitybased approach is D-Stream [14] that merges data to a grid. By taking advantage of the indexing of grid structure and avoiding neighborhood calculations like with DBSCAN, density based clusters are generated in linear time. Kranen et al. provide with ClusTree [15] a clustering algorithm for streams that delivers a clustering model at any time of the streaming. This model is improved whenever computation time allows so and if new data arrive the model is adapted. Like CluStream ClusTree is also divided into an offline and an online component.
Wang et al proposed OPCluStream [16] to discover overlapping clustering for arbitrary cluster shapes. Their density based algorithm uses a tree topology to index points that depicts the clustering structure. Another approach using tree structures is the Online Divisive-Agglosmerative Clustering (ODAC) [17] , which uses a correlation-based dissimilarity measure between already analyzed data and incoming data. In contrast to OPCluStream, ODAC is not density based.
To be able to cluster from different sources like sensor networks, Rodrigues et al. introduce DGClust [18] . Within this system, continuous cluster structures are adapted for data of an entire network.
In Table 1 an overview of the clustering algorithms of stream data with their underlying cluster method and resulting clustering shape is given. 
For our data from the LiDAR sensor it is very important to deal with varying densities in the data set: The density of data points decreases with the increasing distance to the helicopter. As OPTICS yields this possibility it is a part of our processing pipeline. The result of DenStream is the motivation for our approach.
CLUSTERING, CONVEX HULL AND CLUSTER FUSION
The data we used contain for each data point a classification tag. Tags like "tree", "wire" or "ground" can be visualized within the Advanced Synthetic Vision System with symbols for obstacles or, in case of ground, as a mesh. The unclassified data also needs to be shown to the pilot. For each of the following steps we use a 2D projection of the sensor data in order to increase the calculation speed. In order to generate a stable visualization of clusters by fusion of clusters, we avoid classical streaming approaches with micro-clustering
Clustering with OPTICS
Because unclassified points are scattered over the complete data range within a sensor frame, it has to be clustered. For clustering we use the algorithm OPTICS. As density of data decreases in LiDAR data according to the measured distance to the helicopter, OPTICS is an optimal choice for clustering because it is able to detect clusters of different density. To calculate clusters with OPTICS, for each data point the core distance is calculated. The core distance is that maximal distance value to the n neighbor points, where n is the minimal number of points a cluster needs to have. Based on the core distances, for each point the reachability distance to every other point is calculated. This calculation can be improved by binning the data points in a grid. This results in a constant complexity for searching the nearest neighbors. The reachability distance between two points and is the maximum between the actual distance and the core distance of and can be visualized in a 2D reachability plot with the ordered points on the x-axis and the reachability on the yaxis. Parts of that plot that only consist of low reachability values are called valleys. Since points of the same cluster have a low reachability distance to each other, the clusters appear as valleys in the reachability plot. The density of a cluster increases with the depth of the valley. A sample data set with its classification based on the reachability plot is given in Figure 3 . The synthetic data set in (3a) consists of two clusters denoted by ⊗ and ×. In (3b) the clusters are depicted in the reachability plot also by ⊗ and ×. 
Convex
As a preproc purposes. On hand an abst calculation of algorithm is t the angle the convex hull. T (a) Synthetic da s a reachability uster. Figure 6 . line is the
Hull calculat
cluster fr ter has to be a it is possible t its sign is det negative value function work For example, m an R-function n operators for alent to min
Visualiz
We introduce devices. Our
The decision altitudes -ha head-down an Our approach merging clus clustering me we are able depending on possibility to we apply diff distance to the y the Boolean e visualization een two sensor asing distance ys on the head of clusters can ed in our fligh thin the fligh r f h r e e n n r e -n ht ht Figure 9 . Screenshot from simulator environment. Cluster visualization from the head-mounted display is projected to the simulator environment.
CONCLUSION AND FUTURE WORK
An initial implementation of DBSCAN turned out to be too slow and instable through time. Therefore we increased the first solution by using OPTICS resulting in a faster solution but also with the lack of being instable for visualization. With our approach we generated a stable visualization for a data stream from a LiDAR sensor. Additionally, we demonstrated that our technique is real-time capable on mission computers within the time frame of 300ms. The proposed visualization is based on the outcome of recent workshops with focus on other symbols with helicopter pilots in a flight simulator environment. Our proposed cluster representations are a smoother approach than drawing every unclassified pixel in order to give a stable visualization of the environment to the pilot over time. The representation of the unclassified data has now to be evaluated. To avoid unnecessary cluster visualizations a potential application case could be to visualize only unclassified pixels on the landing site.
