Introduction
In the last 30 years, the complexity of modern uniprocessor and, thus, multiprocessor systems is following accurately Moore's law. That is, the number of transistors per chip doubles every 18 months. Unfortunately, the steady increase of complexity of a processor does not always translate in a proportional increase of the system performance. In fact, the system-performance equation is the result of a fine and complicated relation between the constituent parts of a processor, the hardware component, and the sequence of instructions of an application, the software component.
In this work, we turn our attention to the software component of the performance equation and, specifically, to adaptive codes. In fact, adaptive codes are an effective solution for an efficient utilization of complex and alwayschanging architectures (e.g., [13, 10, 18] ). In this paper, we focus on a single but fundamental kernel in dense and parallel linear algebra such as matrix multiply (MM) for matrices stored in double precision [9, 14, 12, 11, 21, 5] .
In practice, software packages such as LAPACK [3] (or ScaLAPACK, LINPACK) are based on a basic set of routines such as BLAS [16, 17] , which, in turn, is based on an efficient implementations of the MM kernel. ATLAS [10] is a clear example of an adaptive software package implementing BLAS. In this work, we show how an adaptive implementation of Strassen's algorithm can further improve the performance of even highly-tuned MM (e.g., ATLAS).
Strassen's algorithm [19] is among the first examples of algorithm engineering: in fact, Strassen discovered that the original recursive algorithm of complexity O(n 3 ) can be reorganized in such a way that one computationally expensive recursive MM can be traded in for 18 cheaper matrix additions (MA), at one recursive step. As result, Strassen's algorithm has noticeably fewer operations O(n log 2 7 ) = O(n 2.86 ). (Winograd's variant requires only 15 additions and, thus, it is more efficient than Strassen's algorithm by a constant.)
Experimentally, Strassen's algorithm has found validation by several authors [8, 7, 14] , showing the advantages of this new algorithm starting from very small matrices or cross-over sizes. 1 With the evolution of the architectures and the increase of the problem sizes, the cross-over size started increasing [4] . We now find projects and libraries implementing different version of Strassen's algorithm and considering its practical benefits [15, 6, 20] , however with larger and larger cross-over sizes and, thus, undermining the practical use of Strassen's algorithm.
None of the approaches previously proposed have really attempted to determine if there can be an automatic technique to determine whether or not such a change of strategy is effective for a particular architecture. In this pa-per, we propose such an automatic cross-over determination method and we embody our ideas in the installation process of ATLAS in order to combine the performance of tuned dense kernels -at the low level-with Strassen's recursive division process -at the high level-into a single adaptive algorithm. We present our experimental results for 14 systems where we tested our codes.
Our approach has four advantages over previous approaches. First, our algorithm works for any square matrices; that is, we do not need to pad the original matrices in order to have even-size or, worse, power-of-two matrices [19] . Second, the algorithm has no requirements on the matrix layout, thus, it can be used instead of other MM routines (ATLAS) with no modifications or extra overhead to change the data layout (unlike the method proposed in [20] ). In fact, we assume that the matrices are stored in row-major format and, at any time, we can yield control to a highly tuned MM such as ATLAS's dgemm() without any overhead. Third, the recursive division produces balanced subproblems, thus, predictable performance; unlike the division process proposed by Huss-Lederma et AP. [15] where for odd-matrix sizes, they divide the problem into a large even-size problem, on which Strassen can be applied, and a small, and extremely irregular, computation. Fourth, we propose a recursive algorithm that, if the problem size is large enough, can unfold the division process as deep as there is a performance advantage (in contrast to [15] ), thus, the cross-over point is determined empirically by micro-benchmarking at installation time (differently as in [20] ).
The paper is organized as follows. In Section 2, we present a generalization of Strassen's algorithm better suited for adaptation. In section 3, we present our technique for switching adaptively from/to different algorithm strategies. In Section 4, we present our experimental results. Finally, in Section 5, we present our concluding remarks.
Strassen's Algorithm for any SquareMatrix Sizes
In this section, we show that Strassen's MM algorithm can be generalized quite naturally and more efficiently than previous implementations available in the literature [19, 15, 20] in such a way that it can be applied to any square-matrix size. We identify the size of a matrix A ∈ M m×n as σ(A) = m × n, where m is the number of rows and n the number of columns of the matrix A. Notice that matrices C, A and B in the MM computation are composed by four balanced sub-matrices in an identical fashion (see Figure 1) . Now consider the operand matrix A with σ(A) = n × n, then A is logically composed by four near-square matrices, that is, every matrix has number of rows r and number of columns c that differ by at most one, i.e., |r−c| ≤ 1, [5] . In fact, we have A 0 with σ(
The classical MM of C = AB can be expressed as the multiplication of the sub-matrices as follows:
The computation is divided in four basic computations, one for each sub-matrix composing C. Thus, for every matrix C i (0 ≤ i ≤ 3), the classical approach computes two products, for a total of 8 MMs and 4 MAs. Notice that every product is the MM of near-square matrices and it computes a result that has the same size and shape of the sub-matrix destination C i . If we decide to compute the products recursively, that is, each product is divided in further four subproblems, then the matrices involved in the subcomputations are near-square matrices and the computation applies unchanged [5] .
Strassen proposed to trade MAs in place of MMs so as to reduce the number of subproblems. He proposed to divide the MM into only 7 MMs and 18 matrix additions/subtractions. When the matrices have power-of-two sizes, n = 2 k , all multiplications and additions are among square matrices of the same sizes even if the computation is recursively carried on. This is Strassen's original formulation. We adapt Strassen's algorithm in order to compute the MM for every square-matrix size as follows:
And every M i is defined as follow:
To reduce the total number of multiplications, the algorithm computes some artificial products that are not necessary for the final result. For example, the product A 0 B 0 , which is a term of M 1 , is a necessary product and it is required for the computation of C 0 ; in contrast, A 0 B 3 is an artificial product, computed in the same expression, and it must be reduced by combining MAs (e.g., M 1 + M 4 ).
We notice that the matrices A i , B i and C i are nearsquare matrices but MAs and MMs are not well defined; that is, the algorithm is left with the addition of matrices that may have different number of rows/columns such as in T 0 = A 0 + A 3 , or MM where the left-operand column number is different from the right-operand row number, such as in A 3 (B 2 − B 0 ).
In the following, we present our generalization of the matrix computations achieving a correct algorithm for any matrix sizes. First, we generalize matrix addition. Intuitively, when the resulting matrix X is larger than the addenda Y or Z, the computation is performed as if the matrix operands are extended and padded with zeros. Otherwise, if the result matrix is smaller than the operands, the computation is performed as if the matrix operands are cropped to fit the result matrix. Formally, X = Y + Z is defined so that σ(X) = m × n, σ(Y) = p × q and σ(Z) = r × s and
Second, we generalize matrix multiplication as follows: X = Y * Z where σ(X) = m × n, σ(Y) = m × q and σ(Z) = r × n so as x i,j = min(q,r) k=0 y i,k * z k,j . Both MA and MM introduce negligible overhead. In fact, the matrices involved in the computations are always near-square matrices, thus their sizes may differ by at most one. Such a small size difference introduces negligible extra control for the matrix sizes tested in this work. 2 We explain how the two approaches, that is, our version of Strassen's and tuned ATLAS routines are combined in Section 3.
In exact arithmetic, this algorithm is correct because we are able to annihilate all components of the artificial terms and therefore
Thus, this property can be applied recursively on the products composing the terms M i . In the case of non-exact arithmetic, Strassen's algorithm has been proved weakly stable; that is, Brent and Higham independently, and 20 years apart, [8, 14] show that the difference between the real result C and the one obtained by Strassen,Ċ, is as it follows:
where A = max ij |a ij |, n 1 is the size where Strassen's algorithm yields to the usual MM, and u is the inherent floating point precision. This is a weaker error bound than the one for the usual MM. As Highman noticed in his original work, the stability of the algorithm is worsening as the depth of the recursion increases. Fortunately, as we shall see in Section 4, the practical unfolding of Strassen is no larger than three; that is, n 1 = n/8 and, thus, the error is simply C −Ċ ≤ 27n
In the literature, divers authors have discussed the benefits of a recursive layout for the matrices in such a way to improve data reuse in cache or block transfer among different cache levels in the memory hierarchy (e.g., [2, 20, 5] ). In our algorithm, we do not follow this approach for the following four reasons. First, in modern architectures, the memory hierarchy has available (4+ way) associative caches for which the effects of cache interferences, due to the matrix layout, is relatively minimal. Second, Strassen's algorithm for the computation of the MA allocates a smaller working space, dynamically and arbitrarily, where the resulting matrices are stored, so the effect of interference can be reduced further. Third, we have noticed that the data layout may improve the MM performance (i.e., making it faster) for large problem sizes; however, it does not improve the MA kernels. Thus, interestingly, Strassen's algorithm may have a smaller cross-over size when the operands are stored using a row/column-major format instead of a non-standard format, such as Z-Morton (we shall discuss this topic in more detail in Section 3). This means that Strassen's algorithm has practical effect for smaller cross-over sizes for MM when the operands are stored in row-major format. Fourth and last, non-standard layout complicates the development of correct and efficient leafcomputation routines for any square matrices; in fact, these leaf routines must be tailored to the type of layout.
The simplicity of our code in conjunction with the performance improvements achievable make our approach a good strategy addition to the already widely used software packages such as ATLAS, especially for large problems. We also reorganized the original Strassen's computation so as to use only three temporary matrices, as already proposed in the literature [15] . 
Cross-Over Size: Empirical Considerations
In this section, we propose a technique for determining when the algorithm's strategy must change so as to stop Strassen's and to yield control to the regular MM. In other words, we consider the problem of when to have a recursive call (to Strassen's MM) or a call to an highly tuned dgemm (e.g., such as the one offered by ATLAS). We show that the optimal strategy is a function of the problem size and of the underlying system. Strassen's algorithm embodies different locality properties because its two basic computations exploit different data locality: MM has spatial and temporal locality, and MA has only spatial locality. In fact, consider that the matrix operands fit a cache level, for example L 2 , but do not fit the lower cache, 3 such as L 1 . Note that the MA does not exploit data locality at the lower levels of cache and, actually, data accesses to/from the CPU during the MA will flush previous contents. In fact, MA have little data reuse and, thus, data-access latency time cannot be circumvented or hidden; for this kernel, a memory hierarchy actually slows down the overall performance. In contrast, highly tuned MMs exploit temporal and spatial locality at every level of cache, thus, having fast memory accesses and fast computations. In a hierarchical memory system, the two computations may have drastically different performance. Thus, Strassen's algorithm has a performance edge over the regular MM only when the saving in MMs, is higher (in execution time) than the cost of the extra additions.
In the literature, we find different and, often contradicting, experimental results about the cross-over size. In fact, a 3 We use the order proposed by the authors in [1] few authors have found that for any problem size Strassen's (or Winograd's variation) is always faster; a few authors have found that the cross-over size is about 500 for some systems and implementations; and a few others, citing private communications, claim that the cross-over size is larger than 1000 [7, 4, 14, 15, 20] .
In the following, we present our approach to determine the cross-over size. In practice, our implementation requires 22 matrix updates (4 copies and 18 additions) and 7 recursive calls. Thus, a tentative cross-over size is the size for which the work of the 22 MAs is equal to the one (avoided) of a single MM: 2(
2 , that is m = 22. This cross-over estimation is based on a bottom up approach and is not really accurate. In fact, as the matrix size increases, the MAs (at the higher levels of the division process) are more expensive because they involve data stored in slower levels of the memory hierarchy with no reuse in the levels below. In practice, a more precise analysis would suggest to stop recursion at level ≥ 1 so that
where π m is the efficiency coefficient for MM for matrices of size m × m and α m is for MA. Notice that π That is, is the number of times we perform the division of the problem, or function unfolding, and for which the difference between the cost of saved multiplications and the cost of the extra additions is maximum. In practice, to save enough multiplications, we need to handle large n, but then the matrix will lie on slow memories and, therefore, small α are common. If we assume that π and α are constant, we can use the simplified formula: n > 11 Moreover, If we assume a ratio α/π = 50 (i.e., common for the systems adopted in this work when the matrices lie in memory only), we find that the cross-over size is n 1 > 1100. Thus, for problems of size smaller than n 1 , Strassen's algorithm should be avoided; for problems of size ( )n 1 ≤ n < ( + 1)n 1 , we may apply Strassen's times.
Of course, the ratio π/α is machine and problem-size dependent; however, it is straightforward to determine, even if tedious and time consuming. In fact, the factors π and α are easy to estimate by benchmarking and they summarize, clearly and concisely, the characteristics of the underlying architecture so as to easily adapt the algorithm to the ever changing system.
Experimental Results
We installed our codes and the software package ATLAS on 14 different architectures, Table 1 . Once the installation is finished, we measure α and π, and we determine the cross-over size n 1 = 22 π α . We then determined experimentally the cross-over sizeṅ 1 based on a simple linear search. The two cross-over sizes may differ as we shall discuss shortly.
We determined the factor π and α by measuring the performance of ATLAS dgemm() and our MA for matrices of size 1000 × 1000. Though in practice, π represents the performance of MM and α represents the performance of MA in isolation; however, these routines interact and share data with other routines. Because MM exploits data locality, our measure of π is a lower bound of the effectiveπ, and because MA exploits little data locality, our α is an upper bound of the effectiveα. Hence, the experimental crossover sizeṅ 1 is always larger than the estimated n 1 .
In this section, we present two measures of performance (Figure 2 -11 ): relative execution time over ATLAS and relative MFLOPS for ATLAS dgemm over peak performance. In fact, the execution time is what any final user cares comparing two different algorithms. However, a measure of performance for ATLAS, such as MFLOPS, shows whether or not Strassen's algorithm improves the performance of a MM kernel that is either efficiently or poorly designed. This basic measure has been omitted in previous investigations but we consider it important; in fact, this measure shows the performance effects of Strassen's algorithm over the classic MM algorithm.
In the following, we present the experimental results for ten systems. We use the following terminology: S-adaptive is the Strassen's algorithm for which the unfolding of the recursion is based on the parameter n 1 = 22 π α ; S-k-unfold is the Strassen algorithm for which k is the number of times the recursion unfolds before yielding to ATLAS dgemm. (Note that we did not report negative relative performance and we omitted the correspondent bar in the charts.) The performance obtained by the systems in Table 1 , and presented from Figure 2 to Figure 11 , are obtained by the collection of the best performance among several trials (e.g., an average of 50 trials per system).
Though, six systems have two or more processors, however, our codes are single threaded and we collected performance results using only one processor at anytime. This is because most of the multiprocessor systems used are a common resource among different users making the system workload unpredictable, thus, we decided to investigate the more reproducible performance (of our codes) on a single processor.
Conclusions
We have presented a practical implementation of Strassen's algorithm, which applies an adaptive algorithm to exploit highly tuned MMs, such as ATLAS's. We differ from previous approaches because we use an adaptive recursive algorithm with a balanced division process, which, in turn, makes the algorithm performance more predictable.
We have tested extensively the performance of our approach on 14 systems and we have shown that not always Strassen is applicable. We have also shown that for modern systems the cross-over size can be quite large. 
