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A notion of linear dependence of one stochastic process upon another is 
introduced, and studied in the case of symmetric stable processes. The problem 
of imbedding oneL, space into another is shown to be related to this study. 
1. INTR~DUOTI~N 
The connection between stable processes and L, spaces has been 
well brought out by Bretagnolle, et al. [2]. We elaborate on this 
connection by defining a notion of one stochastic process being 
linearly defined on another stochastic process and then by showing 
how this relates to the problem of linearly imbedding one L, space 
into another. 
Our definitions are similar in detail to the definitions in Versik [12] 
of a “homomorphism” and an “isomorphism” of one linear space with 
measure into another, but our point of view is more probabilistic. 
For instance in Parzen [lo] the notion of “filtered Poisson” processes 
is defined in a way that is compatible with our point of view. 
Our paper is arranged as follows: We start by presenting the 
notion of a linear sample space, as basic to our viewpoint. In the 
latter part of the introduction we present some basic facts about 
symmetric stable processes and prove a theorem on conditional 
expectations of jointly stable random variables. At the end of the 
section we state the results of Bretagnolle, et al. in the form that 
we need them. In Section 2 we formalize our definitions and give 
some examples and theorems within our framework. Theorem 2.8, 
in particular, incorporates the results of Bretagnolle, et al. within 
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our framework. In Section 3 we study symmetric stable process in 
further detail. By combining the easy Lemma 3.1 and the easy 
Theorem 2.3, we find that we are already able to prove once again 
one of the main results of the paper by Cameron and Graves [3, 
Theorem 81 and Graves [7], namely, we represent any completion 
measurable additive functional F on the sample space of Brownian 
motion as a stochastic integral. Further on in Section 3 we prove a 
stochastic integral representation theorem that is an extension of 
the theorem of Cameron and Graves to stable processes. (See the 
remarks after Lemma 3.1 and apply them to Corollary 3.6.) In 
Section 3 we also prove that some symmetric stable processes are not 
linearly defined on others (see Theorem 3.3 and Theorem 3.7). 
These theorems seem to have a plausible interpretation in terms of 
linear filters with random input. In Section 4 we give some general 
lemmas which interrelate the algebraic properties and the measure 
theoretic properties of a linear sample space. 
First some notation: 
T will stand for a general parameter set and X = (X(t); t E T) 
will stand for a general stochastic process on T. E will stand for 
the expectation operator. IA will stand for the indicator function 
of the set A and A - B will stand for A intersected with B com- 
plement. 
(Q, BQ , p) will stand for a general measure space, where 9YQ is a 
u-algebra of subsets of .Q and p is a countably additive set function 
on gQ with values in [0, co). If t.~ is a probability measure, i.e., if 
p(Q) = I, then it will usually be denoted by P. For q E [l, 21 we 
shall write L&J?, p) to denote the Banach space of real-valued 9YQ 
measurable functions f with f 1 f I* dp < CO, equipped with the norm 
11 f 11 = (J 1 f IQ dp)l/Q. For q E (0, 1) we shall write L&Q, p) to denote 
the Frechet space of real-valued afl measurable functions f with 
J 1 f j* dp < co, equipped with the invariant metric p(f) = J 1 f/Q dp. 
If Q is countable and p counts points we set L&Q, p) = 1, . If 
52 = [0, l] and p is Lebesgue measure we will write simply Lp( [0, 11). 
Sometimes functions on Q that differ a.e. (p) will be identified and 
sometimes they will not; this will depend on the context and con- 
venience. R will stand for the real line and RT will stand for the 
linear space of all functions from T to R. For t E T, e(t) will stand 
for the linear functional on RT defined by d(t)(x) = x(t), where x 
stands for the general element of RT. MT will stand for the least 
a-field of subsets of RT that makes all the functionals O(t) measurable. 
S will stand for some linear subset of RT and a, will stand for 
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the least u-field of subsets of 5’ that makes all the functionals e(t) Is 
measurable. (e(t) Is is 0(t) restricted to S.) If P is a probability 
measure on (S, GZ,) then GZ,+ will denote the P completion of 6Zs. 
(a,+ depends on S but for notational simplicity we suppress this 
dependence.) 
If T = [O, l] then C([O, 11) will denote the linear subset of RT 
that consists of all continuous real-valued functions defined on T. 
D([O, 11) will d enote the linear subset of RT that consists of all real- 
valued functions on T that are continuous from the right. 
DEFINITION 1.1. Suppose (S, as) is as above and suppose P is a 
probability measure on (S, a,). The functionals (0(t); t E T) form a 
stochastic process on the probability triple (S, as , P). If (X(t); t E T) 
is a stochastic process with the same finite-dimensional joint distribu- 
tions as (O(t); t E T) then we say that the probability triple (S, as, P) 
is a linear sample space for X (which represents X.) We shall also 
say that X induces the probability measure P on (S, as). 
DEFINITION 1.2. Suppose (S, @s , P) is a linear sample space for 
the process X = (X(t); t E T). Let us denote by S,* the set of all 
linear functionals from S to R which are a,+ measurable. Let us 
denote by 9r the set of all random variables of the form Cy ciX(ti) 
where ci E R and ti E T. Now the mapping Cy ciX(ti) -+ Cl” cie(ti) 
imbeds 9X into SP*, where both 9” and S,* are given the (pseudo- 
metric) topology of convergence in measure. If we denote by 9X+ 
the completion of 9X under the above topology, then we see that 
Z$+ is also imbedded in S,*. (Check that S,* is complete under 
the above topology.) 
DEFINITION 1.3. A random variable X is strictly stable of index 
q E (0, 21 if for any integer n and X, ,..., X, independent random 
variables all distributed like X, then n(-r/Q)(X, + e-0 + X,) is also 
distributed like X. It is a fact that only random variables which are 
almost surely zero satisfy the above definition if q > 2; so from now 
on q will denote a number in (0,2], even when this is not stated 
explicitly. 
If X is symmetric with E(eiux) = exp(-c 1 u I*) for some c > 0, 
then it is easy to see that X is strictly stable of index q and we say 
that X is symmetric stable of index q. It is a fact that if X is symmetric 
and strictly stable of index q, then its characteristic function is of 
the form exp(-c 1 u 1”). (See Feller [5, p. 1651.) 
Let us define a process X = (X(t); t E T) to be symmetric stable 
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of index q if every element of Z” is symmetric stable of index q. 
So if F E ,Eax it follows that E(&F) = exp(-c(F) 1 u I*) for some 
c(F) > 0. We define p,(F) to be c(F) if q < 1, while if q > 1 let 
us define p,(F) to be c(F)l/g. By Schilder [ll] it follows that pn is a 
pseudo-metric on _Epx . (If q > 1, then pa is a pseudo-norm.) Further- 
more, it is clear by the continuity theorem for characteristic functions 
that p* metrizes the topology of convergence in probability in =CYx. 
LEMMA 1.3. suppose x = (X(t); t E T) and X’ = (X’(t); t E T’) are 
both symmetric stable processes of index q. If I? : (9$ , pJ -+ (&+, p,) 
is an isometric linear mapping, then for any F1 ,..., F, in 9$ it is true that 
the joint distributions of (F1 ,..., F,) and (II(F,), I?(F,)) are the same. 
Proof. Suppose 0 < q < 1 and choose a, ,.. ., a, in R. We have 
E(eiu~a~F~+...+anFn) _ ) - exp(-p,(a,F, + *.* + a,F,) 1 u 1”). The same 
equation is true if we replace Fi by I?(Fi) for i = I,..., n. Furthermore, 
p&A + .*a + a,F,) = p,(a,I?(FJ + *.. + anI?(F hence the char- 
acteristic function of any linear combination of (F1 ,..., F,) is the 
same as the characteristic function of the same linear combination 
of (~(~&, I?(F,)). By Feller [5, p. 4951 this proves that the joint 
distributions of (I?(F,),..., II and (F1 ,..., F,) are the same. The 
proof for q E [l, 21 proceeds similarly. Q.E.D. 
Suppose now that X = (X(T); t E [0, 11) is a process with inde- 
pendent symmetric stable increments, and suppose that X(0) = 0 a.s. 
Then E(eiUx(t)) = exp(-F(t) 1 u IQ), where F is a bounded, non- 
decreasing function on [0, l] with F(0) = 0. Schilder [l l] defines 
hlf (t> dX(t) as an element of 6px’. for any f E&([O, 11, dF). 
Furthermore, he shows that the mapping f--t Jfo,ll f (t) dX(t) is a 
linear isometry of L,([O, 11, dF) onto (gx+, p,). 
It is a fact due to Paul Levy that if Xi ,..., X, are jointly symmetric 
stable of index q E (0,2], then there exists some process X, where X is 
as in the above paragraph, such that there existf, ,..., fn E&([O, I], dF) 
with the property that (Xi ,..., X,) has the same joint distribution 
as (JL,,il fi dx,..., JL,,il f, dX). (See [ll] for details on this.) Now we 
can map L,([O, 11, dF) isometrically into L,([O, 11). Upon applying 
Lemma 1.3, we conclude that we may assume that dF is Lebesgue 
measure (i.e., that F(t) = t), and the functions fi ,..., f,, will be in 
~*(D 11). 
We shall call a process as described above, with F(t) = t, a stable 
motion of index q. (Such a process has time homogeneous increments 
and (px+, pp) is linearly isometric to L,([O, l]).) When q = 2, it is 
clear that X is the usual Brownian motion. 
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We shall also be dealing with sequences X = (X, ; n > 1) of 
independent, identically distributed symmetric stable random vari- 
ables of index 4. In that case if (cJ E Zp, then C,” cnXn converges 
a.s., and (P”+, p,) is linearly isometric to Z4 under the mapping 
(4 - c: Gfn * 
We are now ready to present our theorem on conditional expecta- 
tions. E. Fix [6] has proved a special case; we proved the general 
case without knowing of her work. 
THEOREM 1.4. Suppose X, and X2 are joint& symmetric stable of 
index q > 1. Then there exists a real number h such that 
E(X, j X2) = AX, a.s. 
Proof. We know already that there exist functions fi , fi in 
&([O, 11) and a stable motion X = (X(t); t E [0, 11) of index q such 
that crco,llfi dX9 Sb,Ilfi d4 h as the same joint distribution as 
(X, , X2). Using this representation for (X1 , X2) we are in fact 
going to prove that 
(*) EGG I -6) = [(IIf WQ) lco llflW2(s))G-1 ds] X2 a.s. 
where aq-l is defined to be sgn (a) j a 1p-l for a E R. 
The basic fact that we use is that if Y1 ,..., Y, is a sequence of 
independent identically distributed random variables of mean 0, 
then for any a, ,..., a, E R and any sequence tIr ,..., 8, of O’s or l’s, 
we have 
(**I E(X,” 1 X2”) = h,Xzn a.s., 
where Xrn = Cy aiYi while Xan. = 2: t?,Yi . Here 
and 0 otherwise. 
If A, ,..,, A, is a partition of [0, 11, i.e., a list of disjoint Bore1 
sets such that (Jy A, = [0, 11, then, for any sequences b, ,..., 6, and 
Cl ,.-*, c, of real numbers, we can apply (**) to Xrm = cy b,X(A,) 
and XSn = Cy ciX(Ai) if it is true that 
t***> I ci IpI A I = l Cj loI Aj I 
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for all i,jfz [l,..., n] such that neither side of (***) vanishes. ( j A 1 
denotes the Lebesgue measure of A for any Bore1 set A and X(A) 
denotes Jc,,il IA dX.) 
We set fin = Cy biIAa, and we set fin = 2: czIAi . We claim that 
we can find a sequence of partitions gn = {A, ,..., A,) of [0, I] 
such that (1) and (2) are satisfied: 
(1) gm+i refines .C3m ; 
(2) 3 a sequence S,$ 0 such that we can find numbers 
such that (***) 
f;;:$ y: ,g$t /I < 6 
is satisfied and such that 
where fin and fin are constructed as 
above. The verification of tl% claim should present no problem. 
We conclude the existence of a sequence (Xin, Xzn) converging to 
(X1 , X,) in probability and such that (**), and hence (*), holds 
for (Xi”, X,“). 
In fact, because gn+i refines gn we also have that (*) holds for 
(Xi”, Xzna) for any m > n, i.e., that 
(****) E(Xln 1 Xzm) = [ilfzm II-(g) S,, l,fin(fim)9-1 ds] Xzm a.s. 
Now if we let m -+ co, the right side of (****) converges in proba- 
bility. It is easy to check that this limit is in fact E(Xin 1 X,) a.s. 
Upon letting n + co we are done. Q.E.D. 
We end the introduction by quoting a theorem due to Bretagnolle, 
et al. [2, p. 2481. 
THEOREM. Suppose Y = (Y(t); t E T) is a separable symmetric 
stable process of index q > 1. Then (LET+, p,) may be isometrically, 
linearly, imbedded into L,([O, 11). 
2. PROCESSES LINEARLY DEFINED ON X 
If X = (X(t); t E T) is any stochastic process, we know by 
Kolmogorov’s fundamental theorem that X induces a probability 
measure P on (Rr, a*). Furthermore, if S is a linear subset of RT 
which is of P outer measure 1, then we know by standard measure 
theoretic arguments (see Doob [4, p. 691) that (S, as, P) is a linear 
sample space for X. We conclude that there are a multitude of 
linear sample spaces for X, none a priori better then the others. 
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DEFINITION 2.1. Suppose X = (X(t); t E T) is a stochastic pro- 
cess with linear sample space (S, Qs , P). If X’ = (X’(t); t E T’) is 
another stochastic process, we shall say that X’ is S-linearly defined 
on X if 3 a mapping H : T’ --t S,* such that the process (H(t); t E T’) 
has the same finite-dimensional joint distributions as the process X’. 
We shall say that X’ is linearly dejined on X if X’ is S-linearly 
defined on X for some linear sample space (S, as, P) for X. In 
that case if H : T’ -+ S,* is as above and F = CT aiX’(ti) is in &$, , 
let us define 
A(F) = f agqti). 
1 
Then H is a linear imbedding of pxr into Sp*, in the sense of 
convergence in measure. It follows that Z? can be extended to all of 
.zZ’$ , and we conclude that pEa,+, is linearly imbedded in S,*. 
Further Remarks. If S, and S, are two linear subsets of RT with 
S, C S, , and if S, is of P outer measure 1 in RT, then for any process 
X’, if X’ is &-linearly defined on X, then X’ is also &-linearly 
defined on X. This follows since if we restrict elements of (S,)* to S, , 
then they become elements of (S,): . This restriction is a linear 
topological imbedding (S,)$ -+ (S,)$ , and we can go on to write, 
where the leftmost imbedding is as in Definition 1.2, 
We now give an example to show that some of the imbeddings 
fn (2.2) may in fact fail to be onto. 
EXAMPLE 2.3. Let Y = (Y(t); t E [0, l]), 2, = (&(t); t E [0, 11) 
and 2, = (Z,(t); t E [0, 11) be stochastic processes defined on the 
same probability triple, and assume that they are independent of 
each other. Suppose that Y is Brownian motion and that 2, and 2, 
are identically distributed Poisson processes (this means that 2, 
and 2, have independent time homogeneous increments which are 
Poisson in distribution.) Let X(t) = Y(t) + &(t) - &(t). Let S be 
the linear space of piecewise continuous functions on [0, 11, with 
a finite number of discontinuities, normalized to be continuous from 
the right. Then it is well known that (S, as, P) is a linear sample 
space for X. 
Consider the functional F defined by F(x) = (the sum of the 
jumps of x), for x E S. F is clearly linear and by Loeve [9, p. 5501 
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we see that F is GZ,f measurable. To sum up, F E SP*. We will now 
show that F $ Zx+. 
Now any G E 9X is of the form Cy aiX(ti). We assume that 
Y(0) = Z,(O) = Z,(O) = 0 a.s.; so we can rewrite Cy a,X(tJ in the 
form S[O,llfW dX(t), where f is some step function. If we have 
some sequence f, of step functions such that JL,,il f,(t) dX(t) con- 
verges in probability to F, then we conclude that ]LO,rl fn(t) dY(t) 
must converge to 0 in probability, because F has a discrete distribution. 
This forces J~~,il (fn(t))2 dt + 0, which in turn forces J~,,rl fn dX to 
converge to 0 in probability. This is a contradiction and we conclude 
that F $ Zx+. 
It would be interesting to know if FE (R[“Jl)p* . From [12] we 
know F E D([O, 11) f . 
Comments. Example 2.3 should serve as motivation for Defini- 
tion 2.1. Namely, if X is as in Example 2.3, then it seems plausible 
that one could physically build a linear filter that separates out the 
jumps of X. Hence our theory must allow us to say that Y is 
“linearly defined” on X. It is for this reason that we introduce 
linear sample spaces (S, Q!, , P) for X, and that we use SP* in 
Definition 2.1. In fact, Example 2.3 shows us quite clearly that if 
we substitute A?“+ for SP* in Definition 2.1, then our theory will 
not be broad enough. 
We now prove a theorem which shows that in the case when X 
is a mean 0 Gaussian process, then the set inequalities of (2.2) are 
onto mappings, if we identify functions that differ on a set of 
measure 0. (If the imbedding 9r+ -+ S,* is onto, we will write 
Lqx+ = S,“.) 
THEOREM 2.3. Suppose X = (X(t); t E T) is a mean zero Gaussian 
process, i.e., suppose X is a symmetric stable process of index q = 2. 
Then for any linear sample space (S, GZs, P) for X we have that 
Zp+ = Sp*, i.e., the imbeddings in 2.2 are, in fact, onto maps upon 
identification of functions that are equal a.s. 
Proof. Suppose F E S, * but F $6px+. Consider 8(F) the orthogonal 
projection of F onto P”+. (Note that by Lemma 3.1 in the next 
section it follows that all elements in S,* are Gaussian random 
variables. In particular, they are in L,(P) and orthogonal projections 
exist.) Now, by assumption, F - B(F) is not equal to 0 a.s. Further- 
more, F - B(F) is in S,*. (Note that B(F) = CmEN cnXn a.s., where 
N is a finite or countably infinite index set and where (X, ; n E IV) 
is a sequence of orthogonal elements of S,* and (cn ; n E N) is a 
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sequence of real numbers such that CnEN (cJ2 < co.) Now F - B(F) 
is a nontrivial Gaussian random variable which is orthogonal to all 
the random variable {X(t); t E T}; hence by a well-known property 
of jointly Gaussian random variables, F - B(F) is independent of all 
the random variables {X(t); t E T}. (Note that all finite collections of 
random variables in S,* are jointly Gaussian.) This is a contradiction, 
since F - B(F) needs to be a,+ measurable. Q.E.D. 
DEFINITION 2.4. If Xi and X, are two stochastic processes, then 
we shall say that X1 is linearly isomorphic to X2 if each is linearly 
defined on the other. 
THEOREM 2.5. Suppose Xl and X2 are two symmetric stable 
processes of index q, and suppose there exists a linear isometry I? from 
(ZEp=l , pp) onto (L7iz , pp). Then X1 and X, are linearly isomorphic. 
Proof. Suppose Ti is the parameter set for the process Xi , 
i = 1 or 2. Define H(t) to be I?(X,(t)) for t E T1 . By Lemma 1.3 
it follows that H satisfies the conditions of Definition 2.1; hence 
Xi is linearly defined on X, . Look at AC-l) to get that X2 is linearly 
defined on Xi . Q.E.D. 
COROLLARY 2.6. For any 0 < q < 2, q-stable motion on [0, 11 is 
linearly isomorphic to q-stable motion on [0, a). 
Proof. L,([O, 11) . 1 is inearly isometric to L,([O, co)). Q.E.D. 
COROLLARY 2.7. Suppose X = (X(t); t E T) is a mean zero 
Gaussian process. If the dimension of (-Epx’, p2) is a Jinite number m, then 
X is linearly isomorphic to a sequence Y = ( Y, ; n = 1,. . ., n = m) 
of independent Gaussian random variables, each of mean zero and 
variance 1. If (Zpx’, p2) h as a countably infkite orthogonal basis, then 
Y is linearly isomorphic to an injinite sequence Y = (Y, ; n > 1) of 
independent Gaussian random variables as above. In particular, if X 
is Brownian motion over [0, 11 or over [0, co), then X is linearly 
isomorphic to such an in$nite sequence Y = (Y, ; n > 1). 
The proof of Corollary 2.7 is clear at this point. Let us notice that, 
in essence, Corollary 2.7 is just another approach to the “Karhunen- 
Loeve” expansion of the process X. (See [9, p. 4781.) 
THEOREM 2.8. Suppose Y = (Y(t); t E T) is a separable symmetric 
stable process of index q > 1. Then there exists a mapping H : T -+ L?~+, 
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where X stands for stable motion of index q on [0, 51, such that the 
process (H(t); t E T) has the same Jinite-dimensional joint distributions 
as does the process Y. (In particular, this implies that Y is linearly 
dejked on X.) 
Proof. By the theorem of Bretagnolle, et al., quoted at the end 
of the introduction, we know that there is an isometric linear 
imbedding f7 of (-Lp,+, p,J into L,&[O, 11). Let us denote R( Y(t)) by g, 
fort E T. Note that R(a,Y(t,) + *a* + a,Y(t,)) = a,gtl + *** + angn 
for a, ,..., a, E R and t, ,..., t, E T. By Lemma 1.3 the process 
t --+ J~s,il g, dX, for t E T, has the same finite joint-dimensional 
distributions as does the process Y. Q.E.D. 
3. STABLE PROCESS 
In this section we are going to treat symmetric stable processes X 
and will prove two theorems that state that certain symmetric stable 
processes, cannot be linearly defined on others. (See Theorem 3.3 
and Theorem 3.7.) It will turn out that q, the index of stability, 
must be strictly less than 2 if such results are to hold, and these 
theorems should be contrasted with the behavior when q = 2, as 
summarized in Corollary 2.7. 
The difficulties in our program are due basically to the fact that 
we cannot assert that the imbeddings in (2.2) are onto mappings if 
q < 2. (If q = 2, then we see by Theorem 2.3 that S,* = $“+ for any 
linear sample space (S, G!, , P) for X.) By use of Theorem 3.4 we 
are able to prove that the imbeddings of (2.2) are onto in certain 
special cases, even when q < 2. 
We start with a very general lemma. 
LEMMA 3.1. Suppose (X(t); t E T) is a symmetric stable stochastic 
process of index q. Suppose (S, as , P) is a linear sample space for X. 
Then any F E S,* is also symmetric stable of index q. 
Proof. For any positive integer n, let Sn stand for S x *a* x S, 
the set product of S with itself, n times. Let a,, stand for the n 
product a-field obtained from GZ, , i.e., for a, x *.a x 6Zpls, n times. 
Let P, stand for the product measure P x .** x P obtained by 
crossing P with itself n times. Let U, : Sn + S be defined by 
U&l ,---, x,) = ( l/n)lln (x1 + **a + x,). By an easy modification of 
Lemma 4.1 of the appendix we see that Uk”)(G?J C GZs, . By the 
definition of strictly stable processes it is clear that P,U&l’ = P on 
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(S, as). We conclude that Uj$)(@,+) C @zm. It follows that F 0 U, 
is defined as a random variable on (S”, CZ;t, , P,) and its distribution 
is the same as the distribution of F on (S, GZP+, P). 
Now 
F 0 U&x, ,..., x,) = F(trl+, + ... + x,)) 
= F(r~-~/*x,) + .a. + F(r.~-~l”x,) 
z.zz n-‘/“(F(q) + ... + F&J) 
by the additivity and homogeneity of F. If we define Fi(x, ,..., xn) 
to be equal to F(q) for in [I,..., n], then the functions Fi are inde- 
pendent random variables on (S”, UZ$- , P,) with the same distribution 
asF on (S, GYP+, P). Furthermore, sinceF 3 U, = n-l/g(F, + *** + F,) 
for all n, we conclude that F must be strictly stable of index p. 
We must also show that the distribution of F is symmetric in 
addition to what we have already shown. However, the distribution 
of X is symmetric, i.e., the map x --+ -x leaves P invariant. Now 
F( -x) = -F(x) by the additivity of F and it follows that the distribu- 
tion of F is symmetric. Q.E.D. 
Let us note that we use the homogeneity of F only in establishing 
that F(n-lk) = n-‘laF(x) for x E 5’ and n a positive integer. If n-l/g 
is rational and F is assumed additive, then F(n-l/qx) = n-l/~F(x) 
holds for all x E S. Now if 4 is rational then n--l/q will be rational 
for an infinite set of positive n with greatest common divisor 1. 
Hence by Feller [5, p. 5621 it follows that Lemma 3.1 is valid if F 
is only assumed to be an additive, a,+-measurable, real-valued 
function on S and if 4 is rational. In particular, this works if 4 = 2 
and leads to great simplification in the work of Graves [7]. If we now 
apply Theorem 2.3, we conclude that F is equal as. to an element 
of Zj.,+. In the special case when X is Brownian motion we know that 
all elements of -Epxf are stochastic integrals Jro,ilf(t) dX(t) for some 
f~Ld0, 11); h ence we get Theorem 8 of [3]. In the other special 
case when T is finite of cardinality N, we have proved the following 
well-known fact. 
FACT 3.2. Suppose F is an additive function de$ned on RN and 
completion measurable with respect to Lebesgue measure. Then, in fact, 
F is linear. 
Proof. There is a Gaussian measure P on RN which is equivalent 
to Lebesgue measure on RN, e.g., a measure P with density 
ce-+l’+...+“Ne) where c is a properly chosen constant. If we apply 
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Theorem 2.3 and Lemma 3.1 to F and (RN, 6P’, P) we conclude that 
there exist a, ,..., uN E R such that F(x, ,..., xn) = alxl + *** + a,x, 
for Lebesgue almost all x E RN. 
Now G = {x : F(x) = aixi + *a* + a+,} is an additive subgroup 
of RN and its complement has Lebesgue measure 0. Hence G must 
equal RN, since otherwise, each of its cosets would also have infinite 
Lebesgue measure. (See [g] for a different proof, based on the fact 
that {x - y 1 x, y E G} must contain a cube.) Q.E.D. 
We see from Lemma 3.1 that any stochastic process linearly 
defined on a strictly stable stochastic process of index q must itself 
be strictly stable of index q. In particular, it follows that Gaussian 
processes are not linearly isomorphic (in the sense of Definition 2.4) 
with processes which are strictly stable of index q less than two. 
THEOREM 3.3. Let X = (X(t); t E [0, 11) be stable motion of index 
qE(l,2).Let Y = (Y, ; n 3 1) be a sequence of independent identically 
distributed random variables all symmetric stable of index q. Then X 
is not linearly de$ned on Y. 
Proof. Suppose (S, UZs, P) is a linear sample space for Y, and 
suppose that X is S-linearly defined on Y. Then, as noticed in 
Definition 2.1, it follows that Zx+ is linearly imbedded in SP*. 
We are now ready to get a contradiction. First of all, it is known 
that (Zpx’, p,) is linearly isometric to L,([O, 11). We next consider SP*; 
by Corollary 3.5 (S,*, pq) is linearly isometric to lp . 
Our contradiction now follows easily, since by Banach [l, p. 2051 
L,( [0, 11) is not linearly imbeddable in lp for q E (1, 21. Q.E.D. 
To finish the proof of Theorem 3.3, we need the following theorem 
and its corollaries. 
THEOREM 3.4. Suppose X = (X(t); t E T) is a symmetric q-stable 
process defined on some complete probability triple (Sz, aG , P), and 
suppose q > 1. Assume that X has the following property, denoted by ol: 
(a) Assume that there exists an increasing sequence of o-fields an , 
where sS?~ C a’n and the P completion of 0, S?% is equal to gD, while 
the P completion of 9’1L is equal to the P completion of the o-Jield 
generated by (&L,) ,..., X(k,,d, a k,-tuple of mutually-independent 
elements of TX+. 
Then if F is a real-valued function on 8 such that F is gLn measurable 
and has the property that (F, X(t,),..., X(t,)) is jointly symmetric 
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q-stable for any t, ,..., t, in T, it follows that 3 a double-indexed sequence 
(c(~,~) 1i = l,..., k, ; n 3 l> such that 
i=k, 
F = iir~ c c(~,~)X(~,~) a.s. P. 
2=1 
Proof. The case q = 2 is the Gaussian case, for which 
it is well known that there exists a double indexed sequence 
h,n) ; i=l ,“‘, k,,n > 1)suchthat 
i=k, 
WI Xw,..., X(kn.n)) = c C(i,dX(i.n) a.s- p. 
i=l 
(Note that independence of the XC~,~) variables is not used here.) 
Now just apply Doob’s martingale theorem to conclude the proof. 
Suppose now 1 < q < 2. By Lemma 1.5 it follows that there 
exists a k, + 1 tuple (fco,%, ,..., ftk,,n,) of functions in L,([O, 11) and 
a stable motion X = (X(t); t E [0, 11) such that 
has the same joint distribution as (F, Xon) ,..., Xtx-,,%,). Knowing that 
(Xkd Y.--Y X(k,,nd are independent random variables it follows by M. 
Schilder [ll].that there exist k, disjoint Bore1 sets (A!(~,~) ; i = l,..., k,) 
such that (JIhF Ati,,) = [0, l] and such that fti,n, vanishes outside 
Aci,,) a.e. with respect to Lebesgue measure. Now 
for some constant c(~,~) for all i E [l,..., k,] by Theorem 1.4. We 
change nothing by conditioning by extra random variables which are 
independent of SAC, n) fco,ll, dX; so we get that 
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Adding from i = 1 to i = k, we get that 
Translating back to our original random variables we get that 
E(F I -Gn),..., -G+d) = C c(i.dXbd ass. P. 
i=l 
Again we apply Doob’s martingale theorem to conclude the proof. 
Q.E.D. 
COROLLARY 3.5. If Y = (Y, ; n > 1) is a sequence of independent 
identically distributed random variables all with symmetric stable 
distribution of index q E (1, 21, and if (S, GT, , P) is any linear sample 
space for Y, then S, * = LZy+ and hence (S,*, p,) is linearly isometric 
to l9 . 
Proof. For F E SP*, note that (F, Yr ,..., Y,) are jointly symmetric 
stable by Lemma 3.1. Hence Theorem 3.4 applies. Q.E.D. 
COROLLARY 3.6. Suppose X = (X(t); t E [0, 11) is stable motion of 
index q E (1, 21. If (S, a,, P) is any linear sample space for X, then 
Sp* = Zx+, and hence (S,*, p,) is linearly isometric to L,([O, 11). 
Proof. For n > 0, let k, = 2” and define 
X(1.n) = X(2-“),..v x(le,n) = x(K2-“) - X((k - 1)2-“),..., X(zfi,n) 
= X(1) -X(1 -2-m). 
Now apply Lemma 3.1 and Theorem 3.4. Q.E.D. 
To recapitulate a little, it has been shown immediately after 
Definition 2.1 that if a process X is S-linearly defined on a process Y, 
where (S, GZs , P) is some linear sample space for Y, then &.+ is 
linearly imbedded in S,*. In Theorem 3.3 we were given two 
particular processes X and Y. We were able to show, for any linear 
sample space (S, GZ, , P) which represents the process Y, that 
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Sp* = 9r+ and we were able to identify 9’+ and -E”y+ with familiar 
Banach spaces. Using a result of Banach, we were able to conclude 
that X was not linearly defined on Y. Our next theorem carries 
out the same program for two other processes X and Y, but we 
fail to establish that ,Epy+ = S,* for any (S, O/JS , P) which is a linear 
sample space for Y. 
We start by describing the process Y. Pick 0 < q < q’ < 2 and 
let X’ = (X’(t); t E [0, 11) b e a stable motion of index 4’. Let Z’ be a 
nonnegative symmetric stable random variable of index q/q’ and 
suppose that 2 lives on the same probability triple as does X’ and is 
independent of X’. We define Y(t) = (Z’)ll*’ X’(t) for t E [0, l] and 
we let Y = (Y(t); t E [0, 11). 
LEMMA 3.7. The process Y is a symmetric stable process of index q 
and the space -s4;+ contains no two nontrivial independent random 
variables. 
Proof. The first statement follows from [5, p. 1721. In fact, every 
element F of yy+ can be written as a product F = (Z’)ljq’F’, where 
F’ E 2;. . 
To prove the second statement, we let (Fi = (Z’)llQ’ F,‘; i = 1, 2) 
be two elements of gy+. We let F’ = ((F,‘(t),F,‘(t)); t E [0, co)) be a 
two-dimensional time homogeneous process with independent in- 
crements such that (F,‘(O), F,‘(O)) = (0, 0) and such that 
(F,‘(l), F,‘( 1)) has th e same distribution as (F,‘, F,‘). We suppose 
that Z* = (Z*(t); t E [0, 11) is a time homogeneous process with 
independent increments such that Z*(O) = 0 and Z*(l) has the same 
distribution as Z’. We suppose also that Z* is independent of F’ and 
we define (F,(t), F,(t)) = (F,‘(Z*(t)), F,‘(Z*(t))) for t in [0, 11. We 
note that the process F = ((F,(t), F,(t)); t E [0, 11) has the same 
relationship to (Fl , F,) as does the process F’ to (F,‘, F2’). 
It is a known fact that the variables Fl, F2 will be independent 
if and only if it is true that with probability 1, the process F has all 
its jumps in the direction of a coordinate axis of the plane. Now 
with probability + > 0, the process 2” will have exactly one jump 
in the interval [0, I], of size greater than 1. Let us denote the location 
of this jump by t*. (t* is a random variable defined on a set of measure 
# and we can define t* to be 0 elsewhere.) Now the process F will 
have a jump at the time t* with probability fi, and, again with 
probability #, this jump will not be in the direction of one of the 
coordinate axes, unless one of the original random variables F,’ or 
F,’ was trivial. Q.E.D. 
580/9/4-6 
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Comments 
Lemma 3.7 can be restated in the following ways: 
(1) If 0 < q < q’ < 2, then the function exp( - / x I* + 1 y /*)*‘/a 
is not positive definite. 
(2) If 0 < q < q’ < 2, then there exist no two functionsf, # 0, 
f2 # 0 inL,W, 11) such that II afl + bf2 II* = II afl IP + II Vi II9 for all 
real a and b, where ljflj denotes (Jt,,il If(s) ds)llP’. 
(3) If 1 < q < q’ < 2, and if we denote by Z,(2) the plane 
equipped with the metric (I x I* + I y I*)l/n, then Z,(2) cannot be 
imbedded linearly and isometrically into L,([O, 11). (The same 
statement holds for q less than 1, but the functions involved are 
not metrics.) 
THEOREM 3.7. Let 0 < q < q’ < 2 and suppose further that 
q’ > 1. Let X = (XI , X,) be two nontrivial random variables, inde- 
pendent of each other. Let 
Y = (Y(t); t E [O, 11) = ((Z’)l/*‘Y’(t); t E [O, 11) 
be as in Lemma 3.7. We assert that any linear subset S of R[OJl such 
that D( [0, 11) C S gives rise to a linear sample space (S, a, , P) for Y 
and, furthermore, that X is not S-linearly defined on Y. 
Proof. It is known that there exists a probability P’ on (S, a,) 
such that (S, GZs, P’) is a linear sample space for Y’. Now let 
P = P’ o (Z’)l/@ as in Definition 4.2 of the appendix. It is clear that 
(S, GZs, P) will be a linear sample space for Y. 
Suppose now that F E S f . By Corollary 3.6, we know 3 f EL*([O, l] 
such that F = JLo,Il f dY’ a.s. P’. For the same f consider JLo,rl f dY 
which will exist as an element of 2Zy+ by exactly the same limiting 
procedure that defined Jlo,r~ f dY’ as an element of 9;~ . 
Consider now G = F - Sfo,ll f dY which is in S,*. By the last 
assertion in Lemma 4.3 we conclude that G = 0 a.s. P, since in 
fact G = 0 a.s. P’. 
We conclude that S,* can be identified with -E”y+. Now gr-+ does 
not contain two independent and nontrivial random variables, by 
Lemma 3.7. It follows that X cannot be linearly defined on Y. Q.E.D. 
Additional Comments 
1. Let us notice that if q’ = 2 in Theorem 3.7, then we need only 
to assume that C([O, 11) C S. The distinction lies in the fact that if 
q’ = 2, then Y ’ in Theorem 3.7 is Brownian motion and gives outer 
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measure 1 to C([O, l]), while if p’ < 2, then we can only assert that 
Y’ gives outer measure 1 to D([O, 11). See Loeve [9, p. 5421. 
2. As an aside let us notice that for 4 > 1 the mapping 
f + hd WZ’ for f%AD 11) P rovides an isometric linear 
imbedding of &([O, 11) into L,([O, l]), if we keep in mind the results 
of Bretagnolle, et al. that were quoted at the end of the introduction. 
4. APPENDIX 
We collect here some measure theoretic results in a form in which 
we need them. 
LEMMA 4.1. Suppose (8 as , P) is a linear sample space for the 
stochasticprocess (X(t); t E T). De$ne U : R x S --+ S by U(h, x) = hx 
for X E R, x E S. We claim U(-l)(A) E 54? x as for all A E @s . (Here 
3? stands for the Bore1 subsets of R.) 
Proof. The product of two functions, each measurable with 
respect to a X a,, is itself measurable with respect to &? x a,. 
Hence if A is of the form (x : B(t)(x) < u), for fixed t E T and p E R, 
then III-l)(A) E 97 x a,. It remains only to remember that sets of 
the above form generate a,. Q.E.D. 
DEFINITION 4.2. Suppose (X(t); t E T) is a stochastic process 
defined on a probability triple (J2, J%~ , P,) and suppose 2 is a random 
variable defined on the same probability triple with Pz[Z # 0] > 0 
and such that 2 is independent of X. If (S, as, P) is some linear 
sample space for X, then Lemma 4.1 allows us to define a probability 
measure P 0 2 on (S, a,) such that (S, 02,) P 0 2) is a linear sample 
space for the process (2X(t); t E T). Namely, if Pz stands for the 
distribution induced on (R, g) by Z then for A E Q!, we define 
P 0 Z(A) = (Pz x P)(U(-l)(A)). 
For s E R we have {x : (s, x) E U-l)(A)} = {x : sx E A} = s(-l)A 
where the set O(-l)A is defined to be empty if 0 4 A and is defined 
to be S if 0 E A. (0 stands for the zero vector in S.) Furthermore, 
let us note that Fubini’s theorem holds, i.e., that P 0 Z(A) = 
JR P(s’-l)A) P,(ds), for A E 02,. 
LEMMA 4.3. Let (S, as, P) and Z be as above. Let F be a real- 
valued functional on S which is Q?&,, measurable and which is homoge- 
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neous, i.e., such that F(sx) = SF(X) for (s, x) E R x S. Then F is 02,’ 
measurable. Furthermore, the distribution of F on (S, G& , P o Z) is 
the same as the distribution of the product of two independent random 
variables, one of which is distributed like Z on (52, 39’n , P,) while the 
other is distributed like F on (S, Olpf, P). 
Proof. For r rational let D, = {x : F(x) < r}. Let A,, B, E crl, , 
with A, C Dr C B, , such that P o Z(B, - A,) = 0. By Fubini, it 
follows that JR P(s(-l)(B, N A,)) P,(ds) = 0, hence if C, is defined 
to be {s : P(s(-l)(B, - A,)) = 0}, then Pz(C,) = 1. If C is defined 
to be the set intersection of C, over all rational r, then Pz(C) = 1 
as well. Now Pz[Z # 0] > 0, so choose s,, E C with s, f 0. It is true 
that P(@‘(B, N A,)) = 0 for all rational r, or, rewriting, that 
P((sh-l)B,) - (si-“A,.)) = 0 for all rational r. Now 
and 
SpA7 c s;-Q. c sp%i, 
s&“D, = (si-“x : F(x) < r> = (z : F(x) < sh-l)r). 
We conclude that sh-“D, is GYP+ measurable. 
As for the last statement we need only notice that for r rational, 
P o Z{x : F(x) < r} = JR P(s(-IJAr) P,(ds). Q.E.D. 
Addendum 
After submitting this paper for publication we were able to extend 
the theorem of Bretagnolle et al. [2] quoted at the end of Section 1 
to the case 0 < Q < 1. In particular, Theorem 2.8 is true for any 
q E (0,2]. We have submitted our proof to the Proc. Amer. Math. Sot. 
We were also able to prove Theorem 2.3 for any process X, 
symmetric stable of index q > 1. We are submitting the proof to 
2. Wahrscheinlichkeitstheorie und Verw. Gebiete. 
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