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ABSTRACT
At present, supervised stereo methods based on deep neural network have achieved impressive results.
However, in some scenarios, accurate three-dimensional labels are inaccessible for supervised train-
ing. In this paper, a self-supervised network is proposed for binocular disparity matching (SDMNet),
which computes dense disparity maps from stereo image pairs without disparity labels: In the self-
supervised training, we match the stereo images densely to approximate the disparity maps and use
them to warp the left and right images to estimate the right and left images; we build the loss function
between estimated images and original images for self-supervised training, which adopts perceptual
loss to help improve the quality of disparity maps in both detail and structure. Then, we use SDMNet
to obtain disparities of hand vein. SDMNet has achieved excellent results on KITTI 2012, KITTI
2015, simulated vein dataset and real vein dataset, outperforming many state-of-the-art supervised
matching methods.
1. Introduction
Calculating dense disparity map from stereo image pairs
has always been a fundamental and classical problem in com-
puter vision. The binocular stereo task often consists of four
steps: image acquisition, epipolar rectification, stereomatch-
ing and distance calculation. The main purpose of stereo
matching is to locate the same points from left and right im-
ages captured by two binocular cameras. This disparity is
computed from the matched point pairs and with the help of
epipolar rectification, only the horizontal matching need to
be considered.
Traditional matching algorithms[20, 8, 12] are based on
feature matching and do not need depth label data. Gener-
ally, these methods can be divided into four steps: matching
cost calculation, cost aggregation, disparity calculation and
disparity refinement. As the dense points matching in these
methods are based onmanual feature and simplemetric strat-
egy, the performance is limited.
In recent years, with the advance of computing power
and big data, convolutional neural networks(CNNs) have pro-
vided a variety of solutions for different tasks, CNNs based
on supervised learning has achieved great success in many
visual tasks. In supervised CNNs for stereo matching, fea-
ture extraction, cost volume calculation and disparity esti-
mation are integrated in an end-to-end network and disparity
labels are needed for supervised training. With the advan-
tages of unsupervised feature learning of neural networks,
networks can make full use of the information provided by
stereo images and thus achieve excellent results. As super-
vised CNNs is actually a direct estimating process, even for
occlusion areas in stereo images, CNNs can get relatively
accurate results. Most of the deep learning methods rely on
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large amounts of labeling data for training. However, obtain-
ing disparities is a very challenging problem in some specific
tasks. In non-destructive vein stereo measurement, three-
dimensional labeling data is inaccessible, which makes it
difficult for supervised learning.
Manymethods [5, 34] attempt to use self-supervisedmonoc-
ular and binocular estimation to estimate disparities. Such
methods eliminate the dependence on labeling disparity data
and reconstruct left and right images instead of calculating
disparity directly. Specifically, the networks extract left and
right image features, and calculates left and right disparity
firstly. Secondly, stereo images are reconstructed with the
help of estimated disparity maps, and lastly, the network is
trained by making reconstructed images close to reference
images. From this point, this process is to find matched
point pairs and similar to traditional methods. It is impos-
sible to estimate the disparity of occlusion area in stereo im-
ages where the points cannot be matched. Besides, more
complex structure makes it hard for training which leads to
a big gap with supervised methods.
In summary, passive three-dimensionalmeasurements have
been widely used in indoor and outdoor clear imaging. How-
ever, supervisedmethods are difficult to apply to non-invasive
detection of biological tissues. The main cause is that it
is difficult to get accurate labels without intrusion, so self-
supervised method is suitable for non-intrusive scenarios.
There are three problems in non-invasive measurement of
biological hand vein: firstly, absorption and scattering char-
acteristics of biological tissues lead to low contrast of con-
ventional imaging; secondly, three-dimensional information
of hand vein is disturbed by the texture information of skin
surface details, leading to poor performance of hand vein;
thirdly, unsupervised methods are less accurate than super-
vised methods in detail and structure.
In this paper, we combine traditional matching strategy
with strong feature extraction ability of deep network for
self-supervised learning to learn on binocular vein images.
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The perceptual loss function and texture removal operation
are added to reduce the interference of noise on vein data.
As a general matching method, our network SDMNet can
adjust itself by fine-tuning and adapt to different scenes for
disparity estimation.
We have three key ideas to achieve this: 1.We designed a
self-supervised network for measuring hand vein that can be
trained end-to-end. 2.Perceptual loss is added to loss func-
tion, occlusion areas are cropped to improve disparity opti-
mization, and data preprocessing reduces the interference of
noise and skin reflection in network training. 3.We propose a
high-precision and non-destructive three-dimensional mea-
surement scheme for vessel puncture, vascular varices and
other pathological diagnosis.
2. Related work
Calculating dense disparity maps from rectified stereo
images is a classical computer vision problem. In this sec-
tion, we review the related stereo matching techniques.
Classical Stereo Matching: Traditional matching algo-
rithms can be classified as global matching and local match-
ing according to different methods of optimization theory.
The local matching methods [26, 33] perform higher effi-
ciency which use energy minimization strategy. However,
in the energy function, there is no smoothing optimization
so that areas with complex occlusion, texture and depth dis-
continuity are hard to estimate. On the contrary, results of
global matching algorithm are more accurate, but the run-
ning time is longer which is hard to meet the requirement of
real-time estimation. Generally, global matching algorithms
such as belief propagation [32], graph cuts [13] compute the
energy function globally and obtain optimal solution of all
disparity values with leverage optimization. In order to com-
bine the advantages of both global and local matching, Semi-
Global Matching [8] adopts the global matching framework,
but when calculating the of energy function minimization,
the two-dimensional minimization algorithm is transformed
into efficient one-dimensional path aggregation in the global
framework. Semi-Global Matching method achieves great
improvement in efficient in the cost of little decrease of ac-
curacy. Post-processing methods are also used to polish the
disparity results. Yang [31] checks the consistency of left
and right images to enhance the robustness. MRF [16, 23]
and CRF [15, 25] are also widely used in the post-processing
after the emergence of tagged data sets, which improves the
accuracy.
CNN-based Stereo Matching: Convolutional neural net-
works have achieved great success in computer vision and
Mayer et al. [19] constructs an end-to-end network for es-
timating optical flow and disparity. The network uses an
encoder-decoder structure to extract features with semantics
and details and estimates disparity by regression from coarse
to fine. Luo et al. [17] first replaces the regressor by classifi-
cation predictor for disparity estimation. GC-Net [11] com-
bines feature extraction, cost convolution and regularization
loss function in an end-to-end network, and uses 3-D con-
volution to regress dense sub-pixel disparity. CRL [24] pro-
poses a framework composed of two-stage hourglass con-
volution neural network to fine-tune disparity using resid-
ual network. The second-stage convolution network is used
to refine the disparity map generated by the first network
based on residual learning. Stereo Matching by Unsuper-
vised Learning: In unsupervised stereo matching network,
disparity estimation is transformed into image reconstruc-
tion during training with Spatial Transform Networks [9],
where disparity labels are unnecessary. In Monodepth [5,
3], Disparity is generated by left-right reconstruction loss,
and left-right consistency is used to constrain each other.
Another way is to train an end-to-end depth estimation net-
work of monocular images by using geometric information
from different perspectives of continuous video frames [18].
Recently, according to the symmetry of left and right im-
ages, SsSMnet [36] designed a symmetric neural network,
which improved the left and right consistency function and
achieved the state of art result.
In summary, existing supervised methods can achieve
high accuracy, but they are difficult to apply to non-intrusive
detection in organisms. Unsupervised and traditional meth-
ods are suitable for scenes where ground truth is difficult
to obtain, but the accuracy is hard to meet the demand in
applications. From this point, we design an improved self-
supervised method to improve the matching accuracy by re-
fining details and contexts.
3. SDMNet
In this section, we present our self-supervised network
for stereo matching, mixed loss function, improved region
learning strategy. Our goal is to get dense disparity maps
by matching pixels from left and right images, and refine
per-pixel disparity by using perceptual loss function. The
framework is shown in Fig. 1.
3.1. Self-supervised Framework
Our task is to predict dense disparity maps from rectified
stereo image pairs. Most existing methods regard it as a su-
pervised task, but in many scenarios it is hard to obtain dense
disparity labels, such as hand vein measurement. SDMNet
learns per-pixel disparity mapping from left to right:푑푙 =
푓푢푛푐(퐼푙, 퐼푟),and from right to left: 푑푟 = 푓푢푛푐(퐼푟, 퐼푙).Thenthe left disparity is estimated and left image can be recon-
structed with left disparity map: 퐼푙′ = 푤푟푎푝(퐼푟, 푑푙). Theright image can be reconstructed in the similar way:퐼푟′ =
푤푟푎푝(퐼푙, 푑푟). By comparing the reference image 퐼 , and re-constructed image 퐼 ′ , we can construct loss function to train
the network. After the training process, the network can out-
put fine disparities (푑푙, 푑푟) which can reconstruct (퐼푟, 퐼푙) to(퐼 ′푟 , 퐼 ′푙 ). With estimated disparity maps, intrinsic baselinedistance 푏 and camera focal length 푓 , the depth can be cal-
culated by 퐷푑푒푝푡ℎ = 푏푓∕푑.
3.1.1. 2D Feature Extraction
Instead of directly matching all of left and right pixels,
we use deep features to improve the robustness of 1D photo-
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Figure 1: Our self-supervised SDMNet architecture.
Figure 2: Feature cost volume.
metric information matching. In our network, we use 2D
convolution layers to extract the deep features of left and
right images. Inspired by the very recent PSMNet [1], we
use several cascaded 3 × 3 convolution kernels to expand
the receptive field while reducing the amount of network pa-
rameters. Then the multi-scale information of context is ex-
tracted by feature pyramid structure (SPP) [7]. The number
of the output channels in feature layer is 32, and the weights
of left and right branches are shared, which satisfies the sym-
metry of left and right features.
3.1.2. Cost Volume
In order to calculate stereomatching, we use the extracted
deep features to stack them into cost volumes in a preset dis-
parity range. Unlike the two cost volumes inGC-net [11], as-
suming the disparity range is퐷, we form a ℎ푒푖푔ℎ푡×푤푖푑푡ℎ×
(퐷 + 1) ×푓푒푎푡푢푟푒푠푖푧푒 cost volume. As shown in Fig. 2, the
blue cube represents the amputation of the left pixel map
from 0 to 퐷, and the red cube represents the amputation of
the right pixel map from 0 to 퐷. The left and right features
are crossed 퐷 + 1 times respectively, and the left and right
features are concatenated to form a final cost volume. We
find that context information can be learned on this cost vol-
ume, and it works better on one-dimensional distance prob-
lem. The advantage of this structure lies in that the hori-
zontal amputation of left and right features conforms to the
physical model rules of findingmatching points horizontally.
At the same time, in order to reduce the computational com-
plexity of 3D convolution, we only stack shifted features so
that redundant information is removed while the information
of left and right image contexts is retained. In a sense, we get
the disparity maps by matching the left and right images in
the horizontal dimension, and get the scene depth indirectly,
instead of directly getting the depth through the features.
3D CNN and Regression:Given the cost volume, we can
use the cost volume to estimate the disparity. In order to
combine the 4D cost volume for estimation, height, width,
inspection range and feature size, we use 3D convolution in-
stead of 2D convolution.
3.2. Loss Function
Our fully self-supervised network adjusts the direction
of network learning through loss function, that is, by recon-
structing error constraints. Our overall loss is a combination
of four parts. They are self-supervised loss, smoothness reg-
ularization loss, left-right disparity consistency loss and per-
ceptual Loss, respectively.
퐿 = 푤푎(푙푙푎+푙
푟
푎)+푤푠(푙
푙
푠+푙
푟
푠)+푤푐(푙
푙
푐+푙
푟
푐)+푤푝(푙
푙
푝+푙
푟
푝), (1)
among them, 푙푙푎, 푙푟푎 are reconstructed losses used to makethe reconstructed image similar in pixels and structure, 푙푙푠 ,푙푟푠are image smoothness loss,푙푙푐 , 푙푟푐 are left-right consistencyconstraint, 푙푙푝, 푙푟푝 are perceptual loss. 푤푎, 푤푐 , 푤푠 and 푤푝 arethe weights of 푙푎, 푙푐 , 푙푠 and 푙푝, respectively.
푺풆풍풇−풔풖풑풆풓풗풊풔풆풅 풍풐풔풔∶The accuracy of disparitymaps
reflects indirectly on the reconstruction errors between re-
constructed images and reference images. Similar to SsSM-
Net [36], our 푙푙푎 is defined as:
푙푙푎 =
1
푁
∑
푙푙푎푖푗 , (2)
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Figure 3: Loop consistency constraint structure.
푙푙푎푖푗 =휕1
1 − 푆푆퐼푀(퐼 푙푖푗 , 퐼
푙
푖푗
′)
2
+ 휕2
|||퐼 푙푖푗 − 퐼 푙푖푗 ′||| + 휕3 |||∇퐼 푙푖푗 − ∇퐼 푙푖푗 ′||| ,
(3)
where푁 is the total number of pixels in the input image,
∇퐼 denotes the first order gradient of an image, 휕1, 휕2 and
휕1 balance the structural similarity, brightness similarity andgradient consistency of the image. We set 휕1 = 0.85, 휕2 =
0.15, and 휕3 = 0.15. According to STN [9] and [5], we useinterpolation to reconstruct the image 퐼푙 by disparity 푑푙 andreference image 퐼푟. Similarly, the right image can also bereconstructed.
푺풎풐풐풕풉풏풆풔풔 풓풆품풖풍풂풓풊풛풂풕풊풐풏 풍풐풔풔∶ For regularization
terms, we consider that disparity maps need to be smoothed
locally to reduce singularities. Here we use the second gra-
dient function of the image, 푙푠 is defined as:
푙푠 =
1
푁
∑|||∇2푥푑푙푖푗||| 푒−|||∇푥퐼 푙푖푗 ||| + |||∇2푦푑푙푖푗||| 푒−|||∇푦퐼 푙푖푗 ||| , (4)
where∇2푥 and∇2푥 are second-order gradient of image in hori-
zontal and vertical directions. 푒−|||∇푥퐼 푙푖푗 |||,푒−|||∇푥퐼 푙푖푗 ||| are smooth-
ing factors.
3.2.1. Left-right disparity consistency loss
In addition to the above loss function in our model, left-
right consistency loss is applied. Unlike SsSMNet [36], we
use a more intuitive cycle of left-right consistency between
disparity maps shown in Fig. 3. Our task is to output dis-
parity and it is more direct to make left-right consistency of
disparity.
푙푙푐 =
1
푁
∑|||푑′′푖푗 − 푑푖푗|||, (5)
the reconstructed right disparity 푑′푟 can be obtained by warp-ing the left disparity 푑푙 to the right disparity 푑푟. The second
reconstructed left disparity 푑′′푙 is generated by warping 푑′푟 to
푑푙. So our consistency constraints 푙푙푐 is: With this left-rightconsistency cyclic loss, we can couple left and right to form
a symmetrical network.
Figure 4: Refine network with Perceptual Losses.
Figure 5: Region strategy. From top to bottom: left image and
right image, reconstructed left and reconstructed right image.
3.2.2. Perceptual Loss
In pixel-level tasks, a very important idea is to extract
advanced features with convolutional neural networks as an
extra loss function. Inspired by Johnson et al.[10], our in-
tuition is to iteratively refine the reconstructed image and
make it similar to the reference image in structure and de-
tail. As shown in Fig. 4, we add an extra perceptual loss
[10] which calculates the semantic similarity of high level
features by Mean Square Error(MSE). The features are ex-
tracted with VGG16 network [28] (extraction by vgg16 in
푐표푛푣5_3 layer) pre-trained on ImageNet1k [2]. The param-
eters of pre-trained model are fixed.
Thus our 푙푙푝 loss is define as:
푙푙푝 =
1
푁
∑‖‖‖푓 푙 − 푓 푙′‖‖‖22, (6)
where 푓 푙, 푓 푙′ are the left reference image and the recon-
structed image obtained by VGG-16.
3.3. Region strategy at training time
We use STN [9] to warp horizontally, and use left-right
disparitymaps and input stereo images to get the reconstructed
images. As shown in Fig. 5, the reconstructed images con-
sistently show no information in themargins (black areas). If
all pixels are trained, the performance of the self-supervised
network will be greatly affected. Considering the disadvan-
tages of STN transform in stereo matching, we select the ef-
fective regions to constrain, that is, only constrain the effec-
tive regions, so that the network focuses on the areas with
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Figure 6: Simulated vein data and real vein data. In order
to compare with the real blood vessel image, we show the
grayscale images after the color reversal.
vaid information. For that disparitys range from 0 to 160,
we do not constrain the left 160 range of left disparity or
the right 160 range of right disparity. We only constrain
the effective region of the image selectively in the loss func-
tion mentioned above, which in fact reduce the noise in self-
supervision.
4. Data acquisition
In this section, we describe the data collection of hand
vein. We collected simulated hand vein datasets (with accu-
rate labels) and real hand vein datasets respectively. Simu-
lated vein dataset is used for quantitative analysis and real
vein datasets for qualitative analysis. In the simulated data
collection, we use 3.5mm diameter lines as mimics and put
acrylic plates in front of the camera to simulate skin epi-
dermis reflection and scattering. The samples of collected
datasets are shown in Fig. 6.
4.1. Acquisition of Stereo Image Pairs
We use two 1920*1200 CMOS monochrome cameras
(BASLER’s ACA 1920-155um) to shoot stereo images, and
all rectified images are cropped to 256*512. The images are
rectified by Zhang Zhengyou’s calibration method [35]. We
show part of simulated images and stereo pairs of real blood
vessels in Fig. 6.
For simulated stereo images, we use 0.5mm acrylic plate
to simulate the ambiguity effect of vessels. For real vein,
we assembled a high pass 850nm high pass filter on a 25mm
camera lens. [29] has revealed that, in 850nm band, the mus-
cle tissue has strong reflex characteristics, strong absorption
characteristics of vascular. At the same time, we use active
structured light to carry out three-dimensionalmeasurement,
and the disparity label error is lower than 0.1 pixels.
5. Experiment
In this section, we demonstrate our experiment settings.
To evaluate the performance of our method, we report the
results of our vein datasets and public datasets. At the same
time, we analyze perceptual loss and region strategy in self-
supervised methods.
5.1. Experiment Details
We use four datasets in our experiment:our simulated
vein dataset and real vein datasets, KITTI Stereo 2012 [4]
and KITTI Stereo 2015 [21]. The proposed network is im-
plemented with PyTorch [22]. All models were trained end-
to-end with Adam(훽1=0.9, 훽1=0.999). All image pairs arepre-processed before entering the network. They are nor-
malized ranging from 0 to 1. The initial learning rate of all
models is 1e-3, and the learning rate after 4000 iterations is
drop to 1e-4. With limited computation source, we set batch
size to 1. During the training of simulated and real vein,
the images are resized to = 256, = 512, and the maximum
disparity 퐷 range was set to 160. For KITTI, the image is
randomly cut out of the original image with a size of = 256,
= 512, and the maximum disparity 퐷 range is set to 160.
We set푤푎 = 1,푤푠= 0.1,푤푐= 1.5 and푤푝= 0.3 for all exper-iments.
5.2. KITTI
Table 1
Results on KITTI 2012 stereo benchmark. Out-Noc:
Percentage of erroneous pixels in non-occluded areas.
Out-All: Percentage of erroneous pixels in total. Avg-
Noc: Average disparity/end-point error in non-occluded
areas.
Method Out-noc Out-all Avg-noc
GC-NET [11] 1.77% 2.30% 0.6 px
Displets v2 [6] 2.37% 3.09% 0.7 px
MC-CNN-acrt [14] 2.43% 3.63% 0.7 px
SPS-StFI [30] 2.83% 3.64% 0.8 px
SsSMnet [27] 2.30% 3.00% 0.8 px
SDMNet 2.25% 3.00% 0.7 px
Our training data comes from the original image pair
of KITTI, which contains 42,382 pairs of images from 61
scenes. We randomly selected 3,000 pairs to start training
from scratch. KITTI-2012 consists of 194 training pairs and
195 testing pairs while KITTI-2015 contains 200 stereo pairs
for training and 200 stereo pairs for testing. In Table 1 and
Table 2, we evaluate the performance of our method with
perceptual loss and regional constraint module on KITTI-
2012 and KITTI-2015(3 pixels threshold) testing subsets re-
spectively. Our method outperforms many state-of-the-art
stereo matching methods.
In Fig. 7 and Fig. 8 we show qualitative results of our
method and comparison with SsSMNet [36] on KITTI 2012
and KITTI 2015 datasets.
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Table 2
Results on KITTI 2015 stereo benchmark. D1: Per-
centage of stereo disparity outliers in first frame. bg:
Percentage of outliers averaged only over background
regions. fg: Percentage of outliers averaged only over
foreground regions. all: Percentage of outliers averaged
over all ground truth pixels.
Method D1-bg D1-fg D1-all
GC-NET [11] 2.21% 6.16% 2.87%
SGM-Net [27] 2.66% 8.64% 3.66%
CRL [24] 2.48% 3.59% 2.67%
MC-CNN-acrt [14] 2.89% 8.88% 3.89%
SsSMnet [36] 2.70% 6.92% 3.40%
SDMNet 2.74% 6.62% 3.39%
Figure 7: Our qualitative results on KITTI-2012.Top to bot-
tom: left image, our result, our error map, result of SsSMNet
[36] and its error map.
Table 3
Comparisons of reconstruction losses.
With P-Loss and Simulated vascular True vascular
regional constraint MAE SSIM L1
Yes 0.45 0.332 4.80
No 1.02 0.254 5.25
5.3. Test on simulated vessel datasets
We use the proposed method to carry out experiments
on simulated vein dataset. We split all data for training set
(40 pairs), validation (4 pairs) set and test set (4 pairs). In
Fig. 9,we show qualitative testing results and error maps of
our method on our simulated vessel datasets. The baseline
method is implemented based on PSMNet backbone with
left-right consistency loss, ssim loss and smooth loss. The
baseline method can achieve a result as shown in Fig. 9 in the
second row, where the foreground part in the disparity map
was discontinuous and visual insignificant. Ourmethodwith
perceptual loss and regional constraint can obtain a remark-
ably continuous disparity map.
Figure 8: Our qualitative results on KITTI-2015.Top to bot-
tom: left image , our result, our error map, result of SsSMNet
[36]and its error map.
Figure 9: Qualitative evaluations on our simulated vessel data:
Top to bottom: left image, result with baseline method and its
error map, our result with perceptual loss and region strategy
and its error map. Left gray images are visualized with color.
In Table 3, we test the performance of our model on sim-
ulated vessel ground truth data. The ground truth disparities
for testing dataset are withheld for evaluation. The formula
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Figure 10: Gauss smoothing.From top to bottom:origin im-
age,processed image.
Figure 11: Qualitative on our vein data: Top to bottom: left
image , left disparity , mask and disparity of vein.
MAE(Mean Absolute Deviation) is defined as:
푀퐴퐸(푋,푋′) = 1
푁
푚∑
1
|||푋(푥푖푗) −푋′(푥푖푗)|||, (7)
Table 3 shows that the results have been greatly improved,
namely, the error metric decreases from 1.02 to 0.45 with
perceptual loss and with region strategy on average. The
final average error of all pixels is 0.45.
5.4. Test on real vessel datasets
The real collected vein dataset contains texture informa-
tion of hand epidermis. In order to reduce the interference
of skin texture noise on matching, we use Gauss filtering to
smooth the image. The gray scale of the image is [0,255].
In order to show the effect, we display the vascular image
in Fig. 10. Before processing, the epidermis texture is rich,
especially at the cross-lines. It is hard to guarantee that the
network matches the vein features instead of epidermis tex-
ture. After processing, the texture of the epidermis disap-
pears, while much noise is filtered out and the image be-
comes more smooth.
We use the same method to train on real vessel datasets,
40 pairs for training, 4 pairs for validation and 4 pairs for
testing. In Fig. 11, we show qualitative results of our method
on our vein dataset. To verify the effectiveness of the pro-
posed perceptual loss and regional constraint on real ves-
sel datasets, we train two models with and without percep-
tual loss and regional strategy. With the stereo images and
generated disparity maps produced by two models, we com-
pare the similarity between reconstructed image and refer-
ence image using SSIM (higher is better) and L1 distance
(lower is better) in table 3. Our method with perceptual
loss and region strategy achieves higher performance on both
SSIM and L1 metrics than the baseline method.
6. Conclusion
As the labels of hand vein are hard to obtain, we con-
struct a self-supervised neural network for intravenous mea-
surement which uses input stereo images for self-supervision
without ground truth. A better cost volume is used to ag-
gregate cost; a new training loss function, perceptual loss
is adopted, which uses cyclic constraints in image mapping;
a new region strategy is adopted which improves the con-
vergence of the network and enhances the matching accu-
racy; a left-right consistency of disparity loss is added in
loss function, which increase the robustness of the network.
Experiments show that our method achieves high accuracy
in simulated vein data. The proposed network also achieves
impressive results on KITTI datasets, and even outperform
some supervised methods. We will continue our research to
better deal the problem of image blurring in vein data.
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