


































２つの分割表を比較すると、図 2の分割表の D社の列が図 1の同じ列の 10倍になってい
る。この絶対数だけの違いにより、結果は大きく異なってくる。 
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図 1 コレスポンデンス分析結果１ 
  


















A社 B社 C社 D社
1 10 19 13 5
2 13 8 15 16
3 18 11 14 8
4 16 8 13 10
5 12 10 6 8
6 3 12 7 11
A社 B社 C社 D社
1 10 19 13 50
2 13 8 15 160
3 18 11 14 80
4 16 8 13 100
5 12 10 6 80










Choice-1（466, 5629）、Dening-1（3844,38435）、Kanda-p1（200, 1732）、Seisoku-1（736, 13915）、 
Sunshine-1（340,1291）、Union-1（935,5476） 以上全単語数 4555 
ここに、単語数は単語の種類数、総語数は各単語の出現回数の総和で、固有名詞は除いて
いる。 
この組の場合、教科書の単語の総語数は 1291から 38435と約 30倍もの開きがある。最
初にこれらの教科書に現れるすべての単語をまとめて、教科書全体で出現頻度の高い単語
の順に並べる。全 4555種類の単語の中で、頻度の高い方から、2000語、1000語、500語、
200 語、100 語、50 語を取り出して、コレスポンデンス分析を実行する。ここで注意する
ことは、例えば 2000語取り出すとすると、その中には 1つまたはいくつかの教科書だけで
使われて、他の教科書では使われない、すなわち他の教科書では頻度が 0の単語が含まれ





の累積寄与率とする。例えば、最初の（0.761 / 0.574）は、0比率が 0.761、2次元までの累
積寄与率が 0.574である。 
   
図 3.1 2000語（0.676 / 0.567）         図 3.2 1000語（0.574 / 0.602） 
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図 3.3 500語（0.423 / 0.665）          図 3.4 200語（0.233 / 0.800） 
   
図 3.5 100語（0.120 / 0.814）          図 3.6 50語（0.047 / 0.838） 
この結果を見ると、まず、Dening-1の特殊性が目に付く。どの場合でも１軸の右







数を 10000 にそろえてから単語の並べ替えを行った結果を図 4.1 から図 4.6 に示
す。 





図 4.1 2000語（0.670 / 0.553）          図 4.2 1000語（0.549 / 0.585） 
   
図 4.3 500語（0.411 / 0.626）          図 4.4 200語（0.237 / 0.670） 
   












Choice-1（466, 5629）、Drill-1（505,5603）、Jack&Betty-1（613, 4309）、National-1（426, 4827）、 
Taisho-1（633,4268）、Tsuda-p1（469,3804） 以上総単語数 1390 
結果を図 5.1から図 5.6に示す。 
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図 5.1 すべて（1390語）（0.627 / 0.543）    図 5.2 1000語（0.546 / 0.571） 
   
図 5.3 500語（0.353 / 0.634）              図 5.4 200語（0.133 / 0.697） 
   

































から図 6.6 に示すが今回は詳細を見るために、3 次元まで含めて議論する。図の左側が 1
次元と 2次元の散布図、右側が 1次元と 3次元の散布図である。 
   
図 6.1 2000語（0.670 / 0.548） 
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図 6.2 1000語（0.549 / 0.583） 
   
図 6.3 500語（0.411 / 0.621） 
   
図 6.4 200語（0.237 / 0.666） 
   





   



















Choice-1（466, 5629），Dening-1（3844, 38435）、Kanda-p1（200 , 782）、 Seisoku-1（ 736, 
13915）、Sunshine-1（340, 1291）、Union-1（935, 5476）、Drill-1（505, 5603）、Globe-1（387, 
1495）、Inoue-p1（163, 2779）、Jack&Betty-1（613, 4309）、Kanda-1（405, 3858）、Mombusho-p1
（253, 1609）、National-1（426, 4827）、Pacific-1（484, 3321）、Standard(p)-1（816, 8250）、
Standard(t)-1（826, 4945）、Taisho-1（633, 4268）、Tsuda-p1（469, 3804） 
二重調整法を用いた分析結果を図 7.1から図 7.6に示す。 
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図 7.1 2000語（0.747 / 0.239）              図 7.2 1000語（0.602 / 0.264） 
     
図 7.3 500語（0.426 / 0.296）               図 7.4 200語（0.209 / 0.321） 
     
図 7.5 100語（0.078 / 0.421）              図 7.6 50語（0.026 / 0.459） 
 これを見ると、500語と 200語の間で結果が大きく異なっている。200語は 0比率が 0.207











     
図 8.1 2000語（0.411 / 0.272）              図 8.2 1000語（0.223 / 0.320） 
     




率は 0.2以下で分析を行う方が良さそうである。また、中学 3年生の習得単語数はほぼ 1000







分析結果を図 9.1から図 9.6に示すが、今回は 3次元目に違いが見られたので、散布図は 3
次元まで示す。 
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図 9.1 すべて 1584語（0.810 / 0.312） 
 
   
図 9.2 1000語（0.772 / 0.356） 
   
図 9.3 500語（0.677 / 0.363） 
 





図 9.4 200語（0.513 / 0.382） 
   
図 9.5 100語（0.375 / 0.445） 
 
   
図 9.6 50語（0.223 / 0.535） 
この結果によると、2次元までだと 500語以下は同じような傾向を示しているが、3次元は
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for English Text Classification Using Correspondence Analysis 
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Abstract:In the analysis of text classification by correspondence analysis, there have 
been very few effective methods for its word selection procedure, and thus the analyses 
were often carried out based on researchers’ mere experiences.  In an attempt to find 
such methods, we conducted an experimental analysis using example sentences to 
formulate effective methods for word counting adjustment and word selection criteria, 
which has produced stable results.  As a result, we proposed two new methods: double 
adjustment method and word selection based on 0 ratio. 
Key Words: English text classification, correspondence analysis, word number 
adjustment 
 
