The Proper Generalized Decomposition or, in short, PGD is a technique that reduces calculation and storage cost drastically and presents some similarities with the Proper Orthogonal Decomposition, in short POD. It was initially introduced for the analyze and reduction of statistical and experimental data, the a posteriori decomposition techniques, also known as Karhunen-Loeve Expansion, Singular Value decomposition or Principal Component Analysis, are now used in the context of model reduction. Its are also related with the so-called n-best term approximation problem. In this paper we study and analyze the different mathematical and computational problems appearing in the optimization procedures related with the Proper Generalized Decomposition and its relative n-best term approximation problem.
Introduction
The main goal of this paper is to use of a separated representation of the solution of a class of elliptic problems, which allows to define a tensor product approximation basis as well as to decouple the numerical integration of a high dimensional model in each dimension. The milestone of this methodology is the use of shape functions given by a tensorial based construction. This fact has advantages as the manipulation of only one dimensional polynomials and its derivatives, that provides a better computational performance and simplified implementation and use one-dimensional integration rules. Moreover, it makes possible the solution of models defined in spaces of more than hundred dimensions in some specific applications. This problem is closely related with the decomposition of a tensor as a sum of rank-one tensors, that it can be 1 considered as a higher order extension of the matrix Singular Value Decomposition.
It is well-known, from the Lax-Milgram Lemma, that if V is a Hilbert space, A(·, ·) is a bounded, V −elliptic bilinear form on V, and ∈ V . Then there is a unique solution of the problem Find u ∈ V such that A(u, v) = (v) for all v ∈ V.
(1)
A generalized paradigm is that if V = V 1 ⊗ . . . ⊗ V d then the intensive use of tensor techniques can help to the computer scientist to "avoid the curse of dimensionality". The Proper Generalized Decomposition (PGD) method has been recently proposed [1, 17, 21] for the a priori construction of separated representations of an element u in a tensor product space V = V 1 ⊗ . . . ⊗ V d , which is the solution of a problem of type (1) with a symmetric bilinear form. A rank-n approximated separated representation u n of u is defined by
The concept of separated representation was introduced by Beylkin and Mohlenkamp in [4] and it is related with the problem of constructing the approximate solutions of some classes of problems in high-dimensional spaces by means a separable function. In particular, for a given map
we say that it has a separable representation if
Now, consider a mesh of [0, 1] in the x k -variable given by N k -mesh points, 1 ≤ k ≤ d, then we can write a discrete version of (3) by
where
denotes the vector with components u
We point out that (5) is an useful expression to implemented numerical algorithms using the MATLAB and OCTAVE function kron.
This paper is organized as follows. In the next section we introduce the tensor product Hilbert spaces. In Section we give the definition of progressive representation in tensor product Hilbert spaces and introduce the existence theorem for the progressive separated representation in Tensor Product Hilbert Spaces using a class of energy functionals. Next, in 4 we propose two algorithms in order to construct the PGD approach for general elliptic problems. Finally, in Section 5 some numerical examples are given.
Tensor product sums on tensor product Hilbert spaces
V i be a tensor product Hilbert space where V i , for i = 1, 2, . . . , d, are separable Hilbert spaces. We denote by (·, ·) and · a general inner product on V and its associated norm. We introduce norms · i and associated inner products (·, ·) i on V i , for i = 1, 2, . . . , d. These norms and inner products define a particular norm on V , denoted · V , defined by
Recall that V , endowed with inner product (·, ·) V , is in fact constructed by taking the completion under this inner product. Now, we introduce the set of V of vectors that can be written as a sum of tensor rank 1 elements. For each n ∈ N, we define the set of rank-n tensors S n = {u ∈ V : rank ⊗ u ≤ n}, introduced in [11] in the following way. Given u ∈ V we say that
Note that S n ⊂ S n+1 for all n ≥ 1. We will say for u ∈ V that rank ⊗ u = n if and only if u ∈ S n \ S n−1 . We first consider the following important property of the set S 1 and inner product · V .
Lemma 1 S 1 is weakly closed in (V, · V ).
Since equivalent norms induce the same weak topology on V , we have the following corollary.
Corollary 2
If the norm · on V is equivalent to the norm · V , then S 1 is weakly closed in (V, · ).
Corollary 3
If the V i are finite-dimensional vectors spaces, then S 1 is weakly closed in (V, · ) whatever the norm · .
An existence theorem for the progressive separated representation in Tensor Product Hilbert Spaces using a class of energy functionals
Now we want to construct a class of energy functional on S 1 , with respect to a given inner product (·, ·) on V , with associated norm · . The results of this section are due to Falcó and Nouy [10] . We make the following assumption on the inner product.
Assumption 4 We consider that the inner product (·, ·), with associated norm · , is such that S 1 is weakly closed in (V, · ).
Let us recall that by Corollary 2, the particular norm · V verifies Assumption 4. Now, we introduce for the norm · and for each r ∈ V the functional E r : V −→ R by
The following result gives the main properties of the energy functional E r .
Theorem 5
For each r ∈ V there exists v * ∈ S 1 such that
Moreover,
and
Definition 6 (Progressive separated representation of u ∈ V ) For a given z ∈ V, take z 0 = 0 and for n ≥ 1, proceed as follows:
z n is called an optimal rank-n progressive separated representation of z with respect to the norm · .
We introduce the following definition of the progressive rank. Note that in general, the progressive rank of an element z ∈ V is different from the optimal rank rank ⊗ (z).
Definition 7 (Progressive rank)
We define the progressive rank of an element u ∈ V , denoted by rank σ (z), as follows:
where z n is the progressive separated representation of z, defined in definition 6, where by convention min(∅) = ∞.
Theorem 8 (Existence of the Progressive Separate Representation)
where θ i is the angle between r i and v i , that is,
A variational formulation of the Proper Generalized Decomposition

Formulation of the problem
We consider the following variational problem, defined on the a tensor product Hilbert space (V, · V ):
for constants M > 0 and α > 0. Now, we introduce the operator A : V −→ V associated with A, and defined by
for all u, v ∈ V. We also introduce the element l ∈ V associated with L and defined by
for all v ∈ V.. The existence of A and l is ensured by the Riesz representation theorem. Problem (15) can be rewritten in an operator form:
The Proper Generalized Decomposition a continuous, V −elliptic bilinear symmetric form
Assume that for all u, v ∈ V,
From the assumptions on the bilinear form A(·, ·), we know that A is bounded, selfadjoint, and positive definite. As usual, we will denote by (·, ·) A the inner product induced by the operator A, where for all u, v ∈ V
We denote by u A = (u, u)
1/2
A the associated norm. Note that if A = I the identity operator, then · A = · V .
From properties of operator A, the norm · A is equivalent to · V . Therefore, by Corollary 2, the set S 1 is weakly closed in (V, · A ) and then, · A verifies assumption 4. Then we consider in this case for each r ∈ V the map
Definition 9 (PGD for self-adjoint operators) Let z 0 = 0 and for n ≥ 1,
From Theorem 8 we obtain that
that is lim n→∞ z n = A −1 l in the · A -norm. Since · A is equivalent to · V , then the sequence {z n } n≥0 also converges to A −1 l in the · V -norm. Observe, that the convergence rate given in (14) is · A -norm dependent, more precisely,
A natural question arises in this context: How we compute a minimum of E A −1 r over S 1 for a given r ∈ V ? Note that if
holds for all (w 1 , . . . , (24) is equivalent to show that the following Euler-Lagrange Equation:
holds for all (w 1 , . . . ,
A special case
Now, assume that A =
are given also in rankone form. Then the Euler-Lagrange equation appears as Note that we can write
Under the above notation the PGD run as follows. Start with u = 0 ∈ R n d and r
n as follows. Note, that (27) can be written as
for 1 ≤ i ≤ d, here ·, · 2 denotes the usual inner product in R 2 . The strategy to solve the above non-linear system can be seen in Algorithm ??.
From Algorithm ?? we can update the solution u = u + v 1 ⊗ · · · ⊗ v d and the residual by consider n r = n r + n A and
We remark that under this notation we have
In consequence at step N ≥ 1 the residual can be written as
where n r = n r + N n A . The proposal algorithm is given in Algorithm 1.
The Proper Generalized Decomposition a continuous, V −elliptic bilinear form
We consider for each r ∈ V the map
Thus since A * A is a self-adjoint operator, then the norm · A * A is equivalent to the · V -norm and in consequence S 1 is also weakly closed in the
Definition 10 (PGD for non self-adjoint operators) Let z 0 = 0 and for n ≥ 1,
From Theorem 8 we obtain
Thus, in this case the sequence {z n } n≥0 also converges to the solution A −1 l in the · V -norm. Here the convergence rate (14) is given by the expression:
In order to solve the associated minimization problem for a given r ∈ V, we have that if
then the following Euler-Lagrange equation
A special case
are given also in rankone form. Then the Euler-Lagrange equation appears as
In a similar way as in the symmetric case, let be consider an n-dimensional subspace span {w 1 i , . . . , w n i } of V i , for each 1 ≤ i ≤ d, and in this case we define the vector v i ∈ R n as follows:
In this case, the symmetric matrix A k,i j ∈ R n×n and the vector r
Now, (33) with this notation can be written as follows
The proposal algorithm is given in Algorithm 2. 
is the Laplace operator. The solution of this problem at x 0 ∈ R d , given in the form of the pathintegral with respect to standard d-dimensional Brownian motion W t is as follows
Here
is the first-passage time and W τ ∂Ω is the first-passage location on the boundary, ∂Ω. We assume that E[τ ∂Ω ] < ∞ for all x 0 ∈ Ω and f and u are continuous and bounded in Ω, and that the boundary, ∂Ω, is sufficiently smooth so as to ensure the existence of a unique solution, u(x), that has bounded and continuous first-and second-order partial derivatives in any interior subdomain
Example 11
Firstly, we consider the following problem in 3D: Solve for
−∆u = (2π) which has as closed form solution
We used the separable representation Algorithm 1) with parameter values iter max = 5, rank max = 1000 and ε = 0.001. The algorithm give us an approximated solution u 1 ∈ S 1 . In Figure 1 
