Abstract-The penetration of plug-in electric vehicles and renewable distributed generation is expected to increase over the next few decades. Large scale unregulated deployment of either technology can have a detrimental impact on the electric grid. However, appropriate pairing of these technologies along with some storage could mitigate their individual negative impacts. This paper presents a framework and an optimization methodology for designing grid-connected systems that integrate plug-in electric vehicle chargers, distributed generation and storage. To demonstrate its usefulness, this methodology is applied to the design of optimal architectures for a residential charging case. It is shown that, given current costs, maximizing grid power usage minimizes system lifecycle cost. However, depending upon the location's solar irradiance patterns, architectures with solar photovoltaic generation can be more cost effective than architectures without. Additionally, Li-ion storage technology and micro wind turbines are not yet cost effective when compared to alternative solutions.
I. INTRODUCTION

G
ROWING concern for climate change and energy security has renewed interest in plug-in hybrid electric vehicles (PHEVs) and electric vehicles (EVs), collectively referred to as plug-in electric vehicles (PEVs) [1] , [2] . Some PHEVs and EVs have been released into the market, and although estimates vary, by 2020 roughly 2 million PEVs are expected to be on the road in the U.S., increasing to 14 million (about 5% of the light duty vehicle fleet) by 2030 [3] , [4] . However, penetration across the country is not expected to be uniform. Some west coast utilities expect PEV penetration of around 5% in their service territories by as early as 2020 [5] . Such levels of penetration will require large scale deployment of residential and public chargers [6] , [7] . In parallel to these developments, there is strong legislative effort to mandate, or incentivize, large scale integration of renewable energy resources, including renewable distributed generation (DG), into the electric grid. Twenty-nine U.S. states and the District of Columbia have established renewable portfolio standards that will drive the integration of substantial amounts of renewable energy into the grid by 2020 [8] .
The potential impact of a large scale deployment of PEVs on the electric grid can be seen from the example of California , it is assumed that 50% of the PEVs are charging at the same time as the system peak at an average rate of 6 kW.
shown in Fig. 1 . As the penetration of PEVs increases, the additional annual energy demand due to these vehicles marginally increases the total annual electrical energy demand of the state [ Fig. 1(a) ]. However, the peak power demand of the PEVs can significantly increase the total peak power demand of the state [ Fig. 1(b) ]. Even small, but geographically concentrated, PEV penetrations could have substantial disruptive impact on local distribution systems, depending on the power rating of the chargers and the time of day when the vehicles are charged [9] - [11] . Also, integrating large levels of renewable DG into the grid is challenging as the variable and unpredictable nature of wind and solar make grid operations more difficult [12] . One potential way to mitigate the impact of PEV charging on the electric grid, while at the same time helping to achieve renewable portfolio standards, is to combine PEV charging with renewable DG and local storage into a single system. In fact, companies are beginning to explore this space as a commercially feasible endeavor [13] - [16] . However, it is unclear what architectural combination and control methodology makes the most practical sense in terms of cost and performance. In the past, methodologies have been developed to size stand-alone (i.e., non-grid connected) renewable DG and/or storage systems for non-PEV loads [17] - [20] . However, these methodologies do not address the design of grid-interfaced DG and/or storage systems, with their unique constraints and objective functions, to meet PEV charging requirements. This paper presents a conceptual framework and a methodology for designing optimal architectures of grid-interfaced PEV chargers that integrate renewable DG and storage. This work represents an expansion on our earlier conference paper [21] and includes an additional mixed integer programming optimization approach as well as additional analyses on alternative renewable DG and storage technologies. The conceptual framework and the architectural space we consider are described in Section II. Section III develops a system lifecycle cost model that is used to compare alternative designs. Section IV presents a methodology for determining an optimal architecture given certain design constraints, and formulates it using a linear programming approach, a search-based optimization approach, and a mixed integer programming approach. We apply these approaches to determine and explore optimal designs for a residential charging case in Section V. Finally, Section VI presents conclusions and directions for future work, and the Appendix provides details on some of the cost and lifetime parameter values used in this paper.
II. FRAMEWORK FOR EVALUATING ALTERNATIVE PEV-GRID INTEGRATION ARCHITECTURES
There are a number of different ways to configure and control a system consisting of PEV chargers, renewable distributed generation, energy storage and the electric grid. The system might not include storage and/or renewable DG. Alternatively, it might be a self-sufficient system with substantial renewable DG and storage, but no grid interface. If renewable DG, storage, and grid interconnection are all present, their relative ratings can be quite different depending on how power flow is managed. For example, the system may or may not prefer to draw power from storage and/or renewable DG before drawing power from the grid; and it may impose different limits on the power that can be drawn from or delivered to the grid. Different designs can also be developed using alternate technologies for renewable DG (e.g., solar photovoltaic panel versus wind turbine) and storage (e.g., electrochemical battery versus flywheel).
Without a quantitative comparison of the alternative architectures in terms of system attributes of interest, it is not clear which architecture is the most appropriate. The system attributes that are of importance for a PEV charging system are cost, efficiency and reliability. We choose to compare alternative designs in terms of system lifecycle cost, which includes initial capital costs and operating costs (consisting of energy and maintenance costs). By including energy and maintenance costs in system lifecycle cost, we incorporate the impact of system efficiency and reliability on the results of our comparative analysis. In this paper we limit our analysis to charging systems with a single charger, a single renewable distributed generator, and a single storage unit, as shown in Fig. 2 . However, the framework presented here is applicable to systems with multiple chargers, sources, and storage units.
III. SYSTEM LIFECYCLE COST MODEL
In this paper, alternative designs are compared in terms of lifecycle cost, , which includes both the initial capital costs and the operating costs of the system: (1) where and are the initial capital costs for the renewable DG and the storage unit, respectively, including any costs associated with their power electronic interface; is the cost associated with getting energy from the grid, and is the maintenance cost of the system. Collectively and represent the operating costs of the system over its lifetime. Note that while the system includes a PEV charger in addition to a renewable DG, a storage unit and a connection to the grid, the charger cost is not included in the system lifecycle cost model since it will have the same cost across the design space.
The initial capital costs of the renewable DG and storage unit are modeled as: (2) (3) where , and are the power ratings of the renewable DG and storage unit, respectively, and is the energy storage capacity of the storage unit. and are the fixed costs of the renewable DG and the storage unit, respectively, while is the variable cost of the renewable DG and and are the variable costs of the storage unit with respect to power rating and energy rating, respectively. The cost associated with getting energy from the grid is modeled as: (4) where is the energy drawn from the grid over a billing period is the peak power drawn from the grid; and is the lifetime of the system, i.e., the amount of time for which the charging system is expected to be used. The first two terms of (4) capture the consumption charge (consisting of distribution and energy charges) and the third term represents the demand charge. By modeling the maintenance cost as a cost associated primarily with the cost of replacing the renewable DG and the storage unit at the end of their respective lives, maintenance cost is given by: (5) where and are the expected life of the renewable DG and storage unit, respectively, and is the floor function which rounds its argument down to the nearest integer. The cost and time duration parameters used in (2)-(5) are also defined in Table I . Additionally, Table I lists the example values for these parameters as used in this paper. Since demand charge is typically applicable only to industrial and large commercial customers, is assumed to be zero for our residential charging case.
IV. OPTIMIZATION METHODOLOGY
In this paper an optimal architecture is one with the lowest system lifecycle cost, as modeled by (1) . This cost depends on the ratings and . These ratings depend upon , the power drawn by the PEV charger as a function of time , as well as the design constraints and the power flow control methodology.
Design constraints arise from the maximum power that can be drawn from and delivered to the grid, and ; the maximum power and energy rating of the storage unit, and , respectively; and the maximum and minimum state-of-charge allowed for the storage unit, and , respectively. These constraints can be expressed as follows: (6) (7) (8) (9) where , and are the instantaneous powers delivered by the grid, the renewable DG, and the storage unit, respectively; and is the instantaneous energy stored in the storage unit. The maximum power available from the grid could be limited due to the limited rating of a distribution transformer or a feeder line. The limits on the DG and storage could be due to space constraints. These design constraints along with their assumed values are summarized in Table II. Additional constraints are imposed by physical laws and the connections between the components; including the following from energy conservation: (10) Also the instantaneous power from the DG satisfies: (11) where is the normalized output power profile of the renewable distributed generation source, and varies between 0 and 1 due to variation in solar irradiation (or wind speed). Also the energy in the storage unit is related to the power drawn from it by: (12) where is given by: (13) and incorporates the effect of the roundtrip efficiency of the storage unit, . Other sources of loss are already incorporated into other aspects of the methodology. For instance, the inefficiency in the power electronics of the charger is incorporated into . Similarly, accounts for the conversion inefficiency from solar irradiance (or wind speed) to output power.
For steady state conditions, the system must return the storage unit to its original state-of-charge over some time period, , i.e., (14) For the analysis in this paper, is taken to be one day, unless otherwise specified. Finally, the energy and instantaneous power drawn from the grid are related as follows:
A. Linear Programming Formulation
In order to find the minimum lifecycle cost architecture we frame this problem first as a linear programming one. A linear programming problem can be expressed in conical form as: (16) where is the cost function to be minimized, is the cost vector and is the feasible vector consisting of the decision variables [23] . In our case the cost function is equal to the variable part of the system lifecycle cost expression developed in Section III. The fixed cost components are not included in the optimization process but are appropriately added at the end. The vectors and and matrices and model the constraints of the system, in our case given by (6)- (15) . Based on the system lifecycle cost model of (1), the decision variables in could simply be , and . However, since some of the constraints are on the instantaneous values of and , these must also be represented in . Hence, can be expressed as: (17) where , and are vectors representing the discrete time output power profiles of the grid, renewable DG and storage unit, respectively; and represents the discrete time energy stored in the storage unit, i.e.:
These four vectors are of length , where equals the time period, , divided by the desired time step, . Hence, is of length . To match the continuously variable part of (1) to is expressed as: (22) where each zero vector is of length . The constraints given by (6)- (9) are modeled by where (of length ) has the form: (23) with the following sub-vectors, each of length
has columns and rows and is of the form:
and the sub-matrices , and each having rows and columns are given by:
. 
In the above formulation and model the constraints on power drawn from the grid given by (6) ; and model the constraints on power from the renewable DG given by (7); and model the constraints on power from the storage unit given by (8) ; and and model the constraints on the stored energy given by (9) .
The constraints (10)- (15) are modeled by , where is of length and is represented as:
Here , of length , is the discrete time representation of the power drawn by the charger: (33) takes the following form: (34) where the row vector has columns and is given by:
The 
In (37), is the n element of (the discrete time version of ):
and in (38), is given by:
where we have assumed that the storage unit will not charge when the PEV charger is drawing power. In the above formulation models the power balance constraint given by (10); models the constraint on the instantaneous output power of the renewable DG given by (11) ; and collectively model the constraint on the instantaneous energy of the storage given by (12) and (14); and models the energy drawn from the grid given by (15) . This linear programming formulation is implemented in MATLAB.
B. Search-Based Formulation
To validate the results of the linear programming based optimization, and to investigate its design decisions, we have also developed a search-based optimization technique and implemented it in MATLAB. In this approach we size the renewable DG and storage unit for different design options and then compare these alternate designs in terms of their system lifecycle cost. To keep the search manageable we search across only a limited set of feasible designs. Hence, the success of this approach requires ensuring that the feasible designs considered include the optimal design. For the cases we consider in Section V, a feasible design must include storage, however, designs with and without DG are feasible.
The sizing algorithm depends upon whether or not DG is present. In architectures where a distributed generator is present, the algorithm takes an iterative approach. It starts with equal to zero, computes the change in the state-of-charge of the storage unit over the time period using (14), and keeps increasing the size of the DG until the change in the state-ofcharge is zero. For this state-of-charge calculation must be known and is computed using (10) , where is given by (11) and is calculated from:
In developing (42) we have assumed that the power flow in our system is controlled in such a way that the charger first takes power from the renewable DG. When the renewable DG cannot meet the full power needs of the charger, the remaining power is first drawn from the grid. Only when the grid power hits its limit do we draw power from the storage unit. This power flow control assumption limits the architectures that we search across. However, since this control methodology minimizes the amount of storage needed, this approach will search through the space of potential least cost architectures that contain DG. We parameterize this sizing algorithm in terms of , and generate multiple designs by sweeping across different values of in the range of 0 through . In architectures where no DG is present a slightly different approach is followed. This is necessary because now instead of the DG, the grid will have to charge the storage unit (it will do so when the electric vehicle is not charging). To incorporate this change in control methodology, we first calculate the energy that has to be supplied to the charger from the storage unit when the electric vehicle is charging: (43) where is the power supplied to the charger from the storage unit:
The energy taken from the storage unit must be returned to it from the grid when the electric vehicle is not charging. Hence, the output power flowing from the storage unit at all times can be expressed as: (45) Here we have assumed that our system controller recharges the battery evenly across the time period when the PEV is not charging, denoted as . Now that the output power profile of the storage unit is known, the instantaneous power drawn from the grid is:
For either case (with or without DG), once and that satisfy the state-of-charge requirement have been determined, the sizing algorithm proceeds to calculate the remaining three system ratings needed for system lifecycle cost calculation. Of these is calculated using (15) ; and the other two are calculated using:
(47) (48) where and return the maximum and minimum value of their argument over , and is given by:
Once the system has been designed the algorithm also checks to make sure that the following design constraints are satisfied:
(50) (51) (52) If these are not satisfied the design is discarded.
C. Mixed Integer Programming Formulation
To validate both of the above described approaches, we also formulated the minimization of the system lifecycle cost model developed in Section III (which is an affine function), subject to the design constraints given by (6)- (15) Unlike the linear programming formulation, this allows us to consider the full system lifecycle model, including the constant terms, in the optimization.
D. Comparison Between Formulations
Each formulation has strengths and weaknesses. The searchbased approach is heuristic in nature and relies on the accuracy of our intuition about how the charging system works to yield the optimal design. The linear programming approach is mathematically rigorous, but is limited to systems with a linear objective function and constraints. The mixed integer programming approach is the most accurate formulation for the affine system lifecycle cost model discussed in this paper, but it is computationally more demanding than linear programming.
V. RESIDENTIAL CHARGING CASE STUDY
Thus far, an optimization methodology and three different formulations for implementing it have been presented. To validate the methodology, all three formulations are applied to a case study and the results are compared. The specific case analyzed using the optimization methodology is that of a representative residential Level II charging system. We assume that an electric vehicle with a 30 kWh battery has to be fully recharged every evening from 20% state-of-charge. We also assume that the owner desires to charge the vehicle within 4 hours using a 6 kW charger starting at 7 P.M. each day. This charging rate is consistent with standardized Level II chargers [6] and the charging time follows documented user behavior [24] . The case study further assumes that the neighborhood in which the house is located is serviced by a 25 kVA transformer and the typical load between 7 P.M. and 11 P.M. of all the houses serviced by this transformer is 20 kW, excluding the charging needs of the EV. This situation is quite reasonable given the loading seen on existing transformers [25] . Hence, the maximum power that can be drawn from the grid, , without overloading the transformer is 5 kW.
Clearly the system requirements cannot be met with a gridonly charging solution, as the charging rate (6 kW) exceeds the maximum allowable power draw from the grid (5 kW). Hence, a storage unit and/or renewable DG will be needed. The storage unit will be necessary with solar photovoltaic (PV) distributed generation as the solar panel cannot produce any power in the late evening hours when the vehicle is to be charged. In this paper we first consider designs with a solar PV distributed generator and a lead-acid electrochemical storage unit for two locations in the U.S.: Eugene, OR, and Los Angeles, CA. We then consider designs with a micro wind turbine generator instead of solar PV for Los Angeles, CA, and Boulder, CO. Lastly, we analyze the impact on system lifecycle cost when the lead-acid battery is replaced by a Li-ion battery, when the PEV charging time is shifted, and when the variable cost of solar decreases.
For each location, an optimal design is determined based on a 20-year system lifecycle cost using the linear programming formulation of Section IV. The parameters and design constraints given in Tables I and II are used and the round-trip efficiency of storage, , is assumed to be 85%. The results are validated using the search-based optimization and mixed integer programming based approaches. For the residential case, the linear programming approach is an order of magnitude faster than the search-based one (3.88 s versus 41.14 s) and 2.5 times faster than the mixed integer programming approach (3.88 s versus 10.45 s). However, large memory resources are required to store matrices and , which become larger when the time step is made smaller compared to the time period . At one minute resolution, it takes around four times more memory to run the linear programming implementation than it does to run the search-based and mixed integer programming approaches ( MB versus MB and MB) on an Intel Dual Core, 2.67 GHz processor.
A. Dependence on Solar Irradiation Profile
An important parameter in our optimization methodology is the normalized output power profile of the distributed generation source,
. Fig. 3 shows the variation in over a day for high (95 percentile), median (50 percentile) and low (5 percentile) output power profile cases using 5-minute interval irradiation data for Eugene, OR from 1995-2011 [26] .
The 95 , 50 , and 5 percentile represent profiles that are above 95%, 50% and 5% of the data at a particular time of the day, respectively. The 95 percentile has a flat top because typical solar panel name-plate ratings are based on 1000 W/m solar irradiation, while the 95 percentile irradiation for Eugene goes above 1000 W/m around 12 noon.
When the 95 percentile is used in the design of the charging system, the lowest lifecycle cost solution is one that includes a solar PV DG. The ratings of the individual components for this optimal design are given in Table III . The power flow and stored energy as a function of time for this optimal design are shown in Fig. 4(a) . As expected, the stored energy returns to its initial value after 24 hours. Note that the optimal design uses the maximum available power from the grid when the vehicle is charging. This is expected since without a high demand charge, the grid is the lowest cost alternative for peak power. However, notice that the battery is charged using the DG instead of the grid. This is because the cost of solar PV is lower than the cost of energy from the grid over the 20-year system life.
When the median is used in the design of the system, the lowest lifecycle cost solution is one that does not include a solar PV generator (see Table III ). Instead the system relies on the grid to charge the battery for use when the vehicle is charging. This is because the lower normalized energy under the median profile necessitates the need for a DG with roughly twice the rating compared to the DG needed for the 95 percentile case. As a result, the cost of the DG is more than the cost of energy from the grid over the system life. The power flow and stored energy for this optimal design are shown in Fig. 4(b) .
Clearly whether or not the DG based design is optimal depends on the solar irradiance profile. Fig. 5 presents the system lifecycle cost of the optimal design for different profiles, ranging from the 5 percentile to the 95 percentile using Eugene, OR data. Up to the 50 percentile the optimal design does not utilize the solar PV. However, once the solar irradiance is at or above the 53 percentile level, corresponding to a peak, midday irradiance of about 720 W/m , the design with solar PV is optimal. The median irradiance of Eugene is just below this threshold. Fig. 5 also displays that the linear programming, search-based, and mixed integer programming approaches identify the same optimal design.
B. Optimization Across Non-Identical Days
Our analysis so far has implicitly assumed that all days have identical solar irradiation profiles. In order to investigate op- Fig. 6 . Two-month median normalized output power profiles across a year for (a) Eugene, OR and (b) Los Angeles, CA [26] , [27] . timal designs for systems operating over dissimilar irradiance days, we create an profile that models the variation in irradiance over a full year using an equivalent 6-day-length irradiance profile. Each day's irradiance represents the median of two consecutive months. The first day represents the median profile for a day in January or February followed by a day that represents the median profile for a day in March or April. In this way, we can represent a full year's seasonal fluctuation through a 6-day equivalent model. This 6-day profile is shown for Eugene, OR and Los Angeles, CA in Fig. 6 . The Los Angeles profile is based on 1-minute interval irradiation data from 2010-2011 [27] . Notice that Eugene has lower average irradiation than Los Angeles.
When the profiles of Fig. 6 are used in the design of the charging system with (time after which the storage unit must be returned to its original state-of-charge) set to 6 days, the optimal design for Eugene does not have a solar photovoltaic generation source, while the optimal design for Los Angeles does. The power flow and stored energy waveforms for optimal designs in Eugene and Los Angeles are shown in Fig. 7(a) and (b), respectively. As before, the lowest cost design uses the maximum available power from the grid when the vehicle is charging. Notice also that the optimal design returns the stored energy to its initial level after each day, even though the imposed constraint is over 6 days. This is because the battery cost is a very large fraction of the total lifecycle cost and by bringing the battery state-of-charge to its original position after each 24-hour period the size of the battery can be minimized.
C. Possible Use of Micro Wind Turbines
An alternative to solar PV for distributed renewable generation is a micro wind turbine. This option may offer a more cost effective solution for charging systems at locations that have reasonable wind, since the wind blows even at night when the PEV is to be charged and could reduce the required storage size. The output power of a wind turbine is a highly nonlinear function of wind speed. A normalized output power versus wind speed model for micro wind turbines is developed using the averaged output power data of five micro wind turbines from three manufacturers [22] . This normalized output power profile as a function of wind speed, , is shown in Fig. 8 and approximately modeled by the following expression:
As in the case of solar PV, is clipped at its maximum value of 1, even if (60) gives a higher value. Wind turbines have a cut-in wind speed below which they produce no power. Wind turbines also have a cut-out wind speed beyond which they produce no power in order to protect themselves from damage. In this model, the cut-in wind speed is 2.5 m/s and the cut-out wind speed is 20 m/s. Using this model, the output power from micro wind turbines installed in Los Angeles, CA and in Boulder, CO is calculated and plotted in Fig. 9 using actual wind speed data for 2010-2011 [27] , [28] . Fig. 9 shows the high (95 percentile), median (50 percentile), and low (5 percentile) output power profiles for these two locations.
As can be seen from Fig. 9(a) , in Los Angeles, even the 95 percentile wind profile utilizes less than 15% of the rated output power capability of the wind turbine. This is very poor utilization of the renewable DG and leads to optimal designs that do not use a micro wind turbine. Hence solar PV is a better option than micro wind turbines for Los Angeles, CA.
In the case of Boulder, CO, the median output power profile is also quite poor and not favorable for a micro wind turbine in an optimal PEV charging system design. On the other hand, the 95 percentile profile favors a micro wind turbine. These results are summarized in Table IV. The power flow for the 95 percentile case is shown in Fig. 10 . As seen in Fig. 10 , the output of the wind turbine is fairly flat across the day. This means that the storage unit is slowly charged during the day when the PEV is not charging. When the PEV is charging, the wind turbine directly supplies part of its required power. However, it is not reasonable to design the PEV charging system based on the 95 percentile output. Also, the wind data used in this analysis is for a height of 50 meters which may be considered too high for a residential application.
Therefore, while wind can be an attractive resource as it can be available at night (or in instances when solar is not an option) and has the potential to reduce the need for storage, the available micro wind technology is not suitable for capturing energy from low wind speeds. It is possible that if the cut-in wind speed was lower and if the wind turbine could reach its rated turbine output power at lower wind speeds, then the utilization factor of micro wind turbines would be much greater. However, with the available technology, residential scale wind turbines are not cost effective for use with PEV chargers at least in locations with wind speeds similar to Los Angeles, CA and Boulder, CO.
D. Sensitivity Analysis
The results of the optimization methodology may be sensitive to the assumptions or parameter values. In this section, we explore the sensitivity of the results to an alternate storage technology and its cost, to the time at which the PEV begins to charge, and to the cost of solar PV. As can be seen from Fig. 5 , the cost of storage is a large fraction of the system lifecycle cost. One reason this cost is so high is because the lead-acid batteries have a life of only six years. Hence, in the 20-year life of the system, four lead-acid batteries have to be purchased. Because lead-acid batteries are a very mature technology, major advancements in increasing their life or reducing their cost seem unlikely. On the other hand, Li-ion batteries are a relatively new technology with longer life than lead-acid units and with the potential for significant cost reductions over the next decade [29] . Assuming 12-year life Li-ion batteries, the price, , at which Li-ion battery technology becomes cost competitive with lead-acid batteries is investigated.
When the median solar irradiation profile for Los Angeles, CA is used to find the optimal design for a PEV charging system with a solar PV generation source and a lead-acid battery, the resulting system lifecycle cost is $46 793 of which $20 330 is the storage cost. The lifecycle cost of systems with Li-ion storage technology depends on the specific cost, (in $/kWh), of Li-ion batteries. The system lifecycle costs for designs with Li-ion storage technology are plotted as a function of Li-ion specific cost in Fig. 11 . Also plotted for reference in Fig. 11 is the lifecycle cost of the system with a lead-acid battery. The breakeven point between Li-ion and lead-acid is marked by a triangle. When the specific cost of Li-ion storage drops below 455 $/kWh, Li-ion storage becomes more attractive than lead-acid storage. The current cost of Li-ion batteries is estimated at 800 $/kWh. However, some industry analysts expect this cost to reduce by 60% over the next decade [29] . Given these costs, it is quite feasible for Li-ion storage technology to become cost competitive with lead-acid storage technology for PEV charging applications over the next decade. However, with the current cost of Li-ion technology, designs with Li-ion batteries result in Fig. 11 . System lifecycle cost as a function of specific cost of Li-ion batteries. The triangle indicates the specific cost below which Li-ion storage technology is cost competitive with lead-acid storage technology. Fig. 12 . System lifecycle cost as a function of when the PEV begins to charge. In each case, the PEV charges for 4 hours at a rate of 6 kW. Fig. 13 . System lifecycle cost for decreasing variable cost of solar as the solar photovoltaic generation source's normalized output power profile is varied from the 5 percentile to the 95 percentile using Eugene, OR data [26] . system lifecycle costs that are roughly 33% higher than designs with lead-acid batteries.
An area of variability is the time at which the PEV begins to charge. In a charging system that contains a solar PV generator, it may be cost beneficial to charge the PEV when the sun is expected to shine as seen in Fig. 12 . When the PEV begins charging around 10 A.M., the solar PV supplies the most power and energy directly to the PEV and reduces the size and cost of the storage unit. For a residential system, it may be difficult to charge the PEV during the day. Charging systems available at work locations may facilitate lower system lifecycle costs. There is negligible cost difference when PEV charging begins sometime between 5 P.M. and 3 A.M. as seen by the flat cost curve in Fig. 12 for that time range.
One nature of emerging technology is the opportunity for cost reductions over time. In the initial analysis for charging systems located in Eugene, OR, a variable cost of 4400 $/kW was assumed for the solar PV generator. As the number of installations and suppliers of this technology increases, it is expected that the cost will decrease thereby making solar PV generation a viable alternative to grid energy even in places such as Eugene, OR, whose peak solar irradiation only yields 60% of rated solar PV output power. It can be seen in Fig. 13 that it is more economical to use solar PV instead of the grid for energy when the cost of solar is low enough even when using the median (50 percentile) solar irradiance profile. Further analysis shows that the variable cost at which it is economical to use solar PV instead of the grid for energy with Eugene, OR's median solar irradiance profile is 3823 $/kW.
VI. CONCLUSIONS AND FUTURE WORK
In this paper we have presented a framework and methodology for the design of grid-interfaced PEV charging systems that integrate renewable distributed generation and storage. In particular, we develop a linear programming based approach to select designs that minimize system lifecycle cost. We also develop a search-based approach and a mixed integer programming approach to validate these results. We then apply these approaches to a residential charging case in which the peak power drawn by the charger is greater than what can be supplied from the grid. Therefore, the system needs to incorporate a distributed generation source and/or a storage unit.
In our analysis we consider architectures with a lead-acid or Li-ion storage unit and a solar PV-based or a micro wind turbine-based distributed generator for three U.S. locations. Based on the cost and lifetime parameter values used in this analysis, it is shown that designs that draw the maximum available power from the grid have the lowest 20-year system lifecycle cost. These designs minimize the size of the required storage unit. However, our analysis also shows that on a lifecycle cost basis, designs with a solar PV distributed generator are better than those without one if the median midday irradiation of the location is greater than about 720 W/m . This is true because at these locations the additional energy drawn from the grid over the 20-year period is more expensive than the 20-year lifecycle cost of the solar photovoltaic DG. Additionally, it has been shown that available micro wind turbine technology is not cost effective for PEV chargers at least in locations with wind speeds similar to those of Los Angeles, CA and Boulder, CO. Similarly, Li-ion storage technology is not yet cost competitive with lead-acid storage technology but may become more attractive as its cost decreases over the next decade. Sensitivity analysis has shown that varying the start time of PEV charging between 5 P.M. and 3 A.M. has negligible impact to total system lifecycle cost but that shifting to daytime charging, coincident with solar PV output, would decrease the cost substantially. Lastly, as the variable cost of solar decreases, solar PV generators may be attractive in areas with solar irradiation profiles similar to those seen in Eugene, OR.
In the future, the methodology developed here can be extended to evaluate and optimize the design of multiple PEV chargers (such as in a public PEV charging application) that utilize multiple renewable distributed generation sources and/or storage units.
APPENDIX
This Appendix discusses how the values of some of the parameters listed in Tables I and II were determined. For further information, see [22] .
A. Solar PV Cost Parameter Calculation
Aggregate industry data suggests that as of August 2011, module costs were 2.84 $/W [30] . The aggregate industry data is not broken down into fixed and variable costs. Therefore, price data for BP Solar modules was collected from a number of retail sites and each module price was plotted against the module output power rating [22] . Linear trendlines for each retailer were fitted against the data to calculate the fixed and variable cost components. Using this method, the fixed cost is the intercept of the linear trendline and the variable cost is the slope of the linear trendline. The resulting plot is shown in Fig. 14 To conduct a similar analysis for the remaining components of a solar PV system such as the inverter, balance of system (BOS), installation, and other/indirect factors, would require data that is not readily available. However, since it has been well-documented that the module cost is roughly 50% of the total installed cost of a solar PV system, a reasonable estimate can be made using the module cost [31] - [33] . As can be seen from Table V, the fixed cost of the module is roughly $100. Doubling this yields a fixed installed cost for solar PV systems (in the power range of interest for residential installations) of $200. Also, the variable cost of the module is approximately 2.2 $/W. Hence, the variable cost of the installed solar PV system would be roughly $4.4/W, or equivalently 4 400 $/kW which includes the inverter, BOS, installation and other costs and is listed in Table I .
B. Storage Unit Life Model
The life of the storage unit depends on the number of times it has been charged and discharged (also called a cycle). Battery manufacturers may indicate the number of cycles a battery can sustain based upon the depth of discharge (DOD) of the battery such as the data seen in Fig. 15 . Depending on the DOD, the Fig. 15 . SunXtender lead-acid expected battery cycle life versus depth of discharge [34] . amount of energy provided from each cycle is different. However, the energy that is required out of the storage unit is fixed. The rated energy capacity of the storage unit will have to be adjusted to ensure that the required amount of energy is delivered when the DOD is varied.
It was found that the lowest cost occurs when the DOD is limited to 20% and the battery life is just under 8 years [22] . The 20% DOD provides a buffer for days when the clouds may cover the sun or the wind may not blow. In these cases, the battery may be safely drained past 20% DOD. Likewise, over time, it is expected that the battery capacity may decrease to only 80% of its initial capacity. Toward the end of the battery life, the energy delivered will comprise a higher percentage of the current battery capacity. The battery would be regularly drained past 20% DOD. For these reasons, the expected life, , of the lead-acid battery is chosen to be 6 years. For design purposes, to achieve an initial DOD of 20%, the is set to 0.80 and the is set to 1 as listed in Table II. 
