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given nth degree monic polynomial p(x),
p(x) 5 On
i50
pi xi 5 p
n
j50
(x 2 Zj), pn 5 1. (1.1)
If the coefficients p0 , . . . , pn of p(x) and the variable x have been normal-
ized so as to confine all the zeros to the unit disc, then the desired approxima-
tions to the zeros of p(x) can be computed at the cost of performing O((log
n)2((log n)2 1 log b)n) arithmetic operations with O(bn) bit-precision,
which is asymptotically optimum bound as n R y, up to a polylogarithmic
factor. On the other hand, in some applications (for instance, to algebraic
optimization), all the coefficients p0 , . . . , pn21 of p(x) are real, and one
only needs to approximate all the real zeros of p(x). For a large class of
the input polynomials p(x), their real zeros are much less numerous than
their nonreal zeros, and one may try to isolate the former group of the
zeros of p(x) from the latter one by approximating the factor of p(x) whose
zeros are exactly all the real zeros of p(x).
Hereafter, motivated by the above observations, we will assume that
the polynomial p(x) has real coefficients, even though, formally, such an
assumption is not required in Sections 2–4. In a certain sense, the latter
assumption is no loss of generality since one may shift from p(x) to the
polynomial p(x)p(x) of degree 2n with real coefficients and with zeros Z1,
. . . , Zn , Z1 , . . . , Zn , where the bars indicate complex conjugation. In
Section 5, we show that getting real coefficients may be a certain compensa-
tion for increasing the degree of a polynomial from n to 2n.
In this paper, we propose two algorithms (see Algorithms 4.1 and 4.2
and Remarks 4.1–4.3 in Section 4) that combine some old and new geomet-
ric and analytic techniques in order to isolate a set S of all the real and
some nearly real zeros of p(x) from its other zeros. (By ‘‘nearly real’’ we
mean the complex points lying near the real line.) Then, we shall approxi-
mate at first the coefficients and then the zeros of the factor F(x) of p(x)
whose set of zeros is S. The degree of F(x) equals the cardinality of S and
is much less than n for a large class of the input polynomials p(x), and
then the original problem of the isolation of the real zeros of p(x) is
considerably simplified.
Our algorithm relies on the solution of the auxiliary problem of isolating
all those zeros of a given polynomial that lie on or near a fixed circle on
the complex plane. This auxiliary problem (solved in Section 3) may be of
some independent interest. In Section 4, we show how to extend its solution
so as to approximate the zeros of p(x) lying on or near the real line. This
extension uses a part of the preliminary material collected in Section 2. In
Section 5, we show how some very simple techniques lead to some relatively
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minor acceleration of approximation of all the zeros of a polynomial with
real coefficients.
To simplify our exposition, we will skip some minor details (cf. Remark
2.3 in Section 2); implementation of our approach will require its further
substantial elaboration.
2. SOME DEFINITIONS AND AUXILIARY RESULTS
DEFINITION 2.1. Hereafter,
C(Z, r) 5 hx: ux 2 Z u 5 rj and D(Z, r) 5 hx: ux 2 Z u # rj
denote the circle and the disc, respectively, both having a complex center
Z and a positive radius r.
A(Z, r, R) 5 hx: r # ux 2 Z u # Rj
denotes the annulus having its center in Z and bounded by the pair of
circles C(Z, R) and C(Z, r); the ratio R/r will be called the relative width
of A(Z, r, R).
FACT 2.1. (cf. [VdS70, Theorem 5.4]). All the zeros Zj of the polynomial
p(x) of (1.1) satisfy the bound
!2n T # uZj 2 C u # (1 1 Ï5)T/2 , 1.62T,
where C 5 2pn21/n, T 5 maxi$1uqn2i/qnu1/i 5 maxi$1uqn2iu1/i, p(x 1 C) 5
oni50 qi xi, qn 5 pn 5 1. (In particular, if pn21 5 C 5 0, then T 5
maxi$1upn2i/pnu1/i 5 maxi$1upn2iu1/i.)
FACT 2.2. The forward and inverse linear maps
x 5 Z 1 ry, y 5
x 2 Z
r
, (2.1)
for a fixed complex Z and a fixed positive r, transform into each other the
two circles, C(Z, r) of Definition 2.1 and C(0, 1) 5 hy: uyu 5 1j.
FACT 2.3 [ASU75]. Let the linear map (2.1) transform a polynomial
p(x) of (1.1) into
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q(y) 5 p(Z 1 ry) 5 On
i50
qi yi.
Then the coefficients q0 , . . . , qn of q(y) can be computed in O(n log n)
arithmetic operations if the coefficients of p(x) are given.
FACT 2.4. Define the forward and inverse maps
z 5 x 6 Ïx2 2 1, x 5
1
2 Sz 1 1zD, (2.2)
respectively. The forward map transforms the unit real line interval hx:
21 # x # 1j into the unit circle C(0, 1) 5 hx: uxu 5 1j, and vice versa, the
above unit circle is transformed by the inverse map of (2.2) into the above
real line interval.
FACT 2.5. Let p(x) be a polynomial of (1.1) and let
s(z) 5 znp S12 Sz 1 1zDD. (2.3)
Then,
(a) at the cost of performing O(n log n) arithmetic operations, one
may compute the coefficients of s(z), if the coefficients of p(x) are given, and
(b) at the cost of performing O((log n)2n) arithmetic operations, one
may compute the coefficients of p(x), if the coefficients of s(z) are given.
Proof. Write
h 5 log2(2n 1 1), N 5 2h,
xk 5 cosS2k 1 1N fD, zk 5 xk 1 Ïx2k 2 1,
so that
zk 5 cosS2k 1 1N fD1 Ï21 sinS2k 1 1N fD5 expS2k 1 1N fÏ21D5 gNyk ,
where gN 5 exp((f/N)Ï21), yk 5 zk/gN 5 exp((2fk/N)Ï21) are the
Nth roots of 1, k 5 0, . . . , N 2 1.
First suppose that the coefficients of p(x) are given and compute the
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coefficients of s(z). Start with computing s(zk) 5 p(xk) for k 5 0, 1, . . . ,
N 2 1. Since cos f 5 cos(2f 2 f) for any f, obtain that xk 5 xN2k21 , k 5
0, 1, . . . , N 2 1. Therefore, it suffices to compute p(xk) for k 5 0,
1, . . . , (N/2) 2 1, that is, to compute p(x) on the Chebyshev set of N/2
points. This can be done by means of a numerically stable algorithm of
[Ge87], by using O(n log n) arithmetic operations. We write
s(z) 5 O2n
i50
sizi 5 s*(y) 5 O2n
i50
sigiNyi.
Now, having the values s*(yk) 5 s(zk) 5 p(xk) available for k 5 0, 1, . . . ,
N 2 1, we will apply the inverse fast Fourier transform (FFT) on the Nth
roots of 1 in order to recover (in at most N 1 1.5N log2 N arithmetic
operations) the coefficients s*i 5 sigiN of s*(y), i 5 0, . . . , 2n, 2n , N ,
4n 1 2, and then we obtain si 5 s*i /giN , i 5 0, 1, . . . , 2n.
If we are given s(z) and seek p(x), we reverse the latter process. We
compute the coefficients s*i 5 sigiN of the polynomial s*(y) 5 o
n
i50 s*i yi.
Then, application of the forward FFT gives us the values s*(yk) 5 s(zk) of
s*(y) at yk , the Nth roots of 1, for k 5 0, 1, . . . , N 2 1. These values
equal the values p(xk) 5 s(zk) 5 s*(yk) of p(x) on the set of Chebyshev’s
nodes xk , k 5 0, 1, . . . , (N/2) 2 1. We recover the coefficients of p(x)
in O((log n)2n) arithmetic operations by applying the numerically stable
algorithm of [P89] for interpolation on the set of Chebyshev’s points. n
Under (2.3), we also arrive at the next result, whose first statement
immediately implies the second one.
FACT 2.6. Under the assumptions of Fact 2.5, we have s(z) 5 z2ns(1/z),
so that s(c) 5 0 if s(1/c) 5 0. Moreover, let f (z) denote a factor of s(z)
having a degree k and let all the zeros of f (z) lie inside the unit disc D(0,
1). Then the reverse polynomial zkf (1/z) [whose zeros lie outside the disc
D(0, 1)] divides s(z)/f (z).
The next result gives us an estimate for the complexity of approximating
the distances from a fixed complex point to all the zeros of p(x).
FACT 2.7. Let p(x) be a polynomial of (1.1). Let c, d, and Z be three
constants, Z complex, c . 0, d real. Let rj 5 uZ 2 Zju denote the distances
from Z to the zeros Zj of p(x), j 5 1, . . . , n, and let
r1 $ r2 $ ? ? ? $ rn .
Then, pairs r2j and r1j , approximating rj and satisfying the relations
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r1j 5 (1 1 c/nd)r2j (2.4)
and r2j # rj # r1j , can be computed simultaneously for all j, j 5 1, . . . , n,
at the overall cost of performing O((log n)2n) arithmetic operations.
A proof of Fact 2.7 (based on the earlier results of [O40, VdS70, He74,
Sc82]) can be found in Appendix B of [P96] (also cf. [P87]).
DEFINITION 2.2. ioi aixii 5 iaRi 5 oi uaiu will denote the 1-norm of a
polynomial oi aixi and of its coefficient vector aR. iMi will denote the 1-
norm of a matrix M 5 (mi, j), iMi 5 iMi1 5 maxj oi umi, ju.
The next result gives us an estimate for the complexity of numerical
splitting a polynomial into two factors over a given zero-free annulus.
FACT 2.8 (cf. Remarks 2.1 and 2.3). Let p(x) be a polynomial of (1.1).
Let b, c0 , d0 , r, R, and Z be fixed constants, b, c0 , r, and R positive, d0 real,
and Z complex, such that
R/r $ 1 1
c0
nd0
. (2.5)
Let p(x) have exactly k zeros (counted with their multiplicities) in the disc
D(Z, R) and no zeros in the annulus A(Z, r, R). Then, by using O((log
n)log(b 1 1) 1 (log n)2)n) arithmetic operations, one may compute two
polynomials F˜(x) and G˜(x) such that
ip(x) 2 F˜(x)G˜(x)i # 22bip(x)i, (2.6)
F˜(x) is monic, has degree k # n, and all its zeros lie inside the disc D(Z,
(1 1 d)r), whereas G˜(x) has degree n 2 k, and all its zeros lie outside the
disc D(Z, (1 2 d)R), for some small positive d.
A proof of Fact 2.8, extending the results of [Sc82], for d0 # 1, and of
[Ki94], is included in [BPa] and is also supported by the algorithm of [P95a,
Appendix A, B], though only weaker complexity estimates are needed and
claimed in that appendix. (On the long historical background for the study
of splitting a polynomial into complex factors, we refer the reader to [SeS41,
Schr57, DL67, DH69, G71, Ho71].)
Remark 2.1. With no loss of generality, Fact 2.7 can be restricted to
the case where Z 5 0, r1 # 1, due to Facts 2.1 and 2.2. Similarly, Fact 2.8
can be restricted to the case where R 1 uZu # 1 and all the zeros of p(x)
lie in the unit disc D(0, 1). Under these normalization restrictions, the
algorithms supporting Facts 2.7 and 2.8 can be performed by using the bit-
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precision of computations bounded by O(n log n) and O(nb), respectively
(cf. [Sc82, Ki94, P95a, P96a]; and Appendix B of [P96]).
Remark 2.2. The polynomials F˜(x) and G˜(x) of Fact 2.8 approximate
the polynomials F(x) and G(x), where all zeros of F(x) lie inside the disc
D(Z, r), all zeros of G(x) lie outside the disc D(Z, R), and F(x)G(x) 5
p(x). If r 5 1 and b $ 7n, then the zeros of F˜(x) approximate the respective
zeros of F(x) within errors less than 9/2b/n, and the reciprocals of the zeros
of G˜(x) approximate the reciprocals of the respective zeros of G(x) within
the same error bound [Sc85]. Furthermore, approximation of F(x) and
G(x) by F˜(x) and G˜(x) can be very rapidly refined if (2.6) holds for b $
c1n log2 n and for a certain positive constant c1 [Sc82, Ki94, P95a].
Remark 2.3. To avoid extensive detalization, which would have ob-
scured the main ideas, we do not specify the small correction by d in Fact
2.8; furthermore, we will ignore this minor correction in the subsequent
applications of Fact 2.8 (as if we had d 5 0 there).
DEFINITION 2.3. Motivated by the above properties, we will say that
F˜(x) approximates F(x) within the relative error bound 22b and G˜(x)
approximates G(x) within the relative error bound 22b if (2.6) holds, deg
F˜(x) # deg F(x), and deg G˜(x) # deg G(x).
The next result gives us an estimate for the error norm of two-step
splitting.
FACT 2.9 [Sc82] Let for a real b, two factors of p(x), denoted F(x) and
G(x), be approximated within the relative error bound 22b by F˜(x) and
G˜(x), respectively. Let iF˜(x) 2 J˜(x)H˜(x)i # 22b*iF˜(x)i for two polynomials
J˜(x) and H˜(x) and for a real b*. Then
ip(x) 2 J˜(x)H˜(x)G˜(x)i # (2n212b*(1 1 22b) 1 22b)ip(x)i.
Proof.
ip(x) 2 J˜(x)H˜(x)G˜(x)i # ip(x) 2 F˜(x)G˜(x)i
1 i(F˜(x) 2 J˜(x)H˜(x))G˜(x)i
# 22bip(x)i 1 22b*iF˜(x)i iG˜(x)i.
Recall Corollary 4.3 of [Sc82] and deduce that
iF˜(x)i iG˜(x)i # 2n21iF˜(x)G˜(x)i # 2n21(1 1 22b)ip(x)i.
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Substitute the latter bound on iF˜(x)i iG˜(x)i into the preceding bound on
ip(x) 2 J˜(x)H˜(x)G˜(x)i and obtain Fact 2.9. n
In Section 4, we will use the next definition.
DEFINITION 2.4. VN 5 (vi, j , i, j 5 0, 1, . . . N) denotes the N-by-N
Vandermonde matrix, where vi, j 5 (cos((2i 1 1)/N)f))j for all i and j.
In the remainder of this section, we will examine an alternative to the
mapping (2.2).
FACT 2.10. Each of the forward and inverse maps,
w 5
1 2 x
1 1 x
, x 5
1 2 w
1 1 w
, (2.7)
transforms the unit disc D(0, 1) into the right half-plane, C1 5 hx: Re x $
0j, bounded by the vertical coordinate line L0 5 hx: Re x 5 0j, and transforms
the right half-plane C1 into the unit disc D(0, 1). Furthermore, each of the
two maps of (2.7) transforms the boundaries C(0, 1) [of the disc D(0,
1)] and L0 (of the half-plane C1) into each other and also transforms the
complement of the unit disc D(0, 1) and the complementary left half-plane
C2 5 hx: Re x # 0j into each other.
The two simple rotations of the complex plane, y 5 xÏ21 and v 5
wÏ21, transform the vertical line L0 and the two half-planes C1 and C2
into the real coordinate (horizontal) line L0 5 hx: Re x 5 0j and the two
half-planes C1 5 hx: Im x $ 0j and C2 5 hx: Im x # 0j, respectively, and vice
versa. Thus, from Fact 2.10, we immediately obtain the following corollary.
COROLLARY 2.1. The map
x 5
1 1 vÏ21
1 2 vÏ21
5
Ï21 2 v
Ï21 1 v
transforms the upper and lower half-planes C1 and C2 into the unit disc
D(0, 1) and into its complement, respectively. The reverse map, v 5 Ï21
((1 2 x)/(1 1 x)) transforms the unit disc D(0, 1) and its complement into
the upper and lower half-planes C1 and C2, respectively.
FACT 2.11. Let p(x) be a polynomial of (1.1) and let
t(w) 5 (1 1 w)npS1 2 w1 1 wD. (2.8)
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Then, at the cost of performing O(n log n) arithmetic operations, one may
compute the coefficients of t(w) if the coefficients of p(x) are given (and
vice versa).
Proof. Observe that
1 2 w
1 1 w
5
2
1 1 w
2 1. (2.9)
Now, proceed in two stages.
1. Compute the coefficients q0 , . . . , qn of the polynomial
q(y) 5 On
i50
qiyi 5 p(2y 2 1)
and of the reverse polynomial
qR(z) 5 znq(1/z) 5 On
i50
qizn2i.
2. Compute the coefficients of the polynomial
r(w) 5 qR(w 1 1).
Due to (2.8) and (2.9), the coefficients of t(w) are correctly computed
at stage 2. Due to Fact 2.3, both stages 1 and 2 can be performed by using
O(n log n) arithmetic operations. n
Since the rotation x 5 yÏ21 transforms the polynomial oi aixi into the
polynomial oi (21)i/2aiyi, we obtain the following extension of Fact 2.11:
COROLLARY 2.2. O(n log n) arithmetic operations suffice in order to
compute the coefficients of the polynomial r(v) 5 t(vÏ21) [ for t(w) of
(2.8)] if the coefficients of the polynomial p(x) are given (and vice versa).
3. ISOLATION OF POLYNOMIAL ZEROS LYING ON OR
NEAR A FIXED CIRCLE
We propose the following algorithm:
ALGORITHM 3.1.
Input: a polynomial p(x) of (1.1) and positive a and b.
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Output: nonnegative d1 and d2 , both less than 22a, and a polynomial H˜(x)
approximating within the relative error bound 212b (cf. Definition 2.3)
the factor
H(x) 5 p
k
j51
(x 2 Yj)
of p(x), where the set hY1 , . . . , Ykj of the zeros of H(x) is exactly the
set of those zeros of p(x) that lie in the annulus A(0, (1 1 d1)21, 1 1 d2),
H(x) ; 1 if k 5 0.
Computations:
1. Approximate the magnitudes of all the n zeros of the polynomial
p(x) by applying the algorithm that supports Fact 2.7 for Z 5 0, c 5
1/2a12, d 5 1, so that c/nd 5 1/(2a12n). Write
r20 5 1y, r1n11 5 0. (3.1)
2. Test if p(x) has no zeros about the unit circle. To perform such a
test, at first define the jth annulus associated to p(x) as the annulus
A(0, r1j11 , r2j ). (Such an annulus is empty if r2j , r1j11 and degenerates to a
circle if r1j11 5 r2j , j 5 0, 1, . . . , n.) If for some j, 0 # j # n, we have
r1j11 , 1 , r2j (3.2)
[which means that the unit circle C(0, 1) lies strictly inside the j-th associated
annulus A(0, r1j11 , r2j )], then we output d1 5 min(22a21, (1/r1j11) 2 1), d2 5
min(22a21, r2j 2 1), and H˜(x) ; 1 and stop. Otherwise, go to stage 3.
3. Examine those annuli A(0, r1j11 , r2j ) that are sufficiently wide and
lie outside the unit disc D(0, 1) [this includes, in particular, the annulus
A(0, r11 , r20 )] and select among them the annulus, A(0, r1u11 , r2u), bounded
from inside by the minimum internal circle. Formally, compute the maxi-
mum integer j for which the relative width r2j /r1j11 of A(0, r1j11 , r2j ) is at least
1 1 1/(2a12n) and for which, furthermore, the annulus A(0, r1j11 , r2j ) has no
points lying strictly inside the unit disc D(0, 1), that is, compute the maxi-
mum j for which we have
1 # r1j11 # r2j @S1 1 12a12nD; (3.3)
let u denote this integer j. [Since r20 5 1y, according to (3.1), and since
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(3.2) does not hold for j 5 1, we have (3.3) satisfied for j 5 0, so that u $
0; on the other hand, u # n 2 1, since r1n11 5 0, according to (3.1).]
4. Split p(x) over the annulus A(0, r1u11 , r2u), by applying fact 2.8 for
Z 5 0, r 5 r1u11 , R 5 r2u , c0 5 1/2a12, and d0 5 1, so that c0/nd0 5 1/(2a12n).
Let F˜(x) denote the computed approximation to the factor F(x) of p(x),
whose zeros lie inside the disc D(0, r).
5. Examine those annuli A(0, r1j11 , r2j ) that are sufficiently wide and
lie inside the unit disc D(0, 1) and select among them the annulus,
A(0, r1l11 , r2l ), bounded from outside by the maximum external circle. For-
mally, compute the minimum integer j for which A(0, r1j11 , r2j ), the j-th
annulus associated to p(x), has a relative width r2j /r1j11 at least 1 1 1/(2a12n)
and has no points lying strictly outside the unit disc D(0, 1), that is, compute
the minimum j for which we have
S1 1 12a12nDr1j11 # r2j # 1; (3.4)
let l denote this integer j. [Since r1n11 5 0, according to (3.1), and since (3.2)
does not hold for j 5 n, we have (3.4) satisfied for j 5 n, so that l # n; on
the other hand, l $ 1 since r20 5 1y, according to (3.1). Also observe that
the annulus A(0, r1l11 , r2l ) is zero-free and lies both near the unit circle
C(0, 1) and inside the unit disc D(0, 1).]
6. Split F˜(x) over the annulus A(0, r1l11 , r2l ) by applying Fact 2.8 for
Z 5 0, r 5 r1l11 , R 5 r2l , c0 5 1/2a12, d0 5 1 [so that c0/nd0 5 1/(2a12n)], b
replaced by b* 5 b 1 n, and p(x) replaced by the polynomial F˜(x) computed
at stage 4. Let J˜(x) and H˜(x) denote the output approximations to the two
factors of F˜(x) computed in this application of Fact 2.8, where all zeros of
J˜(x) lie in the disc D(0, r1l11) and all zeros of H˜(x) lie outside the disc
D(0, r2l ). Output d1 5 (1/r2l ) 2 1, d2 5 r1u11 2 1, and H˜(x).
Let us verify correctness of Algorithm 3.1. Our comments to stages 2,
3, and 5 show that the zeros of the factor H(x) of p(x) [approximated by
H˜(x)] are located as desired. It remains to estimate the distances and the
error norms. We first observe that 1 1 22b , 2 since b . 0, and consequently,
2n212b* (1 1 22b) , 22b for b* $ b 1 n. Therefore,
ip(x) 2 J˜(x)H˜(x)G˜(x)i # 212bip(x)i,
due to Fact 2.9. Furthermore, it follows from the definition of the integers
l and u and from Fact 2.7 that H˜(x) approximates the factor H(x) of p(x)
whose all zeros lie in the annulus A(0, r2l , r1u11). It remains to show that
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(1 1 1/2a)21 , r2l # 1 # r1u11 , 1 1 1/2a. (3.5)
Towards proving (3.5), we deduce from the definitions of l and u [cf.
(3.2)–(3.4)] and from Fact 2.7 [cf. (2.4)] that
1 #
1
r2l
# S1 1 12a12nD2n21, 1 # r1u11 # S1 1 12a12nD2n21.
Equation (3.5) follows from the two latter inequalities since
S1 1 12a12nD2n21 # expS(2n 2 1)lnS1 1 12a12nDD, exp((2n 2 1)/(2a12n))
, exp(1/2a11) , 1 1
1
2a
,
for a positive a. This completes verification of the correctness of Algo-
rithm 3.1.
Due to Facts 2.7 and 2.8, Algorithm 3.1 can be performed by using
O((log n)(log(b 1 n 1 1) 1 (log n)2)n) arithmetic operations.
REMARK 3.1. Due to Facts 2.1 and 2.2, algorithm 3.1 can be immediately
extended in order to isolate the zeros of p(x) lying on or near the circle
C(Z, r) 5 hx: ux 2 Zu 5 rj, for any fixed pair of complex Z and positive r.
REMARK 3.2. The factors G˜(x), J˜(x), and H˜(x) of p(x) can be computed
simultaneously in a single application of the splitting algorithm of [Ki94];
this would a little simplify stages 4 and 6 of Algorithm 3.1. Moreover, we
can obtain a further improvement in the important case where we apply
Algorithm 3.1 to the polynomial s(z) of (2.3), having degree 2n and replac-
ing p(x). In this case, which we will consider in the next section, we may
further simplify stages 5 and 6 of Algorithm 3.1, due to Fact 2.6. Namely,
let f˜ (z) and g˜(z) denote the two polynomials of degrees k and 2n 2 k,
respectively, computed at stage 4 of Algorithm 3.1 and approximating the
two factors f (z) and g(z) of s(z) whose all zeros lie either inside the disc
D(0, r) [for f (z)] or outside the disc D(0, R) [for g(z)], where 1 # r , R.
Then, due to Fact 2.6, the reverse polynomial z2n2kg(1/z) divides f (z)
[which implies that k $ n], whereas the quotient h(z) 5 zk22n f (z)/g(1/z)
is exactly the desired factor of s(z), whose zeros coincide with the zeros
of s(z) that lie in the annulus
A(0, 1/R, r) 5 hz: 1/R # uzu # rj, 1
(1 1 22a)
, 1/R , 1 # r , 1 1 22a.
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A desired approximation h˜(z) to h(z) can be obtained via numerical divi-
sion of the polynomial f˜ (z) by the reverse polynomial z2n2kg˜(1/z).
REMARK 3.3. Applying Algorithm 3.1 to the nth degree polynomial
r(v) 5 (1 1 vÏ21)np((1 2 vÏ21)/(1 1 vÏ21)) [rather than to the poly-
nomial p(x)], we may replace stages 5 and 6 of this algorithm by simpler
computational blocks too. Indeed, in this case, let f˜(v) and g˜(v) denote
two polynomials of degrees k and n 2 k, respectively, computed at stage
4 of Algorithm 3.1 and approximating the polynomials f (v) and g(v),
respectively, where each of the two latter polynomials divides r(v) and has
all its zeros either in the disc D(0, r) [for f (v)] or outside the disc D(0, R)
[for g(v)] and where 1 # r # R. Then, the polynomial
a(x) 5 gSÏ21 1 2 x1 1 xD(1 1 x)k 5 Oki50 aixi 5 p
k
j51
(x 2 Zj)
is a factor of p(x) having all its zeros Z1 , . . . , Zk lying in the lower half-
plane C2 (cf. Corollary 2.1). Since, by assumption, p(x) has real coefficients,
the polynomial
a(x) 5 Ok
i50
aixi 5 Ok
j51
(x 2 Zj)
also divides p(x). (Recall that z denotes the complex conjugate of z.)
Furthermore, this polynomial, a(x), has all its zeros in the complementary
half-plane, so that it has only constant factors common with a(x). Therefore,
the two polynomials b(v) 5 a((1 2 vÏ21)/(1 1 vÏ21))(1 1 vÏ21)k and
c(v) 5 a((1 2 vÏ21)/(1 1 vÏ21))(1 1 vÏ21)k also have only constant
common factors and both divide r(v). Therefore, the quotient h(v) 5 f (v)/
c(v) 5 r(v)/(b(v) c(v)) is a desired divisor of r(v), whose all zeros lie on
or near the unit circle C(0, 1). Starting with f˜(v) and g˜(v) [rather than with
f (v) and g(v)], we will arrive at numerical approximations h˜(v) to h(v)
and H˜(x) 5 h˜(Ï21(1 2 x)/(1 1 x))(1 1 x)k to a divisor H(x) 5
h(Ï21(1 2 x)/(1 1 x))(1 1 x)k of the polynomial p(x), whose zeros all
lie on or near the real coordinate line L0.
4. ISOLATION OF POLYNOMIAL ZEROS THAT LIE
ON OR NEAR THE REAL LINE
In this section, we will extend Algorithm 3.1 in order to isolate the zeros
of a polynomial p(x) of (1.1) that lie on or near the real line. We will
achieve this twice, based on the two maps, that is, at first on the map (2.2)
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and then on the map (2.7). The latter extension, by means of Algorithm
4.2 of this section, has some minor advantages over the former extension
(see Remark 4.3 at the end of this section).
Due to Facts 2.1, 2.2, and 2.3, we may assume with no loss of generality
that all the zeros of p(x) lie in the unit disc D(0, 1). Then recall from Facts
2.4 and 2.5 that (2.2) maps p(x) into a polynomial s(z) of (2.3) and maps
the real zeros of p(x) into the zeros of s(z) lying on the unit circle
C(0, 1). Furthermore, we have the following fact (cf. Definition 2.2):
FACT 4.1. Under (2.3), we have is(z)i # ip(x)i.
Proof. Observe that izi(z 1 1/z)ii 5 2i, and therefore,
is(z)i 5 U zn On
i50
piSz 1 1zDi22iU # Oni50 SUziSz 1 1zD
iU@2iDupiu # On
i50
upiu
5 ip(x)i. n
The next three facts are simple and well-known (cf. Definition 2.2 and
[GL89, pp. 53–54]).
FACT 4.2. uq(z)u # iq(z)i for any polynomial q(x) and for any z satis-
fying uzu # 1.
FACT 4.3. ioki50 aixii 5 o
k
i50 uaiu # (k 1 1) maxi uaiu.
FACT 4.4. Let ExR 5 vR for two vectors xR and vR and a nonsingular matrix
E. Then ixRi # iE21i ivRi.
FACT 4.5. The Vandermonde matrix VN of Definition 2.4 is nonsingular
for any N. Furthermore, iV21N i 5 O((1 1 Ï2)N/N) as N grows to the infinity.
Proof. See [Ga75, Example 6.2] or [Ga90].
FACT 4.6. For a positive d , 1 and for d* 5 (2 2 d)d/(2 2 2d) #
d/(1 2 d), (2.2) maps the annulus
A(0, (1 1 d)21, 1 1 d) 5 hz: 1
1 1 d
# uz u # 1 1 d j
into the d*-neighborhood of the real line interval I(21, 1) 5 hx: 21 # x # 1j.
Proof. Let
uz u 5 1, D« (x) 5
1
2 S(1 1 «)z 1 1(1 1 «)zD2 12 Sz 1 1zD, 0 # u« u # d.
Then we have
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D«(x) 5
1
2 S«z 2 «(1 1 «)zD5 «2 Sz 2 1(1 1 «)zD.
Therefore,
uD«(x)u #
u« u
2 S1 1 11 2 u« uD# (2 2 d)d2 2 2d 5 d*. n
We are ready to present the first of the desired extensions of Algo-
rithm 3.1.
ALGORITHM 4.1. Input: the same as in Algorithm 3.1, provided that
C 5 pn21 5 0, and 1.62T # 1, where C and T are defined in Fact 2.1.
Output: approximation M˜(x), within the relative error bound e 5
212b iV 21N iN 5 O(212b(1 1 Ï2)N ), to the polynomial M(x) 5 Pkj51(x 2
Yj ), where N 5 2h, h 5 log2(2n 1 1), and the set of the zeros hY1 , ? ? ?,
Yk j of the polynomial M(x) consists of all the real zeros of p(x) and of
some nonreal zeros of p(x) that lie at the distance at most d(a) 5 22a/(1
2 22a ) 5 1/(2a 2 1) from the real line (cf. Fact 4.6, Definitions 2.3 and
2.4, and the proof of Fact 2.5).
Computations:
1. Apply the algorithm supporting part (a) of Fact 2.5 in order to
compute the coefficients of the polynomial s(z) of (2.3).
2. Apply Algorithm 3.1 replacing the polynomial p(x) in its input by
s(z). Let m˜(z) denote the output polynomial in this application of Algo-
rithm 3.1. [m˜(z) approximates the factor m(z) of s(z) such that m(z) 5 0
if and only if s(z) 5 0 and
(1 1 d1)21 , uz u , 1 1 d2 , 0 # d1 # 22a, 0 # d2 , 22a.]
Besides m˜(z), Algorithm 3.1 also computes two other polynomials, f˜ (z)
and j˜(z), approximating two factors of s(z) that correspond to the two
factors F (x) and J(x) of p(x), respectively [cf. Remark 3.2]. Hereafter, let
l˜(z) denote f˜ (z) j˜(z).
3. Apply part (b) of Fact 2.5 to compute the image M˜(x) of m˜(z)
under the map (2.2). Output M˜(x). [M˜(x) approximates the image M(x)
of m(x) under the map (2.2).]
Let us show correctness of this algorithm.
Facts 2.4, 2.6, and 4.6, together with the correctness proof for Algorithm
3.1, ensure the desired properties of the zeros of M(x). It remains to
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estimate from above the norm i p(x) 2 L˜(x) M˜(x)i, where L˜(x) denotes
the image of l˜(w) under the reverse map of (2.2).
Let l˜(z) and m˜(z), the two computed approximations to the two factors
of s(z), satisfy the bound
is(z) 2 l˜(z) m˜(z)i # 212b is(z)i (4.1)
[cf. (2.6)].
Substitute (2.2) on both sides of (4.1). Obtain from (4.1) and Fact 4.1 that
is(z) 2 l˜(z) m˜(z)i # 212b is(z)i # 212b i p(x)i. (4.2)
Let vR(s, l˜, m˜) denote the vector of the N values of the polynomial s(z) 2
l˜(z) m˜(z) at z 5 yk gN , where, as before, we write gN 5 exp(fÏ21/N)
and where yk takes on the values of all the Nth roots of 1.
Apply at first Fact 4.3 and then Fact 4.2 and obtain that
ivR(s, l˜, m˜)i # N max
z5ykgN
us(z) 2 l˜(z) m˜(z)u # N is(z) 2 l˜(z) m˜(z)i, (4.3)
where the maximum is over all the values z 5 yk gN , k 5 0, 1, ? ? ?, N 2 1.
Recall that vR(s, l˜, m˜) equals the vector vR( p, L˜, M˜) of the values of the
polynomial p(x) 2 L˜(x) M˜(x) on the set
hxk 5 cosS2k 1 1N fD, k 5 0, 1, ? ? ?, N 2 1j
of Chebyshev nodes. Consequently, we have VN c
R( p, L˜, M˜) 5 vR( p, L˜, M˜),
where cR( p, L˜, M˜) denotes the coefficient vector of the polynomial p(x) 2
L˜(x) M˜(x) and VN denotes the N-by-N Vandermonde matrix of Defini-
tion 2.4,
VN 5 (vi, j ), vi, j 5 ScosS2i 1 1N fDDj, i, j 5 0, 1, ? ? ?, N 2 1.
Therefore (cf. Fact 4.4),
i p(x) 2 L˜(x) M˜(x)i 5 icR( p, L˜, M˜)i # iV21N i iv
R( p, L˜, M˜)i.
Combine the latter inequality with (4.2) and (4.3) and deduce that
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i p(x) 2 L˜(x) M˜(x)i # 212bN iV 21i i p(x)i.
Combine this bound with Fact 4.5 in order to complete the proof of correct-
ness of Algorithm 4.1.
Let us also show an alternative extension of Algorithm 3.1, which requires
only O(n log n) arithmetic operations. This extension and its analysis rely
on Eqs. (2.7), (2.8), Facts 2.10 and 2.11, Corollaries 2.1 and 2.2, and the
following three facts:
FACT 4.7. For any positive r , 1, the map (2.7) transforms the line
interval I(r) 5 hx: 2r # xÏ21 # rj into an arc A(r) of the unit circle
C(0, 1); the arc has endpoints w(r) 5 (1 1 rÏ21)/(1 2 rÏ21) 5 (1 2
r2 1 2rÏ21)/(1 1 r 2) and 1/w(r), and the real coordinates of the points
of the arc fill the line interval hx: (1 2 r2)/(1 1 r2) # x # 1j.
FACT 4.8. Under the assumptions of fact 4.7 and for any positive d, (2.7)
maps the d-neighborhood N(d, A(r)) of the arc A(r) into the d˜-neighbor-
hood N(d˜, I(r)) of I(r), where
d˜ #
2d
u1 1 w(r)u(u1 1 w(r)u 2 d)
,
2d
u1 1 w(r)u2(1 2 d)
.
In particular,
u1 1 w(r)u2 5 2 if r 5 1,
u1 1 w(r)u2 . 2 if r , 1,
u1 1 w(r)u2 5 16/5 if r 5 1/2.
Proof. Let w lie on A(r), let uw* 2 w u # d, and let x and x* denote
the images of w and w* under the map (2.2), respectively. Then,
ux 2 x* u 5 U1 2 w*1 1 w* 2 1 2 w1 1 wU5 2uw 2 w* uu1 1 w u u1 1 w* u # 2du1 1 w u u1 1 w* u .
The product u1 1 w u u1 1 w* u yields its minimum value for u1 1 w(r)u(u1 1
w(r)u 2 d), which proves Fact 4.8 n
FACT 4.9. Let
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p(x) 5 On
i50
pi x i, t(w) 5 On
i50
ti w i 5 (1 1 w)npS1 2 w1 1 wD.
Then, we have
22ni p(x)i # i t(w)i # 2n i p(x)i.
Proof.
i t(w)i 5 UOn
i50
pi (1 2 w)i(1 1 w)n2iU
# On
i50
u pi u i1 2 w ii i1 1 w in2i# 2n On
i50
u pi u 5 2n i p(x)i.
The bound i p(x)i # 2n it(w)i follows similarly, since we have that p(x) 5
(w 1 1)nt((1 2 w)/(1 1 w)) (cf. Fact 2.10). n
We are ready to show our alternative to Algorithm 4.1.
ALGORITHM 4.2. Input: the same as for Algorithm 4.1, except that now
we require that a $ 2 and that 1.63T # 1/2 (cf. Facts 2.1–2.3).
Output: the same as for algorithm 4.1, except that now we set e 5 212b22n,
replace d(a) by d˜ of fact 4.8 applied for d 5 22a and for a fixed r # 1, and
denote the output polynomial U˜(x), rather than M˜(x).
Computations:
1. Apply the algorithms supporting Fact 2.11 and Corollary 2.2 in order
to compute the coefficients of the polynomial t(w) of (2.8) and r(v) of
Corollary 2.2.
2. Apply Algorithm 3.1 for r(v) replacing p(x) in the input. Let u˜(w)
denote the output polynomial of this stage.
3. Apply the algorithms supporting Fact 2.11 and Corollary 2.2 so as
to compute the image U˜(x) of the polynomial u˜(wÏ21) under the reverse
map of (2.7).
Correctness of this algorithm is proved similarly to correctness of Algo-
rithm 4.1, except that now we use Corollaries 2.1 and 2.2 and Facts 4.7–4.9,
instead of Facts 2.4, 2.6, 4.1–4.6. Due to Corollary 2.2, stages 1 and 3 of
this algorithm can be performed at the cost O(n log n), dominated by the
estimated cost of application of Algorithm 3.1 at stage 2.
Remark 4.1. The extra factors iV 21N i N 5 O((1 1 Ï2)N ) and 4n on the
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output errors can be compensated by means of increasing the value b by
N log2(1 1 Ï2) 1 O(1) and 2n, respectively.
Remark 4.2. We may substantially simplify the computations by algo-
rithms 4.1 and 4.2 if we replace (at their stage 2) application of Algorithm
3.1 by application of its modifications described in Remarks 3.2 and 3.3.
Remark 4.3. The maps (2.7) and Algorithm 4.2 seem to be a little more
attractive than the maps (2.2) and Algorithm 4.1. Indeed, unlike the reverse
map of (2.2), both forward and reverse maps of (2.7) are rational, and Eq.
(2.9) reduces each of them to composition of two simple maps of (2.1),
with Z 5 21, r 5 2 and Z 5 r 5 1, respectively, and of reversion of a
polynomial. [Actually, such a reduction enables us to bound the computa-
tional precision and, consequently, the Boolean complexity of the back and
forth transformations (2.7).] Besides, computation of the transformations
(2.7) is a little less costly than computation of the back and forth transforma-
tions (2.2) [cf. Facts 2.5 and 2.11]. Furthermore, we have obtained a slightly
superior asymptotic upper estimate for the output errors of Algorithm 4.2
than for those of Algorithm 4.1. However, the cited advantages of Algo-
rithm 4.2 over Algorithm 4.1 seem to be rather minor. In particular, the
overall cost of application of each of Algorithms 4.1 and 4.2 is dominated
by the cost of performing their numerical splitting stage, and the difference
in the error bounds is translated into a relatively small change of b (cf.
Remark 4.1). Furthermore, by complementing the proof of Fact 2.5 with
the results of [Ge87, P89], with Corollary 3.4.1 on p. 253 of [BP94] (on
numerical stability of FFT), and with the inequalities iVN i # N and
iV 21N i 5 O((1 1 Ï2)N/N) (the former inequality is obvious and the latter
is implied by Fact 4.5), we may deduce reasonably good upper bounds on
the errors of performing the back and forth transforms (2.2) by using the
floating point arithmetic with rounding off to a fixed finite precision of the
computations. [Such bounds immediately imply reasonably good upper
bounds on the Boolean complexity of performing the transformations (2.2);
in fact, these are about the same bounds as we have in the case of the maps
(2.7), and we refer the reader to [BPb] on many details of numerical analysis
of computations based on the maps (2.2) and (2.7).]
5. ACCELERATION OF THE RECURSIVE SPLITTING OF POLYNOMIALS
WITH REAL COEFFICIENTS
The algorithms of [P95, P96a] approximate all the zeros of a polynomial
p(x) of (1.1) by splitting it numerically into two factors F(x) and G(x) and
then by recursively splitting the computed nonlinear factors until all the
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computed factors become linear. [Sc82, NR94] use similar recursive pro-
cesses, but the algorithm of [NR94] involves an additional costly stage of
the evaluation of the higher order derivatives of p(x), and [Sc82] does not
balance the degrees of F(x) and G(x), whereas [P95, P96a] guarantee that
n
12
, deg F(x) ,
11n
12
;
furthermore, even without computing the zeros of higher order derivatives
of p(x), the degrees of the computed factors are balanced in all recursive
steps of the algorithms of [P95, P96a], which leads to rapid decrease of the
degrees of the factors. It turns out that such a decrease of the degrees
implies the decrease of the overall computational cost of approximating
polynomial zeros.
In this section, we will show how to achieve some small further decrease of
the degrees of the computed factors provided that p(x) has real coefficients
(compare our comments in the beginning of the introduction). We will
keep writing z to denote the complex conjugate of z and will extend the
direction used in Remarks 3.2, 3.3, and 4.2, by exploiting the following
simple fact.
FACT 5.1. If a polynomial p(x) of (1.1) has real coefficients and if
p(z) 5 0, then p(z) 5 0.
Due to Fact 5.1, we may assume that the zeros of p(x) have been enumer-
ated so that Z2h11 , ? ? ?, Zn take on real values for some integer h, 0 #
h # n/2, whereas Zj1h 5 Zj , for j 5 1, ? ? ?, h.
Now, suppose that p(x) has real coefficients and has been split into
two factors,
F(x) 5 Ok
i50
fi x i 5 fk p
k
j51
(x 2 Zi( j)) (5.1)
and G(x) 5 p(x)/F(x) of degrees k and n 2 k, respectively, over some
zero-free annulus A(Z, r, R). We will consider two cases.
(a) The internal disc d(Z, r) of the latter annulus does not intersect
the real line: hx: Im x 5 0j. In this case, the factor G(x) has a divisor
F(x) 5 Ok
i50
fi x i,
fi being the complex conjugates of the coefficients fi of (5.1). The subsequent
recursive splitting process can be restricted to the factors F(x) and Q(x) 5
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G(x)/F(x) 5 p(x)/(F(x)F(x)) of p(x), and then, at the end, the zeros of
F(x) can be approximated by the values Z*i ( j) , j 5 1, ? ? ?, k, Z*i ( j) denoting
the computed approximations to Zi( j) , j 5 1, ? ? ?, k, the zeros of F(x) [cf.
(5.1)]. Furthermore, the polynomial Q(x) has real coefficients, since both
polynomials p(x) and F(x)F(x) have real coefficients, and we may recur-
sively extend our real case techniques in order to simplify the subsequent
splitting of Q(x) into factors.
(b) The disk D(Z, r) intersects the real line. In this case, the factor
F(x) can be further split into 2 factors Fin(x) and Fout(x) over the annulus
AZ,r,R 5 hx: r # ux 2 Z u # R j, such that the zeros of the factor Fin(x) are
exactly those zeros of p(x) that lie in the intersection of the internal discs
of the two annuli AZ,r,R and AZ,r,R , whereas the zeros of the factor Fout(x)
lie in the disk D(Z, r) but outside the disk D(Z, R). Consequently, the
polynomial Fin(x) has real coefficients, the polynomial
Fout(x) 5 F(x)/Fin(x)
has all its zeros lying above the real line, its complex conjugate associate
Fout(x) divides G(x), and the quotient polynomial
Q(x) 5 G(x)/Fout(x)
has real coefficients. Therefore, in this case, we may apply the recursive
splitting algorithm to the three factors of p(x), that is, to Q(x), Fin(x), both
having real coefficients, and Fout(x). At the end, the complex conjugates
of the computed approximations to the zeros of Fout(x) give us approxima-
tions to the zeros of Fout(x), that is, to those zeros of p(x) that lie in the
difference of the disks D(Z, r) and D(Z, r) 5 hx: ux 2 Z u # r j.
Thus, in both considered cases (a) and (b), we have proposed some
simple modifications of splitting a real polynomial that may give us more
factors of lower degrees than the original version of splitting does. Of
course, in unfavorable cases, the modification may give us the same splitting
as the original version. This occurs in case (a) if and only if the polynomials
F(x) and G(x) have the same degrees, that is, if 2k 5 n, and in case (b)
if and only if the factors F(x) has no zeros in the disk D(Z, r) and,
consequently, has all its zeros lying in D(Z, r) 2 D(Z, r), that is, lying
both in the complement of the disk D(Z, r) and in the disk D(Z, r). The
latter properties of F(x) can be easily detected without performing any
extra splitting [He74].
Remark 5.1. In the case of a real polynomial p(x), one may also simplify
Weyl’s algorithm for approximating polynomial zeros [He74]. The latter
algorithm proceeds with search and exclusion on the complex plane, starting
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with some initial square that contains all the zeros of p(x). For a general
polynomial p(x) of (1.1), a simple choice for the initial square is given by
hx: uRe C 2 Re x u , 1.62T, uIm C 2 Im x u , 1.62T j,
where C and T are defined in Fact 2.1. In the case of a real polynomial
p(x), C is real, and one may start with the initial half-square
hx : uC 2 Re x u , 1.62T, 0 # Im x , 1.62Tj.
Then, at the end, with every computed approximation Z*h to a nonreal zero
Zh of p(x), one may also output its complex conjugate Z*h , approximating
the zero Zh of p(x). The amount of computations decreases by twice in
this case. As was pointed out to us by Dario Bini, the simplification is even
greater when one seeks only real zeros, for in such a case, one may discard
all squares that contain no real points.
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