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a b s t r a c t
This paper considers a linear regression model with a one-dimensional control variable
x and an m-dimensional response vector y = (y1, . . . , ym). The components of y are
correlated with a known covariance matrix. Based on the assumed regression model, it
is of interest to obtain a suitable estimation of the corresponding control value for a given
target vector T = (T1, . . . , Tm) on the expected responses. Due to the fact that there ismore
than one target value to be achieved in the multiresponse case, the m expected responses
may meet their target values at different respective control values. Consideration on the
performance of an estimator for the control value includes the difference of the expected
response E(yi) from its corresponding target value Ti for each component and the optimal
value of control point, say x0, is defined to be the onewhichminimizes theweighted sumof
squares of those standardized differences within the range of x. The objective of this study
is to find a locally optimal design for estimating x0, which minimizes the mean squared
error of the estimator of x0. It is shown that the optimality criterion is equivalent to a c-
criterion under certain conditions and explicit solutions with dual response under linear
and quadratic polynomial regressions are obtained.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In Chang et al. [1] an example concerning the production of the shadow mask which affects the quality of the screen
image in a monitor or TV set is described, where one of the criteria to determine the fitness of a produced mask depends
on whether two response variables, the size of the hole and the depth of the hole, meet the target values. It is of interest to
find the optimal setting of the production line speed, the input variable x. We therefore investigate in general the optimal
design for estimating the optimal control value corresponding to a given target for multiresponse-univariate polynomial
regression model in this work.
In the literature, a proper setup on the control variables using information on the response variables has been called
calibration, although there is a subtle difference between estimating the optimal control value corresponding to a given
target T on the multiresponse and the usual calibration problem of estimating the unknown control value x0 corresponding
to an observed Y(x0). But we regard the target as an observation and apply the theory of calibration to estimate the optimal
control value. We thus reference the relevant literature on calibration as follows.
We first review the problem for calibration in a single response experiment with simple linear regression model,
y = β0 + β1x+ , (1)
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where β0 and β1 are unknown and  is a random variable with E() = 0. Let n values of xi be chosen and the corresponding
values of yi be observed. The objective of calibration is to estimate the corresponding control value x0 to achieve a future
observed value of dependent variable y0. There are two estimators for estimating x0, the classical estimatorXc and the inverse
estimator XI defined respectively as
Xc = (y0 − b0)/b1, (2)
where b0 and b1 are the least square estimators of β0 and β1 respectively, and
XI = c + dy0,
where d = [∑ni=1(xi − x¯)(yi − y¯)]/[∑ni=1(yi − y¯)2] and c = x¯− dy¯.
In the literature, many have paid attention to the discussions of the mean squared errors (MSE) of the classical and
inverse estimators. Under the assumption that ’s of Eq. (1) are normally distributed with variance σ 2, the MSE of Xc is
infinite. Krutchkoff [2,3] proposed the inverse estimator XI and studied the MSE of XI via simulation. Exact formula for the
MSE of XI has been obtained by Oman [4]. Berkson [5] has given an expression for MSE when n is very large and shown that
in some situations the asymptotic MSE of the classical estimator is smaller than the inverse estimator. Krutchkoff [3] and
Shukla [6] have compared the efficiencies of the classical and inverse estimators based on the MSEs.
Beside the single response calibration problem, the multiresponse calibration problem also arises in many applications.
For a given target T, each response may meet its target at different control value. In Brown [7] the problem of calibration
making inferences about an unknown explanatory variable from a single random observed response vector has been
discussed. For the classical estimator, Nishii and Krishnaiah [8] have given the necessary and sufficient conditions under
which the expected value of the classical estimator of the vector of explanatory variables and its MSE are finite. Exact
formulas for the MSE of the inverse estimator has been derived by Oman and Srivastava [9]. Approximations to the MSEs
have been compared by Sundberg [10]. Discussions of these results may be found in Sundberg [11] and Osborne [12].
Under design considerations for the classical estimatorXc in (2), the design criterion inOtt andMyers [13] isminimization
of the integral over the range of x of E(Xc − x0)2 with respect to design measures. Buonaccorsi [14] has examined the effects
of the choice of design points on calibration in the presence of a simple linear regression model again. Barlow, Mensing
and Smiriga [15] have computed the optimal Bayes design for a calibration model. In the literature, little attention has been
devoted to the calibration problemwith regard to optimal experiment design,multivariatemodel especially.We thus further
consider the optimal design for estimating the control values corresponding to a given target in multiresponse regression
models with known covariance matrix.
A design problem for an arbitrary linear function of the regression coefficients, c′β, is to find a design on design space
which minimizes the variance of estimator c′βˆ. The design is called a scalar optimal design or c-optimal design. The aim
of the paper is to provide a design minimizes the MSE of the estimator of the optimal control value corresponding to a given
target T. We shall show that it is equivalent to find a scalar optimal design with some coefficient cβ,T . In choosing a cβ,T -
optimal design, the experimentermust specify the value of cβ,T prior to running the experiment. The value of cβ,T is specified
according to the value of β, it may be available from prior experiences, a previous experiment or a judgment estimate.
This kind of optimal designs are usually called a locally c-optimal design. A technique by using Lagrange interpolation
polynomial is applied in finding an optimal design which simplifies the procedure of finding an optimal design significantly.
In the next section, we introduce the regressionmodel and the corresponding notations. In Section 3, the optimal control
values and the corresponding MSE in linear and quadratic models with dual response are presented respectively. Scalar
optimal design for multiresponse polynomial regression model is derived in Section 4. The optimal designs for estimating
the optimal control values are presented in Section 5. An example has been given in Section 6 for illustration on how to
obtain the optimal designs by the related theorems. Section 7 concludes with discussions.
2. Preliminaries
Consider a linear regression model with a one-dimensional control variable x and an m-dimensional response variable
Y(x) = (Y1(x), . . . , Ym(x))′. WithX = [−1, 1] being the design space, we consider the following setting:
Y(x) = Bf(x)+  (3)
where B = [βij], i = 1, 2, . . . ,m, j = 0, 1, . . . , d, is am× (d+ 1) unknown parameters matrix, f(x) =
(
1, x, . . . , xd
)′ and 
is them× 1 vector of errors distributed with mean zero and known covariance matrixΣ = [σij]m×m.
The optimal control value problem discussed here is based on the assumed regression model (3). It is of interest to find
a suitable estimation of x0 for a given target vector T = (T1, . . . , Tm)′ on the expected responses. The classical estimate xc
for observed response y0 is obtained by minimizing
ψc(x) = (y0 − Bf(x))′Σ−1(y0 − Bf(x)).
Due to the fact that there is more than one target value to be achieved in the multiresponse case, we consider the difference
of the expected response E(Yi(x)) from its corresponding target value Ti for each component and define the optimal control
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value to be the one which minimizes the weighted sum of squares of those standardized differences within the range of x.
More explicitly, let the standardized weighted matrix be
Wσ = diag(w1, w2, . . . , wm) withwi = αi
σii
> 0 and
m∑
i=1
αi = 1, (4)
and define ψ(x) as the weighted sum of squares due to standardized differences,
ψ(x) = (T− Bf(x))′Wσ (T− Bf(x)), (5)
then the optimal control point x0 is defined as
x0 ∈ arg min
x∈(−1,1)
ψ(x). (6)
We assume that the global minimizer ofψ(x) is in the interior of the design region. If this is not the case, then the target
T is unrealistic and should be revised. The weights αi’s are chosen in a manner to reflect the impact of the deviation, the
technique, the price, or other considerations about the experiments.
3. The optimal control values and the corresponding approximate MSE
In this section, we will focus on deriving the optimal control values and the approximation of the corresponding MSE of
the simplest dual response under linear or quadratic regression models with target vector T = (T1, T2)′. Let β = (β(1), β(2))′
represent the parameter vector, β(i) be the ith row of B in (3).
3.1. The optimal control value x0
(1) In simple linear regression model,
E(Yi(x)) = βi0 + βi1x, i = 1, 2, (7)
let B0 = (β10, β20)′ and B1 = (β11, β21)′. The optimal control value x0 in (6) is equivalent to the generalized least square
estimator (Sundberg [10]) and is expressed as
x0 = φ(β) = (B′1WσB1)−1B′1Wσ (T− B0)
= r1s1 + r2s2,
where ri = wiβ2i1/
∑2
i=1wiβ
2
i1 and si ∈ X denotes the control value corresponding to target Ti, if each target were
controlled separately, that is, Ti = βi0 + βi1si, i = 1, 2.
(2) For the quadratic model,
E(Yi(x)) = βi0 + βi1x+ βi2x2, i = 1, 2, (8)
it is not easy to express x0 in an explicit form, but it is a solution to ddxψ(x) = 0 and d
2
dx2
ψ(x) > 0. Since x0 is defined
implicitly in terms of β, we thus define x0 = φ(β). Minimization ofψ(x) in (6) typically is done by numerical algorithm.
Sinceψ(x)may have more than one local minima overX, we thus need a strategy to get the optimal control value. See
Brown and Oman [16] for more about diagnosing multiple local minima corresponding to classical estimator.
3.2. The corresponding approximate MSE
In a multi-univariate linear calibration problem, when the error vector is distributed as Nm(0,Σ), the necessary and
sufficient conditions that the MSE of the classical estimator is finite is m ≥ 3; see Nishii and Krishnaiah [8]. In Oman and
Srivastava [9], it mentioned that near-zero values of the slope from the regression of Y on x could be eliminated either by
a pre-test procedure or by truncation, so that the resulting classical estimator does have a finite MSE. Osborne [12] and
Brown [17] had summarized these results. In this work, we consider only cases that the slopes of the regression lines are
bounded away from zero from a pre-test procedure or prior information so that the MSE exists. This concept is in line with
that of the locally optimal design criteria requiring certain prior information about the unknown parameters.
Now we proceed to fine the approximate MSE of xˆ0. The problem consists of MSE of nonlinear aspects of linear models.
Asymptotic variance of the ratio of least squares point estimators has been discussed in McDonald and Studden [18] and
Huang and Lin [19]. Using the Taylor theorem, see e.g. Silvey ([20], p.57), the approximation of the correspondingMSE under
design ξ can be expressed as
E(xˆ0 − x0)2 = E
(
φ(βˆ)− φ(β)
)2
≈ ∇φ(β)′M(ξ)−1∇φ(β) = c′β,TM(ξ)−1cβ,T ,
whereM(ξ) is the information matrix of βˆ under design ξ and ∇φ(β) is the gradient of φ.
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(1) In linear model (7), we have ∇φ(β) =
(
∂φ
∂β10
,
∂φ
∂β11
,
∂φ
∂β20
,
∂φ
∂β21
)′
. Let cβ,T =
(
c′β1,T , c
′
β2,T
)′ = ∇φ(β) and then
c′βi,T =
(
∂φ
∂βi0
,
∂φ
∂βi1
)
=
(
ri
βi1
,
ri
βi1
[(ri − rj)si + 2rjsj]
)
, (9)
i, j = 1, 2, j 6= i.
(2) For quadratic model (8), equation ψ˙(x0) = ddxψ(x)|x=x0 = 0 defines x0 implicitly as a function of β. Using implicit
differentiation, the corresponding cβ,T vector of MSE as in (1) can be obtained after the following computation
cβ,T = ∇φ(β) = −∇ψ˙(x0)
/
∂ψ˙(x0)
∂x0
, (10)
where ∂ψ˙(x0)
∂x0
= ∑2i=1 2wi (m2i (x0)+ 2βi2(E(Yi(x0))− Ti)) and ∇ψ˙(x0) = (c′β1,T , c′β2,T )′ with cβi,T = ( ∂ψ˙(x0)∂βi0 , ∂ψ˙(x0)∂βi1 ,
∂ψ˙(x0)
∂βi2
)′ and
∂ψ˙(x0)
∂βi0
= 2wimi(x0), mi(x) = βi1 + 2βi2x,
∂ψ˙(x0)
∂βi1
= 2wi (x0mi(x0)+ E(Yi(x0))− Ti) ,
∂ψ˙(x0)
∂βi2
= 2wi
(
x20mi(x0)+ 2x0(E(Yi(x0))− Ti)
)
, i = 1, 2.
4. Scalar optimal design for multiresponse linear regression model
The aim of this work is to find a design which minimizes the MSE of xˆ0, that is a cβ,T -optimal design. In this section, let
c = (c′1, c′2, . . . , c′m)′ denote a coefficient vector with ci = (ci0, ci1, . . . , cid)′, i = 1, 2, . . . ,m, the procedure for finding a
c-optimal design is provided.
Let ξ = ∑nk=1 pkδtk be a design that the measurements are taken at point tk ∈ X with weight pk > 0, k = 1, 2, . . . , n
and
∑n
k=1 pk = 1. Some notations for model (3) under design ξ are established in the following:
Let Im be them-dimensional identity matrix and
X = Im ⊗ f(x), (11)
where Im ⊗ f(x) denotes the right direct product of Im with f(x), which is also known as the Kronecker product. The
information matrix of βˆ under design ξ is expressed as
M(ξ) =
∫
X
XΣ−1X ′dξ . (12)
Let A(x) be the information matrix corresponding to a one-point measure δx. From the equivalence theorem for scalar
optimality in Pukelsheim ([21], p.52), it is known that if a design ξ ∗ is such that the inverse to its information matrix exists
it is c-optimal if and only if
Ψ (x) = c
′M(ξ ∗)−1A(x)M(ξ ∗)−1c
c′M(ξ ∗)−1c
≤ 1, ∀x ∈ X,
and Ψ (x) attains the maximum value 1 at each support point of ξ ∗. For any dth-degree polynomial regression model, the
corresponding Ψ (x) is a polynomial of order 2d. Therefore, for a c-optimal design, there is at most d+ 1 points which may
achieve the maximum value of Ψ (x) including the two endpoints on design space X (See e.g. Fig. 1). Hence from now on
we will consider designs with exactly d + 1 support points and denote the support vector as t = (t1, t2, . . . , td+1), where
−1 = t1 < t2 < · · · < td+1 = 1.
The following technique for finding a c-optimal design may be found in some works see e.g. Karlin and Studden [22],
Pukelsheim ([21], p.215) and Fedorov ([23], p.146). Let F(t) be a square matrix of order d+ 1,
F(t) = (f(t1) f(t2) · · · f(td+1)) , (13)
and Fk(x) be a square matrix obtained from F(t) by deleting the kth column f(tk) and replacing it by f(x). Then define the
kth Lagrange interpolation polynomial lk(x)with respect to nodes t1, t2, . . . , td+1 by
lk(x) = |Fk(x)||F(t)| =
d+1∏
i=1
i6=k
x− ti
tk − ti , k = 1, 2, . . . , d+ 1.
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Fig. 1. Dependence of Ψ (x) on x for a c-optimal design of a polynomial regression model of degree 3.
It follows that the power basis 1, x, . . . , xd is related to the basis l1(x), l2(x), . . . , ld+1(x) and satisfies f(x) = F(t)l(x), where
l(x) = (l1(x), l2(x), · · · , ld+1(x))′. Then matrix X in (11) can be expressed as
X = Im ⊗ (F(t)l(x)) = (Im ⊗ F(t))(Im ⊗ l(x)) = FI(t)(Im ⊗ l(x)),
where FI(t) = Im ⊗ F(t).
4.1. Scalar optimal design with uncorrelated responses
If the m responses are uncorrelated with equal variances, assuming that Σ = Im, then the information matrix in (12)
turns to
M(ξ) =
∫
X
XX ′dξ = FI(t)
[∫
X
(Im ⊗ l(x))(Im ⊗ l(x)′)dξ
]
FI(t)′
= FI(t)(Im ⊗ P(ξ))FI(t)′, (14)
where P(ξ) = ∫
X
l(x)l(x)′dξ = diag(p1, p2, . . . , pd+1), is a diagonal matrix with diagonal entries pk, k = 1, 2, . . . , d + 1.
The variance of c′βˆ under design ξ can be easily computed by using (14),
Var(c′βˆ) = c′M(ξ)−1c = tr(M(ξ)−1cc′)
= tr([Im ⊗ P(ξ)−1][FI(t)−1cc′(FI(t)′)−1]),
where tr denotes the trace of the matrix.
Since the m responses are uncorrelated, we may divide the variance into m subvariances, so the variance takes the
following form
Var(c′βˆ) =
m∑
i=1
tr(P(ξ)−1F(t)−1cic′i(F(t)
′)−1)
=
m∑
i=1
d+1∑
k=1
(F−1[k] (t)ci)2
pk
=
d+1∑
k=1
hk(t)
pk
,
where F−1[k] (t) is the kth row of F(t)−1 and hk(t) =
∑m
i=1(F
−1
[k] (t)ci)2.
The variance is minimized when pk = λ√hk(t), λ is a constant such that∑d+1k=1 pk = 1. Then, a design ξ ∗ is c-optimal if
its support vector t∗ satisfies
t∗ ∈ arg min
t∈Xd+1
d+1∑
k=1
√
hk(t)
and the corresponding weights are
p∗k =
√
hk(t∗)
d+1∑
k=1
√
hk(t∗)
, k = 1, 2, . . . , d+ 1.
This nicely exhibits that the optimal weights depend on the support t∗, then the optimal design problem is reduced to that
of finding the optimal support vector t∗.
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4.2. Scalar optimal design with correlated responses
If the m responses are correlated with covariance matrix Σ which is symmetric positive definite, then there exists a
symmetric positive definite matrix V of rank m such that V 2 = Σ or denotes as V = Σ 12 . Let X˜ = XV−1, then we may
rewrite XΣ−1X ′ to the form X˜ X˜ ′ and obtain that
X˜ = (Im ⊗ F(t))(Im ⊗ l(x))(V−1 ⊗ 1)
= (V−1 ⊗ F(t))(Im ⊗ l(x))
= FΣ (t)(Im ⊗ l(x)) (15)
where FΣ (t) = V−1 ⊗ F(t). A similar procedure as in Section 4.1 yields
Var(c′βˆ) = tr ((Im ⊗ P(ξ)−1)(FΣ (t)−1cc′(FΣ (t)′)−1))
=
m∑
i=1
d+1∑
k=1
eik(t)
pk
=
d+1∑
k=1
h˜k(t)
pk
(16)
where eik(t) is the [(d+1)(i−1)+k]th diagonal element of FΣ (t)−1cc′(FΣ (t)′)−1 and h˜k(t) =∑mi=1 eik(t). The scalar optimal
design is reduced in a similar way as in the uncorrelated case.
5. Optimal designs for estimating the control values
5.1. Designs for simple linear regression model
From the property of a scalar optimal design, it holds that for the linear regressionmodel the support vector of an optimal
design is t∗ = (−1, 1). As defined in (13), we obtain
F(t∗) =
(
1 1
−1 1
)
and F(t∗)−1 =

1
2
−1
2
1
2
1
2
 .
Recalling formula (15) and (16) of Section 4.2, we have
FΣ (t∗)−1cβ,T = (V ⊗ F(t∗)−1)
(
cβ1,T
cβ2,T
)
=
(v11 v12
v21 v22
)
⊗
12 −121
2
1
2

(cβ1,Tcβ2,T
)
and obtain that h˜k(t∗) =∑2i=1(F−1[k] (t∗)ui)2 with ui = vi1cβ1,T + vi2cβ2,T . Then the optimal design with correlated responses
is obtained.
Theorem 5.1. Consider the linear regression model in (7)with knownΣ . Let V = [vij] = Σ 12 , then for the given target T = (T1,
T2), the optimal design for estimating the optimal x0 with minimum MSE is ξ ∗ = p∗1δ−1 + p∗2δ1, with p∗k =
√
h˜k(t∗)/
(
∑2
k=1
√
h˜k(t∗)), where h˜k(t∗) = ∑2i=1(F−1[k] (t∗)ui)2 with F−1[1] = (12 −12
)
, F−1[2] =
(
1
2
1
2
)
and ui = vi1cβ1,T + vi2cβ2,T ,
cβi,T is as in (9), i, k = 1, 2.
Corollary 5.1. Consider the design problem posed in Theorem 5.1. SupposeΣ = I2. Then p∗k =
√
hk(t∗)/(
∑2
k=1
√
hk(t∗)), where
hk(t∗) =∑2i=1(F−1[k] (t∗)cβi,T )2.
5.2. Designs for quadratic regression model
For a quadratic regression model, an optimal design is with support vector t∗ = (−1, t∗2 , 1). Now we have to determine
point t∗2 .
It follows from (13), F(t) =
( 1 1 1
−1 t2 1
1 t22 1
)
and
F(t)−1 = 1
2(1− t22 )
 t2 − t22 t22 − 1 1− t22 0 −2
−t22 − t2 1− t22 1+ t2,
 (17)
we obtain the following result from Section 4.2.
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Theorem 5.2. Consider the quadratic regressionmodel (8)with knownΣ . Let V = [vij] = Σ 12 , for the given target T = (T1, T2),
the optimal design for estimating x0 withminimumMSE is ξ ∗ = p∗1δ−1+p∗2δt∗2+p∗3δ1, where t∗2 ∈ argmint2∈(−1,1)
∑3
k=1
√
h˜k(t),
with h˜k(t∗) =∑2i=1(F−1[k] (t∗)ui)2, where F−1[k] (t) is the kth row of F(t)−1 in (17) and ui = vi1cβ1,T + vi2cβ2,T , cβi,T is defined as
in (10) and p∗k =
√
h˜k(t∗)/(
∑3
k=1
√
h˜k(t∗)), k = 1, 2, 3.
Corollary 5.2. Consider the design problem posed in Theorem 5.2. SupposeΣ = I2. Then hk(t) =∑2i=1(F−1[k] (t)cβi,T )2.
A special case of Theorem5.2 iswhen Ti, i = 1, 2, are the y-value of the vertices of the two regression function respectively
for the x-value of the vertices, si = −βi1/(2βi2), i = 1, 2, in the design space. The optimal control value is x0 = rs1+(1−r)s2
with r =
(
1+ 3
√
w2β
2
22
w1β
2
12
)−1
. A similar procedure will lead to the optimal design as follows.
Corollary 5.3. Consider the quadratic model (8). Let Ti = βi0 − β2i1/(4βi2), i = 1, 2, be the y-value of the vertices of the two
regression function respectively. Then the optimal design for estimating x0 is c-optimal with scalar vector
cβ,T =
(
0,
r
2β12
,
r
β12
(
2
3
(1− r)(s2 − s1)+ s1
)
, 0,
1− r
2β22
,
1− r
β22
(
2
3
r(s1 − s2)+ s2
))′
.
6. An example
In this section an example discussed in Brown [7] is used to illustrate the procedure to exhibit the optimal design
for estimating the optimal control value. In this example, x is a scalar representing the viscosity of the paint samples,
x ∈ X = [−1, 1]. The response y = (y1, y2) is a bivariate observation consisting of two reflectance measurements on
certain optical properties of the samples. We apply data from Brown [7] to be our prior information. The covariance matrix
isΣ =
(
0.01 −0.02
−0.02 1.57
)
and V = Σ 12 =
(
0.10 −0.01
−0.01 1.25
)
. We choose α1 = α2 = 12 andw1 = 1/20.01 andw2 = 1/21.57 in (4).
(1) Simple linear regression model
If y is linear in x. The prior value of parameter vector is β = (1.75,−0.13, 37.94,−1.69)′. For a given target T =
(1.74, 39.31), the 17th observation in the paint data set discussed by Brown [7], the only prior optimal control value in
design region is x0 = −0.38. To apply β to (9), we have cβ,T = (3.70,−3.12, 0.31, 0.01)′. From Theorem 5.1, we obtain
u1 = v11cβ1,T + v12cβ2,T =
(
0.37
−0.31
)
, and u2 =
(
0.35
0.04
)
;
h˜1(t) =
2∑
i=1
(F−1[1] (t)ui)
2 =
2∑
i=1
((
1
2
−1
2
)
ui
)2
= 0.14, and h˜2(t) = 0.04.
This yields p∗1 = 0.65. Thus, the optimal design for estimating the posterior optimal control value is ξ ∗ = 0.65δ−1+ 0.35δ1.
The effects of α1 upon x0 is shown in Fig. 2. The optimal control point x0 is s2 as α1 = 0 and x0 approaches to s1
monotonously as α1 is close to 1. Fig. 3 shows the trend of p∗1 corresponding to α1 is not monotonic. Fig. 4 is a plot of p
∗
1
as a function of T1 and T2. Note that the design concentrates mass at high viscosity while the target values are both achieved
at high viscosity, the converse is true, too. Fig. 5 presents the efficiency of the uniform design, ξu = 12δ−1 + 12δ1, relative to
the optimal design ξ ∗, where the efficiency is defined as
efficiency of design ξu =
c′β,TM(ξ ∗)−1cβ,T
c′β,TM(ξu)−1cβ,T
.
The graph of Fig. 5 is in terms of the Ti. Since their slopes on viscosity have the same sign, it can also be interpreted in terms of
viscosity. Note that the efficiency approaches to 1 while the viscosities of the two targets are contrary, since in this situation
an optimal designwould distribute the supports approximately as an uniform design. Meanwhile, the closer to the endpoint
−1 or 1 of the two viscosities are, the less efficient the uniform design is.
(2) Quadratic regression model
We next consider the quadratic model for the same target T = (1.74, 39.31). To check if ψ(x) in (5) corresponding to
a quadratic model has multiple local minima over X, we may apply our remark in Section 3.1(2) by standardizing T and
see if it falls in a double points figure analogous to Fig. 4 of Brown and Oman [16]. Fig. 6 shows ψ(x) also has multiple local
minima. Note that here the prior optimal control value is x0 = −0.07 and ξ ∗ may be obtained as follows.
(i) Applying the prior data β = (1.78,−0.13,−0.05, 38.61,−1.69,−1.01)′ to formula (10), and obtain cβ,T =
(3.64,−1.62, 0.18, 0.29, 0.10,−0.01)′.
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Fig. 2. Plot of optimal control value x0 with respect to weight of standardized difference α1 for linear model.
Fig. 3. Plot of weight p1 with respect to weight of standardized difference α1 for linear model.
Fig. 4. Plot of weight p∗1 with respect to T1 and T2 for linear model.
Fig. 5. Plot of efficiency of design ξu = 12 δ−1 + 12 δ1 relative to the optimal design for linear model.
(ii) Substituting cβ,T into h˜k(t) in Theorem 5.2 and setting t = (−1, t2, 1) to get t∗2 = −0.02 and obtain ξ ∗ = 0.17δ−1 +
0.69δ−0.02 + 0.14δ1.
In Fig. 7, x0 is a monotone function of α1 as in the linear model. Fig. 8 shows that the trend of design point t∗2 is not
monotonic. Figs. 9–11 are plots of t∗2 and p
∗
1 and p
∗
2 as functions of target values T1 and T2 respectively. In view of the
geometric shape of those plots, the ridge and the valley occur while the viscosities of the two targets are close, in that
case, the optimal designs concentrate the mass near the similar viscosity targets. Fig. 12 gives efficiencies of the uniform
design ξu = 13δ−1 + 13δ0 + 13δ1 relative to the optimal design ξ ∗, it shows ξu is less efficient than ξ ∗ especially when the
target optical values are at closer viscosities.
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Fig. 6. Graph of function ψ(x) corresponding to T = (1.74, 39.31) on quadratic model.
Fig. 7. Plot of optimal control value x0 with respect to weight α1 for quadratic model.
Fig. 8. Plot of design point t∗2 with respect to weight α1 for quadratic model.
Fig. 9. Plot of design point t∗2 corresponding to T1 and T2 .
7. Discussions
In thiswork, it is noteworthy thatwhen the target control values s1 and s2 are nearby, these optimal designs are suggesting
the experimenters to take a higher proportion of the observations under the experimental conditions that are near the target
control values. The weight of standardized difference α also affects the optimal design significantly as show in Figs. 2 and
7. The prior information used for finding the optimal designs is very helpful for increasing the efficiency of the design while
comparing to a uniform design.
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Fig. 10. Plot of weight p∗1 corresponding to T1 and T2 .
Fig. 11. Plot of weight p∗2 corresponding to T1 and T2 .
Fig. 12. Plots of efficiency of design ξu = 13 δ−1 + 13 δ0 + 13 δ1 relative to the optimal design.
Krafft and Schaefer [24] has shown that under rather mild assumptions the D-optimal designs for a multiresponse-
univariate linear regressionmodel do not depend on the covariancematrix of response variables. In this work, it is observed
that the level of the correlation of the dual response does make some differences on the corresponding optimal design. In
Table 1, it shows that the optimal designs concentrate more mass on design point t∗2 when the two responses are positively
correlated. Meanwhile, the efficiencies of the uniform design ξµ and the optimal design ξ ∗0 with uncorrelated responses
relative to the optimal design ξ ∗ρ with correlation coefficient ρ under quadratic model for target T = (1.74, 39.31) are
presented. In the last column of Table 1, it shows that the correlation of the dual response can not be neglected when
the two responses are highly correlated; but if the dual response are close to be uncorrelated, then the optimal design for
uncorrelated responses can be considered. To simplify the expressions we have discussed the case with design interval
X = [−1, 1]. It is observed that the optimal designs are not invariant with scale changes on the design interval except that
for the simple linear models where the supports remain on the two end points. But theoretical result may still be used to
obtain the optimal design by the proposed algorithm.
Since the design considered is based on certain prior knowledge about β, it is of interest to see how robust the optimal
design performs in terms of estimation of x0 and the correspondingMSE if βwasmiss-specified. Therefore for different prior
values of β in linear model, by using Mathematics 5.0, we generate values of random vector y from multivariate normal
distribution describes in Section 6(1). In each trial, the numbers of y’s at x = −1 and x = 1 are proportional to the weights
of the optimal design with sample size 12. Then the least square estimate βˆ and the fitted value xˆ0 are obtained accordingly.
Out of 1000 simulation trials, the average of these 1000 values of xˆ0 is used as an estimate of x0 and the corresponding MSE
is computed. Table 2 gives some simulation results. It shows that the assumed prior value of β will still give a good point
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Table 1
The efficiencies of designs ξu and ξ ∗0 relate to the corresponding optimal designs ξ ∗ρ = p∗1δ−1 + p∗2δt∗2 + p∗3δ1 under quadratic models with correlation
coefficient ρ for target T = (1.74, 39.31).
ρ p∗1 p
∗
2 p
∗
3 t
∗
2 Efficiencies of the uniform design ξu Efficiencies of design ξ
∗
0
−0.90 0.35 0.39 0.26 0.09 0.97 0.63
−0.60 0.25 0.56 0.19 0.01 0.80 0.89
−0.30 0.20 0.65 0.15 −0.01 0.68 0.97
0.00 0.16 0.72 0.12 −0.03 0.60 1
0.30 0.13 0.77 0.10 −0.04 0.53 0.98
0.60 0.09 0.84 0.07 −0.05 0.47 0.93
0.90 0.05 0.91 0.04 −0.06 0.40 0.83
Table 2
Some simulation results about the robustness of the optimal designs in terms of xˆ0 and the corresponding MSE when the assumed prior values of β were
away from the actual value with respect to the same target on simple linear model.
β10 β11 β20 β21 p∗1 xˆ0 MSE Efficiency
Actual prior value 1.75 −0.13 37.94 −1.69 0.646 −0.383 0.026 1
Assumed prior value of β11
1.75 −0.07* 37.94 −1.69 0.725 −0.377 0.028 0.926
1.75 −0.20* 37.94 −1.69 0.601 −0.381 0.029 0.886
Assumed prior value of β21
1.75 −0.13 37.94 −1.00* 0.616 −0.386 0.029 0.896
1.75 −0.13 37.94 −2.00* 0.291 −0.383 0.055 0.478
Assumed prior value of β10
1.50* −0.13 37.94 −1.69 0.778 −0.395 0.032 0.813
2.00* −0.13 37.94 −1.69 0.430 −0.373 0.036 0.730
Assumed prior value of β20
1.75 −0.13 36.00* −1.69 0.659 −0.380 0.029 0.898
1.75 −0.13 40.00* −1.69 0.381 −0.373 0.034 0.774
estimate of x0, but if the corresponding optimal design differs greatly from the actual optimal design may result in a larger
MSE.
There are other design problems for the polynomial regression models not yet addressed here. First, we have found the
optimal designs for models with response functions up to the same order; occasionally a multiresponse polynomial model
with unequal orders is used, see Chang et al. [1] for example. If the orders of the model are unequal, the computation of
finding optimal designs becomes an ill specified problem. We therefore need an efficient algorithm to find the numerical
solution.
Secondly, the optimal designs presented here are only locally optimal, since the prior information concerning the model
and the corresponding parameter values are needed for the design of an experiment and different targets deduce different
optimal designs. If we have to achieve more than one target simultaneously, some kind of robust design may be helpful to
overcome the target-dependence of the optimal design.
Thirdly, we focus only onmodelswith one-dimensional control variable; sometimes amultiresponsemultivariate design
is used, see Brown [7] for example.Moreover if the regression function is nonlinear, computationalmethods for constructing
optimal designs would be needed. All these design issues will be discussed in the future.
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