Simulating the propagation of 30 
Introduction
In order to mathematically model the propagation of 3D ultrasonic waves in a nonlinear medium, we have to resort to a system of nonlinear PDEs. Solution of these timedependent and nonlinear PDEs requires an implicit numerical method. The resulting numerical simulations are very CPU-intensive, thus can only be run on parallel computers when a large scale discretization is employed. Traditionally, such huge computing power is acquired on multi-milliondollar supercomputers. However, the emerging research field of scientific computing on clusters of low-cost PCs provides a more cost-effective alternative; see [3, 4, 161 . Although the inter-processor communication of those PC clusters, compared with that of high-end supercomputers, is considerably slow against the processor speed, numerical solution of PDEs is well suited on them, see [ 1, 2, 1 13. This is because the involved computational kernel is almost exclusively an iterative solution process for systems of linear equations, where the encountered inter-processor communication consists of two simple types. The first type is all-to-all broadcast of very short messages and the second type is that a processor exchanges long messages with only its immediate neighbors. When sequential PDE simulators are parallelized carefully using a message-passing programming model, those PC clusters may thus produce computing power comparable with that of medium scale supercomputers. In particular, our numerical experiments of simulating 3D ultrasonic waves achieve better performance on a 48-CPU linux-cluster, compared with a SGI Origin 2000 machine when using the same number of processors.
The rest of the paper is organized as follows. Section 2 gives a brief introduction to the mathematical model of propagating acoustic waves in a nonlinear medium. Section 3 then follows with a presentation of the numerical method to be used. Afterwards, Section 4 is concerned with a numerical ultrasonic wave simulator and its parallelization. Thereafter, Section 5 contains the specifications of a 24-node Linux cluster and the results of two benchmark tests. Numerical experiments and measurements of some 3D ultrasonic wave simulations are reported in Section 6, before Section 7 summarizes with some discussions.
The mathematical model
We start with the nonlinear model for acoustic waves as derived by Makarov and Ochmann in [ 151:
The above model (1-2) is derived from the equations of hydrodynamics for compressible fluids under two assumptions, where the first one says that the acoustic wave amplitude is small such that only second-order nonlinear terms are kept. The second assumption is that we only consider low-absorbing fluid, so only linear thermoviscous terms are taken into account. Equation (1) governs the velocity potential cp, and the relation between pressure p and cp is implicitly given by Equation (2) . Moreover, c is the speed of sound, po is the density, po is the initial pressure, b is the absorption parameter and B / A is the nonlinearity parameter. The problem is to be solved in some domain R E R3 from t = 0 and for a time period forward.
In the present paper, a simpler relation between cp and p is used. That is, we assume that the nonlinear and lossy terms in (2) are small, thus get the following simpler relation
Therefore, equations (1) and (3) constitute the nonlinear model to be studied by the present paper. Furthermore, we assume that the system is at rest initially, with some constant velocity potential. This gives the following initial conditions
The boundary as2 consists of two disjointed parts: aRT and d R p , where ~R T is the part of the boundary on which the ultrasound transducer is located. On ~R T the pressure waves we want to study are implemented. The present work is part of a larger project whose main objective is to study limited diffraction beams. Tivo variants of such beams are the Bessel beams of order zero, and the X-wave of order zero,
Here a0 is a constant, w is the frequency, T is the distance from the center line of the transducer, z is the propagation distance from the transducer surface, and C, a are design parameters with p = Jw. See [14, 10, 91 for the details of design and implementation.
On d R p we adopt a first order non-reflecting boundary derived with methods from [8] In comparison with the nonlinear model (1,3), we also consider the following linear model 1 a2p v 2 p ---= 0, ( Z , t ) E R x R+, 
The numerical method
Our approach to solving the nonlinear equation (1) is to use Galerkin finite element method in the spatial domain, combined with finite difference approximations of the temporal derivatives. Using centered differences for time derivatives, we get a semi-discrete scheme as:
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Assume that {iVi}El is a finite element basis for the solution domain R, such that the approximation of cp at time level n is Ci cpFNi. Then using the Galerkin finite element method for the spatial derivatives in (1) will yield an m x m system of nonlinear equations involving approximations from three time levels: cpn+l, cpn and cpn-'. At time level n + 1, when cp" and cp"-l are already computed, we can solve the nonlinear problem (1 1) by using Newton iterations, which will use the solution of the linearized model (9) as the starting guess. More specifically, at each time level we first solve (9) and then (1 1). A Krylov subspace method will be used to iteratively solve the linear system of equations encountered in each Newton iteration. More details on the numerical method may be found in [ 171.
A simplified approach is used for the linear model (9) . Using centered differences for the time derivatives, we get the semi-discrete scheme
Then the Galerkin finite element method will yield a set of m equations for the m unknowns pl+',
which can be solved explicitly at each time level. In (1 3) above, the form (U, V) means sn uv dx.
A parallel ultrasonic wave simulator
We started the creation of a parallel ultrasonic wave simulator by building a sequential simulator in the framework of Diffpack, which is an object-oriented programming environment for developing PDE software; see [6, 131. More specifically, Diffpack consists of a large number of "building blocks" that are organized in form of hierarchies of C++ classes and cover all the sub-tasks in the numerical solution of PDEs. Examples of such building blocks are mesh generation, finite element and difference discretization functionality, time stepping control, different iterative strategies for solving systems of nonlinear equations, as well as an extensive collection of solution methods, preconditioners and convergence monitors for systems of linear equations.
The construction of a sequential Diffpack simulator for ultrasonic waves is therefore realized by deriving a new C++ class from a generic Diffpack base class containing functionality for finite element discretization. The most important task is to re-implement a virtual C++ member function that translates the integrals needed in writing out (1 1) of the Galerkin finite element method. Another main task is to implement the strategy of first solving the linearized model (9) to obtain a good starting guess and then submitting it to the subsequent Newton iterations at each time level. Thanks to Diffpack's rich collection of PDE class hierarchies, the development of such a sequential ultrasonic wave simulator that incorporates a quite sophisticated numerical method was relatively straightforward.
Discretization of PDEs by finite elements, as well as by finite differences or finite volumes, almost exclusively gives rise to sparse matrices, because only mesh nodes lying in the same element have nonzero couplings between each other. This property suits very well for a domain decomposition parallelization approach, in which the original global computational mesh is partitioned into a set of local submeshes. Each processor is then responsible for one or several sub-meshes. In such a parallelization approach, global matrices and vectors are replaced by local sub-matrices and sub-vectors. The global linear algebra operations needed in the numerical solution of PDEs can now be achieved by operating on only those sub-matrices and sub-vectors, plus inter-processor communication. Therefore, message passing is an appropriate programming model because the interprocessor communication is mostly in form of neighboring processors exchanging messages that contain mesh nodal values shared between them. Message passing also works well for the other form of frequently encountered interprocessor communication, which is all-to-all broadcast of one or several scalar values. This form of inter-processor communication is e.g. used during the calculation of the inner-product between two vectors that are distributed on multiple processors.
Sequential Diffpack simulators can be parallelized by two approaches; see e.g. [5] . The first so-called linearalgebra-level (LAL) approach aims to provide automatic parallelization of the CPU-intensive linear algebra operations that are needed in solving PDEs. The code related to this parallelization approach is organized into a small addon library to the existing sequential Diffpack libraries. This add-on LAL library contains, among other things, different mesh partition strategies and high-level routines for interprocessor communication. An existing sequential Diffpack simulator can be straightforwardly parallelized using the LAL approach by inserting a few function calls to the LAL library.
The second parallelization approach, termed as simulatorparallel (SP), is based on the LAL approach and aims to let Diffpack users easily develop parallel multilevel methods for solving PDEs, such as multigrid and domain decomposition methods. In this approach the existing sequential simulator is meant to be reused as a whole on each processor. The code related to the SP parallelization approach is also organized as an add-on library containing generic C++ class hierarchies, from which users can pick out ready-made classes and/or derive new C++ subclasses. In this way, the SP approach provides a flexible and structural way of building parallel PDE solvers with exceptionally good numerical efficiency, which is due to the incorporation of a multilevel method.
The LAL parallelization approach has been applied to the sequential ultrasonic wave simulator. As only 10 new lines of function calls to the LAL library were needed to be inserted into the over-1000-line original sequential code, the whole parallelization process was done under half an hour. The performance of this parallel ultrasonic wave simulator on a Linux-cluster will be reported in Section 6. We remark that the use of MPI functions inside the add-on LAL library makes the parallel simulator completely portable, i.e., the source code used on the Linux-cluster is identical with that used on other parallel Unix platforms. 
Specification and configuration
We have recently built a beowulf-class Linux-cluster, using only off-the-shelf components. The cluster consists of 24 dual Pentium-I11 computing nodes, where all the 48 processors run at 500MHz and are equipped with 5 12KB level two cache. In addition, a separate single-CPU computer is used as the front-end and file server. All the computers have a 3com905B network interface card and are inter-connected with a 100Mbit/s ethernet network, through a 26-port Cisco Catalyst 2926 switch. Each computing node is equipped with 512MB of memory, amounting to a total of 12GB for the entire cluster. The whole system was purchased in the beginning of 2000 for a total cost of NOK 500,000, approximately US$60,000. (For more information please refer to the web page [7] .)
The Debian GNULinux operating system runs on the cluster, with a Linux-kernel of version 2.2.14 customised for the hardware. We have installed the MPI library Mpich, version 1.1.2 [ 181. Moreover, all parallel jobs on the cluster are run through the PBS batch queue system [19] . We are currently running PBS version 2.2, patch level 7.
Benchmarks
W O standard benchmark tests are used to measure the performance of the Linux-cluster. The first one is the Top500-test from netlib, which is based on LU-factorization of a dense matrix. Using a matrix of dimension 32000 x 32000 and a division into 6 x 8 = 48 subparts, i.e. one per CPU, we achieved 9274.77 Mflops. The required block-size in this test was set to 58 x 58.
The second test is a simple ping-pong MPI-test, which sends a number of messages of increasing sizes, back and forth between two processors. This test measures the roundtrip average time and the memory bandwidth of the network. When the test is run on two processors located on two different nodes, we have found out that the latency of the network on our cluster is approximately 150~9, while the bandwidth is over 85MbiVs for large enough messages; see Table 1 and Figure 1 . Meanwhile, if the two processors chosen by the ping-pong test are located on the same node, the measurements for both latency and bandwidth are greatly improved; see Table 2 and Figure 2 . In both Table 1 and 
Measurements for the linear model
For the linear model (9), we discretize the spatial domain by 963 = 884,736 tri-linear elements. Each element has 8 nodes, amounting to a total of 912,673 degrees of freedom.
The problem is solved from t = 0 until t = 5.0 . Figure 6 show the CPU-times and the associated speedup results for different numbers of processors in use. We note that the numerical method for the linear model is an explicit scheme, where the computational kernel at each time step is matrix-vector multiplication. The innerprocessor communication is of the form that one processor only exchanges information with its immediate neighbors, no all-to-all communication occurs. Together with perfect load balance, this explains why the Linux cluster performs very well even at its full capacity, whereas, the measurements of the Origin2000 machine are more or less affected by the high word load. 
Measurements for the nonlinear model
For the nonlinear model (1,3), we use tri-quadratic elements where the total number of degrees of freedom is 1,030,301. Here we adopt a general mesh partition approach that is much more flexible than that being used for the parallel linear simulations. More specifically, we use the METIS [12] package to first get an unstructured nonoverlapping partition. Then a member function of the addon LAL library enlarges each sub-mesh, such that a layer of element overlap arises between neighboring sub-meshes. The overlap is necessary for the parallel nonlinear simulations, because systems of linear equations need to be solved In each Newton iteration, the linear system of equations, which is non-symmetric, is solved iteratively by the stabilized Bi-Conjugate-Gradient method. Convergence of this method is considered to be achieved if the discrete Lz-norm of the residual is below For the Newton iterations, convergence is reached if the difference between the two latest solutions, divided by the latest solution, is smaller than 10-8. Table 4 and Figure 7 show the measurements for running one time step of the nonlinear simulation. Since the discretization of the entire spatial domain requires more than 512MB, measurement associated with a single processor of the Linux cluster is not available. Although this is not a problem for the Origin 2000 machine, which has a shared memory of 24GB, we have used the CPU-time obtained on two processors as the reference for calculating speedup results for both the machine types. In this way Table 4 brings a fair comparison.
We remark that the relatively poorer speedup results of Table 4 , when compared with those of the linear simulations, are primarily due to the general mesh partition approach and the element overlap layer between neighbor- Table 4 . CPU-measurements of simulations for the nonlinear model ing sub-meshes. Secondly, the stabilized Bi-ConjugateGradient method involves inner-product calculation between two vectors, requiring all-to-all reduction operations of inter-processor communication. Such all-to-all communication becomes very costly on the Linux cluster, when being used close to its full capacity. That is why measurements of the Origin 2000 machine become better than those of the Linux cluster for large numbers of processors. We also recall that for the current configuration of our cluster, the two processors on the same node have to share the same ethernet cable connecting towards the switch, thus making the inter-processor communication extraordinarily expensive when more than 24 processors are in use. The situation may be improved if each node is equipped with a second network card and ethernet cable towards the switch. To see when the communication overhead makes the parallel nonlinear simulations unprofitable for the current configuration, we also list in Table 5 more detailed measurements for the Linux cluster obtained on between 32 and 48 processors. The speedup results are scaled against the CPU-time obtained on two processors. In addition to the maximum CPU-time consumption among all the processors, which we have consistently used in previous tables, we also listed the average and minimum CPU-time consumption among the processors. This is to show the disparity in the measurements due to load-imbalance.
Conclusion and discussion
In this paper, we have included different aspects of the numerical simulation of 3D ultrasonic waves. A parallel simulator has arisen easily from its sequential counterpart in the framework of Diffpack, and the source code is completely transparent for the underlying parallel platform. For such parallel 3D ultrasonic wave simulations, we have made an interesting observation that a low-cost Linux-cluster is able to deliver fully comparable computing power as an It is reflected by not only the absolute CPU-time measurements, but also the speedup capability. This is especially true for simulations where no all-to-all inter-processor communication occurs. Undoubtedly, clusters fabricated with high-end myrinet-based networks are capable of delivering better parallel performance, as pointed in e.g. [ 113. We believe, however, that low-end Linux-clusters will remain a usable and cost-effective option for solving certain types of PDEs in parallel. 
