Abstract-In a wireless multimedia code division multiple access (CDMA) system, the resources in terms of transmission rate and power should be efficiently distributed to each user to guarantee its quality-of-service (QoS) requirements. In this paper, a resource allocation algorithm which combines packet scheduling and power assignment is proposed to achieve efficient resource utilization under QoS constraints. The packet scheduling is based on the fair packet loss sharing (FPLS) principle, and the power assignment is determined by the received power limited (RPL) scheme. The basic idea of FPLS is to schedule the transmission of multimedia packets in such a way that all the users have a fair share of packet loss according to their QoS requirements, which maximizes the number of the served users with QoS satisfaction. The RPL scheme minimizes the received power for each packet. Given the propagation path loss, it in turn minimizes the transmitted power as well. The intercell interference from the scheduled packets is also limited in order to increase the system capacity.
I. INTRODUCTION
T HE next generation wireless communication systems are anticipated to provide a broad range of multimedia services (including voice, data, and video) to mobile users, using code division multiple access (CDMA) technologies. Packetized transmission over wireless links makes it possible to achieve a high statistical multiplexing gain via proper medium access control (MAC). A flexible MAC protocol which can efficiently accommodate multimedia traffic is required. One important MAC issue is the packet scheduling. As the capacity of a CDMA system is interference limited [1] , [2] , the actual achieved capacity heavily depends on the packet scheduling. As a result, packet scheduling is critical in such a system in order to fully exploit the system capacity.
Packet scheduling for wireless communications has been an active research area in recent years. Extension of the generalized processor sharing policy [3] from wireline networks to wireless networks are investigated in [4] , [5] . Other packet scheduling strategies for wireless networks have been proposed with QoS differentiation in [6] , with wireless channel adaptation in [7] , and using the exponential rule for throughput optimality in [8] . The above works mainly focus on scheduling in time-division multiple access (TDMA). Packet scheduling in a CDMA system poses more significant technical challenges, due to the additional dimension of power allocation for the non-orthogonal transmissions. Medium access with packet scheduling has been investigated for CDMA systems without time-division (TD) component [9] , [10] , and for hybrid TD/CDMA [11] , [12] , all for a single-cell CDMA system. To the best of our knowledge, very few works are available in the open literature for packet scheduling in a multi-cell system, taking into account the dynamics of intercell interference.
In this paper, we propose a packet scheduling algorithm for a multi-cell TD/CDMA system which exploits statistical multiplexing in both time domain (time division) and code domain (code division) [13] . The algorithm combines fair packet loss sharing (FPLS) principle with a received power limited (RPL) power assignment scheme. Based on dynamic estimation of the intercell interference, with FPLS, fair resource allocation and QoS satisfaction to all the mobiles can be achieved at the same time. With RPL, the total maximum received power (including intercell interference) is limited at the base station (BS). Thus, when the interference increases, the total transmitted power from the mobiles in the cell decreases, which means that fewer packets can be scheduled. In this way, instead of competing with each other using higher power, high interference can be avoided and the capacity can be increased. Similar to the approach of the truncated power [14] , transmissions of packets from mobiles with very bad channels have to be controlled. A packet from a mobile user with a poor channel condition has a higher chance to be scheduled in a low traffic load than in a high traffic load, so as to effectively control the interference level introduced to other cells. With FPLS, if the packet transmission from a mobile user is suspended due to a poor channel condition, the mobile user will be compensated with more resources for transmitting more packets at a later time when the channel condition is improved. This paper is organized as follows. Section II describes the system model, and Section III presents the proposed scheduling algorithm, including both FPLS scheduling and RPL power assignment. In Section IV, the performance of the proposed scheduling and the intercell interference estimation error model are studied, followed by the conclusions in Section V.
II. SYSTEM MODEL
Consider the uplink transmission of a hybrid TD/CDMA system with packetized transmission [15] . Time is partitioned into frames of a constant duration. Each frame is partitioned 1536-1276/06$20.00 c 2005 IEEE equally into time slots. Multiple access within each time slot is accomplished by assigning unique pseudo-random noise (PN) code sequence(s) to each mobile. The source information from the mobiles is segmented into packets of equal length, transmitted at a constant rate. Packet transmissions from the mobiles in the cell are synchronized in time. The transmission duration of each packet equals the length of a time slot. The decision on packet transmission is made at the BS frame by frame and is broadcast to the mobiles by a MAC protocol.
Intercell Interference Modeling -In the uplink transmission, the intercell interference comes from all the mobiles in other cells. Consider mobile user i connecting to the mth (m = 0) BS. The interference seen at the target (m = 0) BS from one packet transmission of this mobile user is [16] 
where p i is the average received power of one packet from mobile user i at its home BS, r m and r 0 are the distances between the mobile and the mth BS, and the target BS (zero-th BS), respectively, μ is the path-loss exponent, χ 0 and χ m are iid zero-mean Gaussian random variables with variance σ where the summation is taken over all the packets transmitted in the time slot, and
If a mobile does not transmit in the time slot, the corresponding received power p i is zero. If the shadowing process does not change much over each frame duration (d f ), it can be modeled by a first-order autoregressive process given by [17] 
where χ m (l) is the χ m value in the lth frame, ζ is correlation between two points separated by one meter, v i is the velocity of mobile user i, and n(l)'s are iid Gaussian random variables with zero mean and standard deviation σ χ
QoS Provisioning -The QoS parameters under consideration are transmission accuracy and delay requirements over the wireless link. The overall transmission accuracy requirement is represented by packet loss and transmission bit error rate (BER) requirements. QoS satisfaction is achieved when a required percentage of packets is accurately received within the delay bound. The minimum bandwidth allocation derived from the delay bound and packet loss rate are often very loose [18] - [20] , resulting in low resource utilization. Therefore, our proposed scheduling is directly based on the delay bound and packet loss rate requirements. The difference between the required delay bound and the total accumulated queuing delay up to the time of packet scheduling is referred to as timeout value of the packet. Packet loss due to buffer overflow or exceeding the delay bound is characterized by packet loss probability (PLP). The BER requirements are to be guaranteed by properly arranging simultaneous packet transmissions and controlling their received power levels, while the delay and PLP requirements are to be guaranteed by proper packet scheduling.
III. THE MULTI-CELL FAIR PACKET SCHEDULER
The main objectives of the packet scheduler are to guarantee the QoS requirements of all the mobiles and to maximize the resource utilization so that the system can support as many satisfied mobiles as possible. There is a trade-off between the two objectives. High QoS requirements usually results in low resource utilization. The scheduler will provide each mobile with just enough resources to satisfy its QoS requirements without over allocating resources. Since the CDMA system is interference limited, the power assigned to each mobile depends on the multiple access interference which in turn is the power from other mobiles. Scaling down the transmitted power of all mobiles leads to high resource utilization.
Consider a target cell with I active mobile users. By the end of the current frame, the packet scheduler at the BS schedules the packet transmission for the next frame, taking into account the interference from all other cells. To achieve the objectives, the scheduler first decides the order (priority) for the mobiles to transmit their packets. In a high traffic load condition when the number of packets waiting for transmission is in the neighborhood of the system capacity, the priority for transmission should be a function of the delay requirements, packet loss requirements, and traffic flow characteristics. Once the priorities are determined, a packet from the mobile with the highest priority is chosen, as illustrated in Fig. 1 . The scheduler then decides if the packet can be scheduled for transmission. If the packet cannot be scheduled due to a poor channel condition or exceeding maximum received power, the mobile user will be given a high priority for transmission in the next frame; Otherwise, the scheduler chooses a time slot for the packet and assigns a proper received power level to the packet. The required received power levels of the packets already scheduled for the same slot are then updated accordingly, due to the intracell interference introduced by the newly scheduled packet.
A. The FPLS Algorithm
When the instantaneous total traffic load exceeds the amount that the system can accommodate, some packets have to be dropped. To focus on the PLP requirement, we first assume that all the packets have the same BER requirements and, therefore, the capacity of the target cell (denoted by C) represents the maximum number of packets that can be transmitted in a frame. The packets with the time-out value equal to one are referred to as most urgent packets (MUPs). The MUPs will be dropped if not scheduled for transmission in the next frame. When each mobile has a large enough terminal buffer size, the packet loss happens only due to scheduling when the total number of MUPs exceeds the capacity. To guarantee the PLP requirements, we need to control the dropped MUPs from each and every mobile. Even though the overload of MUPs is caused by some bursty traffic sources during their bursty periods, it is fair to distribute the packet loss among all the mobiles who can tolerate some degree of packet loss, according to their PLP requirements. The packets from a mobile with more stringent delay requirement become MUPs sooner and therefore should be scheduled for transmission sooner. Only if not all the time slots in the frame are fully utilized after all MUPs are scheduled, will the scheduler consider non-MUPs in the order of sequentially increased time-out values, starting with those of the time-out value equal to two.
The number of MUPs from each mobile depends on its traffic rate and delay requirement. In order to determine the number of the MUPs to be dropped for each mobile based on the PLP requirements of all the mobiles in the cell, first we need to establish a relation between the overall PLP requirements (with respect to all the packets including both MUPs and non-MUPs) and the packet loss probabilities with respect only to the MUPs. Let the integer random variable R denote the rate of MUPs in packets/frame from all the mobiles. Let P (i) L (> 0) denote the PLP upper bound required by mobile user i, 1 ≤ i ≤ I. Given the MUP traffic load in a frame, R = n, the conditional MUP packet loss probability for mobile i is denoted byP
L , is the average number of lost MUPs divided by the average number of generated packets in each frame and is given bŷ
where C is an integer, R max is the maximum value of the rate R,r i is the average traffic generation rate in packets/frame of mobile i,r Mi|R (n) is the conditional average transmission rate of the MUPs from mobile i given R = n, and P (R = n) is the probability distribution function of R.
is chosen in such a way that the following relation is satisfied
From (4) and (5), it can be observed that when the PLP requirement is satisfied for mobile i, i.e.,P
L , it will be satisfied for all other mobiles in the cell, i.e.,P
This means that, if the BS can guarantee the PLP requirement for one mobile, it can guarantee the PLP requirements for all the mobiles. With FPLS, each mobile has a fair share of packet loss among all the mobiles. The fairness here means that the packet losses are arranged according to the PLP requirements of all the mobiles. Only when the QoS requirements of all mobiles are satisfied at the same time, the number of satisfied mobiles in service is maximized.
Letting n i denote the MUP load from mobile i given R = n, we have
M|R (n), the number of dropped packets from mobile i is n iP (i) M|R (n). The total number of the lost packets is equal to the sum of the lost packets from all the mobiles and is equal to n − C where n > C, i.e.,
From (5)- (6), we can obtainP
Given R = n, from the above analysis, we can decide the number of dropped packets for each and every mobile in the frame for a given C value. Taking into account that packets from different mobiles may require different BERs represented in terms of signal to noise plus interference ratio (SINR), the actual value of the capacity C changes with the SINR requirements of the scheduled packets and with the intercell interference and background noise, due to the soft capacity of CDMA systems [1] , [2] . This is one main reason why packet scheduling has a great impact on the system capacity. With the unknown capacity C before the scheduling, in the following, we propose a bin-packing scheduling algorithm for guaranteeing both BER and PLP requirements.
The original bin packing problem is a well-known combinatorial problem which deals with the way of packing a set of indivisible blocks into the minimum number of bins. It is known to be NP-complete [21] . In the packet scheduling for each time frame, we consider the time slots as bins and the packets as blocks. The size of each block is the received power level of the packet, and the size of each bin is the capacity of the time slot and is unknown before the scheduling. We want to pack as many blocks as possible in the bins without splitting and without exceeding the size of each bin (i.e., to satisfy the BER requirements of all the simultaneously transmitted packets in the time slot). We first discuss the order of packet transmission here, and then discuss the time slot and power allocation in the next subsection. For the scheduling, we define a priority index κ i for mobile i, which determines the order of transmission for the mobile among all the mobiles. From (7), when the system capacity C is decreased by one packet, the share of packet loss for mobile i is given by
Correspondingly, if we can increase the system capacity by one packet, the transmitted packet number for mobile i will also be increased by Δκ i . With the capacity C unknown, we schedule the packets by first assuming C = 0 and then increasing the value of C one by one until we cannot schedule any more packets. Under the assumption that all the n MUPs are to be dropped (i.e., with the initial value for C being 0), the initial value of κ i for the first time frame is given by
where When the mobile with highest κ value does not have any more MUP to transmit or the channel condition does not allow it to transmit, MUPs from the mobile with next highest κ value will be scheduled. If there are resources available after all the MUPs are chosen for scheduling, the same scheduling algorithm will be used to schedule the non-MUPs of the time-out value equal to two, and so on. In order to avoid over-scheduling or under-scheduling for each mobile in the long run, the information whether each mobile user is overscheduled or under-scheduled in the current frame should be carried over for scheduling in the next frame. As a result, for the subsequent time frames, the initial κ i value is the summation of two components, one given by (9) and the other being the κ i value from the previous frame.
B. RPL Power Assignment
For a multi-cell system, intercell interference must be considered in the scheduling for both QoS provisioning and high resource utilization. With a higher interference level, the transmitted power for each packet should be increased to maintain a desired SINR, thus causing even higher interference to other users and reducing overall system capacity. One way to control the intercell interference is to assign proper transmitted power to each packet so that a minimum power is used to guarantee the SINR requirement. Given the SINR requirement, the transmitted power is inversely proportional to the time-varying path gain. A truncated power control is proposed in [14] , where the transmission is suspended when the path gain is below a cutoff level. This can effectively reduce the interference level and increase the system capacity. However, for a variable traffic load, a fixed cutoff level is not effective. As the required power level depends on other simultaneously transmitted packets in CDMA, we consider joint power assignment and packet scheduling in the following.
Let p f denote the sum of intercell interference and thermal noise in the time slot, where the intercell interference is the dominant term. The received SINR after despreading for the packet from mobile i, denoted by γ i , is given by
where G is the processing gain, p i is the received power of the desired signal as defined earlier, and n i is total scheduled packets from mobile i. For presentation clarity, consider two mobiles (mobile i and mobile j) belonging to two different traffic classes, class-I and class-II, respectively. Mobile i has n i packets and mobile user j has n j packets for transmission in the time slot. The SINRs are given by
Solving for p i and p j , we have
From (11), the ratio of p i to p j is a constant depending only on processing gain and SINR requirements, but independent of the number of packets scheduled in the time slot. Also, from (11), we have α ji = 1 αij and p j = α ji p i . For the interference limited system, we want to minimize the transmitted power and thus to reduce interference under the QoS constraints. Given a path gain, minimizing the transmitted power is equivalent to minimizing the received power. Due to the interference limited nature, the number of packets that can be scheduled in each time slot depends on the QoS requirements of the packets waiting for transmission, resulting in a very high complexity for a minimal power solution of all the scheduled packets. As an alternative, we minimize the total power increase for each scheduled packet via time slot allocation. From (11), the received powers for packets from different classes are proportional to each other and independent of the number of scheduled packets. Traffic with different SINR requirements can be viewed as a single traffic class if each assigned power is proportionally scaled. For example, a packet of class-II is equivalent to α ji packets of class-I. Let k denote the equivalent number of class-I packets for the time slot. For a new class-I packet of mobile i, from (10), the received power in the time slot can be calculated
The total received power increase due to the newly scheduled packet is Δp tot = p i + kΔp i , where Δp i is the required received power increase of each previously scheduled packet because of the interference generated by the new packet and is given by
From the preceding analysis, Δp tot decreases with k. Therefore, the total power increase is minimum if the new packet is scheduled in the time slot with the minimum total power. Given the processing gain and SINR requirements, the received power levels of the packets in the same time slot are always proportional to each other. The intracell interference caused by one class-II packet is equal to the intracell interference caused by α ji class-I packets. Therefore, we have
. This means, if we increase n i by one, the increase of the inverse power for each class-I packet is given by Δ(
and, if we increase n j by one, the increase of the inverse power for each class-I packet is given by Δ(
, where p i < p f to avoid a negative power assignment. Thus, the received power levels of the packets already scheduled for transmission in the time slot should be updated accordingly and the received power of a new packet is the corresponding updated power level.
When the intercell interference is increased, the assigned power to each packet has to be increased to maintain the required SINR. This, in turn, will cause more increase in the intercell interference. Therefore, we upper limit the total received power plus interference, I i=1 n i p i + p f , by a preset threshold in the scheduling. When the intercell interference increases, the number of scheduled packets is reduced, resulting in a decrease of the intercell interference. For each scheduled packet, we want to ensure that both the received power in its own cell and the interference it introduces to other cells are controlled. We first examine whether the total received power is below the threshold when the packet is scheduled, and then check if the sum of intercell interference caused to all the other cells is below a certain level. Instead of a fixed cutoff level for the transmitted power of each mobile, we use a limit on the total intercell interference. Hence, a packet with a large path loss is less likely to be scheduled during a high traffic load period than during a low traffic load period. In this way, we have flexibility in the scheduling and keep the interference level low. Fig. 2 illustrates the flow chart of the proposed scheduling and power assignment procedure, where i and j are the mobile user (MU) indices, 1 ≤ i, j ≤ I; l is the time slot index in each frame and L u the total number of time slots in each frame for the uplink transmission; p l is the total received power of the scheduled packets in time slot l, Δp l is the total increased power for already scheduled packets if a new packet is scheduled, p max is received power threshold for a time slot, p = (p 1 , p 2 , . . . , p Lu ) which has an initial value 0 = (0, 0, . . . , 0), f j is the total intercell interference to other cells introduced by a packet from mobile j (as defined earlier), f l is total intercell interference caused by all already scheduled packets in time slot l, and f max is intercell interference threshold from the cell to its neighboring cells. With the packet scheduling algorithm, each mobile receives a fair share of the system resources in terms of the number of scheduled packets (i.e., transmission rate) to meet the transmission delay requirement and the received power level to meet the transmission accuracy (BER) requirement. As long as there are sufficient resources, each and every mobile is guaranteed with a minimum amount of resources for QoS satisfaction. In the sense of QoS provisioning, the packet scheduling algorithm is a fair CDMA resource (in both transmission rate and power) allocation scheme [22] - [24] . The knowledge of intercell interference in the next frame is needed to schedule packets for transmission in that frame. In the distributed resource allocation where each BS independently schedules packet transmission in its cell, the knowledge of intercell interference is not available. Taking into account the correlation of path gain (distance and shadowing effect dependent) and assuming that the total traffic load changes slowly from frame to frame, the intercell interference can be predicted from the measured average interference level in the current frame. 1 The prediction error will result in situations where the required SINR cannot be satisfied. Let p out denote the required outage probability (i.e., the probability of received SINR being less than the required threshold should not be larger than p out ), and letp f denote the predicted intercell interference, then we have 
IV. PERFORMANCE EVALUATION
For a single-cell CDMA system, it has been shown that the FPLS algorithm outperforms the previously proposed scheduling algorithms [27] . In the following, we evaluate the performance of the proposed scheduling scheme in a multi-cell environment via computer simulation. For simplicity, consider a target cell surrounded by 6 neighboring cells in the first tier. Each time frame is 10 ms in length and is partitioned into 8 time slots. Three traffic classes (voice, video, and data) are considered. The voice traffic is generated according to the on-off model [15] . During the on-state, one packet is generated in each frame. On average, an on-state lasts ten frames and an off-state lasts 15 frames. The video traffic has a variable rate within zero and 34 packets/frame [28] , following a truncated Gaussian distribution with mean 17 packets and standard deviation 0.3 × 17 packets. The rate is correlated from frame to frame with an autocorrelation coefficient between two consecutive frames of 0.6. The short message transfer protocol (SMTP) is used to simulate the data traffic. The data size of SMTP traffic can be modeled by log 2 -normal distribution and data burst arrival rate follows a Poisson distribution [29] . Using the data from Table X in [29] , we simulate the SMTP traffic with an average arrival interval of 10 frames and size of each data burst following a log 2 -normal distribution with a geometric mean of 10 packets and a geometric standard deviation 3. The SINR requirements are 7 dB for voice and video traffic and 8.75 dB for data. The delay tolerance for voice, video and data packets is 5, 20 and 40 frames, respectively. The PLP requirements for voice, video and data traffic classes are set to 10 −2 , 10 −3 , and 10 −4 , respectively.
The initial mobile location is uniformly distributed over the seven cells. A mobile can move away from the starting point in any direction which is uniformly distributed in [0, 360
• ]. The initial velocity of each mobile is a Gaussian random variable with a mean of 50 km/h and truncated between zero and 100 km/h with a probability of 99%, and the velocity increment from frame to frame is a uniformly distributed random variable within the range ±1% of the current velocity. The variation of the mobile movement direction from frame to frame is uniformly distributed within the range of ±45
• . The cell radius is 2 km, μ = 4, σ χ = 8 dB, and ζ = 0.9. The maximum received power (plus interference and noise) is set at 60 units, with the background thermal noise power being 0.1 units. The interference level is limited at 60 percent of the maximum received power. Each simulation is run for 20000 frames.
Simulation results in Fig. 3 demonstrate that the interference prediction error in each frame can be modeled as a Gaussian random variable with a very small variance. This is because of (a) the strong correlation of the voice, video, and data traffic flows from frame to frame, (b) the strong correlation of path gain for each mobile from frame to frame, and (c) a large number of mobiles in the system (180 mobiles per cell). The facts (a)-(b) facilitates the prediction with a small error using the current measured result, and the fact (c) leads to a Gaussian prediction error based on the central limit theorem. Fig. 4(a) shows the simulation results of PLP for 167 voice mobiles, 5 video mobiles and 5 data mobiles. The PLP requirements for all the mobiles are satisfied at the same time. If we increase the number of voice mobile users by two to 169, as shown in Fig. 4(b) , none of the users' PLP requirements can be satisfied. It is observed that the PLP is increased for all the traffic classes. The average delay (in frames) for all the packets is also increased (from 1.49 to 1.87 for voice, from 5.59 to 10.32 for video, and from 19.87 to 27.89 for data). The results demonstrate that, with FPLS packet scheduling, all the mobiles have a fair share of system resources to meet their QoS requirements. With sufficient resources, when one mobile has the QoS satisfaction, so have the other mobiles; When the resources are not sufficient, the QoS of all the mobiles are degraded equally. The results provide a bound on the system capacity in terms of the mobile numbers with QoS satisfaction. Fig. 5 shows the average PLP and delay as a function of the path loss exponent μ for 167 voice mobiles, 5 video mobiles and 5 data mobiles. The path loss exponent changes from 3 to 5. The average PLP and delay decrease when the path loss index increases. The PLP becomes zero when μ is above 4. When μ is 3, the average delay is very close to the maximum delay limit, which means that most scheduled packets are MUPs. When μ increases, the distance to the base station has more weight in the path gain. Since most mobiles are closer to their home BS, the intercell interference decreases and the system capacity increases. The results demonstrate the link between the QoS parameters and the intercell interference via the propagation parameter μ. With a larger μ value, the interference is smaller because of a larger path attenuation. This results in better QoS and/or higher system capacity. Such relations do not exist in a single-cell CDMA system where there is no intercell interference. Fig. 6 shows the average PLP and delay as a function of maximum received power limit for 167 voice mobiles, 5 video mobiles and 5 data mobiles. The average PLP and delay decrease when the received power limit increases. When the received power limit is increased to 80, the PLP values decrease to zero. Since the total number of packets can be scheduled in a time slot is limited by the total received power, the capacity is increased when the total received power limit increases. However, the received power for each packet also increases. That is, the better QoS is achieved at the cost of mobile transmit power. The choice of the received power limit depends on the maximum transmit power of each mobile.
V. CONCLUSION
In this paper, we have proposed a multi-cell packet scheduling scheme which combines the FPLS principle with RPL power assignment. The scheduling scheme ensures that the QoS requirements of all the mobiles can be satisfied at the same time, which maximizes the number of satisfied mobiles in service. With the RPL power assignment, the received power is kept at a low level to reduce the intercell interference while meeting the SINR requirements of the mobiles. Simulation results demonstrate that the proposed packet scheduling is efficient in supporting the three traffic classes. The scheduling method requires the prediction of intercell interference. In computer simulation, the measured average interference in the current frame is used as the prediction for the next frame. It is demonstrated via simulations that the prediction error can be modeled by a Gaussian distribution. However, it is necessary to further investigate the intercell interference prediction based on field measurements.
