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ON THE COLLATZ GENERAL PROBLEM qn+ 1
ROBERT SANTOS
Abstract. In this work the generalized Collatz problem qn+1 (q odd)
is studied. As a natural generalization of the original 3n + 1 problem, it
consists of a discrete dynamical system of an arithmetical kind. Using
standard methods of number theory and dynamical systems, general
properties are established, such as the existence of at most q−1 periodic
sequences for each q. In particular, when q is a Mersenne number,
q = 2p − 1, there only exists one such cycle, known as the trivial one.
Further analysis based on a probabilistic model shows that for q = 3
the asymptotic behavior of all sequences is always convergent, whereas
for q ≥ 5 the asymptotic behavior of the sequences is divergent for
almost all numbers (for a set of natural density one). This leads to the
conclusion that the so called Collatz Conjecture is true, and that q = 3
is a very special case among the others (Crandall conjecture). Indeed,
it is conjectured that the general problem qn + 1 is undecidable.
1. Introduction
The Collatz conjecture, also known as the 3n + 1 problem 1, is a famous
mathematical problem stated in the 1930’s by Lothar Collatz [3]. It asserts
that given any positive integer number n, the algorithm that iteratively
computes (3n + 1)/2 if n is odd and n/2 if n is even, produces a sequence
of numbers that always reaches 1. Without exceptions. And numerical
experiments show that this is true for all n ≤ 1020 [13, 14]. The interested
reader will find a wide exposition about the history of the problem in [22,
11, 2].
There are few theoretical results concerning the 3n+ 1 problem. Among
the most strong, it has been proven that the number of integer values in [1, x]
such that the conjecture is true is greater than x0.84 for a sufficiently large
x [8]. The approach of the authors uses a non linear programming method
to obtain lower bounds for solutions of a system of functional difference
inequalities (Krasikov’s inequalities) associated to the 3n+1 problem. They
also expected that an improvement of the form x1−ǫ for any ǫ > 0 could be
reached with intensive large computations, although being exponentially
consuming. But no better results has been published since then.
Also, there are a number of results in the almost all setting, beginning
with the earliest work by Terras [21] to the most recent result by Tao [20].
Informally speaking, they state that for almost all numbers, in the sense of
a density one set, the infimum of the sequence produced by the algorithm
is bounded by a function that depends on the initial input. Unfortunately,
1Usually, it is denoted by the 3x + 1 problem, but following Whirstching [22], we rather
prefer the 3n + 1 nomenclature to highlight that we deal with positive integer numbers.
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these results neither rule out the existence of a (very exotic) divergent se-
quence nor says nothing about the location of periodic behaviors.
The study of a generalization of the Collatz problem, say qn + 1 with q
any odd number, has been reveled very fruitful to understand the original
3n + 1 problem, and also posses the background needed to show why the
case q = 3 is such an special case among the others. That is the problem
we analyze in this paper. There are also important previous results on it.
Crandall was one of the first who worked on the qn + 1 problem [5], and
formulated the conjecture that for q ≥ 5 there is, at least, one sequence
that never visits 1. He proved its validity for the cases q = 5, q = 181,
and q = 1093 (extensible also to q = 3511 as pointed out by Lagarias [10]),
and gave an heuristic probabilistic argument for the remaining cases. Along
this line, Matthews and his collaborators [12] extended the conjecture to
generalized Collatz maps for which the qn+1 is an special case. They used
Markov chains to show its plausibility, and also showed that the extension
of these maps to the complete set of d-adic integers Zd, d ≥ 2, are ergodic
and, consequently, satisfy the conjecture. Unfortunately, this does not solve
the qn + 1 problem since the set of positive integers Z+ is a zero-measure
subset of Zd.
But the most surprising result is due to Conway, who proved that an
slightly variant of the qn + 1 problem is undecidable [4]. It seems that the
original 3n+1 problem lies just at the edge of the decidability/undecidability
threshold, and this explains partially its hardness. Since in this paper we
claim that the Collatz conjecture is true, its decidability automatically fol-
lows. However, in section §4, we discuss the possible undecidability of the
more general qn+ 1 algorithm.
In what follows we present the formal statement of the Collatz general
problem and we introduce some basic concepts and notation used throughout
this paper. After that, we show the most important results of this work and
we sketch their proofs.
1.1. Statement of the Collatz general problem.
Definition 1. (The collatz general problem qn+1, with q any odd number).
It consists of an algorithm that asks for a given positive integer number n
whether is odd or even. Then applies the following generalized Collatz-type
function [12]
Tq(n) =


n
2
if n even
qn+ 1
2
if n odd
(1.1)
and keeps iterating (indefinitely) on the result. Thus, we obtain an infi-
nite sequence of numbers, defined as the sequence (or orbit) of the qn + 1
algorithm with seed (initial condition) n0,
SQNq(n0) = {n0, n1, . . . , nj , . . .} = {T jq (n0)}j∈N,
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where nj = T
j
q (n0) =
j︷ ︸︸ ︷
Tq ◦ Tq · · · ◦ Tq(n0), nj ∈ Z+ for all j ∈ N, and T 0q ≡ Id
(by usual convention). The first k ∈ Z+ members of the sequence constitute
the truncated sequence of length k, and is denoted by
SQNkq (n0) = {n0, n1, . . . , nk−1} = {T jq (n0)}k−10 .
The Collatz function 3n + 1 is easily seen as the particular case q = 3 in
that generalized Collatz-type function. Regarding notation, Z+ is the set of
positive integers, N = {0, 1, 2, . . .} is the set of natural numbers, ◦ accounts
for the composition of functions, capital letters are used for functions and
sequences, calligraphic letters are used for sets, bold face is used for vectors,
and #A means the cardinality of the set A. Other particular notation used
along the text will be conveniently addressed when necessary. Thus, for
instance,
SQN3(2) = {2, 1, 2, 1 . . .} SQN3(7) = {7, 11, 17, 26, 13 . . .}
SQN55 (7) = {7, 18, 9, 23, 58} SQN67 (6) = {6, 3, 11, 39, 137, 480}
If q = 1, the problem is trivial. There exists a unique fixed point n = 1,
and all the sequences are convergent to it. Consequently, only odd values
q ≥ 3 will be considered hereafter.
1.2. The conjugacy map and the modified Collatz general function.
We follow a numerical theoretic perspective to study the qn+1 problem, al-
though some key concepts of dynamical systems theory are used as well. One
of such concepts, the conjugacy of two dynamical systems, is a cornerstone
in this work.
Lemma 1. Given an odd number q ≥ 3, define the conjugacy map,
Xq : Z
+ −→Zcq =
{
x ∈ Z+ : x ≡ 1 mod 2(q − 1)
}
n −→x = Xq(n) = 2(q − 1)n + 1 (1.2)
and the modified Collatz general function
Fq(x) =
qαq(x)
2
(x+ 1), (1.3)
where αq(x) is a parity-type function (odd/even) defined as
αq(x) =
{
1 if x− 1 ≡ 2(q − 1) mod 4(q − 1)
0 if x− 1 ≡ 0 mod 4(q − 1) . (1.4)
Then, for all odd numbers q ≥ 3, we have Tq ≡ X−1q ◦ Fq ◦Xq, where X−1q
is the inverse map of Xq. Consequently, the dynamical properties of Tq(n)
are the same as Fq(x), and the sequence Sq(x0) = {x0, x1, . . . , xj , . . .} =
{F jq (x0)}j∈N is equivalent to SQNq(n0).
Thus, for instance, the counterparts of the sequences in the previous example
are
S3(X3(2)) = {9, 5, 9, 5 . . .} S3(X3(7)) = {29, 45, 69, 105, 53 . . .}
S55(X5(7)) = {57, 145, 73, 185, 465} S67(X7(6)) = {73, 37, 133, 469, 1645, 5761}
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Proof. The function Tq(n) could be expressed in a more compact form as
Tq(n) =
n
2
+
(
(−1)n+1 + 1
) ((q − 1)n+ 1)
4
=
qαN (n) ((q − 1)n+ 1)− 1
2(q − 1) ,
where the αN -parity function is defined as
αN (n) =
{
1 if n ≡ 1 mod 2
0 if n ≡ 0 mod 2 .
Taking into account the (invertible) affine map 1.2, we have that
Xq(Tq(n)) = 2(q − 1)Tq(n) + 1 =
qαN (n)
2
(Xq(n) + 1)
=
qαq(Xq(n))
2
(Xq(n) + 1) = Fq(Xq(n))

Thus, henceforth, we focus our study on the modified Collatz general
function Fq(x) which produces truncated sequences S
k
q (x0) = {F jq (x0)}k−10
of arbitrarily large k ∈ Z+ values for every seed x0 = Xq(n0).
1.3. The parity sequence. Another key concept is the parity sequence
A(q;x0), which is a binary string (sequence of ones and zeros) that assembles
all the evaluations of the parity function αq(x) along the successive iterates
of Fq(x0). As in the case of the sequences S
k
q (x0), the first k members of that
infinitely long parity sequence A(q;x0) define the truncated parity sequence
of length k or parity vector of length k, Ak(q;x0) ≡ Ak = (α0, . . . , αk−1),
αj ≡ αq(xj), where the dependence on q and on x0 is made implicit, when
possible, to ease the notation. The following definitions will be also helpful.
Definition 2.
i) Partial parity of the sequence Skq (x0):
Given i, j ∈ N, 0 ≤ i ≤ j < k, |Ak|ji =
∑j
s=i αq(xs).
ii) Total parity of the sequence Skq (x0):
Pk = |Ak|k−10 =
∑k−1
j=0 αq(xj), 0 ≤ Pk ≤ k.
iii) Parity coefficient (or ones-ratio) for the sequence Skq (x0):
µk =
Pk
k =
1
k
∑k−1
j=0 αq(xj), 0 ≤ µk ≤ 1.
The following lemma extends previous results about the parity sequence
[21, 7, 9, 12].
Lemma 2. Given an odd number q ≥ 3, two integer numbers x0, y0 ∈ Zcq,
and any k ∈ Z+, the following conditions hold:
i) x0 and y0 have the same parity vector of length k if and only if x0 ≡ y0
mod (q − 1)2k+1.
ii) A(q;x0) = A(q; y0) if and only if x0 = y0.
iii) There exists a bijection between the set of seeds Xk = {Xq(n0) : n0 =
1, 2, 3, . . . , 2k} and the set of parity vectors of length k, Ak = {0, 1}k =
{0, 1} × · · · × {0, 1}︸ ︷︷ ︸
k
.
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This result shows that the dynamics of Fq(x) is encoded through the par-
ity sequence. The relevance of the parity sequence comes, then, from its
uniqueness for each seed x0, which has important implications for periodic-
ity conditions, and for its utility to ’show’ the asymptotic behavior of the
sequence. This will be addressed in detail in sections §2 and §3, respectively.
Proof. We begin with claim (i). For each k ∈ Z+ and any odd constant C,
let be y0 = x0 + C(q − 1)2k+1. Then,
y0 − 1
4(q − 1) =
x0 − 1
4(q − 1) +C2
k−1.
Thus αq(y0) = αq(x0) = α
0. If k > 1, let assume αq(yi) = αq(xi) = α
i for
all 0 ≤ i < k − 1 and
yi = xi + Cq
|Ak|
i−1
0 (q − 1)2k+1−i.
Then,
yi+1 =
qα
i
2
(xi + 1) +
qα
i
2
(
Cq|Ak|
i−1
0 (q − 1)2k+1−i
)
= xi+1 + Cq
|Ak|
i
0(q − 1)2k−i,
and,
yi+1 − 1
4(q − 1) =
xi+1 − 1
4(q − 1) + Cq
|Ak|
i
02k−(i+2).
Thus, αq(yi+1) = αq(xi+1) = α
i+1, and therefore, Ak(q; y0) = A
k(q;x0) =
Ak = (α
0, . . . , αk−1).
Conversely, let assume Ak(q; y0) = A
k(q;x0) = Ak = (α
0, . . . , αk−1).
Using proposition 3, we have for all k ∈ Z+
xk =
qPk
2k
x0 +
1
2k
k−1∑
j=0
2jq|Ak|
k−1
j , yk =
qPk
2k
y0 +
1
2k
k−1∑
j=0
2jq|Ak|
k−1
j .
Subtracting the former from the latter we obtain
yk − xk = q
Pk
2k
(y0 − x0).
Hence y0 ≡ x0 mod 2k. Since x0, y0 ∈ Zcq, y0 must be equivalent to x0
modulo (q − 1)2k+1.
Now, given that the parity sequence is infinitely long (no stopping crite-
rion), claim (ii) follows directly from
yk = xk + C2(q − 1)qPk , k ∈ Z+,
where the truncated sequences Skq (x0) = {xj}k−10 and Skq (y0) = {yj}k−10
have the same parity vector Ak = (α
0, . . . , αk−1). Then, the next parity
evaluation comes from
yk − 1
4(q − 1) =
xk − 1
4(q − 1) +
1
2
CqPk ,
and αq(yk) 6= αq(xk) unless C = 0, that is, y0 = x0.
Finally, for claim (iii), let n0 be a natural number in the interval [1, 2
k].
The seed Xq(n0) = x0 leads to the parity vector A
k(q;x0) ∈ Ak. Now,
assume that there exists a natural number m0 6= n0 in the interval [1, 2k]
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such that the seed Xq(m0) = y0 has the same parity vector of x0, A
k(q; y0) =
Ak(q;x0). Applying claim (i), we have that y0 ≡ x0 mod (q−1)2k+1, which
leads to |y0 − x0| ≥ 2k+1(q − 1), where | · | refers to the standard absolute
value. But |Xq(m0)−Xq(n0)| < 2(q−1)(2k−1), and we get a contradiction.
Therefore, every seed in Xk has a different parity vector of length k. Since
the cardinality of Ak is precisely 2k, from a counting argument there is a
one-to-one correspondence between the sets Xk and Ak. 
Remark 1. If there exist x, y ∈ Zcq that belong to the same periodic se-
quence, their parity sequences are identical but shifted an amount ℓ ∈ Z+
such that F ℓq (x) = y.
1.4. Closed formulas for the forward iterates.
Proposition 3. Given an odd number q ≥ 3 and any k ∈ Z+, the k − th
forward iterate of the sequence Sq(x0) has two equivalent expressions,
xk = F
k
q (x0) =
qPk
2k
x0 +
1
2k
k−1∑
j=0
2jq|Ak(x0)|
k−1
j . (1.5)
xk = F
k
q (x0) = x0
qPk
2k
k−1∏
j=0
(
1 +
1
xj
)
. (1.6)
These formulas are very useful to deal with arbitrary sequences. In par-
ticular, expression 1.5 is well fitted to analyze periodic sequences and, in the
case of q = 3, is equal to the previous results of Böhm and Sontachi [1] and
Crandall [5], although in their formulations the dependence on the parity
vector is not explicit. Expression 1.6 is related to the previous history of
the sequence, and has important implications for its asymptotic behavior.
Indeed, it’s easily seen that for all sequences
F kq (x0)
x0
>
(
qµk
2
)k
. (1.7)
Proof. Both formulas result by induction, taking into account in equation
1.6 that for all xj ∈ Sq(x0), we have the recurrence relation
xj+1 = Fq(xj) = xj
(
1 +
1
xj
)
qαq(xj)
2

1.5. Main results of this work. The results are divided in two blocks:
periodic sequences and the asymptotic behavior of the sequences. Each block
comprises half the way through the demonstration of the Collatz conjecture,
the main goal of this paper. We begin this exposition with some definitions
and a fundamental result concerning the number of periodic sequences of
Fq(x).
Definition 3. (Cycle) Periodic sequence of period p ∈ Z+,
PSpq (x0) = {x0, x1, . . . , xp−1} , where xj+p = xj ∈ Zcq, 0 ≤ j ≤ p− 1.
The period p is defined as the minimum possible and is called the prime
period. We also say that the function Fq(x) has a cycle of length p ∈ Z+ at
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x0, and F
j+p
q (x0) = F
j
q (x0). Without loss of generality, the seed x0 of the
cycle is taken as the absolute minimum of the sequence.
Definition 4. Trivial cycle. It is a periodic sequence of period p that starts
at x0 = Xq(1) = 2q−1. In other words, F pq (2q−1) = 2q−1 (or equivalently
T pq (1) = 1) for some p ∈ Z+. All the other periodic sequences are called
non-trivial cycles.
Theorem 4. For each odd number q ≥ 3, the function Fq(x) has at most
q − 1 cycles. The seeds x0,h of these q − 1 possible cycles are
x0,h = Xq(n0,h) = Xq(h+ γhq), h ∈ {1, 2, . . . , q − 1}, (1.8)
where {γh}h=1,...,q−1 are positive integer constants. Moreover, if h is even,
then γh must be odd, and vice versa.
This theorem answers affirmatively the conjecture that, for each q, there
are finitely many cycles in the qn + 1 problem [12]. But also reduces dra-
matically the number of possibilities, bringing us closer to the full resolution
in the case q = 3, since only one more cycle could exist in addition to the
trivial one.
Sketched proof. The complete proof of the theorem is in section §2.1.
Here we only highlight the most important ideas.
(1) For a given q ≥ 3, and from proposition 3 applied to a periodic
sequence PSpq (x0), we have a Diophantine exponential equation to
solve, which we call the first periodicity condition,(
2p − qPp
)
x0 =
p−1∑
j=0
2jq|Ap(x0)|
p−1
j , p, Pp ∈ Z+, p > 1. (1.9)
The unknowns are the seed of the cycle x0, and the parity vector
Ap(x0).
(2) The parity vector has the structure:
Ap(x0) = (α
0 = 1, α1, α2, . . . , αs−1 = 1, 0 . . . , 0), where 1 ≤ s ≤ p−1
is taken such that |Ap(x0)|p−1j = 0 for all j ≥ s. This is justified
because the seed x0 is taken as the absolute minimum of the cycle.
(3) The ’tail of zeros’ of the parity vector imposes resolvability conditions
on the Diophantine exponential equation. The seed x0 must belong
to a family of q−1 congruent classes modulo 2q(q−1) (it is excluded
the residual class zero).
(4) Given two periodic sequences in the same congruent class, they share
the same parity vector.
(5) Finally, if the seeds of these sequences are different, we get a contra-
diction.
Remark 2. To illustrate theorem 4, we show the interesting case q = 5.
The function F5(x), equivalently T5(n), has three known periodic sequences,
those listed in table 1. It could have, at most, one more cycle for the seed
x0,4 = X5(n0,4) ≡ 73 mod 240, x0,4 > X5(106) = 8000001 [15].
Another important result concerns the values of q that are Mersenne
numbers, q = 2p − 1, primes or composite. In that case, we are able to
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Table 1. Known cycles for q = 5. It could exist, at most,
one more cycle for some unknown value n0,4 = 4+5γ4 > 10
6.
n0,h p Pp s T5(n) F5(x)
1 + 0 · 5 5 2 2 {1, 3, 8, 4, 2} {9, 25, 65, 33, 17}
2 + 3 · 5 7 3 5 {17, 43, 108, 54, 27, 68, 34} {137, 345, 865, 433, 217, 545, 273}
3 + 2 · 5 7 3 3 {13, 33, 83, 208, 104, 52, 26} {105, 265, 665, 1665, 833, 417, 209}
4 + γ4 · 5 Unknown
completely solve all the cycles of Fq(x), which is a fundamental step towards
the resolution of the Collatz conjecture.
Theorem 5. The function Fq(x) with q = 2
p − 1 a Mersenne number, has
only one cycle, the trivial one with period p and parity coefficient µp = 1/p.
The proof is in section §2.2. The main idea is the use of a second pe-
riodicity condition 2.4, which is another Diophantine exponential equation,
similar to the first one, but with a different arrangement. Then, we relate
the powers of 2 that appear in that equation with the powers of q + 1 in
its binomial expansion form, resulting in a polynomial equation for q with
positive coefficients. Finally, we assume that there exists a seed for a non-
trivial cycle that is a root of this equation, and we prove that this leads to
a contradiction.
Theorem 5 takes advantage of the special form of the Mersenne numbers,
and apparently can not be generalized further. The remaining cases where
q are not Mersenne numbers are, consequently, much more difficult to solve,
and does not seem that a general approach can be used. This is related to the
tenth Hilbert’s problem, although in our case, our Diophantine exponential
equation has some structure that can be exploited via the parity vector. In
this way, some general conditions on the existence of cycles are found for q:
• (Lemma 11). If Fq(x) has a cycle in the congruent class h ∈ {1, 2, . . . ,
q − 1}, then q is a divisor of M = h2m − 1 for some m ∈ Z+ that
depends on the parity vector.
• (Proposition 12). If q is a composite number, then Fq(x) doesn’t
have any cycle in the congruent classes h = md, where d is any
divisor of q different from one and q, and m ∈ Z+ is any multiplier
such that md ≤ q − 1.
• (Proposition 15). If Fq(x) has a cycle with parity coefficient µp, then
0 < 2− qµp < 1/q.
The proofs of these claims are in section §2. Roughly speaking, we can
say that the presence of cycles is generally rare. Proposition 15 shows also
that if Fq(x) has a cycle then q ∼ 2p/Pp , and if there are multiple cycles
for the same q, they have approximately the same parity coefficient, being
Pp1/p1 ∼ Pp2/p2 for any pair of cycles.
Now, we analyze the asymptotic behavior of the sequences. The follow-
ing lemma is a fundamental result that bounds the sequences between two
exponential functions for some special values of q.
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Lemma 6. For each Mersenne number q = 2p−1, any x0 ∈ Zcq−{2q−1},
and k ∈ Z+ sufficiently large,(
qµk
2
)k
<
F kq (x0)
x0
≤ q(µk− 1p )k. (1.10)
Also, for the special case q = 5,(
5µk
2
)k
<
F k5 (x0)
x0
≤ 5(µk− 25 )k. (1.11)
The proof is in section §3.1. The main idea is the use of formula 1.6
and a procedure to upper bound the productory. This procedure uses the
lowest periodic values of the function Fq(x), and ’reallocates’ the factors of
the productory to build and upper bound. It is worth noting that the upper
bound is sharp when the sequence is periodic.
Lemma 6 opens a way to attack the convergence/divergence behavior of
the sequences. The most important results are distilled in the following
theorems.
Theorem 7. (Equiparity theorem). For q = 3, any sequence S3(x0) =
{F j3 (x0)}j∈N, with x0 ∈ Zc3, has an asymptotic parity coefficient
µ∞ = lim
k→∞
1
k
|Ak|k−10 =
1
2
.
Theorem 8. For all odd q ≥ 5, the set
Vq := {n ∈ Z+ : the sequence Sq(Xq(n)) = {F jq (Xq(n))}j∈N is divergent }
has natural density
D(Vq) := lim
t→∞
1
t
# {n ∈ Vq : n ≤ t} = 1.
Sections §3.2 and §3.3 are devoted to proof these theorems. Both proofs
use the same probabilistic model, but it is worth noting that theorem 7 is
not a kind of a probabilistic result but a strong result for all sequences.
Sketched proof of theorem 7. We highlight the most important steps.
(1) For each x0 ∈ Zc3 the sequence S3(x0) has an asymptotic parity
coefficient µ∞. We do not know whether µ∞ it is the same or not
for every seed x0.
(2) Lemmas 6 and 16 bound the values of the asymptotic parity coeffi-
cient for any sequence, 1/2 ≤ µ∞ < 1.
(3) We build a probabilistic model where the discrete random vari-
able Mk is the parity coefficient of a truncated sequence S
k
3 (x0).
The seeds are taken randomly from the set Xk = {X3(n0) : n0 =
1, 2, 3, . . . , 2k}. Using lemma 2, the parity vector for each seed has
density 2−k, thus the probability mass function ofMk is of a binomial
type,
P(Mk = µ) =
1
2k
(
k
kµ
)
, kµ ∈ N.
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(4) Using step 2 and the symmetry of the probability mass function of
Mk, we have
P
(
lim
k→∞
∣∣∣∣Mk − 12
∣∣∣∣ ≥ ǫ
)
= 0
for any ǫ > 0.
(5) Finally, the only sequences outside that probabilistic behavior are
ultimately cycles, and using theorem 5, the only possible cycle has
the parity coefficient µ = 1/2.
Now, we are in conditions to state the result that has driven this work.
Corollary 9. (Collatz conjecture). The function F3(x) is always convergent
to the trivial cycle {X3(1),X3(2)} = {5, 9} for all x ∈ Zc3.
Proof. It is a direct consequence of the equiparity theorem. From theo-
rem 5 we have that the only possible cycle of F3(x) is the trivial one,
{X3(1),X3(2)} = {5, 9}. Then, let assume that there exists some x0 ∈
Zc3 − {5, 9} such that for all k ∈ Z+,
x0 < F
k
3 (x0) = x0
(
3µk
2
)k k−1∏
j=0
(
1 +
1
xj
)
,
where we have used equation 1.6. Since xj = F
j
3 (x0) ≥ x0 > 9 for all j < k,
then, using theorem 7, we have
x0 < F
k
3 (x0) < x0
(
3µk
2
)k (
1 +
1
9
)k
= x0
(
3µk5
9
)k
< x0 as k −→∞,
and we get a contradiction. Therefore, for all x0 ∈ Zc3−{5, 9}, F k3 (x0) <
x0 for some finite k ∈ Z+, which is called the stopping time [11]. Taking
y0 = F
k
3 (x0), then there exists another finite stopping time ℓ ∈ Z+ such that
F ℓ3 (y0) < y0. Thus, we can keep iterating since there exists some m ∈ Z+
such that Fm3 (x0) ∈ {5, 9}. 
Next sections explain in more detail the results showed so far. In section
§2 we deal with periodic sequences. In section §3 we analyze the asymp-
totic behavior of the sequences. Finally, in the last section, we discus the
decidability of the algorithm qn+ 1.
2. Periodic sequences
The first obvious result about the periodic sequences is that the discrete
dynamical system qn + 1, q ≥ 3, has no fixed point, since the equation
Fq(x) = x has no integer solutions in Zcq. Therefore we must deal with
periodic sequences (cycles) of length greater than one.
There are many previous results in the original 3n+1 problem about the
necessary conditions to have cycles. In contrast, the results are much less
for the general case qn+ 1[15]. Steiner showed in [17] that an special cycle
called non trivial circuit is impossible for the 3n+1 problem, and extended
this result to q = 7 and q = 5 (the last one having only one non trivial
circuit) [18, 19]. Also, it was shown in [6] and subsequent works that for the
3n + 1 problem, a non-trivial cycle must fulfill minimum conditions on its
ON THE COLLATZ GENERAL PROBLEM qn + 1 11
length and on the proportion of odd and even numbers. The refinements of
these conditions culminated in the work of Simons and de Weger [16], which
stated that a non-trivial cycle for the 3n + 1 problem must have a length
grater than 8.3485 · 1015, with more than 5.2673 · 1015 odd numbers. These
remarkable results came mostly from transcendence theory and the theory
of continued fractions.
Despite using powerful techniques of number theory like the ones above,
it was not known whether the 3n + 1 algorithm has finitely many cycles
or not. It was conjectured to be the case [11], also for the general case
qn+1 [12], and in the following section we solve that question. But another
problem we must face is to determine where are these cycles, and this seems
intractable in general. Thankfully, q values that are Mersenne numbers can
be completely analyzed, showing a strong connection between them and the
(non) existence of cycles.
2.1. The number of cycles of Fq(x). Theorem 4 is the main result con-
cerning periodic sequences for the general qn+1 problem. It states that, in
general, Fq(x) could have q − 1 cycles for each odd number q ≥ 3. These
q − 1 cycles have seeds x0 that correspond to the unique representatives of
the q − 1 congruent classes modulo q in Zcq.
Proof of Theorem 4. Let assume that we have a periodic sequence of pe-
riod p for some seed x0 = Xq(n) = 2(q−1)n+1, n ∈ Z+. Using equation 1.5,
with xp = x0, the parity vector of the sequence must fulfill the Diophan-
tine exponential equation 1.9. We call this equation the first periodicity
condition.
The parity vector of that periodic sequence starts at the infimum of the
sequence, x0, thus αq(x0) = 1. After that, the different values xj ∈ PSpq (x0),
1 ≤ j < p−1, can increase or decrease multiple times, but the last term xp−1
always decrease, since xp is the absolute minimum by periodicity. Therefore,
in the parity vector, there exists an index s ∈ Z+, 1 ≤ s ≤ p− 1, such that
αq(xs) = αq(xs+1) = · · · = αq(xp−1) = 0. Rearranging terms in equation
1.9, we have,
2p+1n− 2p +
p−1∑
j=s
2j = q2p+1n− 2(q − 1)qPpn− 2qPp −
s−1∑
j=1
2jq|Ap(x0)|
p−1
j ,
where 1 ≤ s ≤ p − 1 is taken such that |Ap(x0)|p−1j = 0 for all j ≥ s. The
right hand side of the above equation is proportional to 2q, thus the left
hand side should also be proportional to 2q, and the cycle must verify
2p+1n− 2p +
p−1∑
j=s
2j = 2qm, m ∈ N,
which leads to the equation
2pn− qm = 2s−1. (2.1)
Its general solution is an affine map,
n = n0 + qλ
m = m0 + 2
pλ
, with 2pn0 − qm0 = 2s−1 the fixed solution,
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and λ ∈ Z a free parameter. Since x0 is the absolute minimum of the
sequence, n0 should also be a minimum, and λ must be positive or equal
zero, i.e., λ ∈ N. Moreover, n0 must be a residual class modulo q, but
also n0 ≥ 1, thus n0 ≡ h mod q and h ∈ {1, 2, . . . , q − 1}. This can be
summarized defining
n0,h = h+ γhq, nh = n0,h + qλ,
with {γh}h=1,...,q−1 positive integer constants. Thus, we have that all the
possible seeds (minimums) for a given cycle in a congruent class h are
x0,h(λ) = Xq(nh) = Xq(n0,h) + 2q(q − 1)λ, λ ∈ N.
Now, for some h∗ ∈ {1, 2, . . . , q − 1}, let PSℓq = {X0,X1, . . . ,Xℓ−1} be a
periodic sequence of length ℓ, with X0 = Xq(n0,h∗) its seed and Aℓ(X0) ≡
Aℓ = (α
0, α1, . . . , αℓ−1) its parity vector. Consider a new periodic sequence
of length n, PˆS
n
q (λ) = {x0(λ), x1(λ), . . . , xn−1(λ)}, with its seed x0(λ) =
x0,h∗(λ), and its parity vector An(x0(λ)) ≡ Aˆn = (αˆ0, αˆ1, . . . , αˆn−1). These
two sequences satisfy α0 = αˆ0 = 1 and αℓ−1 = αˆn−1 = 0. In general n 6= ℓ,
but we can extend both sequences to have the same length p = LCM(ℓ, n)
yet conserving their periodicity. Therefore, to simplify the analysis, we
restrict ourselves to periodic sequences of length p, that is ℓ = n = p. Then,
the periodic sequences PˆS
p
q(λ) and PS
p
q are related by
xj(λ) =
q|Aˆp|
j−1
0
q|Ap|
j−1
0
Xj +
j−1∑
i=1
q|Aˆp|
j−1
i
2j−i
(
1− q
|Aˆp|
i−1
0
q|Ap|
i−1
0
)
+
q|Aˆp|
j−1
0 q(q − 1)λ
2j−1
(2.2)
1 ≤ j ≤ p.
We can check this by induction. For j = 1 it isX1 = Fq(X0) = q
α0(X0+1)/2
and
x1(λ) = Fq(x0(λ)) =
qαˆ
0
2
(x0(λ) + 1) =
qαˆ
0
2
(X0 + 1) +
qαˆ
0
q2(q − 1)λ
2
.
Let assume is true for 1 < j < p. Then,
xj+1(λ) = Fq(xj(λ)) =
qαˆ
j
2
xj(λ) +
qαˆ
j
2
=
q|Aˆp|
j
0
2q|Ap|
j−1
0
Xj +
j−1∑
i=1
q|Aˆp|
j
i
2j+1−i
(
1− q
|Aˆp|
i−1
0
q|Ap|
i−1
0
)
+
q|Aˆp|
j
0q2(q − 1)λ
2j+1
+
qαˆ
j
2
=
q|Aˆp|
j
0
2q|Ap|
j−1
0
(Xj + 1) +
j−1∑
i=1
q|Aˆp|
j
i
2j+1−i
(
1− q
|Aˆp|
i−1
0
q|Ap|
i−1
0
)
+
q|Aˆp|
j
0q2(q − 1)λ
2j+1
+
qαˆ
j
2
− q
|Aˆp|
j
0
2q|Ap|
j−1
0
.
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After some algebra, we have
xj+1(λ) =
q|Aˆp|
j
0
q|Ap|
j
0
Xj+1 +
j∑
i=1
q|Aˆp|
j
i
2j+1−i
(
1− q
|Aˆp|
i−1
0
q|Ap|
i−1
0
)
+
q|Aˆp|
j
0q(q − 1)λ
2j
,
and the induction is complete. Since each xj(λ) is in Zcq, |Aˆp|j−10 = |Ap|j−10
for all j = 1, . . . , p, and λ = 2pλ∗. Then, equation 2.2 is
xj(λ
∗) = Xj + q
|Ap|
j−1
0 q(q − 1)2p+1−jλ∗ 1 ≤ j ≤ p. (2.3)
In particular, for j = p, and taking into account the periodicity of the
sequences, that is xp(λ
∗) = x0(λ
∗) and Xp = X0, we have an equation for
λ∗ ∈ N,
X0 + 2q(q − 1)2pλ∗ = X0 + 2q(q − 1)qPpλ∗,
or
(2p − qPp)λ∗ = 0.
Since 2p − qPp 6= 0 (eq 1.9), the only possible solution is λ∗ = 0, which
implies λ = 0. Therefore, all the possible cycles are obtained from Xq(n0,h),
where n0,h = h+ γhq are fixed constants, h ∈ {1, 2, . . . , q − 1}. Since every
x0,h must be a minimum of the sequence, which means that αN (n0,h) = 1,
γh must be odd if h is even, and Vice versa. 
2.2. The cycles of Fq(x) for q a Mersenne number. We begin with a
lemma that states a second periodicity condition for a sequence. After-that,
we introduce a necessary condition to have a cycle. Finally, we use both
results to prove theorem 5.
Lemma 10. (Second periodicity condition). The function Fq(x) has a peri-
odic sequence PSpq (Xq(n0)) with parity vector Ap(Xq(n0)) ≡ Ap, n0 ∈ Z+,
if and only if
(
2p − qPp
)
n0 =
Pp−1∑
j=0
2g(j)qj, p, Pp ∈ Z+, p > 1, (2.4)
where the function
gAp ≡ g : N ∩ [0, Pp − 1] −→ N ∩ [0, p − 2]
j −→ g(j)
searches the position of each number one in the parity vector as follows:
|Ap|p−1g(j) = j + 1 and |Ap|p−1g(j)+1 = j.
Proof. From the first periodicity condition, equation 1.9, with x0 = Xq(n0) =
2(q − 1)n0 + 1, and rearranging terms, we have
2(2p − qPp)n0 = (q
Pp − 1)
(q − 1) +
s−1∑
j=0
2j
(q|Ap|
p−1
j − 1)
(q − 1) ,
where s is taken such that |Ap|p−1j = 0 for all j ≥ s, 1 ≤ s ≤ p− 1. After
some algebra, the above equation results
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(2p − qPp)n0 =
Pp−1∑
k=0
qk +
s−1∑
j=1
2j−1
|Ap|
p−1
j
−1∑
k=0
qk.
It is easy to verify that g(0) = s− 1. The function g(n) is monotonically
decreasing. Its lowest value is g(Pp− 1) = 0, and its highest one is precisely
g(0) = s− 1. Then,
g(0)∑
j=1
2j−1
|Ap|
p−1
j
−1∑
k=0
qk =
g(Pp−2)∑
j=1
2j−1
Pp−2∑
k=0
qk +
g(Pp−3)∑
j=g(Pp−2)+1
2j−1
Pp−3∑
k=0
qk+
· · ·+
g(0)∑
j=g(1)+1
2j−1
=
Pp−2∑
k=0
qk
g(k)∑
j=1
2j−1 =
Pp−2∑
k=0
qk(2g(k) − 1).
Finally,
(2p − qPp)n0 =
Pp−1∑
k=0
qk +
Pp−2∑
k=0
qk(2g(k) − 1) =
Pp−1∑
k=0
2g(k)qk.

Lemma 11. If Fq(x) has a cycle of period p for the seed
x0,h = Xq(h+ γhq) = 2(q − 1)(h + γhq) + 1, h = 1, . . . , q − 1,
then q must be a divisor ofM = h2k−1 for some positive integer k = p−g(0),
where the function g is defined in lemma 10. Furthermore, if h = 1 (trivial
cycle) or h is a power of 2, then q must be a Mersenne number or a factor
of a Mersenne number Mm = 2
m − 1, 1 < m ∈ Z+.
Proof. Let assume that Fq(x) has a cycle of period p, with parity vector
Ap = (1, α
1, α2, . . . , αs−2, αs−1 = 1, αs = 0, . . . , αp−1 = 0),
1 ≤ s ≤ p− 1, 1 ≤ Pp ≤ s,
where, as before, s is taken such that |Ap|p−1j = 0 for all j ≥ s. Then, from
equation 2.4, we have
2g(0)(h2p−g(0) − 1) = hqPp − γhq(2p − qPp) +
Pp−1∑
j=1
2g(j)qj, (2.5)
where k = p−g(0) = p−s+1 is a positive integer. Since the right hand side of
the above equation is proportional to q, q must be a divisor of M = h2k−1.
Finally, if h = 2a for some a ∈ N, then M = 2k+a − 1, which is a Mersenne
number for the exponent m = k + a. 
Now, we are in conditions to prove the other main result concerning periodic
cycles.
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Proof of Theorem 5. Let q be a Mersenne number, q = 2p − 1, prime or
composite. Using lemma 1, the sequence Sq = {F jq (x0)}j∈N is equivalent to
the sequence SQNq = {T jq (n0)}j∈N, which is better for the present analysis.
Taking n0 = 1 as the seed for the trivial cycle, we have
n1 = Tq(1) =
q + 1
2
= 2p−1.
Therefore, T pq (1) = 1, and equivalently, the function Fq(x) has a trivial cycle
with period p and parity coefficient µp = 1/p.
Conversely, let assume that Fq(x), with q = 2
k − 1 a Mersenne number,
has a cycle for some n0 > 1 and some parity vector Ap of period p ∈ Z+,
which comes as a solution of equation 2.4, that is,
(
(q + 1)p/k − qPp
)
n0 =
Pp−1∑
j=0
2g(j)qj. (2.6)
Obviously, p ≥ k, so we take a ∈ Z+ and b ∈ N such that p = ak + b,
b < k. Since 2ak2b − (2k − 1)Pp ≥ 1, we have a ≥ Pp = |Ap|p−10 . Then,
equation 2.6 reads
a∑
j=0
λjq
j = 0, (2.7)
where
λj = n02
b
(
a
j
)
− 2g(j), j = 0, . . . , Pp − 1
λPp = n0
(
2b
(
a
Pp
)
− 1
)
≥ 0, j = Pp
λj = n02
b
(
a
j
)
≥ 0, j = Pp + 1, . . . , a
We need to analyze if all the coefficients λj are non-negative, since in that
case all the lambdas must be zero in order to fulfill equation 2.7. This can
be done studying the coefficients λj for all j = 0, . . . , Pp − 1.
To this end, it suffices to show if n0 ≥ 2g(0)−b, because the strongest
restriction happens when j = 0 (recall that 0 ≤ g(j) ≤ g(0) for all j =
0, . . . , Pp − 1).
If g(0) < b we are done. Thus, let assume that g(0) ≥ b. Lemma 11
implies that there exists some µ0 ∈ Z+ such that
µ0(2
k − 1) = h2p−g(0) − 1 = h2b−g(0)2ak − 1.
Making the change of variable µ0 = 1 + 2
kµ1, for some µ1 ∈ N, we have
µ1(2
k − 1) = h2b−g(0)2(a−1)k − 1,
which defines a descend procedure, µj = 1 + 2
kµj+1 for 1 ≤ j ≤ a − 1,
that can be iterated until
µa(2
k − 1) = h2b−g(0) − 1,
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for some µa ∈ N. Since h < 2k−1, we have 0 ≤ µa < 2b−g(0), and the only
possible solution is µa = 0 and h = 2
g(0)−b. In that case, from theorem 4,
there must exist some γh ≥ 0 such that n0 = 2g(0)−b+γh(2k−1). Therefore,
n0 ≥ 2g(0)−b, and for each order qj in equation 2.7, it must be λj = 0. In
particular, for j = Pp, we have
n0
(
2b
(
a
Pp
)
− 1
)
= 0,
which has the only solution a = Pp, and b = 0. Finally, for each j =
0, . . . , Pp − 1, we have
n0Pp! = j!(Pp − j)!2g(j),
and the only possible solution is Pp = 1, j = 0, and n0 = 2
g(0) =
2g(Pp−1) = 1, hence the final contradiction. 
2.3. General conditions for the existence of cycles. As mentioned
before, the search of the cycles of the function Fq(x) is, in general, out of
reach for the techniques used in this work. However, in addition to lemma
11, we highlight below some general conditions that cycles must fulfill in
order to exist. For completion, we show in table 2 the known non-trivial
cycles (up to our knowledge) of the function Fq(x) for different values of q
[18].
Table 2. Known non-trivial cycles of Fq(x) for different val-
ues of q.
q p Pp n0,h x0,h
5 7 3 2 + 3 · 5 = 17 137
5 7 3 3 + 2 · 5 = 13 105
181 15 2 27 + 0 · 5 = 27 9721
181 15 2 35 + 0 · 5 = 35 12601
Proposition 12. If q is a composite number, then Fq(x) doesn’t have any
cycle in the congruent classes h = md, where d is any divisor of q different
from one and q, and m ∈ Z+ is any multiplier such that md ≤ q − 1.
Proof. All the possible cycles are solutions of the second periodicity condi-
tion, equation 2.4. As q is a composite number, we take d as a non-trivial
divisor of q, that is, d 6= 1, q. If there exists some m ∈ Z+ such that
md ≤ q − 1, then we have
(
2p − qPp
)
d(m+ γh(q/d)) = 2
g(0) +
Pp−1∑
j=1
2g(j)qj, p, Pp > 1.
Since q is odd, d never divides 2g(0), and the above equation doesn’t have
any valid solution. Therefore, there isn’t exist any valid seed n0,h for a cycle
in the congruent class h = md. 
Proposition 13. The function Fq(x) has a cycle with total parity Pp = 1
if and only if q is a Mersenne number.
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Proof. From the second periodicity condition, equation 2.4, with Pp = 1, we
have
(2p − q)n0 = 1.
The unique possible solution is n0 = 1 and q = 2
p − 1, a Mersenne
number. 
Proposition 14. The function Fq(x) has a trivial cycle with total parity
Pp = 2 if and only if q = 5.
Proof. We restrict ourselves to the search of trivial cycles, which are solu-
tions of equation 2.4 with n0 = 1, that is
2p = qPp +
Pp−1∑
j=0
2g(j)qj , p, Pp ∈ Z+, p > 1, (2.8)
If Pp = 2, equation 2.8 reads 2
p = q2 + q + 2g(0), which means that there
exists some odd λ0 ∈ N such that
λ0 =
2p−g(0) − 1
q
=
q + 1
2g(0)
.
Obviously, p− 2g(0) ≥ 0 for a valid solution, thus the change of variable
λ0 = 1 + 2
g(0)λ1 for some λ1 ∈ N leads to
λ1(2
2g(0)λ1 + 2
g(0)+1 − 1) = 2p−2g(0) − 1.
If p − 2g(0) = 0, then λ1 = 0 and q = 2g(0) − 1. But, in that case, q
is a Mersenne number with a trivial cycle of period p = g(0) (theorem 5),
a contradiction. Therefore, p − 2g(0) > 0 and λ1 must be odd. Using a
similar argument we conclude that necessarily p − 3g(0) > 0, and making
the change of variable λ1 = 1 + 2
g(0)λ2, we have
(22g(0)λ2 + 1)(2
2g(0)λ2 + 2
g(0) + 2) = 2p−3g(0) + 2g(0)λ2.
From a parity (odd/even) argument we conclude that the only possible
solution is obtained from λ2 = 0, λ0 = 1 + 2
g(0), g(0) = 1 (s = 2), p = 5,
and q = 5. This leads to the trivial cycle
{X5(1) = 9, F5(9) = 25, F5(25) = 65, F5(65) = 33, F5(33) = 17}

Remark 3. The general case Pp ≥ 3 is much more difficult to analyze and
seems intractable. My guess is that equation 2.8 with Pp ≥ 3 has no valid
solutions for q, hence there are no more trivial cycles (see conjecture 3 in
the next section).
Proposition 15. The parity coefficient of a periodic sequence PSpq (x0) =
{x0, x1, . . . , xp−1} is
µp =
1
p
p−1∑
j=0
logq
(
2xj
xj + 1
)
,
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and fulfills the following bounds,
ln((2q − 1)/q)
ln q
≤ logq
(
2xm
xm + 1
)
< µp < logq
(
2xM
xM + 1
)
< logq 2 =
ln 2
ln q
,
(2.9)
where xm = inf{PSpq (x0)} and xM = sup{PSpq (x0)}. Therefore, if Fq(x)
has a cycle with parity coefficient µp, then
0 < 2− qµp < 1/q. (2.10)
Proof. From equation 1.6 with xp = x0, and taking logarithms, we have
Pp ln q =
p−1∑
j=0
ln
(
2xj
xj + 1
)
,
µp =
Pp
p
=
1
p ln q
p−1∑
j=0
ln
(
2xj
xj + 1
)
.
Since
2xm
xm + 1
≤ 2xj
xj + 1
≤ 2xM
xM + 1
< 2 ∀j, 0 ≤ j ≤ p− 1,
and xm ≥ 2q − 1, we get the bounds of equation 2.9. Finally, a different
rearrangement of the bounds leads to
ln
(
1− 1
2q
)
< ln
(
qµp
2
)
< 0,
and equation 2.10 follows from taking the exponential in the above equa-
tion. 
2.4. Conjectures about cycles. Along this work arose questions that re-
main open. This section groups these questions in the form of conjectures,
with the hope that further development could solve them. Before going to
their description, we present a useful definition.
Definition 5. (Counting function) The function π(Fq) counts the number
of cycles of the function Fq(x) for all x ∈ Zcq.
From theorem 4 we have that 0 ≤ π(Fq) ≤ q−1 for each odd number q ≥ 3.
Bellow, we list three main conjectures about the counting function and the
trivial cycles.
Conjecture 1. There are infinitely many values of q such that π(Fq) = 0.
Conjecture 2. There exists some q∗ such that π(Fq)q ≪ 1 for all q > q∗.
Conjecture 3. The function Fq(x) has a trivial cycle only in the cases
q = 5 and q = 2p − 1, p ≥ 2.
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3. Asymptotic behavior of the sequences
Equation 1.6 is the starting point in the study of the asymptotic behavior
of the sequences of the function Fq(x). From that equation, lemma 6 gives
explicit bounds to the highest and lowest values of the sequences, which are
used to proof the main results of this section, theorems 7 and 8. But first,
we begin with a basic result related to the divergence of the sequences.
Definition 6. (Purely divergent sequence) For a given q ≥ 3, the sequence
Sq(x) = {F jq (x)}j∈N is said to be purely divergent if αq(F jq (x)) = 1 for all
j ∈ N. In other words, the related parity sequence is an infinite sequence of
one’s
A(q;x) = {1, 1, . . . , 1, . . .}.
Lemma 16. There isn’t exist a purely divergent sequence in the algorithm
qn+ 1.
Proof. Given an odd number q ≥ 3, let x ∈ Zcq be the seed of a purely
divergent sequence Sq(x) = {x, Fq(x), F 2q (x), . . .} with the parity sequence
A(q;x) = {1, 1, . . .}. Let y = Fq(x) be the next iterate of x. Its parity
sequence A(q; y) = {1, 1, . . .} is exactly the same as A(q;x), so applying
lemma 2, we have that x = y = q(x+ 1)/2, which is impossible. 
In what follows, we show the proofs of lemma 6 and theorems 7 and
8. They are essential to justify the convergence of all sequences for q = 3
(Collatz conjecture), and the divergence of almost all sequences for q ≥ 5
(Crandall conjecture).
3.1. Proof of lemma 6. Using equation 1.6 for the sequence Skq (x0) =
{xj}k−10 , x0 ∈ Zcq − {2q − 1}, we have the lower bound
x0
(
qµk
2
)k
< F kq (x0) = x0
(
qµk
2
)k k−1∏
j=0
(
1 +
1
xj
)
.
Our purpose is to find the upper bound of the above productory, which
we call the harmonic productory of the sequence. From theorem 5 we know
that Fq(x), q = 2
p − 1, has only one periodic sequence, the trivial cycle
{Xq(1),Xq(2p−1),Xq(2p−2), . . . ,Xq(2)}.
In the case q = 3 (p = 2), it is clear that this sequence is the lowest
possible one, and the harmonic productory is bounded by
k−1∏
j=0
(
1 +
1
xj
)
≤
(
1 +
1
X3(1)
)k/2 (
1 +
1
X3(2)
)k/2
=
2k
3k/2
.
Now, let study the general case q = 2p − 1 with p ≥ 3. For convenience, let
k be a positive integer number such that k > 2p−1− p, and let the set Cp be
all the integer numbers between 1 and 2p−1 that are not powers of 2. Then,
Cp =
p−2⋃
h=1
Ch, with Ch =
{
n ∈ N : 2h + 1 ≤ n ≤ 2h+1 − 1
}
,
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and we define mh = #Ch = 2h − 1, and mp = #Cp =
∑p−2
h=1 mh. Hence, the
harmonic productory for all Xq(nj) with nj ∈ Ch, is bounded by
mh∏
j=1
(
1 +
1
Xq(nj)
)
<
(
1 +
1
Xq(2h)
)2h−1
.
Let the sequence Skq (x0) be a non-periodic sequence that takes, among
others, all the values Xq(n), n ∈ Cp, only once. Reordering the sequence in
ascending order, Sˆkq (x(0)) = {x(j)}k−10 , with x(j) < x(j+1), it results
k−1∏
j=0
(
1 +
1
x(j)
)
<
k−1∏
j=mp
(
1 +
1
x(j)
) p−2∏
h=1
(
1 +
1
Xq(2h)
)2h−1
<
(
1 +
1
Xq(2p−1)
)k−mp p−2∏
h=1
(
1 +
1
Xq(2h)
)2h−1
.
Because the fact that for all h ∈ {1, . . . , p − 2}, Xq(2h)−1 < Xq(2ℓ)−1,
0 ≤ ℓ < h, we can safely redistribute as convenience the factors of the
productory from those of higher powers to the lower ones, yet conserving
the inequality’s sign. Therefore, using the values of the trivial cycle as a
reference, the harmonic productory is bounded by
k−1∏
j=0
(
1 +
1
xj
)
≤
(
1 +
1
Xq(1)
)k/p
· · ·
(
1 +
1
Xq(2p−1)
)k/p
,
for any sequence Skq (x0) = {xj}k−10 , x0 ∈ Zcq − {2q − 1}. The equality
holds only when the sequence belongs to the trivial cycle (but starting at
x0 6= 2q − 1).
Now, for a Mersenne number q = 2p − 1, there is the recurrence relation
Xq(2
j) + 1 = 2Xq(2
j−1), j = 1, . . . , p− 1. Therefore,
k−1∏
j=0
(
1 +
1
xj
)
≤
(
2p−1
(Xq(1) + 1)
Xq(2p−1)
)k/p
=
(
2p−1
2q
q2
)k/p
=
2k
qk/p
.
Finally, the function Fq(x) is bounded by
F kq (x0)
x0
≤
(
qµk
2
)k 2k
qk/p
= q(µk−
1
p
)k.
By the other hand, the function F5(x) has the trivial cycle
{X5(1) = 9,X5(3) = 25,X5(8) = 65,X5(4) = 33,X5(2) = 17},
thus proceeding as before, with k > 5 and the set C = {5, 6, 7}, where
X5(n)
−1 < X5(4)
−1 for all n ∈ C, the harmonic productory reads
1 <
k−1∏
j=0
(
1 +
1
xj
)
≤
(
25
5 · 13 · 33 · 17 · 9
9 · 25 · 65 · 33 · 17
)k/5
=
(
25
52
)k/5
=
2k
52k/5
,
and
F k5 (x0)
x0
≤
(
5µk
2
)k 2k
52k/5
= 5(µk−
2
5
)k. 
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3.2. Proof of Theorem 7 (equiparity theorem).
Let the sequence S3(x0) = {F j3 (x0)}j∈N be any arbitrary sequence with
parity sequence A(3;x0) = {αj}j∈N, and the related sequence of parity co-
efficients R(x0) = {µℓ}ℓ∈Z+ , where µℓ = (1/ℓ)
∑ℓ−1
j=0 α
j is the cumulative
average of A(3;x0).
Let assume that the sequence R(x0) has no limit in Q for some seed
x0 ∈ Zc3. This means that the sequence S3(x0) never visits a cycle and
must be ultimately divergent. The first conclusion, that never visits a cy-
cle, follows from the contrary assumption, that is, the sequence effectively
enters into a cycle and keeps looping indefinitely, thus the parity coefficient
of the sequence approaches to the parity coefficient of the cycle, and the
sequence R(x0) has a limit. The second conclusion, that the sequence must
be divergent, follows from the fact that if there exists some finite constant
C0 such that all the values of S3(x0) are upper-bounded by C0, the function
F3(x0) is indefinitely exhausting values in the interval [1, C0] ∩ Zc3 until it
repeats someone, thus defining a cycle. And we can repeat the argument for
greater values of C0. Therefore, we must analyze the existence of a divergent
sequence whose related sequence of parity coefficients has no limit.
Since F j3 (x0)/x0 ≈ (3µj/2)j (equation 1.6) for sufficiently large values of
j and x0 ∈ Zc3, there must exist some k ∈ Z+ such that µj > µk > ln 2/ ln 3
and F j3 (x0) > F
k
3 (x0) for all j > k. Then, we make a renormalization
such that y0 = F
k
3 (x0), and define the sequence S3(y0) = {Fn3 (y0)}n∈N,
which is a sub-sequence of the original S3(x0). The sequence S3(y0) has
the related sequence of parity coefficients R(y0) = {µˆh}h∈Z+ , which is not a
sub-sequence of the original R(x0). From the simple relation
Ph
h
>
Ph + Pk
h+ k
>
Pk
k
, j = h+ k,
we have that µˆh > µh+k for all h ∈ Z+. Since the sequence S3(x0)
is divergent, we can repeat the same argument as many times as necessary,
obtaining each time a sequence of greater parity coefficients. After an infinite
number of steps, we get a sequence of parity coefficients sufficiently close to
1, their highest possible value. But in that case, the sequence of parity
coefficients has limit 1, which is a contradiction and an impossibility due to
lemma 16.
Therefore, R(x0) is a convergent sequence with limit the asymptotic parity
coefficient µ∞, although the sequence S3(x0) could be divergent. Note that
from lemmas 16 and 6, µ∞ must be bounded within [1/2, 1) ∩Q. The proof
is straightforward. Assume that µ∞ < 1/2 (thus x0 6= 5). Taking the limit
in equation 1.10, we have
lim
k→∞
F k3 (x0)
x0
≤ lim
k→∞
3−(1/2−µ∞)k = 0,
and we get a contradiction.
Now, let us compute µ∞. The question here is whether µ∞ has the same
value for every sequence. Since the truncated sequence Sk3 (x0) is arbitrarily
long, and apparently doesn’t exhibit any structure (pseudo-randomness), it
is reasonable to use a probabilistic model. Rather than using the individual
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evaluations of the parity function as random events, it is better to work with
the whole parity vectors, since we don’t need to deal with the independence
of the successive events. For a given k ∈ Z+ sufficiently large, let Mk be a
discrete random variable that means the parity coefficient of the vector Ak
corresponding to the sequence Sk3 (x0),
Mk : Ak −→Wk =
{
0,
1
k
,
2
k
, . . . ,
k − 1
k
, 1
}
Ak(x0) −→Mk(Ak(x0)) = 1
k
|Ak|k−10
where Ak is the set of all parity vectors of length k, and the seed x0 is
any (random) value in Xk = {X3(n0) : n0 = 1, 2, 3, . . . , 2k}. As lemma 2
shows, all the parity vectors of Ak are represented with the same density
2−k. Furthermore, there are exactly
( k
kµ
)
parity vectors with total parity
Pk = kµ, µ ∈ Wk. Therefore, the probability mass function of Mk is
P(Mk = µ) =
1
2k
(
k
kµ
)
=
1
2k
k!
(kµ)!(k − kµ)! , kµ ∈ N, µ ∈ Wk,
(3.1)
and its moment generating function,
Ψk(t) =
1
2k
(1 + et/k)k, t ∈ R,
with the expected value E(Mk) = Ψ
′
k(0) = 1/2 (first derivative of Ψk(t)
at zero) and the standard deviation σk =
√
Ψ′′k(0)− E(Mk)2 = 1/(2
√
k).
Given that the probability mass function of Mk is symmetric about 1/2 and
limk→∞Mk must be bounded within [1/2, 1) ∩Q, for any ǫ > 0 we have
P
(
lim
k→∞
∣∣∣∣Mk − 12
∣∣∣∣ ≥ ǫ
)
= 2P
(
lim
k→∞
Mk − 1
2
≤ −ǫ
)
= 0,
where | · | refers to the standard absolute value. Therefore, Mk converges
almost surely to its expected value 1/2.
If there exists some exceptional sequence that has an asymptotic parity
coefficient different from 1/2, it must break systematically this probabilistic
behavior ad infinitum, meaning that there is an underlying structure. This
happens when the sequence ultimately enters into a cycle with parity co-
efficient µ∞. But, by theorem 5, the only possible cycle is the trivial one,
with parity coefficient precisely 1/2. This finally proves the theorem in all
cases. 
It seems that it is not possible to generalize such strong result for any
odd number q. First, there could be more unknown cycles, and second, even
if they are known, such as in the case of a Mersenne number, their parity
coefficient is not equal to the probabilistic one. This forces us to develop
a mechanism to decide when a sequence becomes periodic and when the
sequence goes on and on without an apparent structure, facing obligatorily
the decidability barrier of the algorithm. However, we can conclude that for
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all q ≥ 5, most of the numbers will lead to divergent sequences. It is shown
in theorem 8, whose proof is bellow.
3.3. Proof of Theorem 8. Following the same probabilistic model as in
theorem 7, let Mk = |Ak|k−10 /k be the random variable from the set Ak of
parity vectors to the set Wk = {0, 1/k, 2/k, . . . , 1} ⊂ Q. Since lemma 2 also
applies for each q ≥ 5, the probability mass function of Mk is again
P(Mk = µ) =
1
2k
(
k
kµ
)
, kµ ∈ N, µ ∈ Wk,
with expected value E(Mk) = 1/2 and standard deviation σk = 1/(2
√
k).
Using now the Chebyshev inequality, we have
P
(∣∣∣∣Mk − 12
∣∣∣∣ ≥ ησk
)
≤ 1
η2
,
where η > 0 is any real number. For each 0 < ǫ < 1/2 such that η = ǫ/σk,
we have
P
(∣∣∣∣Mk − 12
∣∣∣∣ ≥ ǫ
)
≤ 1
4ǫ2k
.
Using the symmetry of the probability mass function of Mk and rearranging
terms, we have
P
(
Mk >
1
2
− ǫ
)
≥ 1− 1
8ǫ2k
.
From equation 1.7, it follows that the function Fq(x) diverges when µk >
ln 2/ ln q for a k sufficiently large. Since we are interested in computing
the probability of such event, P(Mk > ln 2/ ln q), we take the value ǫ =
1/2− ln 2/ ln q (q ≥ 5) in the above equation, and it results
P
(
Mk >
ln 2
ln q
)
≥ 1− ln
2 q
k(2 ln2 q − 8 ln 2(ln q − ln 2)) .
Note that ln 2/ ln q /∈ Wk.
Finally, let us compute now the natural density of the set Vq. We need
the proportion of natural numbers in [1, 2k ] that lye in Vq. Therefore,
D(Vq) = lim
t→∞
1
t
# {n ∈ Vq : n ≤ t} = lim
k→∞
1
2k
#
{
n ∈ Vq : n ≤ 2k
}
= lim
k→∞
1
2k
∑
ln 2
ln q
<z∈Wk
(
k
kz
)
= lim
k→∞
P
(
Mk >
ln 2
ln q
)
= 1,
where we have used from lemma 2 that for each n ∈ Vq, there is a bijection
with the related parity vectors Ak with total parity Pk > k ln 2/ ln q. 
Even with this remarkable result, it is not known any divergent sequence.
This is related, again, with the decidability of an algorithm, since we don’t
know which number x0 leads to a periodic sequence, and which number x0
explodes to infinity. I discuss this in the next section.
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4. On the decidability of the Collatz general problem
We begin this section with an important result due to J.H. Conway in
1972 [4]. It states that a natural generalization of the algorithm qn + 1 is
undecidable.
Theorem 17. (Conway, 1972) There is no algorithm which, given an inte-
ger n and a generalized Collatz function g of the form
g(n) = ain+ bi if n ≡ i (mod d) , 0 ≤ i ≤ d− 1,
where 2 ≤ d ∈ N and the coefficients ai and bi are rational numbers such
that g(n) is always integral, determines whether or not there exists a positive
integer k such that gk(n) = 1.
This results warns us about the possible undecidability of the qn+1 prob-
lem and may be the answer to the difficulties found when looking for general
patterns on the sequences. It just seems that the decidability/undecidability
threshold is a barrier which prevents us to explore more deeply.
The possible undecidability of the qn+1 algorithm means that the func-
tion Fq(x) has computational capabilities in the sense of a Turing machine.
But by the other hand, if the function Fq(x) has enough amount of random-
ness in their successive iterates, then this would fight against an undecid-
ability nature. This will remain an open problem, but we take part in favor
of undecidability through the following conjecture.
Conjecture 4. (Undecidability of the algorithm qn + 1) There is no al-
gorithm which, given an odd integer q ≥ 5 and a positive integer x ∈ Zcq,
determines whether or not there exists a positive integer k such that F kq (x) =
2q− 1, where Fq(x) is the modified Collatz general function defined in equa-
tion 1.3.
Remark 4. This conjecture does not preclude the existence of particular
cases of q in which the algorithm can be decidable.
Supporting arguments to that conjecture are presented bellow. Firstly,
for a given q, the relation F kq (x) = 2q−1 defines the exponential Diophantine
equation
2k(2q − 1) = q|Ak|k−10 x+
k−1∑
j=0
2jq|Ak|
k−1
j ,
where the unknowns are x ∈ Zcq and the parity vector Ak (with its
length k). Thus, we must solve an exponential Diophantine equation with
an arbitrary large number (k + 1) of unknowns.
Secondly, the statistical asymptotic divergent behavior of Fq(x) for q ≥ 5
points towards an endless running of the sequence, having enough room in
principle to reach any desired number.
Finally, the iterative behavior of the function Fq(x) makes plausible some
kind of recurrent structure in the long run. As a final remark, the case q = 7
seems to be a good candidate for further development in determining the
decidability/undecidability of the general qn+ 1 algorithm.
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