Recmt developments in the theory of geometric nonlinear control provide powerful methods for controller design for a large class of nonlinear systems. Many systems, however, do not satisfy the restrictive conditions necessary for either full state linearization [6, 5] or input-output linearization with internal stability [2]. In this paper, we present an approach to controller design based on finding a linearizable nonlinear system that wel approximates the true system over a desirable region. We outline an engineering procedure for constructing the approximating nonlinear system given the true system. We demonstrate this approach by designing a nonlinear controler for a simple mechanical system patterned after a gymnast performing on a single parallel bar.
Introduct'ion
Recmt developments in the theory of geometric nonlinear control provide powerful methods for controller design for a large class of nonlinear systems. Many systems, however, do not satisfy the restrictive conditions necessary for either full state linearization [6, 5] or input-output linearization with internal stability [2] . In this paper, we present an approach to controller design based on finding a linearizable nonlinear system that wel approximates the true system over a desirable region. We outline an engineering procedure for constructing the approximating nonlinear system given the true system. We demonstrate this approach by designing a nonlinear controler for a simple mechanical system patterned after a gymnast performing on a single parallel bar.
There has been considerable work in the area of system approximation incduding Jacobian linearization, pseudolinearization [9, 10] , approximation with a nonlinear system [8] , and extended linearization [1] . Much of the work on system approximation has been directed toward analysis and the development of conditions that must be satisfied by the approximate systems rather than on the explicit constraction of such approximations. Notable exceptions include the standard Jacobian approximation and the receat work of Krener using polynomial system approximations [7] . Wang and Rugh [10] also provide an approach for constructing configuration scheduled linear transformations to pseudo-linearize the system (note that this approach provides a family of approximations rather that a single system approximation). Rather than using polynomial systems or famlies of linear systems to approximate the given system, we approximate the given nonlinear system with a single nonlinear system that is ful state linearizable. We use as a guiding example the problem of controlling the acrobot (for acrobatic-robot) shown in Figure 1 
System Dynamics
The dynamics of the acrobot have the general form
where 0 = (Ga, 02) are the joint angles measured relative to the vertical and the first link, respectively, M is the (uniformly positive definite) inertia tensor, C contains the Coriolis and centrifugal forces, G contains the effects of gravity, and r is the torque applied between the first and second links. For simplicity of presentation, we will consider an acrobot with specific (and somewhat unrealistic) parameters. Modeling the acrobot as in Figure 1 with mi = M2 = 8, 11 = 1/2, 2 = 12 and g = 10, the quantities in (1) 
As is usual in approximation, we require that the approximate vector fields agree with the original vector fields up to higher order terms in z. Furthermore, we require that this higher order property be satisfied around each point on the equilibrium manifold. With this additional requirement, we expect the eventual closed loop system to behave in a reasonable manner in a neighborhood of the equilibrium manifold rather than only in a neighborhood of a single equilibrium point.
Note that a function h(.) satisfying (5) can be thought of as an output that effectively gives the system a relative degree of four. More importantly, the functions h, L1h, L,fh, L}h define a coordinate change that, along with a state feedback, will put the true system into an approximate Brunovsky canonical form (i.e., a chain of integrators). This is, perhaps, the simplest way to express the constraint that the system follow the given differential equation. By forcng the system to follow a desired output, we can effectively steer the system through the state space.
To find a suitable output function h, we first note that every system approximation satisfying the higher order prop- 
Therefe, one of many possble output functios for this system is en by h(x) = x1 + (6 + 4COS )2 (9) It is interesting to note that any fuction h(x) with differtial c(z) satisfying (7) and havingfull rank at each point on the equilibrium manifold actually parameterizes the equilibrium manifold [3] . That is, h(X') # Ah2) for equilibrium points xl, :2 where-the system s controlable.
W;ih 14-) in hand, we take the approach introduced in [4] and proceed to appromately input-output lineaize the acrobot system using this output function4 Basically, one constructs a nonlinear change of coordinates 9(z) so that the system -expressed in the new coordinates O = 1(z) looks like a chaii of integrators perturbed by higher order terms it x *and u. The nonlinear system apprmation is then foned by neglecting the higher order terms and expressing the resulting system in the orignal coordinates.
In this case, we are careul to make this approximation uniform with respect to the equilibrium manifold. Since we have initially transformed the system so that each point on the equilibrium manifold is such that *2 = *3= 4 = 0, we can easily discard terms that are uniformly higher order.
The procedure is constructive in that each qiQ() is sected to match Lf1q_1 to higher order terms. That is, figure 3 where the initial position was given by A1 = 0, 02 = .2 and regulation to 61 = 62 = 0 was desired.
A more striking difference in controlier performance is apparent when we attempt to track a trajectory. As evident from 
