Selective attention allows us to filter out irrelevant information in the environment and focus neural resources on information relevant to our current goals. Functional brain-imaging studies have identified networks of broadly distributed brain regions that are recruited during different attention processes; however, the dynamics by which these networks enable selection are not well understood. Here, we first used functional MRI to localize dorsal and ventral attention networks in human epileptic subjects undergoing seizure monitoring. We subsequently recorded cortical physiology using subdural electrocorticography during a spatialattention task to study network dynamics. Attention networks become selectively phase-modulated at low frequencies (δ, θ) during the same task epochs in which they are recruited in functional MRI. This mechanism may alter the excitability of task-relevant regions or their effective connectivity. Furthermore, different attention processes (holding vs. shifting attention) are associated with synchrony at different frequencies, which may minimize unnecessary cross-talk between separate neuronal processes.
O ne of the hallmarks of effective behavior is the ability to flexibly attend to particular stimuli in the environment. Selective attention can be driven endogenously by one's current goals or by salient external stimuli. Human neuroimaging studies have identified two sets of fronto-parietal regions that are recruited during these two types of attention. A set of dorsal fronto-parietal regions (dorsal attention network or DAN) shows sustained activity during endogenous or goal-driven attention (1) , and reorienting to unexpected targets transiently activates both the DAN and a second set of regions, the ventral attention network (VAN) (2) . Although functional MRI (fMRI) has identified the brain regions that are involved in these attentional operations (3, 4) , the slow nature of the hemodynamic response has severely limited the study of network dynamics at behaviorally relevant time scales (5) . Here, we report results obtained by cortical surface (electrocorticography or ECoG) recordings in epilepsy patients undergoing clinical monitoring to identify seizure foci. Electrode locations for each subject were colocalized with functional brain networks, including the DAN and VAN identified in the same subjects using fMRI. This experimental paradigm allowed us to objectively link fast electrophysiological dynamics, during performance of an attention task, to well-studied functional brain networks.
ECoG measures nonspiking, local field potential oscillations across a range of frequencies, which are thought to reflect fluctuations in local neuronal excitability (6, 7) . Phase modulations of activity within a region and between regions may therefore affect, respectively, their ability to respond to inputs and to transfer information between one another (8, 9) . In support of this theory, previous studies in both animals and humans have shown that either local or long-distance synchrony change in a task-specific manner; for example with visual attention, sensory-motor integration, or working memory (10) (11) (12) (13) (14) (15) (16) (17) .
In this study, we examine whether task-specific modulations of synchrony occur during a well-characterized spatial attention (Posner) task in both task-relevant (DAN, VAN, sensory-motor) and irrelevant (default-mode) networks previously identified with fMRI. We predicted that attending to a spatially cued location or reorienting to the location of an unexpected target would produce selective phase modulations within and synchronization within and between task-relevant but not task-irrelevant networks based on fMRI.
Results
Posner Spatial Orienting Task. Seven invasively monitored patients performed a version of the Posner spatial cueing task, a standard paradigm for studying attention to spatial locations. Subjects were cued with a central arrow (500 ms) to attend to the side of the monitor where an upcoming target was likely to appear. After a brief (500 ms) delay, a rotated "L" or "T" was presented peripherally on the cued side (80% of trials, "valid"), or the uncued side (20% of trials, "invalid") of the monitor. Subjects were asked to respond as quickly and accurately as possible with one of two mouse buttons to indicate the target identity (Fig. 1) . On average, subjects performed the task with 90.1% accuracy. One outlier subject only responded correctly 75.6% of the time, so we eliminated this subject's data from subsequent analyses. The remaining six subjects responded with 92.5% accuracy on average (range: 85.8-97.2%), and all of them responded faster to valid than invalid targets (paired t test, P < 0.05, across subjects). Subject-specific behavioral results are presented in Tables  S1 and S2 .
Significance
Humans have the remarkable ability to flexibly attend to stimuli in the environment and seamlessly shift behaviors, depending on sensory conditions and internal goals. Neuroimaging studies have shown that tasks involving particular cognitive domains consistently recruit specific broadly distributed functional brain networks. A fundamental question in neuroscience is how the brain flexibly manages communication within and between these brain networks, allowing task-relevant regions to interact while minimizing the influence of task-irrelevant activity. In this report we show that low-frequency neuronal oscillations, which reflect fluctuations in neuronal excitability, are modulated selectively within task-relevant, but not -irrelevant brain networks. This modulation of oscillatory activity may coordinate the selective routing of neuronal information within the brain during everyday behavior.
We focused our analyses on neural activity during two periods. First, following the cue, spatial attention is directed toward the location at which the upcoming target is expected to appear (voluntary orienting). Second, following presentation of an invalid target, attention must be disengaged from the cued side and redirected to the other side of the monitor (stimulus-driven reorienting). The DAN and VAN play specific, well-documented roles in voluntary and stimulus-driven orienting of attention, and both are recruited during particular epochs of the Posner task. The DAN is recruited following both the cue and the presentation of an invalid target, whereas the VAN is inactive following the cue but responds strongly to invalid targets.
fMRI Definition of Resting-State Networks. Before electrode implantation, resting-state fMRI scans were obtained, allowing us to identify both the DAN and VAN in each subject using standard functional connectivity analyses. Similar analyses identified a sensorimotor network (SMN), which prepares and executes the subjects' response to the target, and a default-mode network (DMN) in which activity is either unchanged or suppressed during performance of visual attention tasks (18, 19) . The ECoG electrodes were spatially registered with the fMRI data, allowing us to assign specific electrodes to each of the four networks (see Experimental Procedures and SI Experimental Procedures for further details). Recording individual fMRI data allowed us to localize distributed networks that have variable topography across subjects (Fig. S1A) . Classifying electrodes based on distance from atlas-defined seeds (<20 mm from seed) missed 77.5% of electrodes classified as part of a network based on individual functional connectivity maps, suggesting that collecting individual fMRI data are advantageous for network classification of electrodes in individuals. Fig. S1B shows the electrode locations for the subjects in this study.
Phase Modulations During Voluntary Spatial Attention. Our first set of analyses looked at whether particular events within the task induce phase modulations over brain regions expected to be engaged during those epochs. We computed intertrial coherence (ITC) at single electrodes, a measure that reflects the consistency, across trials, of oscillatory phase at a particular frequency and latency (Fig. S2 A and B) .
Following the central cue, subjects must orient and maintain covert attention to the location where they expect the target to appear. Fig. 2A exhibits example time-frequency ITC plots timelocked to the cue in a single subject; Fig. 2B shows group-averaged ITC time-courses in the δ-and θ-bands, averaged across electrodes within each functional network. Following the cue, most electrodes over the DAN and SMN exhibited increased ITC in the δ-band (1-3 Hz), which was maintained throughout the cue and delay periods, in a manner consistent with the role of these regions in orienting and motor planning ( Fig. 2 A and B) . The DAN also exhibited a more transient increase in ITC following the cue in the θ-band (3-7 Hz) (Fig. 2B) . Conversely, few electrodes over the VAN or the DMN, regions which are not expected to be involved in endogenous orienting, exhibited an increase in ITC following the cue ( Fig. 2 A and B) .
Because an increase in ITC following a stimulus may reflect a stimulus-evoked response, we also computed changes in δ and θ power following the cue. A stimulus-evoked response (i.e., an additional signal superimposed on the ongoing oscillations) will manifest as both an increase in ITC and power following the stimulus, whereas a pure phase-resetting of ongoing oscillations will manifest as an increase in ITC with no accompanying power change or a power decrease. We found that few electrodes exhibiting significant δ ITC during the cue or delay also exhibited a significant increase in δ power, and many exhibited a δ power decrease (Fig S3 A-C) . Furthermore, there was no significant correlation between the magnitude of δ ITC and δ power increase during either the cue or delay period (Fig. S3D ). Therefore, although we can't rule out a stimulus-evoked explanation for δ ITC, we believe the increase in δ ITC following the cue at least partially reflects phase-resetting of spontaneous oscillations in task-relevant networks. The θ ITC, on the other hand, was accompanied more prevalently by an increase in θ power. Additionally, θ power and θ ITC were significantly positively correlated during the cue period ( As a more data-driven approach, unbiased by the fMRI definition of networks, we also plotted the spatial distribution of ITC in the δ-and θ-bands across all electrodes and subjects, during the same epochs where we observed ITC increases in Fig. 2B , the cue and delay periods for δ, and the cue period for θ (Fig. 2C ). The map of δ ITC during the cue and delay periods is spatially significantly positively correlated with the DAN and SMN functional connectivity maps, significantly negatively correlated with the DMN, and not significantly correlated with the VAN (DAN: r = 0.2861, P < 1e-4; SMN: r = 0.1094, P = 0.0202; DMN: r = −0.1595, P = 0.0007). The map of θ cue period ITC is significantly positively correlated with the DAN (r = 0.1988, P < 1e-4) but not significantly correlated with any of the other three functional networks studied. Thus, both analyses show that the topography of phase modulation lines up well with task-relevant functional connectivity networks.
Patterns of Phase-Resetting Following Cue Carry Spatial Information
About Locus of Attention. To better isolate neural signals related to orienting and maintaining attention to a spatial location, we compared the activity following right vs. left cues, or more specifically cues contralateral vs. ipsilateral to the electrode locations. DAN and the visual cortex are known to exhibit spatial selectivity, responding more strongly when attention is directed contralaterally (4, 20) . Therefore, we expected greater phasemodulatory activity at these regions following contralateral vs. ipsilateral cues, particularly right around target onset, possibly to increase the excitability of brain regions selective for the attended location. Furthermore, because the stimulus-evoked response to the cue is matched for left vs. right cues, this comparison allowed us to test more specifically whether phase-related modulations reflect phase-resetting of ongoing activity. Indeed several electrodes over visual occipital and DAN regions exhibited greater ITC following contralateral vs. ipsilateral cues throughout the cue and delay period (Fig. 3) . Notably, the difference in ITC increased throughout the delay period, peaking around target onset. Spatial selectivity was not observed in the DMN or VAN (Fig. 3B) . Spatially selective modulations did not reflect eye movements to the cued location (Fig. S4A) .
In summary, δ phase-resetting occurs bilaterally in DAN and the visual cortex, but also shows relative contralateral spatial selectivity that peaks close to target onset. Interestingly, this pattern, including spatial selectivity in task-relevant networks and its time-course, and absence in VAN and DMN, closely matches patterns of fMRI activity on the same paradigm (20, 21) .
Resetting of θ-Phase When Reorienting to Unexpected Stimulus. In 20% of trials, subjects had to shift attention to a target in the unattended location to make a discrimination response. To isolate activity corresponding to these stimulus-driven shifts of attention, we compared neural responses following invalid vs. valid targets. Fig. 4A shows examples ITC time-frequency plots timelocked to target onset, separated by invalid and valid targets, at electrodes over the DAN and VAN in a single subject. Following invalid targets, electrodes over both the DAN and VAN exhibited significantly greater ITC than during valid trials, primarily in the θ-band (3-7 Hz). Fig. 4B shows the corresponding group-averaged ITC time-courses in the θ-band. This reorienting response was stronger in the right hemisphere, in agreement with the fMRI literature (2, 18, 22) (Fig. 4C and Fig. S5 ). No significant reorienting response was observed in the SMN or DMN (Fig. 4B) , areas not expected to be involved in stimulus-driven reorienting.
Again, as a more data-driven approach, we created spatial maps of the difference in θ ITC between invalid and valid targets across all electrodes and subjects, separately for the right and left hemispheres (Fig. 4C) . This spatial map of the difference in θ ITC between invalid and valid targets is positively correlated with the VAN in both the right and left hemispheres, although more strongly correlated in the right hemisphere (right VAN: r = 0.3199, P < 1e-4; left VAN: r = 0.1423, P = 0.0189). It is important to note that the stimuli are identical during valid and invalid trials, allowing us to attribute differences between these two conditions to attention-related processes, not to sensory stimuli. This θ-band reorienting response also cannot be explained by eye movements to unexpected targets (Fig. S4B) . Thus, both our stimulus-driven and goal-driven attention analyses support our prediction that phase-modulatory activity is topographically aligned with brain networks known to be involved in these cognitive processes.
Phase Synchronization Within and Between Task-Relevant Networks.
In addition to phase modulations at individual electrodes, we predicted that phase differences between regions should facilitate communication between task-relevant but not -irrelevant regions (Fig. S2C) . We addressed this issue in two ways. First we computed phase-locking values (PLV) between every pair of electrodes, with the expectation that task-relevant but not -irrelevant electrodes would become more phase-locked throughout the course of the task. Phase-locking is a measure reflecting the consistency of the phase difference between two oscillatory signals of similar frequencies. Because brain oscillations aren't pure sinusoids, two unrelated brain signals should exhibit randomly distributed phase differences across time. High PLV over time is therefore suggestive of an interaction between two regions. We computed the PLV between all electrode pairs, both within and between networks, during consecutive 500-ms epochs of the task: the intertrial interval (ITI) (500 ms before cue onset), cue presentation, delay, and target presentation (500 ms, starting at target onset). We focused our analysis on 2-Hz activity in the δ-band, where we found a peak in ITC during the delay (Fig. S6) . We found that electrodes over the task-relevant DAN and SMN became more phase-locked with each other in the δ-band through the task, relative to the ITI, both within and between networks (paired t test, P < 0.01, Bonferroni-corrected). On the other hand, electrodes over the task-irrelevant VAN became less phase-locked with each other over the course of the task, relative to the ITI (paired t test, P < 0.01, Bonferroni-corrected) (Fig. 5A ). Fig. 5B shows example PLV maps in a single subject between a seed over frontal eye fields (FEF, marked in white) and every other electrode in the grid, computed around 2 Hz, during different epochs of the task. Note that during the ITI, phase-locking is mostly local, whereas during the trial, FEF becomes more phase-locked with other task-relevant electrodes over the middle temporal region, intraparietal sulcus, and motor cortex (see Fig. S7 for additional PLV maps with different seeds in two subjects). PLVs were also computed at higher frequencies; however, there were no significant increases in PLV between any network pairs during the delay period compared with the ITI in these higher frequencies, which is when activity related to sustained attention would be observed (Fig. S8A) . One potential concern with comparing PLVs within and between networks is that close pairs of electrodes tend to exhibit higher PLVs than distant pairs of electrodes, because of volume conduction, and electrode pairs within a given network are likely closer than electrode pairs between networks. To avoid this potential confound, we computed PLV changes between different epochs but the same electrode pairs, such that interelectrode distances were held constant between conditions. To ensure that PLV change (percent change in PLV between each epoch and the ITI) did not exhibit a distance effect, we plotted the PLV change versus interelectrode distance for all electrode pairs, and electrode pairs within each network. Fig. S8B shows that within each network, the largest PLV increases from the ITI to task epochs tended to occur between more distant electrodes (∼40-80 mm). Furthermore, in task-relevant networks (DAN, SMN) , there was a positive correlation between PLV change and interelectrode distance (Fig. S8C) , indicating that on average larger PLV increases occurred between more distant electrodes.
Given that the period of the low-frequency oscillations at which ITC was observed here (∼1-7 Hz; 140-to 1,000-ms period) is very long compared with the approximate conduction delay between connected regions (∼10 ms) (23), we predicted that task-relevant regions should be approximately in phase at the frequencies where significant ITC was observed (Fig. S2C) . Within the δ-band, the phase values at electrodes in the DAN and SMN, but not the DMN, were tightly clustered during the task (Fig. 6A) . Furthermore, the average phase difference between the DAN and SMN decreased during the task (Fig. 6 B and C) . This finding supports the idea that patterns of oscillatory activity may selectively enable task-relevant regions to interact during a task.
Discussion
Selective attention relies on the filtering of incoming sensory information in accordance with task demands, thought to result from the biasing of sensory brain regions by higher-order brain regions. Distributed brain networks recruited during endogenous or stimulus-driven attention have been localized with noninvasive human neuroimaging; however, the low temporal resolution of these methods has prevented investigations of the fast dynamics during attentional processes. Here we show that functional networks recruited during different forms of spatial attention based on fMRI studies (i.e., DAN for voluntary orienting; DAN and VAN for stimulus-driven reorienting) show task-specific phase-modulatory activity and synchronization, consistent with their postulated roles. These results suggest that one mechanism of selection in our task was the modulation of lowfrequency rhythms, which presumably altered the excitability at single sites or the effective connectivity between task-relevant regions. The link between human neuroimaging and electrophysiology is notable because much of what we know about the neural correlates of attention comes from neuroimaging in human and electrophysiology in nonhuman primates (1, 24) .
Neural Correlates of Phase Reset or Phase Synchronization. It is important to understand how the metrics we report in our results (ITC and PLV) reflect underlying neural dynamics both within and between brain regions. ITC refers to oscillatory activity at a single site that is phase-locked to an event within the task (i.e., has a consistent phase relationship to an event, across trials). This phase-locked activity may arise either because of an external stimulus or an endogenous source. ITC can also reflect either an additive signal superimposed on ongoing oscillations or phaseresetting of the ongoing oscillations themselves. Here, we not only showed that task-relevant brain regions became simultaneously phase-modulated (Figs. 2-4 ), but that they became more in phase with each other during the task (Fig. 6 ). More direct evidence for task-dependent synchronization between task-relevant regions comes from the analysis of PLV, which reflects the phase consistency between regions over time. Consistent with the ITC results, we showed that electrodes over task-relevant networks became more phase-locked with each other during the Posner task trial, relative to the ITI (Fig. 5) . Task-irrelevant electrodes/networks (e.g., in the DMN), on the other hand, showed weak to no phase modulation during the task. We suggest that the observed network-specific phase modulations reflect enhanced excitability at or effective connectivity between task-relevant brain regions. The spatial selectivity of phase-resetting in DAN and visual regions that contain topographic maps (25) (26) (27) also suggests that phase modulations may be important not only for linking different regions of a network, but also for selecting specific neuronal populations (e.g., neurons coding for left vs. right locations) within a network.
Although our surface recordings are unable to determine underlying brain structures that may bring about this synchrony, other anatomical studies, primarily in monkeys, suggest potential neural substrates. The pulvinar nucleus of the thalamus, for example, has broadly distributed cortical connections [most direct cortico-cortico connections have a parallel indirect path through the pulvinar (28)] and exhibits both attention-modulated spike rate (29) and synchrony with visual areas (30) . The inhibitory thalamic reticular nucleus, which receives overlapping projections from prefrontal cortex and higher-order sensory cortical areas, may also play a role in modulating incoming sensory information with selective attention (15, 31, 32) .
Frequency-Specific Phenomena with Two Types of Attention. One key aspect of our results is that phase modulations occurred in different frequency bands depending on the network and the relevant task process (Figs. 2 and 4, and Fig. S6 ). Sustained δ-phase modulations were observed in the DAN, SMN, and visual areas during the cue and delay periods, while maintaining attention to the cued location and preparing for a motor response (Figs. 2 and 3) . In contrast, transient phase resetting in the θ-band occurred in the DAN and VAN following invalid targets (Fig. 4B) , when subjects reoriented attention to the unexpected target.
The δ-phase at stimulus onset has been shown to correlate both with the magnitude of a sensory response and reaction time to a stimulus (33) , suggesting that δ-phase relates to the level of local neuronal excitability. The δ-oscillations can also entrain to the rhythm of a task when it is predictable, such that stimuli arrive at a particular oscillatory phase, for example that corresponding to maximum excitability (33) . In our study, ITC during the delay peaked at 2 Hz (Fig. S6) , which has a cycle of 500 ms, the exact duration of the delay period. In two subjects, who also performed a version of the Posner task with a variable delay between the cue and target, the δ ITC was not sustained during the delay period, as it was with a constant delay (Fig. S9 ). This result suggests that when the cue-target interval is fixed, δ-oscillations may phase-reset, such that target onset aligns with the phase of maximal excitability.
Previous work has shown that θ-phase modulates γ power (7, 34) , and γ activity has been associated with active sensory processing (14, 35) . Furthermore, stronger θ phase-reset with saccades during exploration of a stimulus has been associated with better subsequent recall of that stimulus (36) . Thus, the θ phasereset we observe following invalid targets may allow for optimal sensory processing of the unexpected stimulus.
We do not claim that the δ-and θ-frequencies at which phase modulations are observed in this paradigm are associated specifically with endogenous and stimulus-driven attention. Likely, the oscillations modulated by a task are determined by many factors, including the temporal structure of a task (33) and the distribution of brain regions recruited (37) . However, the observation that phase-resetting occurred at multiple frequencies simultaneously, in some cases on the same electrode, suggests that synchrony across multiple frequencies is a potential mechanism to allow multiple neuronal processes to occur simultaneously without interference.
Although the main attention effects reported here are in the low-frequency δ-and θ-bands, several previous studies of visual attention have shown coherence at higher frequencies (β, γ) (14, (38) (39) (40) . In some of these earlier studies, neurons were driven continuously with visual stimuli, and thus attention was not purely endogenous. These studies also had a randomized cuetarget interval, making phase entrainment to the stimuli impossible, whereas our study had a fixed delay between the cue and target. Low-frequency oscillations have been shown to entrain to the rhythm of a task, when stimuli are presented in a rhythmic, predicable manner (33) . On the other hand, γ synchrony, which enhances the efficacy of communication between regions (41), but which is more metabolically costly than low-frequency activity (42), may operate under conditions of temporal uncertainty (43) . Notably, both the pulvinar and thalamic reticular nucleus, mentioned above as a potential generators of cortical synchronous activity, operate in both phasic (i.e., transient) and tonic (i.e., sustained) modes (29, 32) . These two modes may underlie the low frequency [shown here (15) ] versus sustained high-frequency coherence (14, 39) correlates of attention, respectively.
Conclusions
We emphasize three conclusions. First, phase-resetting as measured with ECoG was observed in electrodes involved in particular cognitive functions as predicted by neuroimaging. The striking correspondence between ECoG and blood-oxygen leveldependent signals measured with fMRI not only provides electrophysiological support for the distinction between dorsal and ventral attention networks, but also validates our approach of using neuroimaging data to predict the functional properties of specific electrodes. Second, our results support the view that modulations in lowfrequency oscillatory activity during a task may alter the excitability at or effective connectivity between functionally relevant regions within and between networks. Increased ITC in taskrelevant networks was accompanied by both an increase in phase-locking and a tighter clustering of phase values within and between task-relevant networks, consistent with enhanced communication among those regions.
Finally, task-related changes in synchronization were frequencyspecific, in agreement with work showing that different frequency scales in the cortical physiology are associated with different cognitive processes or brain states (6, 44) . The δ-frequency modulations were associated with endogenous maintenance of spatial attention in the DAN and SMN, whereas more transient shifts of attention involved θ-phase modulations in both the DAN and VAN. Frequency-specific synchronization may link neuronal populations at different temporal scales and allow simultaneous interactions between different sets of networks/brain regions without interference, as in amplitude modulation (AM) radio broadcasting, where signals from different stations are carried on radio waves of different frequencies.
Experimental Procedures
Subjects. Seven patients with drug-resistant epilepsy participated in this study; all were undergoing surgery at Barnes Jewish Hospital in St. Louis for seizure mapping via ECoG before resection of their epileptic foci. All subjects provided informed consent before participating, which had been reviewed and approved by the Washington University School of Medicine Institutional Review Board. Electrode locations were determined purely for clinical reasons and thus varied from patient to patient. Fig. S1B illustrates the approximate electrode locations for the patients who participated in this study.
General Methods. During the monitoring phase of this procedure, in which brain activity was recorded from the implanted electrodes, subjects performed a version of the Posner spatial cueing task, described earlier. We allowed at least 2 d for subjects to recover from the surgery/anesthesia before having them perform the task. Before the surgery to implant the electrodes, resting-state fMRI scans were obtained for each subject (to generate functional connectivity network maps), and were used to localize brain regions of interest for the ECoG analysis. Postoperative CT scans (with electrodes) were also obtained to enable coregistration of electrode coordinates with the fMRI data, unless otherwise noted otherwise in SI Experimental Procedures.
Detailed data analysis methods are included in SI Experimental Procedures.
