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Abstrakt
C´ılem, te´to diplomove´ pra´ce je natre´novat fone´movy´ rozpozna´vacˇ s fone´movou sadou, ktera´
vznikla spojen´ım fone´movy´ch sad jazyk˚u obsazˇeny´ch v databa´zi SpeechDat-E a zjistit, zda
takovy´to rozpozna´vacˇ bude poda´vat lepsˇ´ı vy´sledky nezˇ rozpozna´vacˇe natre´novane´ pouze pro
jediny´ jazyk. Tato pra´ce pojedna´va´ o fone´movy´ch sada´ch, principech rozpozna´va´n´ı jednot-
livy´ch fone´mu˚ pomoc´ı rozpozna´vacˇ˚u zalozˇeny´ch na neuronovy´ch s´ıt´ıch, da´le o zp˚usobech roz-
pozna´va´n´ı a identifikace mluvene´ho jazyka a take´ o spojova´n´ı fone´movy´ch sad jednotlivy´ch
jazyk˚u. Da´le je zde popsa´n postup tre´nova´n´ı fone´move´ho rozpozna´vacˇe a rozpozna´va´n´ı
fone´mu˚.
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Abstract
Aim, of this master thesis is training of phoneme recognizer with phoneme set, which have
been made by merging of several phoneme sets, which are containted in SpeechDat-E data-
base and find out if this kind of recognizer will have better results than recognizers which
were trained on one language. This work also deals with phoneme sets, principles of phoneme
recognition using recognizers based on artifical neural networks, language identification and
merging of given phoneme sets. Also is described process of training phoneme recognizer
and phoneme recognition.
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Kapitola 1
U´vod
Posledn´ı dobou se do poprˇed´ı za´jmu dosta´vaj´ı aplikace zalozˇene´ na rozpozna´va´n´ı rˇecˇi
cˇi hleda´n´ı kl´ıcˇovy´ch slov v souvisle´ rˇecˇi. Mezi vyuzˇit´ı rozpozna´va´n´ı jazyka mu˚zˇe patrˇit
naprˇ´ıklad syste´m na t´ısnˇove´ lince, ktery´ volaj´ıc´ıho po neˇkolika slovech prˇepoj´ı na spra´vne´ho
opera´tora ovla´daj´ıc´ıho dany´ jazyk. Hleda´n´ı kl´ıcˇovy´ch slov je take´ velmi d˚ulezˇite´, mezi apli-
kacemi vyuzˇ´ıvaj´ıc´ı toto hleda´n´ı mu˚zˇeme nale´zt ovla´da´n´ı software v pocˇ´ıtacˇi pomoc´ı hlasu,
hlasove´ vyta´cˇen´ı cˇ´ısel v mobiln´ım telefonu cˇi r˚uzna´ dalˇs´ı usnadneˇn´ı od telefonn´ı u´strˇedny
ovla´dane´ hlasem po ovla´da´n´ı prˇ´ıslusˇenstv´ı auta aby se rˇidicˇ mohl plneˇ veˇnovat rˇ´ızen´ı.
Obeˇ tyto aplikace mohou by´t zalozˇeny na fone´move´m rozpozna´vacˇi, ze ktere´ho je vy´stup
v prˇ´ıpadeˇ identifikace jazyka nasmeˇrova´n do fonotakticky´ch jazykovy´ch model˚u pro r˚uzne´
jazyky, ze ktery´ch dostaneme pravdeˇpodobnost jazyka. V prˇ´ıpadeˇ vyhleda´va´n´ı kl´ıcˇovy´ch
slov mohou by´t na vy´stupu z fone´move´ho rozpozna´vacˇe pouzˇity specializovane´ vyhleda´vac´ı
algoritmy pro vyhleda´n´ı dany´ch slov. Klasicke´ vyhleda´vac´ı algoritmy nelze pouzˇ´ıt naprˇ´ıklad
proto, zˇe vyhleda´vacˇ mus´ı bra´t v u´vahu, zˇe fone´movy´ rozpozna´vacˇ ma´ jistou mı´ru sˇpatneˇ roz-
poznany´ch fone´mu˚ a proto se rˇeteˇzec rozpoznany´ch fone´mu˚ mu˚zˇe liˇsit od prˇedpokla´dane´ho
vy´sledku. Tato pra´ce se zaby´va´ fone´movy´mi rozpozna´vacˇi zalozˇeny´mi na neuronovy´ch s´ıt´ıch
a identifikac´ı jazyka s pouzˇit´ım pra´veˇ takovy´chto rozpozna´vacˇ˚u.
Du˚vodem procˇ vytvorˇit v´ıcejazykovy´ fone´movy´ rozpozna´vacˇ je naprˇ´ıklad na´rocˇnost
tre´nova´n´ı rozpozna´vac´ıho syste´mu. Kvalitn´ı natre´nova´n´ı rozpozna´vacˇe na dany´ jazyk je
cˇasoveˇ i vy´pocˇetneˇ na´rocˇna´ cˇinnost, ktera´ potrˇebuje i dostatecˇneˇ velkou databa´zi rˇecˇi
v dane´m jazyce. Spojen´ım v´ıce jazyk˚u z´ıska´me veˇtsˇ´ı databa´zi, takzˇe budeme moci le´pe
natre´novat i fone´my, ktere´ jsou v jednom jazyce ma´lo pouzˇ´ıvane´. Tyto fone´my nemaj´ı v dane´
jazykove´ databa´zi dostatek za´znamu˚ pro kvalitn´ı natre´nova´n´ı, ale spojen´ım v´ıce jazykovy´ch
databa´z´ı jizˇ mu˚zˇeme dostat dostatek dat pro jejich kvalitn´ı natre´nova´n´ı. Dalˇs´ım zaj´ımavy´m
prˇ´ınosem v´ıcejazykove´ho fone´move´ho rozpozna´vacˇe je i mozˇnost rozpozna´va´n´ı nezna´my´ch
(nenatre´novany´ch) jazyk˚u, protozˇe rozpozna´vacˇ byl tre´nova´n na velke´m mnozˇstv´ı dat r˚uz-
ny´ch jazyk˚u a ma´ veˇtsˇ´ı sˇanci spra´vneˇ rozpoznat fone´my i z nezna´me´ho jazyka.
Dalˇs´ım d˚uvodem je opeˇt vy´pocˇetn´ı a pameˇt’ova´ na´rocˇnost ve v´ıcejazykovy´ch rozpozna´va-
cˇ´ıch, kdy je v klasicke´m prˇ´ıpadeˇ jeden rozpozna´vacˇ pro kazˇdy´ jazyk. V prˇ´ıpadeˇ v´ıcejazykove´ho
fone´move´ho rozpozna´vacˇe, ktery´ by rozpozna´val vsˇechny jazyky najednou by se mohla sn´ızˇit
tato na´rocˇnost a prˇ´ıpadneˇ tento usˇetrˇeny´ vy´kon pouzˇ´ıt na zkvalitneˇn´ı rozpozna´va´n´ı.
Tato diplomova´ pra´ce navazuje na semestra´ln´ı pra´ci, ve ktere´ byly popsa´ny teore-
ticke´ za´klady fone´move´ho rozpozna´vacˇe a navrhnuta spojena´ fone´mova´ sada. C´ılem te´to
fone´move´ pra´ce je naucˇit fone´move´ rozpozna´vacˇe s novou fone´movou sadou, tuto fone´movou
sadu da´le upravit tak, aby byly rozpozna´ny fone´my s co nejveˇtsˇ´ı u´speˇsˇnost´ı a da´le tuto vy-
tvorˇenou fone´movou sadu otestovat na neˇjake´ aplikaci, naprˇ´ıklad rozpozna´va´n´ı jazyka.
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Ve druhe´ kapitole bude popsa´n princip funkce fone´movy´ch rozpozna´vacˇ˚u a popis cele´ho
procesu rozpozna´va´n´ı, da´le popis pouzˇ´ıvany´ch fone´movy´ch abeced a take´ za´klady o tvorbeˇ
rˇecˇi. Trˇet´ı kapitola popisuje prostrˇed´ı a na´stroje, ktere´ byly pouzˇity prˇi tre´nova´n´ı a roz-
pozna´va´n´ı. Ve cˇtvrte´ kapitole je popsa´n postup, jaky´m byly natre´nova´ny s´ıteˇ pro jednotlive´
jazyky i u´pravy, ktere´ byly nutne´ pro natre´nova´n´ı rozpozna´vacˇe se spojenou fone´movou
sadou. Dalˇs´ı, pa´ta´ kapitola, se veˇnuje fone´movy´m sada´m jednotlivy´ch jazyk˚u a take´ spo-
jen´ı teˇchto jazykovy´ch sad. Sˇesta´ kapitola popisuje identifikaci jazyka a dosazˇene´ vy´sledky.
Posledn´ı sedmou kapitolou te´to pra´ce je za´veˇr, ve ktere´m je sepsa´no zhodnocen´ı te´to pra´ce
a dosazˇeny´ch vy´sledk˚u.
Kapitola 2
Rozpozna´va´n´ı fone´mu˚
Rozpozna´va´n´ı fone´mu˚ prova´d´ıme z neˇkolika d˚uvod˚u. Mezi nejzaj´ımaveˇjˇs´ı u´koly vyuzˇ´ıvaj´ıc´ı
rozpozna´va´n´ı fone´mu˚ patrˇ´ı vyhleda´va´n´ı kl´ıcˇovy´ch slov, identifikace jazyka cˇi indexace a
vyhleda´va´n´ı ve zvukovy´ch datech. Kvalita teˇchto aplikac´ı do znacˇne´ mı´ry za´vis´ı pra´veˇ na
kvaliteˇ tohoto rozpozna´va´n´ı [1].
V te´to kapitole bude popsa´n fone´m, fone´move´ sady, bude take´ popsa´n postup prˇ´ıpravy
zvukove´ho signa´lu pro rozpozna´vacˇ, princip neuronovy´ch s´ıt´ı, ktere´ v rozpozna´vacˇi pln´ı
u´lohu klasifika´toru a nakonec princip rozpozna´va´n´ı zvukovy´ch dat pomoc´ı tohoto roz-
pozna´vacˇe.
2.1 Hla´ska, Fone´m, Alofon
Nejmensˇ´ı cˇa´sti rˇecˇi, na kterou lze rˇecˇ rozdeˇlit jsou hla´sky. Kazˇda´ hla´ska je urcˇity´ segment
rˇecˇi, ktery´ ma´ urcˇite´ typicke´ vlastnosti, naprˇ´ıklad stejnou frekvenci. Fone´mem je takova´
hla´ska, ktera´ je schopna rozliˇsovat r˚uzna´ slova mezi sebou, prˇi zmeˇneˇ neˇktere´ho fone´mu
ve sloveˇ se tedy zmeˇn´ı vy´znam dane´ho slova, nebo se z neˇj stane nesmyslne´ slovo. Pocˇet
fone´mu˚ v jednotlivy´ch jazyc´ıch je omezen, obvykly´ rozsah je od 12 do 60 fone´mu˚, naprˇ´ıklad
v cˇesˇtineˇ je celkem 36 r˚uzny´ch fone´mu˚ a anglicˇtina pouzˇ´ıva´ 40 fone´mu˚.
Alofon jedno z mozˇny´ch zvukovy´ch vyja´drˇen´ı urcˇite´ho fone´mu. Vy´slovnost fone´mu˚ by´va´
ovlivnˇova´na pozic´ı fone´mu ve sloveˇ cˇi okoln´ıch fone´mech. Prˇ´ıkladem alofonu v cˇesˇtineˇ mu˚zˇe
by´t naprˇ´ıklad vy´slovnost p´ısmene n ve slovech banka [baNka] a noc /nots/. Acˇkoliv se jedna´
o dveˇ r˚uzne´ hla´sky, neexistuj´ı v cˇesˇtineˇ dveˇ r˚uzna´ slova, ktera´ by byla rozliˇsova´na pouze
za´meˇnou teˇchto dvou hla´sek, nejsou to tedy neza´visle´ fone´my, ale [N] je v tomto prˇ´ıpadeˇ
alofonem /n/. Existuj´ı jazyky, ve ktery´ch jsou tyto hla´sky rozliˇsova´ny, prˇ´ıkladem mohou
by´t v anglicˇtineˇ slova sun /s2n/ a sung /s2N/.
Pro rozliˇsen´ı zda se jedna´ o neza´visle´ fone´my nebo jde o alofony se obvykle nacha´z´ı tzv.
minima´ln´ı pa´ry, ktere´ se liˇs´ı pra´veˇ v dany´ch hla´ska´ch. Prˇ´ıkladem takove´hoto minima´ln´ıho
pa´ru mohou by´t slova b´ıt /bi:t/ a p´ıt /pi:t/, pro rozliˇsen´ı fone´mu˚ /b/ a /p/. Obvykle
jednomu fone´mu odpov´ıda´ jeden grafe´m (nejmensˇ´ı jednotka psane´ho jazyka), i kdyzˇ se i
zde najde neˇkolik vyj´ımek, naprˇ´ıklad cˇeske´ p´ısmeno c jsou dva fone´my /ts/.
2.1.1 Rozdeˇlen´ı hla´sek
Hla´sky mohou by´t rozdeˇleny podle neˇkolika vlastnost´ı. Naprˇ´ıklad podle frekvencˇn´ıho spek-
tra dane´ hla´sky, zp˚usobu cˇi mı´steˇ kde se hla´ska vytva´rˇ´ı v hlasove´m u´stroj´ı, de´lce trva´n´ı
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hla´sky cˇi jiny´ch obdobny´ch vlastnostech. Jako vy´choz´ı rozdeˇlen´ı hla´sek slouzˇ´ı rozdeˇlen´ı na
souhla´sky a samohla´sky.
Souhla´sky jsou hla´sky, ktere´ jsou charakterizova´ny sˇumem, ktery´ vznika´ urcˇity´m posta-
ven´ım cˇi pohybem mluvidel. Prˇi vyslovova´n´ı souhla´sek je v cesteˇ vzduchu v´ıce prˇeka´zˇek,
naprˇ´ıklad me´neˇ otevrˇena´ u´sta nezˇ v prˇ´ıpadeˇ samohla´sek, d´ıky teˇmto prˇeka´zˇka´m mohou
vznikat r˚uzne´ turbulence, cozˇ vytva´rˇ´ı sˇum. Mezi hlavn´ı rysy, pomoc´ı ktery´ch se souhla´sky
deˇl´ı do skupin je rozdeˇlen´ı podle mı´sta artikulace, tj. mı´sta, ktere´ ma´ s danou souhla´skou
co do cˇineˇn´ı (bilabia´ln´ı, labiodenta´ln´ı, lingvolabia´ln´ı, interdenta´ln´ı, denta´ln´ı, alveola´rn´ı, po-
stalveora´ln´ı, retroflexivn´ı, palata´ln´ı, vela´rn´ı, uvula´rn´ı, farynga´ln´ı, epiglota´ln´ı, glota´ln´ı) a
rozdeˇlen´ı podle zp˚usobu artikulace, tj. zp˚usobu jaky´m je souhla´ska vyslovova´na (frikativy,
explozivy, afrika´ty, naza´ly, aproximanty, vibranty, verberanty).
Samohla´sky jsou naproti tomu hla´sky, ktere´ jsou charakterizova´ny urcˇity´m to´nem. Mezi
hlavn´ı rysy, ktery´mi lze popsat samohla´sky patrˇ´ı otevrˇenost, poloha jazyka a tvar rt˚u.
Otevrˇenost´ı se mysl´ı u´hel, mezi spodn´ım a horn´ım patrem, je cˇaste´ deˇlen´ı na otevrˇene´,
polootevrˇene´, polozavrˇene´ a zavrˇene´. Podle otevrˇenosti je take´ bra´na vertika´ln´ı poloha
jazyka, kdy u otevrˇeny´ch samohla´sek je jazyk n´ızˇe nezˇ u zavrˇeny´ch samohla´sek. Horizonta´ln´ı
poloha jazyka ma´ na vy´slovnost samohla´sek take´ vliv, tento zp˚usob deˇl´ı samohla´sky na
prˇedn´ı, strˇedn´ı a zadn´ı.
2.1.2 International Phonetic Alphabet (IPA)
V prˇekladu Mezina´rodn´ı Fone´mova´ Abeceda je syste´m pro standardizovany´ a jedinecˇny´
za´pis zvuk˚u jake´hokoliv mluvene´ho jazyka a je denneˇ pouzˇ´ıva´n lingvisty, prˇekladateli, ucˇiteli
ciz´ıch jazyk˚u a jiny´mi [3].
Za´kladn´ım c´ılem IPA je poskytovat jeden symbol pro kazˇdy´ zvuk nebo cˇa´st rˇecˇi. IPA
tedy pouzˇ´ıva´ kombinace p´ısmen jen v prˇ´ıpadeˇ, zˇe zapisovany´ zvuk lze povazˇovat za sekvenci
neˇkolika jiny´ch zvuk˚u. Kazˇdy´ symbol (p´ısmeno) lze ale nav´ıc modifikovat pomoc´ı znak˚u
diakritiky nebo suprasegmenta´ln´ıch znak˚u. Ve vy´sledne´ nyneˇjˇs´ı podobeˇ ma´ tedy IPA 107
za´kladn´ıch symbolu a 55 modifika´tor˚u. Vznikly i rozsˇ´ıˇren´ı IPA, ktere´ zahrnuj´ı i vlastnosti
ktere´ prˇ´ımo neovlivnˇuj´ı vy´sledne´ zneˇn´ı jazyka, naprˇ´ıklad skrˇ´ıpa´n´ı zub˚u cˇi sˇiˇsla´n´ı.
Symboly zvolene´ pro reprezentova´n´ı souhla´sek byly veˇtsˇinou zvoleny podle vy´slovnosti
ve veˇtsˇineˇ Evropy (pokud se schodovaly), prˇ´ıkladem mohou by´t souhla´sky b, d, f, g, k, l, m,
n, p, s, t, v, z, zbyle´ odpov´ıdaj´ı zvuk˚um, ktere´ reprezentuj´ı dana´ p´ısmena v r˚uzny´ch jazyc´ıch.
Samohla´sky z latinske´ abecedy (a, e, i, o, u) odpov´ıdaj´ı vy´slovnosti teˇchto samohla´sek ve
sˇpaneˇlˇstineˇ.
Vyuzˇit´ı IPA je naprˇ´ıklad ve slovn´ıc´ıch ciz´ıch slov, kde je pomoc´ı IPA uva´deˇna vy´slovnost
ciz´ıch jazyk˚u. Veˇtsˇinou ale pro jednoduchost cˇten´ı teˇchto slovn´ık˚u jsou symboly nahra-
zova´ny obdobami z dane´ho jazyka a naprˇ´ıklad v cˇesky´ch slovn´ıc´ıch se za´pis IPA pouzˇ´ıva´
pouze pro znaky ktere´ nejsou v cˇesˇtineˇ.
Prˇ´ıklady za´pisu slov pomoc´ı IPA mohou by´t naprˇ´ıklad v cˇesˇtineˇ slovo vycˇerpa´vaj´ıc´ı
/vitSErpa:vaji:tsi:/ zat´ımco ve slovensˇtineˇ slovo vycˇerpa´vali se zap´ıˇse jako /vitSerpa:vaLi/.
2.1.3 SAM Phonetic Alphabet (SAMPA)
Tato fone´mova´ abeceda byla vytvorˇena mezi lety 1988-91 skupinou vy´zkumn´ık˚u rˇecˇi z neˇ-
kolika Evropsky´ch zemı´ [4]. Hlavn´ım c´ılem te´to abecedy je vytvorˇit mezina´rodn´ı standard
pro strojoveˇ cˇitelne´ fone´move´ za´pisy pro u´cˇely mezina´rodn´ı spolupra´ce na vy´zkumu rˇecˇi.
Aby bylo zarucˇeno zˇe nebudou vznikat nejasnosti prˇi r˚uzny´ch ko´dova´n´ıch, je pro znaky
SAMPA povoleno vyuzˇ´ıvat pouze znaky s hodnotami 37-126 v ASCII. Ve sta´vaj´ıc´ı podobeˇ
ma´ SAMPA vsˇechny potrˇebne´ symboly pro za´pis fone´mu˚ vsˇech d˚ulezˇity´ch Evropsky´ch ja-
zyk˚u.
Bohuzˇel se ale za´pisy neˇktery´ch symbol˚u mohou v jednotlivy´ch jazyc´ıch liˇsit a tak
naprˇ´ıklad symbol /e/ v cˇesˇtineˇ nemus´ı odpov´ıdat symbolu /e/ ve slovensˇtineˇ. Z tohoto
d˚uvodu je nutne´ prˇi pra´ci s v´ıce SAMPA zjistit nejle´pe jejich mapova´n´ı na IPA ktera´ je pro
kazˇdy´ jazyk stejna´.
Veˇtsˇinou symboly ktere´ byly v IPA maly´mi p´ısmeny, tak jsou reprezentova´ny stejny´mi
maly´mi p´ısmeny i v SAMPA. Zbyle´ symboly jsou reprezentova´ny ostatn´ımi znaky v dane´m
rozmez´ı ASCII, tyto znaky veˇtsˇinou alesponˇ cˇa´stecˇneˇ prˇipomı´naj´ı odpov´ıdaj´ıc´ı symbol
v IPA.
Pro odstraneˇn´ı nejednoznacˇnost´ı mezi r˚uzny´mi na´rodn´ımi SAMPA sadami byla vy-
tvorˇena sada X-SAMPA ve ktere´ je da´no prˇesne´ mapova´n´ı vsˇech IPA symbol˚u na X-SAMPA
symboly a proto i pomoc´ı X-SAMPA lze teoreticky vyja´drˇit jaky´koliv sveˇtovy´ jazyk jako
v prˇ´ıpadeˇ sady IPA.
Prˇ´ıklady za´pisu slov pomoc´ı SAMPA da´me stejne´ jako v prˇ´ıpadeˇ IPA, tedy v cˇesˇtineˇ
slovo vycˇerpa´vaj´ıc´ı /vitSerpa:vaji:tsi:/ a ve slovensˇtineˇ slovo vycˇerpa´vali /vitSerpa:vaLi/. Za
zmı´nku stoj´ı, zˇe i kdyzˇ veˇtsˇina schodny´ch p´ısmen urcˇuje stejne´ fone´my, tak fone´my /e/ a /E/,
ktere´ jsou v sadeˇ IPA zapsa´ny r˚uzny´mi znaky, jsou v SAMPA zapsa´ny schodneˇ p´ısmenem
e. Je to zp˚usobeno d´ıky tomu, zˇe kazˇdy´ jazyk ma´ SAMPA sadu mı´rneˇ poupravenou aby
pokud mozˇno jazyku vyhovovala co nejle´pe.
2.2 Fone´move´ rozpozna´vacˇe
Existuje neˇkolik druh˚u fone´movy´ch rozpozna´vacˇ˚u, zalozˇeny´ch na r˚uzny´ch principech. Mezi
nejzna´meˇjˇs´ı a nejpouzˇ´ıvaneˇjˇs´ı patrˇ´ı rozpozna´vacˇe zalozˇene´ na dynamicke´m borcen´ı cˇasove´
osy (DTW), da´le pak rozpozna´vacˇe pouzˇ´ıvaj´ı skryte´ Markovovy modely (HMM) a nakonec
take´ rozpozna´vacˇe, ktere´ byly pouzˇity i v te´to pra´ci, zalozˇene´ na neuronovy´ch s´ıt´ıch.
Rozpozna´vacˇe zalozˇene´ na neuronovy´ch s´ıt´ıch maj´ı vy´hodu v tom, zˇe jsou schopne´ mı´t
na vstupu veˇtsˇ´ı pocˇet parametr˚u, nezˇ naprˇ´ıklad u rozpozna´vacˇ˚u se skryty´mi Markovovy´mi
modely, kde by velky´ pocˇet parametr˚u byl sice take´ mozˇny´, ale take´ by takove´to ucˇen´ı bylo
o dost slozˇiteˇjˇs´ı. Jelikozˇ mohou mı´t na vstupu v´ıce parametr˚u, maj´ı tyto rozpozna´vacˇe take´
veˇtsˇ´ı mnozˇstv´ı relevantn´ıch dat, ktera´ se vztahuj´ı k pra´veˇ deko´dovane´mu signa´lu, cozˇ mu˚zˇe
ve´st pouze k lepsˇ´ım vy´sledk˚um.
V dalˇs´ıch sekc´ıch jsou popsa´ny jednotlive´ cˇa´sti procesu ucˇen´ı rozpozna´vacˇe a na´sledne´ho
rozpozna´va´n´ı fone´mu˚. Budou take´ popsa´ny za´kladn´ı principy tre´nova´n´ı neuronovy´ch s´ıt´ı.
2.3 Prˇ´ıprava signa´lu
Prˇed zpracova´n´ım signa´lu neuronovou s´ıt´ı je potrˇeba signa´l upravit tak, aby pokud mozˇno
obsahoval informace relevantn´ı pro rozpozna´va´n´ı, aby teˇchto informac´ı nebylo moc, cozˇ
znamena´ aby nevhodne´ cˇi nepotrˇebne´ informace byly odstraneˇny. Da´le je signa´l vhodne´
upravit do vhodne´ho forma´tu, se ktery´m bude moci rozpozna´vacˇ dobrˇe pracovat. Tento
proces omezen´ı mnozˇstv´ı informac´ı v rˇecˇove´m signa´lu se nazy´va´ parametrizac´ı.
Filtrova´n´ı informac´ı v signa´lu se prova´d´ı na za´kladeˇ psycho-akusticky´ch model˚u, ktere´
se snazˇ´ı napodobit vlastnost´ı lidske´ho ucha. Tyto modely take´ vedou ke zmensˇen´ı pocˇtu
informac´ı, ktere´ mus´ı zpracovat na´sleduj´ıc´ı stupenˇ. Vy´stupn´ı signa´l prˇipraveny´ pro dalˇs´ı
zpracova´n´ı by tedy meˇl obsahovat takova´ data, ktera´ vn´ıma´ lidske´ ucho, da´le by pokud
mozˇno tato data meˇla by´t neza´visla´ na vlastnostech konkre´tn´ıho prostrˇed´ı, cozˇ znamena´ co
nejme´neˇ sˇumu, a take´ je vhodna´ jejich neza´vislost na mluvcˇ´ım. Obsazˇene´ informace take´ na
sobeˇ meˇli by´t co nejme´neˇ za´visle´ (nekorelovane´) a take´ by nemeˇly by´t obsazˇeny redundantn´ı
informace. V na´sleduj´ıc´ıch podsekc´ıch bude popsa´ny jednotlive´ kroky parametrizace signa´lu.
2.3.1 Rozdeˇlen´ı na ra´mce a prˇedzpracova´n´ı
Signa´l je prˇed jeho zpracova´n´ım vhodne´ rozdeˇlit na pomeˇrneˇ kra´tke´ cˇasove´ u´seky, ve
ktery´ch by meˇl by´t signa´l v´ıceme´neˇ staciona´rn´ı abychom jej mohli da´le jednodusˇe zpra-
covat. Vy´sledkem tohoto rozdeˇlen´ı signa´lu jsou ra´mce a jejich vlastnosti jsou mimo jine´
uda´ny i vlastnostmi lidske´ho hlasove´ho u´stroj´ı. Obvykly´ odstup ra´mc˚u od sebe cˇin´ı obvykle
okolo 10 ms, s de´lkou jednoho ra´mce 25 ms. Jelikozˇ je de´lka ra´mce delˇs´ı nezˇ odstup ra´mc˚u,
tak jednotlive´ ra´mce se mezi sebou prˇekry´vaj´ı, cozˇ mezi teˇmito ra´mci zp˚usobuje pomeˇrneˇ
hladke´ prˇechody. Na druhou stranu ale toto prˇekry´va´n´ı ra´mc˚u klade veˇtsˇ´ı vy´pocˇetn´ı na´roky
nezˇ v prˇ´ıpadeˇ, pokud by se ra´mce neprˇekry´vali.
Da´le je nutne´ prˇed dalˇs´ım zpracova´n´ım upravit signa´l do vhodne´ podoby. Prvn´ı pouzˇ´ı-
vanou u´pravou je odstraneˇn´ı stejnosmeˇrne´ slozˇky ze zdrojove´ho signa´lu. Toto se prova´d´ı
hlavneˇ z toho d˚uvodu, zˇe naprˇ´ıklad konverze signa´lu z analogove´ do digita´ln´ı podoby mohla
tuto slozˇku prˇidat a tato slozˇka by mohla by´t vlivem neprˇesnost´ı naprˇ´ıklad prˇi vy´pocˇtu
energi´ı spektra.
Da´le se prˇed hlavn´ım zpracova´n´ım signa´lu cˇasto prova´d´ı preemfa´ze signa´lu, kterou pro-
vedeme aplikova´n´ım diferencia´ln´ı rovnice prvn´ıho rˇa´du na kazˇdy´ ra´mec signa´lu. Tato rovnice
vypada´ takto
s′n = sn − k sn−1 (2.1)
, kde sn jsou jednotlive´ vzorky signa´lu v dane´m ra´mci a k se nazy´va´ koeficientem preemfa´ze
a mu˚zˇe naby´vat hodnot 0 <= k < 1.
Nakonec je jesˇteˇ potlacˇen signa´l na okraj´ıch ra´mc˚u, aby v dany´ cˇas nejv´ıce relevantn´ı
signa´l byl nejsilneˇjˇs´ı a aby take´ nedocha´zelo k prˇ´ıpadne´mu zkreslova´n´ı signa´lu okraj´ıch
ra´mce, kde byl signa´l orˇ´ıznut. K tomuto se nejcˇasteˇji, d´ıky jednoduchosti jeho vy´pocˇtu,
pouzˇ´ıva´ Hammingovo okno, ktere´ je aplikova´no na kazˇdy´ vzorek z dane´ho ra´mce
w(n) = (0.54− 0.46 cos 2Πn
N − 1) (2.2)
, kde N je pocˇet vzork˚u v dane´m okneˇ. Pr˚ubeˇh Hammingovy funkce jde videˇt na obra´zku
2.1
2.3.2 Analy´za s pomoc´ı banky filtr˚u
Jak vyply´va´ z psycho-akusticke´ho modelu, jsou frekvence ktere´ rozpozna´va´ lidske´ ucho
rozlozˇeny nelinea´rneˇ prˇes cele´ spektrum zvukove´ho signa´lu. Z poznatk˚u take´ vyply´va´, zˇe
napodoben´ım tohoto chova´n´ı prˇi zpracova´n´ı signa´lu vede k lepsˇ´ım vy´sledk˚um prˇi roz-
pozna´va´n´ı. Tato metoda je take´ pouzˇ´ıva´na z d˚uvodu, zˇe je jednodusˇsˇ´ı nezˇ obdobne´ metody
s podobny´mi vy´sledky. Nevy´hodou te´to metody ale je, zˇe jednotlive´ amplitudy banky filtr˚u
jsou vysoce korelovane´ a proto je nutne´ pouzˇ´ıt cepstra´ln´ı transformace abychom mohli data
pouzˇ´ıt da´le.
Pro implementaci banky filtr˚u je nutne´ ra´mec se signa´lem rˇecˇi prˇetransformovat pomoc´ı
Fourierovy transformace do frekvencˇn´ı oblasti. Da´le vy´sledky te´to transformace korelujeme
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Obra´zek 2.1: Hammingova funkce
s troju´heln´ıkovy´mi filtry Melovske´ho meˇrˇ´ıtka (rovnice 2.3). Znamena´ to tedy, zˇe kazˇdy´ koefi-
cient Fourierovy transformace vyna´sob´ıme odpov´ıdaj´ıc´ı hodnotou filtru a vy´sledky ulozˇ´ıme.
Na´kres banky filtr˚u je na obra´zku 2.2.
Φ = 2595 log10(
f
700
+ 1) (2.3)
Obra´zek 2.2: Banka filtr˚u s Melovsky´m rozlozˇen´ım
Na´sledneˇ se vy´stup z banky filtr˚u zlogaritmuje a pomoc´ı diskre´tn´ı kosinove´ transformace
(DCT), ktera´ v tomto prˇ´ıpadeˇ slouzˇ´ı jako na´hrada za inverzn´ı Fourierovu transformaci, se
prˇevede na hodnoty, ktere´ jsou naprˇ´ıklad vhodne´ jako vstup pro neuronovou s´ıt’. Tyto
hodnoty jsou nazy´va´ny Mel frequency cepstral coefficients (MFCC) a jsou pouzˇ´ıva´ny pro
reprezentova´n´ı zvuk˚u.
2.4 Neuronove´ s´ıteˇ
Neuronove´ s´ıteˇ pouzˇ´ıvane´ v pocˇ´ıtacˇovy´ch aplikac´ıch maj´ı inspiraci v rea´lne´m sveˇteˇ, naprˇ´ıklad
centra´ln´ı nervovou soustavou a samozrˇejmeˇ take´ mozkem. Neuronove´ s´ıteˇ jsou schopne´ se
ucˇit a meˇnit sve´ chova´n´ı v za´vislosti na vstupech a pozˇadovany´ch reakc´ıch na tyto vstupy.
Stejneˇ jako v prˇ´ırodeˇ se tyto s´ıteˇ sesta´vaj´ı z mnoha jednoduchy´ch vy´pocˇetn´ıch jednotek
(neurony), ktere´ v za´vislosti na jejich propojen´ı mohou rˇesˇit i slozˇite´ u´koly se schopnost´ı
upravovat svoje chova´n´ı.
V prˇ´ıpadeˇ fone´movy´ch rozpozna´vacˇ˚u pln´ı neuronove´ s´ıteˇ funkci klasifika´toru, kdy podle
aktua´ln´ıch vstupn´ıch dat urcˇ´ı na vy´stupu pravdeˇpodobnost fone´mu˚, ktery´m by mohla od-
pov´ıdat vstupn´ı data. Tato data ze mus´ı da´le deko´dovat pro z´ıska´n´ı nejpravdeˇpodobneˇjˇs´ıho
fone´mu a tento proces bude popsa´n v na´sleduj´ıc´ı sekci.
Biologicke´ neurony se skla´daj´ı z teˇla neuronu, nazy´vane´ho so´ma, pak neˇkolika stovek azˇ
tis´ıc dendrit˚u, cozˇ jsou vstupy neuronu dlouhe´ neˇkolik milimetr˚u. Nakonec ma´ jesˇteˇ biolo-
gicky´ neuron vy´stup nazy´vany´ take´ axon, ktery´ mu˚zˇe dosahovat de´lky azˇ neˇkolik des´ıtek
centimetr˚u. Rozhran´ı mezi dendritem jednoho neuronu a anonem druhe´ho se nazy´va´ syna-
pse. Velikost signa´lu na vstupu neuronu za´vis´ı na axonu, ze ktere´ho signa´l prˇena´sˇ´ı a take´
na synapticke´ va´ze dane´ho dendritu a anoxu. V so´meˇ se signa´ly z jednotlivy´ch dendrit˚u
secˇtou a pokud jejich celkova´ hodnota prˇesa´hne urcˇity´ pra´h, je vysla´n kra´tky´ impuls, ktery´
se axonem sˇ´ıˇr´ı. Po vysla´n´ı tohoto impulsu se neuron docˇasneˇ usp´ı, pokud ale celkovy´ soucˇet
vsˇech dendrit˚u je dostatecˇneˇ velky´ i po opeˇtovne´m probuzen´ı, impuls se posˇle znovu a
cela´ procedura se opakuje. Neutron je schopny´ se ucˇit t´ım, zˇe upravuje va´hy jednotlivy´ch
synaps´ı, cozˇ zp˚usobuje jiny´ prˇenos signa´l˚u z r˚uzny´ch axon˚u.
Kazˇda´ neuronova´ s´ıt’ tedy dostane na vstup hodnoty a podle urcˇite´ transformacˇn´ı funkce
je prˇetransformuje na vy´stupn´ı hodnoty. Pokud je za sebou neˇkolik vrstev neuron˚u, jsou
takove´to s´ıteˇ schopne´ vyja´drˇit r˚uzne´ slozˇite´, nelinea´rn´ı funkce u ktery´ch je jejich prˇesne´
matematicke´ vyja´drˇen´ı cˇasto nemozˇne´ nebo je prˇesny´ matematicky´ model natolik slozˇity´,
zˇe je velmi na´rocˇny´ na vy´pocˇetn´ı vy´kon. V prˇ´ıpadeˇ teˇchto funkc´ı sice spra´vneˇ naucˇena´
neuronova´ s´ıt’ take´ neposkytne prˇesny´ vy´sledek, ale i tak je vy´sledek spocˇ´ıta´n dostatecˇneˇ
prˇesneˇ a rychle nezˇ by to bylo mozˇne´ u klasicky´ch vy´pocˇetn´ıch metod.
2.4.1 Umeˇly´ neuron
Umeˇly´ neuron je napodobeninou biologicke´ho neuronu a je za´kladn´ı jednotkou neuronovy´ch
s´ıt´ı. Umeˇly´ neuron ma´ neˇkolik vstup˚u, ktere´ odpov´ıdaj´ı biologicky´m dendrit˚um, a kazˇdy´
z teˇchto vstup˚u ma´ take´ jistou va´hu. Teˇlo neuronu v umeˇle´m neuronu funguje jako suma
vsˇech vstup˚u a vy´stup te´to sumy jde na vy´stup neuronu, ktery´ odpov´ıda´ axonu. Tento
vy´stup je take´ cˇasto pozmeˇneˇn funkc´ı, ktera´ se nazy´va´ aktivacˇn´ı funkc´ı. Forma te´to funkce
mu˚zˇe by´t r˚uzna´ a neˇktere´ z nich budou popsa´ny da´le. Jeden neuron je schopen klasifikovat
vstupn´ı vektor podle linea´rn´ı funkce do dvou trˇ´ıd.
Meˇjme neuron s n vstupy, se vstupy x1 azˇ xn a va´hami odpov´ıdaj´ıc´ıch vstup˚u w1 azˇ
wn. Takovy´to neuron pote´ reprezentuje funkce
y = ϕ(
n∑
i=1
wixi) (2.4)
, kde y je hodnota, ktera´ by se meˇla objevit na vy´stupu neuronu a ϕ je prˇechodova´ funkce.
Na´kres umeˇle´ho neuronu je na obra´zku 2.3.
Obra´zek 2.3: Na´kres umeˇle´ho neuronu
Aktivacˇn´ı funkce mohou by´t rozdeˇleny na trˇi typy a teˇmi jsou nespojita´ (skokova´)
aktivacˇn´ı funkce, po cˇa´stech linea´rn´ı funkce a nakonec spojita´ aktivacˇn´ı funkce.
 Nespojita´ aktivacˇn´ı funkce meˇn´ı skokoveˇ hodnotu prˇi dosazˇen´ı urcˇite´ aktivacˇn´ı hra-
nice. Vy´sledkem je, zˇe hodnota y bude moci naby´vat dvou, maxima´lneˇ trˇ´ı stav˚u,
pokud zvol´ıme mozˇnost zˇe y bude moci by´t rovno nule a tak vy´sledek mu˚zˇe lezˇet na
hranici obou trˇ´ıd. Jinak v prˇ´ıpadeˇ, zˇe y = −1 bude vstupn´ı vektor patrˇit do jedne´
trˇ´ıdy a v prˇ´ıpadeˇ y = 1 do druhe´.
 Po cˇa´stech linea´rn´ı funkce nema´ skokovou zmeˇnu hodnoty, cˇa´st te´to funkce je linea´rn´ım
prˇechodem mezi dveˇma sta´ly´mi stavy. Dı´ky tomuto mu˚zˇe vy´stup uda´vat jiste´ rozmez´ı
mezi trˇ´ıdami, kde mohou vstupn´ı vektory patrˇit do obou trˇ´ıd, kde pravdeˇpodobneˇjˇs´ı
je samozrˇejmeˇ ta, ke ktere´ je vy´stup bl´ızˇe. Takzˇe se da´ naprˇ´ıklad rˇ´ıci, zˇe pokud je
y < 0 spada´ vstupn´ı vektor do prvn´ı trˇ´ıdy a v prˇ´ıpadeˇ y >= 0 do druhe´.
 Posledn´ı spojita´ aktivacˇn´ı funkce by´va´ cˇasto reprezentova´na sigmoidou y = 1
1+e(−λu) ,
kde u je suma va´zˇeny´ch vstup˚u, a tato funkce obvykle ma´ nejv´ıce pozvolny´ prˇechod
mezi jisty´m zarˇazen´ım vstupu do urcˇite´ trˇ´ıdy.
Ucˇen´ı neuronu prob´ıha´ nastavova´n´ım vah jednotlivy´ch vstup˚u. Tyto va´hy mohou by´t
meˇneˇny na´hodneˇ a pokud se vy´sledek nezlepsˇ´ı, vyzkousˇ´ı se jina´ kombinace, nebo z hlediska
rychlosti lepsˇ´ı varianta, kdy se va´hy jednotlivy´ch vstup˚u systematicky modifikuj´ı v za´vislosti
na mı´ˇre chyby na vy´stupu neutronu.
Va´hy v prvn´ım kroku ucˇen´ı jsou nastavene´ na´hodneˇ, va´hy v dalˇs´ıch kroc´ıch se vypocˇ´ıtaj´ı
podle vzorce
~w(k + 1) = ~w(k) + p(d(k)− y(k))~x(k) (2.5)
, vektor w uda´va´ va´hy jednotlivy´ch vstup˚u, k je krokem ucˇen´ı, p je koeficientem ucˇen´ı
a urcˇuje rychlost, jakou se dany´ neutron ucˇ´ı, d a y jsou pozˇadovana´ vy´stupn´ı hodnota
neuronu a vy´stupn´ı hodnota neuronu, ktera´ byla vypocˇ´ıta´na a nakonec vektor x, ktery´
obsahuje vstupn´ı hodnoty.
Ucˇen´ı neuronu je te´meˇrˇ schodne´ s ucˇen´ım jednovrstvy´ch neuronovy´ch s´ıt´ı, ve ktery´ch se
ucˇ´ı kazˇdy´ neuron samostatneˇ a nen´ı ovlivnˇova´n ostatn´ımi.
2.4.2 Trˇ´ıvrstva´ doprˇedna´ neuronova´ s´ıt’
Tato neuronova´ s´ıt’ je schopna prˇiblizˇneˇ vyja´drˇit jakoukoli nelinea´rn´ı funkci, prvn´ı vrstva
ma´ na starosti pouze kopii vstupu, o vy´sledek se staraj´ı pouze posledn´ı dveˇ vrstvy. Pro
tre´nova´n´ı neuronovy´ch s´ıt´ı se nejcˇasteˇji pouzˇ´ıvaj´ı algoritmy se zpeˇtny´m sˇ´ıˇren´ım chyby, kdy
se po proveden´ı vy´pocˇtu spocˇ´ıta´ chyba od prˇedpokla´dane´ho rˇesˇen´ı a tato chyba se posˇle
zpeˇt s´ıti, ktera´ podle n´ı vhodneˇ pozmeˇn´ı sve´ va´hy a prahy. Urcˇity´ tre´novac´ı algoritmus
se vyb´ıra´ na za´kladeˇ u´lohy, kterou ma´ dana´ s´ıt’ rˇesˇit a podle toho, zda se ma´ s´ıt’ ucˇit a
adaptovat na nove´ parametry.
Obra´zek 2.4: Na´kres mozˇne´ trˇ´ıvrstve´ neuronove´ s´ıteˇ
2.4.3 Tre´nova´n´ı s´ıt´ı
Za´kladn´ı zp˚usoby ucˇen´ı neuronovy´ch s´ıt´ı se deˇl´ı na ucˇen´ı s ucˇitelem a ucˇen´ı bez ucˇitele.
Prˇi ucˇen´ı s ucˇitelem je srovna´va´n vy´stup neuronove´ s´ıteˇ s pozˇadovany´m vy´stupem vzhle-
dem ke vstupu neuronove´ s´ıteˇ a podle velikosti chyby o jakou se vy´stup od pozˇadovane´ho
vy´stupu liˇs´ı se uprav´ı va´hy mezi jednotlivy´mi neutrony tak, aby se velikost chyby sn´ızˇila.
U ucˇen´ı bez ucˇitele nejsou k dispozici pozˇadovane´ vy´stupn´ı hodnoty, tedy nejde zjistit ve-
likost chyby oproti pozˇadovane´mu rˇesˇen´ı. V tomto prˇ´ıpadeˇ je s´ıt’ schopna se naucˇit, aby na
podobne´ vstupn´ı hodnoty odpov´ıdala podobny´mi vy´stupn´ımi hodnotami. Proto tedy s´ıteˇ
ucˇene´ s pomoc´ı ucˇitele klasifikuj´ı vstupy do r˚uzny´ch skupin, zat´ımco s´ıteˇ bez ucˇitele vytva´rˇ´ı
shluky podobny´ch hodnot.
Nejcˇasteˇji pouzˇ´ıvany´m algoritmem pro tre´nova´n´ı doprˇedny´ch neuronovy´ch s´ıt´ı je metoda
zpeˇtne´ho sˇ´ıˇren´ı chyby. Tato metoda se skla´da´ z neˇkolika krok˚u, ktery´mi jsou
 Na vstup neuronove´ s´ıteˇ da´t tre´novac´ı vzorek
 Porovnat vy´stup s´ıteˇ s prˇedpokla´dany´m vy´stupem a spocˇ´ıtat chybu v jednotlivy´ch
vy´stupn´ıch neuronech
 Upravit va´hy kazˇde´ho neuronu v za´vislosti na vypocˇ´ıtane´ chybeˇ
 Rozdeˇlit chybu neuron˚um v prˇedchoz´ı vrstveˇ tak, zˇe veˇtsˇ´ı chybu da´me neuron˚um
prˇipojeny´ch pomoc´ı vstup˚u s veˇtsˇ´ı va´hou, jelikozˇ pravdeˇpodobneˇ maj´ı i veˇtsˇ´ı pod´ıl
na chybeˇ.
 Opakovat prˇedchoz´ı kroky dokud nedojdeme ke vstupn´ı vrstveˇ.
Blizˇsˇ´ı popis jednotlivy´ch krok˚u lze nale´zt naprˇ´ıklad v [6].
2.5 Rozpozna´va´n´ı fone´mu˚
Po naucˇen´ı neuronovy´ch s´ıt´ı rozpozna´vat na´mi zadane´ fone´my, jizˇ mu˚zˇeme prove´st roz-
pozna´va´n´ı fone´mu˚ z dat. Data, ktere´ prosˇla parametrizac´ı posˇleme na rozpozna´n´ı neuronove´
s´ıti, jej´ımzˇ vy´stupem bude matice pravdeˇpodobnost´ı fone´mu˚ v za´vislosti na cˇase (ra´mc´ıch).
Vy´sledek rozpozna´n´ı lze videˇt na obra´zku 2.5. Tato data, take´ nazy´vana´ matice posterior˚u,
jsou na´sledneˇ zpracova´na dekode´rem, ktery´ vybere nejlepsˇ´ı mozˇnou posloupnost fone´mu˚.
Obra´zek 2.5: Matice posterior˚u
2.5.1 Dekode´r
Dekode´r, ktery´ zpracova´va´ tyto informace se skla´da´ z fone´move´ smycˇky (obr. 2.6), ktera´
uda´va´ mozˇnou posloupnost fone´mu˚, ktere´ za sebou mohou na´sledovat a kazˇdy´ fone´m v te´to
smycˇce je nav´ıc reprezentova´n HMM modelem. Tento HMM model je procha´zen za pomoci
Viterbiho algoritmu [5] a je vzˇdy rozpozna´n nejpravdeˇpodobneˇjˇs´ı mozˇny´ fone´m.
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Obra´zek 2.6: Fone´mova´ smycˇka
Kazˇdy´ model (fone´m v krouzˇku) prˇida´va´ jistou penalizaci, pomoc´ı ktere´ se vhodneˇ vyva´zˇ´ı
pomeˇr mezi prˇidany´mi a smazany´mi fone´my. Spra´vny´m nastaven´ım lze dosa´hnout lepsˇ´ı
u´speˇsˇnosti prˇi rozpozna´va´n´ı. Pokud jsou data rozpozna´na neˇktery´m z model˚u, je odpov´ıdaj´ıc´ı
fone´m rozpozna´n a zapsa´n na vy´stup. Vy´sledkem je tedy jizˇ seznam rozpoznany´ch fone´mu˚
a pro obra´zek 2.5 mu˚zˇe vypadat naprˇ´ıklad takto
pau spk pau n a_u e_u r a: t e_u n t l e v~e z~J i:
d v~o~r a n i s~l a: v~e z~s~t o~l k~a r l p a e f spk pau
Kapitola 3
Prostrˇed´ı a pouzˇite´ na´stroje
Vesˇkere´ pra´ce prˇi tre´nova´n´ı fone´movy´ch rozpozna´vacˇ˚u a identifikaci jazyka byly prova´deˇny
v prostrˇed´ı pocˇ´ıtacˇove´ s´ıteˇ FIT VUT Brno, proto se i vesˇkere´ cesty a postupy budou vztaho-
vat k tomuto prostrˇed´ı. Pro tre´nova´n´ı bylo pouzˇito neˇkolik na´stroj˚u, jaky´mi jsou naprˇ´ıklad
na´stroje z HTK pro prˇ´ıpravu dat pro ucˇen´ı a rozpozna´va´n´ı s´ıt´ı i jejich na´sledne´ vyhod-
nocen´ı u´speˇsˇnosti, da´le pak na´stroje vyvinute´ prˇ´ımo skupinou pro zpracova´n´ı rˇecˇi na FIT
VUT Brno, pomoc´ı ktery´ch byly s´ıteˇ tre´nova´ny, azˇ po na´stroje pro distribuovane´ vy´pocˇty
SGE, umozˇnˇuj´ıc´ı prove´st tre´nova´n´ı s´ıt´ı na v´ıce pocˇ´ıtacˇ´ıch najednou. V na´sleduj´ıc´ıch sekc´ıch
budou tyto jednotlive´ toolkity a na´stroje podrobneˇ popsa´ny.
3.1 HTK
Hidden Markov Model Toolkit je sada na´stroj˚u vyvinuta´ na univerziteˇ v Cambridge. Jak
jizˇ z na´zvu te´to sady na´stroj˚u vyply´va´, je urcˇena prˇeva´zˇneˇ pro vy´stavbu a manipulaci
se skryty´mi Markovovy modely. Tato sada obsahuje na´stroje ktere´ potrˇeba pro proveden´ı
cele´ho procesu rozpozna´va´n´ı rˇecˇi, to znamena´ od za´kladn´ıho zpracova´n´ı vstupn´ıho signa´lu,
prˇes vytvorˇen´ı jazykovy´ch model˚u, tre´nova´n´ı a na´sledne´ho testova´n´ı a rozpozna´va´n´ı, azˇ
po na´stroje, ktere´ na´m prˇehledneˇ reprezentuj´ı dosazˇene´ vy´sledky. Prˇeva´zˇneˇ je tato sada
pouzˇ´ıva´na pro rozpozna´va´n´ı rˇecˇi, ale jde pouzˇ´ıt i k jiny´m u´cˇel˚um, naprˇ´ıklad byla pouzˇita
u vy´zkumu synte´zy rˇecˇi nebo rozpozna´va´n´ı p´ısma.
Na´stroje z te´to sady jsou v nasˇem prˇ´ıpadeˇ pouzˇ´ıva´ny k parametrizaci vstupn´ıch dat, a
take´ prˇi rozpozna´va´n´ı a vytva´rˇen´ı vy´sledne´ konfusn´ı matice. Take´ forma´t zpracova´vany´ch
dat, mezi ktere´ patrˇ´ı naprˇ´ıklad mlf soubory s popisem jednotlivy´ch zvukovy´ch soubor˚u,
nebo pak i parametrizovane´ soubory jsou v nativn´ım forma´tu tohoto toolkitu.
V dalˇs´ıch podsekc´ıch budou popsa´ny jednotlive´ pouzˇite´ na´stroje z tohoto toolkitu a
jejich vy´znam v ra´mci rozpozna´vacˇe. Cely´ toolkit je detailneˇ popsa´n v knize o HTK [2], ze
ktere´ jsou cˇerpa´ny i na´sleduj´ıc´ı informace.
3.1.1 HCopy
Jak vypov´ıda´ z na´zvu, je tento na´stroj urcˇen prˇeva´zˇneˇ ke kop´ırova´n´ı soubor˚u a dat. Bez
specia´ln´ıho nastaven´ı tento program kop´ıruje pouze cele´ soubory, pokud se ale spra´vneˇ
nastav´ı, je schopen prova´deˇt spoustu r˚uzny´ch manipulac´ı s kop´ırovany´mi soubory, jako
naprˇ´ıklad jejich deˇlen´ı na cˇa´sti cˇi spojova´n´ı soubor˚u. Da´le tento na´stroj umı´ prˇeva´deˇt
vstupn´ı data do r˚uzny´ch forma´t˚u a take´ umı´ parametrizovat vstupn´ı data podle zvolene´ho
nastaven´ı, cozˇ je i d˚uvod, procˇ je tento na´stroj pouzˇ´ıva´n v nasˇem prostrˇed´ı.
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3.1.2 HLEd
Tento na´stroj slouzˇ´ı k editova´n´ı label soubor˚u, ktere´ obsahuj´ı fone´move´ prˇepisy jednotlivy´ch
datovy´ch soubor˚u. Tento editor take´ mu˚zˇe slouzˇit k editaci MLF soubor˚u, cozˇ je zkrat-
kou Master Label File, kdy tento soubor sdruzˇuje jednotlive´ label soubory do jedine´ho,
cozˇ je vhodne´ zejme´na pro dalˇs´ı zpracova´n´ı. Tento editor lze ovla´dat da´vkoveˇ s pomoc´ı
prˇedprˇipraveny´ch skript˚u, ktere´ popisuj´ı jak se ma´ editor chovat.
3.1.3 HResults
HResuls je na´stroj pro analy´zu vy´sledk˚u rozpozna´vacˇe. Tato analy´za se prova´d´ı veˇtsˇinou
tak, zˇe se rozpozna´vacˇ spust´ı na neˇjaka´ dobrˇe zna´ma´ data a vy´sledek rozpozna´vacˇe se
na´sledneˇ porovna´ se spra´vny´m referencˇn´ım prˇepisem. Toto porovna´n´ı je prova´deˇno pra´veˇ
t´ımto na´strojem, ktery´ spocˇ´ıta´ rozd´ıly mezi vy´sledky z rozpozna´vacˇe a origina´ln´ım prˇepisem.
Vy´sledkem tohoto na´stroje je nakonec konfusn´ı matice, ktera´ uda´va´, ktere´ fone´my se za
co rozpoznali a take´ jejich u´speˇsˇnost. Take´ je vypocˇtena celkova´ u´speˇsˇnost rozpozna´vacˇe
va´hovy´m zpr˚umeˇrova´n´ım u´speˇsˇnost´ı jednotlivy´ch fone´m.
3.2 STK
Tento toolkit byl vyvinut na skupinou pro zpracova´n´ı rˇecˇi na FIT VUT Brno. Je urcˇen
pro tre´nova´n´ı rozpozna´vacˇ˚u a na´sledne´ rozpozna´va´n´ı rˇecˇi s pomoc´ı skryty´ch Markovovy´ch
model˚u. Tento toolkit je cˇa´stecˇneˇ kompatibiln´ı s toolkitem HTK. Na´stroje z tohoto tool-
kitu jsou take´ vyuzˇ´ıva´ny prˇi tre´nova´n´ı i na´sledne´m oveˇrˇova´n´ı funkce v´ıcejazykove´ho roz-
pozna´vacˇe, kdy naprˇ´ıklad pomoc´ı na´stroje SFeaCat prˇevedeme vstupn´ı fea soubory na
vy´stupn´ı soubory, ve ktery´ch jsou vypocˇ´ıta´ny pravdeˇpodobnosti jednotlivy´ch fone´mu˚ v dane´m
souboru. Da´le budou popsa´ny pouzˇite´ na´stroje z te´to sady i program SNet, ktery´ tuto sadu
cˇa´stecˇneˇ vyuzˇ´ıva´ a byl take´ vyvinut na FIT VUT Brno.
3.2.1 SFeaCat
Tento program prova´d´ı zadane´ maticove´ a vektorove´ operace nad vstupn´ımi daty. V nasˇem
prˇ´ıpadeˇ t´ımto na´strojem prova´d´ıme forward pass, kdy podle zadane´ transformace prˇevedeme
fea soubory na lop soubory, ktere´ v nasˇem prˇ´ıpadeˇ obsahuj´ı matici posterior˚u. Pro z´ıska´n´ı
fone´mu˚ mus´ı by´t tyto soubory jesˇteˇ deko´dova´ny programem SVite. Pro tuto transformaci
je nutne´ tomuto programu prˇedat upraveny´ soubor vah vytvorˇeny´ prˇi ucˇen´ı s´ıt´ı na´strojem
SNet.
3.2.2 SVite
Je obdobou programu HVite z toolkitu HTK. Pomoc´ı algoritmu zalozˇene´m na Viterbiho
algoritmu deko´duje vstupn´ı soubory, ktere´ byly drˇ´ıve prˇedzpracova´ny programem SFea-
Cat. Pro toto deko´dova´n´ı je potrˇeba vytvorˇit vstupn´ı s´ıt’ uda´vaj´ıc´ı mozˇne´ posloupnosti
rozpozna´vany´ch fone´mu˚ i sadu HMM pro rozpozna´n´ı dany´ch fone´mu˚. Vy´stupem programu
je seznam deko´dovany´ch fone´mu˚ podle toho, jak byly rozpozna´ny. Kvalitu rozpozna´va´n´ı lze
v prˇ´ıpadeˇ rozpozna´va´n´ı fone´mu˚ ovlivnˇovat naprˇ´ıklad nastaven´ım parametru model-penalty.
3.2.3 SNet
Tento program nen´ı sice v STK obsazˇen, ale jelikozˇ z tohoto toolkitu vycha´z´ı, byl zarˇazen
do stejne´ sekce. Tento na´stroj byl vyvinut take´ na FIT VUT v Brneˇ pro potrˇeby distri-
buovane´ho tre´nova´n´ı neuronovy´ch s´ıt´ı s c´ılem nahradit sadu na tre´nova´n´ı neuronovy´ch s´ıt´ı
QuickNet, ktera´ distribuovane´ tre´nova´n´ı neumozˇnˇovala.
Paralelizace tre´nova´n´ı neuronovy´ch s´ıt´ı byla dosazˇena d´ıky rozdeˇlen´ı tre´novac´ıch dat,
kdy kazˇdy´ tre´novac´ı klient spocˇ´ıta´ svoji cˇa´st a serveru po ucˇen´ı zasˇle data uda´vaj´ıc´ı nove´
pozˇadovane´ va´hy. Server tato data prˇijme od vsˇech klient˚u, spoj´ı je a vsˇem klient˚um zasˇle
nove´ va´hy pro dalˇs´ı tre´nova´n´ı.
Tento na´stroj je s jedn´ım pocˇ´ıtacˇem na ktere´m mu˚zˇe prob´ıhat ucˇen´ı stejneˇ rychly´
jako QuickNet, v prˇ´ıpadeˇ v´ıce pocˇ´ıtacˇ˚u docha´z´ı k odpov´ıdaj´ıc´ımu zkra´cen´ı tre´novac´ı doby,
naprˇ´ıklad v prˇ´ıpadeˇ peˇti pocˇ´ıtacˇ˚u na ktery´ch se tre´novalo bylo doc´ıleno azˇ cˇtyrˇna´sobne´ho
zkra´cen´ı tre´novac´ı doby. Vı´ce informac´ı o tomto programu se lze docˇ´ıst v [7].
Kapitola 4
Tre´nova´n´ı
V na´sleduj´ıc´ıch sekc´ıch bude popsa´n postup pro natre´nova´n´ı a zjiˇsteˇn´ı u´speˇsˇnosti naucˇen´ı
s´ıt´ı pro jednotlive´ jazyky s pouzˇit´ım na´stroj˚u popsany´ch v prˇedchoz´ı kapitole. Na´sledneˇ
budou take´ popsa´ny rozd´ıly prˇi tre´nova´n´ı s´ıt´ı se spojenou fone´movou sadou, kdy budou
pouzˇita data vsˇech jazyk˚u najednou. Cely´ postup tre´nova´n´ı a oveˇrˇen´ı je rozdeˇlen na neˇkolik
krok˚u, mezi hlavn´ı kroky patrˇ´ı prˇ´ıprava dat na tre´nova´n´ı, vlastn´ı tre´nova´n´ı a nakonec
oveˇrˇen´ı u´speˇsˇnosti tre´nova´n´ı.
4.1 Prˇ´ıprava dat
Pro prˇ´ıpraven´ı dat byl vytvorˇen skript v korˇenove´m adresa´rˇi projektu s na´zvem priprava.sh.
Tento skript provede u´pravu vstupn´ıch dat tak, aby byla vhodna´ pro tre´nova´n´ı. Vesˇkere´
cesty v te´to sekci, s vyj´ımkou prˇedchoz´ıho skriptu, se budou vztahovat k adresa´rˇi train
v hlavn´ım adresa´rˇi projektu.
Na zacˇa´tku ma´me k dispozici neˇkolik soubor˚u, ktere´ jsou soucˇa´st´ı databa´ze Speech-
Dat. Teˇmito soubory v prˇ´ıpadeˇ cˇesˇtiny naprˇ´ıklad jsou cz/train_raw.cz.scp, ktery´ ob-
sahuje seznam soubor˚u pro tre´nova´n´ı a crossvalidaci neuronovy´ch s´ıt´ı, da´le pak soubor
cz/test_raw.cz.scp, ktery´ obsahuje seznam soubor˚u, ktere´ budou pouzˇity pro na´sledne´
oveˇrˇen´ı u´speˇsˇnosti rozpozna´vacˇe na datech, ktera´ jesˇteˇ nevideˇl. Spojen´ım teˇchto dvou sou-
bor˚u by meˇl vzniknout seznam vsˇech soubor˚u v cˇeske´ databa´z´ı SpeechDat-E. Posledn´ım,
ale da´ se rˇ´ıci zˇe nejd˚ulezˇiteˇjˇs´ım souborem je soubor cz/sz_phn_align.cz.mlf, ktery´ obsa-
huje ke kazˇde´mu souboru obsazˇene´mu v dany´ch seznamech soubor˚u jeho foneticky´ prˇepis
i s udany´mi cˇasy, kdy se jaky´ fone´m v souboru vyskytuje.
V dalˇs´ıch podsekc´ıch bude popsa´n postup zpracova´n´ı teˇchto soubor˚u a vytvorˇen´ı sou-
bor˚u potrˇebny´ch pro dalˇs´ı fa´ze procesu rozpozna´va´n´ı. Cely´ tento postup je implementova´n
ve skriptu zmı´neˇne´m vy´sˇe, mu˚zˇe se ale take´ prove´st manua´lneˇ krok po kroku.
4.1.1 Zjiˇsteˇn´ı fone´mu˚ v dane´m jazyce
Pro natre´nova´n´ı rozpozna´vacˇe potrˇebujeme i seznam fone´mu˚ tre´novane´ho jazyka. Tento
seznam vytvorˇ´ıme ze souboru cz/sz_phn_align.cz.mlf, ve ktere´m mus´ı by´t obsazˇeny
vesˇkere´ pouzˇite´ fone´my. Z popisu mlf souboru je videˇt, zˇe fone´my jazyka jsou ve trˇet´ım
sloupci, cˇehozˇ vyuzˇijeme a tyto fone´my z´ıska´me pomoc´ı jednoduche´ho skriptu v shellu,
ktery´ se nacha´z´ı pod jme´nem get_phonemes.sh.
#!/bin/sh
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cat $1/sz_phn_align.$1.mlf |
cut -s -f 3 -d ' ' |
sort -u > $1/${1}_phonemes
Jak je videˇt z tohoto ko´du, skript jako parametr ocˇeka´va´ na´zev jazyka, u ktere´ho chceme
z´ıskat seznam fone´mu˚. Cela´ funkcˇnost tohoto skriptu spocˇ´ıva´ v tom, zˇe skript vyp´ıˇse fone´my
ve trˇet´ım sloupci dane´ho mlf souboru a tento seznam fone´mu˚ pomoc´ı programu sort
setrˇ´ıd´ı a pomoc´ı prˇep´ınacˇe -u zarucˇ´ı, zˇe na vy´stupu dostaneme seznam jedinecˇny´ch fone´m.
Vy´sledek se na´sledneˇ ulozˇ´ı do adresa´rˇe jazyka s na´zvem jazyka na´sledovane´ho prˇ´ıponou
_phonemes. Tento seznam lze jizˇ pouzˇ´ıt pro tre´nova´n´ı nebo pro zjiˇsteˇn´ı u´speˇsˇnosti roz-
pozna´va´n´ı.
4.1.2 Parametrizace
C´ılem je vytvorˇit prˇedzpracovane´ soubory (v nasˇem prˇ´ıpadeˇ s prˇ´ıponou .fea), ze ktery´ch
se na´sledneˇ rozpozna´vacˇ ucˇ´ı, cˇi oveˇrˇuje naucˇene´ informace. Tyto soubory jsou vyrobeny ze
vstupn´ıch dat z databa´ze SpeechDat, ktera´ jsou obvykle v raw forma´tu, cozˇ jsou vesmeˇs
pouze nahrana´ a jinak da´le neupravovana´ data. K prˇevodu teˇchto dat pouzˇijeme program
HCopy, ktery´ byl popsa´n drˇ´ıve.
Vytvorˇen´ı seznamu˚
Abychom mohli ale prˇevod prove´st, potrˇebujeme upravit vy´choz´ı seznam soubor˚u naprˇ.
cz/train_raw.cz.scp. Tento soubor totizˇ obsahuje pouze jme´na dat z databa´ze Spe-
echDat, pro prˇevod ale potrˇebujeme i druhy´ sloupec se jme´ny prˇevedeny´ch fea soubor˚u.
Toho doc´ıl´ıme naprˇ´ıklad jednoduchy´m shellovy´m skriptem s vyuzˇit´ım na´stroje sed. Skript
se nazy´va´ fea_list.sh a ma´ za u´kol vytvorˇit seznamy pro HCopy, ktere´ vyuzˇijeme prˇi
parametrizaci soubor˚u, a take´ seznam pouze fea soubor˚u, ktery´ vyuzˇijeme prˇi tre´nova´n´ı.
Na´sleduj´ıc´ı ko´d obsahuje pouze polovinu obsahu skriptu, pro vytvorˇen´ı seznamu˚ pro test je
ko´d obdobny´.
sed -e 's/\(.*\)SPEECHDAT\(.*\)\.\(...\)$/\1SPEECHDAT\2.\3 \1fea\2.fea/'\
$1/train_raw.$1.scp > $1/train_raw_fea_$1.list
cat $1/train_raw_fea_$1.list | cut -f 2 -d ' '> $1/train_fea_$1.list
Prˇ´ıprava adresa´rˇ˚u
Jelikozˇ HCopy prˇi kop´ırova´n´ı ocˇeka´va´ jizˇ vytvorˇenou adresa´rˇovou strukturu pro vy´stupn´ı
soubory, mus´ıme nejprve prˇed kop´ırova´n´ım tyto adresa´rˇe vytvorˇit. Pomoc´ı na´stroj˚u cat,
cut a sort nejprve z p˚uvodn´ıch seznamu˚ soubor˚u vyrob´ıme seznam potrˇebny´ch adresa´rˇ˚u
pro vytvorˇen´ı. Vy´sledny´ seznam jedinecˇny´ch adresa´rˇ˚u je slozˇen pouze z cˇa´st´ı, ktere´ se
u jednotlivy´ch jazyk˚u a soubor˚u mohou liˇsit. Jeden rˇa´dek v tomto vy´sledne´m seznamu
bude naprˇ´ıklad ve tvaru cz/fixed3cs/block00/ses0000. Pro zjednodusˇen´ı pouzˇit´ı, je cela´
procedura obsazˇena ve skriptu mk_dirs.sh a vy´sledny´ seznam je v prˇ´ıpadeˇ cˇeske´ho jazyka
ulozˇen v souboru cz/cz_dirs. Na´sledneˇ tento skript zavola´ perlovsky´ skript mk_dirs.pl,
ktery´ podle seznamu vytvorˇ´ı adresa´rˇe ve zvolene´m vy´stupn´ım adresa´rˇi fea soubor˚u, cozˇ je
v nasˇem prˇ´ıpadeˇ /net/matylda2/projekty/PhnRec/fea.
Parametrizace soubor˚u
Po vytvorˇen´ı vsˇech potrˇebny´ch seznamu˚ soubor˚u pro prˇevod i po vytvorˇen´ı potrˇebny´ch
adresa´rˇ˚u, jizˇ mu˚zˇeme prove´st parametrizaci soubor˚u. Pro pouzˇit´ı programu HCopy na´m
jizˇ chyb´ı pouze konfiguracˇn´ı soubor, pomoc´ı ktere´ho se budou soubory upravovat. Tento
konfiguracˇn´ı soubor jde nale´zt pod cestou conf/CTS_HCopy_vax.conf v korˇenove´m adresa´rˇi
projektu. Je jsou zde r˚uzna´ nastaven´ı, pocˇ´ınaje od vstupn´ıho a vy´stupn´ıho forma´tu prˇes
doln´ı a horn´ı frekvenci signa´lu azˇ po velikost okna, ktera´ bude pouzˇita. Neˇktere´ z nastaven´ı
zde pop´ıˇseme:
 SOURCEKIND je typ zdrojove´ho souboru
 SOURCEFORMAT je forma´t zdrojove´ho souboru, jelikozˇ ma´me pouze raw data bez
hlavicˇky
 SOURCERATE rychlost dat na vstupu
 TARGETFORMAT je forma´t vy´stupn´ıho souboru
 TARGETKIND je typem vy´stupn´ıho souboru
 LOFREQ, HIFREQ doln´ı a horn´ı uvazˇovana´ frekvencˇn´ı hranice prˇeva´deˇne´ho zvuku
 USEHAMMING uda´va´ zda chceme prˇi prˇevodu pouzˇ´ıt na jednotlive´ ra´mce Hammin-
govo okno
 USEPOWER uda´va´ pouzˇit´ı vy´konu namı´sto amplitudy prˇi Fourieroveˇ transformaci
 TARGETRATE je pozˇadovany´ odstup jednotlivy´ch ra´mc˚u
 WINDOWSIZE velikost pouzˇite´ho Hammingova okna
Kdyzˇ ma´me vytvorˇen i konfiguracˇn´ı soubor, mu˚zˇeme konecˇneˇ spustit prˇevod, ktery´ prove-
deme jizˇ zmı´neˇny´m prˇ´ıkazem HCopy ze sady HTK.
HCopy -C ../conf/CTS_HCopy_vax.conf -S cz/train_raw_fea_cz.list
Z d˚uvodu vyt´ızˇen´ı procesoru a s´ıteˇ prˇi tomto prˇevodu je lepsˇ´ı ale vytvorˇit skript, ktery´ tento
prˇ´ıkaz obsahuje (v nasˇem prˇ´ıpadeˇ se skript nazy´va´ hcopy.sh) a spustit ho na vy´pocˇetn´ıch
bladech prˇ´ıkazem
qsub -t 1 -q all.q@@blade,all.q@ulrika,all.q@svatava hcopy.sh
, ktery´ zajist´ı spusˇteˇn´ı tohoto skriptu na neˇktere´m z uvedeny´ch pocˇ´ıtacˇ˚u. Nyn´ı jizˇ nezby´va´
nic jine´ho nezˇ cˇekat na u´speˇsˇne´ dokoncˇen´ı parametrizace soubor˚u.
4.2 Tre´nova´n´ı s´ıt´ı
Ucˇen´ı neuronovy´ch s´ıt´ı prob´ıhalo za pomoci toolkitu STK a neˇkolika skript˚u pro usnadneˇn´ı
a rozlozˇen´ı za´teˇzˇe prˇi ucˇen´ı na neˇkolik blad˚u. Veˇtsˇina programu˚ a skript˚u potrˇebny´ch pro
naucˇen´ı se nacha´z´ı v adresa´rˇi bin korˇenove´ho adresa´rˇe, a pokud nebude uvedeno jinak,
tak se vesˇkere´ cesty budou vztahovat pra´veˇ k tomuto adresa´rˇi. Vlastn´ı tre´nova´n´ı prob´ıha´
pomoc´ı programu SNet, ktery´ byl popsa´n v sekci o toolkitu STK. V na´sleduj´ıc´ıch podsekc´ıch
bude popsa´na konfigurace nutna´ pro spusˇteˇn´ı tre´nova´n´ı i porˇad´ı skript˚u a co se stane, nezˇ
dojde ke spusˇteˇn´ı tre´nova´n´ı pomoc´ı programu SNet.
4.2.1 Konfigurace tre´nova´n´ı
Konfigurace se sesta´va´ z u´pravy dvou soubor˚u. Jedn´ım z teˇchto soubor˚u je Local_sets.pm,
ktery´ obsahuje obecneˇ pouzˇ´ıvane´ funkce v pouzˇity´ch skriptech a take´ nastaven´ı cest k pouzˇity´m
programu˚m. Pro spra´vnou funkcˇnost skript˚u je tedy trˇeba nastavit spra´vneˇ alesponˇ cˇtyrˇi
z adresa´rˇ˚u na zacˇa´tku souboru. Promeˇnne´ teˇchto adresa´rˇ˚u se nazy´vaj´ı $tmp_local, kde
je ulozˇena cesta k adresa´rˇi, do ktere´ho budeme ukla´dat pomocna´ data, $HTK_path, cozˇ je
cesta k programu˚m ze sady HTK, da´le v promeˇnne´ $PU_path je uvedena cesta k adresa´rˇi, ve
ktere´m jsou obsazˇeny na´stroje z QuickNet a posledn´ı promeˇnnou, kterou je nutne´ spra´vneˇ
nastavit je $SNET_dir, ktere´ obsahuje cestu k pouzˇ´ıvany´m skript˚um pro tre´nova´n´ı a je ji
tedy nutne´ nastavit na aktua´ln´ı adresa´rˇ, cozˇ je v nasˇem prˇ´ıpadeˇ adresa´rˇ bin v adresa´rˇi
projektu.
Druhy´m souborem, ktery´ je potrˇeba upravit pro tre´novan´ı je soubor s konfigurac´ı pro
rozpozna´va´n´ı jazyka, a v prˇ´ıpadeˇ cˇestiny ma´ tento soubor na´zev auto_train/train_cz.conf.
Tento konfiguracˇn´ı soubor je perlovsky´m skriptem a meˇl by tedy dodrzˇovat jeho syntaxi.
Polozˇky z tohoto konfiguracˇn´ıho souboru, ktere´ by meˇly by´t spra´vneˇ nastaveny jsou tyto:
 $lang uda´va´ zpracova´vany´ jazyk, dopln´ı se do ostatn´ıch promeˇnny´ch tak, aby vznikly
cesty, ktere´ se vztahuj´ı ke spra´vne´mu jazyku
 $OUT_DIR je vy´stupn´ı adresa´rˇ, ve ktere´m se bude nacha´zet naucˇena´ s´ıt’ rozpozna´vacˇe
 $file je na´zev souboru, ve ktere´m se bude naucˇena´ s´ıt’ nacha´zet (bude mı´t nav´ıc
prˇ´ıponu .Weights)
 $list uda´va´ soubor, ve ktere´m je seznam fea soubor˚u urcˇeny´ch pro ucˇen´ı s´ıteˇ
 $mlf obsahuje mlf soubor k dane´mu jazyku
 $phn_set je cesta k souboru s fone´my dane´ho jazyka
 $sge_opt jsou parametry pro qsub, v nasˇem prˇ´ıpadeˇ seznam povoleny´ch pocˇ´ıtacˇ˚u, na
ktery´ch se mu˚zˇe ucˇit
 $trainsent uda´va´ pocˇet soubor˚u ze seznamu, ktere´ pouzˇijeme pro tre´nova´n´ı s´ıt´ı
 $cvsent uda´va´ pocˇet soubor˚u, ktere´ jsou pouzˇity pro crosvalidaci, obvykle okolo 10%
 $transform_Merg uda´va´ transformacˇn´ı funkci na vstupu neuronove´ s´ıteˇ, v nasˇem
prˇ´ıpadeˇ je to 240 neuron˚u na vstup˚u da´le dveˇ skryte´ vrstvy po 800 neuronech a pocˇet
vy´stupn´ıch odpov´ıda´ pocˇtu fone´mu˚ dane´ho jazyka
 $mlp_arch_Merg uda´va´ pocˇty neuron˚u v jednotlivy´ch vrstva´ch neuronove´ s´ıteˇ
Abychom mohli tre´nova´n´ı jednodusˇe spustit na v´ıce pocˇ´ıtacˇ´ıch najednou, je nutno
jesˇteˇ vytvorˇit jednoduchy´ skript, ktery´ na´sledneˇ spust´ı tre´nova´n´ı. Prˇ´ıkladem takove´ho
skriptu je naprˇ´ıklad auto_train/train_cz.sh, jehozˇ cela´ funkcˇnost spocˇ´ıva´ ve spusˇteˇn´ı
perlovske´ho skriptu SplitContext_v2_train.pl a prˇeda´n´ı parametr˚u s konfiguracˇn´ım sou-
borem train_cz.conf a pocˇtu klient˚u, na ktery´ch budeme nara´z tre´novat.
4.2.2 Spusˇteˇn´ı tre´nova´n´ı
V prˇ´ıpadeˇ, zˇe jizˇ ma´me nastavene´ vesˇkere´ potrˇebne´ konfiguracˇn´ı soubory, mu˚zˇeme odeslat
pozˇadavek na tre´nova´n´ı na SGE. Toto provedeme prˇ´ıkazem auto_train/sub_train.sh,
ktere´mu jako parametr prˇeda´me na´zev tre´novane´ho jazyka. Tento skript je velmi jedno-
duchy´, jeho obsah vypada´ takto
#!/bin/sh
qsub -q all.q@@blade,all.q@svatava,all.q@ulrika -l long_job_08=5\
/net/matylda2/projekty/PhnRec/bin/auto_train/train_$1.sh
Jak je ze skriptu videˇt, pro odesla´n´ı se pouzˇije prˇ´ıkaz qsub, s parametry na omezen´ı
tre´novac´ıch pocˇ´ıtacˇ˚u na skupinu blad˚u a da´le servery svatava a ulrika, da´le zˇe tre´nova´n´ı cel-
kem potrˇebuje peˇt volny´ch slot˚u pro u´lohy trvaj´ıc´ı de´le nezˇ osm hodin a posledn´ım paramet-
rem je drˇ´ıve vytvorˇeny´ skript, ktery´ na´sledneˇ spust´ı dalˇs´ı skript SplitContext_v2_train.pl.
4.2.3 Postup tre´nova´n´ı
Po spusˇteˇn´ı skriptu SplitContext_v2_train.pl, tento skript zkontroluje parametry pro
tre´nova´n´ı a vytvorˇ´ı vy´stupn´ı adresa´rˇe pro naucˇenou s´ıt’. Na´sledneˇ pomoc´ı skriptu SNN_norm,
ktery´ je v adresa´rˇi udane´m promeˇnnou $SNET_dir provede normalizaci vstupn´ıch soubor˚u.
Po dokoncˇen´ı te´to normalizace se pomoc´ı skriptu SNN2_initNN vytvorˇ´ı vy´choz´ı neuronova´
s´ıt’ rozpozna´vacˇe. Nyn´ı kdyzˇ je jizˇ vsˇe prˇipraveno, tak se spust´ı dalˇs´ı skript, tentokra´t
SNN2_train_all, ktery´ se postara´ o rozesla´n´ı cˇa´st´ı dat na jednotlive´ pocˇ´ıtacˇe na ktery´ch
se bude tre´novat.
Tento skript oveˇrˇ´ı dalˇs´ı parametry prˇedane´ v konfiguracˇn´ım souboru a na´sledneˇ ze se-
znamu vstupn´ıch soubor˚u vytvorˇ´ı tre´novac´ı a krosvalidacˇn´ı seznam. Tyto velikost teˇchto
seznamu˚ je zvolena v konfiguracˇn´ım souboru popsane´m v sekci o konfiguraci tre´nova´n´ı.
Da´le jsou tyto vytvorˇene´ seznamy rozdeˇleny na takovy´ pocˇet d´ıl˚u, na kolika pocˇ´ıtacˇ´ıch se
bude tre´nova´n´ı prova´deˇt. Na´sledneˇ se jesˇteˇ podle teˇchto noveˇ vytvorˇeny´ch soubor˚u vytvorˇ´ı
pro kazˇde´ho tre´novac´ıho klienta na mı´ru take´ mlf soubory, ktere´ obsahuj´ı pouze soubory
obsazˇene´ v prˇ´ıslusˇne´ cˇa´sti seznamu.
Po vytvorˇen´ı seznamu˚ se za pomoci programu qsub spust´ı tre´novac´ı klienti, jejichzˇ ko´d
se nacha´z´ı ve skriptu SNN2_train_client. Po spusˇteˇn´ı teˇchto klient˚u, se take´ jesˇteˇ spust´ı
server programu SNet, ktery´ bude obstara´vat spusˇteˇne´ klienty.
Klienti si z d˚uvod˚u, aby prˇi tre´nova´n´ı neprˇeteˇzˇovali s´ıt’, zkop´ıruj´ı potrˇebne´ soubory pro
tre´nova´n´ı do loka´ln´ıho odkla´dac´ıho adresa´rˇe a spust´ı se klientske´ cˇa´sti programu SNet pro
tre´nova´n´ı s´ıt´ı. Po natre´nova´n´ı se pomoc´ı krosvalidacˇn´ı sady zjist´ı, zda nedosˇlo k prˇetre´nova´n´ı
s´ıt´ı, vy´sledky se odesˇlou serveru a zacˇne se tre´novat nova´ iterace. Toto se opakuje dokud se
s´ıteˇ vy´razneˇ nezlepsˇuj´ı ve vy´sledc´ıch ucˇen´ı.
4.3 Zjiˇsteˇn´ı u´speˇsˇnosti fone´move´ho rozpozna´vacˇe
Po u´speˇsˇne´m natre´nova´n´ı fone´move´ho rozpozna´vacˇe na´s zaj´ıma´, jak si tento rozpozna´vacˇ
vede na datech, ktera´ jesˇteˇ nikdy prˇedt´ım nespatrˇil. Z tohoto d˚uvodu se budeme snazˇit
pomoc´ı jizˇ natre´novany´ch s´ıt´ı rozpoznat data z testovac´ıch seznamu˚, a na´sledneˇ z toho, co
se na´m rozpoznalo za fone´my a co se meˇlo rozpoznat, zjist´ıme u´speˇsˇnost rozpozna´va´n´ı a
take´ naprˇ´ıklad i jake´ fone´my se mezi sebou cˇasto pletou a tud´ızˇ nemus´ı mı´t moc velkou
u´speˇsˇnost.
Skript, pomoc´ı ktere´ho spust´ıme cely´ postup rozpozna´va´n´ı se nacha´z´ı v korˇenove´m ad-
resa´rˇi pod jme´nem dekoduj.sh. Proces rozpozna´va´n´ı je rozdeˇleny´ na neˇkolik cˇa´st´ı, mezi
ty hlavn´ı cˇa´sti samozrˇejmeˇ patrˇ´ı prˇ´ıprava dat na rozpozna´va´n´ı a vlastn´ı rozpozna´va´n´ı a
vy´pocˇet u´speˇsˇnosti. Kroky ktere´ prova´d´ı rozpozna´vac´ı skript budou podrobneˇ popsa´ny
v na´sleduj´ıc´ıch podsekc´ıch.
4.3.1 Prˇ´ıprava na rozpozna´va´n´ı
Vesˇkera´ prˇ´ıprava se sesta´va´ z vytvorˇen´ı lop soubor˚u z fea soubor˚u pomoc´ı na´stroje SFeaCat
a take´ z vytvorˇen´ı rozpozna´vac´ı s´ıteˇ a definice HMM.
Vytvorˇen´ı lop soubor˚u
Abychom mohli spustit program SFeaCat, potrˇebujeme nejprve upravit soubor s va´hami
naucˇene´ s´ıteˇ. Tento soubor se v prˇ´ıpadeˇ cˇesˇtiny nacha´z´ı v adresa´rˇi data/out_cz/Weights/
a nazy´va´ se train_cz.weights. U tohoto souboru budeme upravovat jeho konec, kdy
zameˇn´ıme neˇkolik jeho rˇa´dk˚u, ktere´ vypadaj´ı prˇiblizˇneˇ takto
~j 'NNetXformInstance'
<Input>
<VecSize> 240
<NumLayers> 2
<Layer> 1
~x 'tr_Tcontext31_Ham_15dct16_allBand'
<Layer> 2
~x 'normalization'
<VecSize> 45
~x 'NNetXform'
za tyto na´sleduj´ıc´ı rˇa´dky.
~o <InputXform>
<VecSize> 45
<NumLayers> 4
<Layer> 1
~x 'tr_Tcontext31_Ham_15dct16_allBand'
<Layer> 2
~x 'normalization'
<Layer> 3
~x 'NNetXform'
<Layer> 4
<Log> 45
T´ımto uda´me SFeaCatu, jak ma´ vypadat vy´sledny´ lop soubor, naprˇ´ıklad zˇe hodnoty ve
vy´stupn´ım souboru maj´ı by´t logaritmicke´. V polozˇka´ch VecSize a Log se uda´va´ pocˇet
fone´mu˚ dane´ho jazyka. Je vhodne´ zachovat p˚uvodn´ı soubor a proto tento upraveny´ soubor
ulozˇ´ıme pod jiny´m jme´nem, v nasˇem prˇ´ıpadeˇ train_cz.vahy a je ve ulozˇen stejne´m adresa´rˇi
jako p˚uvodn´ı soubor.
Na´sledneˇ je take´ vhodne´ rozdeˇlit seznam tre´novac´ıch fea soubor˚u na v´ıce cˇa´st´ı, protozˇe
prˇevod na lop soubory je vcelku vy´pocˇetneˇ na´rocˇny´ a proto ho spust´ıme na v´ıce pocˇ´ıtacˇ´ıch
najednou. Rozdeˇlen´ı provedeme s pomoc´ı jednoduche´ho skriptu v perlu train/split_file.pl,
ktery´ jako parametry ocˇeka´va´ na´zev rozdeˇlovane´ho souboru a pocˇet cˇa´st´ı, na kolik chceme
tento soubor rozdeˇlit. Tento skript na´sledneˇ spocˇ´ıta´ pocˇet rˇa´dk˚u v zadane´m souboru a
na´sledneˇ vytvorˇ´ı vy´stupn´ı soubory, ktere´ maj´ı stejne´ jme´no jako vstupn´ı soubor na´sledovane´
prˇ´ıponou _cˇı´slo, kde cˇ´ıslo uda´va´ cˇa´st tohoto souboru. Kazˇdy´ vy´stupn´ı soubor je naplneˇn
stejny´m mnozˇstv´ım dat, jedinou vyj´ımkou mu˚zˇe by´t posledn´ı soubor, ktery´ nav´ıc mu˚zˇe
obsahovat i neˇkolik soubor˚u, ktere´ zbyly pokud nebyl pocˇet rˇa´dk˚u ve vstupn´ım souboru
beze zbytku deˇlitelny´ pocˇtem vytva´rˇeny´ch soubor˚u.
Pote´ co jizˇ ma´me upraveny´ soubor s va´hami i rozdeˇleny´ seznam soubor˚u, mu˚zˇeme
spustit SFeaCat. Abychom ho mohli spustit distribuovaneˇ v prostrˇed´ı SGE, vytvorˇ´ıme si
jednoduchy´ skript, ktery´ vypada´ prˇiblizˇneˇ na´sledovneˇ:
#!/bin/sh
LNG=cz
mkdir $work_dir/feacat$SGE_TASK_ID
/net/matylda2/projekty/PhnRec/bin/SFeaCat\
-S $rec_tmp_dir/test_fea_$LNG.list_$SGE_TASK_ID\
-H $rec_tmp_dir/out_$LNG/Weights/train_$LNG.vahy\
-l $work_dir/feacat$SGE_TASK_ID -y lop --startfrmext=15 --endfrmext=15
touch $rec_tmp_dir/run_feacat_cz_${SGE_TASK_ID}_done
Nen´ı to prˇesna´ podoba vy´sledne´ho skriptu, hodnoty $work_dir a $rec_tmp_dir jsou totizˇ
prˇi vytva´rˇen´ı skriptu nahrazeny cely´mi cestami. Ostatn´ı promeˇnne´ shellu, v nasˇem prˇ´ıpadeˇ
$SGE_TASK_ID, ktera´ uda´va´ identifikacˇn´ı cˇ´ıslo u´lohy a podle ktere´ vybereme i spra´vny´
seznam soubor˚u, tak i na´mi nastavena´ $LNG jsou zameˇneˇny za spra´vne´ hodnoty azˇ prˇi beˇhu
skriptu.
Ze skriptu lze vycˇ´ıst, zˇe nejdrˇ´ıve vytvorˇ´ıme adresa´rˇ, kam budeme ukla´dat vy´stupn´ı lop
soubory a na´sledneˇ spust´ıme program SFeaCat s parametry, ktere´ uda´vaj´ı seznam zpra-
cova´vany´ch soubor˚u, upraveny´ soubor s va´hami, podle ktere´ho se bude prˇeva´deˇt, da´le
vy´stupn´ı adresa´rˇ a prˇ´ıponu vy´stupn´ıch soubor˚u. Posledn´ı dva parametry prˇida´vaj´ı kon-
text na zacˇa´tek a konec veˇty tak, aby se mohly rozpoznat i fone´my na okraji. Tyto hodnoty
by meˇly by´t stejne´ jako nastaven´ı prˇi tre´nova´n´ı s´ıt´ı.
Posledn´ı rˇa´dek skriptu ma´ za u´kol vytvorˇit soubor, podle ktere´ho jde jednodusˇe poznat,
zˇe prˇevod skoncˇil. Toto je nutne´ z toho d˚uvodu, zˇe se jednotlive´ kroky rozpozna´va´n´ı mus´ı
prova´deˇt po sobeˇ, protozˇe data z te´to fa´ze budou vyuzˇita v dalˇs´ıch kroc´ıch a pokud by se
jesˇteˇ nestihla vytvorˇit, tak by byl vy´sledek chybny´. Rozpozna´vac´ı skript tedy cˇeka´, azˇ se
v tomto prˇ´ıpadeˇ objev´ı soubory ze vsˇech spusˇteˇny´ch tre´novac´ıch skript˚u a azˇ pote´ pokracˇuje
da´le.
Prˇed cˇeka´n´ım na ukoncˇen´ı prˇevodu mus´ıme ale nejprve tyto skripty odeslat do SGE,
cozˇ provedeme prˇ´ıkazem
qsub -t 1:5 -q all.q@@blade,all.q@svatava,all.q@ulrika\
-l long_job_03=5 run_feacat_cz.sh
, jehozˇ parametry uda´vaj´ı, zˇe se ma´ spustit celkem peˇt instanc´ı na dany´ch pocˇ´ıtacˇ´ıch,
a budou spusˇteˇny azˇ bude volny´ch alesponˇ peˇt slot˚u pro u´lohy trvaj´ıc´ı okolo trˇ´ı hodin.
Posledn´ım parametrem je samozrˇejmeˇ na´zev nasˇeho vytvorˇene´ho skriptu, ktery´ chceme
spustit.
Po dokoncˇen´ı prˇevodu jesˇteˇ mus´ıme vytvorˇit seznam noveˇ vytvorˇeny´ch lop soubor˚u,
v prˇ´ıpadeˇ cˇesˇtiny tento seznam pojmenujeme cz_lop.list. Jeho vytvorˇen´ı nejsna´ze pro-
vedeme s pomoc´ı prˇ´ıkazu ls -R, ktery´ vyp´ıˇse obsah dane´ho adresa´rˇe cˇi dany´ch adresa´rˇ˚u,
na´sledovane´ho cestou k feacat adresa´rˇ˚um. Bohuzˇel toto ale nevytvorˇ´ı seznam s cestami jak
potrˇebujeme pro rozpozna´vacˇ, proto jesˇteˇ vy´stup z prˇ´ıkazu ls uprav´ıme maly´m skriptem
v perlu, ktery´ k jednotlivy´m soubor˚um doda´ spra´vne´ cesty.
Vytvorˇen´ı HMM definic a fone´move´ smycˇky
Prˇed spusˇteˇn´ım rozpozna´vacˇe jesˇteˇ mus´ıme vytvorˇit dva dalˇs´ı soubory. Teˇmito soubory jsou
soubor HMM definic, ve ktere´m jsou definova´ny fone´my a jednotlive´ stavy a prˇechody prˇi
jejich rozpozna´va´n´ı a fone´movou smycˇku, ve ktere´ jsou definova´ny mozˇne´ prˇechody mezi
jednotlivy´mi fone´my.
K vytvorˇen´ı souboru HMM definic potrˇebujeme pouze seznam fone´m, ktery´ ma´me jizˇ
vytvorˇen v adresa´rˇi se vstupn´ımi daty, stacˇ´ı tedy zavolat skript pro vytvorˇen´ı teˇchto definic,
ktery´ se nacha´z´ı v adresa´rˇi decode/NETS. Spusˇteˇn´ı tohoto skriptu i s parametry vypada´
na´sledovneˇ
decode/NETS/create_CI_hmmmodel_for_NNposteriors.pl train/cz/cz_phonemes\
cz_phonemes_CI_1st.hmmdefs 1 NULL
Prvn´ım parametrem je soubor se seznam fone´mu˚ dane´ho jazyka, druhy´m parametrem je
jme´no vy´stupn´ıho souboru ve ktere´m chceme mı´t ulozˇeny vy´sledne´ definice, dalˇs´ım parame-
trem je pocˇet stav˚u, ktere´ ma´ model pro jeden fone´m a posledn´ım parametrem je prˇ´ıpadny´
na´zev souboru se statistikami (v nasˇem prˇ´ıpadeˇ o neˇj nema´me za´jem, proto je parametr
NULL).
Dalˇs´ım souborem, ktery´ potrˇebujeme vytvorˇit je fone´mova´ smycˇka, ktera´ urcˇuje sled
fone´m, ktery´ mu˚zˇe by´t na vy´stupu rozpozna´n. Postup pro vytvorˇen´ı te´to smycˇky je ob-
dobny´ jako v prˇ´ıpadeˇ HMM definic, pro jeho vytvorˇen´ı je potrˇeba take´ fone´mova´ sada
pozˇadovane´ho jazyka a take´ sˇablona, podle ktere´ se tato smycˇka vytvorˇ´ı. Spusˇteˇn´ı tohoto
skriptu mu˚zˇe vypadat takto
decode/NETS/make_net_phnrec.sh train/cz/cz_phonemes cz_lang.net\
decode/NETS/phn_rec_net_prototype.net decode/NETS/tmp/
Prvn´ım parametrem tohoto skriptu je opeˇt seznam fone´mu˚ dane´ho jazyka, druhy´m je takte´zˇ
jme´no vy´stupn´ıho soubor se s´ıt´ı. Trˇet´ı parametr je jizˇ odliˇsny´ a v tomto prˇ´ıpadeˇ je to
sˇablona, podle ktere´ bude vy´sledna´ s´ıt vytvorˇena. Posledn´ım parametrem je odkla´dac´ı ad-
resa´rˇ, ve ktere´m budou ulozˇeny pomocne´ soubory, ktere´ jsou nutne´ prˇi vytva´rˇen´ı s´ıteˇ.
4.3.2 Rozpozna´va´n´ı a vy´pocˇet u´speˇsˇnosti
Nyn´ı kdyzˇ jsou prˇipraveny vsˇechny potrˇebne´ soubory mu˚zˇeme jizˇ prove´st proces rozpozna´va´n´ı
a na´sledne´ho vytvorˇen´ı konfusn´ı matice, ze ktere´ mu˚zˇeme vycˇ´ıst u´speˇsˇnost jednolivy´ch
fone´mu˚ i celkovou u´speˇsˇnost rozpozna´va´n´ı. Rozpozna´va´n´ı z prˇipraveny´ch lop soubor˚u vy-
tvorˇ´ı mlf soubor, kde sled i cˇasy rozpoznany´ch fone´mu˚ z testovac´ıch soubor˚u by v idea´ln´ım
prˇ´ıpadeˇ meˇly by´t schodne´ jako v p˚uvodn´ım mlf souboru. Rozpozna´va´n´ı se prova´d´ı pomoc´ı
na´stroje SVite z STK toolkitu. Prˇ´ıklad vyvola´n´ı tohoto programu i s parametry je zde
SVite -A -D -T 1 -P HTK \
--model-penalty=-3.0 --word-penalty=0.0 \
--outp-scale=1.0 --lm-scale=1.0 \
--recog-net=cz_lang.net -H cz_phonemes_CI_1st.hmmdefs \
-S cz_lop.list -i output.mlf
Parametry A, D a T slouzˇ´ı prˇeva´zˇneˇ k nastaven´ı vy´pisu r˚uzny´ch informaci vhodny´ch pro
ladeˇn´ı a proto se jimi nebudeme da´le zaby´vat. Parametr P uda´va´ forma´t, v jake´m chceme
mı´t vy´stupn´ı vy´stupn´ı mlf soubor, v nasˇem prˇ´ıpadeˇ tedy ve forma´tu pouzˇ´ıvane´m v HTK.
Dalˇs´ım parametrem je model-penalty, a vhodnou u´pravou tohoto parametru mu˚zˇeme doc´ılit
lepsˇ´ıho rozpozna´va´n´ı a veˇtsˇ´ı celkove´ u´speˇsˇnosti. Je dobre´ spustit proceduru rozpozna´va´n´ı
a vy´pocˇtu u´speˇsˇnosti neˇkolikra´t s rozd´ılny´m parametrem model-penalty pro z´ıska´n´ı co nej-
lepsˇ´ıch vy´sledk˚u. Da´le je parametr word-penalty uda´va´ penalizaci prˇi vlozˇen´ı nove´ho slova
a nen´ı prˇi rozpozna´va´n´ı fone´mu˚ pouzˇ´ıva´n, proto je nastaven na nulu. Dalˇs´ımi parame-
try je nastaven´ı meˇrˇ´ıtek na neutra´ln´ı hodnoty tak, aby neovlivnˇovali proces rozpozna´va´n´ı.
Da´le prˇeda´va´me drˇ´ıve vytvorˇene´ soubory s fone´movy´mi smycˇkami a HMM definicemi. Po-
sledn´ımi dveˇma parametry je seznam lop soubor˚u, ze ktery´ch budeme rozpozna´vat fone´my a
samozrˇejmeˇ take´ vy´stupn´ı soubor, do ktere´ho nakonec budou ulozˇeny vy´sledne´ rozpoznane´
fone´my.
Vytvorˇen´ı konfusn´ı matice
Po proveden´ı rozpozna´n´ı fone´mu˚ z lop soubor˚u potrˇebujeme porovnat vytvorˇeny´ mlf soubor
s origina´ln´ım mlf souborem, a vy´sledkem tohoto porovna´n´ı bude konfusn´ı matice. Tuto
matici vytvorˇ´ıme za pomoc´ı jizˇ prˇipravene´ho skriptu v perlu PhnRec_Scoring_univ.pl,
ktery´ se nacha´z´ı v adresa´rˇi decode/MASTER_SCRIPTS. Tento skript jako parametry bere
origina´ln´ı mlf soubor, da´le pak rozpoznany´ mlf soubor, vy´stupn´ı soubor s konfusn´ı matic´ı
a nakonec i soubor s fone´my dane´ho jazyka. Pro vlastn´ı vygenerova´n´ı konfusn´ı matice se
z tohoto skriptu vola´ program HResults, ktery´ je soucˇa´st´ı HTK. Zavola´n´ım tohoto skriptu
s popsany´mi parametry se vytvorˇila konfusn´ı matice, ktera´ je vy´sledkem cele´ho tre´nova´n´ı.
4.4 U´pravy nutne´ pro tre´nova´n´ı v´ıcejazykove´ho rozpozna´vacˇe
Tre´nova´n´ı v´ıcejazykove´ho rozpozna´vacˇe se liˇs´ı v neˇkolika kroc´ıch od tre´nova´n´ı rozpozna´vacˇ˚u
pro norma´ln´ı jazyky. Postup tre´nova´n´ı se liˇs´ı jizˇ hned na zacˇa´tku, kdy je v jazykove´m
adresa´rˇi, naprˇ´ıklad se jme´nem all1, potrˇeba mı´t mlf i scp soubory vsˇech jazyk˚u. Da´le jsou
take´ potrˇeba soubory pro mapova´n´ı fone´m z p˚uvodn´ıch jazyk˚u na spolecˇnou fone´movou
sadu. Tyto soubory se nazy´vaj´ı conv_phns.lang.cnv, kde lang je nahrazeno ko´dem jazyka.
Forma´t teˇchto soubor˚u je pomeˇrneˇ jednoduchy´, na kazˇde´m rˇa´dku je dvojice fone´mu˚ a to
tak, zˇe v prvn´ım sloupci je fone´m z fone´move´ sady p˚uvodn´ıho jazyka a ve druhe´m sloupci
je fone´m, na ktery´ se ten p˚uvodn´ı ma´ ve spolecˇne´ sadeˇ zmeˇnit.
4.4.1 U´pravy ve fa´zi prˇ´ıprav
Pokud ma´me vsˇechny potrˇebne´ soubory, mus´ıme spojit soubory z jednotlivy´ch sad tak,
abychom na prvn´ı pohled meˇli stejne´ soubory jako u jednotlivy´ch jazyk˚u. Teˇmito soubory
by meˇli by´t sz_phn_align.all1.mlf, test_raw.all1.scp a train_raw.all1.scp. Prvn´ı
z teˇchto soubor˚u vytvorˇ´ıme za pomoci skriptu concat_mlf.pl v adresa´rˇi train, ktery´ pro-
jde mlf soubory jednotlivy´ch jazyk˚u, podle sˇablony zadane´ v tomto skriptu uprav´ı cesty
k soubor˚um tak, aby byl kazˇdy´ soubor jednoznacˇneˇ urcˇen a nakonec jesˇteˇ podle soubor˚u
s mapova´n´ım fone´mu˚ dane´ fone´my zameˇn´ı. Vy´sledkem tohoto skriptu je jeden velky´ mlf
soubor vznikly´ spojen´ım mlf soubor˚u jednotlivy´ch jazyk˚u a prˇizp˚usobeny´ tak, aby bylo prˇi
tre´nova´n´ı co nejme´neˇ proble´mu˚ vznikly´ch spojen´ım jazykovy´ch sad.
Druhy´ prˇ´ıpad spojen´ı scp soubor˚u vypada´ velmi jednodusˇe, na prvn´ı pohled stacˇ´ı
naprˇ´ıklad vypsat vsˇechny jazykove´ soubory pomoc´ı prˇ´ıkazu cat a vy´sledek zapsat do nove´ho
souboru. Toto rˇesˇen´ı by take´ fungovalo, ale prˇi tre´nova´n´ı s´ıt´ı by se tyto s´ıteˇ pravdeˇpodobneˇ
postupneˇ natre´novali na kazˇdy´ jazyk zvla´sˇt’ a konecˇny´m vy´sledkem by pravdeˇpodobneˇ
byla s´ıt’ natre´novana´ na posledn´ı ze spojeny´ch jazyk˚u. Tomuto se snazˇ´ıme zabra´nit t´ım,
zˇe vy´sledny´ seznam soubor˚u na´hodneˇ promı´cha´me a tak z´ıska´me seznam, ve ktere´m se
za sebou na´hodneˇ vyskytuj´ı soubory r˚uzny´ch jazyk˚u a tak nebude mı´t rozpozna´vacˇ sˇanci
naucˇit se pouze jeden jazyk a ostatn´ı ignorovat. Pro spojen´ı teˇchto byl vytvorˇen skript,
ktery´ postupneˇ nacˇte seznam soubor˚u z jednotlivy´ch jazyk˚u do jednoho velke´ho pole, da´le
toto pole promı´cha´ a vy´sledek vyp´ıˇse na standardn´ı vy´stup, takzˇe ho pomoc´ı prˇesmeˇrova´n´ı
mu˚zˇeme ulozˇit do libovolne´ho vy´stupn´ıho souboru.
Vesˇkere´ tyto u´pravy jsou implementova´ny ve skriptu priprav-all.sh, ktery´ vycha´z´ı
s p˚uvodn´ıho skriptu pro tre´nova´n´ı jednotlivy´ch jazyk˚u. Pro jeho spra´vny´ beˇh tedy stacˇ´ı
pozˇadovane´ soubory, ktere´ byly popsa´ny v u´vodu sekce a da´le pak uzˇ jen zby´va´ spustit
tento skript s parametrem jazyka, ktery´ chceme prˇipravit (v nasˇem prˇ´ıkladeˇ je to all1).
4.4.2 U´pravy ve fa´zi tre´nova´n´ı
V te´to fa´zi se vyskytl pouze jediny´ proble´m, a ten se skry´val v kop´ırova´n´ı fea soubor˚u ve
skriptech SNN2_train_all a SNN2_train_client. Tento proble´m se ty´kal toho, zˇe nebyly
vytvorˇeny adresa´rˇe pro jednotlive´ jazyky, a proto prˇi kop´ırova´n´ı soubor˚u do odkla´dac´ıho
adresa´rˇe dosˇlo k chybeˇ. Oprava tohoto proble´mu je jednoducha´, byla lehce pozmeˇneˇna
funkce copy_files v dany´ch skriptech. U´prava spocˇ´ıva´ ve vytvorˇen´ı adresa´rˇ˚u prˇed vlasn´ım
kop´ırova´n´ı a vy´sledna´ cˇa´st ko´du i s u´pravou oznacˇenou zname´nkem + na zacˇa´tku rˇa´dku
vypada´ na´sledovneˇ
for ($i=0; $i<$size; $i++) {
+ $out_list->[$i] =~ m#(.*/)[^/]*$#;
+ my $dir = $1;
+ print 'DIRECTORY: $dir\n';
+ system 'mkdir -p $dir';
$comm = 'cp $in_list->[$i] $out_list->[$i]';
$comm =~ s/\n//g;
system '$comm';
}
Jine´ u´pravy nebylo nutne´ prove´st, cely´ proces tre´nova´n´ı jde stejneˇ jako v prˇ´ıpadeˇ tre´nova´n´ı
jednoho jazyka prove´st klasicky´m tre´novac´ım skriptem sub_train.sh v korˇenove´m adresa´rˇi.
Jako parametr opeˇt bere na´zev zpracova´vane´ho jazyka, v nasˇem prˇ´ıpadeˇ by to bylo all1.
4.4.3 U´pravy prˇi rozpozna´va´n´ı
Prˇi rozpozna´va´n´ı je opeˇt neˇkolik zmeˇn, neˇktere´ vycha´zej´ı naprˇ´ıklad z chova´n´ı na´stroje
SFeaCat, ktery´ nedodrzˇuje adresa´rˇovou strukturu v jake´ byly vstupn´ı soubory a vsˇechna
vy´stupn´ı data ukla´da´ do jedine´ho adresa´rˇe, cozˇ na´m vad´ı obzvla´sˇteˇ v prˇ´ıpadeˇ, pokud
v r˚uzny´ch jazyc´ıch jsou soubory se stejny´mi jme´ny. Dalˇs´ım proble´mem, ktery´ vycha´z´ı
z prˇedchoz´ıho je, zˇe nastal proble´m prˇi porovna´va´n´ı vytvorˇene´ho a p˚uvodn´ıho mlf sou-
boru, kdy ve vytvorˇene´m byly jine´ cesty k soubor˚um, nezˇ v p˚uvodn´ım, ktery´ v prˇ´ıpadeˇ
spojeny´ch sad v cesta´ch obsahoval celou strukturu SpeechDat databa´ze.
Prvn´ı prˇ´ıpad byl vyrˇesˇen tak, zˇe se SFeaCat spustil zvla´sˇt’ s nepomı´chany´mi seznamy
kazˇde´ho jazyka a take´ meˇl kazˇdy´ jazyk jiny´ vy´stupn´ı adresa´rˇ, takzˇe nemohl nastat popi-
sovany´ proble´m, kdy by se vyskytli v jednom adresa´rˇi dva soubory stejne´ho jme´na (prvn´ı
prˇevedeny´ by byl prˇepsa´n t´ım druhy´m). Seznam fea soubor˚u se tedy nevytva´rˇ´ı pouhy´m
rozdeˇleny´m p˚uvodn´ıho souboru na neˇkolik stejny´ch cˇa´st´ı, ale vyfiltrova´n´ım soubor˚u kazˇde´ho
jazyka zvla´sˇt’. Dobry´m na´strojem, ktery´m z´ıskat pouze pozˇadovane´ rˇa´dky ze seznamu je
prˇ´ıkaz grep, ktery´ vyp´ıˇse pouze rˇa´dky splnˇuj´ıc´ı zadane´ krite´rium, cozˇ v nasˇem prˇ´ıpadeˇ je
na´zev jazyka. Vyfiltrova´n´ım jednotlivy´ch jazyk˚u, by v nasˇem prˇ´ıpadeˇ meˇlo vzniknout peˇt
soubor˚u se seznamy fea soubor˚u, ktere´ na´sledneˇ pouzˇijeme stejny´m zp˚usobem jako u roz-
pozna´va´n´ı fone´mu˚ jednoho jazyka, ke spusˇteˇn´ı distribuovane´ho rozpozna´va´n´ı SFeaCat na
stroj´ıch v SGE.
Druhy´m proble´mem, na ktery´ bylo narazˇeno prˇi rozpozna´va´n´ı byly jine´ cesty v mlf
souborech. Tento proble´m se vyrˇesˇil vytvorˇen´ım kopie p˚uvodn´ıho mlf souboru, ve ktere´ se
tyto cesty upravili na spra´vne´ odpov´ıdaj´ıc´ı cesty, ve ktery´ch se aktua´lneˇ nacha´zeli prˇevedene´
lop soubory. Tento postup je implementova´n ve skriptu make_ref_mlf.pl, ktery´ postupneˇ
cˇte p˚uvodn´ı mlf soubor a pokud naraz´ı na rˇa´dek, ve ktere´m je obsazˇena cesta k souboru,
uprav´ı tuto cestu podle dane´ho jazyka tak, aby cesta odpov´ıdala aktua´ln´ımu umı´steˇn´ı lop
souboru. Na´sledneˇ jsou upravene´ i neupravovane´ rˇa´dky vypsa´ny na standardn´ı vy´stup, ktery´
je prˇi vola´n´ı tohoto skriptu vhodne´ prˇesmeˇrovat do souboru. Prˇi vola´n´ı programu SResults,
ktery´ generuje konfusn´ı matici se mı´sto p˚uvodn´ıho souboru pouzˇije tento noveˇ vytvorˇeny´,
a vygenerova´n´ı konfusn´ı matice probeˇhne jizˇ bez veˇtsˇ´ıch proble´mu˚.
4.5 Pouzˇite´ parametry
Jako vstupn´ı data jsou pouzˇita raw zvukova´ data bez hlavicˇky. Prˇi parametrizaci soubor˚u
prova´d´ıme orˇeza´n´ı teˇchto dat na frekvence od 64Hz do 4kHz. Da´le je pouzˇito Hammingovo
okno dlouhe´ 25ms, se vzda´lenost´ı jednotlivy´ch ra´mc˚u 10ms. Prˇi vy´pocˇtu MFCC koeficient˚u
je pouzˇito 15 pa´sem a je uvazˇova´n vy´kon signa´lu v ra´mci pa´sma. Pro tre´nova´ni byla pouzˇita
neuronova´ s´ıt’ s 240 vstupn´ımi neurony, jejichzˇ cˇ´ıslo je uda´no pouzˇitou transformacˇn´ı funkc´ı,
da´le 800 neurony v kazˇde´ ze dvou skryty´ch vrstev a pocˇet vy´stupn´ıch neuron˚u byl zvolen
podle podle pocˇtu fone´mu˚ dane´ho jazyka.
Kapitola 5
Spojen´ı fone´movy´ch sad
Jak jizˇ bylo napsa´no, SAMPA se mu˚zˇe v jednotlivy´ch jazyc´ıch liˇsit a stejna´ p´ısmena nutneˇ
nemus´ı reprezentovat stejny´ fone´m. Z tohoto d˚uvodu je prˇi spojova´n´ı fone´movy´ch sad nutne´
pro kazˇdy´ spojovany´ fone´m oveˇrˇit zda skutecˇneˇ odpov´ıda´ fone´mu i v jiny´ch fone´movy´ch
sada´ch. Z tohoto pohledu by bylo nejjednodusˇsˇ´ı naj´ıt mapova´n´ı SAMPA sad pro jednot-
live´ jazyky na IPA a oveˇrˇit odpov´ıdaj´ıc´ı fone´my, bohuzˇel takove´to prˇevodn´ı tabulky cˇasto
neexistuj´ı proto si mus´ıme vystacˇit i s jiny´mi metodami.
Ke kazˇde´mu fone´mu v SAMPA je obvykle take´ uveden prˇ´ıklad slova ve ktere´m se fone´m
vyskytuje. Z tohoto jde zjistit jak dany´ fone´m zn´ı a podle stejneˇ zneˇj´ıc´ıch fone´mu˚ v r˚uzny´ch
slovech z r˚uzny´ch jazyk˚u spojovat fone´my dohromady. Tento zp˚usob ale prˇedpokla´da´ dobrou
znalost dany´ch jazyk˚u, aby se slova jiny´ch jazyk˚u nevyslovovala naprˇ´ıklad podle materˇske´ho
jazyka, cozˇ by samozrˇejmeˇ zkreslilo vy´sledek. Mozˇny´m zp˚usobem jak tomu prˇedej´ıt je naj´ıt
zvukove´ vyja´drˇen´ı dany´ch slov a podle tohoto oveˇrˇit spra´vnost spojen´ı.
Bohuzˇel ani zvukove´ vyja´drˇen´ı ciz´ıch slov v dane´m jazyce nemus´ı by´t vzˇdy u´plneˇ prˇesne´.
Du˚vodem je absence neˇktery´ch fone´mu˚ v materˇske´m jazyce, cˇi nerozliˇsova´n´ı dany´ch fone´mu˚
v materˇske´m jazyce a prˇi posloucha´n´ı ciz´ıho jazyka, ktery´ dane´ fone´my rozliˇsuje si zpravidla
ani neuveˇdomı´me, zˇe jsme slysˇeli jiny´ fone´m protozˇe samotne´ lidske´ vn´ıma´n´ı zvuku na tyto
fone´my nen´ı natre´nova´no a tak slysˇ´ı bud’ fone´m ktery´ se mu nejv´ıce bl´ızˇ´ı, nebo si dany´ zvuk
nedoka´zˇe zarˇadit a nerozumı´ mu v˚ubec.
Da´le je take´ mozˇne´ spojit fone´my na za´kladeˇ vy´sledk˚u z fone´move´ho rozpozna´vacˇe, i
kdyzˇ v tomto prˇ´ıpadeˇ se mus´ı postupovat opatrneˇ a zjistit, jestli si dane´ fone´my opravdu
odpov´ıdaj´ı. V prˇ´ıpadeˇ rozezna´n´ı jednoho fone´mu jako jine´ho ve vsˇech prˇ´ıpadech lze sa-
mozrˇejmeˇ v klidu rˇ´ıci, zˇe tyto dva fone´my byly totozˇne´.
5.1 Fone´move´ sady jednotlivy´ch jazyk˚u
Jako vy´choz´ı data byla zvolena databa´ze SpeechDat-E1, ve ktere´ jsou obsazˇeny jazyky
strˇedn´ı a vy´chodn´ı Evropy. Jazyk˚u obsazˇeny´ch v te´to databa´zi je celkem peˇt, z cˇehozˇ jsou
cˇtyrˇi jazyky slovanske´ (cˇesˇtina, slovensˇtina, polˇstina a rusˇtina) a jeden jazyk ugro-finsky´
(mad’arsˇtina). V databa´zi jsou obsazˇeny zvukove´ nahra´vky jednotlivy´ch jazyk˚u i s fone-
ticky´mi prˇepisy nahra´vek. Data v te´to databa´zi byla vyb´ıra´na tak aby byl rovnomeˇrneˇ
rozlozˇen veˇk, pohlav´ı i dialekt u´cˇastn´ık˚u. Ve veˇtsˇineˇ jazyk˚u se databa´ze skla´da´ z prˇiblizˇneˇ
10000 zvukovy´ch soubor˚u, v prˇ´ıpadeˇ ruske´ho jazyka je pocˇet nahra´vek azˇ dvojna´sobny´.
1Webove´ stra´nky projektu: http://www.fee.vutbr.cz/SPEECHDAT-E/
29
5.1.1 Cˇesˇtina
Tento jazyk patrˇ´ı do skupiny za´padoslovansky´ch jazyk˚u, v databa´zi SpeechDat-E ma´ tento
jazyk celkem 44 fone´mu˚. Z teˇchto 44 fone´mu˚ je celkem peˇt beˇzˇneˇ pouzˇ´ıvany´ch kra´tky´ch a
peˇt dlouhy´ch samohla´sek a 34 souhla´sek. Tento jazyk obsahuje neˇktere´ jedinecˇne´ fone´my
jako naprˇ´ıklad P , ktere´ je grafe´mem vyja´drˇeno jako rˇ.
2: Ro¨der R2:der g kde gde p pes pes
a pas pas h had h at P rˇa´d P a:t
a: ra´d ra:d i mysˇ miS r ret ret
a u auto a uto i: p´ıt pi:t s sen sen
b bota bota J nic Jit s S sˇaty Sati
c tito cito j jas jas t bota bota
d d˚um du:m J deˇd J eˇd t s c´ıl t si:l
d z leckdy led zgdi k krk krk t S cˇas t Sas
d Z dzˇba´n d Zba:n l led let u kus kus
e les les m ma´k ma:k u: p˚ul pu:l
e: le´k le:k N banka baNka v vak vak
E: Ha¨usler HE:usler n noc nots x chata xata
e u euforie e uforie o rok rok y: Mu¨ller My:ler
f forma forma o: mo´da mo:da z zub zup
F tramvaj traFvaj o u mouka mo uka Z zˇal Zal
Tabulka 5.1: Fone´mova´ tabulka pro cˇesˇtinu
5.1.2 Mad’arsˇtina
Mad’arsˇtina je jediny´m za´stupcem neslovanske´ho jazyka v databa´zi SpeechDat-E. V prˇ´ıpadeˇ
mad’arsˇtiny se jedna´ o ugrofinsky´ jazyk. Mezi zvla´sˇtnosti mad’arsˇtiny patrˇ´ı naprˇ´ıklad vy´s-
lovnost s, ktere´ se vyslovuje jako /S/, zat´ımco sz se vyslovuje jako /s/, cozˇ je naprˇ´ıklad
prˇesneˇ naopak jako v polˇstineˇ.
2 to¨r t2r i hit hit s sze´p se:p
2: to˝r t2:r i: sz´ıt si:t t te´l te:l
A: ha´t hA:t j lyuk juk t’ tyu´k t’u:k
b bo´k bo:k J nyom Jom tS cso¨ tS2
d de´l de:l k ke´p ke:p ts ce´l tse:l
d’ gya´r d’A:r l le´t le:t u zug zug
dz bodza bodza m me´z me:z u: zu´g zu:g
dZ czsem dZem n ne´z ne:z v ve´r ve:r
E vet vEt o kor kor x ihlet ixlet
e: ve´t ve:t O hat hOt y tu¨zet tyzet
f fe´r fe:r o: ko´r ko:r y: tu˝zet ty:zet
F ka´mfor kA:Ffor p po´k po:k Z zs´ır Zi:r
g ge´p ge´p r re´t re:t z zaj zaj
h he´t he:t S so´ So:
Tabulka 5.2: Fone´mova´ tabulka pro mad’arsˇtinu
5.1.3 Slovensˇtina
Dalˇs´ım za´padoslovansky´m jazykem je slovensˇtina. Tento jazyk je cˇesˇtineˇ nejblizˇsˇ´ı, hlavneˇ
z d˚uvodu historicke´ prˇ´ıbuznosti a vza´jemne´mu ovlivnˇova´n´ı jazyk˚u. Tento jazyk obsahuje
celkem 49 fone´mu˚, veˇtsˇina fone´mu˚ je stejny´ch cˇi podobny´ch fone´mu˚m v cˇesˇtineˇ.
a kapitola kapitola i u paniu paJi u r= vrch vr=ch
a: poha´r poha:r j jama jama r=: vr´ba vr=:ba
b zˇaba Zaba J vanˇa vanˇa s osa osa
c Mat’o maco J ha´d’a ha:J a S sˇek Sek
d voda voda k pa´ka pa:ka t vata vata
dz medza mezda l skala skala ts cena tsena
dZ dzˇungl’a dZuNgLa L l’ad Lad tS ocˇi otSi
e meno meno l= vlk vl=k u bubon bubon
e: ge´n ge:n l=: vlk vl=:tSa u: mu´r mu:r
F amfitea´ter aFfitea:ter m mama mama u o koˆn ku oJ
f figa figa n rana rana v slovo slovo
g guma guma N banka baNka w vdova wdova
h Praha praha N Slovensko sloveN sko x chata xata
i pivo pivo o noha noha z zima zima
i: v´ıt’az vi:caz o: katalo´g katalo:g Z vezˇa veZa
i a piatok pi atok p popol popol
i e mier mi er r para para
Tabulka 5.3: Fone´mova´ tabulka pro slovensˇtinu
5.1.4 Polˇstina
Polˇstina je posledn´ım za´padoslovansky´m jazykem v sadeˇ SpeechDat-E. Prˇiblizˇneˇ v 10. stolet´ı
byly cˇesˇtina a polˇstina v podstateˇ jeden jazyk, od tohoto stolet´ı se vsˇak zacˇali rozcha´zet. Ob-
sahuje 39 r˚uzny´ch fone´mu˚, na rozd´ıl od cˇesˇtiny cˇi slovensˇtiny neobsahuje dlouhe´ samohla´sky
a vsˇechny samohla´sky maj´ı v polˇstineˇ stejnou de´lku.
a pat pat k kit kit t test test
b bit bit l luk luk ts cyk tsIk
d dym dIm m mysz mIS tS czyn tSIn
dz dzwon dzvon n nasz naS ts: c´ma ts:ma
dZ dz˙em dZem N bank baNk u puk puk
dz: dz´wig dz:vik n: kon´ kon: v wilk vilk
e test test o pot pot w  lyk wIk
e: g ↪es´ ge:s: o: w ↪as wo:s x hymn xImn
f fan fan p pik pik z zbir zbir
g gen gen r ryk ryk Z z˙yto ZIto
i PIT pit s syk sIk z: z´le z:le
I typ tIp S szyk SIk
j jak jak s: s´wit s:vit
Tabulka 5.4: Fone´mova´ tabulka pro polˇstinu
5.1.5 Rusˇtina
Rusˇtina je za´stupcem vy´chodoslovanske´ho jazyka ve SpeechDat-E. Je take´ nejpouzˇ´ıvaneˇjˇs´ım
slovansky´m jazykem, rusky mluv´ı prˇiblizˇneˇ 145 milio´n˚u lid´ı. Jako u polˇstiny rozliˇsuje rusˇtina
mezi tvrdy´m a meˇkky´m i. Da´le ma´ take´ tvrde´ a meˇkke´ znaky, ktere´ ovlivnˇuj´ı vy´slovnost
prˇedchoz´ı souhla´sky.
a para l t: t:en:
a: l: l:ubof: tS tSaj
b b1t: m mai t S p:ir:ivot Sik
b: b:it: m: m:ata ts tsep:
d d1m n najt:i t s d:et skij
d: d:en: n: n:it: u tulup
e: Z1l:e o: gorat u:
f fars p p1l: v vaza
f: f:iz:ika p: p:it: v: v:iza
g gus: r krap x xl:ep
g: g:ipk:ij r: r:ezat: x: x:itr1j
i m:ir S Sar Z Z1r
i: s s1n z zapax
j ijul: s: s:ena z: karz:ina
k k:ot Ss Ssuka 1 m1S
k: k:it t tost 1:
Tabulka 5.5: Fone´mova´ tabulka pro rusˇtinu
5.2 Spojen´ı sad
Prˇi spojova´n´ı sad byly pro kazˇdy´ fone´m z urcˇite´ho jazyka vyhleda´ny odpov´ıdaj´ıc´ı fone´my
v dalˇs´ıch jazyc´ıch. Pokud byl fone´m nalezen a jeho symbol byl ve veˇtsˇineˇ obsazˇeny´ch ja-
zyk˚u stejny´, byl mu ponecha´n dany´ symbol. Pokud dany´ fone´m nebyl nalezen v ostatn´ıch
jazyc´ıch a za´rovenˇ ale jeho symbol byl odliˇsny´ od symbol˚u ostatn´ıch jazyk˚u, byl sym-
bol ponecha´n. Posledn´ı mozˇnost´ı je, zˇe fone´m je ojedineˇly´ a je pouze v jednom jazyce,
ale symbol vyjadrˇuj´ıc´ı tento fone´m je pouzˇit i v jine´m jazyce. V tomto prˇ´ıpadeˇ se podle
uva´zˇen´ı neˇktery´ z kolizn´ıch symbol˚u zmeˇn´ı, pokud mozˇno na symbol ktery´ by sta´le od-
pov´ıdal dane´mu fone´mu ale nekolidoval s zˇa´dny´m jiny´m fone´mem.
Nejdrˇ´ıve je vhodne´ spojit fone´my, ktere´ zneˇj´ı ve vsˇech jazyc´ıch stejneˇ a jsou vyja´drˇeny
stejny´mi symboly. Fone´my, ktere´ jsou obsazˇeny ve v´ıce jazyc´ıch se take´ nazy´vaj´ı poly–
fone´my[8], zat´ımco fone´my obsazˇene´ pouze v jednom jazyce jsou nazy´va´ny mono–fone´my.
Do skupiny poly–fone´mu˚ tedy patrˇ´ı fone´my a, a:, b, ts, tS, d, dz, dZ, e:, f, F, g, x, i, j, k, l,
m, n, N, J, o, o:, p, r, s, S, t, c, u, u:, v, z, Z, kde kazˇdy´ fone´m je obsazˇen alesponˇ ve trˇech
jazyc´ıch.
Neˇktere´ r˚uzne´ fone´my ale take´ jsou v r˚uzny´ch jazyc´ıch vyjadrˇova´ny stejny´m symbolem,
prˇ´ıkladem takove´hoto symbolu mu˚zˇe by´t naprˇ´ıklad e, ktere´ naprˇ´ıklad v cˇesˇtineˇ a polˇstineˇ zn´ı
stejneˇ, ale ve slovenske´m jazyce se od sebe mı´rneˇ odliˇsuj´ı. Proto byl tento symbol rozdeˇlen
na dva symboly e a E, ktere´ nyn´ı reprezentuj´ı p˚uvodn´ı symbol v r˚uzny´ch jazyc´ıch.
Take´ se vyskytuj´ı fone´my, ktere´ se v r˚uzny´ch jazyc´ıch p´ıˇs´ı r˚uzny´mi symboly, ale jsou
si natolik podobne´, zˇe je mu˚zˇeme spojit jako jediny´ fone´m. Prˇ´ıkladem takovy´chto fone´mu˚
mu˚zˇou by´t naprˇ´ıklad neˇktere´ ruske´ patalizovane´ souhla´sky, ktere´ byly prˇepsa´ny na symboly
odpov´ıdaj´ıc´ı dany´m fone´mu˚m v cˇeske´m jazyce.
Vy´choz´ı fone´mova´ sada vznikla prosty´m spojen´ım jednotlivy´ch sad s t´ım, zˇe se v za´vislosti
na vy´sledc´ıch neˇktere´ fone´my, o ktery´ch v´ıme, zˇe jsou r˚uzne´ cˇi stejne´, v na´sleduj´ıc´ı spojene´
sadeˇ spoj´ı cˇi rozdeˇl´ı. Tato fone´mova´ sada obsahuje celkem 104 fone´mu˚ vcˇetneˇ model˚u ticha.
5.3 U´pravy spojene´ fone´move´ sady
Po natre´nova´n´ı vy´choz´ı jazykove´ sady bylo dosazˇeno u´speˇsˇnosti 53% prˇi rozpozna´va´n´ı
fone´mu˚. Z konfusn´ı matice te´to natre´novane´ sady byly na´sledneˇ zjiˇsteˇny fone´my, ktere´
se podarˇilo sˇpatneˇ rozeznat a tyto byly na´sledneˇ nahrazeny za jine´, foneticky odpov´ıdaj´ı
fone´my, za ktere´ se cˇasto jizˇ i rozeznaly. Take´ se v noveˇ vytvorˇene´ sadeˇ rozdeˇlil fone´m
reprezentovany´ fone´mem e na dva r˚uzne´ pro dosazˇen´ı veˇtsˇ´ı u´speˇsˇnosti prˇi rozpozna´va´n´ı.
Da´le se zkontrolovala mozˇnost spojen´ı i u´speˇsˇneˇjˇs´ıch fone´mu˚, cozˇ se take´ udeˇlalo naprˇ´ıklad
v prˇ´ıkladech dlouhy´ch samohla´sek, ktery´ byly spojeny s kra´tky´mi. V prˇ´ıpadeˇ mad’arsˇtiny
byly take´ spojeny dlouhe´ souhla´sky s odpov´ıdaj´ıc´ımi kra´tky´mi, protozˇe veˇtsˇina teˇchto
souhla´sek se take´ rozpozna´vala sˇpatneˇ. Da´le byl take´ naprˇ´ıklad ve vsˇech jazyc´ıch spojen
fone´m F s fone´mem m, jelikozˇ se foneticky moc neliˇs´ı, nebo take´ dosˇlo ke spojen´ı N a n ze
stejne´ho d˚uvodu. Vy´sledna´ sada po prvn´ı u´praveˇ ma´ celkem 74 fone´mu˚ i s modely ticha.
Prˇemapovane´ fone´my jednotlivy´ch jazyk˚u lze nale´zt v tabulce 5.6.
symbol cz sk hu pl ru symbol cz sk hu pl ru
:2 2
m
F F F
a a: a: A: a: m:
b b: n n: n:
c
t1 o o: o: o: o: o:
t1 p p:
d d :
r
r: r:
dz d z d z r=
dZ d Z d Z s s: s:
E e S S:
g g: t t:
h
h h: ts t s ts t s
h1 tS t S tS t S
i
i: i: i: I i: u u: u: u: u:
y: v v:
j j: x x:
k k: Z Z:
l L l: z z: z:
Tabulka 5.6: Tabulka prˇemapovany´ch fone´mu˚ v sadeˇ 1
Po natre´nova´n´ı te´to nove´ jednotne´ fone´move´ sady se zvy´sˇila u´speˇsˇnost rozpozna´va´n´ı
fone´mu˚ o 3%, cozˇ uda´va´, zˇe spojen´ı neˇktery´ch fone´mu˚ bylo urcˇiteˇ spra´vne´. Za pomoci
konfusn´ı matice byly opeˇt nalezeny proble´move´ fone´my a ty byly na´sledneˇ spojeny s ob-
dobny´mi. Naprˇ´ıklad se uka´zalo, zˇe fone´my reprezentovane´ symboly e a E se mezi sebou
cˇasto pletou, a proto jsou opeˇt reprezentova´ny jedn´ım symbolem. Da´le take´ jizˇ v zˇa´dne´m
z jazyk˚u nerozliˇsujeme mezi meˇkky´m a tvrdy´m i, a take´ byly vesˇkere´ patalizovane´ souhla´sky
v ruske´m jazyce spojeny s odpov´ıdaj´ıc´ımi nepatalizovany´mi souhla´skami opeˇt z d˚uvod˚u, zˇe
si je mezi sebou rozpozna´vacˇ cˇasto pletl. Ve slovensˇtineˇ byly take´ nahrazeny fone´my re-
prezentovane´ symboly ia, ie, iu jediny´m symbolem ix, prˇeva´zˇneˇ z d˚uvod˚u, zˇe tyto fone´my
nemeˇly dostatek tre´novac´ıch dat a samozrˇejmeˇ se cˇasto pletly s ostatn´ımi souhla´skami. Nej-
lepsˇ´ım rˇesˇen´ım by asi bylo rozdeˇlit tyto fone´my na dva r˚uzne´ reprezentovane´ fone´mem i
a da´le odpov´ıdaj´ıc´ı souhla´skou. Take´ byly s odpov´ıdaj´ıc´ım fone´mem spojeny souhla´sky r:,
l: a l=, jelikozˇ u´speˇsˇnost jejich rozpozna´va´n´ı nebyla take´ moc dobra´. Vy´sledna´ sada ma´
celkem 41 fone´mu˚ i s modely ticha, cozˇ je jizˇ rozumna´ velikost, ktere´ jsme chteˇli dosa´hnout.
Natre´nova´n´ım te´to popsane´ jazykove´ sady se u´speˇsˇnost rozpozna´va´n´ı fone´m vysˇplhala azˇ
na 59%, cozˇ je jizˇ docela dobra´ u´speˇsˇnost. Prˇehled prˇemapovany´ch fone´mu˚ je v tabulce 5.7.
symbol cz sk hu pl ru symbol cz sk hu pl ru
:2 2 k k: k:
a a: a: A: a:
l
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i
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u
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j j: Z Z:
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Tabulka 5.7: Tabulka prˇemapovany´ch fone´mu˚ v sadeˇ 2
5.4 Vy´sledky rozpozna´vacˇe
Pro proces identifikace jazyka byly natre´nova´ny rozpozna´vacˇe pro jednotlive´ jazyky. Kazˇdy´
jazyk byl tre´nova´n podle popsane´ fone´move´ sady na vsˇech dostupny´ch tre´novac´ıch datech
v databa´zi SpeechDat. U´speˇsˇnost rozpozna´va´n´ı fone´mu˚ v jednotlivy´ch jazyc´ıch se pohybuje
od 53% u rusˇtiny azˇ po necely´ch 70% u cˇeske´ho jazyka. Tabulka 5.8 uva´d´ı u´speˇsˇnost roz-
pozna´va´n´ı fone´mu˚ i ra´mc˚u, prˇicˇemzˇ fone´mova´ u´speˇsˇnost odpov´ıda´ rozpozna´vacˇi se spra´vneˇ
naladeˇnou model insertion penaltou. U´speˇsˇnost rozpozna´va´n´ı fone´mu˚ byla zjiˇsteˇna roz-
pozna´n´ım testovac´ıch sad jazyk˚u. Jazyky oznacˇene´ jako all a na´sledovane´ cˇ´ıslic´ı reprezentuj´ı
spojenou fone´movou sadu v jednotlivy´ch spojovany´ch iterac´ıch.
jazyk cz sk pl hu ru all0 all1 all2
fone´mu˚ 42 51 37 67 49 98 70 37
phn acc. 69,76% 59,76% 58,59% 62,29% 53,29% 53,83% 56,30% 59,26%
frame acc. 75,61% 73,69% 77,35% 75,36% 69,52% 69,03% 70,63% 72,65%
Tabulka 5.8: U´speˇsˇnost rozpozna´va´n´ı
Tabulka 5.9 uda´va´ fone´move´ u´speˇsˇnosti prˇi rozpozna´va´n´ı jednotlivy´ch vstupn´ıch ja-
zyk˚u pomoc´ı v´ıcejazykove´ho fone´move´ho rozpozna´vacˇe se spojeny´mi jazykovy´mi sadami.
Z vy´sledk˚u lze vycˇ´ıst, zˇe sady all0 a all1 byly v rozpozna´va´n´ı fone´mu˚ horsˇ´ı, nezˇ odpov´ıdaj´ıc´ı
rozpozna´vacˇe pro jednotlive´ jazyky. V prˇ´ıpadeˇ sady all2 je jizˇ tento rozpozna´vacˇ lepsˇ´ı nezˇ
odpov´ıdaj´ıc´ı rozpozna´vacˇe jednotlivy´ch jazyk˚u, cozˇ je pravdeˇpodobneˇ zp˚usobeno veˇtsˇ´ım
mnozˇstv´ım tre´novac´ıch dat. Jediny´m jazykem, ktery´ se neprojevil ve vy´sledku lepsˇ´ı je
polˇstina, kde je u´speˇsˇnost nizˇsˇ´ı o 2,5%. Zlepsˇit u´speˇsˇnost rozpozna´va´n´ı tohoto jazyka by
pravdeˇpodobneˇ sˇlo pomoc´ı dalˇs´ıho vyladeˇn´ı spojene´ fone´move´ sady.
sada all0 all1 all2
cz 64.62% 66.97% 69.69%
sk 54.41% 57.56% 60.45%
pl 52.00% 53.02% 56.07%
hu 52.08% 56.23% 60.12%
ru 48.51% 50.59% 53.53%
Tabulka 5.9: U´speˇsˇnost rozpozna´va´n´ı fone´mu˚ v´ıcejazykovy´m rozpozna´vacˇem
Kapitola 6
Identifikace jazyka
Identifikace jazyka je d˚ulezˇitou a cˇastou aplikac´ı prˇi rozpozna´va´n´ı. Je vyuzˇ´ıva´na naprˇ´ıklad
na t´ısnˇovy´ch linka´ch pro nasmeˇrova´n´ı volaj´ıc´ıho na spra´vne´ho opera´tora, prˇi r˚uzne´m au-
tomatizovane´m rozpozna´va´n´ı v r˚uzny´ch bezpecˇnostn´ıch aplikac´ıch cˇi jako prˇedvy´beˇr pro
spra´vny´ rozpozna´vac´ı syste´m pro dany´ jazyk.
Existuj´ı dva za´kladn´ı prˇ´ıstupy na identifikaci jazyka. Prvn´ı prˇ´ıstup pocˇ´ıta´ se zvukovou
stra´nkou jazyka a po prˇeveden´ı spektra do frekvencˇn´ı oblasti a neˇkolika u´prava´ch je pomoc´ı
Gaussian Mixture Model (GMM), ktery´ je da´n pro kazˇdy´ jazyk, zjiˇsteˇna pravdeˇpodobnost
o jaky´ jazyk by mohlo j´ıt, kdy nejv´ıce pravdeˇpodobny´ jazyk je ten, ktery´ dosa´hl nejveˇtsˇ´ıho
normalizovane´ho sko´re ze vsˇech. Tento prˇ´ıstup vykazuje dobre´ vlastnosti v kra´tky´ch i
dlouhy´ch promluva´ch, zvla´da´ i rozliˇsova´n´ı jednotlivy´ch dialekt˚u jazyka, je ale na´chylny´
k rozpozna´n´ı materˇske´ho jazyka mluvcˇ´ıho namı´sto rozpozna´n´ı ciz´ıho jazyka.
Jako druhy´ prˇ´ıstup se pouzˇ´ıva´ fonotaktika – rozpozna´va´n´ı fone´mu˚ na´sledovane´ ja-
zykovy´m modelem (PRLM). V tomto prˇ´ıpadeˇ je rˇecˇ pomoc´ı fone´move´ho rozpozna´vacˇe
prˇevedena na rˇadu fone´mu˚, ktere´ jsou na´sledneˇ pouzˇity prˇi rozhodova´n´ı pomoc´ı jazy-
kovy´ch model˚u. Fonotaktika definuje povolene´ shluky fone´mu˚ a hla´sek podle jisty´ch ome-
zen´ı. Teˇmito omezen´ımi mu˚zˇe naprˇ´ıklad by´t nemozˇnost hla´sek /st/ v japonsˇtineˇ za sebou,
zat´ımco v anglicˇtineˇ jsou pomeˇrneˇ beˇzˇne´. Da´le naprˇ´ıklad hla´sky /kn/ a /gn/ nejsou po-
volene´ na zacˇa´tku slov v modern´ı anglicˇtineˇ zat´ımco v neˇmcˇineˇ cˇi holandsˇtineˇ jsou. Dı´ky
teˇmto rozd´ıl˚um mezi jednotlivy´mi jazyky, lze pro kazˇdy´ jazyk vytvorˇit vhodny´ model, podle
ktere´ho dany´ jazyk rozpozna´me.
Fone´movy´ rˇeteˇzec z rozpozna´vacˇe je tedy zpracova´n jazykovy´mi modely kazˇde´ho rozpoz-
na´vane´ho jazyka a pravdeˇpodobnosti jednotlivy´ch sekvenc´ı hla´sek jsou vyna´sobeny. Jednot-
live´ pravdeˇpodobnosti jsou normalizova´ny prˇes vsˇechny pouzˇite´ jazykove´ modely a vy´sled-
kem tohoto bude urcˇite´ sko´re pro kazˇdy´ jazyk. Jazyk ktery´ ma´ nejveˇtsˇ´ı sko´re je pravdeˇ-
podobneˇ hledany´m jazykem. Existuje i paraleln´ı varianta (PPRLM), kdy je spojen vy´stup
z neˇkolika PRLM, kde kazˇdy´ z nich je natre´nova´n na jiny´ jazyk. Ma´ dobre´ vlastnosti pro
dlouhe´ rˇecˇove´ segmenty, nerozezna´va´ od sebe jednotlive´ dialekty jazyka a nen´ı ovlivneˇn
materˇsky´m jazykem mluvcˇ´ıho. U´speˇsˇnost tohoto prˇ´ıstupu velkou meˇrou za´vis´ı na kvaliteˇ
fone´move´ho rozpozna´vacˇe, protozˇe kdyzˇ nejsou spra´vneˇ rozpozna´ny fone´my, nemu˚zˇe by´t
ani spra´vneˇ rozpozna´n jazyk ani kdyzˇ je kvalitn´ı jazykovy´ model.
Pro porovna´n´ı vlastnost´ı a kvality identifikace jazyka vy´sledne´ho syste´mu s v´ıcejazyko-
vy´m fone´movy´m rozpozna´vacˇem byl pouzˇit syste´m PPRLM vyvinuty´ skupinou zaby´vaj´ıc´ı
se zpracova´n´ım rˇecˇi na FIT VUT Brno.
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6.1 Jazykovy´ model
Fonotakticky´ model kazˇde´ho model se skla´da´ ze statistik trigramu˚, ktere´ se vyskytuj´ı v roz-
pozna´vany´ch jazyc´ıch. Tyto statistiky byly vytvorˇeny rozpozna´n´ım tre´novac´ıch dat pomoc´ı
rozpozna´vacˇe a na´sledne´ spocˇ´ıta´n´ı trigramu˚ vsˇech pouzˇity´ch jazyk˚u. Pro vytvorˇen´ı tohoto
modelu je take´ vhodne´ vyladit phoneme insertion penaltu v dekode´ru pro dosazˇen´ı nej-
lepsˇ´ıch vy´sledk˚u. Trigramy, ktere´ nebyly ve tre´novac´ıch datech spatrˇeny jsou v nahrazeny
vhodnou konstantou.
6.2 Identifikace jazyka
Pro identifikaci jazyka byly pouzˇity jizˇ naucˇene´ rozpozna´vacˇe. Po rozpozna´n´ı fone´mu˚ roz-
pozna´vacˇem jsou tyto fone´my prˇeda´ny jazykovy´m model˚um jednotlivy´ch jazyk˚u, ktere´
z vy´skytu trigramu˚ v prˇedane´m fone´move´m rˇeteˇzci a jizˇ drˇ´ıve vytvorˇeny´ch statistik tri-
gramu˚ v dany´ch jazyc´ıch, navra´t´ı kazˇdy´ model pravdeˇpodobnost sve´ho jazyka. Z teˇchto
pravdeˇpodobnost´ı je nakonec vybra´na ta nejvysˇsˇ´ı, ktera´ uda´va´ rozpoznany´ jazyk. Vı´ce in-
formac´ı o tomto syste´mu je v [1]. Identifikaci jazyk˚u s vyuzˇit´ım naucˇeny´ch rozpozna´vacˇ˚u pro-
vedl Pavel Mateˇjka a zjiˇsteˇne´ vy´sledky identifikace jazyka jsou uvedeny v tabulce 6.1. EER
je zkratkou pro equal error rate, ktera´ uda´va´ hodnotu, prˇi ktere´ se rovnaj´ı pravdeˇpodobnosti
chybne´ho prˇijet´ı (rozpozna´n´ı) jazyka a jeho chybne´ho odmı´tnut´ı. Cˇ´ım mensˇ´ı je tato hod-
nota, t´ım kvalitneˇjˇs´ı je vy´sledny´ syste´m.
jazyk cz sk pl hu ru all1 all2
fone´mu˚ 42 51 37 67 49 70 37
EER 5,75% 6,92% 9,00% 8,83% 8,42% 4,17% 4,17%
Corr 80,62% 76,88% 74,38% 74,77% 74,45% 84,22% 83,98%
Tabulka 6.1: U´speˇsˇnost rozpozna´vacˇ˚u v identifikaci jazyka
Z tabulky lze videˇt, zˇe rozpozna´vacˇe se spojenou fone´movou sadou jsou u´speˇsˇneˇjˇs´ı v iden-
tifikaci jazyka nezˇ rozpozna´vacˇe naucˇene´ pouze jedn´ım jazykem.Take´ lze videˇt, zˇe v prˇ´ıpadeˇ
porovna´n´ı vy´sledk˚u sad all1 a all2 tyto sady neliˇs´ı v hodnoteˇ EER, ale je zde maly´ rozd´ıl ve
spra´vneˇ rozpoznany´ch jazyc´ıch v neprospeˇch sady all2, z cˇehozˇ vyply´va´, zˇe tato sada byla
redukova´na azˇ moc.
Kapitola 7
Za´veˇr
Tato pra´ce popisuje proceduru tre´nova´n´ı a rozpozna´va´n´ı fone´movy´ch rozpozna´vacˇ˚u. Ze zvu-
kovy´ch vstupn´ıch dat ze sady SpeechDat-E byly natre´nova´ny rozpozna´vacˇe pro jednotlive´
jazyky z te´to sady, ktere´ byly na´sledneˇ vyzkousˇeny prˇi rozpozna´va´n´ı fone´mu˚ a identifi-
kaci jazyka. Da´le bylo postupneˇ vytvorˇeno neˇkolik spojeny´ch fone´movy´ch sad, ze ktery´ch
pozdeˇjˇs´ı vykazuj´ı dobrou u´speˇsˇnost v rozpozna´va´n´ı fone´mu˚ i v identifikaci jazyk˚u. Vy-
tvorˇena´ fone´mova´ sada obsahuje 37 jedinecˇny´ch fone´mu˚ a rozpozna´vacˇ natre´novany´ s touto
jazykovou sadou poda´va´ dobre´ vy´sledky jak v rozpozna´va´n´ı fone´mu˚ jednotlivy´ch jazyk˚u, tak
i prˇi identifikaci jazyk˚u. Tato sada se ale v prˇ´ıpadeˇ identifikace jazyka lehce pohorsˇila oproti
prˇedchoz´ı sadeˇ se 70 fone´my, d˚uvodem mohou by´t naprˇ´ıklad nevhodneˇ spojene´ neˇktere´
fone´my, ktere´ radsˇi meˇly z˚ustat r˚uzne´. Cela´ diplomova´ pra´ce se da´ shrnout do neˇkolika
bod˚u:
 Teoreticky´ popis struktury jazyka, da´le prˇ´ıprava dat pro fone´move´ rozpozna´vacˇe,
tre´nova´n´ı neuronovy´ch s´ıt´ı a nakonec i popis rozpozna´va´n´ı zvukovy´ch dat rozpoz-
na´vacˇem.
 Da´le byl popsa´n postup prˇ´ıpravy dat, tre´nova´n´ı rozpozna´vacˇ˚u a rozpozna´va´n´ı za
pomoci vytvorˇeny´ch skript˚u a take´ u´pravy, ktere´ byly nutne´ prove´st v cele´m procesu
pro natre´nova´n´ı a rozpozna´va´n´ı pomoc´ı v´ıcejazykovy´ch rozpozna´vacˇ˚u.
 Popis fone´movy´ch sad jednotlivy´ch jazyk˚u a jejich na´sledne´ spojen´ı do jedne´ fone´move´
sady a jej´ı dalˇs´ı u´pravy. Da´le jsou u teˇchto sad take´ vy´sledky, jaky´ch bylo dosazˇeno
prˇi rozpozna´va´n´ı jednotlivy´ch rozpozna´vacˇ˚u, a take´ byla zmeˇrˇena u´speˇsˇnost v´ıceja-
zykovy´ch rozpozna´vacˇ˚u na testovac´ıch datech p˚uvodn´ıch jazyk˚u, z cˇehozˇ nejnoveˇjˇs´ı
sada byla ve veˇtsˇineˇ prˇ´ıpad˚u u´speˇsˇneˇjˇs´ı nezˇ rozpozna´vacˇe natre´novane´ prˇ´ımo pro dany´
jazyk.
 Posledn´ım bodem je popis identifikace jazyka a dosazˇene´ vy´sledky, ktere´ uda´vaj´ı, zˇe
v´ıcejazykovy´ fone´movy´ rozpozna´vacˇ poda´va´ dobre´ vy´sledky.
Dalˇs´ı mozˇne´ pokracˇova´n´ı te´to pra´ce bych videˇl prˇedevsˇ´ım v dalˇs´ım upravova´n´ı spojene´
fone´move´ sady, protozˇe je zde urcˇiteˇ asponˇ neˇkolik nevhodneˇ spojeny´ch fone´mu˚ nebo
prˇ´ıpadneˇ i neˇktere´ co by mohly by´t spojeny nejsou. Take´ pokud by bylo vhodne´ rozdeˇlit
digramy v a u, e u a o u cˇesˇtineˇ a ia, ie a iu ve slovenske´m jazyce, jelikozˇ se tyto digramy
cˇasto pletou se souhla´skami, ktere´ jsou v nich obsazˇene´ a samotne´ digramy cˇasto nemaj´ı
dostatek dat pro ucˇen´ı.
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