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In this research, an artificial intelligence (AI) model has been created to estimate the production rate of each layer in a multi-layered gas reservoir using static properties such as those obtained from well logging, in addition to dynamic properties such as pressure. This approach will be helpful in several reservoir engineering applications, such as understanding layers’ depletion, or targeting specific layers for workover. It could also be used for PLT analysis where the measured PLT values are compared to the expected values and a variance analysis could be performed. 
Data were collected from more than 100 wells in a certain reservoir spanning over four fields. They were combined in related input variables and fed to the AI model for learning purposes. To compare different AI methods, the data were fed to 5 methods, namely ANFIS, MLP, RBF, SVM, and GRNN, and results were optimized for each method. 
Between the tested AI methods, SVM and GRNN performed best as shown by a low mean absolute percentage error and a very high correlation coefficient. This research shows promising use for AI methods in estimating production rate from each layer in a multi-layered gas reservoir.  
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ﻓﻲ ﻫﺬﺍ ﺍﻟﺒﺤﺚ ، ﺗﻢ ﺇﻧﺸﺎء ﻧﻤﻮﺫﺝ ﺑﺎﺳﺘﺨﺪﺍﻡ ﺃﺩﻭﺍﺕ ﺍﻟﺬﻛﺎء ﺍﻻﺻﻄﻨﺎﻋﻲ ﻟﺘﻘﺪﻳﺮ ﻛﻤﻴﺔ ﺍﻹﻧﺘﺎﺝ ﻣﻦ ﻛﻞ ﻁﺒﻘﺔ ﻓﻲ ﻣﻜﻤﻦ ﻏﺎﺯ ﻣﺘﻌﺪﺩ 
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ﺎ ﻛﻤﺎ ﻳﺘﻀﺢ ﻣﻦ ﺣﺼﻮﻟﻬﻋﻠﻰ ﺍﻷﺩﺍء ﺍﻷﻓﻀﻞ  ﺍﻟﺸﺒﻜﺎﺕ ﺍﻟﻌﺼﺒﻴﺔ ﺍﻻﻧﺤﺪﺍﺭﻳﺔ ﺍﻟﻌﺎﻣﺔ ﻭﺁﻟﺔ ﺍﻟﻤﺘﺠﻪ ﺍﻟﺪﺍﻋﻢ ﺣﺎﺯﺕ، ﺑﻴﻦ ﺍﻟﻄﺮﻕ ﺍﻟﻤﺠﺮﺑﺔ 
ﺟًﺪﺍ. ﻫﺬﺍ ﺍﻟﺒﺤﺚ ﻳﺒﻴﻦ ﺍﻻﺳﺘﺨﺪﺍﻡ ﺍﻟﻮﺍﻋﺪ ﻷﺳﺎﻟﻴﺐ ﺍﻟﺬﻛﺎء  ﻤﻄﻠﻖ ﺑﺎﻹﺿﺎﻓﺔ ﺇﻟﻰ ﺗﺮﺍﺑﻂ ﺧﻄﻲ ﻋﺎﻝﻋﻠﻰ ﺃﻗﻞ ﻣﺘﻮﺳﻂ ﻟﻨﺴﺒﺔ ﺍﻟﺨﻄﺄ ﺍﻟ




This chapter presents the research problem, the objectives, the motivation behind the research, and the approach. In addition, few definitions and tools relevant to this research are presented. 
1.1. PROBLEM STATEMENT 
Estimating the deliverability of gas reservoirs is complicated by the non-Darcy flow. This complication compounds when one tries to estimate the flow of each layer in a multi-layered reservoir. In this research, artificial intelligence (AI) methods are used to correlate between production contribution, measured by using production logging tools, from each layer in a multi-layered gas well and the well and reservoir properties. The results obtained from different AI method are compared against each other and the best one is recommended for field application. 
1.2. OBJECTIVE 




The ability to estimate the contribution of each layer in a well could help in a multitude of applications. It could be used in diagnosing the well after a PLT test to compare the measured and estimated values and analyzing the differences. It could also be used in advanced underbalanced workover operations where the layers with the highest contribution could be targeted. 
1.4. APPROACH 
The approach consisted of the following steps: 
• Gather relevant data from well logs, PVT tests, and well tests in a tabular form that can be processed by the AI Software to create an AI model using these data. 
• Include the results of flow equations given by Darcy and to help guide the artificial model. 
• Use several artificial intelligence methods and recommend the method with the highest accuracy. 
AI models were built using the aforementioned inputs and some of them are combined together in the form of different variables which are discussed later. Several AI methods have been tested such as ANN, GRNN, RBF, SVM and ANFIS. 




1.5. WELL LOGGING 
Well logging is an essential tool for understanding the well and the reservoir. There is hardly any well drilled today without well logging. Well logs are used to obtain several important pieces of information such as the formation porosity, hydrocarbon saturation, and water saturation. Some measures are obtained directly such as caliper log, gamma ray, neutron porosity, density, and resistivity and some others are estimated using indirect measurements such as water saturation and permeability [Schlumberger, 1989]. 
1.5.1 POROSITY 
Porosity is defined as the pore volume divided by the bulk volume of the formation. It is the fraction of the total volume of the rock not occupied with the rock material but rather by pores or voids. It can vary widely for different kinds of formations. Whereas evaporates show practically zero porosity, consolidated sands usually range between 10 to 15%, and unconsolidated sands could reach 30% or more. 
Rock porosity is usually obtained using three tools, the density log, the sonic log, and/or the neutron log [Schlumberger, 1989]. 
Porosity in clastic sediments is usually affected by the uniformity of grain size, the degree of cementation or consolidation, the amount of compaction during and after deposition, and the method of packing [Tiab et al., 2004]. 
1.5.1.1 Sonic Logs Sonic logs consist of transmitters that emit pulse sounds and receivers that pick up the reflective sound waves. If the lithology is known, porosity can be determined using the velocity of the waves. Figure  1-1 shows a schematic of a sonic log [Schlumberger, 1989]. 
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In the presence of secondary porosity, caused by vuggs and fractures, sonic logs models yield apparent porosity which reflects only the primary or intergranular porosity. Then secondary porosity can be obtained by comparing the results of sonic logs interpretation to the total porosity obtained from neuron or density logs [Bassiouni, 1994]. 
1.5.1.2 Density Logs Density logs are used to help in porosity determination. They are also used for gas detection, determination of hydrocarbon density, minerals identification in evaporate deposits, and evaluation of complex lithologies and shaly sands. The principle of density logs is based on a radioactive source and a detector. After colliding with electrons in the formation, the decaying gamma ray reaches the detector. The number of collisions is directly related to the number of electrons in the formation which are related to the true bulk density. The true bulk density is dependent on the rock matrix density, the formation porosity, and the density of the fluids in the pores. Interpretation of complex matrix lithologies can be simplified using the combination of formation sonic, density, and neutron logs. [Alger et al., 1963]. Figure  1-2 shows a schematic of a density log. 
1.5.1.3 Neutron logs The neutron log is used in identifying the liquid-filled porosity. It can also be used in identifying gas-bearing zones by comparing it to other porosity logs. It works by emitting neutrons from a radioactive source. The velocity and energy of neutrons are influenced by the concentration of the hydrogen in the zone. This is captured by a detector in the sonde Porosity values measure by the neutron logging tool must be corrected if the formation lithology is different from the one the tool has been calibrated with [Khan et al., 1989]. Figure  1-3 shows a schematic diagram of a neutron log. 
  
5  
 Figure  1-1: Multipurpose sonic sonde configuration [Schlumberger, 1989].     
6  
     
 Figure  1-2: Schematic drawing of the dual spacing Formation Density Logging Device (FDC) [Schlumberger, 1989].  
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One of the most important parameters for reservoir engineers is the fluid saturation. It is the fraction of the pore volume that is occupied by a fluid. The pores are always filled with fluids and thus the fluids saturations (oil, gas, water, etc.) should always amount to 100%. Water saturation is usually determined using a combination of resistivity logs and empirical correlations. Saturation can be expressed as either a percentage ofr a fraction. However, it is always used as a fraction in equations. Estimation of fluids saturation can be done using direct methods in the laboratory or indirect methods such as well logs [Craft et al, 1991]. 
1.5.3 PERMEABILITY 
It is a measure of how easy it is for fluids to flow through a formation. Darcy is the unit of permeability, but since it is large, millidarcy (mD) is used more often. In order for rocks to be permeable, they have to have some interconnected pores, fractures or capillaries. Permeability is usually measured in the laboratory by using extracted cores. It is then correlated with lithology, porosity, and other formation properties. Henry Darcy was the first to give a quantitative definition for permeability in his empirical relationship [Lyons et al., 2005].  
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1.6. PRODUCTION LOGGING 
1.6.1 INTRODUCTION 
Production logging is a set of tools and techniques used to evaluate the well or the reservoir performance. It is also used to evaluate the flow distribution in a well into or out of the reservoir and to generate a well flow profile which shows what comes from where. It provides detailed information about the behavior of the fluids in the well while it is producing.  It has been traditionally employed for reservoir surveillance or well diagnosis and is a crucial tool for well evaluation.  
Like most logging methods, production logs rely on indirect measurement to obtain the flow distribution. Thus, production log interpretation requires a thorough understanding of the fluid movements in the wellbore and their effect on the logging measurements [Hill, 1990]. 
1.6.2 PRODUCTION LOGGING TOOLS (PLT) 
The primary logging tools used in quantifying and measuring the flow profile usually consists of a thermometer, gradiomanometer, capacitor, and a fullbore-spinner flowmeter. The tool set could also include a continuous flowmeter, packer flowmeter, manometer, caliper, water holdup meter, and a radioactive tracer [Schlumberger, 1973]. 




1.6.2.2 Gradiomanometer It is used for calculating the mean density of the wellbore fluids by measuring the difference in pressure over two feet of the wellbore. It could be affected by the friction and kinetic components or the hole deviation. 
1.6.2.3 Fullbore-Spinner Flowmeter The fluid velocity in a wellbore is measured with a spinner velocimeter and is correlated to volumetric flow rate. It can measure very low velocities in single-phase flow. However, it requires higher flow rates to give useful measurements in a multi-phase flow. 
1.6.2.4 Continuous Flowmeter The continuous flowmeter is used to measure the fluid velocity with a spinner velocimeter and the fluid velocity is correlated to volumetric flow rate. It is particularly useful in single-phase flow regimes such as high-flow-rate gas wells, high-flow-rate oil wells, or waterfloods. 
1.6.2.5 Manometer The manometer is used to measure the wellbore fluid pressure and it helps in fluid conversion. The productivity index in oil wells or the open-flow-potential in gas wells can be determined using this tool. 
1.6.2.6 Caliper The caliper is used for measuring the hole or the casing diameter, breakouts, or washouts. It can be also used to determine hole obstructions. 
1.6.2.7 Water holdup meter The water holdup meter is used to directly measure the water holdup in flow regimes where water is the continuous phase. 
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1.6.2.8 Radioactive-Tracer Survey Radioactive-Tracer Survey tool is used to determine the fluid velocity in single-phase flow regimes. It helps in detecting fluid movements outside the casing or tubing [Schlumberger, 1973]. 
1.7. WELL TESTING 
Reservoir Engineers use information obtained by well testing such as flow and pressure to understand the in-situ reservoir conditions. This information is vital for optimizing wells production and achieving the best reservoir production performance [Chaudhry, 2003]. 
Deliverability tests are used to determine the Inflow Performance Relationship (IPR) which in turn describes the relationship between the production rate at the surface and the bottomhole flowing pressure. Using and the current bottomhole flowing pressure, and the current average reservoir pressure, one can estimate this well’s productivity and its deliverability potential. 
There are several methods to perform deliverability tests. One is the flow-after-flow test which is accomplished by producing the well at three different successive stabilized rates with no shut-in periods in between the tests. The tests are followed by a long shut-in period to establish the average reservoir pressure. To shorten the time taken by the tests, the isochronal and the modified isochronal tests were developed. The isochronal test is consists of a series of single point tests that are performed by alternating between production at a stabilized sandface rate and shut-in for buildup. The modified isochronal test is done in a similar manner but the flow periods have the same duration [Lee et al., 1996]. 
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1.8. PVT AND FLUID PROPERTIES 
PVT analysis is required to understand the reservoir fluid behavior and properties. Usually, samples are collected from test separators and recombined to imitate the reservoir conditions. Afterwards, a series of tests are applied on the samples to understand the fluid composition, properties and phase behavior. While some properties are determined in the laboratory, others are estimated using empirical correlations. Gas specific gravity is usually one of the main factors in natural gas empirical correlations [Danesh, 1998]. 
1.8.1 Z-FACTOR 




In this research we are using the correlation proposed by Dranchuk and Abou-Kassem [Dranchuck et al., 1975]. 
𝑍 = 1 + �𝐴1 + 𝐴2𝑇𝑟𝑝 + 𝐴3𝑇𝑟3𝑝 + 𝐴4𝑇𝑟4𝑝 + 𝐴5𝑇𝑟5𝑝 � 𝜌𝑟 + �𝐴6 + 𝐴7𝑇𝑟𝑝 + 𝐴8𝑇𝑟2𝑝 � 𝜌𝑟2 − 𝐴9 � 𝐴7𝑇𝑟𝑝 + 𝐴8𝑇𝑟2𝑝 � 𝜌𝑟5 +
𝐴10(1 + 𝐴11𝜌𝑟2) � 𝜌𝑟2𝑇𝑟3𝑝 � exp (−𝐴11𝜌𝑟2) (1-2) 
Where 𝜌𝑟 the pseudo reduced density, is defined as, 
𝜌𝑟 = 0.27[ 𝑝𝑟𝑝𝑍𝑝 𝑇𝑟𝑝 ] (1-3) 
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and the constants are given as, 
𝐴1 = 0.3265    𝐴2 = −1.0700    𝐴3 = −0.5339    𝐴4 = 0.01569    𝐴5 = −0.05165 
𝐴6 = 0.5475    𝐴7 = −0.7361    𝐴8 = 0.1844    𝐴9 = 0.1056    𝐴10 = 0.6134 
 𝐴11 = −0.7210 
The data used in this study falls within the valid range which is the following: 
1 < 𝑇𝑟𝑝 ≤ 3 and 0.2 ≤ 𝑃𝑟𝑝 < 30 
0.7 < 𝑇𝑟𝑝 ≤ 1 and 𝑃𝑟𝑝 < 1 
Where 𝑇𝑟𝑝  and 𝑃𝑟𝑝  are the pseudo-reduced temperature and pressure respectively. 
1.8.2 VISCOSITY 
In general, as the pressure increases, the gas viscosity increases. On the other hand, as the temperature increases, the viscosity decreases. However, at high pressures the gas behavior becomes similar to liquid behavior. In this research, we are using the following viscosity correlation proposed by Lee et al. [Lee et al., 1966]: 
𝜇𝑔 = 10−4𝑎 exp�𝑏 (𝜌𝑔/62.43)𝑐� (1-4) Where 
𝑎 = (9.379+0.0160𝑀𝑊)𝑇1.5
209.2+19.26𝑀𝑊+𝑇  (1-5) 
𝑏 = 3.448 + .01009𝑀𝑊 + 986.4
𝑇
 (1-6) 
𝑐 = 2.4 − 0.2𝑏 (1-7) and 
𝑀𝑊 =  28.96443 ∙ SG (1-8) Where 𝑀𝑊 is the molecular weight and 𝑆𝐺 is the specific gravity. 
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In this chapter, methods for estimating well deliverability presented in the literature are discussed. The discussion is focused on methods used to estimate gas well deliverability. 
2.1. WELL DELIVERABILITY 
All well deliverability equations describe the relationship between the well production rate and the drawdown pressure, i.e. the difference between the reservoir pressure and the flowing bottomhole pressure. Presenting the production rate as a function of the drawdown pressure helps in comparing wells as well as in estimating the production rate under various conditions. This is also known as the “inflow performance relationship” or IPR [Economides et al., 1994]. 
2.1.1 GAS WELL DELIVERABILITY  






� + 𝑠� (2-1) 





 �?̅?2 − 𝑝𝑤𝑓2 � (2-2) 
The gas rate is in MSCF/d and the properties 𝜇 and 𝑍 are average properties between ?̅? and 𝑝𝑤𝑓. 
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Since this approximation assumes Darcy flow in the reservoir, it is acceptable for low gas flow rate only. It is commonly presented as: 
𝑞 = 𝐶(?̅?2 − 𝑝𝑤𝑓2 ) (2-3) 






For larger gas flow rates, where non-Darcy flow is dominant (Figure  2-2), we use the solution of the Forchheimer equation [Economides et al., 1994] for gas flow through porous media and get: 
𝑞 = 𝑘ℎ�?̅?2−𝑝𝑤𝑓2 �
1424𝜇�  ?̅? 𝑇 [ln (𝑟𝑑/𝑟𝑤)+𝑠+𝐷𝑞 ] (2-5) 
This equation can be rearranged as: 
?̅?2 − 𝑝𝑤𝑓




+ 𝑠� 𝑞 + 1424?̅? 𝑧̅ 𝑇𝐷
𝑘ℎ
𝑞2 
Or in different terms: 
?̅?2 − 𝑝𝑤𝑓
2 = 𝑎 𝑞 + 𝑏 𝑞2 (2-6) 
Where 




+ 𝑠� (2-7) 
and 




The Dq term refer to the turbulence skin effect which could be quite high for some high rate wells.  Several authors proposed approximations for the non-Darcy coefficient (D). One is the following empirical correlation: 
𝐷 = 6×10−5𝛾𝑘𝑠−0.1ℎ
𝜇𝑟𝑤ℎ𝑝𝑒𝑟𝑓
2  (2-9) 
2.1.2 WELL DELIVERABILITY IN A MULTI-LAYERED GAS RESERVOIR 
In a multi-layered reservoir (Figure  2-3), we use the principle of superposition [Juell et al., 2011]: 
𝑞 = ∑ 𝑞𝑙𝑁𝑙=1  (2-10) 
Where 𝑞 is the total well rate and 𝑞𝑙 is the rate of each layer. 
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 Figure  2-1: Flow in a gas reservoir.  
 Figure  2-2: Difference between Darcy and Non-Darcy Flow [Ecnomides, 1994]. 
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This chapter covers Artificial Intelligence (AI) and describes the methods that are used in this research, namely, Multilayer Perception Networks (MLP), Probabilistic Neural Networks (PNN) and General Regression Neural Networks (GRNN), Radial Basic Functions (RBF), Support Vector Machine (SVM), and Adaptive Neuro-Fuzzy Inference System (ANFIS). 
3.1. INTRODUCTION 
AI is defined as “the subfield of computer science concerned with the use of computers in tasks that are normally considered to require knowledge, perception, reasoning, learning, understanding and similar cognitive abilities” [Duda, 1981]. It uses soft computing techniques to provide better results than the conventional solutions. It includes, amongst many things, perceptrons, problem solving, language, conscious, and unconscious processes. 
3.2. USE OF AI IN PETROLEUM ENGINEERING 
AI has become increasingly popular in the last two decades in the petroleum industry. It has been extensively used and many SPE papers show successful usages of AI methods to solve petroleum engineering problems [Mohaghegh, 2005].  
AI applications in the petroleum industry includes lithofacies identification, PVT properties estimation, production optimization, reserve estimation, history matching, Measuring while Drilling (MWD) data analysis, drill bit diagnosis, hydraulic fracture 
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analysis, bottomhole pressure prediction, well test analysis, critical gas flow rate prediction, and gas-lift optimization [Saputelli et al.,2002 and Al-Dhufairi, 2011]. 
3.3. ARTIFICIAL INTELLIGENCE METHODS 
3.3.1 ANN 
There are several types of Artificial Neural Networks (ANN). The most common ones are Multilayer Perception Networks (MLP), Probabilistic Neural Networks (PNN) and General Regression Neural Networks (GRNN), and Radial Basic Functions (RBF), We will briefly discuss each of these types. 
3.3.1.1 MLP It is the most common type of ANN. Usually when the term ANN is used without qualification, it refers to MLP. It has been used extensively in the literature. Uses include global optimization in history matching [Silva et. al., 2006], reservoir characterization [Anifowose, 2011] modeling viscosity and wax deposition [Oladiipo et al., 2009], predicting relative permeability [Al-Fattah et al., 2009], modeling miscible displacements in heterogeneous reservoirs [Gharbi, 2003], predicting well inflow performance in solution gas reservoirs [Alrumah et al., 2005], estimating dewpoint pressure in gas condensate reservoirs [Akbari et al., 2007], and predicting casing collapse occurrence [Salehi et al., 2007]. 
An MLP Network usually consists of a single input layer, a single or multiple hidden layers, and a single output layer. Each layer consists of at least one neuron. For each predictor or input variable, there is a neuron in the input layer. Similarly, for each target or output variable there is a neuron in the output layer. 
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For optimum results, the input variables should be normalized so that each variable falls in the range between -1 and 1. The input layer feeds each input variable to all of the neurons in the next hidden layer. Moreover, the bias, which is a constant equals to 1, is also fed to all of the neurons in each hidden layer. After getting multiplied by a weight, the bias is added to the sum which is fed to the neuron. 
Once received by the hidden layer, the values from the input layer get multiplied by a weight. Then all of the weighted received values are added together and fed to the transfer function in the neuron. The outputs from each of the neurons in the hidden layer are fed to the next hidden layer or to the output if that was the last hidden layer. 
The process gets repeated until the values are received by the output layer. Once received by the output layer, the values from each hidden layer neuron get once again multiplied by a weight and added together to be fed to a transfer value which outputs the results of the network. If any normalization was done on the input layer, the output variables are transformed back to the same order of the input variables using the inverse of the normalization functions. 
Most problems can be solved using one hidden layer. Only data with discontinuities require two hidden layers. Adding a layer won’t usually improve the model, rather it may introduce the risk of converging to a local minimum. Theoretically, there is no reason to build a model with more than two hidden layers. 
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 Figure  3-1: Typical MLP neural network. 
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Figure  3-1 shows a basic diagram of a fully connected 4-layer feed forward perception neural network. The difference between the feed forward and the back propagation networks is that in the feed forward networks, the values can only move from the input to the hidden layer and from the hidden layer to the next one and so on with no values fed back to earlier layers, while in the back propagation, networks allow the values to be fed backward [Beale et al., 2010]. 
3.3.1.2 PNN/GRNN The probabilistic neural networks (PNN) and the general regression neural networks (GRNN) are very similar to each other with one very important difference: PNN is designed for categorical outputs whereas GRNN is designed for continuous outputs. Training a PNN or a GRNN is usually much faster than training an MLP Network. They are also usually more accurate and relatively insensitive to outliers. However, PNN or GRNN models require much more memory than MLP for storing the model. 
There are several examples in the literature of using GRNN. These include uncertainty quantification [Mohamed et al., 2009], modeling the CVD behavior of retrograde-gas condensate reservoirs [Elsharkawy et al., 1998], predicting heavy oil molar composition [Al-Sirri et al., 2011], and predicting sanding [Kanj et al., 1999]. 
The basic idea of PNN/GRNN models is that the target variable is probably very close to the value of other variables that have very similar predictor or input variables.  
There are always 4 layers in PNN and GRNN. For each predictor or input variable, there is one neuron. For PNN, there are N-1 neurons for N number of categories. The input is normalized by subtracting the median and dividing by the interquartile range. Subsequently the data is fed to all of the neurons in the hidden layer. 
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There is one neuron in the hidden layer for each case in the input data. The neuron in the hidden layer stores both the values of input variable for that specific case and the target value. The hidden neuron calculates the Euclidean distance between the center of the neuron and the test case. After that, using the sigma variables it applies the RBF kernel function using the sigma values. Then the data is fed to the neurons in the pattern/summation layer. 
For PNN network the third layer contains one pattern neuron for each of the categories of the target or output layer. The weighted value that came from the hidden layer is fed only to the pattern neuron that is related to the category of the hidden neuron. The values of each class are added by the representative neuron. 
On the other hand, the GRNN network has only 2 neurons in the summation layer. They are called the denominator summation unit and the numerator summation unit. The weight values coming from each of the hidden layers are summed in the denominator summation unit while the numerator summation unit sums the weights multiplied by the actual target (output) value of each hidden neuron. 
The fourth and final layer is the decision layer. For PNN networks, the decision layer looks at the values of the weighted votes for each target category in the pattern layer and uses the largest accumulation to predict the target category (the output). For the GRNN networks, in the division layer, the value which accumulated in the numerator summation unit is divided by the value accumulated in the denominator summation unit and the result is used to predict the target value [Sherrod, 2008]. 




         
 Figure  3-2: Typical PNN/GRNN type neural network. 
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3.3.1.3 RBF Radial Basis Function Neural Networks (RBF) are very similar to GRNN networks with one main difference which is that while GRNN have one neuron for each input data point, RBF have a number of neurons which is most of the time much less than the number of input data points. It is recommended to use GRNN for small to medium-sized data sets as they will deliver more accurate results than RBF. However, RBF is more suited for large and very large data sets since GRNN is almost not practical for larger data sets. 
RBF is not new to the petroleum industry; uses in the literature include predicting log properties from seismic attributes [Russel et al., 2003], predicting and managing bit wear [Gidh, 2012], determining structure parameters [Kaftan et al., 2009], optimizing CO2 sequestration in coalbed methane reservoirs [Mohammadpoor, 2012], reservoir properties prediction [Lei et al., 2011], and well log data inversion [Huang et al., 2011]. 
The basic idea of RBF models is, like PNN/GRNN, that the target variable is probably very close to the value of other variables that have very similar predictor (input) variables.  What RBF networks do is that they place at least one RBF neuron in the space which is described by the input variables. The dimensions of this space have the same number as those of predictor variables. The neuron being evaluated calculates the Euclidean distance between the center of the neuron and the center of each neuron in that space. An RBF function (usually Gaussian) is applied to each distance to estimate the weight based on the influence of each neuron. The further away a neuron is, the less influence it has on target neuron. The predicted value is best estimated by multiplying the weight of the connection by the output value of the RBF function. 
RBF networks have three layers, input, a hidden layer which contains an RBF function usually Gaussian, and an output layer. The input is normalized by subtracting the 
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median and dividing by the interquartile range. Subsequently the data is fed to all of the neurons in the hidden layer. 
The number of neurons in the hidden layer is variable and is determined by the training process. The neuron in the hidden layer stores both the values of input variable for that specific case and the target value. The hidden neuron calculates the Euclidean distance between the center of the neuron and the test case. After that, using the sigma variables it applies the RBF kernel function using the sigma values. Then the data is fed to the neurons in the summation layer. 
The last layer is the summation layer. It gets the output of the hidden layer multiplied by a specific weight that is specific for that neuron (Figure  3-3). It then sums all of the incoming values to get the output [Sherrod, 2008]. 
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Support vector machine (SVM) model classifies data by creating an N-dimensional hyperplane which separates the data optimally.  It has been used extensively in the literature; uses include predicting permeability from well log data and core measurements [Nazari, et al., 2011], predicting oil and gas reservoir properties [Anifowose et al., 2011], predicting porosity and permeability [Anifowose et al., 2010], estimating well cost [Bhuddharaju et al., 2007], selecting seismic attributes  for hydrocarbon reservoir prediction [Chang-Kai et al., 2010], and permeability prediction in a heterogeneous reservoir [Al-Anazi et al., 2010]. 
In SVM, the predictor variable is called an attribute. When it is transformed to define the hyperplane, it is called a feature. The set of features that describes one case of predictor values is called a vector. 
Ultimately, the goal of support vector machine is to find an optimal hyperplane where one category of the target variables is on one side, and another category is on the other. SVM uses kernel functions such as linear, polynomial, sigmoid, and radial based functions [Sherrod, 2008]. 
Figure  3-4 shows a linear hyperplane in a typical 2D problem which was not optimum while Figure  3-5 shows a better and more optimum solution using a hyperbolic function. 
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 Figure  3-4: SVM using a linear separation boundary.  
 Figure  3-5: SVM using a nonlinear separation boundary.  
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3.3.3 ANFIS 
The adaptive neuro-fuzzy inference system uses a set of data inputs/outputs to construct a fuzzy inference system (FIS) in which the membership functions are tuned using a back propagation function with or without combination with a least square type of method. This procedure allows the fuzzy inference system to learn from the data they are trying to model [Al-Shammari, 2012]. 




DATA ACQUISITION, ORGANIZATION, AND ANALYSIS 
In this chapter, extraction of the data sets from different sources, and their organization combination and analysis is discussed. 
4.1. PRODUCTION LOGS 
After a production log test is performed, the engineer receives the data from the field and starts working on the analysis. These days, the engineers use state-of-the-art software to help them perform a more accurate analysis. 
After the analysis is carried out, the well performance is compared to other wells for quality assurance and diagnostic. The test is finally archived in the PLT database. 
For the purposes of this research, a program was created to pull the relevant data (Production Rate, Static Pressure, Flowing Pressure, and Flowing Temperature) from each flow zone from the archived files to produce a table that can be used as input for the AI tools. 
4.2. WELL LOGS 
Well logging tools are usually run after finishing well drilling or while drilling. The raw data is sent to the reservoir description engineer for analysis. A lot of information can be obtained using general correlations or correlations specific to a certain reservoir. 
For the purposes of this research, a program was created to get the average properties of porosity, permeability, and water saturation from the archives of analyzed logs and match them with each flow zone that was picked from the PLT test results. 
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4.3. PVT DATA 
Samples are taken from the wells for PVT analysis. The PVT lab issues a report on the composition and the PVT properties of the sample. Those PVT reports were used to estimate the gas viscosity and z-factor. A sample PVT report is included in Appendix-C. 
4.4. WELL TESTING 
Well test analysis results were used to estimate the well skin and to quality check the estimated reservoir pressures. 
4.5. DATA COMBINING AND ORGANIZATION 
It is generally a good idea to include physical relationships or correlations in the input of the AI model. It helps in guiding the model in the training phase. After examining the solution of Darcy’s equation for flow in porous media: 
𝑞 = 𝐶(?̅?2 − 𝑝𝑤𝑓2 ) (4-1) 
and the solution of Forchheimer equation as well: 
?̅?2 − 𝑝𝑤𝑓
2 = 𝑎 𝑞 + 𝑏 𝑞2 (4-2) 
One can observe that the gas rate is directly related to the difference of the squared pressures, so 𝑑(𝑝2) is as an input: 
𝑑(𝑝2) = ?̅?2 − 𝑝𝑤𝑓2  (4-3) 











+ 𝑠� (4-5) 
𝑏 = 1424𝜇�  ?̅? 𝑇𝐷
𝑘ℎ
 (4-6) 
Moreover, to account for the effects of turbulent flow, the non-Darcy flow coefficient is also used as another input: 
𝐷 = 6×10−5𝛾𝑘𝑠−0.1ℎ
𝜇𝑟𝑤ℎ𝑝𝑒𝑟𝑓
2  (4-7) 
And finally since the permeability is a key difference between the wells in this study, it was also included as an input. 
In summary, the model consisted of six inputs [a, b, C, D, d(p2), and permeability] and one output [qlayer]. 
The raw data are presented in Appendix 1. 
4.6. DATA ANALYSIS 
Statistical analysis (Table  4-1 to 4-3, and Appendix-B) was performed on the input data to eliminate any anomalies and to learn the limits of the AI model. Histograms were also constructed to analyze the distribution of the data (Appendix-2-2). 
These tables show the range covered by the data used in this study. Most importantly, it shows the reservoir pressure varies from 2298 psi to 6960 psi, while the flowing pressure varies from 1665 psi up to 6630 psi. It also shows that the porosity varies from 3.74% up to 23.03% and the permeability from as low as 0.1034 d to as high as 99.69 md. The gas flow rates cover a wide range from only 104 MSCF all the way to25385 MSCF. 
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Table  4-1: Statistical Analysis of Input Data – Part I 







 psi ft 
oF psi 
Minimum 2298 2.60 238.40 1665 
Maximum 6960 61.70 292.03 6630 
Mean 5334 14.79 256.47 4650 
Median 5340 10.90 254.43 4708 
Standard Deviation 1036 10.03 9.14 1154 
Coefficient of Correlation 0.0040 0.2523 0.0500 -0.0296  
Table  4-2: Statistical Analysis of Input Data – Part II 
Property Diameter Flow Zone Thickness 
Water 
Saturation Porosity 
 ft ft Fraction Fraction 
Minimum 3.650 5.25 0.0454 0.0374 
Maximum 9.020 66.50 0.4752 0.2303 
Mean 5.361 18.37 0.2452 0.1067 
Median 6.004 14.00 0.2321 0.1072 
Standard Deviation 1.029 11.96 0.0809 0.0302 
Coefficient of Correlation 0.1116 0.2484 -0.1265 0.2478  





Skin Gas Flow Rate 
 mD Ratio  MSCF 
Minimum 0.1035 0.6333 -5.90 104 
Maximum 99.69 0.6724 -1.59 25385 
Mean 12.78 0.6480 -4.72 3349 
Median 6.86 0.6490 -4.70 2023 
Standard Deviation 15.90 0.0115 0.69 3700 




RESULTS AND CONCLUSIONS 
In this chapter, the results of this research are presented and discussed. Finally, conclusions and recommendations are given.  
Hundreds of runs were performed using different AI methods. In all runs a 70:30 training to testing and validation ratio was used. Below, the results of the best runs of each method are presented. Between the tested AI methods, SVM and GRNN performed best with a low mean absolute percentage error and a very high correlation coefficient. This work shows promising use for AI methods in estimating production rate from each layer in a multi-layered gas reservoir. 
Overall, the normalized set has shown better performance and a major improvement in the cases of MLP and SVM. Figure  5-1 shows the mean absolute error of the model in MSCF. It shows that the normalized SVM model has peroformed best with a mean absolute error of 77 MSCF. Figure  5-2 shows the mean absolute percentage error of the different AI methods used in this study. Once again, the normalized SVM model has performed best with a mean absolute percentage error of 2.25%. 
Figure  5-3 shows the coefficient of correlation between the model results and the measured data. All of the models had a high coefficient of correlation. However, the highest were the normalized GRNN and SVM sets. 
Figure  5-4 compares the mean absolute error of empirical methods vs.  AI methods.  It shows that the AI methods are performing better. This is probably because the models are built using this data set whereas the empirical correlations are derived from general flow equations and not specifically tailor-made for this data set. Next, Figure  5-5 
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compares the mean absolute percentage error of empirical methods vs.  AI methods. Similar observations can be made to those of Figure 5-4. Finally, Figure  5-6 compares the correlation coeficcient of empirical methods vs.  AI methods where again the AI methods outperform the emperical methods. 
Figures 5-7 and 5-8 show a more detailed comparison between the normalized SVM and GRNN AI models versus Darcy Empirical Equation. They show that both the estimation error and the absolute percentage error of the Darcy Equation are more dispersed than those of the AI methods. Similar observations are made from Figures 5-9 and Figure  5-105-10 which compare the results of Forchheimer empirical equation with the results of the same AI methods. 
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 Figure  5-1: Mean absolute error of different AI methods.   
 Figure  5-2: Mean absolute percentage error of different AI methods. 
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 Figure  5-3: Correlation coefficient of different AI methods.   
 Figure  5-4: Mean absolute error of empirical methods vs.  AI methods. 
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 Figure  5-5: mean absolute percentage error of empirical ,ethods vs.  AI methods.   
 Figure  5-6: Correlation coefficient of empirical methods vs.  AI methods. 
42  
 
 Figure  5-7: Estimation error of Darcy empirical equation vs. normalized GRNN and SVM.  
 Figure  5-8: Estimation percentage error of Darcy empirical equation vs. normalized GRNN and SVM. 
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 Figure  5-9: Estimation error of Forchheimer empirical equation vs. normalized GRNN and SVM.  
 Figure  5-10: Estimation percentage error of Forchheimer empirical equation vs. normalized GRNN and SVM. 
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5.1. ANFIS 
All ANFIS runs didn’t meet the either of the requirements set in this research (80% accuracy or 80% correlation coefficient) and thus, the results will not be presented. 
5.2. MLP 
Figures 5-11 and 5-12 show the crossplot between the measured rate and the rate estimated by the MLP model for both the original and the normalized data sets. They show a good linear correlation between the two beyond 3000 MSCF. Figure  5-12 shows that the normalized set has more dispersion than the non-normalized set overall but less dispersion at low rates.  
Figures 5-13 and 5-14 show the model error for both the original and the normalized data sets respectively. We could observe that the non-normalized MLP model results are less dispersed around the x-axis which indicates departure from the desired value. The figures also show a higher error in the model as the rate increases. Figures 5-15 and 5-16, show the percentage error between the models results and the measured values. They also show more dispersion in the normalized data set results. The error patterns showing up in these plots signifies that these models are not optimum. 
Table  5-1 shows summary statistics of the MLP model for both the original and the normalized data sets. 
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 Figure  5-11: Crossplot of the measured and estimated rates using the MLP AI method and the original data set.  
 Figure  5-12: Crossplot of the measured and estimated rates using the MLP AI method and the normalized data set. 
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 Figure  5-13: The estimation error using the MLP AI method and the original data set.  
 Figure  5-14: The estimation error using the MLP AI method and the normalized data set. 
47  
 Figure  5-15: The estimation percentage error using the MLP AI method and the original data set.  
 Figure  5-16: The estimation percentage error using the MLP AI method and the normalized data set. 
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Table  5-1: MLP Model Results 
Method MLP 
Set Original Normalized 
Mean Absolute Error, MSCF 521.09 421.68 
Mean Absolute Percentage Error, % 80.36 37.10 
Correlation Coefficient, % 98.50 97.75  
5.3. RBF 
Figures 5-17 and 5-18 show the crossplot between the measured rate and the rate estimated by the RBF model for the original set and the normalized set respectively. They show a good linear correlation between the two. Figure  5-18 shows that the normalized set has less dispersion than the non-normalized set in figure 5-17 at lower rates.  
Figures 5-19 and 5-20 show the model error for both the non-normalized and the normalized sets respectively. It is observed that the non-normalized model results are more dispersed at lower rates around the x-axis which indicates departure from the desired value. The figures also show a higher error in the model as the rate increases. However, as indicated by Figures 5-21 and 5-22, the percentage error decreases as the rate increases signifying that the model accuracy increases as the rate increases. Figures 5-21 and 5-22 also show less dispersion in the normalized data set results. 




 Figure  5-17: Crossplot of the measured and estimated rates using the RBF AI method and the original data set.  
 Figure  5-18: Crossplot of the measured and estimated rates using the RBF AI Method and the normalized data set. 
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 Figure  5-19: The estimation error using the RBF AI method and the original data set.  
 Figure  5-20: The estimation error using the RBF AI method and the normalized data set. 
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 Figure  5-21: The estimation percentage error using the RBF AI method and the original data set.  
 Figure  5-22: The estimation percentage error using the RBF AI method and the normalized data set. 
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Table  5-2: RBF Model Results 
Method RBF 
Set Original Normalized 
Mean Absolute Error, MSCF 396.84 442.01 
Mean Absolute Percentage Error, % 35.62 30.72 
Correlation Coefficient, % 98.61 96.89  
5.4. SVM 
Figures 5-23 and 5-24 show the crossplot between the measured rate and the rate estimated by the SVM model for bothe the original data set and the normalized date set respectively. They show a good linear correlation between the two. Figure  5-24 shows that the normalized set has less dispersion than the non-normalized set. Similar observation is noted with the the GRNN method described later, which indicates the benefits of normalizing the data prior to training the model. 
Figures 5-25 and 5-26  show the model error for both the non-normalized and the normalized sets respectively. We could observe that the non-normalized model results are more dispersed around the x-axis which indicates departure from the desired value. The figures also show a higher error in the model as the rate increases. However, as indicated by Figures 5-27 and 5-28, the percentage error decreases as the rate increases signifying that the model accuracy increases as the rate increases. Figures 5-27 and 5-28, also show less dispersion in the normalized data set results. 




 Figure  5-23: Crossplot of the measured and estimated rates using the SVM AI method and the original data set.  
 Figure  5-24: Crossplot of the measured and estimated rates using the SVM AI method and the normalized data set. 
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 Figure  5-25: The estimation error using the SVM AI Method and the original data set.  
 Figure  5-26: The estimation error using the SVM AI method and the normalized data set. 
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 Figure  5-27: The estimation percentage error using the SVM AI Method and the original data set.  
 Figure  5-28: The estimation percentage error using the SVM AI method and the normalized data set. 
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Table  5-3: SVM Model Results 
Method SVM 
Set Original Normalized 
Mean Absolute Error, MSCF 216.14 77.38 
Mean Absolute Percentage Error, % 11.44 2.25 
Correlation Coefficient, % 99.13 99.59  
5.5. GRNN 
Figures 5-29 and 5-30 show the crossplot between the measured rate and the rate estimated by the GRNN model. They show a good linear correlation between the two. Figure 5-30 shows that the normalized set has less dispersion than the non-normalized set. Similar observation is noted with the SVM method, which indicates the benefits of normalizing the data prior to training the model. 
Figures 5-31 and 5-32 show the model error for both the non-normalized and the normalized sets respectively. We can observe that the non-normalized model results are more dispersed around the x-axis which indicates departure from the desired value. The figures also show a higher error in the model as the rate increases. However, as indicated by Figures 5-33 and 5-34, the percentage error decreases as the rate increases signifying that the model accuracy increases as the rate increases. Figures 5-33 and 5-34 also show less dispersion in the normalized data set results. 
These figures also show that the GRNN model tends to underestimate the layer production rate. 
Table  5-4 shows summary statistics of the GRNN model for both the original and the normalized data sets. 
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 Figure  5-29: Crossplot of the measured and estimated rates using the GRNN AI method and the original data set.  
 Figure  5-30: Crossplot of the measured and estimated rates using the GRNN AI method and the normalized data set. 
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 Figure  5-31: The estimation error using the GRNN AI method and the original data set.  
 Figure  5-32: The estimation error using the GRNN AI method and the normalized data set.  
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 Figure  5-33: The estimation percentage rrror using the GRNN AI method and the original data set.  
 Figure  5-34: The estimation percentage error using the GRNN AI method and the normalized data set. 
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Table  5-4: GRNN Model Results 
Method GRNN 
Set Original Normalized 
Mean Absolute Error, MSCF 292.19 113.82 
Mean Absolute Percentage Error, % 9.40 3.65 
Correlation Coefficient, % 99.51 99.57  Overall, it is clear that normalized data sets performed better than the non-normalized data set. Furthermore, the Support Vector Machine model has performed better than the General Regression Neural Networks model as shown by the lower mean absolute error and mean absolute percentage error as well as the higher correlation coefficient. Moreover, the crossplot the normalized SVM model shows less dispersion which means less overall error. It should be noted that the accuracy of both models are limited to the range of the training data. If need to use the model outside the training range arises, the model should be re-trained with new data points that widen the range. 
5.6. CONCLUSIONS 
From the discussions and the results presented in this study, the following conclusions can be drawn: 
• GRNN and SVM methods show promising results for estimating production rate from each layer in a multi-layered gas reservoir as shown by the plots and the statistics. 
• AI methods performed better than empirical approaches in this case since it adapted themselves to the data sets. 
• Normalizing the input data sets has led to the improvement in the results, drastically in some cases such as SVM and GRNN.  
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• Combining data inputs and/or using the results of empirical formulas as inputs helps in guiding the artificial model to the desired results as demonstrated in this research. 
5.7. RECOMMENDATIONS 
• The accuracy of the model can be improved by quality checking and adding new data samples that covers wider ranges and different combinations. 
• The developed model shouldn’t be used outside the range of the training data. If need arises, it should be re-trained with new data points that widen the range.  
62  
APPENDICES 
APPENDIX A: DATA 
Table A-1: Collected Data 










Saturation Porosity Permeability Gas Rate 
 psi ft oF psi ft fraction fraction mD MSCF 
1 2298 20 281.5 1665 23 0.204 0.099 9.77 4000 
2 2368 30 264.6 2222 31 0.086 0.104 0.28 6046 
3 2378 20 264.4 2229 21 0.085 0.084 7.95 358 
4 2476 40 256.3 2346 41 0.083 0.104 8.70 2732 
5 2930 9.6 254.4 2336 15 0.274 0.135 3.71 2915 
6 2931 9.7 254.1 2337 11 0.127 0.184 24.30 1309 
7 2932 15.7 254.0 2338 17 0.196 0.114 3.18 5350 
8 2934 13.9 253.9 2340 20 0.210 0.119 1.98 1742 
9 2940 10 251.0 2352 14 0.260 0.086 1.16 179 
10 2970 10 259.0 2634 16 0.241 0.106 1.85 890 
11 2973 13 259.9 2637 14 0.210 0.072 4.30 290 
12 2974 15 261.2 2639 35 0.383 0.079 0.96 320 
13 2979 4 261.7 2645 8 0.456 0.097 1.71 3830 
14 2989 34 251.9 2642 35 0.240 0.092 22.54 312 
15 2993 16 252.1 2645 17 0.234 0.108 2.05 291 
16 2999 29 252.0 2648 36 0.302 0.057 2.03 913 
17 3043 11 252.9 2785 33 0.327 0.083 23.19 303 
18 3043 11 252.7 2677 33 0.327 0.083 94.20 515 
19 3045 10 253.3 2786 16 0.221 0.112 1.27 461 
20 3049 6 253.2 2681 8 0.179 0.139 2.46 2326 
21 3050 13 253.4 2790 17 0.190 0.124 1.96 3090 
22 3050 7 253.2 2682 11 0.185 0.122 3.12 2534 
23 3060 11 253.8 2797 17 0.216 0.145 32.78 8581 
24 3118 8 257.2 1913 9 0.153 0.064 27.95 1334 
25 3127 10 254.0 1915 11 0.224 0.068 12.86 166 
26 3195 10 254.8 2014 18 0.210 0.075 1.54 688 
27 3195 10 254.4 1934 18 0.210 0.075 25.76 1285 
28 3206 12.6 255.1 2018 17 0.123 0.117 15.89 8060 
29 3207 16.9 254.9 1937 21 0.115 0.119 0.33 13026 
30 3220 6 261.7 2031 21 0.217 0.063 2.94 1885 
31 3220 6 262.4 1951 21 0.217 0.063 3.13 2221 
32 3303 5 267.2 2469 6 0.440 0.055 25.71 1566 
33 3304 8 267.2 2472 9 0.327 0.105 7.38 557 
63  
Table A-2: Collected Data—cont. 










Saturation Porosity Permeability Gas Rate 
34 psi ft oF psi ft fraction fraction mD MSCF 
35 3314 48 267.3 2478 49 0.426 0.046 15.05 149 
36 3351 11 268.0 2503 12 0.251 0.096 42.25 3646 
37 3353 10 251.9 2956 11 0.216 0.091 0.12 397 
38 3355 16 268.5 2526 20 0.457 0.054 11.31 187 
39 3355 9.1 252.1 2958 9 0.428 0.053 9.35 6954 
40 3356 4.2 252.8 2962 5 0.171 0.110 4.53 161 
41 3357 8 268.8 2528 10 0.181 0.096 32.10 3871 
42 3360 9.9 273.1 2533 11 0.448 0.069 9.57 1695 
43 3530 5 263.6 2348 6 0.440 0.055 9.79 111 
44 3530 5 263.7 2280 6 0.440 0.055 29.49 295 
45 3531 8 263.6 2348 9 0.327 0.105 2.37 440 
46 3531 8 263.9 2280 9 0.327 0.105 7.51 867 
47 3580 4.9 264.5 2321 6 0.340 0.055 89.91 4037 
48 3586 6.3 264.1 2326 8 0.165 0.102 2.49 4744 
49 3586 6.7 263.5 2400 9 0.181 0.096 23.22 3089 
50 3796 30 254.4 3143 31 0.234 0.078 0.74 6469 
51 3796 30 255.0 3227 31 0.234 0.078 2.49 5288 
52 3850 10 253.7 2795 14 0.212 0.109 17.70 3938 
53 3851 10 253.8 2798 14 0.212 0.109 22.40 1091 
54 3853 10 253.1 2798 11 0.183 0.124 2.62 1317 
55 3854 10 253.3 2801 11 0.183 0.124 53.45 442 
56 3859 10 254.1 3087 14 0.212 0.109 7.47 1137 
57 3860 16 256.8 3187 18 0.168 0.125 9.77 2984 
58 3860 16 257.0 3270 18 0.168 0.125 8.77 713 
59 3870 44 256.4 3190 45 0.256 0.086 1.64 3121 
60 3870 44 256.9 3274 45 0.256 0.086 2.33 3953 
61 3880 30 255.9 3200 43 0.180 0.062 0.13 7469 
62 3915 13 253.0 2826 19 0.145 0.164 9.89 7006 
63 3916 13 253.1 2842 19 0.145 0.164 6.48 6388 
64 3920 14 253.8 2828 26 0.205 0.120 13.05 8567 
65 3921 14 253.8 2846 18 0.127 0.135 2.47 7095 
66 3925 13 253.4 3141 19 0.145 0.164 6.23 4066 
67 3929 6 254.2 3146 10 0.138 0.137 16.72 3364 
68 3930 8 254.5 3147 18 0.232 0.118 2.50 804 
69 3930 61.7 254.4 2847 63 0.360 0.074 17.80 1204 
70 3930 4 256.2 2836 38 0.282 0.061 2.48 3704 
71 3942 33 250.5 3537 34 0.270 0.093 19.18 803 
72 3945 10 250.8 3544 11 0.184 0.116 7.24 6268 
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Table A-3: Collected Data—cont. 










Saturation Porosity Permeability Gas Rate 
 psi ft oF psi ft fraction fraction mD MSCF 
73 4420 10.1 256.9 2989 10 0.260 0.050 4.38 5397 
74 4426 5.2 258.1 2995 6 0.220 0.108 0.89 4416 
75 4427 4.8 258.9 2996 6 0.217 0.126 3.34 748 
76 4548 10 259.9 4059 13 0.165 0.143 29.72 6532 
77 4553 30 259.9 4062 51 0.322 0.111 6.02 16143 
78 4560 8.9 260.7 4072 25 0.235 0.098 3.49 4294 
79 4630 10 252.3 4344 12 0.062 0.112 11.29 2070 
80 4631 10 252.3 4346 11 0.068 0.092 20.70 1770 
81 4632 3.8 252.4 4348 6 0.124 0.117 1.37 1810 
82 4634 17 252.4 4349 18 0.136 0.130 4.03 580 
83 4640 9.9 252.0 4359 11 0.045 0.056 0.84 1340 
84 4722 20 254.7 4163 24 0.232 0.124 14.06 3447 
85 4722 20 254.9 4168 24 0.232 0.124 13.65 3065 
86 4775 13.9 248.8 4025 15 0.202 0.126 1.99 1188 
87 4778 19.2 248.8 4027 21 0.188 0.108 8.58 8481 
88 4780 10.8 249.0 4029 13 0.181 0.135 5.31 2650 
89 4781 6.3 249.0 4030 8 0.224 0.103 14.85 1073 
90 4782 10 256.2 4220 11 0.259 0.127 15.04 378 
91 4782 10 256.2 4223 11 0.259 0.127 17.22 260 
92 4783 9.8 248.9 4031 14 0.329 0.100 8.16 1243 
93 4786 22 256.2 4222 23 0.226 0.097 12.25 4064 
94 4786 22 256.3 4225 23 0.226 0.097 1.63 3006 
95 4790 5.6 238.4 3524 7 0.337 0.116 33.40 1240 
96 4790 30 256.4 4225 30 0.157 0.118 0.26 11624 
97 4790 30 256.5 4228 30 0.157 0.118 106.03 8946 
98 4793 8.1 239.3 3526 10 0.350 0.129 8.16 6648 
99 4793 9.5 239.2 4268 12 0.321 0.134 0.81 2173 
100 4795 9.5 239.8 4270 24 0.278 0.093 13.22 485 
101 4795 10.9 239.7 3527 26 0.273 0.099 24.72 2189 
102 4795 19 238.6 3646 34 0.299 0.104 57.15 6063 
103 4797 20 257.2 4232 20 0.155 0.097 1.53 5581 
104 4797 20 257.3 4235 20 0.155 0.097 8.49 3739 
105 4800 10 259.0 4243 10 0.300 0.061 4.61 632 
106 4800 10 259.0 4245 10 0.300 0.061 13.85 153 
107 4870 13.2 248.0 3545 14 0.293 0.087 15.53 410 
108 4871 25.1 247.6 3751 26 0.293 0.081 32.84 904 
109 4871 25.3 248.2 3534 26 0.293 0.081 0.54 1421 
110 4871 12.1 248.0 3547 14 0.293 0.072 3.51 432 
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Table A-4: Collected Data—cont. 










Saturation Porosity Permeability Gas Rate 
 psi ft oF psi ft fraction fraction mD MSCF 
111 4872 6.2 247.5 3755 7 0.293 0.092 74.64 1532 
112 4872 7.9 248.1 3538 10 0.293 0.079 8.15 3409 
113 4873 10 247.9 3549 12 0.293 0.070 4.88 4399 
114 4873 8 248.2 3540 10 0.293 0.066 16.20 8256 
115 4873 10.1 247.6 3756 11 0.293 0.066 4.77 4441 
116 4873 6.2 248.2 3550 9 0.293 0.074 1.91 4888 
117 4874 4.8 249.1 3542 16 0.293 0.094 1.88 2335 
118 4874 4.5 249.3 3552 15 0.293 0.095 0.45 1937 
119 4874 4.6 248.6 3757 16 0.293 0.094 1.95 708 
120 4880 13 250.5 3546 14 0.292 0.122 36.19 11449 
121 4880 13 250.5 3556 14 0.292 0.122 0.58 6745 
122 4880 13 250.6 3763 14 0.292 0.122 0.92 852 
123 4881 30 253.6 4296 33 0.265 0.098 2.62 4404 
124 4881 30 253.9 4308 33 0.265 0.098 6.25 2352 
125 4881 30 254.5 4467 33 0.265 0.098 1.48 240 
126 4916 34 242.1 3586 35 0.299 0.087 0.58 266 
127 4916 34 241.5 3719 35 0.299 0.087 0.88 522 
128 4922 5.4 242.2 4369 6 0.162 0.158 22.28 743 
129 4923 12 241.7 3726 13 0.224 0.153 3.03 1133 
130 4927 4.7 243.2 3596 6 0.423 0.114 2.92 256 
131 4928 5.4 242.7 3731 6 0.303 0.169 7.88 3897 
132 4928 9.7 243.1 4373 11 0.350 0.133 3.63 1550 
133 4930 9.6 243.3 3598 14 0.176 0.090 3.58 359 
134 4940 16.2 251.7 4477 17 0.169 0.115 9.44 4062 
135 4944 10 255.4 4350 12 0.211 0.113 1.50 970 
136 4944 10 255.5 4361 12 0.211 0.113 1.00 2096 
137 4944 10 255.8 4521 12 0.211 0.113 5.67 1767 
138 4944 33.8 251.7 4479 36 0.163 0.141 4.35 18495 
139 4944 50 251.8 4554 52 0.166 0.131 1.78 10529 
140 4947 20 285.5 3735 23 0.204 0.099 13.22 6992 
141 4950 9.7 287.0 3739 14 0.247 0.139 3.22 10158 
142 4950 15 252.2 4565 16 0.143 0.123 5.69 1743 
143 4950 40 255.4 4352 43 0.182 0.143 20.34 25385 
144 4950 40 255.5 4363 43 0.182 0.143 38.61 19602 
145 4950 40 255.9 4522 43 0.182 0.143 3.20 9742 
146 4969 12.4 252.6 4743 13 0.285 0.112 9.92 1364 
147 4972 23.6 252.8 4745 27 0.282 0.074 9.67 371 
148 5004 10 253.2 4585 11 0.271 0.109 14.91 2844 
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Table A-5: Collected Data—cont. 










Saturation Porosity Permeability Gas Rate 
 psi ft oF psi ft fraction fraction mD MSCF 
149 5005 10.9 254.0 4587 13 0.253 0.109 3.40 679 
150 5012 43.3 289.7 4129 44 0.374 0.066 13.11 352 
151 5012 46.7 290.2 4479 48 0.374 0.092 4.73 137 
152 5013 10.9 289.8 4135 12 0.373 0.081 6.38 3271 
153 5014 60 289.5 3980 61 0.374 0.081 7.79 7116 
154 5014 20.1 290.3 4485 21 0.373 0.066 3.43 1458 
155 5022 11.8 291.1 4493 13 0.372 0.081 6.13 6049 
156 5022 14.1 290.6 4143 15 0.372 0.092 13.96 12419 
157 5022 14.7 290.3 3991 16 0.372 0.092 0.28 16976 
158 5023 13.1 291.0 4495 14 0.372 0.092 2.56 1001 
159 5024 9 256.4 4192 25 0.152 0.113 3.54 2045 
160 5024 9 256.5 4235 25 0.152 0.128 14.68 1328 
161 5024 8.2 291.1 4496 9 0.371 0.066 31.59 739 
162 5024 18.8 290.4 3993 19 0.371 0.066 1.03 2180 
163 5024 19.9 290.5 4145 21 0.371 0.066 0.85 1778 
164 5025 7.3 291.7 4498 8 0.371 0.081 15.27 2887 
165 5025 10.2 292.0 4148 11 0.371 0.081 0.36 7292 
166 5025 10.9 291.1 3996 12 0.371 0.081 4.40 9277 
167 5026 8.6 291.6 4001 10 0.371 0.092 32.65 573 
168 5031 28.3 254.2 4803 29 0.296 0.110 29.26 1013 
169 5032 15.9 246.7 3976 31 0.331 0.094 18.98 2068 
170 5032 20 248.6 4029 30 0.298 0.081 4.86 960 
171 5035 8 254.8 4810 13 0.419 0.079 1.63 1800 
172 5046 9.5 255.8 4821 12 0.333 0.123 16.04 3230 
173 5083 7.8 256.6 4301 11 0.145 0.135 1.99 1465 
174 5083 8 256.4 4133 11 0.145 0.135 30.27 3254 
175 5085 8.1 256.5 4134 10 0.126 0.138 6.50 2825 
176 5085 12.2 256.7 4302 14 0.159 0.123 2.21 1799 
177 5089 21.2 256.6 4136 25 0.141 0.127 46.70 10137 
178 5089 21.8 256.9 4304 26 0.143 0.125 9.15 5286 
179 5090 12 256.1 4631 13 0.171 0.107 5.91 701 
180 5090 8.8 257.2 4139 10 0.159 0.132 16.03 1219 
181 5090 8.2 257.5 4307 9 0.152 0.144 22.13 389 
182 5092 9.9 256.8 4678 12 0.239 0.080 28.44 3983 
183 5095 6.3 257.8 4143 10 0.157 0.123 0.51 2849 
184 5095 7 258.0 4311 10 0.152 0.125 6.57 1367 
185 5096 22.9 257.1 4679 24 0.244 0.096 29.14 1062 
186 5101 10 262.2 4439 13 0.185 0.112 38.18 2692 
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Table A-6: Collected Data—cont. 










Saturation Porosity Permeability Gas Rate 
 psi ft oF psi ft fraction fraction mD MSCF 
187 5104 10 262.2 4406 13 0.185 0.112 67.99 3727 
188 5107 10 249.8 4069 13 0.242 0.131 20.11 2423 
189 5111 20 262.9 4449 63 0.184 0.064 3.70 1332 
190 5113 10 250.1 4072 11 0.139 0.163 1.98 6893 
191 5114 20 262.8 4419 63 0.184 0.064 9.31 1786 
192 5114 10 250.4 4073 12 0.178 0.122 6.61 1413 
193 5119 15.9 250.0 4054 17 0.211 0.123 56.62 1057 
194 5121 7 250.7 4076 12 0.232 0.111 31.87 9298 
195 5125 10 250.1 4058 12 0.296 0.134 0.24 6827 
196 5125 4 253.2 4080 14 0.320 0.060 11.41 1802 
197 5126 6 253.3 4081 13 0.196 0.114 1.90 900 
198 5130 9.9 251.7 4068 10 0.427 0.163 1.73 183 
199 5163 20 264.2 4500 21 0.218 0.116 16.81 1408 
200 5166 20 264.0 4477 21 0.218 0.116 5.23 2023 
201 5171 27 264.2 4482 56 0.319 0.100 1.60 17525 
202 5171 50 264.3 4504 56 0.319 0.100 29.23 11586 
203 5249 21.9 264.3 4966 22 0.264 0.087 2.12 2268 
204 5256 49.9 264.3 4969 51 0.420 0.048 22.69 175 
205 5271 4.2 262.0 4658 8 0.252 0.065 3.76 110 
206 5272 10 262.6 4752 15 0.237 0.089 34.16 2048 
207 5272 10 262.4 4650 15 0.237 0.089 13.00 2106 
208 5272 5.8 262.0 4658 8 0.228 0.113 1.17 2120 
209 5272 11 262.4 4659 12 0.226 0.100 27.36 2385 
210 5272 11 262.1 4630 15 0.237 0.089 8.45 2480 
211 5275 5 262.8 4654 6 0.306 0.072 10.27 2547 
212 5275 7.3 263.5 4757 12 0.289 0.081 5.88 798 
213 5275 10 263.0 4663 15 0.305 0.078 2.35 2322 
214 5275 10 262.5 4635 15 0.305 0.078 53.15 3569 
215 5278 10 263.3 4665 12 0.225 0.065 18.00 153 
216 5278 10 262.6 4638 12 0.225 0.065 1.08 165 
217 5279 5 263.3 4667 8 0.289 0.050 16.42 210 
218 5279 5 262.6 4640 8 0.289 0.050 2.93 962 
219 5281 10 243.6 5007 25 0.152 0.105 5.52 267 
220 5287 10 264.5 2949 11 0.302 0.105 24.85 473 
221 5297 20 248.3 4538 35 0.251 0.118 8.31 7725 
222 5297 20 248.6 4885 35 0.251 0.118 1.13 1705 
223 5300 10 264.5 2955 10 0.328 0.097 3.33 18389 
224 5300 30 252.9 4588 34 0.266 0.095 9.78 3023 
68  
Table A-7: Collected Data—cont. 










Saturation Porosity Permeability Gas Rate 
 psi ft oF psi ft fraction fraction mD MSCF 
225 5313 8.6 266.3 5029 10 0.210 0.099 15.43 1268 
226 5318 16.6 266.5 5033 18 0.187 0.088 0.75 3864 
227 5325 20 250.2 4563 21 0.202 0.073 3.23 1382 
228 5325 20 250.3 4907 21 0.202 0.073 8.44 404 
229 5326 7 263.5 4709 8 0.221 0.119 2.12 3256 
230 5326 7 263.5 4691 8 0.221 0.119 7.65 2511 
231 5330 10.8 267.4 5046 12 0.338 0.079 17.32 2352 
232 5333 29 264.2 4717 30 0.221 0.110 13.72 481 
233 5333 29 263.2 4714 30 0.221 0.110 4.76 1331 
234 5333 29 264.3 4722 30 0.221 0.110 5.86 650 
235 5333 29 263.4 4696 30 0.221 0.110 2.10 2210 
236 5337 2.6 264.4 4725 6 0.176 0.143 4.75 762 
237 5337 7.5 263.4 4720 11 0.145 0.177 11.25 6908 
238 5337 5 264.3 4726 7 0.109 0.216 6.15 5962 
239 5338 9.9 264.9 4829 13 0.141 0.176 1.07 4851 
240 5338 6.6 264.7 4727 8 0.109 0.184 4.14 404 
241 5339 7.4 265.1 4831 9 0.119 0.163 4.05 1141 
242 5339 4.7 264.7 4728 7 0.130 0.172 10.26 2464 
243 5340 9.1 265.4 4729 28 0.170 0.110 3.39 834 
244 5340 20.5 263.6 4722 39 0.156 0.127 2.41 3783 
245 5340 28 264.6 4730 49 0.154 0.136 5.73 9880 
246 5340 28 263.6 4704 49 0.154 0.136 17.02 13104 
247 5346 20 244.5 5069 26 0.178 0.113 3.87 6560 
248 5350 24.9 244.7 5073 28 0.148 0.128 4.99 7713 
249 5374 16 252.2 4865 18 0.206 0.120 16.60 3784 
250 5374 16 251.9 4714 18 0.206 0.120 32.74 5304 
251 5374 16 251.9 4711 18 0.206 0.120 14.57 5593 
252 5377 40 254.2 4645 44 0.232 0.112 2.51 11769 
253 5381 30 251.1 4609 32 0.278 0.094 7.70 3311 
254 5383 12 251.7 4875 15 0.203 0.082 4.32 756 
255 5383 12 251.6 4725 15 0.203 0.082 43.46 203 
256 5384 8 251.4 4727 10 0.396 0.052 6.28 298 
257 5385 20 251.2 4614 21 0.187 0.107 3.33 2313 
258 5390 10 255.4 4661 32 0.217 0.061 0.93 1560 
259 5391 15 251.2 4620 16 0.148 0.126 28.29 10774 
260 5391 15 251.4 4962 16 0.148 0.126 1.78 6451 
261 5393 10 251.4 4623 13 0.265 0.084 2.44 6652 
262 5393 10 251.2 4964 13 0.265 0.084 51.28 3226 
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Table A-8: Collected Data—cont. 










Saturation Porosity Permeability Gas Rate 
 psi ft oF psi ft fraction fraction mD MSCF 
263 5400 40 252.8 4625 41 0.264 0.075 2.12 3534 
264 5400 40 251.9 4966 41 0.264 0.075 5.41 140 
265 5432 16 252.0 4781 23 0.171 0.121 22.32 920 
266 5436 19.9 252.1 4939 21 0.121 0.128 2.04 8656 
267 5436 20.8 252.0 4773 22 0.122 0.127 41.72 16688 
268 5436 24.1 252.1 4785 25 0.128 0.130 6.34 12779 
269 5439 22.2 252.8 4776 23 0.303 0.106 3.31 849 
270 5443 13 244.6 4704 15 0.217 0.133 21.46 1565 
271 5443 13 262.9 4928 15 0.217 0.133 3.54 726 
272 5443 13 242.5 4571 15 0.217 0.133 24.79 1379 
273 5444 12 254.2 4797 14 0.133 0.174 12.68 2585 
274 5444 12 254.0 4782 14 0.133 0.174 0.96 3590 
275 5448 20 244.8 4708 24 0.208 0.112 66.09 3623 
276 5448 20 263.1 4932 24 0.208 0.112 1.26 1733 
277 5448 20 242.6 4575 24 0.208 0.112 0.16 4777 
278 5456 13.9 263.6 4940 15 0.368 0.066 2.59 1596 
279 5457 18.6 243.5 4582 20 0.364 0.063 2.92 8484 
280 5459 17.2 263.7 4942 19 0.383 0.044 36.43 4942 
281 5459 14.7 243.4 4584 15 0.316 0.076 12.40 11825 
282 5460 40 246.4 4716 41 0.324 0.075 94.94 13455 
283 5463 20 259.4 4911 30 0.249 0.127 10.28 5208 
284 5475 5.5 245.8 4557 6 0.357 0.149 2.65 2022 
285 5476 7.4 246.5 4558 22 0.348 0.071 5.98 381 
286 5510 6.3 264.6 4941 7 0.233 0.106 8.64 806 
287 5511 11.6 264.5 4908 12 0.230 0.102 46.76 1214 
288 5511 6.7 264.6 4943 7 0.242 0.102 16.62 538 
289 5512 7 264.6 4943 9 0.273 0.130 15.79 2178 
290 5512 8.4 264.5 4910 10 0.273 0.130 6.55 4247 
291 5514 10 264.7 4945 12 0.274 0.137 1.07 4114 
292 5514 10 264.6 4912 12 0.274 0.137 1.39 7075 
293 5516 6 264.8 4948 7 0.226 0.122 2.13 3143 
294 5516 7.7 264.7 4914 9 0.209 0.125 26.07 7312 
295 5522 6.3 265.7 4920 7 0.343 0.121 21.80 2369 
296 5523 7.4 265.7 4956 8 0.344 0.117 3.73 170 
297 5547 28.7 253.5 5103 34 0.301 0.143 3.03 7784 
298 5550 14 261.7 4973 14 0.200 0.215 2.69 1235 
299 5560 10 261.9 4977 11 0.322 0.099 22.62 7248 
300 5567 11.8 248.7 4633 12 0.272 0.096 17.25 2791 
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Saturation Porosity Permeability Gas Rate 
 psi ft oF psi ft fraction fraction mD MSCF 
301 5568 11.7 248.9 4634 12 0.205 0.128 1.01 947 
302 5574 4.5 249.2 4640 6 0.314 0.102 21.96 4814 
303 5575 5.5 249.3 4641 6 0.270 0.173 1.74 1119 
304 5581 40 256.7 5136 62 0.331 0.074 5.31 126 
305 5599 20 252.0 4806 21 0.165 0.154 1.09 2823 
306 5631 14 257.7 5189 15 0.324 0.117 21.22 332 
307 5638 20 257.8 5196 24 0.256 0.122 5.05 956 
308 5644 9.7 258.1 5204 11 0.289 0.156 13.13 2923 
309 5648 5.3 258.7 5209 8 0.416 0.134 9.89 2800 
310 5684 8 254.7 4890 9 0.181 0.128 6.84 1009 
311 5685 8 254.7 4891 9 0.232 0.086 54.03 1242 
312 5687 7.1 254.8 4893 9 0.221 0.098 2.98 603 
313 5689 12.6 254.9 4894 15 0.153 0.124 6.82 6350 
314 5690 20.1 245.1 5291 24 0.296 0.139 25.87 4775 
315 5691 14.7 245.4 5308 17 0.223 0.171 11.11 6735 
316 5692 4.7 246.0 5311 13 0.284 0.106 25.83 563 
317 5692 3.6 246.7 5296 12 0.295 0.097 6.29 270 
318 5696 8.7 255.4 4902 10 0.119 0.151 4.11 2782 
319 5700 6.4 255.9 4906 12 0.211 0.131 36.79 5099 
320 5712 12 247.5 5329 13 0.130 0.121 3.02 301 
321 5712 12 248.1 5315 13 0.130 0.121 8.99 104 
322 5778 55 248.7 5387 58 0.194 0.123 28.10 9975 
323 5778 55 249.3 5380 58 0.194 0.123 0.01 6316 
324 5783 10 251.4 5399 13 0.206 0.099 8.18 873 
325 5783 10 251.5 5392 13 0.206 0.099 14.46 949 
326 5790 30 252.0 5404 31 0.300 0.082 18.54 1335 
327 5790 30 252.1 5399 31 0.300 0.082 27.52 673 
328 5932 4.8 251.0 4697 6 0.304 0.091 3.52 1368 
329 5932 4.5 251.1 4698 6 0.221 0.143 8.22 3946 
330 5932 5.1 250.5 5025 7 0.229 0.135 2.78 4313 
331 5932 10.8 251.3 4524 12 0.267 0.107 32.22 4638 
332 5933 7.5 252.0 4699 10 0.189 0.107 3.11 412 
333 5934 4.8 251.8 5027 7 0.309 0.123 10.07 1270 
334 5935 9.2 251.3 5028 12 0.332 0.110 1.89 295 
335 5935 13.2 252.2 4700 16 0.323 0.115 9.97 1128 
336 5993 7.6 249.9 5413 9 0.365 0.122 6.25 1211 
337 5993 8.2 250.0 5402 9 0.365 0.122 5.89 1357 
338 5994 8.4 250.1 5046 9 0.365 0.122 10.58 1786 
71  
Table A-10: Collected Data—cont. 










Saturation Porosity Permeability Gas Rate 
 psi ft oF psi ft fraction fraction mD MSCF 
339 5995 10.5 250.3 5404 13 0.394 0.085 24.01 120 
340 5996 14.7 250.2 5415 16 0.363 0.103 7.41 913 
341 5997 12.8 250.4 5406 15 0.202 0.165 12.81 3579 
342 5997 14.4 250.4 5050 16 0.212 0.159 28.15 4316 
343 5997 10.4 250.3 5417 13 0.175 0.169 7.50 2802 
344 6000 17.6 251.2 5053 22 0.383 0.063 1.91 414 
345 6027 12 255.0 5121 13 0.171 0.107 9.51 169 
346 6027 6.9 254.6 4784 8 0.162 0.115 20.39 1529 
347 6027 6.8 254.3 4588 8 0.162 0.115 16.41 2271 
348 6029 4.8 255.1 5124 6 0.291 0.100 2.42 138 
349 6029 5.3 254.3 4590 7 0.327 0.092 66.85 2607 
350 6030 15.5 254.7 4786 16 0.264 0.086 0.50 1573 
351 6031 11.1 255.1 5125 12 0.182 0.106 10.76 1298 
352 6033 17 254.3 4591 19 0.183 0.103 29.50 14711 
353 6033 15.9 254.7 4788 18 0.195 0.104 12.01 6641 
354 6040 7.9 256.0 5137 9 0.209 0.138 5.82 2424 
355 6040 12 254.8 4796 13 0.205 0.128 18.91 4234 
356 6040 12 253.9 4597 13 0.205 0.128 1.98 6909 
357 6048 9 261.1 5693 13 0.432 0.068 1.21 3332 
358 6069 20 256.0 5068 25 0.234 0.075 7.36 871 
359 6069 20 255.7 4967 25 0.234 0.075 19.87 2770 
360 6091 8.9 252.7 5134 11 0.445 0.072 32.01 7471 
361 6091 10.6 252.7 5489 13 0.407 0.079 3.71 5091 
362 6091 11.2 252.9 5507 13 0.407 0.079 1.53 3428 
363 6093 15.1 252.9 5137 16 0.245 0.100 1.68 823 
364 6097 6 250.4 5603 7 0.360 0.075 23.10 2250 
365 6097 6 250.3 5646 7 0.360 0.075 26.37 3264 
366 6100 10 253.0 5145 11 0.199 0.199 25.07 17989 
367 6100 12 253.1 5498 13 0.214 0.191 5.23 10834 
368 6100 12 253.3 5516 13 0.214 0.191 0.89 7315 
369 6100 15 250.9 5605 16 0.196 0.105 0.14 328 
370 6100 15 250.9 5648 16 0.196 0.105 0.48 1048 
371 6110 40 254.2 5505 42 0.302 0.077 4.04 782 
372 6110 40 254.3 5521 42 0.302 0.077 7.59 542 
373 6111 15 251.3 5616 17 0.292 0.058 5.68 117 
374 6111 15 251.2 5657 17 0.292 0.058 25.18 907 
375 6131 20 262.3 4554 21 0.309 0.096 0.47 1671 
376 6167 8 252.0 5707 9 0.467 0.061 1.03 491 
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Saturation Porosity Permeability Gas Rate 
 psi ft oF psi ft fraction fraction mD MSCF 
377 6173 35.8 252.1 5676 37 0.176 0.131 5.76 7471 
378 6173 38.6 252.0 5708 41 0.188 0.128 2.12 14350 
379 6187 8.1 254.1 5736 9 0.275 0.085 10.06 3439 
380 6187 8.5 254.1 5706 9 0.275 0.085 9.89 2785 
381 6221 10 265.0 5789 14 0.259 0.095 11.22 2397 
382 6221 10 264.7 5733 14 0.259 0.095 3.69 5842 
383 6298 10 267.3 5861 12 0.186 0.099 8.83 1306 
384 6298 10 267.3 5793 12 0.186 0.099 22.86 1766 
385 6304 23.5 267.5 5797 24 0.159 0.097 13.58 6237 
386 6305 30 267.6 5865 30 0.157 0.102 16.09 4512 
387 6316 7.9 268.7 5879 9 0.323 0.083 3.55 2135 
388 6317 10.3 268.2 5810 11 0.290 0.077 4.00 6077 
389 6326 6.4 261.3 5596 8 0.245 0.060 24.65 11011 
390 6326 7 261.5 5538 8 0.241 0.067 4.83 11805 
391 6326 8.2 261.1 5844 9 0.232 0.078 0.22 6009 
392 6391 16 265.0 5907 18 0.168 0.125 60.14 736 
393 6391 16 264.7 5657 18 0.168 0.125 5.17 1962 
394 6391 16 264.7 5591 18 0.168 0.125 4.56 2954 
395 6396 17.5 264.9 5596 18 0.094 0.114 2.91 5645 
396 6396 19.5 264.9 5661 20 0.094 0.114 1.24 3693 
397 6397 21.7 265.1 5912 23 0.098 0.111 16.30 1943 
398 6406 5.2 265.8 5673 6 0.320 0.037 12.78 3188 
399 6407 7.7 265.7 5606 9 0.214 0.070 24.93 5871 
400 6407 8.6 265.9 5923 10 0.200 0.086 17.17 2014 
401 6407 4.9 265.8 5674 6 0.136 0.122 18.74 287 
402 6408 17 254.0 5021 19 0.261 0.126 40.28 1332 
403 6410 21.4 265.9 5924 35 0.175 0.061 2.31 110 
404 6410 22.3 265.7 5607 36 0.173 0.063 11.14 591 
405 6415 5 254.2 5027 9 0.382 0.110 2.58 770 
406 6422 4.6 254.3 5032 7 0.177 0.155 23.50 746 
407 6423 7.4 254.3 5033 9 0.128 0.220 33.62 6554 
408 6461 4.4 262.0 6106 11 0.212 0.070 5.35 444 
409 6462 5.6 262.0 6107 11 0.275 0.101 0.83 206 
410 6467 7.9 262.1 6111 9 0.213 0.131 0.80 947 
411 6469 12 262.1 6113 13 0.205 0.123 89.51 1120 
412 6473 14.5 262.1 6115 16 0.260 0.084 5.95 8772 
413 6474 10.2 262.5 6119 12 0.253 0.129 2.49 4047 
414 6475 5.3 263.0 6120 7 0.238 0.120 2.00 198 
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Saturation Porosity Permeability Gas Rate 
 psi ft oF psi ft fraction fraction mD MSCF 
415 6475 5 252.2 5860 7 0.194 0.104 2.01 3032 
416 6476 4 252.5 5885 6 0.178 0.126 4.09 2675 
417 6476 10 252.3 6004 13 0.185 0.112 26.47 2292 
418 6476 5 252.7 5861 7 0.170 0.118 0.78 963 
419 6489 12.7 253.6 5896 14 0.262 0.067 10.54 206 
420 6490 4.6 253.5 5898 6 0.163 0.122 31.34 1871 
421 6490 9 252.7 5874 10 0.196 0.100 5.06 2176 
422 6490 10 253.2 6018 53 0.172 0.066 25.24 1264 
423 6557 10 254.0 5934 11 0.203 0.129 0.50 1159 
424 6558 20 254.6 6082 21 0.218 0.116 1.15 594 
425 6558 20 254.7 5961 21 0.218 0.116 11.38 1199 
426 6558 10 254.4 5936 11 0.228 0.093 23.70 387 
427 6561 9 254.7 6086 10 0.293 0.083 5.14 2978 
428 6561 10 254.3 5939 11 0.300 0.084 16.75 8604 
429 6561 10.5 254.8 5965 12 0.290 0.086 2.61 6305 
430 6564 15 254.8 6088 17 0.255 0.105 6.43 1746 
431 6564 16 254.3 5941 18 0.246 0.116 15.83 7256 
432 6564 16.2 255.0 5968 18 0.239 0.117 0.63 4730 
433 6568 26 255.3 6091 33 0.355 0.108 0.35 186 
434 6568 23.1 255.8 5970 30 0.370 0.096 2.39 107 
435 6568 24 254.8 5944 31 0.364 0.099 16.98 404 
436 6671 12.3 252.9 6122 18 0.247 0.178 7.52 10286 
437 6672 20 251.2 6322 67 0.273 0.134 6.17 8192 
438 6672 20 252.2 6179 67 0.273 0.134 5.68 9909 
439 6672 7.7 253.5 6124 51 0.281 0.121 17.94 789 
440 6679 13.5 244.8 6360 18 0.358 0.114 7.57 549 
441 6679 14.6 245.1 6335 19 0.352 0.114 24.71 1595 
442 6680 9 245.2 6337 11 0.128 0.230 5.49 8735 
443 6681 6.4 245.8 6339 14 0.275 0.118 2.66 1794 
444 6681 16.5 244.9 6362 24 0.219 0.158 35.72 10405 
445 6703 12 246.3 6359 13 0.130 0.121 27.30 1106 
446 6703 12 246.6 6387 13 0.130 0.121 19.41 147 
447 6708 4 246.8 6393 6 0.231 0.055 54.56 121 
448 6734 6 250.7 6487 21 0.208 0.126 3.36 6576 
449 6734 6.9 250.6 6515 22 0.208 0.126 14.81 8299 
450 6734 8.5 250.5 6525 23 0.208 0.126 45.63 3458 
451 6736 14 251.7 6489 15 0.422 0.072 1.74 329 
452 6736 13.1 251.8 6516 14 0.475 0.074 3.51 1699 
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Saturation Porosity Permeability Gas Rate 
 psi ft oF psi ft fraction fraction mD MSCF 
453 6766 10 255.2 6419 16 0.409 0.104 11.92 304 
454 6766 10 255.3 6274 16 0.409 0.104 1.84 612 
455 6766 10 255.3 6206 16 0.409 0.104 100.81 1321 
456 6767 20 253.2 6516 21 0.202 0.073 3.08 283 
457 6767 20 253.0 6541 21 0.202 0.073 6.07 873 
458 6771 10 255.3 6424 12 0.268 0.142 20.69 389 
459 6771 10 255.4 6279 12 0.268 0.142 3.67 1793 
460 6771 10 255.3 6211 12 0.268 0.142 68.27 3408 
461 6772 24.8 247.6 6457 29 0.180 0.137 5.20 1867 
462 6775 43.9 247.3 6424 48 0.197 0.124 10.68 11768 
463 6776 11.1 248.2 6430 12 0.171 0.115 29.24 1107 
464 6776 30.2 247.8 6461 31 0.212 0.106 2.34 3435 
465 6779 30 255.6 6429 36 0.264 0.114 11.74 742 
466 6779 30 255.6 6284 36 0.264 0.114 8.66 3983 
467 6779 30 255.6 6215 36 0.264 0.114 3.31 5265 
468 6782 10 249.9 6436 13 0.206 0.099 10.06 741 
469 6782 10 250.0 6470 13 0.206 0.099 9.98 407 
470 6784 9 250.1 6438 10 0.247 0.068 1.65 360 
471 6784 9 250.2 6473 10 0.247 0.068 6.35 258 
472 6785 10 256.5 6293 12 0.240 0.110 7.82 944 
473 6785 10 256.1 6223 12 0.240 0.110 26.57 3576 
474 6790 30 250.5 6441 31 0.300 0.082 9.32 527 
475 6790 30 250.4 6476 31 0.300 0.082 2.81 366 
476 6828 30 254.2 6571 32 0.278 0.094 44.87 591 
477 6828 30 254.0 6593 32 0.278 0.094 2.04 1713 
478 6833 20 254.5 6617 21 0.187 0.107 33.83 501 
479 6833 20 254.4 6577 21 0.187 0.107 3.66 1139 
480 6833 20 254.3 6598 21 0.187 0.107 0.62 1647 
481 6840 15 254.9 6625 16 0.148 0.126 12.44 3439 
482 6840 15 254.8 6584 16 0.148 0.126 42.20 6126 
483 6840 15 254.8 6605 16 0.148 0.126 3.04 6716 
484 6843 10 254.8 6628 13 0.265 0.084 26.58 1213 
485 6843 10 254.8 6587 13 0.265 0.084 0.38 2082 
486 6843 10 254.7 6608 13 0.265 0.084 5.42 2422 
487 6845 7.4 254.9 6630 8 0.230 0.120 30.54 125 
488 6845 8.3 254.7 6610 9 0.223 0.121 3.72 1648 
489 6880 10 252.1 6026 27 0.317 0.072 4.39 957 
490 6960 10 253.4 6083 10 0.394 0.138 23.45 12023 
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APPENDIX B: DATA ANALYSIS: 
B-1: STATISTICS 
 Figure B-1: Reservoir Pressure Statistical Analysis  
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 Figure B-2: Porosity Statistical Analysis 
 Figure B-3: Gas Flow Rate Statistical Analysis   
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 Figure B-4: Specific Gravity Statistical Analysis 
 Figure B-5: Permeability Statistical Analysis   
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 Figure B-6: Water Saturation Statistical Analysis 
 Figure B-7: Flowing Pressure Statistical Analysis   
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 Figure B-8: Flowing Temperature Statistical Analysis 
 Figure B-9: Perforation Thickness Statistical Analysis   
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B-2: HISTOGRAMS 
 Figure B-10: Layer Gas Production Rate Histogram 
 Figure B-11: Gas Specific Gravity Histogram  
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 Figure B-12: Gas Viscosity Histogram 
 Figure B-13: Permeability Histogram   
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 Figure B-14: Porosity Histogram 
 Figure B-15: Water Saturation Histogram   
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 Figure B-16: Reservoir Thickness Histogram 
 Figure B-17: Flowing Pressure Histogram   
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 Figure B-18: Flowing Temperature Histogram 
 Figure B-19: Perforation Thickness Histogram   
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 Figure B-20: Reservoir Pressure Histogram  
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APPENDIX C: SAMPLE PVT REPORT 
 Figure C-1: PVT Report Sample – Page 1 
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 Figure C-2: PVT Report Sample – Page 2 
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 Figure C-3: PVT Report Sample – Page 3 
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 Figure C-4: PVT Report Sample – Page 4 
 Figure C-5: PVT Report Sample – Page 5 
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 Figure C-6: PVT Report Sample – Page 6 





𝐷 = non-Darcy flow constant, D/Mscf 
ℎ = reservoir/layer thickness, ft 
ℎ𝑝𝑒𝑟𝑓 = perforation thickness, ft 
𝑘 = permeability, mD 
𝑘𝑠 = permeability of the damaged/stimulated area, mD 
𝑀𝑊 = molecular weight 
𝜌𝑔 = gas density, gm/cm3 
𝜌𝑟 = pseudo reduced density 
?̅? = average reservoir pressure, psi 
𝑝𝑤𝑓 = bottomhole flowing pressure, psi 
𝑝𝑟𝑝  = pseudo reduced pressure 
𝑞 = gas flow rate, MSCF/D 
𝑞𝑙 = layer gas flow rate, MSCF/D 
𝑟𝑒 = drainage radius, ft 
𝑟𝑤 = wellbore radius, ft 
𝑠 = skin factor, dimensionless 
𝑇 = temperature, oR 
𝑇𝑟𝑝  = pseudo reduced temperature 
𝜇 = viscosity, cp 
?̅?  = gas viscosity evaluated at average reservoir pressure and temperature, cp 
𝜇𝑔 = gas viscosity, cp 
𝑉 = volume, ft3 
𝑉𝑎𝑐𝑡𝑢𝑎𝑙 = real gas volume, ft3 
𝑉𝑖𝑑𝑒𝑎𝑙 = ideal gas volume, ft3 
𝑍 = gas deviation factor, dimensionless 
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