Let u t − a(t)u xx = f (x, t) in 0 ≤ x ≤ π, t ≥ 0. Assume that u(0, t) = u 1 (t), u(π, t) = u 2 (t), u(x, 0) = h(x), and the extra data u x (0, t) = g(t) are known. The inverse problem is:
Introduction
Consider the problem u t − a(t)u xx = f (x, t) (x, t) ∈ [0, π] × [0, ∞),
u(0, t) = u 1 (t), u(π, t) = u 2 (t), u(x, 0) = h(x),
where the functions {u 1 , u 2 , h} are known. The extra data are
The Inverse Problem (IP) we are interested in is the following one: How can one find a(t) given the data?
There is an extensive literature on inverse problems for the heat equation (see [1] , [2] , and references therein), but there was no method for calculating a(t) as far as the author knows. The method given in this paper for proving the uniqueness and existence of the solution to inverse problem is new and it allows one to calculate the unknown coefficient a(t). In [3] - [8] the author studied various inverse problems for parabolic equations.
Let
where p m = 2 π sin(mx). Let
Then v solves the problem:
Let us look for the solution to problem (6) of the form
where the functions c m (t) are to be found. Define
and
Multiplying equation (6) by p m (x) and integrating over the interval [0, π] and then by parts, using the boundary conditions (6), one getṡ
where m = 1, 2, . . . . Define
The unique solution to problem (10) is:
Therefore v and u can be found:
Let us use extra data (3):
Define two functions:
Then equation (14) takes the form:
This is an equation for A(t), and a(t) = dA(t)/dt. Assume that
Then dQ 0 (z)/dz > 0, so the function Q 0 has an inverse function Q 
Here we assume that g(t) > 0,
which is sufficient for the inequality Q(A(t) − A(s), s) > 0 to hold. Equation (19) is a Volterra-type equation for positive A(t) and the integral operator in (19) is an operator which maps a cone of non-negative functions into itself. One has
provided that
Our result is the following theorem.
Theorem 1. Assume (18), (20), (21) and (23). Then A(t) > 0 is uniquely determined by equation (19). This equation can be uniquely solved by iterations
In Section 2 proof is given.
Proofs
Proof of Theorem 1. Only convergence of the process (24) is not yet proved. This convergence locally, for small t, t ≤ t 0 , where t 0 is a sufficiently small number, follows from the contraction mapping principle. To apply this principle one chooses a ball B M in the space of continuous functions with the usual norm, max s∈[0,t 0 ] |A(s)| ≤ M, uses the estimates 0 < Q
, where C 0 , C, C 1 are some constants, and checks that for sufficiently small t the operator T in equation (19) is a contraction on the ball B M . Global convergence (t 0 = ∞) follows from the argument usual for Volterra-type equations. Although the operator V in equation (19) is a nonlinear Volterra-type operator, but since C 1 is finite, the usual estimates hold. This proves, under our assumptions, global existence and uniqueness of the positive solution to equation (19) . The solution A to this equation is not only positive but monotone increasing. Indeed, the function Q 0 is monotone decreasing, so Q −1 0 is monotone increasing. The integral in (19) is monotone increasing since the integrand is non-negative. Therefore, A(t) is monotone increasing. Consequently, a(t) = dA(t)/dt ≥ 0.
Theorem 1 is proved. ✷ ✷ Remark 1. Let us point out some cases when the inverse problem can be solved explicitly, in closed form. Assume that u 1 = u 2 = h = 0 and f (x, t) = p 1 (x). Note that the choice of u 1 , u 2 , h and f can be made by the experimenter so that the unknown coefficient a(t) can be found easier. Look for the solution u = c(t)p 1 (x). Then c t +a(t)c = 1, c(0) = 0, so a(t) = (1 − c t )/c. The extra data are g(t) := u x | x=0 = c(t)(2/π) 1/2 . Therefore c(t) = g(t)(π/2) 1/2 , so a(t) = ((2/π) 1/2 − g(t))/g ′ (t). Other cases when the unknown functions can be expressed in closed form through the data can be given.
