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Abstract
We study high-dimensional Bayesian linear regression with a gen-
eral beta prime distribution for the scale parameter. Under the as-
sumption of sparsity, we show that appropriate selection of the hy-
perparameters in the beta prime prior leads to the (near) minimax
posterior contraction rate when p n. For finite samples, we propose
a data-adaptive method for estimating the hyperparameters based on
marginal maximum likelihood (MML). This enables our prior to adapt
to both sparse and dense settings, and under our proposed empirical
Bayes procedure, the MML estimates are never at risk of collapsing
to zero. We derive efficient Monte Carlo EM and variational EM al-
gorithms for implementing our model, which are available in the R
package NormalBetaPrime. Simulations and analysis of a gene expres-
sion data set illustrate our model’s self-adaptivity to varying levels of
sparsity and signal strengths.
1 Introduction
1.1 Background
Consider the classical linear regression model,
y = Xβ + , (1.1)
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where y is an n-dimensional response vector,Xn×p = [X1, . . . ,Xp] is a fixed
regression matrix with n samples and p covariates, β = (β1, . . . , βp)′ is a p-
dimensional vector of unknown regression coefficients, and  ∼ N (0, σ2In),
where σ2 is the unknown variance. Throughout this paper, we assume that
y and X have been centered at 0 so there is no intercept in our model.
In recent years, the high-dimensional setting when p  n has received
considerable attention. This scenario is now routinely encountered in areas
as diverse as medicine, astronomy, and finance, just to name a few. In the
Bayesian framework, there have been numerous methods proposed to handle
the “large p, small n” scenario, including spike-and-slab priors with point
masses at zero (e.g., [25, 11, 47]), continuous spike-and-slab priors (e.g.,
[27, 35]), nonlocal priors (e.g. [22, 33, 39]), and scale-mixture shrinkage
priors (e.g. [45, 40]). These priors have been shown to have excellent empir-
ical performance and possess strong theoretical properties, including model
selection consistency, (near) minimax posterior contraction, and Bernstein-
von Mises theorems, among others. In this paper, we will restrict our focus
to the scale-mixture shrinkage approach.
In the Bayesian literature, a popular method for estimating β in (1.1)
when p > n is to place scale-mixture shrinkage priors on the coefficients of
interest and a prior on unknown variance, σ2. These priors typically take
the form,
βi|(σ2, ω2i ) ∼ N (0, σ2ω2i ), i = 1, . . . , p,
ω2i ∼ pi(ω2i ), i = 1, . . . , p,
σ2 ∼ µ(σ2),
(1.2)
where pi : [0,∞) → [0,∞) is a density on the positive reals. Priors of the
form (1.2) have been considered by many authors, e.g., [28, 9, 18, 6, 4, 31,
1, 19, 2].
From a computational perspective, scale-mixture priors are very attrac-
tive. Discontinuous spike-and-slab priors require searching over 2p models,
while continuous spike-and-slab and nonlocal priors result in multimodal
posteriors. As a result, Markov chain Monte Carlo (MCMC) algorithms are
prone to being trapped at a local posterior mode, and MCMC can suffer
from slow convergence for these models. Scale-mixture shrinkage priors, on
the other hand, do not face these drawbacks because they are continuous
and typically give rise to unimodal posteriors. Additionally, there have been
recent advances for fast MCMC sampling from normal scale-mixture priors
that scale linearly in time with p, e.g. [5, 21].
Bayesian scale-mixture priors have been studied primarily under spar-
sity assumptions. If sparse recovery of β is desired, the prior pi(·) can be
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constructed so that it contains heavy mass around zero and heavy tails.
This way, the posterior density pi(β|Y ) is also heavily concentrated around
0 ∈ Rp, while the heavy tails correctly identify and prevent overshrinkage
of the true active covariates.
While sparsity is often a reasonable assumption, it is not always ap-
propriate, nor is there any ironclad reason to believe that sparsity is the
true phenomenon. Zou and Hastie [50] demonstrated a practical example
where the assumption of sparsity is violated: in microarray experiments with
highly correlated predictors, it is often desirable for all genes which lie in the
same biological pathway to be selected as a group, even if the final model
is not parsimonious. Zou and Hastie [50] introduced the elastic net to over-
come the inability of the LASSO [44] to select more than n variables. In the
Bayesian literature, there seems to be little study of the appropriateness of
scale-mixture priors (1.2) in dense settings. Ideally, we would like our priors
on β in (1.1) to be able to handle both sparse and non-sparse situations.
Another important issue to consider is the selection of hyperparame-
ters in our priors on β. The empirical performance of Bayesian methods
can be very sensitive to the choice of hyperparameters. Many authors, e.g.
[27, 47, 25], have proposed fixing hyperparameters a priori based on asymp-
totic arguments (such as consistency or minimaxity) or by minimizing some
score function such as Bayesian information criterion (BIC) or deviance in-
formation criterion (DIC) (e.g. [40, 42]). In this paper, we will argue in favor
of a different approach based on marginal maximum likelihood (MML) es-
timation. Our approach avoids the need for tuning by the user and allows
our model to automatically adapt to the true underlying sparsity.
In this paper, we consider a scale mixture model (1.2) with the beta
prime density as the scale prior. We call our model the normal-beta prime
(NBP) prior. Bai and Ghosh [3] previously studied the NBP model in the
context of multiple hypothesis testing of normal means. Here, we extend
the NBP prior to high-dimensional linear regression (1.1). Our main contri-
butions are summarized as follows:
• We show that for high-dimensional linear regression, the NBP model
can serve as both a sparse and a non-sparse prior. We prove that
under sparsity and appropriate regularity conditions, the NBP prior
asymptotically obtains the (near) minimax posterior contraction rate.
• In the absence of prior knowledge about sparsity or non-sparsity, we
propose an empirical Bayes variant of the NBP model which enables
our model to be self-adaptive and learn the true sparsity level from the
data. Under our procedure, the hyperparameter estimates are never at
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risk of collapsing to zero. This is not the case for many other choices of
priors, where empirical Bayes estimates can often result in estimates
of zero and thus degenerate priors.
• We derive efficient Monte Carlo EM and variational EM algorithms for
implementing the self-adaptive NBP model. Our algorithms embed
the EM algorithm for estimating the hyperparameters into posterior
simulation updates, so that the hyperparameters do not need to be
tuned separately.
1.2 Notation
We use the following notations for the rest of the paper. Let {an} and {bn}
be two non-negative sequences of real numbers indexed by n, where bn 6= 0
for sufficiently large n. We write an  bn to denote 0 < lim infn→∞ an/bn ≤
lim supn→∞ an/bn < ∞. If limn→∞ an/bn = 0, we write an = o(bn) or
an ≺ bn. We use an . bn or an = O(bn) to denote that for sufficiently
large n, there exists a constant C > 0 independent of n such that an ≤ Cbn
respectively.
For a vector v ∈ Rp, we let ||v||0 := ∑pi=1 1(vi 6= 0), ||v||1 := ∑pi=1 |vi|,
and ||v||2 :=
√∑p
i=1 v
2
i denote the `0, `1, and `2 norms respectively. For a
set A, we denotes its cardinality as |A|.
2 The Normal-Beta Prime (NBP) Model
The beta prime density is given by
pi(ω2i ) =
Γ(a+ b)
Γ(a)Γ(b)(ω
2
i )a−1(1 + ω2i )−a−b. (2.1)
In particular, setting a = b = 0.5 in (2.1) yields the half-Cauchy prior
C+(0, 1) for ωi. In the normal means setting with X = I, p = n, and σ2 = 1
in (1.1), Polson and Scott [31] conducted numerical experiments for different
combinations of (a, b) in (2.1) and argued that the half-Cauchy prior should
be a default prior for the top-level scale parameter in Bayesian hierarchical
models. Pérez et al. [29] also generalized the beta prime density (2.1) to
the Scaled Beta2 (SBeta2) family of scale priors by adding an additional
scaling parameter to (2.1). Polson and Scott [31] and Pérez et al. [29] did
not consider linear regression models under general design matrices.
The normal-beta prime (NBP) model is as follows. Suppose we place
a normal-scale mixture prior with the beta prime density (2.1) as the scale
4
Figure 1: The marginal densities of the NBP prior, pi(β|σ2), with σ2 = 1.
A smaller b leads to a pole at zero and most of the mass near zero, whereas
a large b removes the singularity and leads to heavier tails.
parameter for each of the individual coefficients in β = (β1, . . . , βp) and
the usual inverse gamma prior IG(c, d) prior on σ2, where c, d > 0. Letting
β′(a, b) denote the beta prime distribution (2.1) with hyperparameters a > 0,
b > 0, our Bayesian hierarchy is as follows:
βi|ω2i , σ2 ∼ N (0, σ2ω2i ), i = 1, . . . , p,
ω2i ∼ β′(a, b), i = 1, . . . , p,
σ2 ∼ IG(c, d),
(2.2)
For our model (2.2), we can choose very small values of c and d in order
to make the prior on σ2 relatively noninfluential and noninformative (e.g.,
a good default choice is c = d = 10−5). The most critical hyperparameter
choices governing the performance of our model are (a, b).
Proposition 2.1. Suppose that we endow (β, σ2) with the priors in (2.2).
Then the marginal distribution, pi(βi|σ2), i = 1, . . . p, is unbounded with a
singularity at zero for any 0 < a ≤ 1/2.
Proof. See Proposition 2.1 in Bai and Ghosh [3].
Proposition 2.1 implies that in order to facilitate sparse recovery of β,
we should set the hyperparameter a to be a small value. This would force
the NBP prior to place most of its mass near zero, and thus, the posterior
pi(β|y) would also be concentrated near 0 ∈ Rp.
Figure 1 plots the marginal density, pi(β|σ2), for a single β, where we
set σ2 = 1 for illustration. When a = 0.1, the marginal density contains
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a singularity at zero, and the probability mass is heavily concentrated near
zero. However, when a = 2, the marginal density does not contain a pole at
zero, and the tails are significantly heavier.
Figure 1 shows that the NBP model can serve as both a sparse and a
non-sparse prior. If we have a priori knowledge that the true model is sparse
with a few large signal values, we can fix a to be a very small value. On the
other hand, if the true model is known to be dense, we can set a to a larger
value, so we have a more diffuse prior. Then there would be less shrinkage
of individual covariates in the posterior distribution. In Section 4, we will
introduce the self-adaptive NBP model, which automatically learns the true
sparsity level from the data and avoids the need for tuning by the user.
3 Posterior Contraction Rates Under the NBP Prior
3.1 Preliminaries
For our theoretical analysis of the NBP prior, we shall be principally con-
cerned with the case when p diverges to infinity as sample size n grows and
the underlying model is sparse. For the remainder of this section, we rewrite
p as pn to emphasize its dependence on n. We work under the frequentist
assumption that there is a true data-generating model, i.e.,
yn = Xnβ0 + n, (3.1)
where n ∼ N (0, σ20In) and σ20 is a fixed noise parameter.
Let sn = ||β0||0 denote the size of the true model, and suppose that sn =
o(n/ log pn). Under (3.1) and appropriate regularity conditions, Raskutti
et al. [32] showed that the minimax estimation rate for any point estimator
β̂ of β0 under `2 error loss is
√
sn log(pn/sn)/n. Many frequentist point
estimators such as the LASSO [44] estimator have been shown to attain the
near-minimax rate of
√
sn log pn/n under `2 error loss.
In the Bayesian paradigm, on the other hand, we are mainly concerned
with the rate at which the entire posterior distribution contracts around the
true β0. Letting P0 denote the probability measure underlying (3.1) and
Π(β|yn) denote the posterior distribution of β, our aim is to find a positive
sequence rn such that
Π(β : ||β − β0|| ≥Mrn|yn)→ 0 a.s. P0 as n→∞,
for some constant M > 0. The frequentist minimax convergence rate is a
useful benchmark for the speed of contraction rn, since the posterior cannot
contract faster than the minimax rate [17].
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Additionally, we are interested in posterior compressibility [6], which
allows us to quantify how well the NBP posterior captures the true sparsity
level sn. Since the NBP prior is absolutely continuous, it assigns zero mass to
exactly sparse vectors. To approximate the model size for the NBP model,
we use the following generalized notion of sparsity [34, 35, 6]. Letting δ
be some positive constant (to be specified later), we define the generalized
inclusion indicator and generalized dimensionality, respectively, as
γδ(β) = I(|β/σ| > δ) and |γδ(β)| =
pn∑
i=1
γδ(βi). (3.2)
The generalized dimensionality counts the number of covariates in β/σ that
fall outside the interval [−δ,+δ]. With appropriate choice of δ, the prior is
said to have the posterior compressibility property if the probability that
|γδ(β)| asymptotically exceeds a constant multiple of the true sparsity level
sn tends to 0 as n→∞, i.e.
Π(β : |γδ(β)| ≥ Asn|yn)→ 0 a.s. P0 as n→∞,
for some constant A > 0.
3.1.1 Near-Minimax Posterior Contraction Under the NBP Prior
We first introduce the following set of regularity conditions, which come from
Song and Liang [40] and which are fairly standard in the high-dimensional
literature. As before, sn denotes the size of the true model, while λmin(A)
denotes the minimum eigenvalue of a symmetric matrix A.
Regularity conditions
(A1) All the covariates are uniformly bounded. For simplicity, we assume
they are all bounded by 1.
(A2) pn  n.
(A3) Let ξ ⊂ {1, . . . , pn}, and let Xξ denote the submatrix of Xn that
contains the columns with indices in ξ. There exists some integer p¯
(depending on n and pn) and fixed constant t0 such that p¯  s and
λmin(X>ξ Xξ) ≥ nt0 for any model of size |ξ| ≤ p¯.
(A4) sn = o(n/ log pn).
(A5) maxj{|β0j/σ0|} ≤ γ3En for some γ3 ∈ (0, 1), and En is nondecreasing
with respect to n.
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Assumption (A3) is a minimum restricted eigenvalue (RE) condition which
ensures that X>nXn is locally invertible over sparse sets. When pn  n,
minimum RE conditions are imposed to render β0 estimable. Assumption
(A4) restricts the growth of sn, and (A5) constrains the size of the signals
in β0 to be O(En) for some nondecreasing sequence En.
As we illustrated in Section 2, the hyperparameter a is mainly what
controls the amount of posterior mass around 0 for each coefficient βi, i =
1, . . . , pn, under the NBP prior. Hence, it will play a crucial role in our
theory. We rewrite a as an to emphasize its dependence on n.
Theorem 3.1. Assume that Assumptions (A1)-(A5) hold, with log(En) =
O(log pn) for Assumption (A5). Let rn = M
√
sn log pn/n for some fixed
constant M > 0, and let kn  (
√
sn log pn/n)/pn. Suppose that we place
the NBP prior (2.2) on (β, σ2), with an . k2np
−(1+u)
n , for some u > 0, and
b ∈ (1,∞). Then under (3.1), the following hold:
Π (β : ||β − β0||2 ≥ c1σ0rn|yn)→ 0 a.s. P0 as n→∞, (3.3)
Π
(
β : ||β − β0||1 ≥ c1σ0
√
srn|yn
)→ 0 a.s. P0 as n→∞, (3.4)
Π
(
β : ||Xβ −Xβ0||2 ≥ c0σ0
√
nrn|Yn
)→ 0 a.s. P0 as n→∞, (3.5)
Π (β : |γkn(β)| ≥ q˜n|yn)→ 0 a.s. P0 as n→∞, (3.6)
where c0 > 0, c1 > 0, |γkn(β)| =
∑p
i=1 I(|βi/σ| > kn), and q˜n  sn.
Proof. See Supplementary Materials, Appendix A.
The proof of Theorem 3.1 is based on verifying a set of conditions by
Song and Liang [40]. In particular, (3.3)-(3.5) show that by fixing an .
p
−(3+u)
n
√
sn log pn/n, for some u > 0, and b ∈ (1,∞) as the hyperparameters
(an, b) in (2.2), the NBP model’s posterior contraction rates under `2, `1,
and prediction error loss are the familiar near-optimal rates of
√
sn log pn/n,
sn
√
log pn/n, and
√
sn log pn respectively. Moreover, by setting δ = kn 
(
√
sn log pn/n)/pn in our generalized inclusion indicator (3.2), (3.6) also
shows that the NBP possesses posterior compressibility, i.e. the probability
that the generalized dimension size |γkn(β)| is a constant multiple larger
than sn asymptotically vanishes. Note that kn ≈ 0 for large n, so that
|γkn(β)| is a very good approximation of the limiting ideal of ||β/σ||0.
Our result relies on setting the hyperparameter an to be a value depen-
dent upon the unknown sparsity level sn. Previous theoretical results for
scale-mixture shrinkage priors, e.g. [45, 40], also rely on fixing hyperpa-
rameters to quantities that depend on sn in order for these priors to obtain
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minimax posterior contraction. If we want to a priori fix the hyperparam-
eters (a, b) under the NBP prior based on asymptotic arguments, we could
first obtain an estimate of sn. For example, we could take ŝn = ||β̂ALasso||0,
where β̂ALasso is an adaptive LASSO solution [49] to (1.1) and then set an
as an := p−(3+u)n
√
ŝn log pn/n, u > 0. Fixing an := p−(3+u)n
√
logn/n, u > 0,
would also satisfy the conditions in our theorem (since logn ≺ sn log pn),
thus removing the need to estimate sn.
4 Empirical Bayes Estimation of Hyperparame-
ters
While fixing (a, b) a priori as a = p−(3+u)
√
logn/n, for some u > 0, and
b ∈ (1,∞) would lead to (near) minimax posterior contraction under con-
ditions (A1)-(A5), this would not allow the NBP prior to adapt to varying
patterns of sparsity or signal strengths. The minimum restricted eigenvalue
assumption (A3) is also computationally infeasible to verify in practice. Do-
briban and Fan [13] showed that, given an arbitrary design matrix X, veri-
fying that the minimum RE condition holds is an NP-hard problem. Finally,
there is no practical way of verifying that the model size condition (A4) that
s = o(n/ log p) holds, or that the true model is even sparse.
For these reasons, we do not recommend fixing the hyperparameters
(a, b) in the NBP model based on asymptotic arguments. We instead prefer
to learn the true sparsity pattern from the given data. One such way to
do this is to use marginal maximum likelihood (MML). The marginal like-
lihood, f(y) =
∫
f(y|β, σ2)pi(β, σ2)d(β, σ2), is the probability the model
gives to the observed data with respect to the prior (or the “model ev-
idence”). Hence, choosing the prior hyperparameters (a, b) to maximize
f(y) gives the maximum “model evidence,” and the MML can learn the
most likely sparsity level (or non-sparsity) from the data. One potential
shortcoming with MML is that it can lead to degenerate priors. However,
as we illustrate below, this problem is avoided under the NBP prior.
We propose an EM algorithm to obtain the MML estimates of (a, b).
Henceforth, we refer to this empirical Bayes variant of the NBP model as
the self-adaptive NBP model. Our algorithm can be easily incorporated into
Gibbs sampling or mean field variational Bayes (MFVB) algorithms.
To construct the EM algorithm, first note that because the beta prime
density can be rewritten as a product of an independent gamma and inverse
gamma densities, we may reparametrize (2.2) as
9
βi|(ω2i , λ2i ξ2i ) ∼ N (0, σ2λ2i ξ2i ), i = 1, . . . , p,
λ2i ∼ G(a, 1), i = 1, . . . , p,
ξ2i ∼ IG(b, 1), i = 1, . . . , p,
σ2 ∼ IG(c, d).
(4.1)
The logarithm of the joint posterior under the reparametrized NBP prior
(4.1) is given by
−
(
n+ p
2
)
log(2pi)−
(
n+ p
2 + c+ 1
)
log(σ2)− 12σ2 ||y −Xβ||
2
2
−
p∑
i=1
β2i
2λ2i ξ2i σ2
− p log(Γ(a)) +
(
a− 32
) p∑
i=1
log(λ2i )−
p∑
i=1
λ2i
− p log(Γ(b))−
(
b+ 32
) p∑
i=1
log(ξ2i )−
p∑
i=1
1
ξ2i
+ c log(d)− log(Γ(c))− d
σ2
.
(4.2)
Thus, at the kth iteration the EM algorithm, the conditional log-likelihood
on ν(k−1) = (a(k−1), b(k−1)) and y in the E-step is given by
Q(ν|ν(k−1)) = −p log(Γ(a)) + a
p∑
i=1
Ea(k−1)
[
log(λ2i )|y
]
− p(log Γ(b))
− b
p∑
i=1
Eb(k−1)
[
log(ξ2i )|y
]
+ terms not involving a or b. (4.3)
The M-step maximizes Q(ν|ν(k−1)) over ν = (a, b) to produce the next
estimate ν(k) = (a(k), b(k)). That is, we must find (a, b), a ≥ 0, b ≥ 0, such
that
∂Q
∂a = −pψ(a) +
p∑
i=1
Ea(k−1)
[
log(λ2i )|y
]
= 0,
∂Q
∂b = −pψ(b)−
p∑
i=1
Eb(k−1)
[
log(ξ2i )|y
]
= 0,
(4.4)
where ψ(x) = d/dx (Γ(x)) denotes the digamma function. We can solve for
(a, b) in (4.4) numerically by using a fast root-finding algorithm such as New-
ton’s method. The summands, Ea(k−1)
[
log(λ2i )|y
]
and Eb(k−1)
[
log(ξ2i )|y
]
,
i = 1, . . . , p, in (4.4) can be estimated from either the mean of M Gibbs
samples based on ν(k−1), for sufficiently large M > 0 (as in [10]), or from
the (k−1)st iteration of the mean field variational Bayes (MFVB) algorithm
(as in [24]).
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Theorem 4.1. At every kth iteration of the EM algorithm for the self-
adaptive NBP model, there exists a unique solution ν(k) = (a(k), b(k)), which
maximizes (4.3) in the M-step. Moreover, a(k) > 0, b(k) > 0 at the kth
iteration.
Proof. See Supplementary Materials, Appendix A.
Theorem 4.1 ensures that under our setup, we will not encounter the
issue of the sparsity parameter a (or the parameter b) collapsing to zero.
Empirical Bayes estimates of zero are a major concern for MML approaches
to estimating hyperparameters in Bayesian linear regression models. For
example, in g-priors,
β|σ2 ∼ Np
(
γ, gσ2(X>X)−1
)
,
George and Foster [16] showed that the MML estimate of the parameter g
could equal zero. In global-local shrinkage priors of the form,
βi|(λ2i , σ2) ∼ N (0, σ2τ2λ2i ), λ2i ∼ pi(λ2i ), i = 1, . . . , p,
the variance rescaling parameter τ is also at risk of being estimated as zero
under MML [30, 43, 8, 12]. Finally, Scott and Berger [38] proved that if we
endow (1.1) with a binomial model selection prior,
pi(Mγ |θ) = θkγ (1− θ)p−kγ ,
where Mγ is the model indexed by γ ⊂ {1, . . . , p} and kγ represents the
number of included variables in the model, the MML estimate of the mixing
proportion θ could be estimated as either 0 or 1, leading to a degener-
ate prior. Clearly, the marginal maximum likelihood approach for tuning
hyperparameters is not without problems, as it could potentially lead to
degenerate priors in high-dimensional regression. However, with the NBP
prior, we can easily incorporate a data-adaptive procedure for estimating
the hyperparameters while avoiding this potential pitfall.
In the aforementioned examples, placing priors on g, τ , or θ with strictly
positive support or performing cross-validation or restricted marginal maxi-
mum likelihood estimation over a range of strictly positive values can help to
avoid the issue of collapse to zero. The hierarchical Bayes approach does not
quite address the issue of misspecification of hyperparameters (since these
still need to be specified in the additional priors). If we use cross-validation
over a grid of positive values, the “optimal” choice or spacing of grid points
is also not clear-cut.
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In the general regression setting, it is also unclear what the endpoints
should be if we use a truncated range of positive values to estimate hy-
perparameters from restricted marginal maximum likelihood. Recently, for
sparse normal means estimation (i.e. X = I, p = n, and σ2 = 1 in (1.1)),
van der Pas et al. [46] advocated using the restricted MML estimator for the
sparsity parameter τ in the range [1/n, 1] for the horseshoe prior [9]. This
choice allows the horseshoe model to obtain the (near) minimax posterior
contraction rate. While this choice gives theoretical guarantees for normal
means estimation, it does not seem to be justified for high-dimensional re-
gression (1.1) when p  n. Theorem 3.1 in Song and Liang [40] shows
that the minimax optimal choice for τ in the horseshoe under model (1.1)
satisfies τ . (
√
sn log p/n)p−(1+(u+1)/(r−1)), where u > 0, r > 0. It would
thus appear that any τ ∈ [1/n, 1] would lead to a suboptimal contraction
rate for sparse high-dimensional regression. In our numerical experiments
in Section 6, we demonstrate that the truncation suggested by van der Pas
et al. [46] leads to worse estimation for the horseshoe under the general
linear regression model (1.1) (as opposed to normal means estimation).
The self-adaptive NBP prior circumvents all of these issues by obtain-
ing the MML estimates of (a, b) over the entire range [0,∞)× [0,∞), while
ensuring that (a, b) are never estimated as zero. Thus, the self-adaptive
NBP model’s automatic selection of hyperparameters through MML pro-
vides a practical alternative to hierarchical Bayes, cross-validation, or re-
stricted MML approaches for tuning hyperparameters.
4.1 Illustration of the Self-Adaptive NBP Model
We now illustrate the self-adaptive NBP prior’s ability to adapt to differing
sparsity patterns. We consider two settings: one sparse (n = 60, p = 100, 10
nonzero covariates) and one dense (n = 60, p = 100, and 60 nonzero covari-
ates), where the active covariates are drawn from U ([−2,−0.5] ∪ [0.5, 2]).
Our simulations come from experiments 1 and 4 in Section 6. We initialize
(a(0), b(0)) = (0.01, 0.01) and then implement the Monte Carlo EM algorithm
(described in Section 5.1) for finding the MML estimates of the parameters
(a, b), which we denote as (â, b̂).
In Figure 2, we plot the iterations from two runs of the EM algorithm.
The algorithm terminates at iteration k when the square of the `2 distance
between (a(k−1), b(k−1)) and (a(k), b(k)) reaches below 10−6. We then set
(â, b̂) = (a(k), b(k)). The top panel in Figure 2 plots the paths for a and b
from a sparse model with 10 active predictors, and the bottom panel plots
the paths for a and b from a dense model with 60 active predictors. In the
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Figure 2: Paths of the Monte Carlo/EM algorithm for estimating the MML
estimators of a and b for one sparse case and one dense case. The dashed
line indicates the final MML estimate at convergence.
sparse case, the final MML estimate of a is â = 0.184. In the dense case,
the final MML estimate of a is â = 1.104.
Figure 3 shows the NBP’s marginal density, pi(β|â, b̂, σ2), for a single
coefficient β using the MML estimates of (a, b) obtained in sparse and the
dense settings respectively. For the purpose of illustration, we have fixed
σ2 = 1. The left panel depicts the marginal density under the sparse setting
(10 active predictors, (â, b̂) = (0.184, 1.124)). We see that the marginal
density for β contains a singularity at zero, and most of the probability
mass is around zero. We thus recover a sparse model for pi(β|y) under these
MML hyperparameters. Meanwhile, the right panel depicts the marginal
density in the dense setting (60 active predictors, (â, b̂) = (1.104, 1.645)).
Here, the marginal density for β does not contain a pole, and more mass
is placed in neighborhoods away from zero. Thus, we recover a more dense
model. Figures 2 and 3 illustrate that in both cases, the EM algorithm was
able to correctly learn the true sparsity (or non-sparsity) from the data and
incorporate this into its estimates of the hyperparameters.
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Figure 3: The marginal densities of the NBP prior, pi(β|a, b, σ2), with dif-
ferent MML estimates of (a, b).
A referee has pointed out that placing a mixture prior of beta prime den-
sities as the prior for ωi’s in (1.2) could also accommodate dense situations.
While we recognize this fact, we believe that it is better to use marginal
maximum likelihood (MML). First, putting a mixture of beta primes as the
prior on ω2i , i = 1, . . . , p, would make the posteriors for βi, i = 1, . . . , p, mul-
timodal. The quality of our posterior approximation algorithms in Section
5 is dependent on the assumption that the approximate posterior is uni-
modal (especially if we use a variational density to approximate pi(β|y)).
Second, if we used a mixture prior, we would then need to tune both the
mixture weight(s) and the hyperparameters in each mixture component. As
we demonstrate in Sections 4.1 and 6, utilizing a single beta prime prior as
the scale with MML estimates for hyperparameters performs quite well.
5 Computation for the NBP Model
5.1 Posterior Simulation
Using the reparametrization (4.1), we see that the NBP model admits the
following full conditional densities. Let D = diag(λ21ξ21 , . . . , λ2pξ2p). The full
conditional densities under the NBP model are:
β| rest ∼ Np
((
X>X +D−1
)−1
X>y, σ2
(
X>X +D−1
)−1)
,
λ2i | rest ind∼ GIG
(
β2i
σ2ξ2i
, 2, a− 12
)
, i = 1, . . . , p,
ξ2i | rest ind∼ IG
(
b+ 12 ,
β2i
2σ2λ2i
+ 1
)
, i = 1, . . . , p,
σ2| rest ∼ IG
(
n+p+2c
2 ,
||y−Xβ||22+β>D−1β+2d
2
)
,
(5.1)
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where GIG(a, b, p) denotes a generalized inverse Gaussian density with the
pdf, f(x;u, v, p) ∝ x(p−1)e−(u/x+vx)/2. From (5.1), implementation through
Gibbs sampling is straightforward. Moreover, to save on computational
time, the λi’s and ξi’s, i = 1, . . . , p, are block-updated in parallel, and we
can utilize the fast sampling algorithm of Bhattacharya et al. [5] to sample
from the full conditional for β in O(n2p) time.
To incorporate the EM algorithm for estimating (a, b) from Section 4
into our Gibbs sampler, we update (a, b) every M = 100 iterations of the
Gibbs sampler by solving (4.4) and estimating the summand terms in (4.4)
from the mean of the past M iterations of the Gibbs sample. Complete
technical details for our Monte Carlo EM algorithm are given in Appendix
B of the Supplementary Materials.
The conditionals (5.1) also admit a mean field variational Bayes (MFVB)
implementation for the NBPmodel. Let λ = (λ21, . . . , λ2p) and ξ = (ξ21 , . . . , ξ2p).
Under MFVB, we use the following approximation of the posterior:
q(β,λ, ξ, σ2|y) ≈ q∗1(β)q∗2(λ), q∗3(ξ)q∗4(σ2), (5.2)
where
q∗1(β) ∼ Np (β∗,Σ∗) ,
q∗2(λ) ∼
p∏
i=1
GIG (k∗i , l∗,m∗) ,
q∗3(ξ) ∼
p∏
i=1
IG (u∗, v∗i ) ,
q∗4(σ2) ∼ IG(c∗, d∗).
(5.3)
From (5.3), we can implement an efficient MFVB coordinate ascent algo-
rithm. We optimize the parameters,(
β∗,Σ∗, k∗1, . . . , k
∗
p, l
∗,m∗, u, v∗1, . . . , v
∗
p, c
∗, d∗
)
to minimize the Kullback-Leibler (KL) distance between pi(β,λ, ξ, σ2|y) and
q(β,λ, ξ, σ2). Posterior inference for β can then carried out through the
variational density q∗1(β). To incorporate the EM algorithm into our MFVB
algorithm, we update the hyperparameters (a, b) in every kth iteration of the
coordinate ascent algorithm by solving (4.4) and using E
q
∗(k−1)
2 ,a
(k−1)
[
ln(λ2i )
]
and E
q
∗(k−1)
3 ,b
(k−1)
[
ln(ξ2i )
]
as estimates of the summands in (4.4). Complete
technical details for our variational EM algorithm are given in Appendix B
of the Supplementary Materials.
The Monte Carlo EM and variational EM algorithms are both imple-
mented in the R package, NormalBetaPrime. In our experience, the Monte
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Carlo EM algorithm tends to be slower than the variational EM algorithm,
but Monte Carlo EM is more accurate. This is not surprising, since MCMC
converges to the exact target posterior distribution, whereas MFVB ap-
proximates the posterior with a variational density that minimizes the KL
divergence. Further, the Monte Carlo EM algorithm is relatively immune
to the initialization of parameters, whereas the variational EM algorithm is
very sensitive to this. This is not a model-specific problem, but an inher-
ent shortcoming of MFVB; since MFVB is optimizing a highly non-convex
objective function over O(p2) parameters, it can become “trapped” at a
suboptimal local solution. We leave the issues of deriving more efficient
sampling algorithms and more accurate variational algorithms for the NBP
model as problems for future research.
5.2 Variable Selection
Since the NBP model is absolutely continuous, it assigns zero mass to ex-
actly sparse vectors. Therefore, selection must be performed using some
posthoc method. We propose using the “decoupled shrinkage and selection”
(DSS) method proposed by Hahn and Carvalho [20]. Letting β̂ denote the
posterior mean of β, the DSS method performs variable selection by finding
the “nearest” exactly sparse vector to β̂. DSS solves the optimization,
γ̂ = arg min
γ
n−1||Xβ̂ −Xγ||+ λ||γ||0, (5.4)
and chooses the nonzero entries in γ̂ as the active set. Since (5.4) is an
NP-hard combinatorial problem, Hahn and Carvalho [20] propose using lo-
cal linear approximation, i.e. solving the following surrogate optimization
problem instead:
γ̂ = arg min
γ
n−1||Xβ̂ −Xγ||+ λ
p∑
i=1
|γi|
|β̂i|
, (5.5)
where β̂i’s are the components in the posterior mean β̂, and λ is chosen
through 10-fold cross-validation to minimize the mean squared error (MSE).
Solving this optimization is not computationally expensive, because (5.5)
is essentially an adaptive LASSO regression [49] with weights 1/|β̂i|, i =
1, . . . , p, and there exist very efficient gradient descent algorithms to find
LASSO solutions, e.g. [15]. We use the R package glmnet, developed by
Friedman et al. [15], to solve (5.5). We select the nonzero entries in γ̂ from
(5.5) as the active set of covariates. The DSS method is available for the
NBP prior in the R package, NormalBetaPrime.
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6 Simulation Studies
For our simulation studies, we implement the self-adaptive NBP model (2.2)
for model (1.1) using the Monte Carlo EM algorithm. We set c = d = 10−5
in the IG(c, d) prior on σ2, while estimating a and b in the beta prime prior
β′(a, b) from the EM algorithm described in Section 4. We run the Gibbs
samplers for 15,000 iterations, discarding the first 10,000 as burn-in. We
use the posterior median estimator β̂ as our point estimator and deploy the
DSS strategy described in Section 5.2 for variable selection.
6.1 Adaptivity to Different Sparsity Levels
In the first simulation study, we show that the self-adaptive NBP model has
excellent performance under different sparsity levels. Under model (1.1), we
generate a design matrixX where the n rows are independently drawn from
Np(0,Γ), Γ = (Γij)p×p with Γij = 0.5|i−j|, and then centered and scaled.
We fix σ2 = 2 and set n = 60, p = 100, with varying levels of sparsity:
• Experiment 1: 10 active predictors (sparse model)
• Experiment 2: 20 active predictors (fairly sparse model)
• Experiment 3: 40 active predictors (fairly dense model)
• Experiment 4: 60 active predictors (dense model)
In all these settings, the true nonzero predictors in β0 under (1.1) are gen-
erated from U ([−2,−0.5] ∪ [0.5, 2]).
We compare the performance of the self-adaptive NBP prior with that
of several other popular Bayesian and frequentist methods. For the com-
peting Bayesian methods, we use the horseshoe [9] and the spike-and-slab
LASSO (SSL) [35]. For the horseshoe, we consider two ways of tuning the
global shrinkage parameter τ , which controls the sparsity of the model: 1)
endowing τ with a standard half-Cauchy prior C+(0, 1), and 2) estimating
τ from restricted marginal maximum likelihood on the interval [1/n, 1], as
advocated by [46]. These methods are denoted as HS-HC and HS-REML
respectively. For the SSL model, the beta prior on the mixture weight θ
controls the sparsity of the model. We consider two scenarios: 1) endowing
θ with a B(1, p) prior, which induces strong sparsity, and 2) endowing θ with
a B(1, 1) prior, which does not strongly favor sparsity. Finally, we compare
the self-adaptive NBP prior to the minimax concave penalty (MCP) method
[48], the smoothly clipped absolute deviation (SCAD) method [14], and the
elastic net (ENet) [50]. The tuning parameters for MCP, SCAD, and EN
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are chosen through cross-validation. These methods are available in the R
packages: horseshoe1, SSLASSO, picasso, and glmnet.
For each of our methods, we compute the mean squared error (MSE),
false discovery rate (FDR), false negative rate (FNR), and overall misclas-
sification probability (MP) averaged across 100 replications:
MSE = ||β̂ − β0||22/p, FDR = FP / (TP + FP),
FNR = FN / (TN + FN), MP = (FP + FN)/p,
where FP, TP, FN, and TN denote the number of false positives, true posi-
tives, false negatives, and true negatives respectively.
Table 1 shows our results averaged across 100 replications for the NBP,
HS-HC, HS-REML, SSL-B(1, p), SSL-B(1, 1), MCP, SCAD, and ENet meth-
ods. Across all of the various sparsity settings, the NBP has the lowest mean
squared error, indicating that it performs consistently well for estimation.
In Experiments 2, 3, and 4, the NBP model also achieves either the lowest
or the second lowest misclassification probability, demonstrating that it is
also robust for variable selection.
The HS, SSL, MCP, and SCAD methods all perform worse as the model
becomes more dense. The truncation of τ ∈ [1/n, 1] in the HS-REML model
lowers the FDR for the horseshoe, but this also tends to overshrink large
signals, leading to greater estimation error than the HS-HC model. In dense
settings, endowing the sparsity parameter θ with a B(1, 1) prior rather than
a B(1, p) prior improves the performance under the SSL model, but not
enough to be competitive with the NBP. Meanwhile, the ENet performs the
worst in the sparse setting, but its performance drastically improves as the
true model becomes more dense. However, the NBP still outperforms the
ENet in terms of estimation.
6.2 More Numerical Experiments with Large p
In this section, we consider two more settings with large p. In these experi-
ments, the design matrixX is generated the same way that it was in Section
6.1. The active predictors are randomly selected and fixed at a certain level,
and the remaining covariates are set equal to zero.
• Experiment 5: ultra-sparse model with a few large signals (n = 100, p =
500, 8 active predictors set equal to 5)
1For the HS-REML method, we slightly modified the code in the horseshoe function
in the horseshoe R package.
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• Experiment 6: dense model with many small signals (n = 200, p = 400,
200 active predictors set equal to 0.6)
We implement Experiments 5 and 6 for the self-adaptive NBP, HS-HC,
HS-REML, SSL-B(1, p), SSL-B(1, 1), MCP, SCAD, and ENet models. Ta-
ble 2 shows our results averaged across 100 replications. In Experiment 5,
the NBP, HS, and SSL models all significantly outperform their frequentist
competitors. The HS and SSL models do perform the best in this setting,
but the NBP’s performance is quite comparable to them. In particular, the
NBP (as well as the HS) gives 0 for FDR, FNR, and MP, which illustrates
that the NBP model is well-suited for variable selection in ultra-sparse sit-
uations. In Experiment 6, the NBP model gives the lowest MSE and lowest
MP of all the methods. The ENet also performs well in this setting, but it
is outperformed by the NBP in terms of estimation and variable selection.
Our results for Experiment 6 confirm that the self-adaptive NBP model can
effectively adapt to non-sparse situations.
Based on our numerical studies, it seems as though the horseshoe, spike-
and-slab lasso, MCP, and SCAD are well-suited for sparse estimation, but
cannot accommodate non-sparse situations as well. On the other hand, the
elastic net seems to be a suboptimal estimator in sparse situations (e.g.,
in Experiment 5, its misclassification rate was 0.104, much higher than the
other methods), but it greatly improves in dense settings.
In contrast, the self-adaptive NBP prior is the most robust estimator
across all the different sparsity patterns. If the true model is very sparse,
the sparsity parameter a will be estimated to be very small and hence place
heavier mass around zero. But if the true model is dense, the sparsity
parameter a will be large, so the singularity at zero disappears and the prior
becomes more diffuse. As a result, small signals are more easily detected by
the self-adaptive NBP prior.
7 Analysis of a Gene Expression Data Set
We analyze a real data set from a study on Bardet-Biedl syndrome (BBS),
an autosomal recessive disorder which leads to progressive vision loss and
which is caused by a mutation in the TRIM32 gene. This data set was first
studied by Scheetz et al. [37] and is available in the R package flare. This
data set contains n = 120 samples with TRIM32 as the response variable
and the expression levels of p = 200 other genes as the covariates.
To determine TRIM32’s association with these other genes, we imple-
ment the self-adaptive NBP, HS-HC, HS-REML, SSL-B(1, p), SSL-B(1, 1),
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Table 1: Simulation results for NBP, HS-HC, HS-REML, SSL-B(1, p), SSL-
B(1, 1), MCP, SCAD, and ENet models, averaged across 100 replications
when n = 60, p = 100.
Experiment 1: sparse model (10 active predictors)
Method MSE FDR FNR MP
NBP 0.019 0.214 0.011 0.039
HS-HC 0.020 0.128 0.014 0.029
HS-REML 0.021 0.023 0.023 0.023
SSL-B(1, p) 0.020 0.066 0.019 0.026
SSL-B(1, 1) 0.025 0.151 0.017 0.036
MCP 0.020 0.238 0.014 0.046
SCAD 0.028 0 0.1 0.1
ENet 0.037 0.730 0.006 0.284
Experiment 2: fairly sparse model (20 active predictors)
Method MSE FDR FNR MP
NBP 0.077 0.202 0.050 0.083
HS-HC 0.110 0.235 0.084 0.11
HS-REML 0.286 0.130 0.115 0.119
SSL-B(1, p) 0.090 0.175 0.053 0.078
SSL-B(1, 1) 0.090 0.222 0.048 0.086
MCP 0.238 0.321 0.091 0.142
SCAD 0.226 0.791 0.199 0.252
ENet 0.096 0.610 0.031 0.310
Experiment 3: fairly dense model (40 active predictors)
Method MSE FDR FNR MP
NBP 0.448 0.251 0.240 0.246
HS-HC 0.535 0.243 0.256 0.254
HS-REML 1.10 0.233 0.338 0.325
SSL-B(1, p) 0.728 0.300 0.270 0.279
SSL-B(1, 1) 0.665 0.308 0.260 0.276
MCP 1.31 0.298 0.343 0.344
SCAD 1.21 0.604 0.401 0.440
ENet 0.453 0.423 0.198 0.320
Experiment 4: dense model (60 active predictors)
Method MSE FDR FNR MP
NBP 0.760 0.173 0.467 0.344
HS-HC 1.10 0.184 0.495 0.395
HS-REML 1.76 0.149 0.552 0.489
SSL-B(1, p) 1.53 0.223 0.506 0.409
SSL-B(1, 1) 1.40 0.226 0.495 0.395
MCP 1.31 0.298 0.343 0.359
SCAD 2.18 0.430 0.603 0.589
ENet 0.892 0.260 0.426 0.336
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Table 2: More simulation results for NBP, HS-HC, HS-REML, SSL-B(1, p),
SSL-B(1, 1), MCP, SCAD, and ENet models, averaged across 100 replica-
tions.
Experiment 5: n = 100, p = 500, 8 active predictors set equal to 5.
Method MSE FDR FNR MP
NBP 0.0007 0 0 0
HS-HC 0.0005 0 0 0
HS-REML 0.0005 0 0 0
SSL-B(1, p) 0.0005 0.037 0 0.0007
SSL-B(1, 1) 0.0008 0.089 0 0.0017
MCP 0.078 0.124 0.0012 0.011
SCAD 0.081 0.984 0.016 0.031
ENet 0.067 0.859 0 0.104
Experiment 6: n = 200, p = 400, 200 active predictors set equal to 0.6
Method MSE FDR FNR MP
NBP 0.031 0.273 0.400 0.351
HS-HC 0.041 0.261 0.423 0.384
HS-REML 0.049 0.204 0.469 0.444
SSL-B(1, p) 0.095 0.311 0.462 0.437
SSL-B(1, 1) 0.093 0.334 0.458 0.433
MCP 0.058 0.213 0.479 0.462
SCAD 0.051 0.488 0.499 0.498
ENet 0.038 0.346 0.362 0.355
MCP, SCAD, and ENet models on this data set after centering and scaling
X and y. To assess these methods’ predictive performance, we perform five-
fold cross validation, using 80 percent of the data as our training set to obtain
an estimate of β, β̂train. We then use β̂train to compute the mean squared
error of the residuals on the remaining 20 percent of the left-out data. We
repeat this five times, using different training and test sets each time, and
take the average MSE as our mean squared prediction error (MSPE).
Table 3 shows the results of our analysis. The NBP and ENet models
give the best predictive performance of all the methods, with 31 genes and
26 genes selected as significantly associated with TRIM32, respectively. The
ENet has slightly lower MSPE, but the NBP model’s performance is very
similar to the ENet’s. The HS, SSL, MCP, and SCAD methods result in the
most parsimonious models, with 6 or fewer genes selected, but their average
prediction errors are all higher than the NBP’s or the ENet’s.
Figure 4 plots the posterior 95 percent credible intervals for the 31 genes
that the NBP model selected as significant. Figure 4 shows that the self-
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Table 3: Results for analysis of the Bardet-Biedl syndrome (BBS) dataset.
Method Number of Genes Selected MSPE
NBP 31 0.466
HS-HC 6 0.797
HS-REML 4 0.616
SSL-B(1, p) 3 0.594
SSL-B(1, 1) 3 0.504
MCP 5 0.582
SCAD 5 0.603
ENet 26 0.462
adaptive NBP prior is able to detect small gene expression values that are
very close to zero. On this particular data set, the slightly more dense
models had much better prediction performance than the most parsimonious
models, suggesting that there may be a number of small signals in our data.
8 Concluding Remarks and Future Work
In this paper, we have introduced the normal-beta prime (NBP) model for
high-dimensional Bayesian linear regression. We proved that the NBP prior
obtains the (near) minimax posterior contraction rate in the asymptotic
regime where p n and the underlying model is sparse. To make our prior
self-adaptive in finite samples, we introduced an empirical Bayes approach
for estimating the NBP’s hyperparameters through maximum marginal like-
lihood (MML). Our MML approach for estimating hyperparameters affords
the NBP a great deal of flexibility and adaptivity to different levels of spar-
sity and different signal strengths, while avoiding degeneracy.
Future work will be to extend the NBP prior to more complex and more
flexible models, such as nonparametric regression or semiparametric regres-
sion with unknown error distribution. The NBP prior can also be employed
for other statistical problems like density estimation or classification. We
conjecture that due to its flexibility, the NBP prior would retain its strong
empirical and theoretical properties in these other settings.
Additionally, we would like to provide further theoretical support for the
marginal maximum likelihood approach described in Section 4. Although
there are philosophical reasons for MML (namely, that it maximizes the
“model evidence”), we wish to investigate if the MML estimates of (a, b) also
lead to (near) minimax posterior contraction under the same conditions as
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Figure 4: Posterior median and 95% credible intervals for the 31 genes that
were selected as significantly associated with TRIM32 by the NBP model.
those in Section 3.1.1. Currently, theoretical justifications for MML under
model (1.1) have been confined to either the simple normal means model
(X = I, n = p) or the scenario where p ≤ n and the MML estimate can be
explicitly calculated in closed form (as is the case for the hyperparameter
g in g-priors). See, e.g., [46, 23, 16, 41]. Recently, Rousseau and Szabó
[36] extended the class of models for which the posterior contraction rate
can be obtained under MML estimates of a hyperparameter in the prior,
but unfortunately, their framework does not seem to be applicable to the
high-dimensional linear regression model (1.1), which is complicated by the
presence of a high-dimensional, rank-deficient design matrix X.
We note that several other papers, e.g. [26, 25], have derived theoretical
results under empirical Bayes methods, but the approaches in these papers
are not based on marginal maximum likelihood. Instead, their methods
are “empirical Bayes” in the sense that the prior is constructed from the
data, while other hyperparameters are specified a priori based on asymptotic
arguments. We hope to address the theoretical aspects of the self-adaptive
NBP model with MML-estimated hyperparameters in future work.
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A Proofs of Main Theorems
Before proving Theorem 3.1, we restate the main results on posterior con-
sistency from Song and Liang [40]. Proposition A.1 is a restatement of
Theorems A.1 and A.2 in [40].
Proposition A.1. Consider the linear regression model (3.1) and suppose
that condition (A1)-(A5) hold. Suppose that the prior for pi(β, σ2) is of the
form,
pi(β|σ2) =
p∏
i=1
[g(βi/σ)/σ] , σ2 ∼ IG(c, d). (A.1)
Suppose rn = M
√
sn log pn/n, where M > 0 is sufficiently large. If the
density g(·) in (A.1) satisfies
1−
∫ kn
−kn
g(x)dx ≤ p−(1+u)n ,
− log
(
inf
x∈[−En,En]
g(x)
)
= O(log pn),
(A.2)
where u > 0 is a constant and kn 
√
sn log pn/n/pn, then the following
results hold:
Prβ0
(
Π (β : ||β − β0||2 ≥ c1σ0rn|yn) ≥ e−c2nr2n
)
≤ e−c3nr2n ,
Prβ0
(
Π
(
β : ||β − β0||1 ≥ c1σ0√snrn|yn
) ≥ e−c2nr2n) ≤ e−c3nr2n ,
Prβ0
(
Π (β : ||Xnβ −Xnβ0||2 ≥ c0σ0
√
nrn|yn) < 1− e−c2nr2n
)
≤ e−c3nr2n ,
Prβ0
(
Π (β : at least q˜n entries of |β/σ| are larger than kn|yn) > e−c2nr2n
)
≤ e−c3nr2n ,
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for some constants c0, c1, c2, c3 > 0, and q˜n  sn.
Before proving Theorem 3.1, we also prove the following two lemmas.
Lemma A.1. Suppose that an → 0 as n → ∞ and b ∈ (1,∞) as n → ∞.
Then
Γ(an + b)
Γ(an)Γ(b)
 an. (A.3)
Proof of Lemma A.1. Rewrite (A.3) as
Γ(an + b)
Γ(an)Γ(b)
= anΓ(an + b+ 1)(an + b)Γ(an + 1)Γ(b)
= an
an + b
(
1∫ 1
0 u
an(1− u)b−1du
)
. (A.4)
We have the following inequalities:∫ 1
0
uan(1− u)b−1du ≤
∫ 1
0
(1− u)b−1du = b−1, (A.5)
and ∫ 1
0
uan(1− u)b−1du ≥
∫ 1
1/2
uan(1− u)b−1du
≥ 2−an
∫ 1
1/2
(1− u)b−1du
= 2−an2−bb−1. (A.6)
Thus, from (A.4)-(A.6), we have
anb
an + b
≤ Γ(an + b)Γ(an)Γ(b) ≤
an2an+bb
an + b
. (A.7)
Since an → 0 as n→∞, we have b/(an + b) ∼ 1 and 2an+bb/(an + b) ∼ 2b,
and thus, from (A.7), we have Γ(an + b)/Γ(an)Γ(b)  an as n→∞.
Lemma A.2. Let b > 1. Then for any a > 0, β′(a, b) is stochastically
dominated by β′(a, 1).
Proof of Lemma A.2. Let f(x|a, b) denote the probability density function
(pdf) for the beta prime density, β′(a, b). We have
f(x|a, 1)
f(x|a, b) ∝
xa−1(1 + x)−a−1
xa−1(1 + x)−a−b = (1 + x)
b−1,
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which is increasing in x due to our assumption that b > 1. Hence, by the
monotone likelihood ratio property, β′(a, b) is stochastically dominated by
β′(a, 1) for any b > 1.
Proof of Theorem 3.1. By Proposition A.1, it is sufficient to verify that the
NBP prior for each coefficient pi(βi), i = 1, . . . , pn, satisfies the two conditions
(A.2). We first verify the first condition. Let g(·) be the marginal pdf of
pi(β) for a single coefficient β. The pdf g(x) under the NBP prior is
g(x) = Γ(an + b)
(2pi)1/2Γ(an)Γ(b)
∫ ∞
0
exp
(
− x
2
2ω2
)
(ω2)an−3/2(1 + ω2)−an−bdω2.
(A.8)
By the symmetry of g(x) and Fubini’s Theorem, we have from (A.8) that
1−
∫ kn
−kn
g(x)dx = 2
∫ ∞
kn
g(x)dx
= 2Γ(an + b)
(2pi)1/2Γ(an)Γ(b)
∫ ∞
kn
∫ ∞
0
exp
(
− x
2
2ω2
)
(ω2)an−3/2(1 + ω2)−an−bdω2dx
= Γ(an + b)Γ(an)Γ(b)
∫ ∞
0
(ω2)an−1(1 + ω2)−an−b
[
2
∫ ∞
kn
(2piω2)−1/2 exp
(
− x
2
2ω2
)
dx
]
dω2
(A.9)
Letting X ∼ N (0, ω2), we see the inner integral in (A.9) is Pr(|X| ≥ kn).
We use the concentration inequality, Pr(|X| ≥ kn) ≤ 2e−k2n/2ω2 , to further
bound (A.9) above as
2
∫ ∞
kn
g(x)dx ≤ 2Γ(an + b)Γ(an)Γ(b)
∫ ∞
0
(ω2)an−1(1 + ω2)−an−be−k2n/2ω2dω2
≤ 2an
∫ ∞
0
(ω2)an−1(1 + ω2)−an−1e−k2n/2ω2dω2
= 2an
∫ ∞
0
(1 + u)−an−1e−u(k2n/2)du
≤ 2an
∫ ∞
0
e−u(k
2
n/2)du
= 4an
k2n
. p−(1+u)n , (A.10)
where we used the assumption that b ∈ (1,∞) and Lemma A.2 in the second
inequality, a transformation of variables u = 1/ω2 in the first equality, and
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the assumption that an . k2np
−(1+u)
n for the final inequality of the above
display. Thus, combining (A.9)-(A.10) shows that the first condition in
(A.2) holds.
We now show that the second condition of (A.2) also holds under our
assumptions on (an, b) and our assumption on the rate of growth on En in
(A5). With a change of variables, z = x2/2ω2, in (A.8), we can rewrite the
marginal pdf of the NBP prior, g(x), as
g(x) = Γ(an + b)
21−bpi1/2Γ(an)Γ(b)
(x2)an−1/2
∫ ∞
0
e−zzb−1/2(x2 + 2z)−an−bdz.
(A.11)
By the symmetry of g(x), the infimum of g(x) on the interval [−En, En]
occurs at either −En or En. From (A.3) in Lemma A.1, (A.11), and the
assumptions that En is nondecreasing and b ∈ (1,∞), we have
inf
x∈[−En,En]
g(x) & an(E2n)an−1/2
∫ ∞
0
e−zzb−1/2(E2n + 2z)−an−bdz
= an(E2n)an−1/2
∫ ∞
0
e−z
(
z
E2n + 2z
)b−1/2 ( 1
E2n + 2z
)an+1/2
dz
≥ an(E2n)an−1/2
∫ 2
1
e−z
(
z
E2n + 2z
)b−1/2 ( 1
E2n + 2z
)an+1/2
dz
& an(E2n)an−1/2(E2n + 2)−b+1/2(E2n + 4)−an−1/2
 an(E2n)−b−1/2. (A.12)
By assumption, an . k2np
−(1+u)
n for some u > 0, and log(En) = O(log pn).
Therefore, it follows from (A.12) that
− log
(
inf
x∈[−En,En]
g(x)
)
. − log(k2np−(1+u)n ) + (b+ 1/2) log pn
. − log(p−(3+u)n ) + (b+ 1/2) log pn
. log pn, (A.13)
where we used the fact that kn 
√
sn log pn/n/pn and Assumption (A4)
that sn = o(n/ log pn), and so kn . p−1n . Thus, the second condition in (A.2)
also holds.
We have shown that as long as an . k2np
−(1+u)
n for some u > 0, b ∈ (1,∞),
and log(En) = O(log pn) in Assumption (A5), the two conditions (A.2) in
Proposition A.1 are satisfied. Hence, Theorem 3.1 has been proven.
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We now prove that the M-step of the EM algorithm for obtaining the
MML estimators of (a, b) in Section 4 always has a unique solution where
a(k) > 0, b(k) > 0 at every kth iteration, and therefore, our EM algorithm
avoids collapse to zero.
Proof of Theorem 4.1. At the kth iteration of the EM algorithm, the (a, b)
that solves (4.4) is
ψ(a) = 1p
p∑
i=1
Ui(λ2i ), a ≥ 0,
ψ(b) = −1p
p∑
i=1
, Vi(ξ2i ), b ≥ 0,
(A.14)
where Ui(λ2i ) is an estimate of Ea(k−1)
[
log(λ2i )|y
]
and Vi(ξ2i ) is an estimate
of Eb(k−1)
[
log(ξ2i )|y
]
taken from either the Gibbs sampler or the MFVB co-
ordinate ascent algorithm. Since the λi’s and ξi’s, i = 1, . . . , p, are strictly
greater than zero and are drawn from GIG and IG densities in the Gibbs
sampling algorithm or the MFVB algorithm (and thus, expectations of
log(λ2i ) and log(ξ2i ), i = 1, . . . , p, are well-defined and finite), Ui and Vi,
i = 1, . . . , p, exist and are finite.
The digamma function ψ(x) is continuous and monotonically increasing
for all x ∈ (0,∞), with a range of (−∞,∞) on the domain of positive reals.
Therefore, for any y ∈ R, there exists a unique x ∈ (0,∞) so that ψ(x) = y.
Since we impose the constraint that a ≥ 0, there must be a unique â(k) > 0
that solves the first equation in (A.14). Similarly, there exists a unique
b̂(k) > 0 that solves the second equation in (A.14).
B Technical Details of the Monte Carlo EM and
Variational EMAlgorithms for the Self-Adaptive
NBP Model
B.1 Monte Carlo EM Algorithm
After initializing (β, λ1, . . . , λp, ξ1, . . . , ξp, σ2), we iteratively cycle through
sampling from the full conditional densities in (5.1). As described in Section
5.1), we incorporate the EM algorithm for obtaining the MML estimates of
(a, b) by solving for (a, b) in (4.4) every M = 100 iterations of the Gibbs
sampler. To assess convergence, we compute the square of the Euclidean
distance between (â(k−1), b̂(k−1)) and (â(k), b̂(k)) at the kth iteration of the
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EMMonte Carlo algorithm, and if it falls below a small tolerance δ > 0, then
we set our MML estimates as (â, b̂) = (â(k), b̂(k)) and draw a final sample
from the Gibbs sampler.
We recommend setting δ = 10−6. If the square of the `2 distance has not
fallen below δ after a large number of iterations (we use a maximum number
of 100 iterations for the EM algorithm, so that 10,000 total iterations of the
Gibbs sampler have been sampled at this point), then we terminate the EM
algorithm and use the final estimate from the 100th iteration as (â, b̂). In
our experience, even if the square of the `2 distance between (â(k−1), b̂(k−1))
and (â(k), b̂(k)) does not quite fall underneath the small δ > 0 after k = 100
updates, the successive iterates are still very close to one another at this
point. Thus, all these later estimates of (a, b) would have a similar effect on
posterior inference. Algorithm 1 at the end of Section B gives the complete
steps for implementing the EM/Gibbs algorithm for our model.
B.2 Variational EM Algorithm
Let λ = (λ21, . . . , λ2p) and ξ = (ξ21 , . . . , ξ2p) from (5.1). The mean field varia-
tional Bayes (MFVB) approach stems from the following lower bound:
log pi(y) ≥
∫
(β,λ,ξ,σ2)
q(β,λ, ξ, σ2) log
(
pi(y,β,λ, ξ, σ2,γ)
q(β,λ, ξ, σ2)
)
d(β,λ, ξ, σ2) ≡ L[q(·)],
(B.1)
where L[q(·)] is known as the evidence lower bound (ELBO). Here, we con-
strain q(β,λ, ξ, σ2) = q∗1(β)q∗2(λ)q∗3(ξ)q∗4(σ2) and the qi’s, i = 1, . . . , 4, to
be families that ensure that (B.1) is tractable. This approach is also known
as mean field approximation (MFVB). The parameters in q∗1, q∗2, q∗3, and q∗4
are then found by maximizing (B.1), which is equivalent to minimizing the
Kullback-Leibler (KL) distance between pi(β,λ, ξ, σ2|y) and q(β,λ, ξ, σ2).
Due to independence, pi(β|y) can be approximated by q∗1(β) and posterior
inference can be carried out through q∗1(β). For a detailed review of varia-
tional inference, see Blei et al. [7].
Based on the full conditional densities in (5.1), we use the approximation,
q(β,λ, ξ, σ2|y) ≈ q∗1(β)q∗2(λ), q∗3(ξ)q∗4(σ2),
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where
q∗1(β) ∼ Np (β∗,Σ∗) ,
q∗2(λ) ∼
p∏
i=1
GIG (k∗i , l∗,m∗) ,
q∗3(ξ) ∼
p∏
i=1
IG (u∗, v∗i ) ,
q∗4(σ2) ∼ IG(c∗, d∗),
and
β∗ =
(
X>X +D∗
)−1
X>y, Σ∗ = Eq∗4 (σ
2)
(
X>X +D∗
)−1
,
D∗ = diag
(
Eq∗2 (λ
−2
1 )Eq∗3 (ξ
−2
1 ), . . . ,Eq∗2 (λ
−2
p )Eq∗3 (ξ
−2
p )
)
,
ki = Eq∗1 (β
2
i )Eq∗4 (σ
−2)Eq∗3 (ξ
−2
i ), i = 1, . . . , p, l∗ = 2, m∗ = a− 12 ,
u∗ = b+ 12 , v∗i =
1
2Eq∗1 (β
2
i )Eq∗4 (σ
−2)Eq∗2 (λ
−2
i ) + 1, i = 1, . . . , p,
c∗ = n+p+2c2 , d∗ =
Eq∗1
(||y−Xβ||22)+Eq(β>D∗β)+2d
2 ,
(B.2)
where (a, b) are estimated from MML and c = d = 10−5. From (5.3)-
(B.2), we can easily construct our coordinate ascent updates and compute
the expectations, Eq∗2 (λ
−2
i ), Eq∗3 (ξ
−2
i ), Eq∗4 (σ
2), and Eq∗4 (σ
−2) in closed form,
using standard properties of the GIG and IG densities. Moreover, we also
have
Eq∗1 (β
2
i ) = (β∗i )2 + Σ∗ii,
Eq∗1 (||y −Xβ||22) = ||y −Xβ∗||22 + tr(X>XΣ∗),
Eq(β>D∗β) =
p∑
i=1
(β∗i )2Eq∗2 (λ
−2
i )Eq∗3 (ξ
−2
i ) + tr(D∗Σ∗).
At each iteration, we compute the evidence lower bound (ELBO),
L = Eq log f(y,β,λ, ξ, σ2)− Eq log q(β,λ, ξ, σ2), (B.3)
where f is the joint density over y and all parameters and the expectations
in (B.3) are taken with respect to the density q in (5.2). In particular, (B.3)
can be found by solving
L = Eq log f(y|β, σ2) + Eq log(β|λ, ξ, σ2) + Eq log pi(ξ) + Eq log pi(ξ)
+Eq log pi(σ2)− Eq log q∗1(β)− Eq log q∗2(λ)− Eq log q∗3(ξ)− Eq log q∗4(σ2).
Although a bit involved, an explicit expression for the ELBO can be derived
in closed form. Namely, we have
L = −n2 log(2pi) +
p
2 + p log 2 + p log Γ(u
∗)− p log Γ(a)− p log Γ(b)
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+ c log d− c∗ log d∗ + log Γ(c∗)− log Γ(c) + 12 log |Σ
∗|
−
p∑
i=1
log
[
(k∗i /l∗)m
∗/2
Km∗(
√
k∗i l∗)
]
− u∗
p∑
i=1
log v∗i +
p∑
i=1
(
k∗i
2 − 1
)
Eq∗2 (λ
2
i )
+
p∑
i=1
(v∗i − 1)Eq∗3 (ξ−2i ) +
l∗
2
p∑
i=1
Eq∗2 (λ
−2
i ), (B.4)
where Kν(·) denotes the modified Bessel function of the second kind.
In each step of our algorithm, we compute the ELBO (B.3). Convergence
is assessed by computing the absolute difference, dif = |L(t)−L(t−1)|, at each
iteration, and terminating the algorithm if dif < δ, for some small tolerance
δ > 0. We run the MFVB algorithm until convergence or until a maximum
of 1000 iterations have been reached.
To incorporate the EM algorithm for computing hyperparameters (a, b)
into the MFVB scheme, we solve for (a, b) in (4.4) in every iteration of coordi-
nate ascent algorithm, using E
q
∗(t−1)
2 ,a
(t−1)
[
log(λ2i )
]
and E
q
∗(t−1)
3 ,b
(t−1)
[
log(ξ2i )
]
in place of the summands in (4.4) at the tth iteration. Namely, these expec-
tations are given by:
E
q
∗(t−1)
2 ,a
(t−1)
[
log(λ2i )
]
= log
√k∗(t−1)i√
l∗
+ ∂
∂m∗(t−1) log
[
Km∗(t−1)
(√
k
∗(t−1)
i l
∗
)]
,
E
q
∗(t−1)
3 ,b
(t−1)
[
log(ξ2i )
]
= log
(
v
∗(t−1)
i
)
− ψ
(
u∗(t−1)
)
,
(B.5)
where Kν(·) denotes the modified Bessel function of the second kind, and
a(∗t−1), b∗(t−1)i , k
∗(t−1)
i , l∗, and m∗(t−1) are taken from the (t − 1)st itera-
tion and defined in (B.2). Numerical differentiation is used to evaluate the
derivative in the first equation of (B.5). Algorithm 2 at the end of Ap-
pendix B provides the complete steps for implementing the variational EM
algorithm for the self-adaptive NBP model.
Note that Step 9 in Algorithm 2 involves computing the inverse of a p×p
matrix, Φ∗(t) = (X>X + D∗(t))−1. Since D∗(t) is a diagonal matrix, the
computational cost can be substantially reduced when p  n by invoking
the Sherman-Morrison-Woodbury formula, i.e.
Φ∗(t) ← (D∗(t))−1 − (D∗(t))−1X>(In +X(D∗(t))−1X>)−1X(D∗(t))−1,
which only involves inverting an n × n matrix, rather than p × p one. In
steps 12-14 of Algorithm 2, we can also update (k∗(t)i , v
∗(t)
i ), i = 1, . . . , p,
simultaneously in parallel to save on computing time.
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Algorithm 1 Monte Carlo EM algorithm for the self-adaptive NBP
1: Initialize:
2: a(0) = b(0) = 0.01, c = d = 10−5, max = 100, M = 100, J = 20000,
δ = 10−6, dif = 1, and k = 0.
3: Initialize β(0), σ2(0), λ2(0)i , ξ
2(0)
i , i = 1, . . . , p.
4: for t = 1 to J do
5: D(t) ← diag
(
λ
2(t−1)
1 ξ
2(t−1)
1 , . . . , λ
2(t−1)
p ξ
2(t−1)
p
)
6: Draw β(t) ∼ Np
((
X>X + (D(t))−1
)−1
X>y, σ2(t−1)
(
X>X + (D(t))−1
)−1)
7: for i = 1 to p do
8: Draw λ2(t)i ∼ IG
a(k) + 12 ,
(
β
(t)
i
)2
2σ2(t−1)ξ2(t−1)i
+ 1

9: Draw ξ2(t)i ∼ GIG

(
β
(t)
i
)2
σ2(t−1)λ2(t)i
, 2, b(k) − 12

10: end for
11: Draw σ2(t) ∼ IG
(
n+p+2c
2 ,
||y−||Xβ(t)||22+(β(t))>(D(t))−1β(t)+2d
2
)
12: Update hyperparameters in (4.4).
13: if t mod M = 0 and k ≤ max and dif ≥ δ then
14: k ← k + 1
15: low ← t−M + 1
16: high ← t
17: for j = 1 to p do
18: Uj ← 1M
[
ln
(
λ
2(low)
j
)
+ . . .+ ln
(
ξ
2(high)
j
)]
19: Vj ← 1M
[
ln
(
λ
2(low)
j
)
+ . . .+ ln
(
ξ
2(high)
j
)]
20: end for
21: Solve for a in −pψ(a)−∑pj=1 Uj = 0
22: a(k) ← a
23: Solve for b in −pψ(b) +∑pj=1 Vj = 0
24: b(k) ← b
25: dif ←
(
a(k) − a(k−1)
)2
+
(
b(k) − b(k−1)
)2
26: end if
27: end for
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Algorithm 2 Variational EM algorithm for the self-adaptive NBP model
1: Initialize:
2: l∗ = 2, c∗ = n+p+2c2 , a(0) = b(0) = 0.01, δ = 10−3, J = 1000, and t = 1.
3: Initialize d∗(0), k∗(0)i , v
∗(0)
i , i = 1, . . . , p.
4: while |L(t) − L(t−1)| ≥ δ and 1 ≤ t ≤ J do
5: E-step: Update variational parameters in (B.2).
6: Update m∗(t) ← a(t−1) − 12
7: Update u∗(t) ← b(t−1) + 12
8: UpdateD∗(t) ← diag
(
E
q
∗(t−1)
2
(λ−21 )Eq∗(t−1)3 (ξ
−2
1 ), . . . ,Eq∗(t−1)2 (λ
−2
p )Eq∗(t−1)3 (ξ
−2
p )
)
9: Update Φ∗(t) ←
(
X>X +D∗(t)
)−1
10: Update Σ∗(t) ← E
q
∗(t−1)
4
(σ2)Φ∗(t)
11: Update β∗(t) ← Φ∗(t)X>y
12: for i = 1 to p do
13: Update k∗(t)i ← Eq∗(t−1)1 (β
2
i )Eq∗(t−1)4 (σ
−2)E
q
∗(t−1)
3
(ξ−2i )
14: Update v∗(t)i ← 12Eq∗(t−1)1 (β
2
i )Eq∗(t−1)4 (σ
−2)E
q
∗(t−1)
2
(λ−2i ) + 1
15: end for
16: Update d∗(t) ←
E
q
∗(t−1)
1
(||y−Xβ2||22)+Eq(t−1)(β>D∗(t)β)+2d
2
17: M:step: Update hyperparameters in (4.4).
18: Solve for a in −pψ(a) +∑pi=1 Eq∗(t−1)2 [log(λ2i )] = 0
19: a(t) ← a
20: Solve for b in −pψ(b)−∑pi=1 Eq∗(t−1)3 [log(ξ2i )] = 0
21: b(t) ← b
22: Update L(t), as in (B.4).
23: t← t+ 1
24: end while
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