A model of human visual detection performance has been developed, based on available anatomical and physiological data for the primate visual system. The inhomogeneous retino-cortical (IRC) model computes detection thresholds by comparing simulated neural responses to target patterns with responses to a uniform background of the same luminance. The model incorporates human ganglion cell sampling distributions; macaque monkey ganglion cell receptive field properties; macaque cortical cell contrast nonlinearities; and a optimal decision rule based on ideal observer theory. Spatial receptive field properties of cortical neurons were not included. Two parameters were allowed to vary while minimizing the squared error between predicted and observed thresholds. One parameter was decision efficiency, the other was the relative strength of the ganglion-cell center and surround. The latter was only allowed to vary within a small range consistent with known physiology. Contrast sensitivity was measured for sinewave gratings as a function of spatial frequency, target size and eccentricity. Contrast sensitivity was also measured for an airplane target as a function of target size, with and without artificial scotomas. The results of these experiments, as well as contrast sensitivity data from the literature were compared to predictions of the IRC model.
INTRODUCTION
We have developed a model of human spatial pattern detection which is based upon known optical, anatomical and electrophysiological properties of the primate visual system. The current version of the model generates predictions for the detectability of arbitrary spatial luminance patterns, presented at arbitrary retinal locations against a uniform background. The unique features of the model are: (1) a close adherence to objective optical, anatomical and electrophysiological data, (2) a truly inhomogeneous structure; e.g., the modeled properties of the retinal ganglion cells change continuously with eccentricity, and (3) the inclusion ofrealistic neural noise and an optimal decision mechanism.
To test the model, we compared its predictions with measurements of contrast sensitivity for sinewave grating patterns as a function of spatial frequency, target size, and retinal eccentricity. Predictions are shown for the contrast sensitivity data ofRobson and Graham1 and Amow and Geisler2. We also show predictions (but no data) for the detection of sinewave grating targets assuming sharply defined retinal scotomas of various sizes and eccentricities. Finally, we show measurements of (and predictions for) the detectability of an "airplane" target as a function of its size, and the size of an artificial scotoma which obscured part of the airplane. We begin by describing the specific components of the model, and how predictions were generated.
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Ganglion cell sampling array
The output neurons of the retina are the retinal ganglion cells. Therefore, we can adequately model the effect of retinal processing on pattern detection if we can adequately model the responses of the ganglion cells. To model the responses ofthe ganglion cells we need to know how they sample the retinal image. It is well known that the ganglion cells sample the retinal image densely in the fovea and sparsely in the periphery. Figure 1 shows the density of the ganglion cells as a function of retinal eccentricity, based upon the recent anatomical measurements by Curcio and Allen7 for the adult human retina4. Figure 1 is representative of the human retina, although there are individual differences. As can be seen, the density The optical quality of the retinal images formed in the well-accommodated eye are adequately described by a single point-spread function (PSF), at least for the central 12°-i 5°of visual field.3'4 In generating predictions we used the point-spread function reported by Campbell and Gubisch5, for a 3 mm pupil.
(Specifically, we represented the shape of the PSF as the sum of two Gaussians fit to the Campbell and Gubisch data; see ref. [6] .) The Campbell and Gubish PSFs were measured with white light, and hence represent the effects of monochromatic and chromatic aberrations. We modeled the retinal image by convolving the Campbell and Gubisch PSF with the input stimulus. We modeled the ganglion cell sampling array directly from the function shown in Figure 1 ,for the temporal retina. In the version of the model reported here, we only included the parvo (midget) ganglion cells, since they appear to play the dominant role in standard contrast sensitivity experiments. 8 We assumed that the parvo cells constitute 80% of all the ganglion cells, that half of the parvo cells are on-center and half are off-center, and that on-center and off-center cells sample the same spatial locations.
The first cell in the model lattice was placed at the center of the fovea. The rest of the cells were located on concentric rings. The eccentricity ofthe first ring was set equal to the ganglion cell spacing (1/density) of the on-center parvo cells in the center of the fovea. The eccentricities of the other rings were derived iteratively by setting the eccentricity of the th ring equal to the eccentricity of the ith ring, plus the value of ganglion cell spacing at the 1th eccentricity. Cells were equally spaced around each ring with the density appropriate for the eccentricity of the ring.
Ganglion cell receptive field properties
To generate predictions we also need to specify how each cell in the ganglion-cell lattice responds to spatial patterns in the retinal image. There have been very few electrophysiological measurements of ganglion cell responses in the human retina, and therefore we based our model upon electrophysiological and anatomical measurements in the retina and LGN of macaque monkey and upon anatomical measurements in the human retina. (The rationale for using macaque data is that the macaque visual system appears to be anatomically and psychophysically similar to that of the human. Also, for present purposes, we treat ganglion cells and LGN cells as equivalent, since their response properties are so similar.)
A number of electrophysiological studies9'10'11 have shown that spatial receptive fields of on-center parvo ganglion cells (and parvo LGN cells) are well described by a difference-of-Gaussians function:
where cy the space constant (standard deviation) for the center, a is the space constant for the surround, and a is the relative strength of the center and surround. (The equation obtained by multiplying the right side of equation (1) by -1 would describe the receptive field of an off-center ganglion cell.) Further, these studies found that parvo ganglion cells respond linearly with contrast, up to moderate contrasts. Saturation and thresholding nonlinearities appear at high contrasts, but have little effect for the contrasts near behavioral detection threshold.
Anatomical and electrophysiological studies1 1,12,13 suggest that the diameters of the center mechanisms of parvo neurons are approximately equal to the spacing between the ganglion cells. Therefore, we assumed that a at each eccentricity was equal to one half the on-center (or equivalently off-center) ganglion cell spacing at that eccentricity. In the center of the fovea this translates to a 0.21 arc mm.
Electrophysiological tu9' indicate that the center diameter is approximately 6 times the surround diameter, at all eccentricities. Thus, we assumed that a, at each eccentricity, was 6 o.
Finally, electrophysiological tu' report that the relative strength of the center and surround, a, averages about 0.6. We did not keep a rigidly fixed, but allowed it to vary within the physiologically plausible range of 0.5 to 0.7. The reason is that the estimated relative strength of center and surround is dependent upon the temporal properties of the stimulus (brief or high frequency stimuli tend to yield larger values of a). This was one of only two free parameters in the model.
For our linear receptive-field model, the predicted response of each ganglion cell can be obtained by multiplying the retinal image by the cell's receptive field profile and integrating. Unfortunately, because the receptive fields are different at each eccentricity, fast Fourier transform techniques cannot be used to speed up the calculations.
However, for the special case in which the stimuli consist of smoothly dampened sinusoidal gratings, there is a simple approximation that greatly speeds the calculations. A smoothly dampened sinewave grating is described by a function ofthe form
where A(x,y) is the dampening function, u and v are the horizontal and vertical spatial frequencies, is the phase, and L is the mean luminance. For the purpose of computing the response of a ganglion cell with a receptive field centered at x1 , y, the stimulus is adequately approximated by L(x,y) = A(x,y1)sin(2,r(ux + vy)+
E (3)
as long as A (x,y) is sufficiently smooth in the neighborhood of x , y1 . The response, g1 , of the on-center ganglion cell at x1 , y to this approximate stimulus is given directly by the equation
where H(u,v) is the Fourier transform ofthe receptive field profile,
The predictions reported here for sinewave grating experiments were first obtained using the approximation (Equations 4 and 5). We then verified that the predictions were accurate by computing predictions for selected stimuli using the exact method (multiplication and integration). Predictions for the complex pattern (the airplane) were obtained using the exact method. Similar equations were used to obtain off-center ganglion cell responses.
Light adaptation
There is substantial physiological and psychophysical evidence for the existence of multiplicative and subtractive light adaptation mechanisms in the human and monkey retina. 4 The evidence suggests that light adaptation effectively subtracts from the input image approximately 90% of the mean luminance, and scales the result by a factor which gradually becomes proportional to mean luminance as mean luminance increases.
These adaptation mechanisms are easily incorporated into the IRC model. However, we do not discuss them further because they only play a role when mean luminance is varied, and hence do not affect the predictions reported here.
Cortical nonlinearities and selective tuning characteristics
Several physiological properties ofprimary visual cortex (Vi) were also included in the model because they seem certain to have important effects on detection performance. The first property is that cortical neurons have near zero response in the dark and to uniform backgrounds. Therefore, we assumed that there is an neural threshold (or subtractive adaptation) just large enough to eliminate the response to the uniform background and any spontaneous activity. The second property is that cortical cells respond in an accelerating nonlinear fashion at low contrasts. On average, the contrast response functions of cortical cells are described at low contrasts by a power function with an exponent n of approximately 2.5.14,15
Therefore, we applied an exponent of 2.5 to the thresholded responses of the ganglion cell outputs. The combined effect ofthe neural threshold and the exponent is given by
where Trefers to the target stimulus and B the comparison stimulus (i.e., th background alone).
Two other important characteristics of primary visual cortex were not included in this version of the model: the contrast normalization characteristics of cortical 1 6, 1 7 and the selective tuning characteristics of cortical neurons for spatial frequency and 1 8 Contrast normalization was excluded because its most important influences should be for pattern detection against high contrast patterns (although it should still have some effect on detection against uniform backgrounds). The selective tuning characteristics of cortical cells were excluded under the assumption that the sampling of spatial frequency and orientation by cortical cells is sufficient to encode the detection information provided by the LGN cells. In other words, we made the assumption that detection performance (against uniform backgrounds) is not limited by the tuning characteristics of cortical neurons, but by the information provided by the retina via the LGN. This is not entirely unreasonable given the huge number ofVl neurons per ganglion cell.
Neural noise
The last physiologically motivated component of the model is a neural noise mechanism. Neurons in primary visual cortex, and in other cortical areas, have the property that the variance in the number of spikes produced by a stimulus is approximately proportional the mean response produced by that stimulus. 19, 20 Therefore, we assumed that the variance in the response of each neuron was proportional to its mean response with a proportionality constant, K, of 1 .5 (the average found in the primary visual cortex).
Optimal decision mechanism
Little is known about how central brain mechanisms pool neural information in detecting a target.
However, the most parsimonious hypothesis is that the information from every relevant neuron contributes to the decision process.
Consider first a single neuron. If detection were based upon only the th neuron, and if the responses of the neuron were being used optimally, then the proportion of correct responses, Pc, would be given by the following formulas: P=3LJ (8) (10) and solving for the contrast of the target. We have found that this optimal decision rule predicts thresholds that are substantially smaller than those observed, so we introduce a second free parameter, an efficiency parameter, E, whose primary effect is to scale the predicted threshold functions, without changing predicted shape. The value of d' when the efficiency parameter is included is d=/Ed2 (11) If the efficiency is 1.0 equation (11) reduces to equation (10) .
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Predictions for sinewave grating targets

RESULTS
Predictions of the IRC model were generated for sinewave grating targets as a function of spatial frequency, retinal eccentricity, grating target size, and the size and location of sharply defined retinal scotomas. Figure 2 shows contrast sensitivity data reported by Robson and Graha& . Each set of data points shows contrast sensitivity as function of retinal eccentricity, for the target spatial frequency indicated at the side. The grating targets were a fix number of cycles in size (approximately 4 periods x 4 periods), and were smoothly dampened at the edges (the exact stimulus specifications were used in generating predictions).
Retinal eccentricity varied along the vertical meridian. The targets were presented for a duration of approximately 150 ms. The solid curves show the predictions of the IRC model with a center-to-surround weighting (a) of 0.56. As can be seen, the model accounts for the major features of the data. The most noticeable mismatch occurs in the superior visual field. The mismatch might be explained by the fact that in the current version of the model the ganglion cell lattice is radially symmetric when, in fact, the density of ganglion cells is greater in the inferior visual field (superior retina) than in the superior visual field (inferior retina). This density difference will produce greater contrast sensitivity in the inferior visual field (as observed). A quantitative test would require constructing ganglion cell lattices that incorporate the Robson and Graham's1 measurements of contrast sensitivity as a function of sinewave target size are shown in Figure 3 . They made measurements for three target spatial frequencies, at two eccentricities, for gratings 4 cycles in height and ranging from 2 to 64 cycles in length. The solid curves show the predictions ofthe IRC model, with the same parameters. Again the model accounts for the major features ofthe data: the increase in sensitivity with number of cycles, the difference in sensitivity across spatial frequency, and the differences in sensitivity at the two eccentricities. Figure 4 shows contrast sensitivity measurements for sinewave grating targets as a function of spatial frequency and eccentricity for two subjects.2 The gratings were Gaussian-dampened in all directions (bandwidth 0.5 octaves), and were in sine phase with respect to the Gaussian envelope. The targets were displayed for 200 msec on a calibrated 10-bit gray-scale monitor (white phosphor), at a mean luminance of 130 cd/m2. Responses were collected using a 2AFC, 3-down/i-up staircase procedure; thresholds were computed from the recorded responses using a maximum-likelihood method. Subjects viewed the display
a: Figure 5 shows the predictions of the IRC model for fovea! contrast sensitivity, assuming circular scotomas with sharp boundaries. The predictions are for Gaussian-dampened sinewave gratings with a standard deviation of 1 0 (Note that these targets are of fixed retinal size, not a fixed number of cycles.) The gratings were assumed to be centered on the fovea. The scotomas were assumed to vary in diameter from O to 1O, and to be located either in the fovea, at 2° eccentricity, or at 5° eccentricity. The model predicts that even relatively small scotomas will have a measurable effect on contrast sensitivity at all spatial frequencies (albeit a greater effect at high spatial frequencies). Also, not surprisingly, the model predicts the greatest effect for fovea! scotomas,
Predictions for an "airplane" target
The predictions of the IRC model were also compared with contrast sensitivity measurements taken for a complex "airplane" target, with and without artificial circular scotomas with sharp boundaries. The target consisted of a scanned, side-view photograph of an F15C fighter jet, embedded in a gray background. The aspect ratio of the target was approximately 3.6. The background luminance and the mean luminance of the airplane were kept equal and constant at 130 cd/rn2. The contrast of the airplane target was controlled by manipulating the color look-up table. The area of the airplane target was varied over two orders of with the right eye and natural pupils. Eccentricity was varied by moving the display with respect to the fixation point, and spatial frequency was varied by a combination of viewing distance and software. The solid curves show the predictions of the IRC model (JS, a = 0.54; AK a = 0.67). Again the fits are reasonably good (a little better for JS than AK) and the parameters are similar to those for the fits to the Robson and Graham data. magnitude; i.e., the aspect ratio was fixed and the long axis of the airplane varied from 0.5°to 6° in visual angle. Target duration was 200 ms. Contrast thresholds for detecting the target were measured in a 2AFC task, using the same subjects and psychophysical procedures described earlier in connection with Figure 4 . The squares in Figure 6 show contrast sensitivity as a function of target size in the no-scotoma condition, for the two subjects. The circles and triangles show the measured contrast sensitivities for scotomas of 1°a nd 2° diameter, respectively. The solid, small-dashed, and large-dashed curves show the predictions of the IRC model for the three scotoma conditions, using the same parameters estimated from the measurements Figure 4 . The predicted curves for subject AK are untranslated, but those for subject JS have been translated downward by 0.25 log units for the purpose of comparing shapes. As can be seen, the model predicts the effects of target size and scotoma size relatively well. Specifically, it predicts the increase in sensitivity with target size and predicts that there should be little effect of the scotoma until the target size is near or below the size ofthe scotoma (see the square at 1.5° and the open circle at 3°). We have no good explanation for why there is a small mismatch in the predicted absolute sensitivity for subject JS, but not for subject AK.
CONCLUSIONS
We have shown that a straight-forward model, based directly upon anatomical and physiological properties of the primate retina and primary visual cortex, does a reasonable job of predicting detection thresholds for sinewave grating patterns, as function of spatial frequency, size and retinal eccentricity. The model also did a reasonablejob ofpredicting detection thresholds for a complex target as a function of target size and scotoma size. These encouraging results suggest that the IRC model (or a slightly modified version) may make accurate predictions of detection performance for a wide range of stimulus patterns. Further tests should not be difficult since the model has been implemented so that predictions can be generated for arbitrary patterns.
The current model was only designed to make predictions for detection of static patterns in uniform backgrounds. Current efforts are directed at expanding the model to include more properties of primary visual cortex. Inclusion of these properties will be necessary if the model is to make accurate predictions of pattern detection in cluttered backgrounds.
