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Abstract
Hartvigsen (Math. Oper. Res. 23 (1998) 661) presented a weakly polynomial time algorithm
for the problem of optimizing over the intersection of a submodular base polyhedron and an
a,ne space (when the number of constraints describing the a,ne space is bounded). This paper
contains a strongly polynomial time algorithm for this problem. ? 2001 Elsevier Science B.V.
All rights reserved.
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1. Introduction
In this section we de6ne the optimization problem that we study in this paper and
we outline our results. This problem generalizes a number of well-known optimization
problems including the max 4ow problem and the min cost spanning tree problem. In
brief, our main result is a strongly polynomial time algorithm for solving this problem.
The previous algorithm for this problem [10] had a weakly polynomial time complexity.
Let V be a 6nite set. Then f : 2V → R is called a submodular function if
f(X ) + f(Y )¿f(X ∪ Y ) + f(X ∩ Y ) ∀X; Y ⊆V:
Without loss of generality, we assume that f(∅) = 0.
Let A be a p×|V | matrix and let d be a p× 1 matrix. We assume that the rows of
A are linearly independent. The constrained base polyhedron of f is de6ned as follows:
B(f; A; d) ≡ {x: x(X )6f(X ); ∀X ⊆V; x(V ) = f(V ); Ax = d} :
If there is no system Ax = d, then B(f; ∅; ∅) is referred to as the base polyhedron
of f. Hence B(f; A; d) is a base polyhedron intersected with an a,ne space. A simple
example demonstrates that with even one row in A, B(f; A; d) need not be a base
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polyhedron (see [10]). In this paper we study the following constrained submodular
optimization problem, where w ∈ R |V |:
maxwx subject to x ∈ B(f; A; d): (P)
When there is no system Ax = d, this problem, and its variants, have been widely
studied. The reader is referred, for example, to [4,7,8,14]. In particular, this problem
can be solved in strongly polynomial time using a “greedy” style algorithm of Edmonds
[4]. A number of examples of the general problem (involving, for example, network
4ows, min cost spanning trees, and matroids) are given in [10]. Related work appears
in [1,9,12,17].
A related problem, which has received a lot of attention, is the problem of minimizing
a submodular function. This is the problem, for a given submodular function f, of
6nding a set V ′⊆V , such that f(V ′) is a minimum. For work on this problem the
reader is referred to [2,15]. A strongly polynomial combinatorial algorithm was recently
found for this problem by Iwata et al. [13] and Schrijver [16].
The main result of this paper is a strongly polynomial time algorithm for solving the
constrained submodular optimization problem for 6xed values of p. In other words,
the complexity of the algorithm depends on |V |, when p is 6xed, and is independent
of the values in w, d, and the range of f. This algorithm makes calls to a standard
“exchange” oracle, described in the next section, to obtain information about f. We
assume the oracle can be implemented in polynomial time, which is the case for
several examples given in [10]. Edmonds’ algorithm for the unconstrained submodular
optimization problem uses a more direct method for obtaining information about f
(as do the algorithms for minimizing a submodular function). It is an open question
whether this more direct method can be applied to the constrained problem.
The idea of the algorithm is quite simple. The 6rst phase is, for a given matrix A,
to construct a strongly polynomial size set, say T , of vectors. Then, given T together
with any w, f, and d, and any feasible solution to B(f; ∅; ∅), the second phase of
the algorithm 6nds an optimal solution to (P). This is accomplished by 6rst 6nding
a feasible solution to B(f; A; d), and then iteratively moving in the directions of the
vectors in T using a straightforward steepest ascent rule. An interesting feature of the
algorithm is that the “steepness” of the vectors in T decreases in the course of the
algorithm (see Corollary 4), hence no vector in T is used twice. Since T has strongly
polynomial size, the algorithm iterates a strongly polynomial number of times. Finally,
it is shown that the time required in each iteration is also strongly polynomial.
The main ideas of the algorithm, as well as much of the machinery used to prove
the correctness and complexity of the algorithm, were developed in [10]. However,
in [10], the steepest ascent vectors in T were generated one at a time, as needed, in
each iteration of the algorithm. In addition, each such vector was dependent upon both
A and w. Here we show how to construct the set in advance and independently of
w. Furthermore, in [10], each vector in T was generated by solving a linear program
that depended upon A and w. Hence the complexity was a function of the size of
the numbers in A and w and was, therefore, only weakly polynomial. Here we show
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how to accomplish this work in strongly polynomial time without solving any linear
programs.
In addition to our main complexity result, we make the following three points:
1. The polyhedra over which we optimize have a special structure. In general, they
contain an exponential number of facets. Yet, only a strongly polynomial number
of direction vectors is needed to optimize over them, regardless of the starting
point.
2. The vectors in T have a simple structure. In particular, they are associated with a
special type of acyclic directed graph (so-called bipartite forests, see Section 2).
3. For a given matrix A the set T is minimal in the sense that for each vector in T
there is a problem (P) that requires this vector to reach an optimal solution (see
Theorem 3 in Section 2).
The next section contains a precise statement of our main algorithm and our main
results. Section 3 contains a quick illustration of the key part of the algorithm that is
new to this paper. Section 4 contains the proofs of our main results.
2. Main algorithm and main results
In this section we present our main algorithm and our results concerning it. First we
need a few de6nitions. Recall that V denotes our 6nite ground set.
Our algorithm makes calls to a standard oracle for computing “exchange capacities”
(e.g., see [8]). That is, we assume for x′ ∈ B(f; ∅; ∅) and u; v ∈ V , u = v, that we
have an oracle for computing
c(x′; u; v) ≡ max{¿0: x′ + (u; v) ∈ B(f; ∅; ∅)};
where (u; v) is a vector indexed on V that has value +1 on v, −1 on u, and 0
elsewhere. This is the sole method we use for obtaining information about f. We
assume the complexity of this oracle is polynomial in |V |. For the special case of
network 4ow problems, this oracle can be implemented in polynomial time by 6nding
a max 4ow between two nodes. For the special case of minimum cost spanning tree
problems, this oracle can be implemented in polynomial time by 6nding a min cut that
separates two nodes. For the details of these examples, see [10].
Given a problem (P), a vector t is called augmenting for x∗ ∈ B(f; A; d) if wt¿ 0
and, for some ¿ 0, x∗ + t ∈ B(f; A; d). Hence we can improve the objective value
of x∗ and remain feasible by moving in the direction t. We call wt the weight of
t. (Because we will be comparing the weights of diOerent augmenting vectors, the
augmenting vectors we will consider will be “normalized” in a natural way.)
For any matrix A with at most p rows, we show how to construct, in strongly
polynomial time (for 6xed p) a special set of vectors T ⊂R |V |. With T we can solve
any problem (P), for any w, f, and d, in strongly polynomial time. Such a set of
vectors is sometimes referred to as a universal test set in the literature (see [11]).
To de6ne our set T , we make the following de6nition.
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Let D = (V; E) be a digraph with node set V , our 6nite ground set. The incidence
matrix B of D has a row for each node in V and a column for each arc in E such
that
Bij =


+1 if arc j is incident into node i
−1 if arc j is incident out of node i
0 otherwise
If D contains exactly one arc and this arc goes from node u to node v, then its (one
column) incidence matrix is simply (u; v). In fact, it is shown in [10] that when a
problem (P) has no matrix A, then T simply consists of the 2( |V |2 ) vectors of the form
(u; v); that is, the vectors in T are the incidence matrices of individual arcs on V .
We generalize this notion as follows.
D is called a bipartite forest if it satis6es the following two conditions:
(2.1) There exists a partition of V into V1 and V2 such that every arc in D has its tail
in V1 and its head in V2;
(2.2) The undirected graph underlying D is acyclic.
Note that a bipartite forest need not span V . The incidence matrix for a bipartite forest
is called a bipartite forest matrix or, simply, a b-f matrix.
We next present a subroutine that generates the set T . It is called in the main
algorithm.
Subroutine: Augmenting Vector Generator (AVG)
Input: A p× |V | matrix A.
Output: A set of vectors T .
Step 0: Set T :=∅.
Step 1: For every b-f matrix B with 6p+ 1 columns, do the following:
1. Construct the following system with appropriately sized variable vector y:
ABy = 0
1 · y = 1:
2. If the system has a unique solution, say yB, and if yB¿ 0, then add the vector
ByB to T .
End.
We now present the main algorithm, which describes how to optimize over a con-
strained base polyhedron.
Algorithm: Constrained Submodular Optimization (CSO)
Input: A problem (P) and x′0 ∈ B(f; ∅; ∅).
Output: An optimal solution to (P).
Step 0: Find a feasible solution x0 ∈ B(f; A; d) and let T be the set output by
Subroutine AVG.
Step 1: “Perturb the weights” w (see discussion below) and set i:=1.
Step 2: Find a maximum weight augmenting vector ti−1 in T for xi−1. If there is
no augmenting vector, output xi−1; done.
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Step 3: Find i =max{¿ 0: xi−1 + ti−1 ∈ B(f; A; d)}. Set xi:=xi−1 + iti−1; set
i:=i + 1; and go to Step 2.
End.
Strongly polynomial subroutines for Steps 0 and 3 are given in [10]. The subroutine
for 6nding x0 in Step 0 takes x′0 as an input.
By “perturb the weights” we indicate a rule to be used for comparing wx1 and wx2
when x1 = x2 in the course of the algorithm. In particular, if wx1=wx2, then we compare
x1 and x2 lexicographically. That is, if wx1 = wx2, and if, say, x1 is lexicographically
greater than x2, then we treat wx1 as if it were greater than wx2 in the algorithm. In
implementing the algorithm, this eOectively increases the complexity by a factor of
|V |.
Let us note that if we remove the words “maximum weight” from Step 2, then the
algorithm runs into the same sort of problem that the augmenting path algorithm of
Ford and Fulkerson [6] ran into. Namely, the number of augmentations can depend on
the numbers in the range of f. (This follows easily from the network example given
in [10]. In fact, if the numbers in the range of f are allowed to be irrational, then
the algorithm need not converge to an optimal solution.) Edmonds and Karp [5] and
Dinic [3] solved this problem for max 4ows by augmenting along paths of minimum
length. The “maximum weight” requirement in Step 2 plays a similar role.
Our main result is the following:
Theorem 1. Algorithm CSO works and can be implemented in strongly polynomial
time for 7xed p.
In order to prove Theorem 1, we must show the following:
Theorem 2. Subroutine AVG can be implemented in strongly polynomial time for
7xed p.
We also show that the set T that we construct is minimal in the following sense.
Theorem 3. Let T be the set of vectors generated by Subroutine AVG for a given
matrix A. Then; for every t ∈ T there exist f; w; d; and x′0 ∈ B(f; ∅; ∅); such that
Algorithm CSO uses t to 7nd an optimal solution.
3. Examples
This section quickly illustrates how Subroutine AVG works. More detailed examples
of how Algorithm CSO can be implemented as well as more examples of problems
that can be modeled as constrained submodular optimization problems can be found in
[10].
First observe that if there is no matrix A, then Subroutine AVG simply outputs the
vectors of the form (u; v), for all ordered pairs (u; v) from V . Let us consider the
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more interesting case that A is nonempty, say
A= (1; 2; 3; 4; 5):
Again, Subroutine AVG outputs all vectors of the form (u; v). But the output contains
other vectors as well. For example, in the running of Subroutine AVG the following
system would be considered:
(1; 2; 3; 4; 5)


1 0
0 −1
0 1
−1 0
0 0


(
y1
y2
)
= 0;
y1 + y2 = 1:
This system has a unique solution y1 = 0:25, y2 = 0:75. Since all the components of
this solution are ¿ 0, the vector

1 0
0 −1
0 1
−1 0
0 0


(
0:25
0:75
)
= (0:25;−0:75; 0:75;−0:25; 0)
is added to T . It is easy to see that, in general, the vectors output by Subroutine AVG
have between 2 and 2p+ 2 nonzero entries, where p is the number of rows in A.
4. Proofs of main results
In this section we prove Theorems 1–3.
Proof of Theorem 2. The number of diOerent columns that can go into a b-f matrix is
2( |V |2 ). Hence the total number of diOerent b-f matrices to consider in this subroutine
is
p+1∑
i=1

 2
( |V |
2
)
i

 ;
which is polynomial for 6xed p. If |V | is large compared to p, then the number of
diOerent b-f matrices is
O




( |V |
2
)
p+ 1



 ;
which is O(|V |2(p+1)). For each b-f matrix considered, we must determine whether
or not a system of equations has a unique solution. This can be accomplished in a
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straightforward manner using Gaussian elimination. It is well known that the worst-case
time complexity of Gaussian elimination for an n×n matrix is O(n3). Since the systems
we consider in this subroutine have at most p+1 rows and columns, the worst-case time
complexity of solving such a system is O(p3), which is a constant when p is 6xed.
Thus the overall worst-case time complexity of this subroutine is strongly polynomial.
Proof of Theorem 1. Before discussing the idea of this proof, we present the version
of Algorithm CSO, let us call it Algorithm CSO′, that appeared in [10]. Much of
the analysis of Algorithm CSO′ carries over to our analysis of Algorithm CSO. The
language has been slightly changed to be consistent with the terminology in this paper.
Algorithm: Constrained Submodular Optimization′ (CSO′)
Input: A problem (P) and x′0 ∈ B(f; ∅; ∅).
Output: An optimal solution to (P).
Step 0: Find a feasible solution x0 ∈ B(f; A; d)
Step 1: “Perturb the weights” w and set i:=1.
Step 2: Find a maximum weight augmenting vector for xi−1 of the form Biyi where
Bi is a b-f matrix, 1 · yi = 1, and yi¿0. If there is no such augmenting
vector, output xi−1; done.
Step 3: Find i=max {¿ 0: xi−1 + Biyi ∈ B(f; A; d)}. Set xi:=xi−1 +iBiyi; set
i:=i + 1; and go to Step 2.
End.
The key diOerence between Algorithms CSO and CSO′ is in Step 2 where in Algorithm
CSO′ augmenting vectors were generated as needed (there was no Subroutine AVG to
generate the augmenting vectors ahead of time). Each such vector was obtained in a
subroutine by solving a linear program (it is given below) and hence the complexity of
this step was weakly polynomial. The time complexity of all other parts of Algorithm
CSO′ was shown in [10] to be strongly polynomial. In particular, 6nding a feasible
solution x0 ∈ B(f; A; d), Step 3, and the total number of iterations through Step 2 were
shown to be strongly polynomial.
The idea for proving Theorem 1 is to show that the augmenting vectors obtained
in Step 2 of Algorithm CSO′, by solving a linear program, are in the set of vectors
T output by Subroutine AVG. The result then follows from the validity of Algorithm
CSO′ (see [10]), Theorem 2, and our observations above concerning the complexity
of Algorithm CSO′. We begin by presenting the linear programming-based subroutine
that was used in [10] to carry out Step 2. We introduce it by quoting a result from
[10] that motivates the subroutine.
A key result in [10, Theorem 9] is that, if x∗ ∈ B(f; A; d), then every augmenting
vector can be expressed in the form By, where
1. ¿ 0;
2. B is a b-f matrix;
3. 1 · y = 1;
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4. y¿0;
5. every column (u; v) of B satis6es c(x∗; u; v)¿ 0.
Points 1–4 justify Step 2 in Algorithm CSO′, where we can simply set = 1 since
we are only interested in directions. Theorem 10 in [10] tells us that the weight of the
vectors found in Step 2 in Algorithm CSO′ decrease during the algorithm. Hence, no
such augmenting vector is revisited.
Point 5 allows us to implement the search for such augmenting vectors as a linear
program (it implies that whatever vector the linear program outputs, we can “move”
in the direction of that vector). The search technique is described in the following
subroutine from [10] (where it is called Subroutine Max Weight b-f Matrix). Again,
the language has been slightly changed to be consistent with this paper.
Subroutine: Max Weight Augmenting Vector
Input: x∗ ∈ B(f; A; d) for a problem (P).
Output: A maximum weight vector B′y′, where B′ is a b-f matrix, 1 · y′ = 1, and
y′¿0, that is augmenting for x∗; or the fact that none exists.
Step 1: Form a matrix B whose columns are those vectors (u; v) such that
c(x∗; u; v)¿ 0. Let m denote the number of columns in B.
Step 2: Form a vector w′(j):=w(v)− w(u) where j corresponds to column (u; v)
in B, for j = 1; : : : ; m.
Step 3: Solve the following linear program with variable vector y:
max w′y
s:t: ABy = 0;
1 · y = 1;
y¿0: (LP)
If there is no optimal solution, then done; output “no augmenting vector.” Otherwise,
let y∗ denote a basic optimal solution. If w′y∗60, then done; output “no augmenting
vector”. Otherwise, let y′ denote the vector of nonzero entries in y∗ (i.e., delete the
zero entries), and let B′ denote the submatrix of columns of B corrsponding to y′.
Output B′y′.
End.
Observe that because we can compute c(x∗; u; v) in Step 1, we can look for vectors
from 0 in Step 3 and thus d does not appear in LP. The version of this subroutine
that appeared in [10] had an additional step. It took the vector B′y′ output by Step 3
above and transformed it into a vector B′′y′′, with the same objective value, such that
B′′ was a b-f matrix. We next show that this is not necessary, that is, B′ is always a
b-f matrix. We then show that this justi6es using Subroutine AVG instead of solving
linear programs.
Let us suppose that B′y′ is output by the subroutine but that B′ is not a b-f matrix.
Let D′ denote the digraph whose incidence matrix is given by B′. There are three
possibilities:
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1. D′ contains a dicycle (i.e., a strongly connected subdigraph such that every node
has in-degree and out-degree of 1);
2. D′ does not contain a dicycle, but D′ contains a dipath of length 2 (i.e., two arcs
of the form ab, bc, where a = c).
3. D′ does not contain a dicycle or a dipath of length 2, but D′ contains an even
length cycle whose arcs have orientations that alternate as the cycle is traversed.
Observe that if these three possibilities are ruled out, then B′ must be a b-f matrix.
To see this, observe the following: if 1 and 2 do not hold, then the node set of D′ can
be partitioned into two sets, say V1 and V2, such that every arc of D′ has its tail in
V1 and its head in V2. If the underlying graph of such a digraph contains cycle, then
it must be of the type in 3.
Let us 6rst suppose we have possibility 1. Let e1; : : : ; em denote the arcs in a dicycle
and let  ¿ 0 be a small number. Construct a new vector y′′ as follows:
y′′j =
{
y∗j −  if j ∈ {e1; : : : ; em};
y∗j otherwise:
Since we have changed y∗ on just the arcs in a dicycle, we have the following:
By∗ = By′′, hence ABy′′ = 0; and w′y∗ = w′y′′ (due to the structure of w′).
However, we also have 1·y′′¡ 1. So let us consider the vector y′′, where =1=1·y′′.
We have ABy′′=0, 1 ·y′′=1, and w′y′′¿w′y∗ (since ¿ 0 and w′y∗¿ 0). Thus
y′′ is feasible for LP and has a greater objective value than y∗. This is a contradiction.
Let us next suppose we have possibility 2, that is, D′ contains a dipath ab, bc.
Construct a new vector y′′ as follows: y′′ equals y∗ on all components except
If y∗ab = y
∗
bc, set
y′′ab:=0;
y′′bc:=0;
y′′ac:=y
∗
ab:
If y∗ab ¿y
∗
bc, set
y′′ab:=y
∗
ab − y∗bc;
y′′bc:=0;
y′′ac:=y
∗
bc:
If y∗ab ¡y
∗
bc, set
y′′ab:=0;
y′′bc:=y
∗
bc − y∗ab;
y′′ac:=y
∗
ab:
We may now proceed exactly as above to construct a feasible vector for LP that
has greater objective value; hence we obtain another contradiction.
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Finally, let us suppose we have possibility 3. Let C denote the arcs in such a cycle.
We may alter y∗ as follows: For an arbitrary direction around C, add a small number
 ¿ 0 to the components of y∗ corresponding to the forward arcs of C and subtract
 from the components of y∗ corresponding to the backward arcs of C, with respect
to this direction. Obtain a second vector from y∗ by adding and subtracting  in the
opposite manner from these components of C. These two vectors are feasible for LP,
have the same objective value as y∗, and together sum to y∗. This contradicts y∗ being
a basic optimal solution.
Thus B′ is a b-f matrix. Our 6nal consideration is its size.
Since y∗ is a basic optimal solution for LP, the columns of the constraint matrix for
LP that correspond to the nonzero components of y∗ are linearly independent. Hence
the system
AB′z = 0
1 · z = 1
has a unique solution with all positive components and, since this system has p + 1
rows, it can have no more than p + 1 columns. Thus B′ has no more than p + 1
columns. Since we have established that B′ is a b–f matrix, B′y′ would be identi6ed
in Subroutine AVG.
This concludes the proof.
Corollary 4. The weights of the augmenting vectors found in Step 2 of Algorithm
CSO strictly decrease during the algorithm.
Proof. This follows immediately from the Theorem 10 in [10].
Proof of Theorem 3. We prove this theorem by constructing an example. The example
is based on the following well-known type of submodular optimization problem. (The
de6nition in the following paragraph is taken from [10].)
Let N = (V; E) be a network with arc capacities c ∈ R |E|+ . A vector y ∈ R |E| such
that 06y6c is called a <ow. Let M denote the incidence matrix for N . A vector
x ∈ R |V | is called feasible for N and c if there exists a 4ow y such that x = My.
The polyhedron P(N; c) ≡ {x : x is feasible for N and c} is well known to be the base
polyhedron for the submodular function f de6ned by setting f(X ) equal to the sum
of the capacities of the arcs incident into X ⊆V , where f(∅) = f(V ) = 0. Hence
P(N; c)=B(f; ∅; ∅). Given node weights w, the submodular optimization problem is to
6nd a maximum weight feasible vector.
Let A be an arbitrary matrix with columns indexed on V and let B′y′ be an arbitrary
vector generated by Subroutine AVG with A as input. Let N = (V; E) be a network
with an arc between every ordered pair of nodes. For each arc e ∈ E set ce as follows:
If e corresponds to a column of B′, then set ce equal to the corresponding component
of y′; otherwise, set ce to zero. Let f be the submodular function de6ned by N , as
described above. Also, set x′0:=0 and set d:=0. For the subnetwork of N de6ned by
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B′, let V ′ denote the nodes incident only with in-arcs (this is well de6ned because B′
is a b-f matrix). We de6ne w as follows: If v corresponds to a node in V ′, then set
wv:=1; otherwise set wv:=0.
Now let us consider an application of Algorithm CSO. Because x′0:=0, we take x0=0
in Step 1. Because the arcs in N with positive capacity form an acyclic subnetwork,
we must have that the 4ow, say z′, that corresponds to x0 satis6es z′=0. Let B′′y′′ be
the augmenting vector used in the 6rst pass through Step 2 in Algorithm CSO. (We
know there must exist an augmenting vector since B′y′, by our choice of x′0, w, and
c, is an augmenting vector.) Because z′ = 0, and by our de6nition of the capacities
c, it must be the case that after augmenting in Step 3, any 4ow corresponding to x1
will have positive values on one or more of the variables corresponding to the arcs in
N and value zero everywhere else. Let y′′′ be such a 4ow; that is, let x1 = B′′′y′′′
where the columns of B′′′ are a subset of the columns of B′ and we may assume,
without loss of generality, that y′′′ and  have been scaled so that 1 · y′′′ = 1. Taking
this, together with the fact that x1 ∈ B(f; A; d), we have the following:
AB′′′y′′′ = 0′′′;
1 · y′′′ = 1:
Observe that, because B′y′ is output by Subroutine AVG, the columns of (AB
′
1 ) are
independent, and the system
AB′y = 0;
1 · y = 1;
has a unique solution. Thus this system can have no solution when it is constructed
from a proper subset of columns of B′. Thus B′′′ = B′, which implies that y′′′ = y′.
Hence B′y′ is the augmenting vector 6rst used by Algorithm CSO, which completes
the proof. Note that, after one iteration, the algorithm produces the optimal solution.
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