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Abstract
We propose a new framework of the reflection positivity in terms of order preserving
operator inequalities. From the viewpoint of the new framework, we study one-dimensional
fermion-phonon systems. Especially, properties of ground states are examined in detail. It is
clarified that the reflection positivity consistently describes the charge-density-wave (CDW)
order in this system. Furthermore, if the Coulomb interaction is long ranged, then we prove
the existence of the CDW long range order in the ground state.
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1 Introduction
1.1 Overview
As a basic model of strongly correlated systems, interacting spinless fermions have been studied
extensively for decades. The interacting spinless fermion model can be regarded as an effective
model of the extended Hubbard model in the strong-coupling limit [5, 21]; therefore, the model
is often used to study the charge dynamics of many-electron systems. Furthermore, the model
has recently attracted interest in connection with the study of Majorana fermions in topological
superconductors [36, 40]. The case of one-dimension is particularly interesting because the model
describes the charge-density-wave (CDW) order [15], the nematic phase [21], and so on; in addition,
the one-dimensional model with nearest-neighbor interactions is equivalent to the anisotropic
Heisenberg chain and is exactly solvable.
In the present paper, we consider the fermions interacting with dispersionless phonons in one

















For definitions of the symbols, see Section 1.2. The model is practically important because the
wide range of quasi-one-dimensional materials undergo the Peierls instability due to the electron-
phonon interaction. There is a large number of papers on the related models; among these, some
rigorous results are known; for example, in [25], the Peierls instablity was examined within the
Born–Oppenheimer approximation; in [28], the uniqueness of the ground state was proved, in [23],
bosonization of a fermion-phonon model was studied, and so on; however, rigorous studies of the
model are relatively rare.
The main purpose of the present paper is to study properties of the ground state of the
Hamiltonian HΛ at half-filling. In particular, we prove that the unique ground state of HΛ
exhibits the CDW order. Furthermore, we show that it is a long range order, if the interaction
U(i − j) is long ranged. The characteristic feature of our approach is to combine the method of
reflection positivity and order preserving operator inequalities as explained below.
The concept of reflection positivity originated from quantum field theory [38, 39]. It has found
many applications in both classical and quantum statistical physics [1, 2, 7, 11, 12, 13, 20]. For
mathematical aspects of the reflection positivity, we refer to [37]. In 1989, Lieb proved that the
2
ground state of the Hubbard model exhibits ferrimagnetism by applying the idea of the reflection
positivity to the spin space [24]; Lieb’s method is called the spin reflection positivity and has
various applications to strongly correlated electron systems [33, 41, 48, 49, 52]. See also [47] for
a review. Recently, Jaffe and Pedrocchi discovered that the spinless fermion model possesses a
hidden form of reflection positivity in its Majorana fermion representation and applied this to a
Majorana fermion model with topological order [18]. Further applications of this method can be
found in [16, 17, 50, 53].
In general, extending the spin reflection positivity to interacting electron-phonon systems is
difficult; first, since the bosonic operators are unbounded, mathematical treatment of these opera-
tors requires some care; secondly, the electron-phonon interaction causes some technical problems
when we apply the hole-particle transformation. Freericks and Lieb first applied the spin reflection
positivity to interacting electron-phonon systems [10]; note that the hole-particle transformation
cannot be used in their method. Then one of the authors of this paper invented an operator theo-
retic description of the spin reflection positivity and examined interacting electron-phonon systems
in detail [28, 31, 33, 35]; this approach is compatible with the hole-particle transformation and
can cover a variety of interacting electron-phonon systems including the Holstein–Hubbard model,
the SSH model, the Kondo lattice model, and so on.
Because we consider the spinless fermions in this paper, we cannot directly use the method
of the spin reflection positivity to investigate ground state properties of HΛ. Extending further
the operator theoretic approach of the spin reflection positivity enables us to investigate the
Hamiltonian HΛ, even if U(i − j) is long range. Mathematically, the framework of the extended
approach is described by the standard forms of von Neumann algebras; theory of the standard
forms was established by Haagerup [14] and is regarded as a fundamental concept in theory of
operator algebras, nowadays. This viewpoint of the reflection positivity is novel and discussed in
detail in the following sections. In connection with the standard forms, we can naturally define
order preserving operator inequalities which were first discussed in [27]; a major advantage of
introducing the inequalities is that we can apply useful techniques established in [28, 31, 33, 35];
it makes possible to analyze properties of the ground state of HΛ; especially, we show that the
ground state exhibits the CDW order. Note that, at this stage, we do not know whether the CDW
order is long ranged.
An application of the reflection positivity to quantum systems was first discovered by Dyson,
Lieb and Simon [7]; more precisely, they proved the existence of a phase transition in variety
of quantum spin systems; their method is extended to prove the existence of Neel order in the
ground state of 3D spin-1/2 Heisenberg antiferromagnet on the cubic lattice [20]. See also [47]
for a review. By combining the method of [20] and our approach based on the order preserving
operator inequalities, we prove the existence of the CDW long range order in the ground state
of HΛ, provided that U(i − j) is long ranged. As far as we know, this is the first work that
mathematically proves the existence of the CDW long range order in fermion-phonon system
under the condition that the Coulomb interaction is long ranged.
1.2 Interacting fermion-phonon system
Let F = {Λ` : ` ∈ N}, where Λ` = [−`, ` − 1] ∩ Z. Given a Λ ∈ F, we examine a one-dimensional


















The operator HΛ acts in the Hilbert space
FΛ = F
F
Λ ⊗ FBΛ. (1.3)
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the n-fold antisymmetric tensor product, and FBΛ is the bosonic Fock space over `
2(Λ): FBΛ =⊕∞
n=0⊗ns `2(Λ), where ⊗ns denotes the n-fold symmetric tensor product.
The fermionic annihilation- and creation operators at j are denoted by cj and c
∗
j , respectively.
They satisfy the standard anti-commutation relations:
{ci, c∗j} = δi,j , {ci, cj} = 0 (i, j ∈ Λ), (1.4)
where δi,j is the Kronecker delta. The operator δn̂j is defined by δn̂j = n̂j − 1/2, where n̂j is the
number operator at site j: n̂j = c
∗
jcj .
The bosonic annihilation- and creation operators at j are denoted by aj and a
∗
j , respectively.
These operators obey the canonical commutation relations:
[ai, aj ] = 0, [ai, a
∗
j ] = δi,j (i, j ∈ Λ). (1.5)
U(j) is the energy of the Coulomb interaction. Mathematically, U(j) is a real-valued bounded
function on Z. The hopping amplitude between nearest neighbours is represented by −t with
t > 0. The phonons are assumed to be dispersionless with energy ω > 0. In the present paper, we
impose the periodic boundary condition:
c` = c−`, a` = a−`. (1.6)
By the Kato–Rellich theorem [43, Theorem X.13], HΛ is self-adjoint on dom(Np) and bounded




jaj . The self-adjoint operator
HΛ has purely discrete spectrum for all Λ ∈ F.
Let N̂Λ be the number operator for the fermions: N̂Λ =
∑
j∈Λ n̂j . The closed subspace
HΛ = ker(N̂Λ − |Λ|/2) is called the half-filled subspace and will play an important role. The
half-filled subspace can be expressed as
HΛ = H
F
Λ ⊗ FBΛ, HFΛ =
|Λ|/2∧
`2(Λ). (1.7)
In what follows, the restriction of HΛ onto HΛ is also denoted by HΛ, when no confusion arises.
In the present paper, we will study a net of Hamiltonians: {HΛ : Λ ∈ F}, where we regard F as a
directed set with respect to the inclusion. Especially, ground state properties will be examined in
detail.
1.3 Principal questions
Let X be a complex Hilbert space and let P be a convex cone in X. The dual cone, P†, of P is
defined by P† = {x ∈ X : 〈x|y〉 ≥ 0 ∀y ∈P}. We say that P is self-dual if
P = P†. (1.8)
Henceforth, we always assume that P is self-dual. It is well-known that there is a unique involution
J in X satisfying Jx = x for all x ∈ P. We introduce a real subspace, XJ , of X by XJ = {x ∈
X : Jx = x}. Note that every element x ∈ XJ has a unique decomposition x = x+ − x−, where
x−, x+ ∈ P and 〈x−|x+〉 = 0. In addition, X = XJ + iXJ holds true with i =
√
−1. See [3, 46]
for detail.
We introduce the following order structures in X.
Definition 1.1. • A vector x is said to be positive w.r.t. P if x ∈P. We write this as x ≥ 0
w.r.t. P.
• Let x, y ∈ XJ . If x− y ∈P, then we write this as x ≥ y w.r.t. P.
• A vector x ∈ X is called strictly positive w.r.t. P, whenever 〈x|y〉 > 0 for all y ∈ P \ {0}.
We write this as x > 0 w.r.t. P.
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Let L (X) be the set of all bounded operators on X. Once we introduce a positivity in the
Hilbert space X by fixing a specific self-dual cone, we can also define useful order structures in
L (X) as follows.
Definition 1.2. Let A,B ∈ L (X).
• If AP ⊆P,1 we then write this as A 0 w.r.t. P.2 In this case, we say that A preserves
the positivity w.r.t. P.
• Suppose that AHJ ⊆ HJ and BHJ ⊆ HJ . If (A − B)P ⊆ P, then we write this as A  B
w.r.t. P.
• We write A  0 w.r.t. P, if Ax > 0 w.r.t. P for all x ∈ P\{0}. In this case, we say that
A improves the positivity w.r.t. P.
Suppose that A  0 w.r.t. P. If x ≥ y w.r.t. P, then Ax ≥ Ay w.r.t. P holds, that is, A
preserves the order. For this reason, we often refer to the inequalities associated with “” as the
order preserving operator inequalities.
Let x, y ∈ P. Suppose that A ∈ L (X) satisfies A  0 w.r.t. P. Then it follows from the
definition that
〈x|Ay〉 ≥ 0. (1.9)
Especially, if x and y are strictly positive w.r.t. P and A is non-zero, then the strict inequality
holds true in (1.9). These basic properties will be frequently useful in the present paper.
Definition 1.3. Let A be a positive self-adjoint operator such that e−βA  0 w.r.t. P for all
β ≥ 0. We say that the semigroup e−βA is ergodic w.r.t. P, if the following condition is satisfied:
For each x, y ∈P \ {0}, there exists a β ≥ 0 such that 〈x|e−βAy〉 > 0. Note that β could depend
on x and y.
We readily confirm that if e−βA  0 w.r.t. P for all β > 0, then e−βA is ergodic w.r.t. P.
The following theorem illustrates why the above operator inequalities are crucial.
Theorem 1.4. (Perron–Frobenius–Faris) Let A be a self-adjoint positive operator on X. Suppose
that 0  e−βA w.r.t. P for all β ≥ 0, and that E = inf spec(A) is an eigenvalue. Then, the
following are equivalent:
(i) E is a simple eigenvalue. The corresponding eigenvector can be chosen to be strictly positive
with respect to P.
(ii) e−βA is ergodic w.r.t. P.
Proof. See, e.g., [8, 44].
In general, there are infinitely many self-dual cones in X. Corresponding to this fact, we can
define infinitely many positivities in the single Hilbert space X. Therefore, it is natural to ask the
following questions:
Q1. What kind of positivities do the ground states of HΛ have?
Q2. What is physical meaning of each positivity of the ground state?
In the following, we will try to answer the questions with the help of order preserving operator
inequalities.
1For each subset C ⊆ H, AC is defined by AC = {Ax |x ∈ C}.
2This symbol was introduced by Miura [27].
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1.4 Background positivity: Pb,Λ
In the present study, we occasionally employ the Dirac notation for simplicity of presentation. For











j∈X Aj is determined by the natural ordering:∏
j∈X Aj = Ax1Ax2 · · ·Axm with x1 < x2 < · · · < xm. Trivially, {|X〉 : X ⊆ Λ} is a complete
orthonormal system (CONS) in FFΛ.
Let EΛ be the set of particle configurations at half-filling:
EΛ = {X ⊂ Λ : |X| = |Λ|/2}. (1.11)





|X〉 ⊗ |ψX〉, ψX ∈ FBΛ. (1.12)




Using this identification, we can introduce a self-dual cone in FBΛ by
FBΛ,+ = L
2
+(RΛ) = {F ∈ L2(RΛ) : F (φ) ≥ 0 a.e.}. (1.14)
Now we are ready to introduce the first self-dual cone.
Definition 1.5. We define a self-dual cone Pb,Λ by
Pb,Λ = coni({|X〉 ⊗ |ψ〉 : X ∈ EΛ, ψ ∈ FBΛ,+}), (1.15)
where, for a given subset, S, of FΛ, coni(S) indicates the closure of the conical hull of S. The
positivity determined by Pb,Λ is called the background positivity.
Remark that ψ ≥ 0 w.r.t. Pb,Λ if and only if ψX ≥ 0 w.r.t. FBΛ,+ for all X ∈ EΛ, and ψ > 0
w.r.t. Pb,Λ if and only if ψX > 0 w.r.t. FBΛ,+ for all X ∈ EΛ. Furthermore, the involution J
associated with Pb,Λ is given by Jψ =
∑
X∈EΛ |X〉 ⊗ |ψ∗X〉, where ψ∗X stands for the complex
conjugate of the function ψX .
Theorem 1.6. For each Λ ∈ F, the semigroup e−βHΛ improves the positivity w.r.t. Pb,Λ for all
β > 0. Hence, by Theorem 1.4, the ground state of HΛ is unique in HΛ and can be chosen to be
strictly positive w.r.t. Pb,Λ.
Proof. Using arguments similar to those in [29], we can prove Theorem 1.6. Note that although a
spin-1/2 model is examined in [29], the spin degrees of freedom unaffect modification of the proof
in [29].
Remark 1.7. We emphasize that there is no restriction on the Coulomb interaction U(i) in
Theorem 1.6. In contrast to this, the nearest neighbor hopping is essential.
Let ψΛ be the unique ground state of HΛ. The ground state expectation with respect to ψΛ is
then defined by
〈A〉Λ = 〈ψΛ|AψΛ〉, A ∈ L (HΛ), (1.16)
where, for a given Hilbert sapce X, L (X) stands for the set of all bounded operators on X.
For each X ⊆ Λ, we set n̂X =
∏
j∈X n̂j with n̂∅ = 1. We define a set of operators by
CΛ = coni{n̂X : X ⊆ Λ}, where, for a given subset, S, of L (HΛ), coni(S) stands for the conical
hull of S.
Corollary 1.8. For each A ⊆ CΛ, we have 〈A〉Λ > 0.
Remark that the above claim tells us only few information on structure of the ground state
ψΛ. The background positivity mainly takes responsibility for guaranteeing the uniqueness of the
ground state.
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Figure 1: The mapping r represents a reflection about j = −1/2.
1.5 Reflection positivity: Pr,Λ
In the present paper, we will examine one more self-dual cone Pr,Λ. The corresponding positivity
is called the reflection positivity, which is suitable for describing the CDW order. To state our
results, we decompose Λ as Λ = ΛL ∪ ΛR, where
ΛL = {−`,−`+ 1, . . . ,−1}, ΛR = {0, 1, . . . , `− 1}. (1.17)
Using the identification FFΛ = F
F
ΛL
⊗FFΛR and FBΛ = FBΛL ⊗FBΛR , we obtain the useful identification:
FΛ = FΛL ⊗ FΛR . (1.18)
The von Neumann algebra
MΛL = {A ∈ L (FΛL) : [A, N̂ΛL ] = 0} (1.19)
plays an important role. We define the mapping r : ΛR → ΛL by
r(j) = −1− j, j ∈ ΛR. (1.20)
The mapping r represents a reflection about j = −1/2, see Figure 1.
Theorem 1.9. We have the following:
1. There is an antiunitary operator τ from FΛL onto FΛR such that
τδn̂jτ
−1 = −δn̂r(j), τajτ−1 = ar(j), j ∈ ΛR. (1.21)
2. There is a self-dual cone Pr,Λ in HΛ such that, for all ϕ ∈Pr,Λ and A ∈MΛL ,
〈ϕ|A⊗ τAτ−1ϕ〉 ≥ 0 (1.22)
holds. In particular, we have
(−1)m
〈
ϕ|δn̂imδn̂im−1 · · · δn̂i1δn̂−i1−1δn̂−i2−1 · · · δn̂−im−1ϕ
〉
≥ 0 (1.23)
for i1, i2, . . . , im ∈ ΛL. If ϕ is strictly positive, then the strict inequalities hold true in (1.22)
and (1.23).
Remark 1.10. The inequality (1.23) indicates that vectors in Pr,Λ are fitted for a mathematical
description of the CDW order.
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: Fermion, ℓ = 13
Figure 2: The fermions occupy all odd sites.
Because we need some technical preliminaries to define Pr,Λ, we will give the precise definition
of Pr,Λ and a proof of Theorem 1.9 in Section 3.4.
Definition 1.11. We say that a vector ϕ in HΛ is reflection positive, if ϕ is positive w.r.t. Pr,Λ.








where Λo = {j ∈ Λ : j is odd}. In Example 5 in Section 3, we will show that ΩCDWΛ ⊗ ΩBΛ is
reflection positive for all Λ ∈ F, where ΩBΛ is the bosonic Fock vacuum in FBΛ. As illustrated in
Figure 2, ΩCDWΛ is a typical vector representing the CDW.
In order to state properties of Pr,Λ, we need the following proposition.
Proposition 1.12. 1. There is a family of isometric linear mappings {ιΛ′Λ : Λ,Λ′ ∈ F with Λ ⊆ Λ′}
satisfying the following:
(i) ιΛ′Λ : HΛ → HΛ′ .
(ii) If Λ ⊆ Λ′ ⊆ Λ′′, then ιΛ′′Λ′ιΛ′Λ = ιΛ′′Λ.
Hence, we can define the following inductive limit:
HZ = lim−→HΛ. (1.25)
2. For each Λ ∈ F, there exists an isometric linear mapping ιΛ from HΛ into HZ satisfying the
following:
(i) If Λ ⊆ Λ′, then ιΛ′ιΛ′Λ = ιΛ.
(ii)
⋃
Λ∈F ιΛHΛ is dense in HZ.
Furthermore, the Hilbert space HZ and the net of isometric linear mappings {ιΛ : Λ ∈ F} are
uniquely determined, up to unitary equivalence.
Proposition 1.12 is proved in Proposition 3.7.
In what follows, we identify HΛ with ιΛ′ΛHΛ and ιΛHΛ. Therefore, HΛ can be regarded as a
closed subspace of HΛ′ and HZ. We denote by PΛΛ′ the orthogonal projection from HΛ′ to HΛ.
Similarly, PΛ denotes the orthogonal projection from HZ to HΛ. A part of basic features of Pr,Λ
is stated as follows.
Theorem 1.13. 1. Let Λ,Λ′ ∈ F. If Λ ⊆ Λ′, then we have the following:
(i) PΛΛ′Pr,Λ′ = Pr,Λ.
(ii) PΛΛ′  0 w.r.t. Pr,Λ′ .
2. There is a self-dual cone Pr,Z in HZ satisfying the following:
(i) PΛPr,Z = Pr,Λ.
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(ii) PΛ  0 w.r.t. Pr,Z.
See Theorem 3.13 for a more precise and stronger version of Theorem 1.13.
Remark 1.14. If Λ ⊆ Λ′, then the reflection positivity in Λ is embedded consistently in that in
Λ′ in the sense of Theorem 1.13. This holds true for Λ′ = Z. In this way, the reflection positivity
can be naturally extended to the infinite chain.
1.6 Properties of the semigroup e−βHΛ
1.6.1 Reflection positivity preservingness of e−βHΛ
We state basic results concerning the Hamiltonian HΛ. In what follows, we always assume the
following:
(A) (i) ` is an odd number.
(ii) U(i) is a bounded function on Z such that U(0) = 0 and U(−i) = U(i) for all i ∈ Z.
We set Fo = {Λ` : ` is odd}, where Λ` is given in Section 1.1. First, we consider the following
condition:
(B. 1) For each Λ ∈ Fo, {(−1)i+jU(i + j + 1)}i,j∈ΛL is a positive semi-definite matrix on CΛL .
Namely, for every {zj}j∈ΛL ∈ CΛL ,∑
i,j∈ΛL
z∗i zj(−1)i+jU(i+ j + 1) ≥ 0. (1.26)
Loosely speaking, this condition indicates that the Coulomb interaction U(i) is short ranged.
Example 2. Let us consider the nearest neighbor interaction:
U(j) = Uδj,−1, U ≥ 0. (1.27)
We readily confirm that {U(j) : j ∈ Λ} satisfies (B. 1). Note that the Holstein model corresponds
to U = 0. In general, {U(j) : j ∈ Λ} satisfies (B. 1) if, and only if, there exist a positive measure
on [−1, 1] and a nonnegative constant c such that
(−1)j−1U(j) = cδj,−1 +
∫ 1
−1
λj−3d%(λ), j ≤ −1. (1.28)
See [11, Proof of Proposition 3.2] for the proof.
Theorem 1.15. Assume (A) and (B. 1). For each Λ ∈ Fo, we have the following.
(i) The semigroup e−βHΛ preserves the positivity w.r.t. Pr,Λ for all β > 0.
(ii) The ground state of HΛ is reflection positive. Moreover, we have
〈A⊗ τAτ−1〉Λ ≥ 0 ∀A ∈MΛL . (1.29)
In particular, we have
(−1)m
〈




for i1, i2, . . . , im ∈ ΛL.
Remark 1.16. • In [25], the reflection positivity of the ground state of an interacting fermion
Hamiltonian was essentially proved. Theorem 1.17 is an extension of the result in [25] to
the interacting fermion-phonon system.
• Even when the interaction between fermions and phonons are taken into account, the ground
state exhibits the CDW order in the sense of the inequality (1.30). As expected, the result
is consistent with known results, see, e.g., [9, 26, 51].
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1.6.2 Ergodicity of e−βHΛ
Next, let us consider a stronger condition.
(B. 2) For each Λ ∈ F, {(−1)i+jU(i+ j+ 1)}i,j∈ΛL is a positive definite matrix on CΛL . Namely,
for every {zj}j∈ΛL ∈ CΛL \ {0}, the following strict inequality holds:∑
i,j∈ΛL
z∗i zj(−1)i+jU(i+ j + 1) > 0. (1.31)
In contrast to (B. 1), this condition indicates that the interaction U(i) is long ranged.
Example 3. For a given α > 0, suppose that U has the following form:
U(j) = (−1)j+1|j|−α ∀|j| ≥ 1. (1.32)





we readily confirm that {(−1)i+jU(i+ j + 1)}i,j∈ΛL is positive definite for all α > 0. Here, Γ(x)
stands for the gamma function.
Theorem 1.17. Assume (A) and (B. 2). For each Λ ∈ Fo, we have the following.
(i) The semigroup e−βHΛ is ergodic w.r.t. Pr,Λ.
(ii) The ground state of HΛ can be chosen to be strictly reflection positive. Moreover, we have
the following strict inequality:
〈A⊗ τAτ−1〉Λ > 0 ∀A ∈MΛL . (1.34)
In particular, we have
(−1)m
〈




for i1, i2, . . . , im ∈ ΛL.
Remark 1.18. From the strict inequality (1.35), we understand that the CDW order in the
ground state is enhanced under the condition (B. 2). Note that, to determine whether the order
is long ranged or not, we need more detailed analysis, see Theorem 1.20.
1.7 Infinite chain
1.7.1 Properties of the ground state
In this subsection, we assume (A) and (B. 1). Let us consider a system on the infinite chain.







This idea can be justified as follows. By using Proposition 1.12, we can regard ψΛ as a unit vector
in HZ. Hence, {〈·〉Λ : Λ ∈ Fo} is a net of states on L (HZ). Because the unit ball of the dual of
L (HZ) is compact in the weak-∗ topology [45, Theorem IV.21], there is a convergent subnet of
{〈·〉Λ : Λ ∈ Fo}. The state 〈·〉Z is then defined as the weak-∗ limit of a convergent subnet.
Let Z− = {j ∈ Z : j < 0}. By Proposition 1.12, MΛL is naturally embedded in MΛ′L , provided
that Λ ⊆ Λ′. We denote by MZ− the von Neumann algebra generated by
⋃
Λ∈Fo MΛL .
Theorem 1.19. Assume (A) and (B. 1). We have the following:
10
1. For any A ∈MZ− , we have 〈
A⊗ τZAτ−1Z
〉
Z ≥ 0, (1.37)
where τZ is the unique extension of τ given in Theorem 1.9.
2. Suppose that 〈·〉Z is a normal state on MZ− ⊗ 1 := {A⊗ 1 : A ∈MZ−}. Then there exists a
unique normalized vector ψZ ∈ HZ satisfying the following:
(i) ψZ is reflection positive, i.e., ψZ ∈Pr,Z.
(ii) 〈A〉Z = 〈ψZ|AψZ〉 for all A ∈ L (HZ).
Furthermore, if 〈·〉Z is a faithful state on MZ− ⊗ 1, then ψZ is strictly reflection positive,
i.e., ψZ > 0 w.r.t. Pr,Z. Hence, the strict inequality holds in (1.37). In particular, (1.35)
holds even for Λ = Z.
We give a proof of Theorem 1.19 in Section 3.7.
1.7.2 Long-range order
So far, we have shown that the ground state of HΛ exhibits the CDW order. Next, we examine
the question of whether this order is long ranged or not. To state the result, some preliminaries
are needed: Let
W (j) = (−1)j+1U(j). (1.38)
We assume the following condtion.
(C. 1) {W (j) : j ∈ Z+} ∈ `1(Z+), where Z+ = {j ∈ Z : j ≥ 0}.




W (j){1− cos(pj)}. (1.39)
As proved in [11], R̂(p) ≥ 0 a.e. holds. See also Section 6. Our second assumption is the following:
(C. 2) R̂−1/2 ∈ L1(T, dp).
In Section 6, we will prove the following:













F (p) = 2t(1 + cos p). (1.41)







Z ≥ σ > 0. (1.42)
Example 4. Let us onsider the long-range interaction U(j) given in Example 3. Due to [11,
Theorem 5.5], 1/R̂(p) is integrable for 1 < α < 2, which implies that R̂(p)−1/2 is integrable as
well. Hence, Theorem 1.20 holds true for 1 < α < 2.
Remark 1.21. Our method in the present paper can cover more general fermion-phonon inter-
actions. Although studying general interactions is important, it is technically involved. We will
explore an extension of our method to general interactions in detail elsewhere.
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1.8 Outline
The rest of this paper is structured as follows. We start Section 2 by reviewing some basic facts
concerning self-dual cones and standard forms. We also define a generalization of order preserving
operator inequalities and provide several fundamental lemmas. The above objects are necessary
to properly express the concept of the reflection positivity in the following sections.
In Section 3, we give the precise definition of Pr,Λ and investigate properties of Pr,Λ in detail.
We also prove Theorems 1.13 and 1.19. The results in this section are basic inputs in the following
sections.
Section 4 is devoted to the proof of Theorem 1.15; characteristic features of the semigroup
generated byHΛ are discussed; in particular, we show that e
−βHΛ preserves the reflection positivity
for all β ≥ 0. Combining this result with Theorem 1.13, we conclude that the ground state exhibits
the CDW order.
Section 5 contains the proof of Theorem 1.17; we prove that e−βHΛ is ergodic w.r.t. Pr,Λ.
Because the proof is lengthy, we divide it to the several steps. The most complicated part of the
proof is given in Appendix A. Using the result together with Theorem 1.15, we know that the
CDW order is enhanced, if the interaction U(i− j) is long ranged.
In Section 6, we prove Theorem 1.20, i.e., the existence of long range order in the ground state.
Our proof is an extension of [7]. Because the fermion-phonon interaction induces complex phase
factors in the hopping terms, which never appear in [7], extra care is required.
In Appendix B, we briefly review some basic definitions and results of strong product integra-
tions.
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2 Order preserving operator inequalities
2.1 Basic properties of order preserving operator inequalities
Let H be a separable complex Hilbert space. In this subsection, we suppose that a self-dual cone
P in H is given.
We readily confirm the following lemma:
Lemma 2.1. Let A,B ∈ L (H). Suppose that A,B  0 w.r.t. P. We have the following:
(i) If a, b ≥ 0, then aA+ bB  0 w.r.t. P;
(ii) AB  0 w.r.t. P.
Proof. For proof, see, e.g., [27, 31].
If A ∈ L (H) satisfies AHJ ⊆ HJ , then we say that A preserves the reality w.r.t. P.
Definition 2.2. Let A,B ∈ L (H) be reality preserving w.r.t. P. If A − B  0, then we write
this as AB w.r.t. P.
Below, we provide three fundamental lemmas of the operator inequalities for later use.
Lemma 2.3. Let A,B,C,D ∈ L (H). Suppose AB0 w.r.t. P and CD0 w.r.t. P. Then
we have AC BD  0 w.r.t. P
Proof. For proof, see, e.g., [27, 31].
Lemma 2.4. Let {An}n∈N be a sequence of bounded operators on H. Let A be a bounded operator
on H. Suppose that An weakly converges to A as n→∞. If An  0 w.r.t. P for all n ∈ N, then
A 0 w.r.t. P.
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Proof. See [32, Proposition 2.8].
Lemma 2.5. Let A,B be self-adjoint operators on H. Assume that A is bounded from below and
that B ∈ L (H). Furthermore, suppose that e−tA  0 w.r.t. P for all t ≥ 0 and B  0 w.r.t. P.
Then we have e−t(A−B)  e−tA w.r.t. P for all t ≥ 0.





n  1 w.r.t. P for all t ≥ 0. By the










 e−tA w.r.t. P. (2.1)
The following proposition will play an important role in the present paper.
Proposition 2.6. Let A be a positive self-adjoint operator. Assume that e−βA  0 w.r.t. P for
some β ≥ 0. Assume that E = inf spec(A) is an eigenvalue of A. Then there exists a nonzero
vector x ∈ ker(A− E) such that x ≥ 0 w.r.t. P.
Proof. See [30, Proposition A. 6]. Note that, in [30], a stronger condition that e−βA  0 w.r.t. P
for all β ≥ 0 is assumed. However, we readily confirm that the proof in [30] can be extended to
our setting.
2.2 Order preserving operator inequalities on L 2(H)
Let L 2(H) be the set of all Hilbert–Schmidt operators on H: L 2(H) = {ξ ∈ L (H) : Tr[ξ∗ξ] <
∞}. In what follows, we regard L 2(H) as a Hilbert space equipped with the inner product
〈ξ|η〉2 = Tr[ξ∗η], ξ, η ∈ L 2(H). We often abbreviate the inner product by omitting the subscript
2 if no confusion arises.
Given Hilbert sapces H and H, let ϑ be an antiunitary operator from H onto H. We define the
mapping Ψϑ : H⊗ H −→ L 2(H) by
Ψϑ(φ⊗ ϑψ) = |φ〉〈ψ|, φ, ψ ∈ H. (2.2)





Occasionally, we abbreviate (2.3) by omitting the subscript Ψϑ if no confusion arises.
Given an A ∈ L (H), we define the left multiplication operator, L(A), and the right multipli-
cation operator, R(A), as follows:
L(A)ξ = Aξ, R(A)ξ = ξA, ξ ∈ L 2(H). (2.4)
Trivially, L(A) and R(A) are bounded operators on L 2(H). In addition, we readily confirm that
L(A)L(B) = L(AB), R(A)R(B) = R(BA), (2.5)
(L(A))∗ = L(A∗), (R(A))∗ = R(A∗) (2.6)
and
[L(A),R(B)] = 0. (2.7)
Under the identification (2.3), we have
A⊗ 1 = L(A), 1⊗ ϑAϑ−1 = R(A∗), A ∈ L (H). (2.8)
Let
L 2+(H) = {ξ ∈ L 2(H) : ξ ≥ 0}, (2.9)
13
where the inequality in the right hand side of (2.9) indicates the standard operator inequality.
It is well-known that L 2+(H) is a self-dual cone in L
2(H), see, e.g., [31, Proposition 2.5]. The
involution associated with L 2+(H) is given by
Jξ = ξ∗, ξ ∈ L 2(H). (2.10)
Hence, HJ = {ξ ∈ L 2(H) : ξ is self-adjoint}. We readily confirm that
JL(A)J = R(A∗), JR(A)J = L(A∗), A ∈ L (H). (2.11)
Set
NL = {L(A) : A ∈ L (H)}, NR = {R(A) : A ∈ L (H)}. (2.12)
Then it follows from (2.11) that
N′L = JNLJ = NR, (2.13)
where N′L stands for the commutant of NL. Let ξ be any strictly positive vector in L
2(H). Then
ξ is cyclic and separating for NL, and
L 2+(H) = {AJAJξ : A ∈ NL} (2.14)
holds, where the bar stands for the closure with respect to the strong topology. To sum, we have
the following.
Proposition 2.7. The quadruple {NL,L 2(H), J,L 2+(H)} is a standard form3 of NL. In partic-
ular, we have L(A)R(A∗)  0 w.r.t. L 2+(H) for A ∈ L (H). Hence, under the identification (2.3),
we have A⊗ ϑAϑ−1  0 w.r.t. L 2+(H).
Corollary 2.8. Let ϕ ∈ L 2+(H). Then we have
〈ϕ|L(A)R(A∗)ϕ〉 = 〈ϕ|A⊗ ϑAϑ−1ϕ〉 ≥ 0 ∀A ∈ L (H). (2.15)
If ϕ is strictly positive w.r.t. L 2+(H), then the strict inequality holds in (2.15).
Definition 2.9. The standard form {NL,L 2(H), J,L 2+(H)} determined by the triplet {H,H, ϑ}
is called the standard form associated with {H,H, ϑ}.
Lastly, we briefly explain how to handle unbounded operators: For a given densely defined
unbouded operator A on H, the left multiplication operator, L(A), can be defined by
dom(L(A)) = {ξ ∈ L 2(H) : ‖Aξ‖ <∞}, (2.16)
L(A)ξ = Aξ ∀ξ ∈ dom(L(A)). (2.17)
Similarly, we can define the right multiplication operator R(A). Note that if A is self-adjoint, so
are L(A) and R(A), and the identities (2.8) hold.
2.3 Direct sum of self-dual cones
Let {{Hα,Hα} : α ∈ I} be a family of pairs of Hilbert spaces. Suppose that an antiunitary
operator, ϑα, from Hα onto Hα is given for all α ∈ I. For simplicity, the index set I is countable.















we obtain a new standard form S = {NL,X, J,P}.




3As for the definition of the standard form, see [46]
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For each A ∈ NL, there is a family of operators A = {Aα ∈ L (Hα) : α ∈ I} such that
A = ⊕α∈I L(Aα). For simplicity of notation, we write this as
A = L(A). (2.19)
Similarly, for each B ∈ N′L = JNLJ , there is a family of operators B = {Bα ∈ L (Hα) : α ∈ I}
such that B = ⊕α∈I R(Bα). We express this as












The standard form associated with the triplet {H,H, ϑ} is denoted by T . The standard form T is
a natural “extension” of S in the following sense: Trivially, X is a closed subspace of L 2(H). Let
P be the orthogonal projection from L 2(H) to X. Then we readily confirm that P = PL 2+(H).
In addition, the involution, JT , associated with T satisfies JT  X = J .
For A =
⊕
α∈I Aα ∈ L (H), we have
L(A) = L(A)  X, R(A) = R(A)  X. (2.22)
Here, we identify A with the set of operators {Aα : α ∈ I}. With this mind, we extend L(·) and
R(·) as follows. Let
A = {A ∈ L (H) : Aξ, ξA ∈ X ∀ξ ∈ X}. (2.23)
Trivially,
⊕
α∈I L (Hα) ⊂ A holds. For each A ∈ A, we define
L(A) = L(A)  X, R(A) = R(A)  X. (2.24)
By applying Proposition 2.7, we obtain the following:
Proposition 2.11. (i) We have L(A)R(A∗)  0 w.r.t. P for A ∈ A. Hence, by regarding X
as a closed subspace of L 2(H)(= H⊗ H), we have A⊗ ϑAϑ−1  X 0 w.r.t. P.
(ii) Let ϕ ∈P. Then we have
〈ϕ|L(A)R(A∗)ϕ〉 = 〈ϕ|A⊗ ϑAϑ−1ϕ〉 ≥ 0 ∀A ∈ A. (2.25)
If ϕ is strictly positive w.r.t. P, then the strict inequality holds in (2.25).
Lastly, we remark that the left- and right multiplication operators are defined for unbounded
operators: Let A be a densely defined unbounded operator on H. As discussed in Section 2.2, the
left multiplication operator L(A) is defined by (2.16) and (2.17). If A satisfies
Aξ ∈ X ∀ξ ∈ dom(L(A)), (2.26)
then we define L(A) by L(A) = L(A)  X. Similarly, for each densely defined unbouded operator
A, we can define R(A).
3 Reflection positivity in one-dimensional fermion-phonon
system
3.1 Canonical transformation of fermion operators






(c∗i + ci). (3.1)
Remark that ui is a unitary operator. We readily confirm the following:
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1. For each i ∈ Λ,
u2i = 1, u
∗
i = ui, uiciui = c
∗
i . (3.2)
2. For each i, i′ ∈ Λ with i 6= i′,
{ui, ui′} = 0, uici′ui = ci′ . (3.3)
Let Λe be the set of even sites and let Λo be the set of odd sites:
Λe = {j ∈ Λ : j is even}, Λo = {j ∈ Λ : j is odd}. (3.4)





Using the above properties, we have the following lemma.
Lemma 3.1. One has the following:
(i) UΛcjU∗Λ = c∗j for each j ∈ Λo.
(ii) UΛcjU∗Λ = cj for each j ∈ Λe.
(iii) For each ϕ ∈ FBΛ, UΛΩFΛ ⊗ ϕ = ΩCDWΛ ⊗ ϕ holds, where ΩCDWΛ is defined by (1.24).
3.2 Half-filled subspace

























e − N̂ (L)o , Q̂(R)Λ = −
(
N̂ (R)e − N̂ (R)o
)
. (3.8)
Proposition 3.2. For each Λ ∈ F, we have
UΛHΛ = ker(Q̂(L)Λ − Q̂
(R)
Λ ). (3.9)





3.3 Properties of the reflection mapping
First, we recall the following identification:
FΛ = FΛL ⊗ FΛR . (3.10)
Under this identification, we have
cj =
{
cj ⊗ 1, if j ∈ ΛL
(−1)N̂(L) ⊗ cj , if j ∈ ΛR,
, aj =
{
aj ⊗ 1, if j ∈ ΛL
1⊗ aj , if j ∈ ΛR
, (3.11)
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o . Recall that ΩFΛ and Ω
B




respectively. The following vector will be often useful:
ΩΛ = Ω
F
Λ ⊗ ΩBΛ. (3.12)
For each j ∈ ΛL, set
bj =
{
(−1)N̂(L)cj , if j is even
cj(−1)N̂
(L)
, if j is odd.
(3.13)
Note that bj and b
∗
j satisfy the canonical anti-commutation relations:
{bi, b∗j} = δij , {bi, bj} = 0. (3.14)
Recall the definition of r, i.e., (1.20). For later use, we extend the mapping r to the whole
Λ by setting r(j) = −j − 1 for all j ∈ Λ. Let ϑ be an involution from FΛL onto FΛR defined by
ϑΩΛL = ΩΛR and
ϑbjϑ
−1 = (−1)r(j)cr(j), ϑajϑ−1 = ar(j), ∀j ∈ ΛL. (3.15)
The factor (−1)r(j) in (3.15) will play an important role, see proof of Lemma 4.5.










{−|Λ|/2,−|Λ|/2 + 1, . . . , |Λ|/2− 1, |Λ|/2}, if ` is even
{−(|Λ|+ 1)/2,−(|Λ|+ 1)/2 + 1, . . . , (|Λ| − 1)/2}, if ` is odd. (3.17)
We readily confirm that IΛ = spec(Q̂(L)Λ ) = spec(Q̂
(R)
Λ ), where, for a given operator A, spec(A)
stands for the spectrum of A. For each q ∈ IΛ, let
FΛL(q) = {ϕ ∈ FΛL : Q̂(L)Λ ϕ = qϕ}, FΛR(q) = {ϕ ∈ FΛR : Q̂
(R)
Λ ϕ = qϕ}. (3.18)
Furthermore, we set FFΛL(q) = {ϕ ∈ FFΛL : Q̂
(L)
Λ ϕ = qϕ}. Then we have the following expression:
FΛL(q) = F
F
ΛL(q)⊗ FBΛL . (3.19)
Applying Proposition 3.2, we have the following.





Proof. Using the identification (3.10), we have






Because of (3.16), it holds that ϑFΛL(q) = FΛR(q).
3.4 Definition of Pr,Λ




H̃Λ(q), H̃Λ(q) = L
2(FΛL(q)). (3.22)
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P̃r,Λ(q), P̃r,Λ(q) = L
2
+(FΛL(q)). (3.23)





where Jq is the involution associated with P̃r,Λ(q): Jqξ = ξ∗ (ξ ∈ L 2(FΛL(q))).
Now we are ready to give the precise definition of Pr,Λ in Section 1.5.
Definition 3.4. For each Λ ∈ F, we introduce a self-dual cone in HΛ by
Pr,Λ = U−1Λ P̃r,Λ, (3.25)
where UΛ is defined by (3.5).
Example 5. Let us consider the vector ΩΛ defined by (3.12). Under the identification (3.10), we
have
ΩΛ = ΩΛL ⊗ ΩΛR = ΩΛL ⊗ ϑΩΛL , (3.26)
which implies that ΩΛ ≥ 0 w.r.t. P̃r,Λ. Hence, U−1Λ ΩΛ is reflection positive. Recalling (1.24), we
have U−1Λ ΩΛ = ΩCDWΛ ⊗ ΩBΛ. This completes the proof of Example 1 in Section 1.5.
Set NΛ,L(q) = {L(A) : A ∈ L (FΛL(q))} (q ∈ IΛ). By Proposition 2.7, the quadruple
{NΛ,L(q), H̃Λ(q), Jq, P̃r,Λ(q)} is the standard form associated with the triplet {FΛL(q),FΛR(q), ϑ}
for each q ∈ IΛ. Hence, by recalling Definition 2.10, we have an equality between the standard
forms:
{NΛ,L, H̃Λ, J, P̃r,Λ} =
⊕
q∈IΛ




AΛ = {A ∈ L (⊕q∈IΛFΛL(q)) : Aξ ∈ H̃Λ, ξA ∈ H̃Λ ∀ξ ∈ H̃Λ}. (3.28)
Then, for each A ∈ AΛ, we can define the (extended) left- and right multiplication operators,
L(A) and R(A), by (2.24).
Proof of Theorem 1.9
Set M̃ΛL = {A ∈ L (FΛL) : [A, Q̂(L)Λ ] = 0}. Note that MΛL = U∗ΛM̃ΛLUΛL holds. In addition, we
have M̃ΛL ⊗ 1 = NΛ,L. Take ϕ̃ ∈ P̃r,Λ, arbitrarily. By applying Corollary 2.8, we have〈
ϕ̃|Ã⊗ ϑÃϑ−1ϕ̃〉 ≥ 0 ∀Ã ∈ M̃ΛL . (3.29)
Especially, it holds that〈
ϕ̃|δn̂imδn̂im−1 · · · δn̂i1δn̂−i1−1δn̂−i2−1 · · · δn̂−im−1ϕ̃
〉
≥ 0 (3.30)
for i1, . . . , im ∈ ΛL. By setting
ϕ = U∗Λϕ̃, A = U∗ΛÃUΛL , τ = U∗ΛRϑUΛL , (3.31)
we get (1.22). In addition, we obtain (1.23) by using the property U∗Λδn̂jUΛ = (−1)jδn̂j for all
j ∈ Λ.
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3.5 Basic properties of P̃r,Λ
In general, given Hilbert spaces X and Y, it holds that L 2(X⊗Y) = L 2(X)⊗L 2(Y). Applying
this fact and (3.19), we have
H̃Λ(q) = H̃
F







Given Hilbert spaces X1,X2 and Y, the following identification is well-know: (X1⊕X2)⊗Y =
(X1 ⊗Y)⊕ (X2 ⊗Y). Using this fact, we see that
H̃Λ = H̃
F




















Here, the right-hand side of (3.35) is the tensor product of self-dual cones [34, Appendix B].4
Furthermore, it holds that
P̃r,Λ = P̃
F





= |ΩBΛL〉〈ΩBΛL |. Define an isometric linear operator ιΛ : H̃FΛ(q)→ H̃Λ(q) by
ιΛϕ = ϕ⊗ PΩBΛL , ϕ ∈ H̃
F
Λ(q). (3.38)
By identifying H̃FΛ(q) with ιΛH̃
F
Λ(q), we can regard H̃
F
Λ(q) as a closed subspace of H̃Λ(q). Let sΛ
be the orthogonal projection from H̃Λ(q) to H̃
F














Proposition 3.5. For any q ∈ IΛ, we have the following:
(i) sΛP̃r,Λ(q) = P̃Fr,Λ(q). More precisely, sΛP̃r,Λ(q) = P̃
F
r,Λ(q)⊗ PΩBΛL .
(ii) sΛ  0 w.r.t. P̃r,Λ(q).
Proof. By using (3.39), we readily confirm the assertions.
By using arguments similar to those in the above, we can regard H̃FΛ as a closed subspace of
H̃Λ. Let SΛ be the orthogonal projection from H̃Λ to H̃
F











4Let NBΛ,L = {L(A) : A ∈ L (F
B
ΛL
)}. In the setting of this section, P̃Fr,Λ(q)⊗ P̃
B
r,Λ is defined by
P̃Fr,Λ(q)⊗ P̃
B
r,Λ = {AJqAJqξF ⊗ ξB : A ∈ NΛ,L(q)⊗NBΛ,L},
where ξF and ξB are any strictly positive vectors in H̃FΛ(q) and H̃
B








r,Λ = {AJAJηF ⊗ ηB : A ∈ NΛ,L ⊗NBΛ,L},




Proposition 3.6. We have the following:
(i) SΛP̃r,Λ = P̃Fr,Λ. More precisely, SΛP̃r,Λ = P̃
F
r,Λ ⊗ PΩBΛL .
(ii) SΛ  0 w.r.t. P̃r,Λ.
Proof. (i) follows from (i) of Proposition 3.5 and (3.37). By using (3.40), we readily confirm
(ii).
3.6 Infinite chain




Z are both well-defined as self-adjoint
operators on FFZ− and F
F
Z+ , respectively. Here, Z− = {j ∈ Z : j < 0} and Z+ = {j ∈ Z : j ≥ 0}.
Therefore, FFZ−(q) (q ∈ IZ = Z) can be defined as
FFZ−(q) = {ϕ ∈ FZ− : Q̂
(L)
Z ϕ = qϕ}. (3.41)
In addition, FZ− , FZ−(q) and F
B
Z−can be defined, and it holds that
FZ− = F
F
Z− ⊗ FBZ− , FZ−(q) = FFZ−(q)⊗ FBZ− . (3.42)




H̃Z(q), H̃Z(q) = L
2(FZ−(q)). (3.43)




P̃r,Z(q), P̃r,Z(q) = L
2
+(FZ−(q)). (3.44)





where Jq is the involution associated with P̃r,Z(q): Jqξ = ξ∗ (ξ ∈ L 2(FZ−(q))). Let NZ,L(q) =
{L(A) : A ∈ L (FZ−(q))} (q ∈ IZ). Note that the involution ϑ in Section 3.4 can be defined
even for Λ = Z. By Proposition 2.7, the quadruple {NZ,L, H̃Z(q), Jq, P̃r,Z(q)} is a standard form
associated with {FZ−(q),FZ+(q), ϑ}. Furthermore, we have
{NZ,L, H̃Z, J, P̃r,Z} =
⊕
q∈IZ
{NZ,L, H̃Z(q), Jq, P̃r,Z(q)}, (3.46)
where NZ,L =
⊕
q∈IZ NZ,L(q). In comparison with the representation on HΛ, the major advantage
of employing the representation on H̃Λ is that we can concretely construct several mathematical
objects concerning the infinite chain, e.g., H̃Z, P̃r,Z and so on.




























= |ΩBZ−〉〈ΩBZ− |, where ΩBZ− is the Fock vacuum in FBZ− . By identifying ϕ ∈ H̃FZ with
ϕ ⊗ PΩBZ− ∈ H̃Z, we can regard H̃
F
Z as a closed subspace of H̃Z. The orthogonal projection, SZ,
from H̃Z to H̃
F










Recall the definition of ΩΛ, i.e., (3.12). For Λ,Λ
′ ∈ F with Λ ⊆ Λ′, we have
ΩΛ′L\ΛL ⊗ FΛL ⊆ FΛ′L , (3.52)
where ΩΛ′L\ΛL ⊗ FΛL = {ΩΛ′L\ΛL ⊗ ϕ : ϕ ∈ FΛL}. Here, we used the following identification:
ΩΛ′L\ΛL ⊗ χ








, χF ∈ FFΛL , χB ∈ FBΛL , (3.53)
which implies that









Because IΛ ⊆ IΛ′ , we have, for each q ∈ IΛ, that
ΩΛ′L\ΛL ⊗ FΛL(q) ⊆ FΛ′L(q). (3.55)
With this in mind, let τΛ′Λ : FΛL(q)→ FΛ′L(q) be an isometric linear mapping given by
τΛ′Λϕ = ΩΛ′L\ΛL ⊗ ϕ, ϕ ∈ FΛL(q). (3.56)




ϕq ⊗ ϑψq =
⊕
q∈IΛ′




τΛ′Λϕq for q ∈ IΛ
0 for q ∈ IΛ′ \ IΛ.
(3.58)
Let Λ,Λ′,Λ′′ ∈ F with Λ ⊆ Λ′ ⊆ Λ′′. We readily confirm that
τΛ′′Λ′τΛ′Λ = τΛ′′Λ. (3.59)
By using this relation, we also obtain
ŨΛ′′Λ′ŨΛ′Λ = ŨΛ′′Λ. (3.60)
Therefore, by regarding F as a directed set with respect to the inclusion, we can define an inductive
limit [19]: lim−→ H̃Λ. Trivially, we have the following identification:
H̃Z = lim−→ H̃Λ. (3.61)
Similarly, it holds that
H̃FZ = lim−→ H̃
F
Λ. (3.62)
By [4], we have the following:
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Proposition 3.7. For each Λ ∈ F, there exists an isometric linear mapping ŨΛ from H̃Λ into H̃Z
satisfying the following:
(i) If Λ ⊆ Λ′, then ŨΛ′ŨΛ′Λ = ŨΛ.
(ii)
⋃
Λ∈F ŨΛH̃Λ is dense in H̃Z.
Furthermore, the Hilbert space H̃Z and the net of isometric linear mappings {ŨΛ : Λ ∈ F} are
uniquely determined, up to unitary equivalence.
Similar statements hold true for H̃FZ and the corresponding net of isometric linear mappings.
Now we are ready to prove Proposition 1.12.
Proof of Proposition 1.12







Hence, Proposition 1.12 immediately follows from Proposition 3.7.
In what follows, we identify H̃Λ with ŨΛH̃Λ. Thus, H̃Λ is a closed subspace of H̃Z. We denote
by P̃Λ the orthogonal projection from H̃Z to H̃Λ. Using similar reasoning as above, we can regard
H̃Λ as a subspace of H̃Λ′ , provided that Λ ⊆ Λ′. We denote by P̃ΛΛ′ the orthogonal projection
from H̃Λ′ to H̃Λ.
As for the fermion part, we can regard H̃FΛ as a subspace of H̃
F
Z as well. We denote by P̃
F
Λ
the orthogonal projection from H̃FZ to H̃
F





denoted by P̃FΛΛ′ .
By construction, there is a unique unitary operator UZ from HZ onto H̃Z such that UZ  HΛ = UΛ
for each Λ ∈ F.
Definition 3.8. The reflection positivity on HZ is defined by Pr,Z = U−1Z P̃r,Z. Similarly, we can
define the reflection positivity on HFZ .
The following lemma is immediate from the definitions.
Lemma 3.9. Let Λ,Λ′ ∈ F with Λ ⊆ Λ′. Then we have the following:
(i) P̃ΛΛ′ P̃Λ′ = P̃Λ.
(ii) P̃Λ ≤ P̃Λ′ . In addition, the net {PΛ : Λ ∈ F} converges σ-strongly to the identity 1.
Similar statements hold true for P̃FΛ and P̃
F
ΛΛ′ .

















Take Λ,Λ′ ∈ F such that Λ ⊆ Λ′. Let πΛΛ′ be the orthogonal projection from `2(Λ′L) to `2(ΛL).
The orthogonal projection from FFΛ′L




⊗nπΛΛ′  ∧n`2(Λ′L). (3.65)
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Similarly, the orthogonal projection from FBΛ′L




⊗nπΛΛ′  ⊗ns `2(Λ′L). (3.66)
By using pFΛΛ′ and p
B






















pFΛΛ′ ⊗ pBΛΛ′ for q ∈ IΛ
0 for q ∈ IΛ′ \ IΛ.
(3.68)
Proposition 3.11. Let Λ,Λ′ ∈ F. If Λ ⊆ Λ′, then we have the following:
(i) P̃r,Λ ⊆ P̃r,Λ′ .
(ii) P̃ΛΛ′P̃r,Λ′ = P̃r,Λ.
(iii) P̃ΛΛ′  0 w.r.t. P̃r,Λ′ .
Similar statements hold true for P̃Fr,Λ and P̃
F
ΛΛ′ .




ξq, ξq ∈ P̃r,Λ(q). (3.69)
Because FΛL(q) is a subspace of FΛ′L(q), we have ξq ∈ P̃r,Λ′(q), provided that q ∈ IΛ. Set
ξ̃q =
{
ξq for q ∈ IΛ




q∈IΛ′ ξ̃q. The vector ξ can be identified with ξ̃ which belongs to P̃r,Λ′ .
(ii) Let ξ =
⊕








ΛΛ′ ∈ P̃r,Λ, (3.71)
which implies that P̃ΛΛ′P̃r,Λ ⊆ P̃r,Λ′ . The converse inclusion is obvious.
(iii) immediately follows from (i) and (ii).
By arguments very similar to those given above, we can prove the assertions for P̃Fr,Λ and
P̃FΛΛ′ .
Next, we derive a useful expression for P̃Λ. To this end, we need some preliminaries. Given a




⊗nπΛ  ∧n`(Z−), pBΛ =
∞⊕
n=0
⊗nπΛ  ⊗ns `(Z−), (3.72)






















pFΛ ⊗ pBΛ for q ∈ IΛ
0 for q ∈ IZ \ IΛ.
(3.74)
The formulas (3.67) and (3.73) will be useful in the following arguments.
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Proposition 3.12. For each Λ ∈ F, we have the following:
(i) P̃ΛP̃r,Z = P̃r,Λ.
(ii) P̃Λ  0 w.r.t. P̃r,Z.





Proof. (i) By using arguments similar to those in the proof of Proposition 3.11, we can show (i).
(ii) follows from Proposition 2.11 and (3.73).




Basic properties of the reflection positivity can be summarized as follows.























Furthermore, every projection in the diagram is positivity preserving.
3.7 Proof of Theorem 1.19 assuming Theorem 1.15
1. Because (1.29) holds true for all Λ ∈ Fo, we have, by using (1.36)5, that〈
A⊗ τZAτ−1Z
〉
Z ≥ 0 ∀A ∈MΛL . (3.76)
Because
⋃







Trivially, 〈〈·〉〉Z is a state on L (H̃Z). Suppose that 〈·〉Z is a normal state on MZ− ⊗ 1. By applying





Z holds, where ψ̃Z = UZψZ. It follows from (i) that ψ̃Z ≥ 0 w.r.t. P̃r,Z.
Suppose further that 〈·〉Z is faithful on MZ− ⊗ 1. Then 〈〈·〉〉Z is faithful on M̃Z− ⊗ 1 = NZ,L as
well. Take φ =
⊕
q∈IZ φq ∈ FZ− \ {0}, arbitrarily and set A = |φ〉〈φ|. Because 〈〈·〉〉Z is faithful on
M̃Z− ⊗ 1, we have
0 < 〈ψ̃Z|L(A)ψ̃Z〉 = 〈φ|ψ̃2Zφ〉. (3.78)
Because φ is arbitrary, we conclude that ψ̃Z > 0, which implies that ψZ > 0 w.r.t. Pr,Z.
4 Reflection positivity preserving property of e−βHΛ
4.1 Statement
The purpose of this subsection is to prove the following:
Theorem 4.1. Assume (A) and (B. 1). For all β ≥ 0, we have e−βHΛ  0 w.r.t. Pr,Λ.
5More precisely, we have to consider a subnet of {〈·〉Λ : Λ ∈ Fo}.
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Proof of Theorem 1.15 assuming Theorem 4.1
(i) of Theorem 1.15 is a direct consequence of Theorem 4.1. By Proposition 2.7 and the uniqueness
of the ground state of HΛ, ψΛ must be positive w.r.t. Pr,Λ. Hence, applying Theorem 1.9, we
immediately conclude (1.29) and (1.30).
4.2 The Lang–Firsov transformation


































(a∗j − aj), (4.5)
where i =
√
−1. Both φj and πj are essentially self-adjoint and we denote their closures by the















The operator L is essentially antiself-adjoint. We also denote its closure by the same symbol. The
Lang–Firsov transformation is a unitary operator defined by





jaj [22]. We readily confirm the following:
VΛcjV−1Λ = eiαφjcj , α =
√
2ω−1/2g, (4.9)




Using these formulas, we obtain the following:













U(i− j)δn̂iδn̂j . (4.12)
Proof. Due to (4.9) and (4.10), the Coulomb interaction term is modified as∑
i,j∈Λ






δi,0 ∀i ∈ Λ. (4.14)
Here, δi,j stands for the Kronecker delta. However, because n
2
i = ni for all i ∈ Λ, we see that
(δni)
2 = 1/4 for all i ∈ Λ. Hence, we conclude the desired assertion.
4.3 Expressions of the Hamiltonian
4.3.1 Expression I
Set
WΛ = UΛVΛ, (4.15)
where UΛ and VΛ are defined by (3.5) and (4.8), respectively. We begin with the following lemma.
Lemma 4.3. Let H̃Λ =WΛHΛW−1Λ + g2|Λ|/4ω. As a linear operator on H̃Λ, we have


















W (i− j)δn̂iδn̂j , W (j) = (−1)j+1U(j). (4.18)



























U(i− j)δn̂iδn̂jU∗Λ = −W. (4.21)
Taking the identification (3.10) into account, we have the following:
• Fermion-phonon interaction: T can be written as













































































































Remark 4.4. The difference between (4.25) and (4.26) is important, see Lemma 4.5 and
its proof.
• Coulomb interaction: W can be expressed as













W (i− j)δn̂i ⊗ δn̂j . (4.30)
• Phonon energy: We have

































(e+iαφ−1b∗−1)⊗ (e−iαφ0c∗0) + (e−iαφ−1b−1)⊗ (e+iαφ0c0)




Lemma 4.5. Let ϑ be the involution defined by (3.15). Suppose that ` is an odd number. We
have the following:
(i) TR = ϑTLϑ−1.




(e+iαφ−1b∗−1)⊗ (ϑe+iαφ−1b∗−1ϑ−1) + (e−iαφ−1b−1)⊗ (ϑe−iαφ−1b−1ϑ−1)+
+ (e+iαφ−`b∗−`)⊗ (ϑe+iαφ−`b∗−`ϑ−1) + (e−iαφ−`b−`)⊗ (ϑe−iαφ−`b−`ϑ−1)
}
. (4.35)
(iv) WLR = 2
∑
i,j∈ΛL
W (i+ j + 1)δn̂i ⊗ ϑδn̂jϑ−1.
(v) KR = ϑKLϑ
−1.

















Notice that summation over j runs over all odd numbers in ΛL. Using (3.15) and the fact that ϑ




























Notice that at this point, the factor (−1)j in (3.15) is used.
(ii) and (iv) are trivial.
(iii) We have to take care of the cross term. Because ` is odd, we have ϑ−1c`−1ϑ = b−`. Thus,
we obtain (4.35). (We remark that if ` is even, we have an additional minus factor which breaks
arguments below.)
(v) By using (3.15), we have
ϑφjϑ
−1 = φr(j), ϑπjϑ
−1 = −πr(j), j ∈ ΛL. (4.38)
Hence, due to (4.32), we obtain (v).
4.3.3 Expression III
In what follows, we always assume that ` is odd. Given a Λ ∈ F, we define
AΛ = {A ∈ L (FΛL) : Aξ, ξA ∈ H̃Λ ∀ξ ∈ H̃Λ}. (4.39)
We readily confirm that TL,TR,WL,WR ∈ AΛ. Hence, by the definition of L(·) and R(·) in
Section 2.3, we have the following:
• Fermion-phonon interaction:
















where L(A) is defined by (2.24). Similarly, we have















where R(A) is defined by (2.24). As for the cross term, we have




















































WLR  H̃Λ =2
∑
i,j∈ΛL










K = L(KL) +R(KL). (4.46)
Here, recall the definition of L(·) and R(·) for unbounded operators in Section 2.3.
4.4 Proof of Theorem 4.1
By recalling Definition 3.4, it suffices to prove that e−βH̃Λ  0 w.r.t. P̃r,Λ for all β ≥ 0.
First, note that, by using the expressions in Section 4.3.3, we can express H̃Λ as
H̃Λ = L(K) +R(K)− V, (4.47)
where
K = TL −WL +KL, V = −TLR + WLR. (4.48)
Set
G0 = L(K) +R(K). (4.49)
Then, by applying Proposition 2.11, we have
e−βG0 = L(e−βK)R(e−βK)  0 w.r.t. P̃r,Λ. (4.50)
In addition, by using Proposition 2.11 again, we see that V  0 w.r.t. P̃r,Λ. Hence, by Lemma
2.5, we conclude that e−βH̃Λ  0 w.r.t. P̃r,Λ for all β ≥ 0.
5 Ergodicity of e−βHΛ
5.1 Statement
Our goal in this section is to prove the following:
Theorem 5.1. Assume (A) and (B. 2). The semigroup e−βHΛ is ergodic w.r.t. Pr,Λ.
We will provide a proof of Theorem 5.1 in Subsection 5.5.
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Proof of Theorem 1.17 assuming Theorem 5.1
(i) is trivial. By applying Theorem 1.4, we see that the ground state ψΛ is strictly positive w.r.t.
Pr,Λ. Hence, by Theorem 1.9, we conclude (ii) of Theorem 1.17.
5.2 Preliminaries
We decompose ΛL as ΛL = ΛL,e ∪ ΛL,o, where
ΛL,e = {j ∈ ΛL : j is even}, ΛL,o = {j ∈ ΛL : j is odd}. (5.1)
Given an n ∈ N, we set
ΘnΛ,e := {I ⊆ ΛL,e : |I| = n}, ΘnΛ,o := {I ⊆ ΛL,o : |I| = n}, (5.2)




ΘmeΛ,e ×ΘmoΛ,o, ∀q ∈ IΛ. (5.3)








where ΩFΛL is the Fock vacuum in F
F
ΛL





i2 · · · b∗in . (5.5)





Lemma 5.2. We have the following:
(i) For each q ∈ IΛ, {eX : X ∈ ΘΛ(q)} is a CONS of FFΛL(q).
(ii) For each q ∈ IΛ, {|eX〉〈eY | : X,Y ∈ ΘΛ(q)} is a CONS of H̃FΛ(q).
(iii)
⋃
q∈IΛ{|eX〉〈eY | : X,Y ∈ ΘΛ(q)} is a CONS of H̃FΛ.
5.3 Lower bound for e−βH̃Λ
In the remainder of this section, we continue to employ the expressions in Section 4.4. We begin
with the following lemma.
Lemma 5.3. Let w0 > 0 be the smallest eigenvalue of the matrix {Wi,j}i,j with Wi,j = W (i+j+1).
Then we have
WLR W0 w.r.t. P̃r,Λ, (5.6)
where W0 = w0
∑
i∈ΛL L(δn̂i)R(δn̂i).
Proof. Due to the assumption (B. 2), the matrix W = {Wi,j}i,j is positive definite. Hence, all
eigenvalues, λ1, . . . , λ|ΛL|, are strictly positive. In addition, there is a real unitary matrix M ,
which diagonalizes W :
W = M−1diag(λ1, . . . , λ|ΛL|)M
−1. (5.7)
By setting µi =
∑







L(µk)R(µk) w.r.t. P̃r,Λ. (5.8)
Here, we have used the fact that L(µk)R(µk)0 w.r.t. P̃r,Λ. This completes the proof of Lemma
5.3.
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By applying Lemmas 2.5 and 5.3, we have the following:
Corollary 5.4. Let
H̃Λ,0 = L(K) +R(K)− V0, (5.9)
where V0 = −TLR + W0. Then we have e−βH̃Λ  e−βH̃Λ,0  0 w.r.t. P̃r,Λ for all β ≥ 0.
By Corollary 5.4, to prove Theorem 5.1, it suffices to show that e−βH̃Λ,0 is ergodic w.r.t. P̃r,Λ.
For this reason, we will study properties of the semigroup e−βH̃Λ,0 in the remainder of this section.























where P = P0 + P1 and
G = L(K) +R(K) + TLR. (5.13)
In what follows, we simply ignore the constant −w0|Λ|/8 in (5.12), because this term unaffects











dsP (s1) · · ·P (sn)e−βG (5.15)
with P (s) = e−sGPesG and D0(H̃Λ,0) = e−βG. Note that the right-hand side of (5.14) con-
verges in the operator norm topology. Because e−sG  0 and P  0 w.r.t. P̃r,Λ, we find that
P (s1) . . . P (sn)e
−βG 0 w.r.t. P̃r,Λ, provided that s = (s1, . . . , sn) ∈ Rβ,n, where Rβ,n is defined
by
Rβ,n = {s = (s1, . . . , sn) ∈ Rn : 0 ≤ s1 ≤ · · · ≤ sn ≤ β}. (5.16)
This implies that Dn(H̃Λ,0)  0 w.r.t. P̃r,Λ for all n ∈ Z+. Therefore, we have the following:
Lemma 5.5. For each n ∈ Z+ and β ≥ 0, we have
e−βH̃Λ Dn(H̃Λ,0)  0 w.r.t. P̃r,Λ. (5.17)
Without loss of generality, we may assume that w0/2 = 1.
6
Given an X ⊆ ΛL, we define εX = (εXi )i∈X ∈ {0, 1}|ΛL| by
εXi =
{
1, if i ∈ X
0, if i ∈ ΛL \X.
(5.18)




PεXj ,j(sj), s ∈ Rβ,|ΛL|, (5.19)
6This replacement makes the following notations very simple.
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where Pε,i(s) = e
−sGPε,iesG with Pε,i = L(n̂i)R(n̂i) for ε = 1, Pε,i = L(1 − n̂i)R(1 − n̂i) for











PX(s, . . . , s) = e−sGEXesG ∀s ∈ [0, β], (5.21)
where
EX = L(EX)R(EX), EX = |eX〉〈eX |. (5.22)
Let X = (Xi)Ni=1 be a sequence of subsets of ΛL: Xi ⊆ ΛL (i = 1, . . . , N). We define
PX (s) = PX1(s1) · · ·PXN (sN ), (5.23)







where ΥN = {X = (Xj)Nj=1 : Xj ⊆ ΛL}, the set of all “paths with length N” in the fermion
configuration space. The equation (5.24) indicates that Dn(N)(H̃Λ,0) can be expressed as a sum
of all operators associated with paths. In this sense, (5.24) can be regarded as a “path integral




dsPX (s)e−βG ∀X ∈ ΥN . (5.25)
To summarize, we have the following:





where n(N) = N |ΛL|, PX (s) is given by (5.23) and G is defined by (5.13).
As we will see, this lower bound is useful to prove Theorem 5.1.
5.4 Reductions of the problem
Our goal in this subsection is to prove Proposition 5.10. This proposition makes the proof of
Theorem 5.1 simple as we will see in Appendix A.
5.4.1 Reduction I
Fix ϕ,ψ ∈ P̃r,Λ\{0}, arbitrarily. Our purpose is to show the following:
Proposition 5.7. There exists a β ≥ 0 such that 〈ϕ|e−βH̃Λψ〉 > 0.
We will provide a proof of Proposition 5.7 in Subsection 5.5. The strategy of the proof is as
follows. By Proposition 5.6, to prove Proposition 5.7, it suffices to show that, there are β ≥ 0,




dsPX (s)ψ〉 > 0. (5.27)
In the following, we will actually prove (5.27).
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Proof of Theorem 5.1 assuming Proposition 5.7.
From Proposition 5.7, it follows that the semigroup e−βH̃Λ is ergodic w.r.t. P̃r,Λ. Taking Definition
3.4 into account, we conclude Theorem 5.1.
















X,Y ∈ H̃BΛ. We begin with the following lemma.









≥ PFϕ , ψ(q
′)
Y0Y0
≥ PFψ w.r.t. P̃Br,Λ, (5.29)
where PF = |F 〉〈F |.
(ii) F̂ϕ, F̂ψ ∈ FBΛL,+, where F̂ stands for the Fourier transformation of F . Here, FBΛL,+ is defined
by (1.14) with Λ replaced by ΛL.




|eX〉〈eY | ⊗ ϕ(q)XY (5.30)
is non-zero. Trivially, it holds that ϕ(q) ≥ 0 w.r.t. P̃r,Λ(q). Let {fn : n ∈ N} be a CONS of FBΛL .
Then there are X0 ∈ ΘΛ(q) and n0 ∈ N such that
〈eX0 ⊗ fn0 |ϕ(q)eX0 ⊗ fn0〉 > 0. (5.31)
To see this, assume that 〈eX ⊗ fn|ϕ(q)eX ⊗ fn〉 = 0 for all X ∈ ΘΛ(q) and n ∈ N. Then, because
(ϕ(q))2 ≤ ‖ϕ(q)‖ϕ(q) holds, we have
〈eX ⊗ fn|(ϕ(q))2eX ⊗ fn〉 ≤ ‖ϕ(q)‖〈eX ⊗ fn|ϕ(q)eX ⊗ fn〉 = 0, (5.32)
which implies that ‖ϕ(q)‖22 = Tr[(ϕ(q))2] = 0. This contradicts with the condition that ϕ(q) 6= 0.
From (5.31), it follows that ϕ
(q)
X0X0
6= 0. Moreover, for any F ∈ FBΛL , we obtain that
〈F |ϕ(q)X0X0F 〉 = 〈Ψ(X0, F )|ϕ
(q)Ψ(X0, F )〉 ≥ 0, (5.33)
where Ψ(X0, F ) = eX0 ⊗F ∈ FΛL(q). Here, in the first inequality, we have used the fact that ϕ(q)
is positive. Hence, ϕ
(q)
X0X0





e−iφ·kψ(φ)dφ, ψ ∈ FBΛL . (5.34)




is in the Hilbert–Schmidt class, ϕ
(q)
X0X0








where λ1, λ2, . . . are positive eigenvalues and {Fn}∞n=1 is the corresponding orthonormal system
in FBΛL . Let λm be the maximum eigenvalue of ϕ
(q)
X0X0
. Then it is the maximum eigenvalue of
Fϕ(q)X0X0F∗ as well. By Proposition 2.6, we can choose an eigenvector Fm associated with λm such
that F̂m ∈ FBΛL,+. Since ϕ
(q)
X0X0
is non-zero, λm must be strictly positive. Therefore, by taking
Fϕ =
√





Set Z≥2 = {N ∈ Z : N ≥ 2}. Fix N ∈ Z≥2, arbitrarily. Consider a path X0 = (X0,Z , Y0) ∈
ΥN , where Z ∈ ΥN−2 will be fixed later. Then
PX0(s0) = EX0PZ (s∗)e−βGEY0eβG. (5.36)
Here, s0 ∈ Rβ,n(N) is given by s0 = (s1, s∗, sN ), where
s1 = (0, . . . , 0︸ ︷︷ ︸
|ΛL|




s∗ = (s∗,1, . . . , s∗,n(N−2)) ∈ Rβ,n(N−2). (5.38)
Also note that we have used the prpperty (5.21) to derive (5.36). For N = 2, we understand that









X ⊗ PF = (0, . . . , 0, EX ⊗ PF︸ ︷︷ ︸
qth
, 0, . . . , 0) ∈ H̃Λ. (5.40)
Lemma 5.9. Let q, q′ ∈ IΛ, X0 ∈ ΘΛ(q), Y0 ∈ ΘΛ(q′) and Fϕ, Fψ ∈ FBΛL be given in Lemma 5.8.





∣∣PZ (s)e−βGE(q′)Y0 ⊗ PFψ〉 > 0. (5.41)
Then 〈ϕ|e−βH̃Λψ〉 > 0 holds. Hence, the semigroup e−βH̃Λ is ergodic w.r.t. P̃r,Λ.
Proof. Note that 〈ϕ|PX0(s)e−βGψ〉 is continuous in s and PX0(s)e−βG  0 w.r.t. P̃r,Λ for all
s ∈ Rβ,n(N). Hence, if there exists an s ∈ Rβ,n(N) such that 〈ϕ|PX0(s)e−βGψ〉 > 0 holds, then
the right-hand side of (5.39) is strictly positive. Hence, due to (5.36), it suffices to show that
〈ϕ|EX0PZ (s)e−βGEY0ψ〉 > 0 for some s ∈ Rβ,n(N−2). For this purpose, we remark that
ϕ ≥ ϕ(q) w.r.t. P̃r,Λ (5.42)
holds for all q ∈ IΛ, where ϕ(q) is given by (5.30) and we identify ϕ(q) with
(0, . . . , 0, ϕ(q)︸︷︷︸
qth
, 0, . . . , 0) ∈ FΛL . (5.43)






















, 0, . . . , 0) ∈ H̃Λ. (5.45)




⊗ ϕ(q)X0X0 ≥ E
(q)
X0










⊗ PFψ w.r.t. P̃r,Λ. (5.47)







∣∣PZ (s)e−βGE(q′)Y0 ⊗ PFψ〉 > 0. (5.48)
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5.4.2 Reduction II
Our aim here is to prove Proposition 5.10. Define u ∈ Rβ,n(N−2) by
u := (u1, . . . , u1︸ ︷︷ ︸
|ΛL|
, u1 + u2, . . . , u1 + u2︸ ︷︷ ︸
|ΛL|
, . . . , u1 + · · ·+ uN−2, . . . , u1 + · · ·+ uN−2︸ ︷︷ ︸
|ΛL|
), (5.49)
where u1, . . . , uN−2 ∈ [0, β) satisfy u1 + · · · + uN−2 = β. Inserting s = u into the left-hand side















∣∣∣e−u1GEX1e−u2GEX2 · · ·EXN−3e−uN−2GE(q′)Y0 ⊗ PFψ〉. (5.50)
Here, we choose Z = (Xi)
N−2
i=1 such that XN−2 = Y0. In what follows, we wish to estimate from
below the right-hand side of (5.50). Recall the definition of G0, i.e., (4.49). Using the identity









ds(−TLR(s1)) · · · (−TLR(sk))e−sG0 (5.52)
with TLR(s) = e−sG0TLResG0 . Because (−TLR(s1)) · · · (−TLR(sk))e−sG0  0 for s ∈ Rs,k, we
have
e−sG Ds,k(G)  0 w.r.t. P̃r,Λ ∀k ∈ Z+. (5.53)
Inserting this into the right-hand side of (5.50), we find that







∣∣∣Du1,ε1(G)EX1Du2,ε2(G)EX2 · · ·EXN−3DuN−2,εN−2(G)E(q′)Y0 ⊗ PFψ〉 (5.54)
for every ε = (εi)
N−2
i=1 ∈ {0, 1}N−2, where Du,ε=0(G) = e−uG0 and Du,ε=1(G) is given by (5.52)
with k = 1.
For simplicity of notation, we set
Bξ = e
−iαφξbξ, ξ = −1,−`. (5.55)






















dsJ(ξ, ], s), (5.57)
where










, B]ξ(s) = e
−sKB]ξe
sK. (5.58)




dsJ(ξ, ], s) w.r.t. P̃r,Λ (5.59)
for each ] ∈ {−,+} and ξ ∈ {−`,−1}.
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Choose µ = (µi)
k
i=1 ⊆ {1, 2, . . . , N − 3} such that µi < µi+1. For such a µ, we set
ε(µ) = (0, . . . , 0, 1︸︷︷︸
µth1
, 0, . . . , 0, 1︸︷︷︸
µth2
, 0, . . . , 1︸︷︷︸
µthk
, 0, . . . , 0) ∈ {0, 1}N−2. (5.60)
Corresponding to µ, we divide the path Z ∈ ΥN−2 as Z = (X µ1 , . . . ,X µk+1), where
X µ1 = (X1, . . . , Xµ1−1) ∈ Υµ1−1,
X µ2 = (Xµ1 , . . . , Xµ2−1) ∈ Υµ2−µ1 ,
...
X µk+1 = (Xµk , . . . , XN−2) ∈ Υµk+1−µk (5.61)
with µk+1 = N − 2. Here, recall that we fixed XN−2 as XN−2 = Y0. For each i = 1, 2, . . . , k + 1,
let us define
C (X µi ,ui) = e
−uµiG0EXµi e
−uµi+1G0EXµi+1 · · · e
−uµi+1−1G0EXµi+1−1 , (5.62)
where ui = (uµi , . . . , uµi+1−1). Inserting ε = ε(µ) into the right-hand side of (5.54) and using
(5.59), we find that












dskKZ ,n(N−2)(ξ, ],u, s), (5.63)
where






∣∣∣C (X µ1 ,u1)J(ξ1, ]1, s1)C (X µ2 ,u2)J(ξ2, ]2, s2) · · ·








Furthermore, we can rewrite KZ ,n(N−2)(ξ, ],u, s) as
KZ ,n(N−2)(ξ, ],u, s) =
∣∣∣〈eX0 ⊗ Fϕ∣∣∣C(X µ1 ,u1)B]1ξ1(s1)C(X µ2 ,u2)B]2ξ2(s2) · · ·







where, for given path X = (Xi)mi=1 ∈ Υm and s = (si)mi=1 ∈ Rt,m, we set
C(X , s) = e−s1KEX1e
−s2KEX2 · · · e−smKEXm . (5.66)
Summarizing the above arguments, we arrive at the following:
Proposition 5.10. Let q, q′ ∈ IΛ, X0 ∈ ΘΛ(q), Y0 ∈ ΘΛ(q′) and Fϕ, Fψ ∈ FBΛL be given in Lemma
5.8. Suppose that there exist 0 ≤ β < ∞, N ∈ Z≥2, 0 ≤ k ≤ N − 3, ξ1, . . . , ξk ∈ {−`,−1},
]1, . . . , ]k ∈ {−,+},u ∈ Rβ,n(N−2) of the form given by (5.49) and Z ∈ ΥN−2 with XN−2 = Y0
such that 〈
eX0 ⊗ Fϕ
∣∣∣C(X µ1 ,u1)B]1ξ1(s1)C(X µ2 ,u2)B]2ξ2(s2) · · ·








∣∣e−βH̃Λψ〉 > 0 holds. Hence, e−βH̃Λ is ergodic w.r.t. P̃r,Λ. Note that, for N = 2, we





5.5 Proof of Theorem 5.1
In Appendix A, we prove the following:
Lemma 5.11. There exist 0 ≤ β < ∞, N ∈ Z≥2, 0 ≤ k ≤ N − 3, ξ1, . . . , ξk ∈ {−`,−1},
]1, . . . , ]k ∈ {−,+},u ∈ Rβ,n(N−2) of the form given by (5.49) and Z ∈ ΥN−2 with XN−2 = Y0
such that (5.67) actually holds true.
Combining this lemma with Proposition 5.10, we obtain the result in Proposition 5.7. This
means that the semigroup e−βHΛ is ergodic w.r.t. Pr,Λ.
6 Long-range orders
6.1 Energy inequality
In this section, we prove Theorem 1.20 by combining the method of [7] and our approach of order
preserving operator inequalities established in the previous sections.











j∈ΛW (j). Here, we have used the fact that (δn̂j)
2 = 1/4 ∀j ∈ Λ.













Here, recall that we extended the reflection mapping r to the whole Λ.7 For each h ∈ RΛ, we
define a generalized Hamiltonian by
H̃Λ(h) = T−W(h). (6.3)
Note that H̃Λ(0) = H̃Λ.
We begin with the following abstract lemma:
Lemma 6.1. Let A,B1, . . . , Bn, C1, . . . , Cn be self-adjoint operators acting in FΛL . Suppose that
B1, . . . , Bn, C1, . . . , Cn ∈ AΛ, where AΛ is given by (4.39). In addition, suppose that A is positive
and e−βA ∈ AΛ ∀β ≥ 0. Hence, L(A) and R(A) can be defined. Let us consider the following
Hamiltonian acting in H̃Λ:




where B = {Bi}ni=1 and C = {Ci}ni=1. Set EA(B,C) = inf spec(HA(B,C)). Assume that (Vij) is
real and positive semi-definite. For simplicity, suppose that HA(B,C), HA(B,B) and HA(C,C)




{EA(B,B) + EA(C,C)}. (6.5)
Proof. It suffices to prove the assertion for Vij = δij . Indeed, let U be the unitary operator such
that V = U−1diag(λ1, . . . , λn)U , where λ1, . . . , λn ≥ 0 are the eigenvalues of the matrix (Vij). By















7Namely, we set r(i) = −i− 1 for all i ∈ Λ.
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Hence, we obtain the desired claim.
Let J be the involution associated with P̃r,Λ, see (3.24). We say that a vector ξ in H̃Λ is
J-real, if Jξ = ξ, that is, ξ is self-adjoint. First, we claim that among the ground states of
HA(B,C), there is one that is J-real. Let ξ ∈ H̃Λ. Then we can decompose ξ as ξ = ξr + iξi with
ξr = (ξ + Jξ)/2, ξi = (ξ − Jξ)/2i. Note that ξr and ξi are J-real. Using this decomposition, we
have
〈ξ|HA(B,C)ξ〉
=〈ξr|HA(B,C)ξr〉+ 〈ξi|HA(B,C)ξi〉+ i〈ξr|HA(B,C)ξi〉 − i〈ξi|HA(B,C)ξr〉. (6.7)
Because A,Bi, Ci are self-adjoint, 〈ξr|HA(B,C)ξi〉 and 〈ξi|HA(B,C)ξr〉 are real numbers. Hence,
〈ξ|HA(B,C)ξ〉 = 〈ξr|HA(B,C)ξr〉 + 〈ξi|HA(B,C)ξi〉 holds, which implies that EA(B,C) =
infξ: Jξ=ξ〈ξ|HA(B,C)ξ〉. Thus, there is a J-real ground state.
Let ψ be a J-real ground state of HA(B,C). Assume that ψ is normalized. By using the
cyclic property of the trace, we find that
〈ψ|L(A)ψ〉 = Tr[ψAψ] = 〈|ψ||L(A)|ψ|〉. (6.8)
Similarly, we have
〈ψ|R(A)ψ〉 = 〈|ψ||R(A)|ψ|〉 (6.9)
Let ψ = U |ψ| be the polar decomposition of ψ. By using the Cauchy–Schwarz inequality, we have
|〈ψ|L(Bi)R(Ci)ψ〉| = |Tr[ψBiψCi]|























{EA(B,B) + EA(C,C)}. (6.11)
In the last inequality, we have used the fact ‖|ψ|‖ = 1.
Applying Lemma 6.1, we obtain the following:
Proposition 6.2. Let E(h) = inf spec(H̃Λ(h)). For each h ∈ RΛ, we have E(0) ≤ E(h).
Proof. First, note that H̃Λ(h) can be expressed as









(δn̂i − hi − δn̂j + hj)2+















W (i+ j + 1)
{
L(δn̂i − hi)R(δn̂j − hr(j))+
+L(δn̂i − hr(i))R(δn̂j − hj)
}
. (6.15)
For hL = (hL,i)i∈ΛL ∈ RΛL and hR = (hR,i)i∈ΛR ∈ RΛR , we define h = (hL,hR) ∈ RΛ by
hi =
{
hL,i if i ∈ ΛL
hR,i if i ∈ ΛR.
(6.16)







E(r(hR),hR) ≥ min{E(hL, r(hL)), E(r(hR),hR)}, (6.17)
where r(hL) = (hL,r(i)) ∈ RΛR and r(hR) = (hR,r(i)) ∈ RΛL . By taking the translation invariance
into account and repeating the above argument several times, we obtain the assertion in the
proposition.








W (i− j)(δn̂i − δn̂j)(hi − hj). (6.19)
Note that 〈h|h′〉W is a complex number, while 〈δn̂|h〉W is a linear operator.
Let ψ̃Λ be the ground state of H̃Λ and let 〈〈·〉〉Λ be the ground state expectation: 〈〈A〉〉Λ =
〈ψ̃Λ|Aψ̃Λ〉.
Corollary 6.3. Let E = inf spec(H̃Λ). For each h ∈ CΛ, we have〈〈
〈δn̂|h〉W (H̃Λ − E)−1〈δn̂|h〉W
〉〉
Λ
≤ 〈h|h〉W . (6.20)





≤ 0. Thus, by the second order perturbation
theory, we obtain (6.20) for h real-valued. To extend this to complex-valued h’s, we just note
that, if A = AR + iAI with A
∗
R = AR and A
∗
















For each h ∈ `2(Λ), we define a linear operator R on `2(Λ) by
(Rh)j = 2V hj − 2
∑
i:i 6=j
W (i− j)hi, (6.22)
where V =
∑
j∈ΛW (j). Because 〈h|Rh〉 = 〈h|h〉W ≥ 0 for all h ∈ `2(Λ), we have R ≥ 0.












where ∆ is the discrete Laplacian on Λ8 and (τh)j = (−1)jhj.
8Namely, 〈h|∆h〉 =
∑`
j=−` |hj − hj+1|2 with h` = h−`.
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Proof. Let η = 〈δn̂|h〉W ψ̃Λ, where ψ̃Λ is the ground state of H̃Λ. Let dE(λ) be the spectral





















〈δn̂|h〉W (H̃Λ − E)−1〈δn̂|h〉W
〉〉
Λ
≤ 〈h|h〉W . (6.25)












Since 〈δn̂|h〉W = 〈δn̂|Rh〉, we have




















Summarizing (6.24), (6.25) and (6.29), we obtain the desired result.
Lemma 6.5. Define a number c0 by lim|j|→∞
〈〈δn̂jδn̂0〉〉Z = (2π)−1/2c0, where 〈〈A〉〉Z is the ground
state of the infinite system: 〈〈A〉〉Z = limΛ∈Fo,Λ↑Z〈〈A〉〉Λ.9 Then we have








where F (p) and R̂(p) are defined in Theorem 1.20.
Proof. We provide a sketch of the proof. Let G(x) = 〈〈δn̂jδn̂0〉〉Z. By applying the Fourier






for all p ∈ T\{0}. Therefore, Ĝ can be expressed as
Ĝ(p) = cδ(p) + I(p), p ∈ T, (6.30)



























〈〈δn̂jδn̂0〉〉Z = (2π)−1/2c by the fact lim|j|→∞
∫
T
dpI(p)e−ijp = 0, which is a direct
consequence of the Riemann–Lebesgue lemma.
9To be precise, we have to consider a convergent subnet of {〈〈·〉〉Λ : Λ ∈ Fo}, see Section 1.7.
40
6.3 Proof of Theorem 1.20
Recalling the fact n2i = ni for all i ∈ Λ, we readily confirm that (δn̂0)2 = 1/4. By combining this












Hence, if we choose t such that the right-hand side of (6.33) is strictly positive, then c0 must be
strictly positive. By using the fact (−1)i−j〈δn̂iδn̂j〉Z = 〈〈δn̂iδn̂j〉〉Z, we finally obtained the desired
assertion in Theorem 1.20.
A Proof of Lemma 5.11
A.1 Preliminary analysis I
To prove Lemma 5.11, we need technical lemmas.
For each X ∈ ΘΛ(q) and F ∈ FBΛL , we set
|X;F 〉 = eX ⊗ F ∈ FΛL(q), (A.1)
where eX is defined by (5.4). In addition, we set |∅;F 〉 = ΩFΛL ⊗ F .
For a given path X = (Xi)mi=1 ∈ Υm, define
Cτ (X ) = e
−τKEX1e
−τKEX2 · · · e−τKEXm . (A.2)









where KL is defined by (4.32). Define
PΛ = {γ[1i1 . . . γ
[n
in
: i1, . . . , in ∈ ΛL, [1, . . . , [n ∈ {−,+}, n ∈ Z+} ⊂ L (FΛL), (A.5)
where we set γ[1i1 . . . γ
[n
in
= 1 for n = 0.
Lemma A.1. For each X ∈ ΘΛ(q) with X 6= ∅, there exist γ ∈ PΛ, k ∈ Z+,m1, . . . ,mk+1 ∈ Z+,







· · ·B]kξkCτ (Xk+1) |X;F 〉 = {±τ
N +O(τN+1)} |∅; γF 〉 (A.6)
holds true for all F ∈ FBΛL \ {0}, provided that τ is sufficiently small.
Proof. Without loss of generality, we may assume that t = 1. Let X = (Ie, Io) ∈ ΘΛ(q). We say
that a subset C of Ie∪Io is a cluster in Ie∪Io if there exist j, r ∈ Z+ such that C = {j, j+1, . . . , j+r}
and dist(Ie ∪ Io \ C;C) ≥ 2, where, for given subsets, A and B, of ΛL, dist(A;B) = min{|i − j| :
i ∈ A, j ∈ B}. Hence, we can decompose Ie ∪ Io as
Ie ∪ Io =
K⋃
k=1
Ck, Ck ∩ Ck′ = ∅ (k 6= k′), (A.7)
where each Ck is a cluster in Ie∪Io, see Figure 3. In what follows, we identify X = (Ie, Io) ∈ ΘΛ(q)
with Ie ∪ Io, if no confusion occurs.
Step 1: Proof for the case where K = 1
We consider the case where Ie ∪ Io consists of a single cluster C = {j, j + 1, . . . , j + r}.
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Ie ∪ Io = C1 ∪C2 ∪C3 ∪C4
C1 C2 C3 C4
−ℓ −1
: Fermion
Figure 3: Each configuration Ie ∪ Io can be divided into clusters.
A. Suppose that |C| is even. i.e., r is odd.
Let pe = (r − 1)/2. We define Y e,− = (Y e,−0 , Y e,−1 , . . . , Y e,−pe ) ∈ Υpe+1 by
Y e,−i = Y
e,−
i−1 \ {j + 2i, j + 2i+ 1} (A.8)







j j + 1
Y e,−i−1
Y e,−i






Figure 4: The fermions occupying C are annihilated two by two. The process is repeated until
no fermion is finally left.
The idea of the following sublemma is occasionally used in this proof.
Sublemma A.2. There exists a γ ∈ PΛ such that
EY e,−0
e−τK|C;F 〉 = {±τ +O(τ2)}|Y e,−0 ; γF 〉 (τ → +0). (A.9)
Proof. Let K0 = TL−WL. Recalling (4.48), we have K = K0 +KL. By Dyson’s formula, we have
e−τK = e−τKL +
∫ 1
0
dse−τsKL(−τK0)e−τ(1−s)KL + I(τ), (A.10)
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where I(τ) is some bounded operator satisfying ‖I(τ)‖ = O(τ2) as τ → +0. Because e−sKL
commutes with EY e,−0
, we have
EY e,−0
e−τKL |C;F 〉 = 0, (A.11)
where we have used the fact that EY e,−0




dse−τsKL(−τK0)e−τ(1−s)KL |C;F 〉 = ±τγ−j |Y e,−0 ;F 〉 = ±τ |Y e,−0 ; γ−j F 〉. (A.12)
Combining (A.10), (A.11) and (A.12), we obtain the desired result.
Using arguments similar to those in the proof of Sublemma A.2, we have
EY e,−1
e−τKEY e,−0 e
−τK|C;F 〉 = EY e,−1 e
−τK{±τ +O(τ2)}|Y e,−0 ; γ′F 〉
= {±τ2 +O(τ3)}|Y e,−1 ; γ′′F 〉, (A.13)
where γ′ and γ′′ are some operators in PΛ. Repeating this procedure, we obtain that
Cτ (Y
e,−)|C;F 〉 = {±τpe+1 +O(τpe+2)}|∅; γF 〉, (A.14)
where γ is some operator in PΛ and
Cτ (Y
e,−) = EY e,−pe e
−τKEY e,−pe−1
e−τK · · ·EY e,−0 e
−τK. (A.15)
Note that Cτ (Y e,−) = (Cτ (Y e,−))∗, where Cτ (Y e,−) is defined by (A.2) with X = Y e,−.
Furthermore, we have (Cτ (Y e,−))∗ = Cτ (Y
e,−
), where Y
e,− ∈ Υpe+1 is the reversed path of
Y e,− defined by Y
e,−
= (Y e,−pe , Y
e,−




0 ). Hence, we get
Cτ (Y
e,−) = Cτ (Y
e,−
). (A.16)
Combining this with (A.14), we obtain the assertion in the lemma.
B. Suppose that |C| is odd, i.e., r is even.
In this case, we need more efforts. Set po = r/2− 1. We define Y o,− = (Y o,−1 , Y o,−2 , . . . , Y o,−po+1) ∈
Υpo+1 by
Y o,−i = Y
o,−
i−1 \ {j + 2i, j + 2i+ 1} (A.17)
with Y o,−1 = C \ {j, j + 1}. Note that Y o,−po+1 = {j + r}. Figure 5 depicts the procedures. By using
arguments similar to those in the proof of (A.14), we have
Cτ (Y
o,−)|C;F 〉 = {±τpo+1 +O(τpo+2)}
∣∣{j + r}; γ′F〉, (A.18)
where γ′ is some operator in PΛ. We will examine the following two cases:
Case 1. Suppose that j + r is even.
First, note that because j + r ∈ ΛL, j + r is negative. We proceed as follows.
1 - 1. Set qe = |j + r|/2− 2. Define Z e,+ = (Ze,+1 , . . . , Ze,+qe ) ∈ Υqe by
Ze,+i = Z
e,+
i−1 ∪ {j + r + 2i, j + r + 2i+ 1} (A.19)
with Ze,+1 = {j+ r, j+ r+ 1, j+ r+ 2,−1}. Note that Ze,+qe = {j+ r, j+ r+ 1, . . . ,−2,−1},
see Figure 6.
Then, by arguments similar to those of the proof of (A.14), we have
Cτ (Z
e,+)B∗−1|{j + r}; γ′F 〉 = Cτ (Z e,+)
∣∣{j + r,−1}; γ′′F〉
= {±τ qe +O(τ qe+1)}|Ze,+qe ; γ(3)F 〉, (A.20)
where γ′′ and γ(3) are some operators in PΛ.
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j j + 1
Y e,−i−1
Y e,−i







Figure 5: The fermions occupying C are annihilated two by two. The process is repeated until the
single fermion is finally left at the site j + r.
1 - 2. Define Z e,− = (Ze,−1 , Z
e,−
2 , . . . , Z
e,−
qe+1
) ∈ Υqe+1 by
Ze,−i = Z
e,−
i−1 \ {j + r + 2i− 2, j + r + 2i− 1} (A.21)
with Ze,−1 = Z
e,+
qe \ {j + r, j + r + 1}. Note that Z
e,−
qe+1
= ∅, see Figure 7. Hence, there is a
γ ∈ PΛ so that
Cτ (Z
e,−)|Ze,+qe ; γ(3)F 〉 = {±τ qe+1 +O(τ qe+2)}|∅; γF 〉. (A.22)
Let Cτ (Z e,+ ∪Z e,−) = Cτ (Z e,−)Cτ (Z e,+). Summarizing the above observations, we arrive at
the following:
Cτ (Z
e,+ ∪Z e,−)B∗−1Cτ (Y o,−)|C;F 〉
={±τpo+2qe+2 +O(τpo+2qe+3)}|∅; γF 〉. (A.23)
Thus, we obtain the desired assertion in the lemma in this case.
Case 2. Suppose that j + r is odd.
2 - 1. Set qo = (|j + r| − 3)/2. Define Z o,+ = (Zo,+1 , . . . , Zo,+qo ) ∈ Υqo by
Zo,+i = Z
o,+
i−1 ∪ {j + r + 2i− 1, j + r + 2i} (A.24)
with Zo,+1 = {j + r, j + r+ 1, j + r+ 2}. Note that Zo,+qe = {j + r, j + r+ 1, . . . ,−2,−1}, see
Figure 8. Then, by arguments similar to those of the proof of (A.14), we have
Cτ (Z
o,+)
∣∣{j + r}; γ′F〉 = {±τ qo +O(τ qo+1)}∣∣Zo,+qo ; γ′′F〉, (A.25)
where γ′′ is some operator in PΛ.
2 - 2. Define Z o,− = (Zo,−1 , . . . , Z
o,−
qo ) ∈ Υqo by
Zo,−i = Z
o,−
i−1 \ {j + r + 2i− 2, j + r + 2i− 1} (A.26)
with Zo,−1 = Z
o,+
qo \ {j + r, j + r + 1}, see Figure 9. Because Zo,−qo = {−1}, we have
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Figure 6: Fermions are created two by two. The process is repeated until the sites {j + r, j + r +
1, . . . ,−1} are occupied.





j + r + 1
Ze,−i−1
Ze,−i






Figure 7: The fermons are repeatedly annihilated two by two, until no fermion is finally left.
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j + r j + r + 2
Zo,+i−1
Zo,+i
j + r + 2i− 1







Figure 8: Fermions are repeatedly created two by two, until the sites {j+ r, j+ r+ 1, . . . ,−1} are
occupied.
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Figure 9: The fermions are repeatedly annihilated two by two, until the single fermion is finally




∣∣Zo,+qo ; γ′′F〉 = B−1{±τ qo +O(τ qo+1)}∣∣Zo,−qo ; γ(3)F〉
= {±τ qo +O(τ qo+1)}|∅; γF 〉, (A.27)
where γ(3) and γ are some operators in PΛ.
Let Cτ (Y o,− ∪Z o,+ ∪Z o,−) = Cτ (Z o,−)Cτ (Z o,+)Cτ (Y o,−). Summarizing the above observa-
tions, we arrive at the following:
B−1Cτ (Y
o,− ∪Z o,+ ∪Z o,−)|C;F 〉 = {±τpo+2qo+1 +O(τpo+2qo+2)}|∅; γF 〉. (A.28)
Therefore, by using (A.16), we obtain the desired result in this case.
Step 2: Proof for the general case
Next, let us consider the general case. Namely, we suppose that Ie ∪ Io is decomposed as (A.7).
For each cluster C = {j, j + 1, . . . , j + r}, we define a linear operator DC by
DC =

Cτ (Y e,−), if |C| is even
Cτ (Z e,+ ∪Z e,−)B∗−1Cτ (Y o,−), if |C| is odd and j + r is even
B−1Cτ (Y o,− ∪Z o,+ ∪Z o,−), if |C| is odd and j + r is odd,
(A.29)
where we have used the notations in Step 1.
By Step 1, there exist N ∈ N and γ ∈ PΛ such that
DC1 · · ·DCK |X;F 〉 = {±τN +O(τN+1)}|∅; γF 〉. (A.30)
Combining this with (A.16), we obtain the assertion in the lemma.
A.2 Preliminary analysis II














It is well-known that
e−εKL  0 w.r.t. FBΛL,+ for all ε > 0. (A.32)
For the proof, see, e.g., [42, 44].
Lemma A.3. Let γ, γ′ ∈ PΛ. For sufficiently small ε > 0, there exists a strictly positive number
Cε satisfying
〈∅; γ′Fψ|e−εK|∅; γFϕ〉 ≥ Cε. (A.33)
Proof. For simplicity of notation, we set ω = 1 in this proof. Recall from Lemma 5.8 that F̂ψ
and F̂ϕ are non-zero and positive w.r.t. F
B
ΛL,+
. Because FφjF−1 = πj and FπjF−1 = φj , we











0 w.r.t. FBΛL,+. (A.34)
Therefore, for each γ ∈ PΛ, FγF−1 preserves the positivity w.r.t. FBΛL,+. Hence, due to (A.32),
we have
〈γ′Fψ|e−εKLγFϕ〉 = 〈Fγ′F−1F̂ψ|e−εKLFγF−1F̂ϕ〉 > 0. (A.35)
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By applying the Feynman-Kac formula [42], we obtain the following expression:










where µ denotes the Wiener measure for paths ω, |∅〉 stands for the fermionic Fock vacuum ΩFΛL




i − 1); the right-hand side of (A.37) denotes the strong product integral















For the definition of the strong product integral, see Appendix B. Note that each path ωs is
continuous in s, the right-hand side of (A.37) can be defined. For the proof of (A.36), see, e.g,
[31, Proposition 3.7]. By applying (B.2), we have the following estimate:∥∥∥∥Gε(ω)− 1− ∫ ε
0
dsJ (ωs)
∥∥∥∥ ≤ e∫ ε0 ds‖J (ωs)‖ − 1− ∫ ε
0
ds‖J (ωs)‖
= O(ε2) (ε→ +0). (A.39)
Plugging this into the right-hand side of (A.36), we get
〈∅; γ′Fψ|e−εK|∅; γFϕ〉 ≥ (1− Cε2)〈γ′Fψ|e−εKLγFϕ〉, (A.40)









V (ωs)ds = 0. (A.41)
Combining (A.35) and (A.40), we obtain the desired result.
A.3 Proof of Lemma 5.11
If X0 = Y0 = ∅, then we have, by Lemma A.3, that 〈∅;Fψ|e−βK|∅;Fϕ〉 > 0, provided that β is
small enough. Hence, we get the desired result in Lemma 5.11 with N = 2.
In what follows, we assume that X0 6= ∅ and Y0 6= ∅. By applying Lemma A.1, we can choose







· · ·B]kξkCτ (Xk+1)|X0;F 〉 = {±τ
N +O(τN+1)}|∅; γF 〉, (A.42)
where γ is some operator in PΛ. Similarly, there exist m ∈ Z+, X−1, . . . ,X−m−1, ξ−1, . . . , ξ−m ∈







· · ·B]−mξ−mCτ (X−m−1)|Y0;G〉 = {±τ
M +O(τM+1)}|∅; γ′G〉, (A.43)
where γ′ is some operator in PΛ. Note that γ and γ′ are independent of F and G, respectively.
Hence, 〈
Y0;Fψ
∣∣Cτ (X−m−1)B]−mξ−m · · ·B]−1ξ−1Cτ (X−1)×





={τM+N +O(τM+N )}〈∅; γ′Fψ|e−εK|∅; γFϕ〉, (A.44)
provided that τ is sufficiently small. By Lemma A.3, 〈∅; γ′Fψ|e−εK|∅; γFϕ〉 is bounded from
below by a strictly positive constant for sufficiently small ε > 0. Hence, we conclude that the
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right-hand side of (A.44) is non-zero, provided that ε and τ are small enough. Recall the definition
of C(X ;u), i.e., (5.66). Because C(X1; τ + ε, τ, . . . , τ) = e−εKCτ (X1), we obtain the desired
assertion in Lemma 5.11 by choosing τ = (β − ε)/(N − 2). Note that this corresponds to the
following choice of u ∈ Rβ,n(N−2):
u1 = β∗, . . . , uk−1 = β∗, uk = β∗ + ε, uk+1 = β∗, . . . , uN−2 = β∗,
where β∗ = (β − ε)/(N − 2) and u is given by (5.49). Therefore, by first fixing ε > 0 so that
〈∅; γ′Fψ|e−εK|∅; γFϕ〉 is strictly positive, we can take β(> ε) such that βM+N∗ + O(βM+N∗ ) > 0.
With this choice of ε and β, the right hand side of (A.44) actually strictly positive.
Using arguments similar to those in the above cases, we can prove Lemma 5.11 for the case
where X0 = ∅ or Y0 = ∅.
B Strong product integrations
In this appendix, we briefly review strong product integrations (for details, see [6]).
Let Mn(C) be the space of n× n matrices with complex entries. Let A(·) : [0, a]→Mn(C) be
continuous. Let P = {s0, s1, . . . , sn} be a partition of [0, a] and µ(P ) = maxj{sj − sj−1}. The





eA(s1)(s1−s0)eA(s2)(s2−s1) · · · eA(sn)(sn−sn−1). (B.1)











For the proof of (B.2), see [6, Theorem 4.2].
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[11] J. Fröhlich, R. Israel, E. H. Lieb, and B. Simon. Phase transitions and reflection positivity.
I. General theory and long range lattice models. Communications in Mathematical Physics,
62(1):1–34, Aug. 1978.
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