In this paper, we study the throughput and delay performances of the slotted Aloha with batch service, which has wide applications in random access networks. Different from the classical slotted Aloha, each node in the slotted Aloha with batch service can transmit up to M packets once it succeeds in channel competition. The throughput is substantially improved because up to M packets jointly undertake the overhead due to contention. In an innovative vacation model developed in this paper, we consider each batch of data transmission as a busy period of each node, and the process between two successive busy periods as a vacation period. We then formulate the number of arrivals during a vacation period in a renewal-type equation, which characterizes the dependency between busy periods and vacation periods. Based on this formulation, we derive the mean waiting time of a packet and the bounded delay region for the slotted Aloha with batch service. Our results indicate the throughput and delay performances are substantially improved with the increase of batch size M , and the bounded delay region is enlarged accordingly. As M goes to infinity, we find the saturated throughput can approach 100% of channel capacity, and the system remains stable irrespective of the population size and transmission probability.
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I. INTRODUCTION
S LOTTED Aloha is a medium access control (MAC) protocol designed for wireless multiple access networks. The slotted Aloha is easy to implement and can provide lowaccess delay when the traffic load is small [1] . Due to such advantages, the slotted Aloha or slotted Aloha-like protocols [2] - [7] have been widely applied in different scenarios, such as Machine-to-Machine (M2M) networks [2] , [3] , underwater acoustic networks [4] , [5] , and wireless body area networks (WBANs) [6] , [7] .
However, the throughput of the slotted Aloha is quite low when the traffic load is moderate or high, which limits its application in next-generation wireless access networks. In the slotted Aloha, each backlogged node transmits a packet at the beginning of a time slot with a preset probability, called the transmission probability in [8] . If exactly one node attempts to transmit in this slot, this node will transmit the packet successfully; otherwise, multiple packets will collide with each other and no transmission will be successful. No matter what happens in this slot, all the backlogged nodes repeat the procedure in the next slot. Due to frequent collisions, the maximum throughput of the slotted Aloha is only 0.368 [9] .
To enhance the throughput of the slotted Aloha, Ref. [10] - [14] proposed to dynamically adjust the transmission probability of the node according to the network state. In [10] - [12] , the node lowers the transmission probability of each node when the number of backlogged nodes is large. In [13] , [14] , the node reduces the transmission probability exponentially with the number of collisions it has involved. However, such dynamic adjustment of the transmission probability can only offer marginal improvement of the throughput. For example, the maximum throughput of the scheme in [13] is only 0.43. This is attributed to the fact that each packet in these schemes still involves channel competition before successful transmission.
To avoid excessive collisions, Ref. [15] - [17] introduce the concept of batch service to the slotted Aloha. The general idea of batch service is that the node can send a batch of packets once it makes a successful attempt, such that the overhead incurred by channel competition is shared by multiple packets. An example is a protocol called T-Lohi [17] , proposed for underwater acoustic communications. In this protocol, a node can transmit multiple packets once it succeeds in the competition process. This way, not every packet needs to experience the competition process before successful transmission so that many collisions can be avoided. Cellular-based IoTs are another examples [15] , [16] . In the IoT network, each device sends requests to the base station in a random manner. Once the base station receives the request successfully, the related device can send out the packets. Recently, Ref. [18] demonstrated that the throughput can be substantially improved in this way. It is also reported in [17] that the maximal throughput of the slotted Aloha with batch service is much larger than that of the classical slotted Aloha.
Despite the elegance of the slotted Aloha with batch service, its performance is not fully understood. For example, how are the network throughput and the mean delay of packets influenced by the system parameters, such as transmission probability and batch size? What is the maximal throughput? What is the condition of bounded mean delay? To answer these questions, an analytical model is indispensable.
A. Previous Works
The study of classical slotted Aloha originated in the 1970s [9] , [19] . These works mainly focused on the throughput arXiv:1910.07312v1 [cs.PF] 16 Oct 2019
B. Our Contributions
In this paper, we develop a generalized model to analyze the slotted Aloha with batch service, where each node can transmit up to M packets once it succeeds in the channel competition. Our goal is to study the delay performance and the stability condition of this protocol and show how batch service discipline can improve performance.
Different from [23] , we model each node as a queue with vacation, where we consider each batch of data transmission as a busy period, while the attempt process between two successive busy periods is considered a vacation period. We show that the vacation period is controlled by the packet arrival process and the competition process, in which the successful probability of each node is related to the mean number of attempts per time slot, called the attempt rate in this paper. We thus start our analysis with the derivation of the distribution of the number of arrivals during the vacation period and the attempt rate. We derive such a distribution using renewal equations, which are built according to the feature of the channel competition process, and the attempt rate using a Lindley's equation, which is established based on the batch-service principle. We then obtain the mean waiting time and the bounded delay region in terms of the transmission probability r.
Our results clearly indicate that, with the increase of batch size M , the throughput and delay performance are improved, and the bounded delay region is enlarged accordingly. Especially, when M is infinity, the bounded delay region is the whole region of r, i.e., (0, 1) for any node population and any aggregate input traffic rate smaller than 1. This indicates the batch-service slotted Aloha with M = ∞ is quite robust with respect to r. In summary, the contributions of this paper are as follows: (1) We build a generalized vacation model to analyze the slotted Aloha with batch service, in which the vacation period is governed by the arrival process and the channel competition process. (2) We obtain the closed-form expression for the mean waiting time of the slotted Aloha with batch service, based on which we theoretically demonstrate that the batch-service discipline can substantially improve the delay performance of the slotted Aloha. The rest of this paper is organized as follows. Section II presents the working process of slotted Aloha with batch service, and analyzes the network throughput. Section III devises a vacation model to delineate the queueing behavior of each node and analyzes the distribution of the number of arrivals during a vacation period. Section IV derives the expression of the attempt rate. Section V discusses the mean waiting time of packets and the bounded delay region. Section VI concludes this paper.
II. OVERVIEW AND PRELIMINARY THROUGHPUT ANALYSIS
Different from the classical slotted Aloha, in which a node releases the channel immediately after a successful transmission of a HOL packet, a node in the slotted Aloha with batch service continuously sends at most M packets that arrived before the successful transmission of the first HOL packet. Since predominate possible collisions can be avoided, except for the first HOL packet, a significant amount of overhead incurred by the channel competition could be eliminated.
The slotted Aloha with batch service studied in this paper is described as follows. If the channel is free in a slot, each backlogged node attempts to send a packet with transmission probability, denoted by r. Each node maintains a virtual gate in the buffer. At the beginning of the slot in which the node makes an attempt, the node puts the first K packets inside the gate, where K is equal to the smaller of the queue length and a preset integer M , called the batch size in this paper. If a node succeeds, it will take over the channel and send out K − 1 packets inside the gate. To achieve this function, this node appends one additional bit, called a reservation bit, in each packet to inform the access point (AP) whether it has a transmission in the next slot. If this node will send a packet in the next slot, the reservation bit embedded in the current packet is 1; otherwise, it is 0. Once the AP receives the packet, it will broadcast an acknowledgment (ACK) embedded with a reservation bit to all nodes. The ACK not only confirms the successful transmission of the packet, but also informs all the nodes of the channel state in the next slot. If the bit is 1, the channel will still be in use and other nodes will keep silent in the next slot; otherwise, they may attempt to access the channel. Fig. 1 illustrates an example where there are two nodes and M = 3. At the beginning of the first slot, packets A 1 and B 1 arrive at node 1 and node 2, respectively, such that the queue length of these two nodes is 1. In the second slot, both nodes make attempts. Thus, at the beginning of the second slot, each node puts one packet into the virtual gate and sets the reservation bit of the packet to 0. Of course, a collision happens and packet transmissions fail in the second slot. In the subsequent three slots, packets B 2 , B 3 , and B 4 arrive at node 2. In the sixth slot, node 2 makes an attempt and puts the first K = min{3, 4} = 3 packets into the virtual gate. Node 2 also sets the reservation bits of B 1 and B 2 to 1 and that of B 3 to 0. Hence, after the successful transmission of B 3 , the channel is released and node 1 and node 2 can compete for the channel again.
To analyze the slotted Aloha with batch service, we adopt the following assumptions throughout this paper: A1. The channel is error free; A2. The number of nodes, denoted by n, is sufficiently large; A3. All of n nodes are statistically identical; A4. A node has a packet arrival at the beginning of a slot with probability λ, and thus the aggregate packet arrival rate of the whole network isλ = nλ packets/slot; A5. Each node transmits the packets in a first-in-first-out manner; A6. The transmission time of each packet is one slot. According to A2, when the channel is free, the number of attempts in a slot is approximately a Poisson random variable [23] , [24] , [26] , of which the mean is called the attempt rate and denoted by G.
A. Saturated Throughput
As Fig. 2 illustrates, the channel works in a cyclic manner. Each channel cycle consists of a competition period, denoted as F , followed by a busy period, denoted as B. In each slot of the competition period, the channel is free, and all the backlogged nodes will make an attempt with probability r. According to assumption A2, the number of attempts in a slot is approximately a Poisson random variable with attempt rate G. It follows that the probability that only one node makes an attempt (i.e., succeeds) in a slot is Ge −G . Once a node succeeds in a slot, the channel enters the busy period in this slot immediately. Therefore, the mean competition period is
In the busy period, the channel is captured by a node, and the node can transmit B E[B] packets on average. Therefore, the network throughput, defined as the fraction of the time that the channel spends in successful transmissions, is given by:
is the mean competition period the channel needs to transmit one packet successfully, i.e., the amortized competition overhead from the viewpoint of channel. If the network is saturated, meaning that all the nodes always have packets to transmit, B = M and the attempt rate G = nr. In this case, the saturated throughput is given bŷ
is the amortized competition overhead in the saturated network. It is clear thatλ sat is the maximum capacity that the channel can offer. Setting M = 1 in (3), we immediately obtain the saturated throughput of the classical slotted Aloha nre −nr = Ge −G , which coincides with the analytical result of previous work [9] .
As Section I mentions, the advantage of the slotted Aloha with batch service is that the competition overhead can be amortized by all the packets transmitted in the same batch such that the throughput can be substantially enhanced. Such advantage can be easily observed from (3) . With the growth of the batch size M , the amortized competition overhead per packet 1/(nre −nr )−1 M decreases, which in turn improves the saturated throughput. Especially, if M approaches infinity, this overhead reduces to 0 such that the channel throughput can reach 100% for any r ∈ (0, 1), anyλ ∈ (0, 1), and any node population n.
To demonstrate this point, Fig. 3 plots the saturated throughputλ sat changing with the transmission probability r. On one hand, given a finite M ,λ sat is a bell-shaped curve. In particular,λ sat reaches its maximum value M/(M + e − 1) at r = 1/n, (i.e., G = nr = 1), which is quite similar to the case of the classical slotted Aloha. On the other hand, given r,λ sat monotonically increases with M . The saturated throughputλ sat = 1 for all rs in both Fig. 3 (a) and 3(b), when M increases to infinity.
B. Stable Throughput Region
However, the network in practice is unsaturated. It is clear that the throughput in this case is the smaller one of the aggregate input traffic rateλ and the saturated throughput, i.e.,λ out = min{λ,λ sat }. Ifλ≤λ sat , the network has a stable throughput, i.e.,λ out =λ, which yields the stable throughput region as follows.
Theorem 1. Given the batch size M , and the number of nodes n, for any aggregate input traffic rateλ≤ M M +e−1 , the transmission probability r should be tuned in the following region
to make the network stable, where W 0 (·) and W −1 (·) are two principal branches of Lambert W function [27] .
Proof: Equation (4) can be derived immediately by substituting (3) toλ≤λ sat .
When M is finite, it can be seen from (4) that the stable throughput region S shrinks with the increase of n andλ.
On one hand, if n increases, both
decrease such that S shrinks. When n increases to infinity, S disappears and the system becomes inherently unstable. For example, forλ = 0.4 packets/slot and M = 2, S in Fig. 3 (b) when n = 50 is smaller than that in Fig. 3 (a) when n = 30. On the other hand, with the increase ofλ, −W 0 −λ M (1−λ)+λ increases and
decreases such that S shrinks also. In particular, onceλ > M/(M + e − 1), S becomes empty and the system is unstable. As Fig. 3 (a) displays, given n = 30 and M = 2, S becomes empty whenλ = 0.6 > 2/(2 + e − 1) = 0.538 packets/slot.
increases such that the stable throughput region S becomes large. As Fig. 3 (b) displays, for n = 50 andλ = 0.4 packets/slot, the region S when M = 3 is larger than that when M = 2. Especially, when M increases to infinity, S becomes (0,1) no matter what n andλ are, because the saturated channel throughoutλ sat can reach 100% for any r ∈ (0, 1) as we explain in Section II-A. This indicates that, in terms of network throughput, the batchservice slotted Aloha with M = ∞ is robust with respect to r. Though the above model characterizes the behavior of the channel very well, it cannot delineate the queueing process of packets in each node and thus cannot obtain the delay performance. In practice, mean delay is an important criterion to measure network performance. The user's experience will be good if the mean delay is small. Hence, we study delay performance in the following sections.
III. VACATION MODEL FOR AN ACCESS NODE
In the slotted Aloha with batch service, the working process of each node can also be divided into cycles, each of which is defined as the duration between two consecutive successful attempts of the node. As Fig. 4 shows, a cycle, denoted by C, is composed of a busy period, denoted by B, and a vacation period, denoted by V . At the beginning of the slot in which a node makes a successful attempt, this node starts a busy period, during which this node sends out all the packets inside the virtual gate. After the busy period, the node releases the channel and a vacation period begins. This node competes for the channel immediately after it releases the channel if its buffer is not empty; otherwise, this node does that only after a new packet arrives. Thus, the vacation period is influenced by the packet arrival process. Also, the vacation period goes on until the node succeeds in channel competition again. If this node can make a successful attempt with high probability, the vacation period tends to be short. As we show in Section II-A, the successful probability of the node is determined by the attempt rate G. Thus, the vacation period is also governed by G. Therefore, with assumption A4 and A6, each node can be regarded as a Geo/D/1 queue with the vacation period governed by the packet arrival process and the attempt rate.
As [28] shows, the key to the analysis of a queueing system with vacation period governed by the packet arrival process is the distribution of the number of arrivals during the vacation period. In the slotted Aloha with batch service, a vacation period of a node may include multiple busy periods of other nodes. Fig. 4 illustrates such an example, where a vacation period of node 1 includes one busy period of node 2 since node 2 succeeds in the 5th slot before node 1 succeeds again in the 10th slot. Thus, the distribution of the number of arrivals during a vacation period depends on that during the busy period. In the following, we derive these two distributions.
According to assumption A4, the number of arrivals during a busy period, denoted by L, obeys a binomial distribution if the busy period is given. Define b j P r{B = j} as the probability that the busy period lasts for j slots, where j
Thus, the probability generating function of the number of arrivals during the busy period is given by
Given the aggregate input traffic rateλ, the input traffic rate of each node λ =λ n is on the order of o( 1 n ). Thus, L(z) can be expressed as
where B = B (1) is the mean busy period. Equation (6) clearly indicates that the distribution of L approaches a Bernoulli distribution with the mean of λB, when the number of nodes n is sufficiently large. This result is consistent with intuition. When n is sufficiently large, λ is so small that the probability that more than one packet arrives at the node during the busy period is negligible. Also, in a stable network, the system throughputλ out equals the aggregate input traffic ratê λ, and thus B can be determined according to (2) as follows:
When the busy period finishes, the node starts a vacation period. The buffer at this epoch may be empty or not. If the buffer is not empty, the node competes for the channel immediately. Let Y 1 be the vacation period and U 1 be the number of arrivals during Y 1 in this case. As Fig. 5 shows, there are four events that may occur in the first slot of the vacation period.
(a) If node 1 makes an attempt with probability r while the other n − 1 nodes do not attempt with probability e −G , it will begin another busy period immediately. Thus, this event happens with probability p s = re −G . In this case, both the vacation period and the number of arrivals during this vacation are zero, that is U 1 = 0. (b) If node 1 doesn't make an attempt with probability 1 − r and one of the other n − 1 nodes transmits a packet with probability Ge −G , this successful node will start a busy period immediately. Thus, this event happens with probability p w = (1 − r)Ge −G . In this case, node 1 will restart the channel competition after this busy period.
Recall that the number of arrivals during a busy period is L. The number of arrivals during the vacation is equal to L+U 1 , because of the memoryless property of the channel competition process. (c) If no node or multiple nodes make attempts, which occurs with probability p c = 1 − p s − p w , no one can succeed in this slot and node 1 will compete for the channel in the next slot. In this case, if a packet arrives at node 1 with probability λ in the current slot, the number of arrivals during the vacation period is now equal to 1 + U 1 . (d) If no node succeeds with probability p c and no packet arrives at node 1 with probability 1 − λ, the number of arrivals during the vacation period will be equal to U 1 . The above clearly indicates that the channel access procedure is a renewal process. Conditioning on the event that occurs in the first slot, the probability generating function of U 1 satisfies the following equation:
which yields,
On the other hand, if the buffer is empty when its busy period finishes, the node competes for the channel only after a new packet arrives. Let Y 0 be the vacation period and U 0 be the number of arrivals during Y 0 in this case. As Fig. 6 shows, four events may happen in the first slot of the vacation period, which is quite similar to the case in Fig. 5 . Thus, the derivation of U 0 (z) E[z U0 ] is similar to that of U 1 (z), and is omitted here. Instead, we only give the expression of U 0 (z) as follows:
where g 1 = Ge −G and l 0 P r{L = 0} = L(0) = B(1 − λ) is the probability that no packet arrives in a busy period. The channel competition process of one node can be viewed as a series of Bernoulli trials, which are terminated once the node makes a successful trial. The number of trials needed by a node for success is geometrically distributed. If a trial is not successful, two events may occur: 1) no one succeeds, and the sojourn time of this event is one slot and the number of arrivals in a slot is a Bernoulli variable with rate λ; 2) one of the other nodes succeeds, and the sojourn time of this event is a busy period B and the number of arrivals in a busy period is a Bernoulli variable with rate λB if the number of nodes n is large enough. In other words, the number of arrivals U 0 (z) Event 1: One of the other nodes succeeds and no packets arrive at node 1 during the busy period with probability g 1 l 0 Event 3: No nodes succeed and no packets arrive at node 1 with probability (1-l)(1-g 1 ) Event 2: One of the other nodes succeeds and k(k≥1) packets arrive at node 1 during the busy period with probability g 1 l k during a vacation period is the sum of two kinds of Bernoulli random variables if n is sufficiently large, and the number of the Bernoulli random variables is a geometric random variable. This hints that the number of arrivals during a vacation period may be a geometrically distributed random variable. Let U be the number of arrivals during the vacation period and U (z) be the probability generating function of U . We have the following result. where
and β = ps ps + λpc + λBpw
Proof: It is clear that U = U 1 if the buffer is not empty at the start of the vacation period; otherwise, U = U 0 . When n is sufficiently large, the number of arrivals during a busy period L approaches a Bernoulli random variable, as (6) shows. Substituting (6) into (8), we obtain
Similarly, substituting (6) and l 0 = B(1−λ) = 1−λB +o( 1 n ) into (9) produces U 0 (z) in (11). It follows from Lemma 1 that U 0 U 0 (1) = 1 + U 1 (1) 1 + U 1 . Once the average number of arrivals during the vacation period is obtained, we can immediately derive the average vacation periods as follows:
and
As we mention at the beginning of this section, the vacation period is also influenced by the attempt rate G, which can be confirmed by (13) and (14) . We thus analyze G in the next section.
IV. ATTEMPT RATE
Once the channel becomes free, each backlogged node makes an attempt in a slot with probability r. Thus, the attempt rate is given by
where p ne is the probability that the buffer of a node is nonempty or a node is backlogged. As Fig. 7 depicts, the buffer of a node may become empty only at the end of a busy period for this node. The empty state terminates when a new packet arrives. The average interarrival time of the packets is 1/λ. Let p 0 be the probability that the buffer of a node is empty at the end of a busy period. Thus, the average time that the buffer of a node stays empty in a cycle is p 0 /λ, and thus the probability that the buffer of a node is empty is given by
In a stable network, the mean busy period and the mean cycle time have the following relationship:
Combining (16) and (17), we obtain
where B is given in (7) . Thus, the buffer empty probability at the end of a busy period of this node p 0 is the key to derive the attempt rate G.
Let Q t and P t be the queue lengths at the start and the end of the t-th busy period of a node, respectively. Define q k lim t→∞ P r{Q t = k} and p k lim t→∞ P r{P t = k}, and let Q(z) and P (z) be the generating functions of q k and p k , where k = 0, 1, · · ·.
On one hand, p k depends on q k . As Fig. 8 shows, according to the batch service discipline, if Q t is less than M , all the Q t packets will be transmitted in the busy period of cycle t; otherwise, only the first M packets will be sent. Thus, the number of packets served in the t-th busy period, denoted by B t , is determined by
where x + max{x, 0}. Let L t denote the number of packets that arrive during B t . The queue length at the end of the t-th busy period P t can be given by
In the steady state, we have
Therefore, the probability generating function of P is
Hence, the probability that the buffer of a node is empty at the end of a busy period is
Equation (22) clearly indicates that the distribution of the queue length at the end of the busy period p k depends on that of the queue length at the start of the busy period q k . On the other hand, q k is also determined by p k . As Fig. 8 depicts, the queue length at the start of the (t + 1)-th busy period Q t+1 is composed of the packets waiting in the buffer at the end of the t-th busy period P t and the packets that arrive during the t-th vacation period, denoted by U t , i.e.,
In the steady state, there is Accordingly, its probability generating function is given by
Equations (22) and (26) show that P (z) and Q(z) couple with each other and thus can only be solved numerically in general.
However, we will demonstrate that P (z) and Q(z) have closed-form solutions when the number of nodes n is sufficiently large. Recall that Lemma 1 shows that the distribution of the number of arrivals during the vacation period U approaches a geometric distribution when n is sufficiently large. Also, the vacation period of a node is typically much longer than its busy period, and thus the number of arrivals during the vacation period predominates the number of packets in the buffer at the start of the next busy period. This hints that the distribution of the queue length at the start of the busy period Q may also approach a geometric distribution.
Lemma 2. When n is sufficiently large, Q(z) can be expressed as
where α is given by
Proof: See APPENDIX A. Fig. 9 verifies the analytical result in (27) via simulation when the number of nodes n = 20 and the aggregate input traffic rateλ = nλ = 0.3 packets/slot. Fig. 9 clearly shows that n = 20 is already large enough to ensure that the result in (27) is very accurate.
According to Lemma 2, we can easily obtain q k when n is sufficiently large as follows:
Substituting (29) into (23), the probability that the buffer of a node is empty at the end of a busy period is given by
Givenλ, the input traffic rate of each node λ =λ/n is on the order of o( 1 n ). Thus, when n is sufficiently large, 1 − λ is approximately equal to 1. In this case, we have
With B in (7) and p 0 in (31), we are now ready to derive the attempt rate G using (18) as follows.
Theorem 2. Given the aggregate input traffic rateλ≤ M M +e−1 , and a transmission probability r in the stable throughput region (4), the attempt rate G of the system with a sufficiently large n is the solution of the following equation:
Proof: Substituting (7) and (31) into (18), we can get Eq. (32) after some reconfigurations.
Furthermore, APPENDIX B shows how to solve G from (32).
V. DELAY PERFORMANCE
Consider a packet, denoted by A, arrives at a node, say node 1 in Fig. 10 , when there are N packets waiting in the buffer. Packet A may arrive at node 1 during a busy period or a vacation period. If packet A arrives during a busy period as Fig. 10(a) plots, the first of the N packets in the buffer gets service immediately; otherwise, as Fig. 10(b) shows, packet transmission of node 1 starts after the vacation finishes. This implies that packet A may wait for a residual vacation period. Also, packet A has to wait for the service completion of the N packets that stay ahead of it in the queue. Furthermore, due to the batch size, it may take node 1 several busy periods to send out all of the N packets. In this case, packet A has to wait for multiple vacation periods in addition. In summary, the waiting time of packet A consists of the following three components: (a) The residual vacation period seen by packet A, which is denoted by R; (b) The total transmission time of N packets that are waiting in the queue upon the arrival of packet A; (c) The total complete vacation periods experienced by packet A before transmission, which is denoted by H. Thus, the mean waiting time of the packet, denoted by W , can be expressed as
where N = λW according to Little's law. In the following, we derive R and H to complete the derivation.
As Section II mentions, the vacation periods of a node can be divided to two types, depending on whether the buffer of this node is empty or not. Let ξ be the type of vacation period, during which packet A arrives ξ = 0, packet A arrives during a vacation period Y 0 1, packet A arrives during a vacation period Y 1 .
Recall that the vacation periods Y 0 and Y 1 occur with probability p 0 and probability 1 − p 0 , and the mean numbers of arrivals during Y 0 and Y 1 are U 0 (1) and U 1 (1), respectively. Let P r{ξ = 0} and P r{ξ = 1} be the probabilities that packet A arrives during vacation period Y 0 and that packet A arrives during vacation period Y 1 . We have P r{ξ = 0} =P r{ξ = 0|A arrives during a vacation period} ×P r{A arrives during a vacation period}
On the other hand, the mean residual vacation period experienced by a packet given that it arrives during the vacation period Y i can be obtained via the analysis technique in [28] as follows:
Combining (34)-(36), the mean residual vacation period experienced by a packet is
Furthermore, based on (10) and (11) , the mean residual vacation period will approach
if the number of nodes n is sufficiently large. Before a packet can get service, it may experience several complete vacation periods. As Fig. 10 illustrates, A will see all the packets waiting outside the virtual gate if it arrives during a vacation period, and it may see that the packets both inside and outside the gate if it arrives during a busy period. Let N O be the number of packets waiting outside the gate upon the arrival of A. As Fig. 10 shows, if A arrives during a busy period, it will experience 1 + N O M complete vacation periods before it can be served; otherwise, it will undergo N O M complete vacation periods. Using the technique in [29] , we can obtain the average number of complete vacation periods that a packet experiences as follows:
where B (1) is the difference between the second and the first moment of the busy period and can be derived via the relationship between B and Q in (19) as follows:
Also, since each vacation period completely experienced by a packet must start with a non-empty buffer, the expectation of such vacation periods is Y 1 . Thus, the average complete vacation periods experienced by a packet is given by
Combining (33), (37), and (41), we can derive the formula of the mean waiting time as follows:
Theorem 3. For a slotted Aloha with batch service, the mean waiting time of packets is given by
With the increase of M , the number of packets that can be transmitted in a busy period increases, thus the amortized competition overhead is small. Fig. 3 shows that the batch service can improve the network throughput remarkably. In the following, we study the delay performance of three cases where M = 1, M = 2, and M = ∞ using the result presented in Theorem 3 to demonstrate the batch service can also improve delay performance.
A. Classical Slotted Aloha (M=1)
When M = 1, the slotted Aloha with batch service is actually the classical slotted Aloha. In this case, the busy period of each node is one slot, i.e.,
Also, Theorem 2 states that the attempt rate G in this case satisfies the following equation
which changes to
after some reconfiguration. Thus, G = −W 0 (−λ) or G = −W −1 (−λ). According to [23] , if the network is stable, the attempt rate G eventually converges to −W 0 (−λ). Using (13) and (45), we thus have the mean vacation period Y 1 for the classical slotted Aloha as follows:
Substituting (43), (44), and (46) into (42), the mean waiting time of the classical slotted Aloha is given by
To guarantee that the mean waiting time in (47) is bounded whenλ < e −1 , the transmission probability r should satisfy the following condition:
Also, the mean delay is bounded only ifλ is equal to the network throughputλ out . According to (4), the stable throughput region when
n . Thus, the bounded delay region for the classical slotted Aloha is given by
Our analytical results (47) and (49) are consistent with that of the classical slotted Aloha in [23] , which implies that our model is a generalization of that in [23] . The disadvantage of the classical slotted Aloha is that the bounded delay region shrinks remarkably with the increase of the number of nodes n and the aggregate trafficλ [19] , due to excessively large contention overhead. This can also be observed in (49) and Fig. 11 . When M increases from 1 to 2, the contention overhead of each packet decreases accordingly, i.e., each packet can be transmitted successfully after a smaller number of contentions. Intuitively, this may improve the delay performance of the slotted Aloha. To demonstrate this point, this subsection compares the batch service with M = 2 to the classical slotted Aloha in terms of delay performance. We carry out the comparison numerically using the result presented in Theorem 3, since (32) has no closed-form solution when 1 < M < ∞. In particular, we calculate the attempt rate G by numerically solving (32), and obtain the mean waiting time, denoted by W M =2 , by substituting G into (42).
We plot W M =2 versus r in Fig. 12 , whereλ = 0.1 packets/slot and 0.3 packets/slot, and n = 30 and 50. As Fig. 12 shows, though the bounded delay region of the batch service with M = 2 also shrinks with the increase ofλ and n, it is larger than that of the classical slotted Aloha (M = 1) ifλ and n are the same. For example, givenλ = 0.3 and n = 30, the bounded delay region of the classical slotted Aloha is r ∈ (0.0163, 0.0594] in Fig. 11(a) , while that of M = 2 is now enlarged to r ∈ (0.0073, 0.0915] in Fig. 12(a) . Also, W M =2 is smaller than W M =1 , given the values ofλ, n, and r. As an example, whenλ = 0.3 packets/slot, n = 30 and r = 0.03, W M =1 = 117 slots while W M =2 = 57.5 slots.
C. Batch-Service Slotted Aloha with M = ∞
When M = ∞, once the node succeeds in the channel competition, it can send out all the packets waiting in the queue at the beginning of the slot when it succeeds. This implies that the queue length at the start of a busy period is equal to the length of this busy period. Therefore, we have
Also, according to (25) and (14) 
When M = ∞, the queue length at the end of the busy period is equal to the number of arrivals during the busy period. Therefore, we have the following equations
and p 0 = l 0 = 1 − λB,
when n is sufficiently large. Substituting (52)-(53) into (51) and using (7), we obtain
It follows from (42) that the mean waiting time in this case is only determined by λ and Y 1 . According to (54), we can formulate the mean waiting time under M = ∞ as a function of G as follows:
where the attempt rate G is determined by (32). From (55), it is easy to find the superiority of the batchservice slotted Aloha with M = ∞ over that with finite M . Equation (55) clearly shows that the mean waiting time W M =∞ is bounded for all the rs in the region (0,1) as long as the aggregate input traffic rateλ is smaller than 1. This indicates that, unlike the classical slotted Aloha and the batch service with M = 2, the batch service with M = ∞ can be applied to the scenarios with large population sizes and high traffic loads. To confirm this point, we plot the mean waiting time W M =∞ changing with r in Fig. 13 , whereλ = 0.1, 0.3 and 0.7 packets/slot, and n = 30 and 50. As Fig. 13 displays, regardless ofλ and n, W M =∞ is always bounded in the region r ∈ (0, 1).
Even so, the mean waiting time could be large when the transmission probability r is relatively large. For example, givenλ = 0.3 packets/slot and n = 30, Fig. 13(a) shows that W M =∞ is larger than 10 5 slots if r is set to 0.3. Thus, r should be carefully tuned in practical applications to satisfy the delay requirement of users even when the batch service with M = ∞ is employed. Fig. 13 also shows that the analytical results in (55) match the simulation results well when the transmission probability r is small, but the divergence becomes prominent when r is large. The error is mainly incurred by the assumption that the number of attempts in each slot obeys a Poisson distribution. Actually, when the number of nodes n is finite, the number of attempts in each slot is binomially distributed, and thus the successful probability for an arbitrary node is np ne r(1 − p ne r) n−1 = G 1 − G n n−1 , which approaches Ge −G only when n is very large and r is very small. If we replace Ge −G with G 1 − G n n−1 in (55),
we can obtain the following modified formula of the mean waiting time
As Fig. 13 plots, the result in (56) agrees with the simulation results in Fig. 13 very well when r is relatively large.
VI. CONCLUSION
We develop a generalized vacation model to study the performance of the slotted Aloha with batch service in this paper. Based on this model, we derive the delay performance of the slotted Aloha with batch service. Our analytical results show that the reduction of the amortized competition overhead induced by channel competition is the fundamental reason for the improvement of throughput and delay performances. Also, with the increase of batch size M , the system stable region in terms of the transmission probability r is enlarged. Especially, when M is infinity, the system stable region becomes the whole region of r, i.e., (0, 1) for any node population and any aggregate input traffic rate smaller than 1. This indicates the batch-service slotted Aloha with M = ∞ is quite robust with respect to r.
