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Abstract
We show how the Witten-Dijkgraff-Verlinde-Verlinde (WDVV) equations and the
Darboux-Zakharov-Manakov (DZM) system can be characterized via a background fam-
ily of functions.
1 INTRODUCTION
The background literature for WDVV in terms of topological field theory (TFT) goes back
to [9, 25] for example and an extensive development appears in [10], connecting the equations
to Frobenius manifolds and Egorov geometry. A recent paper [17] develops this point of
view on Riemann surfaces and other recent work in [6, 19] connects matters to N = 2 susy
Yang-Mills (YM) or Seiberg-Witten (SW) theory. On the other hand the DZM system goes
back to [22, 26] for example and more recently there have been extensive developments in
[4] (cf. also [1, 2, 3, 5]). We will exhibit here some of the connections between WDVV and
DZM in a somewhat different abstract manner which reveals the purely algebraic character
of certain features. For simplicity we do not give a survey of background ideas on Egorov
geometry from [10, 11, 17] but will mention some points of contact as we go along (cf.
[8, 16, 18] for an extended treatment of these matters in a broader context).
2 DZM
To see how the DZM theory can arise independently in perhaps maximum generality we
follow [4]. (cf. also [1, 2, 3, 4, 5, 7, 15, 27]). Thus first a background situation here goes
back to [7, 15] where the Hirota bilinear identity was derived from the D-bar framework.
This connection involves algebraic techniques from Sato theory on one side and analytic
techniques from D-bar on the other. Connections based on Hirota as in [7, 15], or more
generally in [4], form a bridge or marriage between the two types of technique and touch
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upon the intrinsic meaning of the whole business. Now for the background derivation of
[7, 15] we consider the (matrix) formula
∂¯λψ(x, λ, λ¯) =
∫ ∫
Ω
ψ(x, λ′, λ¯′)R0(λ
′, λ¯′, λ, λ¯) dλ′ ∧ dλ¯′; (2.1)
∂¯λψ˜(x
′, λ, λ¯) = −
∫ ∫
Ω
R0(λ, λ¯, λ
′, λ¯′)ψ˜(x′, λ′, λ¯′) dλ′ ∧ dλ¯′
Multiply by ψ˜(x′, λ, λ¯) on the right in the first equation and by ψ(x, λ, λ¯) on the left in the
second to obtain∫ ∫
Ω
∂¯[ψ(x, λ, λ¯)ψ˜(x′, λ, λ¯)] dλ ∧ dλ¯ = −
∫
∂Ω
ψ(x, λ, λ¯)ψ˜(x′, λ, λ¯)dλ = 0 (2.2)
which is the Hirota bilinear identity when ∂Ω ∼ C is a small circle around ∞.
We go next to [2, 4, 5, 27] (a complete discussion of this with details and derivations will
appear in [8]). Here we go directly to [4] and take (♠♠) ψ(λ, µ, g) = g−1(µ)χ(λ, µ, g)g(λ)
with η = (λ − µ)−1 and g ∼ gi = exp(
∑
Kixi) where Ki(λ) are commuting meromorphic
matrix functions. It is assumed now that there is some region G ⊂ C where R(λ, µ) = 0
in G with respect to λ and µ (we will take this to mean that R = 0 whenever λ or µ are
in G). Also G contains all zeros and poles of the g(λ) and G contains a neighborhood of
∞. For Ki(λ) a polynomial in λ this involves only {∞} ⊂ G whereas for g = (λ− a)−1 it
requires {a,∞} ⊂ G. Some examples are also used where g ∼ exp(∑xiλ−i) with G a unit
disc. For now we think of G as some region containing ∞ and η = (λ − µ)−1 which leads
to (g1 ∼ g(λ, x) and g2 ∼ g(λ, x′))
∂¯λχ(λ, µ) = 2piiδ(λ − µ) +
∫
C
d2ν χ(ν, µ)g1(ν)R(ν, λ)g1(λ)
−1; (2.3)
∂¯λχ
∗(λ, µ) = 2piiδ(λ − µ)−
∫
C
d2ν g2(λ)R(λ, ν)g2(ν)
−1χ∗(ν, µ)
One can also take R(x, λ′, λ) = g(x, λ′)R0(λ
′, λ)g−1(x, λ) and in (2.3) we should think of R
as an R0 term and write (2.3) as
∂¯λ
[
g1(µ)ψ(λ, µ, g1)g
−1
1
(λ)
]
= 2piiδ(λ − µ) + (2.4)
+
∫
d2ν
[
g1(µ)ψ(ν, µ, g1)g
−1
1
(ν)
]
g1(ν)R0(ν, λ)g
−1
1
(λ)
Then R˜(ν, λ) = g1(ν)R0(ν, λ)g
−1
1
(λ) plays the role of R in [7] and (2.4) becomes for g1
analytic
∂¯λψ(λ, µ, g1) = 2piig
−1
1
(µ)δ(λ − µ)g1(λ) +
∫
d2ν ψ(ν, µ, g1)R0(ν, λ) (2.5)
(actually R˜ ∼ R˜1 here). One can also stipulate an equation (•) ∂iR˜(λ, µ, x) = Ki(λ)R˜ −
R˜Ki(µ). Some calculations now give (♣♣) χ∗(µ, λ, g) = −χ(λ, µ, g) and, generally and
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aside from the formulas (2.3), we know that the functions χ, χ∗, and the gi are analytic in
C/G so by Cauchy’s theorem (λ, µ ∈ G)
0 = −
∫
∂G
χ(ν, λ, g1)g1(ν)g
−1
2
(ν)χ∗(ν, µ)dν =
∫
∂G
χ(ν, λ)g1(ν)g
−1
2
(ν)χ(µ, ν)dν (2.6)
Note here that from (2.3) one knows χ(λ, µ) ∼ (λ−µ)−1 for λ→ µ and χ∗(λ, µ) ∼ (λ−µ)−1
as well. Then from (2.6) and a residue calculation one obtains for g1 = g2 another proof of
(♣♣), requiring only that the gi be analytic in C/G. Finally we can write (2.6) in terms of
ψ via (♠♠), namely
0 =
∫
∂G
ψ(ν, λ, g1)ψ(µ, ν, g2)dν (2.7)
which is a more familiar form of Hirota bilinear identity (but now generalized considerably).
One can derive the DZM equations immediately from the Hirota bilinear identity (2.6)
as in [4]. Thus write g(ν) = exp[Ki(ν)xi] with Ki = Ai(λ − λi)−1 so that g1(ν)g−12 (ν) =
exp[Ai(ν − λi)−1(xi − x′i)]. Look at (2.6) and differentiate in xi (with x′i fixed); then let
x′i → xi to obtain
0 =
∫
∂G
[
∂iχ(ν, µ, g1)]χ(λ, ν, g1) + χ(ν, µ, g1)
Ai
ν − λiχ(λ, ν, g1)
]
dν (2.8)
Computing residues yields (g ∼ g1)
− ∂iχ(λ, µ, g) + χ(λi, µ, g)Aiχ(λ, λi, g) + Ai
µ− λiχ(λ, µ, g) − χ(λ, µ, g)
Ai
λ − λi = 0 (2.9)
Using the relation (♠♠) ψ(λ, µ, g) = g−1(µ)χ(λ, µ, g)g(λ) this is immediately seen to be
equivalent to
∂iψ(λ, µ, g) = ψ(λi, µ, g)Aiψ(λ, λi, g) (2.10)
To derive the DZM system take for G a set of three identical unit discs Di with centers
at λ = 0. The functions Ki(λ) have the form Ki(λ) = Ai/λ for λ ∈ Di and Ki(λ) = 0
for λ 6∈ Di (the Ai are commuting matrices). Evaluating (2.10) for independent variables
λ, µ ∈ {0i, 0j , 0k} one obtains
∂iψ(λ, µ) = ψ(0i, µ)Aiψ(λ, 0i), ∂iψ(λ, 0j) = ψ(0i, 0j)Aiψ(λ, 0i); (2.11)
∂iψ(0j , µ) = ψ(0i, µ)Aiψ(0i, 0j); ∂iψ(0j , 0k) = ψ(0j , 0i)Aiψ(0i, 0k)
Now one can integrate equations containing λ, µ over ∂G with weight functions ρ(λ), ρ˜(µ)
so there results (no sum over repeated indices)
∂iΦ = f˜ifi; ∂ifj = βjifi; ∂if˜j = f˜iβij ; ∂iβjk = βjiβik (2.12)
where
Φ =
∫
ρ˜(µ)ψ(λ, µ)ρ(λ)dλdµ; βij = (Aj)
1/2ψ(0j , 0i)A
1/2
i ; (2.13)
3
fi = A
1/2
i
∫
ψ(λ, 0i)ρ(λ)dλ; f˜i =
∫
ρ˜(µ)ψ(0i, µ)A
1/2
i dµ
The system of equations (2.12) implies that
∂i∂j f˜k = [(∂j f˜i)f˜
−1
i ]∂if˜k + [(∂if˜j)f˜
−1
j ]∂j f˜k; (2.14)
∂i∂jΦ = [(∂j f˜i)f˜
−1
i ]∂iΦ+ [(∂if˜j)f˜
−1
j ]∂jΦ
∂i∂jfk = (∂ifk)(f
−1
i ∂jfi) + (∂jfk)(f
−1
j ∂ifj); (2.15)
∂i∂jΦ = ∂iΦf
−1
i (∂jfi) + ∂jΦf
−1
j (∂ifj)
The first system in (2.14) is the matrix DZM equation with the first system in (2.15) as
its dual partner. At this stage the development is purely abstract; no reference to Egorov
geometry or TFT is involved. In this note we will refer to
∂ifj = βjifi (i 6= j); ∂iβjk = βjiβik (i 6= j 6= k); βij = βji; (2.16)
as a (reduced) DZM system (see Remark 3.1 for the last condition). In addition one will
want a condition
∂βij = ∂fj = 0 (∂ =
∑
∂k) (2.17)
discussed below (cf. Remark 3.1 in particular). Note that
∂βjk =
∑
i
βjiβik = B
2
jk (2.18)
so (2.17) for βij implies that B
2 = 0 where B = (βij). One recalls also that
∂kβij = βikβkj (i 6= j 6= k); ∂βij ≡ ∂iβij + ∂jβji +
∑
m6=i,j
βimβmj = 0 (i 6= j) (2.19)
are referred to as Lame´ equations. They correspond to vanishing conditions Rij,ik = 0
and Rij,ij = 0 respectively for the curvature tensor of the associated Egorov metric (see
Section 3). Compatibility conditions for the equations (2.15) give the equations for rotation
coefficients βij as in (2.12). One has the freedom to choose the weight function ρ˜ keep-
ing the rotation coefficients invariant, and this is described by the Combescure symmetry
transformation
(f˜ ′i)
−1∂if˜
′
j = f˜
−1
i ∂if˜j (2.20)
Similarly the dual DZM system admits (∂if
′
j)(f
′
i)
−1 = (∂ifj)f
−1
i . The function Φ is consid-
ered as a wave function for two linear problems (with different potentials) corresponding to
the DZM and dual DZM systems. A general Combescure transformation changes solutions
for both the original system and its dual (i.e. both ρ and ρ˜ change). We note also that,
according to [23, 24], the theory of Combescure transformations coincides with the theory
of integrable diagonal systems of hydrodynamic type.
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It is natural now to ask whether some general WDVV equations (see below) arise di-
rectly from DZM as formulated here, without explicit reference to Egorov geometry etc. We
emphasize however that the role of Egorov geometry and its many important connections to
integrable systems, TFT, etc. is fundamental here (cf. Section 3); we are in fact using the
Egorov geometry to isolate some algebraic features, after which the geometry disappears (cf.
here [19] for example where the need for a general context is indicated). In this direction
consider a scalar situation where fj ∼ ψj and assume βij = βji in (2.12) as indicated in
(2.16). Then ∂ifj = βjifi and ∂jfi = βijfj which implies ∂if
2
j = ∂jf
2
i . This corresponds
to the existence of a function G such that f2i = ∂iG = Gi. Then look at (2.15) where (no
sums)
fk∂i∂jfk =
fkfi∂ifk∂jfi
f2i
+
fkfj∂jfk∂ifj
f2j
⇒ (2.21)
⇒ fk∂i∂jfk = GkiGij
4Gi
+
GkjGji
4Gj
Also from 2fk∂jfk = Gkj one gets 2∂ifk∂jfk + 2fk∂i∂jfk = Gkji. Similarly 2fi∂jfi = Gij
implies 2∂kfi∂jfi+2fi∂k∂jfi = Gijk and 2fj∂ifj = Gji implies Gjik = 2∂kfj∂ifj+2fj∂k∂ifj.
Hence, using (2.21), we get
2f2kGijk = 4f
2
k∂ifk∂jfk + 4f
3
k∂i∂jfk = GikGjk + f
2
k
[
GkiGij
Gi
+
GkjGji
Gj
]
(2.22)
This implies
2Gijk =
GikGjk
Gk
+
GkiGij
Gi
+
GkjGji
Gj
(2.23)
Similarly, f˜2i = ∂iG˜ and
∂iΦ = f˜ifi ⇒ fif˜i∂j∂iΦ = 1
2
(
GiG˜ij + G˜iGij
)
(2.24)
while from (2.14) - (2.15) one has
∂j∂iΦ =
{
fi∂j f˜i + fj∂if˜j
f˜i∂jfi + f˜j∂ifj
(2.25)
Consequently
fifj∂i∂jΦ =
1
2
(fif˜j + fj f˜i)Gij ; (2.26)
f˜if˜j∂i∂jΦ =
1
2
(fif˜j + fj f˜i)G˜ij
Further
βij = βji =
∂ifj
fi
=
∂jfi
fj
⇒ fifjβij = 1
2
Gij ; f˜if˜jβij =
1
2
G˜ij (2.27)
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Note also from (2.12) ∂iβjk = βjiβik, ∂kβij = βikβkj, and ∂jβik = βijβjk, while from (2.27)
we have
(∂kfi)fjβij + fi(∂kfj)βij + fifj∂kβij =
1
2
Gijk (2.28)
This leads to
1
2
Gijk =
{
fkfjβkiβij + fkfiβijβjk + fifjβikβkj
fkfj∂iβkj + fkfi∂jβik + fifj∂kβij
(2.29)
Such relations seem interesting in themselves.
Now one can reverse the arguments and, starting with G satisfying (2.23), define βij =
(1/2)[Gij/(GiGj)
1/2] = βji. Then immediately
∂kβij =
Gijk
2(GiGj)1/2
− Gij
4(GiGj)3/2
[GikGj +GiGjk] = (2.30)
=
1
4(GiGj)1/2
[
GikGjk
Gk
+
GkiGij
Gi
+
GkjGji
Gj
]
− Gij
4(GiGj)1/2
[
Gik
Gi
+
Gjk
Gj
]
=
=
GikGjk
4Gk(GiGj)1/2
= βikβkj
Also for fi =
√
Gi one has
∂jfi =
Gij
2(Gi)1/2
=
1
2G
1/2
i
2(GiGj)
1/2βij = βijfj (2.31)
which is the reduced DZM system (2.16). This shows that (2.22) characterizes reduced
DZM and we have
THEOREM 2.1. Referring to (2.16) as the (reduced) DZM system we stipulate N in-
dices. Then a solution of DZM yields a function G satisfying (2.23), (2.27), (2.28), and (2.29)
for example. Conversely given G satisfying (2.23) one can define βij = (1/2)[Gij/(GiGj)
1/2]
such that (2.30) and (2.31) hold for fi = (Gj)
1/2, which corresponds to reduced DZM.
REMARK 2.2. One can also develop an analogy of (2.22) in a matrix situation (i.e.
fj, βij , etc. are matrices). However this requires commutativity assumptions fifj = fjfi
for example, along with Gij = Gji and e.g. f
−1
k Gij = Gijf
−1
k . We do not pursue this here.
In order to go from (2.23) to (reduced) DZM to WDVV in a purely algebraic manner
one takes a basis of solutions fjp for ∂ifj = βjifi Here we assume N variables x
i which
will be denoted by ui in conformity with standard notation involving WDVV and Egorov
geometry. Classical theory cited in [17] for example yields N(N −1)/2 functions βij (i 6= j)
depending on N(N − 1)/2 arbitrary functions of one variable, along with N functions fi
depending on N arbitrary functions fˆi(u
i) = fi(0, · · · , 0, ui, 0, · · · , 0) determining initial val-
ues. Then one chooses a basis of solutions fip, 1 ≤ p ≤ N , associated e.g. to N successive
choices of fˆi accompanied by N − 1 zeros, and we can write (♣) f2jp = ∂jGp = Gpj . One
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should examine this a little more extensively. Thus assume the βij are given and consider
the equations for fi in (2.16) - (2.17) (cf. Section 3 and (• • •) therein for more details).
For N = 2 there is one β12 and two equations ∂1f2 = β12f1 and ∂2f1 = β12f2, leading to
(••) ∂1∂2f2 − (∂2logβ12)∂1f2 − β212f2 = 0; ∂1∂2f1 − (∂1logβ12)∂2f1 − β212f1 = 0 for which a
basis of solutions f11 = f11, f
2
1 = f12, f
1
2 = f21, and f
2
2 = f22 can be envisioned (roughly
speaking these are hyperbolic equations for which two arbitrary functions should appear in
the integration). For N = 3 we have β12, β13, and β23 with
∂1f2 = β21f1; ∂1f3 = β31f1; ∂2f3 = β23f2; (2.32)
∂3f2 = β23f3; ∂3f1 = β13f3; ∂2f1 = β12f2
leading to equations similar in form to (••) plus others of third order for exmple. However
it is better to simply think of (2.32) as a system of N = 3 ordinary differential equations
of first order. To see this we use the stipulation ∂fj = 0 = (
∑
∂k)fj from (2.17) so that for
N = 3 we can write e.g.
∂1f2 = β21f1; ∂1f3 = β31f1; ∂1f1 = −∂2f1 − ∂3f1 = −β12f2 − β13f3 (2.33)
or equivalently
∂1

 f1f2
f3

 =

 0 −β12 −β13β12 0 0
β13 0 0



 f1f2
f3

 (2.34)
For such systems there is a well known integration theory leading to a basis fjp as indicated
earlier.
REMARK 2.3. More generally (cf. Section 3) we will want a basis of solutions of
∂ifj = βjifi satisfying ∂fj = zfj for a “spectral parameter” z and the construction is
essentially the same. Thus for N = 3 for example, in place of (2.33) - (2.34) one has
∂1f1 = zf1 − ∂2f1 − ∂3f1 = zf1 − β12f2 − β13f3 leading to (2.34) with a z in the matrix
(1, 1) position. In this situation we can provide functions Gp(z) (≡ Gp(z, tk)), 1 ≤ p ≤ N ,
satisfying (2.23) with
∂fjp = (
∑
∂k)(G
p
j )
1/2 =
1
2
∑
k
(Gpj )
−1/2Gpjk = z(G
p
j )
1/2 ⇒
∑
k
Gpjk = 2zG
p
j (2.35)
For z = 0 this reduces to
∑
kG
p
jk = 0.
REMARK 2.4. One (degenerate) road to WDVV goes as follows. Set
cijk =
∑(GinGjnGkn
G1n
)1/2
(2.36)
The WDVV equations can be written as
ηrscrjkcℓms = η
rscrjℓckms; ηij = c1ij = ηji = constant (2.37)
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for which some discussion is given below. Then putting (2.36) in (2.37) we obtain (cf. (♣))
ηrs
∑
n
(
GrnG
j
nG
k
n
G1n
)1/2∑
p
(
GℓpG
m
p G
s
p
G1p
)1/2
= (2.38)
= ηrs
∑
a
(
GraG
j
aG
ℓ
a
G1a
)1/2∑
b
(
GkbG
m
b G
s
b
G1b
)1/2
Changing indices a→ n and b→ p one has
0 = ηrs
∑(GrnGjnGmp Gsp
G1nG
1
p
)1/2 [
(GknG
ℓ
p)
1/2 − (GℓnGkp)1/2
]
(2.39)
and one needs conditions which guarantee (2.39). Assume there is a functional relation
Gp = Gp(Gˆ) for some function Gˆ (with no a priori restrictions on Gˆ). Then ∂nG
k = ∂Gˆ∂nGˆ
and this yields (we write G for Gˆ for simplicity)
Gkn
Gkp
=
∂GG
k∂nG
∂GGk∂pG
=
∂nG
∂pG
=
∂GG
ℓ∂nG
∂GGℓ∂pG
=
Gℓn
Gℓp
(2.40)
which gives (2.39). However we will see in Remark 3.3 that the stipulation Gp = Gp(Gˆ)
leads to a degenerate geometrical situation.
3 WDVV
As background for WDVV we refer first to [11] where one considers a 2D TFT with N
primary fields φi and double correlation functions < φiφj >= ηij = ηji (cf. also [12, 13, 14,
20, 21] for detailed information on some low dimensional situations). The triple correlators
cijk =< φiφjφk > determine the structure of the operator algebra of the model via
φi · φj = ckijφk; ckij = ηkmcijm; (ηij) = (ηij)−1 (3.1)
along with < · · ·φiφj · · · >= ckij < · · · φk · · · >. This is a commutative algebra with unity φ1
where c1ij = ηij with c
i
1j = δ
i
j . The symmetry of cijk is equivalent to < ab, c >=< a, bc >
and such algebras (a, b, c ∈ A) are called Frobenius algebras (FA). It is of concern here to
consider algebras A(t), (t = t1, · · · , tN ) with cijk = cijk(t) and ηij = constant (we assume
here that A(t) has no nilpotents - decomposable case). Then in the TFT situation one can
write cijk = ∂i∂j∂kF (t) for a function F called the primary free energy. The conditions of
associativity give rise to the WDVV equations
ηµν
∂3F
∂tµ∂tβ∂tγ
∂3F
∂tα∂tλ∂tν
= ηµν
∂3F
∂tµ∂tβ∂tα
∂3F
∂tγ∂tλ∂tν
(3.2)
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Connections to Egorov geometry arise via the Darboux-Egorov (DE) integrable system (cf.
(2.16))
∂kγij(u) = γik(u)γkj(u) (i 6= j 6= k − no sum); ∂γij = (
N∑
1
∂k)γij = 0 (3.3)
with γij(u) = γji(u) for i 6= j (evidently γij ∼ βij of (2.16) - (2.17)). The ui are new
coordinates ui = ui(t) defined via
ckij(t) =
N∑
m=1
∂tk
∂um
∂um
∂ti
∂um
∂tj
(3.4)
and the functions γij(u) are expressed via components of the metric ηij where
gij(u) = ηkm
∂tk
∂ui
∂tm
∂uj
≡ giiδij ; γij(u) = ∂j
√
gii(u)√
gjj(u)
= γji(u) (3.5)
Next one recalls that a diagonal metric ds2 =
∑N
1 gii(u)(du
i)2 determines curvilinear or-
thogonal coordinates in a Euclidean space if and only if its curvature vanishes. This is
called an Egorov metric if the rotation coefficients γij = (∂j
√
gii(u)/
√
gjj(u)) for (i 6= j)
satisfy γij(u) = γji(u). Equivalently a potential V = V (u) exists such that gii(u) =
∂iV (u) (i = 1, · · · , N). Vanishing of the curvature of the Egorov metric is equivalent to
the integrable system (3.3) where (3.3) corresponds to the compatibility conditions of the
system (• • •) ∂jψi = γijψj (i 6= j − no sum); ∂ψj = zψj , which is related to the N-wave
interaction system. Note here that compatibility requires
∂∂jψi = (∂γij)ψj + γij∂ψj = (∂γij)ψj + zγij = ∂j∂ψi = z∂jψi = zγijψj (3.6)
so ∂γij = 0. The Egorov zero curvature metric ds
2 is called ∂-invariant if ∂gii(u) = 0 for
i = 1, · · · , N and then it can be specified uniquely by its rotation coefficients (no arbitrary
constants) via solution of the system (•••) for z = 0 (in particular ∂ψj = 0 as in (2.17)). The
same is true for the corresponding flat coordinates ti. Thus consider the system (♠) ∂jψi =
γijψj with ∂ψi = 0 for some solution γij = γji of (• • •). Then via γij = ∂j√gii/√gjj and
∂gii = 0 it follows that ψi =
√
gii is a solution of (♠). Conversely any solution ψ of (♠)
determines a ∂ invariant Egorov metric with the same rotation coefficients via gii = (ψi1)
2.
Let ψi1(u), · · · , ψiN be a basis in the space of solutions of (♠) (cf. Section 2); then one
can show that the scalar product ηij =
∑N
1 ψmi(u)ψmj(u) is nondegenerate and does not
depend on u (cf. [8] for details). The flat coordinates ti are then determined by quadratures
from the system
∂it
j = ψi1ψ
j
i ≡
√
giiψ
j
i ; ψ
j
i = η
jkψik (3.7)
and one notes that t1 = η1it
i = V is the potential of this metric. Indeed one obtains tj via
(3.7) (i.e. ∂it
j = ψi1ψ
j
i =
√
giiη
jkψik) and in particular
∂it1 = ∂iη1jt
j =
√
giiη1jη
jkψik =
√
giiψi1 = gii = ψ
2
i1 = ∂iV ∼ t1 = V (3.8)
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Note here from ∂jψi = γijψj and γij = γji one has (∂jψi/ψj) = (∂iψj/ψi) which implies
∂jψ
2
i = ∂iψ
2
j ; hence in particular this holds for ψj = ψj1. It follows that ds
2 is in fact a ∂
invariant Egorov metric of zero curvature. Finally one proves in [11] that any solution of the
WDVV equations (in the decomposable case) is determined by a solution γij = γji of the
integrable system (3.3) and by N arbitrary constants via gii = (ψi1)
2, ηij =
∑N
1 ψmiψmj ,
(3.7), and the formula
cijk(t) =
N∑
1
ψmiψmjψmk
ψm1
(3.9)
One has also the orthogonality conditions
∂tj
∂ui
= gii
∂ui
∂tk
ηkj ∼ gii∂u
i
∂tp
=
∂tj
∂ui
ηjp (i = 1, · · · , N) (3.10)
and the transformations
ξi =
N∑
1
g
1
2
jj
∂uj
∂ti
ψj ; ψi =
∑
g
− 1
2
ii
∂tj
∂ui
ξj (3.11)
Note that since ψ2i = ∂iV one can distinguish between the ψip via different functions V
p as
in Theorem 2.1. Then for ψip ∼ (∂iV p)1/2 one can define the ξpi as
ξpi =
∑
ψjpψji =
∑(
∂jV
p∂jV
i
)1/2
(3.12)
which will agree with the definition via ξpi =
∑
(∂uj/∂ti)ψjpψj1 (cf. (3.10)). Note also
ξi = g
1
2
ii
∑
g
− 1
2
jj
∂tk
∂uj
∂uj
∂ti
ξk (3.13)
umi =
∂um
∂ti
∼ ψmi
ψm1
(3.14)
This material is all gathered together in [8] where many details are spelled out.
REMARK 3.1. In connection with the Lame´ equations (2.19) let us note the following.
From βij = ∂jfi/fj = (1/2)[Gij/(GiGj)
1/2] we have
∂βij =
∑
m
βikβkj = ∂iβij + ∂jβji +
∑
m6=i,j
βmiβmj (3.15)
=
1
4(GiGj)1/2
∑
m
(
GmiGmj
Gm
)
= 0
Consequently
THEOREM 3.2. The condition ∂βij = 0 of (2.19) or (3.15) corresponds to B
2 = 0
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where B is the matrix B = (βij). Then fitting our functions G
p or G to the geometric
environment involves a stipulation
0 =
∑
m
(
GimGmj
Gm
)
(3.16)
together with (2.23).
REMARK 3.3. Let us reconsider the resolution f2jp = G
p
j with GP = G
p(Gˆ) of Remark
2.3 with regard to the geometrical meaning connected with γij ∼ βij , ψj ∼ fj, and umj =
∂um/∂tj ∼ (ψmj/ψm1) from (3.14). One obtains then from (2.40)
Gkn
Gkp
=
f2nk
f2pk
=
∂nGˆ
∂pGˆ
=
f2nℓ
f2pℓ
=
Gℓn
Gℓp
(3.17)
so (3.14) involves
fnk
fnℓ
∼ fn1u
n
k
fn1unℓ
=
fpk
fpℓ
=
fp1u
p
k
fp1u
p
ℓ
⇒ (3.18)
⇒ u
n
k
unℓ
=
upk
upℓ
≡ u
n
k
upk
=
unℓ
upℓ
= α ≡ ∂u
n
∂tk
= α
∂up
∂tk
Hence the Jacobian of transformation ti → uj, namely J = (∂(uj)/∂(ti)) will be “totally”
degenerate. Consequently Gp = Gp(Gˆ) is not a resolution with significant meaning and we
will now use the underlying geometry to obtain WDVV, while eventually phrasing matters
in terms of Gp (but Gp 6= Gp(Gˆ)).
To produce a mechanism leading from DZM to WDVV via the Gp we first recall a few
more formulas from [8, 10, 11]. First note that (3.4) corresponds to
∂up
∂ti
∂up
∂tj
= ckij
∂up
∂tk
(3.19)
since ∑
ckij
∂up
∂tk
=
∑ ∂um
∂ti
∂um
∂tj
(∑ ∂tk
∂um
∂up
∂tk
)
=
∂up
∂ti
∂up
∂tj
(3.20)
The WDVV equations (2.37) can be also expressed as
ckijc
m
ℓk = c
k
ℓjc
m
ik (3.21)
and this (plus ∂ic
m
jk = ∂jc
m
ik) follow as compatibility conditions for (♣♣♣) ∂iξj = z
∑
ckijξk.
Here ξj , as given in (3.11) via (♠♠♠) ξi =
∑
(∂uj/∂ti)ψjψj1, will not do since (3.11)
corresponds to z = 0 and we must go to the z dependent ψj (note however that z = 0 is
needed to produce a uniquely defined zero curvature Egorov metric). A direct calculation
is conceivable but the argument below will suffice to characterize WDVV via the Gpj .
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First we note that it is really quite wise to follow [10, 11] in writing tα and ui, with
summation on repeated Greek indices understood. This will enable us to make sense of
formulas involving derivatives of ξi ∼ ξα or ψj with respect to tβ and ui together. In this
context then let us isolate some key features of the WDVV - DZM correspondence from
[10, 11]. To begin we elaborate on the introduction of the spectral parameter z in (• • •)
and in the equations
∂αξβ = zc
γ
αβ(t)ξγ (∂1ξβ = zξβ) (3.22)
In an ad hoc spirit an elementary calculation shows that compatibility of (3.22) is equivalent
to WDVV in the form (3.21) along with (•♣•) ∂δcγαβ = ∂αcγδβ . Similarly compatibility of
(• • •) is equivalent to the DE system (3.3) (cf. (3.6)). Hence let us go to the ψjp(z) ∼
fjp(z) ≡ fjp(z, tk) of Remark 2.3 with Gpj (z) ≡ Gpj (z, tk) (1 ≤ j, p ≤ N). From [10, 11]
we let M be a space of parameters tα and consider a Frobenius algebra (FA) deformation
tα → t˜α(t, z) (cf. [10, 11] for the language of FA and Frobenius manifolds (FM)). For ∇ the
Levi-Civita` connection of the z = 0 metric one writes ∇˜u(z)v = ∇uv+zu·v (∇˜α(z) ∼ ∂/∂t˜α)
and then ∇˜ is flat, uniformly in z, if and only if WDVV holds with cαβγ = ∂α∂β∂γF . Here
the cγαβ are based on the z = 0 metric and WDVV as in (3.21) for example expresses
an associativity condition for the corresponding FA. Further any ξα satisfying (3.22) is a
gradient ξα = ∂αt˜ for some function t˜ and one obtains a fundamental system of solutions of
(3.22) via ξβα = ∂αt˜β. Actually the t˜ are specified via
∂α∂β t˜ = zc
ǫ
αβ∂ǫt˜ (3.23)
and one will have a coordinate family t˜γ (1 ≤ γ ≤ N) with ξγβ = ∂β t˜γ , where t˜γ = tγ +
zvγ + O(z2). The vγ are uniquely determined up to a transformation vγ → vγ + T γβ tβ for
T a constant matrix. Further there is a formula
z
d
2
−1 ∂t˜(t(u), z)
ψi1
= ψi(u, z) (3.24)
which establishes a 1− 1 correspondence between solutions of (•••) and (3.22). Here d is a
scaling parameter arising the consideration of self similar solutions of WDVV and we take
it to be 2 here in order to eliminate the z factor in (3.24) (cf. [10, 11, 16, 18] for a more
comprehensive treatment of WDVV).
With this background we pick now Gpj (z) ∼ f2jp(z) ∼ ψ2jp(z) as in Remark 2.3, so (• • •)
is satisfied, along with (3.3). Note this implies ∂βij = 0 so (3.15) is automatic. From (3.24)
we then obtain t˜α(u, z) and ξ
α
i via
ξαi = ∂i t˜α = ψi1ψ
α
i = ψi1η
α,kψik (3.25)
which reduces to (3.7) for z = 0. This leads to (3.22) whose compatibility implies WDVV.
Hence
THEOREM 3.4. Let Gpj ∼ f2jp ∼ ψ2jp be functions of z as in Remark 2.3, satisfying
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(2.23) and (2.35). Then one obtains (•••), and (3.3) holds for γij ∼ βij , which implies that
(3.15) is automatic. Further one obtains WDVV with cijk as in (2.36) by means of the map
ψjk → ξαi of (3.25). This means that such Gpj characterize WDVV as well as reduced DZM
with (2.17).
REMARK 3.5. For convenience we list together the stipulations on the Gp. Thus
generically
(A)
∑
kGjk = 2zGj
(B) 2Gijk =
GikGkj
Gk
+
GkiGij
Gi
+
GkjGji
Gj
(3.26)
Then it follows that (C)
∑
m[(GimGmj)/Gm] = 0 and to see this we note from (3.26) that
2zGij =
∑
k
Gijk =
1
2
{
Gij
Gi
∑
k
Gki +
Gji
Gj
∑
k
Gkj +
∑
k
GikGkj
Gk
}
=
= 2zGij +
1
2
∑
k
GikGkj
Gk
(3.27)
In terms of the metric gii ∼ ψ2i1 ∼ f2i1 ∼ G1i the conditions (A)− (B) for G1 can be written
in the form
2zgjj =
∑
k
∂kgjj; 2∂i∂kgjj =
∂igkk∂jgkk
gkk
+
∂kgii∂jgii
gii
+
∂kgjj∂igjj
gjj
(3.28)
where G1ji = ∂igjj = G
1
ij = ∂jgii, etc.
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