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Recently, the calculation of tunneling actions, that control the exponential suppression of the decay
of metastable vacua, has been reformulated as an elementary variational problem in field space. This
paper extends this formalism to include the effect of gravity. Considering tunneling potentials Vt(φ)
that go from the false vacuum φ+ to some φ0 on the stable basin of the scalar potential V (φ), the
tunneling action is the minimum of the functional SE [Vt] = 6pi
2m2P
∫ φ0
φ+
(D + V ′t )
2/(V 2t D)dφ, where
D ≡ [(V ′t )2 + 6(V − Vt)Vt/m2P ]1/2, V ′t = dVt/dφ and mP is the reduced Planck mass. This one-line
simple result applies equally to AdS, Minkowski or dS vacua decays and reproduces the Hawking-
Moss action in the appropriate cases. This formalism provides new handles for the theoretical
understanding of different features of vacuum decay in the presence of gravity.
§ 1 Introduction The calculation of the tunneling
action that controls the exponential suppression of the de-
cay of metastable states has been reformulated recently in
[1]. The new method offers an alternative to the standard
solution by Coleman [2] which is based on the calculation
of a tunneling bounce by solving a differential equation
in Euclidean space.
In a nutshell, the new approach works as follows. Con-
sider a potential V (φ) with a false vacuum at φ+ and a
true vacuum at φ− > φ+, as in the examples shown in
Fig. 1. Take a ‘tunneling’ potential Vt(φ) ≤ V (φ) that
connects the false vacuum with some point φ0 on the slope
beyond the barrier, in the basin of the true vacuum, with
Vt(φ+) = V (φ+) ≡ V+ and Vt(φ0) = V (φ0) ≡ V0. To such
function Vt(φ) associate the action
SE [Vt] ≡ 54pi2
∫ φ0
φ+
(V − Vt)2
(−V ′t )3
dφ , (1)
where V ′t = dVt/dφ. Then, under the condition that the
action density should satisfy
sE(Vt) ≡ 54pi2 (V − Vt)
2
(−V ′t )3
≥ 0 , (2)
find the Vt(φ) that minimizes SE [Vt]. The minimum ac-
tion thus found is the tunneling action corresponding to
the decay of the false vacuum at φ+. For details about
the derivation of this simple result, see [1].
The new method of calculation has a number of attrac-
tive features: it can be considered as a generalization of
the thin-wall case for arbitrary potentials; it allows a fast
and flexible numerical estimate of SE ; it can be used to
generate potentials that admit analytic solutions to the
tunneling problem; it can be readily extended to the case
of decays by thermal fluctuations, etc., see [1]. Moreover,
it is useful to have alternative formulations of important
problems as different approaches can offer a better handle
in dealing with different issues. Last but not least, the
new formulation is extremely direct and simple to state.
The purpose of this paper is to extend the work in [1]
including the effect of gravity, which can be quite relevant
for vacuum decay in cosmological settings or in discus-
sions of the population of vacua in the string landscape,
etc. The solution to this problem in the Euclidean bounce
formulation dates back to the work of Coleman and De
Luccia in [4].
In the new approach, the inclusion of gravitational ef-
fects simply modifies the action density to
sE(Vt) ≡ 6pi
2
κ2
(D + V ′t )
2
V 2t D
, (3)
where κ ≡ 1/m2P , with mP = 2.435 × 1018 GeV the
reduced Planck mass; D is a generalization of the field
derivative of Vt that includes gravitational corrections
D = D(φ) ≡
√
(V ′t )2 + 6κ(V − Vt)Vt . (4)
The problem to solve is as before: find the Vt that min-
imizes the action
∫ φ0
φ+
sE(Vt)dφ. Now the action density
(3) is explicitly positive-definite, but it should be real too,
of course, so Vt is constrained to give real D.
This remarkably simple formulation applies to the de-
cay of any type of vacua: AdS (V+ < 0), Minkowski
(V+ = 0) or dS (V+ > 0) and, in the latter case, it repro-
duces the Hawking-Moss exponent [5] in the appropriate
cases. Examples of Vt functions that minimize the tun-
neling action are shown by the red curves in Fig. 1 for
an AdS vacuum (upper plot) and a dS one (lower plot).
The qualitatively different behavior of the two cases is
apparent (the Minkowski case is similar to the AdS one).
The rest of the paper is organized as follows. In § 2, the
standard Euclidean approach of Coleman and De Luccia
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FIG. 1: Tunneling potential Vt(φ) (red) for decay out of an
AdS vacuum (upper plot) or a dS vacuum (lower plot) in some
example potentials V (φ) (blue).
to the calculation of the semi-classical tunneling expo-
nent for vacuum decay in the presence of gravity is re-
viewed. In § 3, the main result (3) is obtained, and the
corresponding Euler-Lagrange equation for the instanton
contribution to the tunneling exponent is derived. After
some comments in § 4 on the new action, the new method
is applied in ‘reverse gear’ to obtain analytically a poten-
tial V (φ) from a simple Vt(φ) in § 5.
After drawing some conclusions, several appendices are
devoted to more technical (but important) discussions.
Appendix §A1 contains the proof that the new formu-
lation agrees with the standard formulation. Appendix
§A2 derives the thin-wall limit for the tunneling action
using the new formulation. Appendix §A3 is dedicated to
proving that the minimum of the action along the correct
Vt(φ) is in fact a global minimum.
§ 2 Euclidean Action via the Tunneling Bounce
Take a single scalar field φ in 4 dimensions, with a
potential V (φ) that has a metastable false minimum at φ+
and a deeper minimum at φ−, see Fig. 1. For simplicity
φ+ = 0 is chosen in many of the plots, without loss of
generality.
The decay of this false vacuum proceeds by fluctuations
that nucleate bubbles of the energetically preferred phase
which grow and eat out the metastable phase. For suffi-
ciently long-lived states, the vacuum decay rate (per unit
volume) Γ/V is exponentially suppressed. For the decay
by quantum fluctuations Γ/V = A e−∆SE/~, where ∆SE
is the difference between two Euclidean actions, one for
the instanton mediating the decay (a bounce/instanton
configuration that connects the two phases) and the other
for the false vacuum background.
The bounce configuration results from solving a non-
linear differential equation, an Euler-Lagrange Euclidean
equation of motion with appropriate boundary condi-
tions. In the presence of gravity one also has to deal with
the cross-talk between the Euclidean space-time metric
and the instanton configuration. Assuming that the in-
stanton solution that dominates the decay has SO(4)
symmetry, the most general SO(4)-symmetric metric can
be written as
ds2 = gµνdx
µdxν = dξ2 + ρ(ξ)2dΩ23 , (5)
where ξ is a radial coordinate that measures the radial
distance along lines normal to three spheres of radius of
curvature ρ(ξ) while dΩ23 is the line element on a unit
three-sphere. The Ricci curvature scalar for this metric
is
R =
6
ρ2
(−ρρ¨− ρ˙2 + 1) , (6)
where the dots stand for derivatives with respect to ξ.
The instanton action for the decay of the metastable
φ+ (false) vacuum is obtained [2] by finding an SO(4)-
symmetric bounce φb(r) (or Euclidean bubble) that in-
terpolates between the false vacuum and (the basin of)
the true vacuum at φ−. This bounce solves the Euclidean
equation of motion
φ¨+
3ρ˙
ρ
φ˙ = V ′ . (7)
where a dot (prime) represents a derivative with respect
to ξ (φ), with the boundary conditions
φ˙b(0) = 0 , φ˙b(∞) = 0 . (8)
In the presence of gravity it is not guaranteed that
φb(∞) = φ+ and for dS vacua φb(∞) ≡ φ0+ can be quite
different from φ+ (although it is always on the basin of
the false vacuum). On the other hand, from Einstein’s
equations it follows that ρ(ξ) satisfies the equation
ρ˙2 = 1 +
κρ2
3
(
1
2
φ˙2 − V
)
, (9)
where κ ≡ 1/m2P .
Identifying ξ with time, Eq. (7) corresponds to the
classical motion of a particle in the inverted potential
−V (φ) with a velocity and time dependent friction force.
The solution can be found by undershooting and over-
shooting, changing the value of the field at the center of
3the Euclidean bubble, φb(ξ = 0) ≡ φ0, till the bound-
ary condition at ξ → ∞ is satisfied. At the same time,
Eq. (9) has to be solved, with different asymptotic be-
haviors, depending on the type of vacua V (φ+) is. For
AdS and Minkowski vacua, the bounce is non-compact,
with ρ extending over the infinite range ξ = (0,∞). At
ξ → ∞, for Minkowski vacua ρ(ξ) ∼ ξ while for AdS,
ρ(ξ) ∼ exp(ξ/ρ¯), with 1/ρ¯2 = −V+κ/3. For dS vacua,
instead, the bounce is compact and ρ extends over a fi-
nite range ξ = (0, ξmax), with ρ = 0 at both ends of the
interval. For more details on the standard picture, see
[4, 6].
The Euclidean action, from which the previous equa-
tions for φ and ρ follow, is
SE [φ] =
∫
d4x
√
g
[
1
2
gµν∂µφ∂νφ+ V (φ)− R
2κ
]
+ SGH
(10)
where SGH is the (Euclidean) Gibbons-Hawking bound-
ary term [3]. Applying this general expression to the
Euclidean bounce, one gets
SE [φb] = 2pi
2
∫ ξmax
0
{
ρ3
[
1
2
φ˙2 + V (φ)
]
+
3ρ
κ
(
ρρ¨+ ρ˙2 − 1)} dξ + SGH , (11)
where it is understood that ξmax = ∞ for non-compact
bounces, and
SGH = −6pi2 ρ
2ρ˙
κ
∣∣∣∣ξ=ξmax
ξ=0
. (12)
For the tunneling bounces under consideration, the
Gibbons-Hawking term vanishes and is usually ignored
from the beginning.
The action (11) can be simplified integrating by parts
to obtain
SE [φb] = 2pi
2
∫ ξmax
0
[
ρ3
(
1
2
φ˙2 + V
)
− 3ρ
κ
(
ρ˙2 + 1
)]
dξ .
(13)
Furthermore, both expressions (11) and (13) for the
bounce action can be simplified by using the equation
of motion (7) and the constraint (9) to get the two ex-
pressions
SE,1[φb] = −2pi2
∫ ξmax
0
ρ3V dξ , (14)
SE,2[φb] = 4pi
2
∫ ξmax
0
(
ρ3V − 3
κ
ρ
)
dξ . (15)
The tunneling exponent that suppresses vacuum decay is
the difference between this bounce action and the action
associated to the background (false vacuum) field config-
uration.
The background action can be obtained by substitut-
ing in the actions above the potential V by its value at
the false vacuum, V = V+, and the radius ρ(ξ) by the
corresponding solutions of (9) in such background
ρdS(ξ) = ρ¯ sin(ξ/ρ¯) ,
ρM(ξ) = ξ ,
ρAdS(ξ) = ρ¯ sinh(ξ/ρ¯) , (16)
with ρ¯ ≡ √3/(κ|V+|) for decays from dS, Minkowski or
AdS vacua, as indicated. One can obtain the background
actions SE+ analytically. In the case of Minkowski or AdS
decays, which occur through a non-compact bounce (with
ξmax =∞), the background action SE+ can be divergent,
but the divergence cancels against a similar divergence
coming from the bounce action SE [φb] and one ends up
with a finite tunneling exponent
∆SE ≡ SE [φb]− SE+ . (17)
It is customary to regulate such actions using a cutoff
in the ξ integrals matching both solutions to enforce the
cancelation, but it is more convenient to leave the SE+
integral unevaluated and rewrite it in terms of an integral
over the bounce ξ-coordinate, as shown below.
Consider the AdS vacuum decay first. Using form (14),
the background action for the AdS false vacuum (V+ < 0)
can be written as
SE+ = −2pi2
∫ ∞
0
ρ3AdSV+ dξAdS . (18)
One can change the integration variable from ξAdS to the
bounce ξ-coordinate by identifying ρAdS(ξAdS) = ρ(ξ),
from which one gets
dξAdS
dξ
=
ρ˙√
1− κV+ρ2/3
. (19)
Using this to rewrite SE+ one ends up with the expression
∆SE,1 = −2pi2
∫ ∞
0
ρ3
(
V − V+ρ˙√
1− κV+ρ2/3
)
dξ . (20)
If form (15) of the action is used instead, following the
same procedure one arrives at
∆SE,2 = 4pi
2
∫ ∞
0
[
ρ3V − 3ρ
κ
− (ρ
3V+ − 3ρ/κ)ρ˙√
1− κV+ρ2/3
]
dξ .
(21)
Of course one should get ∆SE,1 = ∆SE,2. Both tunneling
actions (20) and (21) also reproduce the Minkowski result
simply setting V+ = 0, as the procedure followed goes
through with dξM/dξ = ρ˙ [which is the V+ = 0 limit of
(19)].
For the dS case this rewriting of SE+ is not needed and
one simply has, using (14)
∆SE = SE [φb] +
24pi2
κ2V+
. (22)
4As in the case without gravity, analytical results for
these tunneling exponents are generically not possible
and one resort to numerical solutions of the differential
equations. One exception is the case when the false vac-
uum is nearly degenerate with the true one, case in which
an analytical thin-wall expression can be used. The stan-
dard derivation is not discussed here but §A2 contains
a simple and direct derivation of this formula using the
alternative approach presented in this paper.
§ 3 Euclidean Action via a Tunneling Potential
Let us follow the approach of [1] and introduce an aux-
iliary function, Vt(φ), the ‘tunneling potential’. Its con-
nection with the standard bounce method is
Vt(φ) ≡ V (φ)− 1
2
φ˙2b , (23)
where it is understood that φ˙b is considered as a function
of the field φ.
The properties of Vt(φ) are nearly the same as in [1]:
1) obviously Vt(φ) ≤ V (φ), with Vt(φ0) = V (φ0) and
Vt(φ0+) = V (φ0+), as φ˙b(0,∞) = 0 at these end points of
the bounce; 2) Vt(φ) is a monotonic function for the case
of non-compact bounces but it is not-monotonic for com-
pact bounces. This difference in behavior follows from
the fact that Vt(φ) is minus the Euclidean energy, which
varies with ξ as
d
dξ
[
1
2
φ˙2b − V (φb)
]
= −3
ρ
ρ˙ φ˙2b . (24)
For non-compact bounces ρ˙ > 0 and the Euclidean energy
is dissipated by the friction term in (7). However, for
compact bounces, ρ˙ changes sign at some intermediate
value ξ = ξt in the interval (0, ξmax). For ξ > ξt, ρ˙ <
0 and there is anti-friction. Noting that the bounce is
also a monotonic function of ξ (intuitively clear from the
‘motion in an inverted potential’ picture1), there is a one-
to-one correspondence between the slope of ρ and that
of Vt(φ). So, for non-compact bounces (for decay from
AdS or Minkowski vacua) Vt is monotonically decreasing
(V ′t < 0) as in the case without gravity. For compact
cases, corresponding to decays from dS space, the slope
of Vt is negative on the side closer to the true vacuum
but turns positive on the side closer to the false vacuum
(corresponding to ξ > ξt). Examples of these different
behaviors of Vt(φ) are shown in Fig. 1.
Proceeding as in [1] one can remove the reference to the
bounce (and the 4-dimensional Euclidean space in which
it lives) in favor of Vt(φ). From (23)
φ˙b = −
√
2[V (φ)− Vt(φ)] , (25)
1 Non-monotonic oscillating Coleman-De Luccia bounces exist [7]
but for the purposes of this paper only their monotonic part
starting at ξ = 0 is relevant.
where the minus sign, chosen due to φ+ < φ−, would be
a plus if one takes φ+ > φ−. Eq. (25) can then be used
to remove any ξ-derivative of φb in terms of Vt (and V ).
The Euclidean radius ρ can be obtained from (7) and (9)
as
ρ =
3
√
2(V − Vt)
D
, (26)
where the combination
D = D(φ) ≡
√
(V ′t )2 + 6κ(V − Vt)Vt , (27)
first appears. Further derivatives of ρ can be eliminated
in the same way, e.g.
ρ˙ = −V
′
t
D
, ρ¨ = −κ
3
ρ (3V − 2Vt) . (28)
Notice that the zero in ρ˙(ξt) for compact bounces is re-
lated to a zero in V ′t (at some φt away from the end
points), in agreement with the previous discussion. No-
tice that, to keep D real, this requires Vt > 0. By continu-
ity, V ′t > 0 [in the interval (φ+, φt)] also requires Vt > 0.
Taking a derivative of (26) with respect to ξ one gets
the differential equation for Vt:
(4V ′t − 3V ′)V ′t = 6(Vt − V )[V ′′t + κ(3V − 2Vt)] , (29)
which takes the place of (7) in the new formulation of
the tunneling problem (at least for Minkowski and AdS
vacua): find a φ0 and a Vt(φ) that solve (29) with the
boundary conditions:
Vt(φ+) = V (φ+) , Vt(φ0) = V (φ0) . (30)
Eq. (29) also leads [assuming V ′(φ+) = 0] to
V ′t (φ+) = 0 , V
′
t (φ0) = 3V
′(φ0)/4 . (31)
The case of dS vacua, for which the instanton does not
reach all the way to φ+, will be discussed below.
Note that the limit κ→ 0 of Eq. 29 reduces to the dif-
ferential equation for the case without gravity discussed
in [1], as it should. Notice also that with the new formu-
lation there is no need to keep track of the two functions
ρ(ξ) and φ(ξ) but just one: Vt(φ).
For later use, notice that Eq. (29) can be rewritten in
terms of D as
d
dφ
logD =
3V ′ − 4V ′t
6(V − Vt) . (32)
Once Vt has been found, one still needs to calculate the
action associated to it. In the case without gravity Der-
rick’s theorem [8] was used to select one particular form of
the bounce action to be transformed to the new language
[1], but there is no recourse to a Derrick’s theorem with
gravity. However, one can reverse engineer the problem
and find what action density reproduces Eq. (29) under
5variations with respect to Vt. Following that route, one
can determine the tunneling action density up to an arbi-
trary term that only depends on Vt. Comparing with the
bounce action of the standard approach that constant is
fixed and one arrives at
SnewE [Vt] =
6pi2
κ2
∫ φ0
φ+
(D + V ′t )
2
V 2t D
dφ , (33)
The detailed proof of the exact correspondence between
this action and the standard one is presented in §A1.
In that appendix it is shown that, for the decay of
Minkowski or AdS vacua, one has
SnewE [Vt] = ∆S
old
E ≡ SE [φb]− SE+ , (34)
so that the new action encapsulates in a single expression
the difference of the bounce and background actions of
the standard formulation.
The dS case requires a more detailed discussion as in
general φb(ξmax) ≡ φ0+ 6= φ+, so that the field range
covered by the compact bounce, (φ0+, φ0) does not cor-
respond to the range (φ+, φ0) in the integral of Eq. (33).
Remarkably, an equality like (34) also holds in the dS
case if one extends the definition of Vt outside the instan-
ton field range, taking Vt = V in the interval (φ+, φ0+).
Such extended Vt is shown in Fig. 1, lower plot. With
that extension, one has
SnewE [Vt] =
24pi2
κ2
∫ φ0+
φ+
V ′t
V 2t
dφ+
6pi2
κ2
∫ φ0
φ0+
(D + V ′t )
2
V 2t D
dφ
=
24pi2
κ2
(
1
V+
− 1
V0+
)
+
∫ φ0
φ0+
snewE dφ , (35)
In §A1 it is shown that, again, this exactly reproduces
the standard result, so that (34) also hols for dS.
Note that Vt = V is not a solution of the instan-
ton equation of motion (29). Nevertheless, an impor-
tant property of the action (33) is, by construction, that
its functional variation with respect to Vt(φ) returns the
equation of motion (29). More explicitly, one gets
δSE
δVt
= −108pi2 (V − Vt)
D5
EoM , (36)
where EoM ≡ (4V ′t−3V ′)V ′t +6(V −Vt)[V ′′t +κ(3V −2Vt)].
From the additional (V − Vt) factor one sees that the
extension V = Vt away from the instanton range also
extremizes the action.
Another interesting consequence of Eq. (35) is that it
returns the Hawking-Moss action when the CdL bounce
dissappears. In that case, φ0+ and φ0 converge to φT ,
the field value corresponding to the top of the barrier. In
that case the instanton part of the action (35) vanishes
and one gets, with VT ≡ V (φT ),
SnewE [Vt] =
24pi2
κ2
(
1
V+
− 1
VT
)
≡ SHM , (37)
precisely the Hawking-Moss result [5].
To see this in more quantitative terms, assume that
(the instanton part of) Vt is very flat, say Vt ' Vi where
Vi is a positive constant (with V+ ≤ Vi ≤ VT ). Then one
can neglect V ′t and pull Vt out of the integral for S
new
E .
Using (35)
SnewE '
24pi2
κ2
(
1
V+
− 1
Vi
)
+
6pi2
√
3 σ(Vi)
(κVi)3/2
, (38)
with
σ(Vi) ≡
∫ φi−
φi+
√
2(V − Vi) dφ , (39)
where φi+,i− are the two solutions of V (φ) = Vi. For a
more realistic trial solution, σ(Vi) would be replaced by a
more complicated integral, but the rough approximation
with flat Vi can be used to estimate parametrically the
behavior of the tunneling solution.
The non-instanton piece of (38) starts at zero for Vi =
V+ and grows to the Hawking-Moss action for Vi = VT ,
the top of the barrier. The instanton piece instead starts
at some positive value for Vi = V+ [with σ(Vi) corre-
sponding then to the usual wall-tension if the thin-wall
limit is applicable], and goes to zero when Vi = VT . For
the restricted type of approximate Vt configurations con-
sidered, but also in general, the action is minimized by
the interplay of these two opposite tendencies.
If κV+ grows [keeping the shape of V (φ) unchanged],
the non-instanton piece of (38) decreases as 1/(κV+)
2
while the instanton piece decreases at the slower rate
1/(κV+)
3/2. Therefore, for sufficiently large κV+ the non-
instanton part wins and the action is minimized by the
Hawking-Moss configuration.
In the opposite limit of κV+ → 0 the non-instanton part
diverges and the instanton part dominates the tunneling
(with Vi → V+ and φ0+ → φ+).
When the minimum of the action occurs at some in-
termediate value of Vi, that value could be calculated by
solving
dSnewE
dVi
= 0 , (40)
which leads to
4
√
Vi
3κ
=
3
2
σ(Vi) +
∫ φi−
φi+
Vi dφ√
2(V − Vi)
. (41)
For a thermal description of this two-step dS tunneling
see [9].
§ 4 Comments on SnewE . Some additional com-
ments on the action (33) are the following.
a) The action density is explicitly positive definite:
snewE ≡
6pi2
κ2
(D + V ′t )
2
V 2t D
≥ 0 . (42)
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FIG. 2: Comparison of the new action density of Eq. (42)
(upper plot) with standard tunneling action densities sE,1,2 of
Eqs. (20) and (21) (lower plot), for the potential of § 5, with
C = 100, κ0 = 1, V+/µ
4 = −0.5.
As a trivial consequence, this expression is better suited
for numerical evaluation than the standard ones, which
can take both negative and positive values. For illus-
tration, Fig. 2 shows the new action density (red curve,
upper plot) and the two versions of the standard ac-
tion densities corresponding to (20) and (21), rewritten
as functions of φ, (lower plot) for a particular potential
(described in the next section). Although the final ac-
tion is SE ' 870, the standard action densities take very
large peak values, which can lead to lower precision of nu-
merical evaluations (that require a cancellation between
contributions of opposite sign much larger than the end
result).
b) When the gravitational effects are small one can
expand the action density in powers of κ. For the decay
from Minkowski or AdS, V ′t ≤ 0, and the expansion is
snewE = 54pi
2 (V − Vt)2
(−V ′t )3
[
1− 6κ(V − Vt)Vt
(V ′t )2
]
+O(κ2) .
(43)
The κ0 term reproduces the action presented in [1]. Con-
cerning the O(κ) terms, noting that Vt ≤ 0 in such de-
cays, one sees that the small gravitational effects always
make the vacua more stable (higher tunneling action).
In assessing this effect there is no need to worry about
the O(κ) effect of gravity on the Vt calculation itself as
the zero-gravity action is stationary and such corrections
affect the action only at O(κ2).
For the decay of dS vacua, there is always a region of
field space for which V ′t ≥ 0, Vt ≥ 0. In that region one
gets a different expansion:
snewE = 24pi
2 V
′
t
κ2V 2t
(44)
+ 54pi2
(V − Vt)2
(V ′t )3
[
1− 6κ(V − Vt)Vt
(V ′t )2
]
+O(κ2) .
As explained before, the 1/κ2 term plays an impor-
tant role in connecting the tunneling action (33) to the
Hawking-Moss action. When the effects of gravity are
small, however, φ0+ is exponentially close to φ+ and the
divergent contribution from the 1/κ2 term goes to zero,
as we have discussed before.
c) The action density snewE would blow up if either Vt
or D go to zero. When Vt crosses zero (as it must happen
for a decay from dS to AdS), an expansion in powers of
Vt gives
snewE =
12pi2
κ2V 2t
[√
(V ′t )2 + V
′
t
]
+O(V 0t ) . (45)
The divergence is absent if V ′t < 0, which is satisfied for
dS decays at the point where Vt crosses zero (remember
that V ′t starts positive from φ+, reaches zero at some
intermediate value where Vt > 0 and only later becomes
negative).
Concerning D, which is positive definite, the ‘equation
of motion’ for Vt, written in the form (32), shows that D
approaches zero only exponentially, because its derivative
is proportional to itself. So, one does not expect to find
D = 0 at some intermediate value of φ but D → 0 will
happen at φ+ for AdS or Minkowski decays. In order to
get a finite value of SnewE the condition
lim
φ→φ+
V ′t
D
(φ− φ+) = 0 , (46)
should be satisfied. An explicit case of this behavior is
shown in the discussion of §A1.
d) Already from the pioneering work of Coleman and
De Luccia [4] it is known that gravitational effects could
quench vacuum decay forbidding decays that would be
allowed without gravity (see §A2 for a re-derivation of
this famous result in the thin-wall limit). In the new for-
malism, gravitational quenching of vacuum decay can be
understood quite simply as the result of the impossibility
of finding tunneling paths with real D for some poten-
tials. In the Minkowski or AdS cases, the monotonicity
of Vt sets a limit on the average values of V
′
t and Vt which
might not be sufficiently large to compensate the nega-
tive value of 6κ(V − Vt)Vt. In integral form, Vt should
7satisfy the inequality
∆V+0 ≡ V+ − V0 ≥
∫ φ0
φ+
√
6κ(V − Vt)(−Vt) dφ , (47)
and it is easy to imagine cases in which this is not possi-
ble. For instance, large enough κ(V − V+) would lead to
gravitational quenching.
e) As in the case without gravity, one expects that it
should be simple to estimate Vt(φ) for a given potential
making educated guesses (as in [1]) to get an accurate ap-
proximation to the tunneling action using (33), although
no dedicated study of this application is performed in this
paper. The success of such numerical approach rests on
the fact that the action (1) is not only an extremal for the
Vt that solves the corresponding Euler-Lagrange equation
but it is in fact an absolute minimum. This leads to the
next (final) comment.
f) In the case with gravity, the action (33) is, by con-
struction, an extremal for the right Vt that solves (29)
(supplemented by an interval with Vt = V in the case of
dS vacua). It can be proven that also with gravity present
the action (33) is an absolute minimum at the right Vt.
This important result is proven in §A3 and allows to re-
formulate the calculation of the tunneling action as the
simple variational problem described in the introduction.
§ 5 Potentials with Exact Tunneling Solutions
Having potentials that allow to solve the tunneling prob-
lem analytically is quite useful and there is a number of
papers in the literature that provide such potentials using
different methods of attack. In the presence of gravity, a
possibly incomplete list of such previous work is [10].
The new approach to tunneling action calculations
based on the tunneling potential is also useful for the pur-
pose of finding such analytical potentials, as was demon-
strated in [1]. Here this application is extended to the
case without gravity.
Instead of starting from V and solving for Vt, one pos-
tulates a given Vt and integrates (29) to obtain the cor-
responding V . While in the case without gravity a closed
form solution for V could be given, this does not seem
possible with gravity. Nevertheless, one can still solve for
V for particular choices of Vt.
Take, for instance
Vt = V+ − µ4 sin2 ϕ , (48)
where V+ ≤ 0 (only Minkowski or AdS vacua) and
ϕ ≡ φ/M , with µ,M some mass scales that control the
depth and slope of Vt(φ). It is possible to integrate (29)
obtaining
V = Vt −
µ8s22ϕ
6κ0Vt
{
1 +
µ4cακ0ϕ s
−(1+α)κ0
ϕ
2[A(ϕ) + C]Vt
}
, (49)
where sϕ ≡ sinϕ, cϕ ≡ cosϕ, κ0 ≡ κM2. The func-
tion A(ϕ) is given in terms of the Appell hypergeometric
0.0 0.5 1.0 1.5
0
5
10
15
ϕ/M
V(ϕ)/μ4
,V
t(ϕ)/μ4
Vt
V
FIG. 3: Potential V (φ) of Eq. (49), with C = 100, κ0 =
1, V+/µ
4 = −0.5 (blue) and its corresponding Vt(φ), from
Eq. (48), (red).
function of two variables, F1(a; b1, b2; c;x, y), as
A(ϕ) ≡ c
2+ακ0
ϕ
α2(2 + ακ0)
F1
(
a; b1, b2; c; c
2
ϕ;−c2ϕ/α
)
, (50)
with a = 1 + ακ0/2, b1 = (1 + α)κ0/2, b2 = 2, and
c = 2 +ακ0/2. Finally, C is an integration constant that
can be expressed in terms of φ0 solving V (φ0) = Vt(φ0).
An example of this potential is given in the upper plot
of Fig. 1, corresponding to the parameter choice C = 4,
κ0 = 0.8 and V+/µ
4 = −0.25. The potential (49) also has
a thin-wall limit for κ0  1. As an example, for C = 100,
κ0 = 0.01, V+/µ
4 = 0.01 both V (φ) and Vt(φ) are plotted
in Fig. 3.
Rather than a thorough search for the simplest analyt-
ical cases, here we just give this example. No doubt other
interesting potentials can be found using this method.
§ 7 Conclusions The new formulation of [1] shows
how to calculate tunneling actions purely in field space,
without reference to an auxiliary Euclidean space in
which the standard bounce lives. Moreover, it allows to
formulate the problem of obtaining such actions in rather
elementary terms, as a quite simple variational problem:
find a function Vt that minimizes the actional functional
(1) connecting the metastable and stable phases.
An obvious extension of the work in [1] was to include
the effects of gravity, which can be very relevant, and it
was not clear whether the simple alternative prescription
would also hold in this rather more complicated situation.
In this paper it is shown that this is indeed the case, with
the problem being reduced to a similar variational prob-
lem, with just a slightly more complicated action density,
as given in (3). It is remarkable that such a simple pre-
scription encompasses decays from all types of vacua (dS,
Minkowski, AdS) in a single universal formula and also
reproduces the Hawking-Moss exponent in the appropri-
ate limit. Sidney Coleman would have been pleased with
it!
8In spite of its very appealing features in terms of sim-
plicity and ease of implementation, this new method can-
not be taken as an alternative to completely replace the
bounce approach, which is certainly more fundamental.
To begin with, the alternative method relies on the SO(4)
symmetry of the bounce that dominates the decay (an as-
sumption that remains unproven in the case with gravity)
and cannot be applied if that symmetry is not present.
Moreover, the quantum corrections [11] to the semiclassi-
cal decay rate have to be computed by considering fluctu-
ations over the bounce and these are explicitly not SO(4)
symmetric.
Rather than as a replacement for the bounce method,
the new approach is complementary to it and can be most
useful not only in numerical applications but also in gain-
ing theoretical insight in particular problems in which
such insight is more difficult to gather from the standard
approach. Hopefully it will be fruitful also in this respect.
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§A1. Proof that SnewE =∆SoldE . That the new
tunneling action, given in (33), agrees with the conven-
tional one can be proven by showing that the two action
densities differ by an exact differential that vanishes at
the boundaries. Let us write the action functional (33)
as
SnewE =
∫ φ0
φ+
snewE dφ , (51)
with the (positive definite) action density
snewE =
6pi2
κ2
(D + V ′t )
2
V 2t D
. (52)
Consider first the decay from Minkowski or AdS vacua
and take as the conventional action Eq. (20). Transform-
ing the integral to a field-space integral using the proce-
dure explained in the main text one gets
∆SoldE =
∫ φ0
φ+
soldE dφ , (53)
with
soldE = −108pi2
(V − Vt)2
D3
(
V +
V ′t V+
D+
)
, (54)
where
D+ ≡
√
D2 − 6κ(V − Vt)V+ . (55)
Then it is straightforward to check that
snewE − soldE =
dF
dφ
, (56)
with
F (φ) = −12pi
2
κ2Vt
[
1− Vt
V+
+
3V ′t
2D
− (V
′
t )
3
2D3
+
VtD+
2V+D
(
3− D
2
+
D2
)]
. (57)
To find F (φ) it was useful to follow the homotopy oper-
ator method, as explained e.g. in [12]. In the Minkowski
case (for V+ → 0), this function has the finite limit:
F0(φ) = − 6pi
2
κ2Vt
(
1 +
V ′t
D
)2(
2− V
′
t
D
)
. (58)
Integrating (56) in φ one gets
SnewE −∆SoldE = F (φ0)− F (φ+) . (59)
Noting that D(φ0) = D+(φ0) = −V ′t (φ0), it follows that
F (φ0) = 0. To evaluate F (φ+), notice that one has
D(φ+) = D+(φ+) = 0 [assuming that V
′(φ+) = 0 at
the false vacuum]. To calculate the ratios of these quan-
tities, consider first the AdS case. Both V ′t /D and D+/D
diverge at φ→ φ+ and one needs to know in more detail
how V ′t , D,D+ approach zero.
Close to φ+, let us approximate the potential by keep-
ing up to its second derivative
V (φ) = V+ +
1
2
m2(φ− φ+)2 + . . . (60)
Solving the equation of motion (29) for the above po-
tential leads to the following expansion for the tunneling
potential2
Vt(φ) = V+ +
1
2
B(φ− φ+)2 +Bα(φ− φ+)2+α + . . . (61)
with
B =
3κV+
2
(
1 +
√
1− 4m
2
3κV+
)
< 0 , (62)
and
α =
2κV+
B
> 0 . (63)
On the other hand, Bα is a free constant that cannot
be determined by solving (29) around φ+ but is fixed
instead by the boundary condition at φ0. Such behavior
2 This is a Frobenius type of expansion, as expected given the fact
that φ+ is a regular singular point of (29).
9is expected, as Vt(φ) must depend on the shape of the
potential far from φ+. From this result it follows that
V ′t , D+ ∼ (φ− φ+) , D ∼ (φ− φ+)1+α/2 , (64)
which shows how the leading terms of (V ′t )
2 and 6κ(V −
Vt)Vt cancel out in D which is then controlled by the
subleading term.
The expansion of F (φ+) around φ+ gives terms that
are clearly zero except for a term proportional to
(V ′t )
3
D3
(φ− φ+)2 ∼ (φ− φ+)2−3α/2 . (65)
From Eqs. (62) and (63), it follows that α > 4/3 and so
the quantity (65) goes to zero for φ → φ+ ensuring that
F (φ+) = 0.
An alternative way of obtaining the same result is to
transform F (φ) back to the bounce language and use the
asymptotic behavior of ρ(ξ) and φ(ξ) for ξ →∞ (see e.g.
appendix A of [13]).
In the Minkowski case, remember that −V ′t /D = ρ˙
asymptotes to ρ˙ = 1 at ξ →∞, so that limφ→φ+ V ′t /D =
−1, while limφ→φ+ Vt(φ) = 0. One has therefore that
FM (φ+) = 0. In conclusion, for Minkowski and AdS de-
cays the vanishing of F and F0 at the boundaries φ0 and
φ+ proves that S
new
E = ∆S
old
E , as promised.
Consider next the dS case, for which
∆SoldE =
∫ φ0
φ0+
soldE dφ+
24pi2
κ2V+
, (66)
with
soldE = −108pi2
(V − Vt)2V
D3
, (67)
which is obtained translating (14) to field space.
One also has
SnewE =
∫ φ0
φ+
snewE dφ
=
∫ φ0
φ0+
snewE dφ+
24pi2
κ2
(
1
V+
− 1
V0+
)
, (68)
where snewE is as given in (52) and V0+ ≡ V (φ0+).
For this dS case one can check that
snewE − soldE =
dF0
dφ
, (69)
with F0(φ) given in (58). Integrating this in the interval
(φ0+, φ0) one has
SnewE −∆SoldE = F0(φ0)− F0(φ0+)−
24pi2
κ2V0+
. (70)
Now, at φ0 one still has D = −V ′t , so that F0(φ0) =
0, while at φ0+ one has V
′
t > 0 so that D = V
′
t , and
F0(φ0+) = 24pi
2/(κ2V0+). Plugging this in (70) leads to
the claimed equality SnewE = ∆S
old
E .
§ Thin-wall case When the potential difference be-
tween false and true vacua is very small, one expects to
be in the thin-wall limit (with the bounce having a sharp
transition between φ0 ' φ− and φ+ at some ξ). In such
cases an analytical expression for the tunneling action can
be obtained, in terms of the wall tension σ [4, 6].
The derivation of the analytic thin-wall expression for
the tunneling action using the tunneling potential ap-
proach proceeds as follows. Consider first the Minkowski
and AdS cases. When the barrier separating the false
and true minima in V is high compared to Vt one has
V ′t  (V − Vt)′. Using this, one can approximate the
equation of motion for Vt, written in the form (32) as
d
dφ
logD ' (V − Vt)
′
2(V − Vt) , (71)
which is readily integrated to get
D2 = (V ′t )
2 + 6κ(V − Vt)Vt ' C(V − Vt) , (72)
where C is an integration constant that can be expressed
in terms of the wall-tension as follows. Rewrite the pre-
vious equation as√
V − Vt ' −V
′
t√
C − 6κVt
. (73)
From this one gets
σ ≡
∫ φ0
φ+
√
2(V − Vt)dφ = −
√
2
∫ φ0
φ+
V ′t dφ√
C − 6κVt
'
√
2
3κ
(√
C − 6κV− −
√
C − 6κV+
)
, (74)
where V (φ0) ' V−, valid in the thin-wall case, has been
used. From this, C is extracted as
C = 6κV+ +
1
8σ2
(4∆V − 3κσ2)2 , (75)
where ∆V ≡ V+ − V−.
Using the results above, the tunneling action (52) can
be rewritten as
SnewE,tw =
6pi2
κ2
∫ φ−
φ+
dφ
√
V − Vt
V 2t
√
C
(√
C −
√
C − 6κVt
)2
.
(76)
This integral can be performed if one gets rid of the only
V appearance in the integrand using (73) to get
SnewE,tw =
12pi2
κ2Vt
(
1−
√
1− 6κVt/C
)∣∣∣Vt=V+
Vt=V−
. (77)
This agrees with the known result in the literature, see
e.g. [6, 14, 15]. In the case of small gravitational effects
an expansion in κ gives
SnewE,tw = S
(κ=0)
E,tw
[
1− 3κ〈V 〉σ
2
∆V 2
+O(κ2)
]
, (78)
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where
S
(κ=0)
E,tw =
27pi2σ4
2 ∆V 3
, (79)
and 〈V 〉 ≡ (V+ + V−)/2.
In the Minkowski limit (V+ → 0) one recovers from the
general expression (77) the Coleman result [4]
∆SE,tw =
∆S
(κ=0)
E,tw
(1− κ/κc)2 , (80)
with
κc ≡ 4∆V
3σ2
, (81)
displaying the gravitational quenching of the decay for
κ/κc → 1. For κ/κc > 1 the decay is forbidden. In
the new formalism this critical value comes from the re-
quirement that D should be real. This translates into the
inequality
−V ′t√−Vt
>
√
6κ(V − Vt) , (82)
integration of which results in the condition 3κσ2 < 4∆V .
Generalizing this discussion to include also AdS decays,
one gets
κc ≡
4
(√−V+ −√−V−)2
3σ2
, (83)
with decays forbidden if κ/κc > 1.
In the dS case the near degeneracy of false and true
vacua does not necessarily imply the thin wall case.
In terms of the tunneling potential approach, near-
degenerate vacua do not necessarily imply that Vt is very
flat in this case. This is because, first, now there is no
obstruction preventing Vt to curve upwards and second,
the instanton part of the Vt solution does not necessar-
ily connect to φ+. Nevertheless, when the instanton part
of the dS tunneling dominates (for small enough κV+)
with φ0+, φt → φ+, the derivation of the thin-wall action
proceeds as before.
§ Proof that SE[V t] is a minimum. By construc-
tion, the Vt(φ) that solves the equation of motion (29)
(possibly supplemented by an interval with Vt = V in the
dS case), with the boundary conditions (30) and (31), is
an extremal of the action functional (33). Interestingly,
this extremal corresponds in fact to an absolute mini-
mum, as is proven in this appendix using the general
method of ‘field of extremals’, see e.g. [16].
Consider the inverted-potential approach to the tun-
neling problem. Let us use bars to distinguish the true
tunneling solution, V t(φ), starting with φ˙(0) = 0 at
φ0 = φ¯0. Vary the initial value of the field φ(0) = φ0 [with
φ˙(0) = 0] and solve the differential equations (7) and (9).
For different starting points one finds either overshooting
(φ˙ > 0 at φ+, for φi > φ¯0 ) or undershooting (φ˙ = 0 at
some φ > φ+, for φi < φ¯0) solutions. For each solution
one can always define, via (23), a function Vt(φ). For the
purposes of this proof, one is interested on the evolution
of the field only up to φ+ = 0 for overshoots and up to
the point at which φ˙ = 0 for undershoots.3 See Figs. 4
and 5 for one particular example. In the dS case, un-
dershooting solutions are continued from their stopping
point to φ+ simply with Vt = V .
Proceeding in this way, a one-parameter family of ex-
tremals [solutions to the Euler-Lagrange Eq. (7)] is gen-
erated. The area of the (φ, vt) plane
4 covered by these
Vt solutions is called ‘field of extremals’, Γ, see Fig. 4.
Through every point inside this field Γ a single extremal
passes and defines a slope
p(φ, vt) = V
′
t (φ) . (84)
Again, dS vacua require some qualification. Along the
left border V (φ) of the ‘field of extremals’ different Vt
solutions can pass having either V ′t = V
′ (for the non-
instanton part of some solution) or V ′t = 3V
′/4 (for the
end of the instanton part of another solution), however
this will not affect the proof that follows. Apart from
this special case, the fact that a single extremal passes
through each point in Γ follows from the observation
that different extremal trajectories cannot intersect in
the phase space (φ, φ˙), as knowing φ and φ˙ determines
the trajectory uniquely. Fig. 5 shows one particular ex-
ample of the flow of solutions in this phase space. The
one-to-one correspondence between the (φ, φ˙) and (φ, vt)
spaces
(φ, φ˙) → (φ, vt) = (φ, V (φ)− φ˙2/2) ,
(φ, vt) → (φ, φ˙) = (φ,−
√
2[V (φ)− vt]) , (85)
guarantees that the Vt trajectories also do not cross.
The slope function (84) is used in the definition of
Hilbert’s invariant functional
S∗E [C] =
∫
C
s∗E(φ, vt, p) dφ (86)
=
∫
C
[
snewE (φ, vt, p) dφ+ (dvt − p dφ)
∂snewE
∂v′t
(φ, vt, p)
]
,
where snewE (φ, vt, v
′
t) is the action density (3) and C is a
curve vt(φ) inside Γ. The curves should start at the false
minimum and end on the right slope of V , beyond the
barrier, keeping D real. The differentials dφ and dvt are
understood to be taken along C.
3 Oscillating bounces are undershoots and are cut here at the φ˙ = 0
point. See footnote 1.
4 The y-coordinate of this plane is called vt to avoid confusion with
Vt which, in this Appendix, is reserved for solutions of (29).
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FIG. 4: In blue, different Vt(φ) solutions of (7), with differ-
ent initial conditions φ(0) = φ0, for the potential V (φ) in
red. The V t line is the true tunneling solution for φ(0) = φ¯0.
Above (below) it there are undershooting (overshooting) solu-
tions, covering the area Γ, the “field of extremals”. In green,
two alternative paths, C1,2, out of the false vacuum.
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FIG. 5: Trajectories of the Vt solutions of Fig. 4 in the phase
space (φ, φ˙), with the thick line corresponding to V t.
As remarked already in [1] for the case without grav-
ity, two interesting properties of S∗E are the following: 1)
along an extremal curve vt(φ) = Vt(φ), one has S
∗
E = SE
as p = dvt/dφ along such curves; 2) the value of S
∗
E de-
pends only on the location of the end points of the curve.
This property follows from the fact that the integrand of
(86) is an exact differential, see [1] for details. One can
also check that the dS case poses no difficulty here: a
path along the left slope of V (for which p = V ′) and
a parallel path very close to it but for which p = 3V ′/4
lead to the same value of S∗E .
As a corollary of the two properties above, the value
of S∗E along any path (inside the field of extremals) that
connects the false vacuum and a point (φ0, V (φ0)) on the
right side of the potential, like C1 in Fig. 4, is independent
of the shape of the path and equals SE [Vt]. Noting further
that S∗E = 0 on the right slope of V , one concludes that
S∗E is the same for any curve (inside Γ) that joins the
metastable minimum and the right slope of V , including
-4 -3 -2 -1 0 1 2-4
-3
-2
-1
0
1
x
y
30
10
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5
FIG. 6: Contour plot of F (x, y) given in Eq. (91) in the range
(92). Along the dashed blue lines, F (x, y) = 0.
V t. For instance, in Fig. 4, S
∗
E [C2] = SE [V t].
To proceed with the proof one needs to use explicitly
the form of s∗E
s∗E(φ, vt, p)
snewE (φ, vt, v
′
t)
=
D(Dp + p)
2
[
(Dp − p)2 + (2Dp − p)v′t
]
D3p(D + v
′
t)
2
,
(87)
where
D ≡
√
(v′t)2 + 6κ(V − vt)vt ,
Dp ≡
√
p2 + 6κ(V − vt)vt , (88)
to show that it satisfies the inequality
s∗E(φ, vt, p)
snewE (φ, vt, v
′
t)
≤ 1 . (89)
Introducing the variables
x ≡ v
′
t
Dp
, y ≡ p
Dp
, (90)
condition (89) transforms into F (x, y) ≥ 0 with
F (x, y) ≡ 1 + 2x2 − y2 (91)
−
√
1 + x2 − y2 [(1− y2)2 + xy(3− y2)] .
While x can take in principle any value, y is constrained.
From requiring D to be real, one has 1 + x2 − y2 ≥ 0, or
−√1 + x2 ≤ y ≤ √1 + x2. On the y > 0 side, the limit
can be tightened: one has p > 0 and this requires vt > 0
(remember the dS case discussion in the main text) from
which one directly gets y ≤ 1. Moreover, if x > 0 then
v′t > 0 and one also needs to be on the vt > 0 region (trial
functions vt(φ) not satisfying this would lead to diverging
or imaginary action densities) so that |y| < 1. Putting
all these constraints together, y is restricted to be in the
range
−
√
1 + x2 ≤ y ≤ 1, (for x ≤ 0) ,
−1 ≤ y ≤ 1, (for x ≥ 0) . (92)
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It is a tedious (but elementary) exercise to show that
F (x, y) ≥ 0 in the above range. Fig. 6 shows contour
lines of F (x, y) restricted to the range (92). It can also
be checked directly that F = 0 for x = y, that is, v′t = p,
which is precisely satisfied for (and only for) V t. The
other zeros of F have y = 1, which requires vt → 0 but
this is not an acceptable trial function for tunneling as
its action density blows up.
Therefore, for any curve C going from the false vacuum
to the right slope of V and giving finite and real action
one finds
SnewE [C] ≥ S∗E [C] = SnewE [V t] , (93)
which proves that SnewE [V t] indeed minimizes the action.
The equality sign requires v′t = p which corresponds in-
deed to the curve V t, and no other curves share this min-
imum value.
[1] J.R. Espinosa, JCAP07 (2018) 36, [hep-th/1805.03680].
[2] S.R. Coleman, Phys. Rev. D 15 (1977) 2929 Erratum:
[Phys. Rev. D 16 (1977) 1248].
[3] G.W. Gibbons and S.W. Hawking, Phys. Rev. D 15
(1977) 2752.
[4] S.R. Coleman and F. De Luccia, Phys. Rev. D 21 (1980)
3305.
[5] S.W. Hawking and I.G. Moss, Phys. Lett. 110B (1982)
35.
[6] E. J. Weinberg, “Classical solutions in quantum field the-
ory : Solitons and Instantons in High Energy Physics,”
Cambridge University Press, 2012.
[7] J.C. Hackworth and E.J. Weinberg, Phys. Rev. D 71
(2005) 044014 [hep-th/0410142].
[8] G.H. Derrick, J. Math. Phys. 5 (1964) 1252.
[9] A.R. Brown and E.J. Weinberg, Phys. Rev. D 76 (2007)
064003 [hep-th/0706.1573].
[10] X. Dong and D. Harlow, JCAP 1111 (2011) 044
[hep-th/1109.0011]; S. Kanno and J. Soda, Int. J.
Mod. Phys. D 21 (2012) 1250040 [hep-th/1111.0720];
S. Kanno, M. Sasaki and J. Soda, Class. Quant. Grav. 29
(2012) 075010 [hep-th/1201.2272].
[11] C. G. Callan, Jr. and S. R. Coleman, Phys. Rev. D 16
(1977) 1762.
[12] D. Poole and W. Hereman, App. Analysis 89 (2010) 433.
[13] A. Masoumi, S. Paban and E. J. Weinberg, Phys. Rev. D
94 (2016) 2, 025023 [hep-th/1603.07679].
[14] J.R. Espinosa, J.F. Fortin and M. Tre´panier, Phys. Rev.
D 93 (2016) 12, 124067 [hep-th/1508.05343].
[15] A.R. Brown, Phys. Rev. D 97 (2018) 10, 105002
[hep-th/1711.07712].
[16] I.B. Russak, “Calculus of Variations MA 4311 Lecture
Notes”, Naval Postgraduate School, Monterey, California,
USA. https://calhoun.nps.edu/handle/10945/39311.
