We consider a family of doubly nonlinear evolution equations that is given by families of convex dissipation potentials, nonconvex energy functionals, and external forces parametrized by a small parameter ε. For each of these problems, we introduce the so-called weighted energy-dissipation (WED) functional, whose minimizer correspond to solutions of an elliptic-in-time regularization of the target problems with regularization parameter δ. We investigate the relation between the Γ-convergence of the WED functionals and evolutionary Γ-convergence of the associated systems. More precisely, we deal with the limits δ → 0, ε → 0, as well as δ + ε → 0 either in the sense of Γ-convergence of functionals or in the sense of evolutionary Γ-convergence of functional-driven evolution problems, or both. Additionally, we provide some quantitative estimates on the rate of convergence for the limit ε → 0, in the case of quadratic dissipation potentials and uniformly λ-convex energy functionals. Finally, we discuss a homogenization problem as an example of application.
Introduction
In this text, we discuss an abstract convergence result for solutions to a family of doubly nonlinear equations depending on a small parameter ε > 0 dψ ε (u) + ∂φ ε (u) g ε (t), u(0) = u 0 ε .
(P ε )
Hereu denotes the time derivative of the unknown u : [0, T ] → H, where H is a reflexive Banach space. The evolution is driven by a dissipation functional ψ ε : H → [0, ∞), assumed to be convex and Gâteaux differentiable, by an energy functional φ ε : H → (−∞, ∞] with a suitable notion of (sub)differential ∂φ ε (see below), and by time-dependent external forces t → g ε (t).
The abstract system (P ε ) can describe a variety of different dissipative problems in a large number of applications from mechanics to thermodynamics, from population dynamics to finance, just to mention a few. Problems of this type have been studied by several authors, and we refer to [Col92, CV90, Ô82] and the references therein for a survey.
Our approach to E-convergence is based on a variational formulation of (P ε ) using the so-called Weighted-Energy-Dissipation (WED) principle, see e.g. [AS14, AS16, AM17] . Given a target evolutionary problem, the WED principle consists of two steps: First, a global parameter-dependent functional I ε,δ , defined over entire trajectories, is proved to admit minimizers. In the case of (P ε ) the WED functional has the form I ε,δ (u) =
T 0 e −t/δ ψ ε (u) + 1 δ φ ε (u) − 1 δ g ε (t), u H dt.
(1.1)
These minimizers solve an elliptic-in-time regularization of the target problem, i.e. in the case of (P ε ) as target problem, (P ε,δ ) −δ d dt dψ ε (u) + dψ ε (u) + ∂φ ε (u) g(t) a.e. in (0, T ), u(0) = u 0 ε , δdψ ε (u(T )) = 0.
(1.2) Second, minimizers (i.e. solutions to (1.2)) are proved to converge, up to subsequences, to solutions to the target problem, as the parameter δ goes to 0. Since solutions to (1.2) depend on the future, note in particular the final condition in (1.2), causality is lost for δ > 0. Thus, the limit δ → 0 is usually referred to as causal limit.
The WED principle, originally proposed by Ilmanen [Ilm94] (see also [LM68] ), has been brought to new attention by Mielke and Ortiz [MO08] in the context of rate-independent systems. Later, many authors widely extended the theory, especially concerning the range of applications, i.e. the target problem considered. The gradient flow case with λ-convex potentials has been studied by Mielke and Stefanelli [MS11] . Akagi and Stefanelli have extended the theory to the genuinely nonconvex case for gradient flows [AS16] and to convex doubly nonlinear systems [AS14] . Moreover, an analogous approach has been applied to some hyperbolic problems, e.g., the semilinear wave equation [LS13b, ST12, Ste11] , and to Lagrangian Mechanics [LS13a] . Recently, nonpotential perturbation problems have also been considered [Mel17, AM17] .
The interest in such a variational approach lies in the fact that variational methods for evolution equations allow to apply tools and technique of the calculus of variation in the evolutionary setting. This is A first question, that we answer in this paper, is whether the WED procedure is stable under these perturbations, or, in other words, whether the WED functionals I δ,ε converge to I δ,0 under some convergence assumptions on the functionals ψ ε , φ ε , and on the data u 0 ε and g ε . Indeed, assuming static Γ-convergence of the energy functionals φ ε , and continuous convergence of ψ ε along strongly converging sequences in H (see Subsection (2.2)), as well as the convergence of g ε , u 0 ε in a proper sense, we prove Γ-convergence of the corresponding WED functionals (for δ > 0 fixed). Note that Γ-convergence is a natural notion of convergence for functionals, as it implies convergence of minimizers. In particular, Γ-convergence of the WED functionals implies evolutionary Γ-convergence for the elliptic-regularized problems (1.2). Our proof is based on using time-discrete approximations of curves t → u(t) to obtain the lower lim inf estimate and to construct recovery sequences.
Second, we consider the joint limit δ + ε → 0 and show that solutions to the elliptic regularized and perturbed problem, i.e. (1.2), converge to solutions to the target problem (P ε ) with ε = 0. Here we exploit the uniform growth conditions posed on the functionals to derive the necessary a priori estimates. Let us remark that the Γ-limit of WED functionals for δ → 0 is highly degenerate (intuitively it is just a constraint on the initial condition). Thus, the limit δ + ε → 0 is meaningful only at the level of equations and not for functionals.
Finally, we address the question of obtaining explicit convergence rates for the Γ-convergence of the WED functionals. Here we restrict ourselves to the case of quadratic dissipation potentials ψ ε and uniformly λ-convex energy functionals φ ε . Assuming to have some information on the rates of convergence for a good recovery sequence of the static functionals, we deduce rates of convergence for the minimizers of the corresponding dynamic WED functionals. To the best of our knowledge, the strategy we use in our proof is new. It is based on a simple abstract result (cf. Lemma 3.3) which describes sufficient conditions for having quantitative estimates in Γ-convergence problems and timediscrete approximations.
We note here that a related result has been obtained in [AS14] . More precisely, the authors proved Mosco convergence of the WED functionals in the case ϕ 2 ε ≡ 0 and g ε ≡ 0 assuming Mosco convergence of ϕ 1 ε in X and of ψ ε in H. In contrast to our approach, it is required that a strongly in X converging joint recovery sequence for the static dissipation and energy functionals exists and that the well preparedness of initial data is satisfied. The latter is also necessary in the EDP approach in [Mie16] and means that in additions to u
result is more flexible since weaker conditions are assumed. In particular, we do not need to assume the existence of a joint recovery sequence for the dissipation and energy functionals. This sequence will be constructed by taking advantage of the coercivity of the energy functional in X and by using the continuous convergence of the dissipation functionals in H. Moreover, weaker assumptions on the Γ-convergence of the energy functionals allow us to deal with a much larger set of applications, namely families of gradient flows driven by Γ-convergent (but not necessary Mosco convergent) energy functionals (cf., e.g., the homogenization example in Section 4).
The paper is structured as follows. In Section 2 we introduce the abstract setting for the WED principle and the evolutionary Γ-convergence and formulate the main results. In particular, we collect all assumptions on the dissipation potentials, energy functionals, and data that guarantee the wellposedness of the WED principle for fixed parameter ε > 0, hereby relying on the results in [AM17] (see Subsection 2.1). Next, we fix conditions on the convergence of the "static" functionals φ ε and ψ ε (Subsection 3.2) that allow us to proof the evolutionary Γ-convergence of (P ε ) in the setting of the WED principle and to obtain explicit convergence rates for the latter, see Theorems 2.2 and 2.5 as well as Theorem 2.7. The proofs of these results are collected in Section 3. Finally, in Section 4, we discuss the example of deriving the homogenized limit for a nonlinear parabolic equation with rapidly oscillating coefficient functions.
Preliminaries and main result
In this section, we recall the basic framework of WED functionals and present the main results of this paper whose proofs are postponed to Section 3. We refer to [MS11, AS14] for more details on the WED principle.
The WED principle
Let H and X be reflexive Banach spaces such that we have the dense and compact embedding X ⊂ H. On H we consider a convex dissipation potential ψ : H → [0, ∞), which is assumed to be Gâteaux differentiable. In particular, we denote by dψ(v) ∈ H * the Gâteaux differential for v ∈ H. The energy functional φ : H → R ∞ := R ∪ {+∞} is assumed to be of the form φ = ϕ 1 − ϕ 2 , where ϕ 1 , ϕ 2 : H → [0, ∞] are proper, lower semicontinuous, and convex functionals with domains D(ϕ i ), i = 1, 2. To include the work of the external forces g ε (t) ∈ H * we introduce the augmented
We impose the following growth assumptions on the dissipation and energy functional which are in accordance with [AM17] . In particular, we refer to [AM17, Remark 1] for a discussion of the assumptions.
Let p ∈ (1, ∞) and m ∈ (1, ∞) be fixed. We assume, that there exists a constant C > 0 such that
In particular, we have that D(ϕ 1 ) ⊂ X and we will denote the restriction of ϕ 1 to X again by ϕ 1 .
The (convex) subdifferential with respect to X of ϕ i in u ∈ X is denoted by ∂ X ϕ i (u) ⊂ X * and its domain by D(∂ X ϕ i ). The element in ∂ X ϕ i (u) that realizes the minimal X * -norm is denoted by
Additionally, as in [AS16, AM17] we make the assumption that there exist κ ∈ (0, 1) and c > 0 such that we have
(2.4b)
Note that due to the domination assumption (2.4a) we can exclude the ambiguous case ∞ − ∞ in the definition of φ = ϕ 1 − ϕ 2 by setting
Finally, for the external forces and the initial data we demand that
For a given time horizon T > 0 we define the set of admissible trajectories
and introduce for a (fixed) constant δ > 0 the Weighted-Energy-Dissipation functional (WED functional) via
The WED principle is concerned with finding a minimizer u δ ∈ K(u 0 ) and passing to the limit δ → 0 to recover a solution u of the original doubly nonlinear equation. In particular, in [AM17] the following result was proven.
Theorem 2.1 (Akagi-Melchionna [AM17, Theorem 13])
1 Assume that (A1)-(A8) are satisfied.
Then for every δ > 0 sufficiently small the WED functional I δ defined in (2.6) admits at least one global minimizer u δ ∈ K(u 0 ). Furthermore, every local minimizer u δ solves (1.2) in the strong sense, i.e. there exists η
, in X * a.e. in (0, T ), and u(0) = u 0 (2.8)
Γ-convergence of the WED functionals
Let us now consider a family of WED functionals I δ,ε which in turn is induced by families of dissipation and energy functionals ψ ε and φ ε and external forces g ε as in (2.6) depending on a small parameter ε > 0 describing e.g. the ratio between microscopic and macroscopic length scale. In the following theorem we provide sufficient conditions on the convergence of the dissipation and energy functionals and of the external force to limits ψ 0 , φ 0 , and g 0 , respectively, that guarantee the Γ-convergence of the WED functionals I δ,ε to the limiting WED functional I δ,0 .
In particular, we shall assume that the energy functionals φ ε = ϕ 1 ε − ϕ 2 ε converge in the following sense:
(2.9)
Here, " On the forcing terms we impose 
In particular, let u
The following generalization of the previous result to ε-dependent time intervals and weight functions in the definition of the WED functionals is straightforward. 
Since minimizers of the WED functionals solve elliptic-in-time regularized problems, namely the associated Euler-Lagrange equations, we immediately deduce evolutionary Γ-convergence in the sense of [Mie16] . More precisely, we have the following. 
converge (up to subsequences) to solutions to
Note that both equation (P δ,ε ) and (P δ,0 ) admit in general nonunique solutions. Thus, evolutionary Γ-convergence has to be interpreted in the following sense. For all u 0 ε , there exists a solution u ε to (P δ,ε ) such that {u ε } converges, up to subsequences, to a solution u to (P δ,0 ). (Of course in Corollary 2.4 we choose u ε = u * δ,ε and u = u * δ,0 , i.e. the minimizers of the WED functionals). Moreover, solutions to both (P δ,ε ) and (P δ,0 ) are intended in the strong sense defined in Theorem 2.1.
The joint limit
The crucial question now is whether it is possible to consider the joint limit ε + δ → 0. The main result in this section states that minimizers u * δ, ε of the WED functional I δ,ε , i.e. strong solutions to (P δ,ε ), converge (up to subsequences (δ k , ε k ) → (0, 0)) to solutions to the target problem (2.8). We remark that the limit δ + ε → 0 is meaningless in the sense of Γ-convergence of the WED functionals, since the Γ-limit of I δ,ε for δ → 0 is highly degenerate, see [MO08, Sect. 4.3] , and provides only little information on the limiting solutions.
The following theorem combines the convergence results of Theorems 2.1 and 2.2. Theorem 2.5 With the same assumptions as in Theorem 2.2 let u * ε,δ denote a minimizer of the WED functional I ε,δ . Assume additionally that for ε ≥ 0 we have g ε = g
and well preparedness of initial data, i.e.
where u is a solution of the doubly nonlinear equation (2.8) (with ψ = ψ 0 , φ = φ 0 , and g = g 0 ).
Let us now briefly comment on the assumptions (2.14)-(2.16).
Remark 2.6 Note that the stronger assumptions in Theorem 2.5 are not needed in Theorem 2.2, i.e. they are not necessary for the limit passage ε → 0 with δ > 0 fixed. However, although the assumptions (2.14)-(2.16) refer to the convergence of the data for ε → 0 they are fundamental for the limit δ + ε → 0.
Indeed, the limit δ + ε → 0 is computed at the level of the equations (P δ,ε ) and not for the functionals I δ,ε . To compute this limit we first derive uniform estimates on each term in (P δ,ε ). Note that this can be done just with the assumptions of Theorem 2.1. These uniform estimates suffice to extract converging subsequences and to pass to the limit in each term of equation (P δ,ε ). The next step is to identify the limits of the nonlinear terms, in particular, to prove lim ε→0 dψ ε (u * δ,ε ) = dψ 0 (u). By taking advantage of the convexity of the dissipation potential ψ 0 , we only have to prove an upper estimate on lim sup ε→0 dψ ε (u * δ,ε ),u * δ,ε H , see (3.25). Since our estimates provide only weak convergence of both dψ ε u * δ,ε andu * δ,ε , we substitute dψ ε u * δ,ε by using equation (P δ,ε ). As a consequence we have to handle the two terms ∂φ ε (u * δ,ε ),u * δ,ε H and g ε ,u * δ,ε H
. We can pass to the limit in the first by integrating by parts and using the well preparedness of initial data (2.16) and in the second by virtue of (2.14)-(2.15). Note that this procedure is necessary only in the case that the term dψ ε is nonlinear. In the case of quadratic dissipation potentials there is no need to additionally assume (2.14)-(2.16), and the statement of Theorem 2.5 holds true under the same assumptions of Theorem 2.2, in particular, without assuming well preparedness of initial data.
Convergence rates
Assuming some quantitative estimates on the rates of the Γ-convergence for the static functionals φ ε and ψ ε is it possible to derive quantitative estimates on the rate of Γ-convergence for the corresponding WED functionals? In particular, can we estimate the rate of convergence of the minimizers
We give a positive answer in the case of quadratic dissipation potentials ψ ε and λ-convex energy functionals, since stronger estimates on the time derivative of the minimizer of the functional u Moreover, we assume ϕ 2 ε = 0, but we relax the convexity assumption on φ ε : here we assume φ ε to be λ-convex, i.e.
where λ is independent of ε.
Given a nonconvex functional φ : H → R, we recall that its Fréchet subdifferential ∂
In the case that φ is λ-convex, we can identify ∂
. Thus, to simplify notation we will also write ∂ H φ for the Fréchet subdifferential of the λ-convex functional φ.
Let us assume that there exists a space B such that H ⊂ B ⊂ X, and a positive constant C and such that
≤ C for all ε ≥ 0.
(2.17)
Note that in concrete applications the space B is typically an interpolation space between H and X (see e.g. Section 4).
be the recovery operator for the energy functionals φ ε
We assume there exists r 
(2.20)
Furthermore, we assume that there exists an operator S ε :
, and a positive constant C, such that
for all v ε ∈ B and v ∈ H.
(2.23)
Finally, we assume that g ε ∈ H 1 (0, T ; H) and that there exist C > 0 and rates r g ε , r
and
In Section 4 we will discuss a typical example for the developed theory, namely, the homogenization of a parabolic equation. Since the operator S ε will be used to smooth out oscillations coming from the microstructure, we will call it smoothing operator from now on.
Theorem 2.7 (Convergence rates) Let (R1)-(R8) be satisfied and let u * δ,ε and u * δ,0 be the minimizers of I δ,ε and I δ,0 respectively. Then, there exists a constant C depending on δ and on the problems data, but independent on ε, such that
Note that, analogously to Theorem 2.2 (where δ is fixed), Theorem 2.7 does not require well preparedness of initial data.
Proof of the main results
In this section we collect the proofs of the main results of Section 2.
Proof of the Γ-convergence of the WED functionals
As usual, we divide the proof of the Γ-convergence into two parts: first, we prove the liminf estimate and then the existence of recovery sequences. Since δ > 0 is fixed throughout this subsection, we will omit it in the indices of the WED functionals, etc.
Proof. Note that, as a consequence of the Mosco and continuous convergence of ϕ 1 ε and ϕ 2 ε , respectively, in (2.9), and of the coercivity condition in (2.2b), we have the Mosco convergence φ ε
In particular, by standard embedding results we also have
Thus, from the Mosco convergence of φ ε and the Fatou Lemma it follows that lim inf
see also [Ste08] . Moreover, thanks to (2.11) and to the strong convergence (3.1), we have
We focus now on the dissipation part. Fix N ∈ N, N ≥ 2 and set τ := T /N . By using convexity of ψ ε , Jensen's inequality yields lim inf
where we used e −iτ /δ ≤ e −t/δ for t ≤ iτ in the estimate. Thus, exploiting the continuous convergence of ψ ε in (2.10) and to (3.1) we can pass to the limit ε → 0 to arrive at
Let us denote by u τ the piecewise affine interpolant of the nodes {u(iτ )} N k=0 . We easily check that
Since ψ 0 is lower semicontinuous and convex, we can pass to the limit τ → 0 to arrive with (3.2) and (3.3) at the liminf inequality.
Next, we construct recovery sequences for I ε,δ . Here, we use a density argument.
Proposition 3.2 For every u ∈ K(u 0 ) and there exists a subsequence ε k → 0 and a sequence
Proof. 
. We fix N ∈ N, set τ = T /N , and define the nodal values
Let u τ , and u τ be the piecewise affine and piecewise forward constant interpolants of {u
(3.5b)
In particular, by the continuity properties of the functionals φ 0 and ψ 0 we immediately obtain the convergence of the limiting WED functional
and (see [AS11, Sect. 6.1.2]
Indeed, using the convexity of ϕ 1 0 and choosing η
at the estimate
Hereafter, the symbol C will denote a positive constant independent of τ and ε. By using (2.3a) and (2.4b), and convergence (3.5b), we estimate
We now build a recovery sequence for the WED functional I ε,δ and u ∈ K(u
The strategy is to discretize the time interval and to interpolate between the recovery sequences for the energy functional at each node. To unify notation, we define u 0 τ,ε := u 0 ε . Due to (2.9) and the coercivity of φ ε in X we find sequences u i τ,ε for every i ∈ {1, ..., N } such that
Note that u i τ,ε → u i τ strongly in H. Thus, thanks to (2.9) and (2.10), we have
Let u τ,ε and u τ,ε be the correspondent piecewise affine and piecewise constant interpolants as in (3.4). Thus, for τ still fixed we obtain the convergences
(3.9)
We now claim that the following upper estimate holds Indeed, we compute
Clearly, we have I τ,ε → I 0 ( u τ )+h 
Note that we have to treat the case i = 0 separately since u 0 ε is not a recovery sequence.
we can argue as above to obtain
whose right-hand side tends to zero as τ → 0. Moreover, for i = 0, thanks to (2.12) and to the fact that ϕ
Here we used (2.3a) and strong convergence (3.5b).
It
u τ,ε (t) → u τ (t) weakly in X. Thus, as a consequence of the continuous convergence in (2.9) we have lim ε→0 ϕ 2 ε ( u τ,ε (t)) = ϕ 2 0 ( u τ (t)). Moreover, since t → ϕ 2 ε ( u τ,ε (t)) are uniformly integrable due to (2.4a), we can apply the Vitali convergence Theorem [Rud87, Pag. 133] to deduce
With the convergences in (3.5a) and (3.5b) as well as estimate (2.4b), we conclude that the right-hand side vanishes as τ → 0.
Finally, the convergences (3.8) and (2.11) give us
which proves the claim in (3.10).
Note additionally that the sequence u τ,ε is bounded in L m (0, T ; X) independently of τ and ε. Indeed, without loss of generality, we can assume that u 
Therefore, without loss of generality, we can assume
for some constant C independent of τ , ε, and u.
We now show that we can extract subsequences ε k and τ k such that the sequence defined by u ε k := u ε k ,τ k satisfies the statement of the proposition. Indeed, note that
and for all for all ζ ∈ L m (0, T ; X * ) we find
be a dense subset of L m (0, T ; X * ). Thanks to the convergences in (3.7)-(3.9) and estimate (3.10), we can choose ε = ε τ such that
(3.14)
Moreover I ετ ( u τ,ετ ) ≤ I 0 (u).
In particular, u τ,ετ → u strongly in W 1,p (0, T ; H).
It remains to show that also u τ,ετ → u weakly in L m (0, T ; X). Given ζ ∈ L m (0, T ; X * ), for all α > 0 there exists j ∈ N such that ζ − ζ j L m (0,T ;X * ) ≤ α and τ = τ (j) with j ≤ 1/τ , τ ≤ α and satisfying
Thus, by using (3.14) and (3.11), we have that
In particular, u τ,ετ → u weakly in L m (0, T ; X). This proves the existence of a recovery sequence under the additional assumption u ∈ C 1 ([0, T ]; X).
Let us now consider the general case with
Hence, I 0 (u n ) → I(u). For every n let u n,ε be a recovery sequence for u n as constructed in the first step, i.e. u n,ε → u n strongly in W 1,p (0, T ; H) and weakly in L m (0, T ; X) and such that lim sup →0 I ε (u n,ε ) ≤ I 0 (u n ). Moreover, we can assume that u n,ε satisfies the additional require-
Thus, it is possible to apply Lemma 5.1 and extract a subsequence u ε k ,n k such that u n k ,ε k → u strongly in W 1,p (0, T ; H) and weakly in L m (0, T ; X) and such that the lim sup-inequality is satisfied. As a consequence of the liminf-estimate obtained in Proposition 3.1, we conclude that
Theorem 2.2 can be now proved by simply combining the two propositions above.
Proof of Corollary 2.3. For all u ∈ K Tε (u 0 ε ) we decompose Note that, since t → ψ ε (u(t)) + 1 δ φ ε (t, u(t)) is uniformly bounded in L 1 (0, T ), thanks to the uniform convergence of e ε,δ to t → e −t/δ and to the convergence of T ε , we have that the second and the third terms in (3.15) vanish as ε → 0 and independently of u as long as u lies in a bounded subset of W 1,p (0, T ; H) ∩ L m (0, T ; X). By applying Theorem 2.2 we have that the first term Γ-converges to I 0 . By recalling the equicoercivity of the functionals I ε in W 1,p (0, T ; H) ∩ L m (0, T ; X) we then conclude the proof of Corollary 2.3.
Proof of the joint limit
Let u ε,δ := u * ε,δ denote the minimizer of the WED functional I ε,δ , which solves the Euler-Lagrange system as stated in Theorem 2.1 (see also [AS11, AM17])
with δξ ε,δ (T ) = 0 and u ε,δ (0) = u 0 ε ,
ε (u ε,δ (t)), and η 2 ε,δ (t) ∈ ∂ H ϕ 2 ε (u ε,δ (t)) for almost every t ∈ (0, T ). In order to prove Theorem 2.5, we want to pass to the limit δ + ε → 0 in (3.16). To this aim we recall that u ε,δ satisfies the following uniform estimate (cf. [AM17, Sec. 4.4], see also [AS11] for the convex
which implies, up to not-relabeled subsequences, the following convergence results for the joint limit
. Furthermore, we recall that g ε → g 0 weakly in L p (0, T ; H * ) by assumption (2.11). Thus, we can pass to the limit δ + ε → 0 to obtain the limiting equation 
It remains to identify the limits ξ, η 1 , and η 2 .
Identification of η
By the definition of the subdifferential, we have
As a consequence of convergence (3.18b) and (3.18f), we get
Thanks to continuous convergence of ϕ 2 ε in (2.9) and the convergence in (3.18b), we have
Thus, passing to the limit in (3.21), we obtain
As ρ and w are arbitrary, we deduce η 2 (t) ∈ ∂ H ϕ 2 0 (u(t)) for a.a. t ∈ (0, T ).
Identification of η 1 ∈ ∂ X ϕ 1 X (u). As before, let w ∈ D(ϕ 1 0 ) and let ρ ∈ C ∞ c (0, T ) with ρ ≥ 0. Let now {w ε } ⊂ X be a recovery sequence for ϕ 1 0 at w, i.e. w ε → w weakly in X (strongly in H) As w ε is a recovery sequence, we have convergence
Testing equation (3.16) with (u ε,δ − w ε )ρ leads to Note that, as a consequence of convergences (3.18b), (3.18f), (3.22), we obtain
Integration by parts, together with the final condition for ξ ε,δ in (3.16) and estimate (3.17) yield (see [AS11] for a rigorous derivation of the integration by parts formula)
Furthermore, thanks to assumption (2.11) and strong convergences (3.18b) and (3.22),
Finally, from (3.18b), (3.18c), (3.22) it follows that
Substituting into (3.24) and using identity (3.19), one gets
The Mosco convergence of ϕ 1 ε , (3.18b), and the Fatou Lemma yield lim inf
Combining all these facts from (3.23) we deduce
Again by the definition of the subdifferential, we have
(3.25)
Note that, as ψ ε C → ψ 0 strongly in H, we have
Arguing as in Proposition 3.1, the following inequality follows from Jensen's inequality lim inf
The weak convergence in (3.18c) implies
Using the Euler-Lagrange equation (3.16), we obtain lim sup
Using the chain rule and recalling the final condition ξ ε,δ (T ) = 0 (cf. [AS11] for a rigorous proof and more details), we get
By using the well preparedness of the initial data, the Mosco convergence of ϕ 1 ε and (3.18b), we can pass to the limit above to arrive at lim sup
As already observed η 1 (t) ∈ H * for a.a. t ∈ (0, T ), as a consequence of identity (3.19), thus, we
Thus, thanks to the assumption (2.9) and the convergence in (3.18b), we can use the chain rule for
Finally, by using convergences (2.14)-(2.15) and (3.18a)-(3.18b), by integrating by parts, we get
Combining the above estimates and (3.25), we conclude
This concludes the proof of Theorem 2.5.
Proof of the convergence rates
We now prove Theorem 2.7, i.e. quantitative estimates for the convergence of the WED minimizers.
To this aim, we take advantage of the following abstract result for Γ-converging functionals. 
Proof. We estimate
which completes the proof.
Remark 3.4 Note that we need the sequences u R ε and u S ε to be defined just for the minimizers u * and u * ε and not for every element in the domain of the functionals.
Time-discrete to time-continuous WED functionals.
To prove the result in Theorem 2.7, we will use a time-discrete version of the WED functional. It is known that minimizers of the time-discrete WED functional (i.e. solutions to the time-discrete EulerLagrange equation) converge to their time-continuous counterpart as the discretization parameter τ goes to zero, see e.g. [MS11, Sect. 2.6]. In this subsection we estimate the rate of convergence of the time-discrete minimizers with respect to the time step parameter τ > 0. This result constitutes a first step in the proof of Theorem 2.7. Recall that we restrict ourselves to the setting of a quadratic dissipation potential ψ ε (v) = 1 2 (A ε v, v) H and of uniformly λ-convex energy functionals φ ε as well as g ε ∈ H 1 (0, T ; H).
We fix δ > 0, T > 0, as well as a time step τ = T /N for N ∈ N. The parameter ε > 0 will be fixed in this subsection, hence, we omit the index.
The time-continuous WED functional I δ is defined as in (2.6) while its time-discrete counterpart I τ δ :
where u τ and u τ denote the piecewise constant and piecewise affine interpolants of the nodes (u 0 , . . . , u N ) (analogously for g τ and ρ τ ). The discrete weights are given via ρ
is in bijective correspondence with the set u ∈ K(u 0 ) : u is piecewise affine with respect to [iτ, (i+1)τ ), i = 0, . . . , N −1 .
In particular, from now on, we will identify the tuple (u * ,0 , . . . , u * ,N ) that minimizes the time-discrete WED functional with the piecewise affine interpolant, denoted by u disc τ . The former solves the discrete Euler-Lagrange equation
where v * ,i 
The following proposition gives a quantitative estimate for the time-discrete solutions.
Proposition 3.5 Let u disc τ and u * be the minimizers of the time-discrete and -continuous WED functional I τ δ and I δ , respectively. Then, we have
(3.34)
Proof. In what follows the symbol C will denote a constant independent of τ , δ, and ε possibly varying from line to line.
Without loss of generality, we can assume that A = Id. The general case follows from analogous computation. We start by considering the difference between the time-discrete and time-continuous Euler-Lagrange equation, i.e. (3.31) and (P δ,ε ), respectively,
We define the auxiliary function U * τ := u disc τ − u * , use it as test function in the equation above, and
For the first and second term we employ a discrete and continuous integration by parts formula (recall
Next, we consider the second and third term on the first line, namely,
Here, thanks to the uniform bounds in (3.33) and (3.32), we can estimate
Next, we treat the first and second term on the second line in the above estimate. We write
We observe that the last term on the right-hand side is of order τ . Indeed, we have that
Finally, the right-hand side in the above estimate, containing the external forces, vanishes with an order of at least τ due to the assumptions made on g i τ .
Combining the above estimates, we have for all t = Kτ, K ∈ {1, ..., N },
(3.36)
Note that the same formula holds true for every t < T (after suitably modifying the constant C). 
Proof of the convergence rates
Since δ > 0 is fixed throughout this section we will omit this index of the WED functionals and of their minimizer.
We start by recalling that in the case of λ-convex energies and quadratic dissipation potentials the functionals I δ,ε and I δ,0 admit unique minimizers u * ε and u * over K(u 0 ε ) and K(u 0 ) respectively for all δ sufficiently small. Moreover, they satisfy the bounds [MS11] 
for some C δ depending on δ, but independent of ε, where η * ε (and η * are the selection of the sub-
, respectively, such that u * ε and u * solve the respective EulerLagrange equations a.e. in (0, T ), see [MS11] .
Our strategy to prove Theorem 2.7 consists in checking that I ε and I 0 satisfy the assumptions (3.26)-(3.29) of Lemma 3.3. To do this, we explicitly build the sequences u It is worth noting that although we need to build the sequences u ε and u ε in Lemma 3.3 just for the minimizer of the functionals, we however need informations on the convergence rates for the operators R ε and S ε for the static functionals at any point (cf. (R1)-(R6)). This is due to the fact that the minimizers of the static functionals are not related in any obvious way to the minimizers of the corresponding dynamic WED functionals.
Proof of (3.26)-(3.27) We start by additionally assuming φ ε to be convex for all ε ≥ 0, i.e. λ = 0.
be the minimizer of the limiting WED functional I δ,0 over K(u 0 ). We fix a time step τ = T /N , N ∈ N and define the nodal values u * ,i τ = u * (iτ ). As before, we consider the piecewise affine and piecewise constant interpolants u * τ and u * τ for the nodes {u * (iτ )}. Let u disc τ denote the (piecewise affine interpolant of the) minimizer of the discrete WED functional I τ δ,0 . We introduce the following sequence
Remark 3.6
The idea of the proof of (3.26)-(3.27) is to construct the recovering sequence R ε u * by using the good properties of the recovering operator R ε for the energy functional. The naive idea would be to define (R ε u * ) (t) = R ε (u * (t)). However, note that this cannot be done rigorously, since R ε is defined only over X and u * is not pointwise well defined in X (but just in H) (see also the Section 4).
Moreover, since in general R ε is not differentiable in time, we would have no informations on the time derivative of (R ε u * ) (t). Thus, a natural idea would be then to take a time discretization of u * , where nodal values are average on small intervals (this way nodal values are well defined in X) compute R ε u * on the nodal values and finally interpolate. This, would provide a good estimate in condition (3.26). However, in order to get some good estimates in (3.27) we need a control of I ε (R ε u * )−I(u * ). If we define R ε u * in terms of the time piecewise affine interpolant u * τ of u * , since we cannot estimate how good is the approximation I( u * τ ) of I(u * ) (more precisely, we have no control on the ∂ H φ( u * τ ) since it does not solve any equation) estimates of I ε (R ε u * ) − I(u * ) seems hard to obtain.
Then, using the assumptions in (2.18), (2.24), and the bound in (3.34), we estimate
The rate ρ dtc τ is the rate of convergence of the discrete to continuous approximation, computed in the previous subsection (see (3.34)). We now decompose
We will treat each term on the right-hand side separately. Concerning ∆ ψ τ,ε we introduce the auxiliary
Using assumption (2.18) for the recovery operator we obtain for all t ∈ [0, τ )
and for all t ∈ [iτ, (i+1)τ ), i = 1, . . . , N −1,
By using these estimates, as well as (2.20), (3.34), we get
(3.39)
Here we used that ∂ t u * is bounded in L 2 (0, T ; B) as a consequence of (2.17).
Next, we treat the energetic part. Note that as before, we have to treat the case i = 0 differently. By using the convexity of φ ε and assumption (2.19), we obtain
Finally, concerning the external forces we use (2.24) and estimate
The case of λ-convex energies can be handled similarly by repeating the above procedure with φ ε (·) replaced by φ ε (·) − λ · 2 H /2 and by estimating additionally
Summarizing we have
We now choose τ 
Proof of (3.28) A proof of (3.28) can be obtained by following the proof of (3.26) and (3.27) described above and exchanging the role of φ 0 and φ ε , of ψ 0 and ψ ε , of u disc and u }. Note that, by using assumptions (2.21), and arguing as for (3.38), we can prove that
Computations analogous to the ones used in (3.39)-(3.40) combined with assumptions (2.21)-(2.24) give us
Here, we also used the uniform coercivity and growth assumptions such that all the bounds on u * ε and u disc ε and the convergence rates for u disc ε → u * ε as τ → 0 are uniform in ε. We can now choose τ = τ (3.29) . Finally, we want to check that (3.29) holds true for γ = 2 and ρ 4 ε = 0. We first recall that the minimizer u * ε of I ε solves the elliptic equation (P δ,ε ). By testing the Euler-Lagrange equation for I ε with v = u * ε − u 
dt.
We now exploit that ψ ε is quadratic to obtain I ε (u 
Homogenization of a 1D parabolic equation
Evolutionary Γ-convergence via WED functionals. In this section we provide an example of application of the above abstract theory. In the 1-dimensional domain Ω = (0, 1) we consider the equation a ε (x)u − ∂ x (D ε (x)∂ x u) + b ε (x)u − c ε (x)|u| q−2 u = g ε (t, x) in Ω × (0, T ), Thus, by using the dominated convergence theorem and the convergence c ε → c arith weakly* in L ∞ (Ω) we get ϕ 2 ε (u ε ) − ϕ 2 0 (u) = 1 q Ω c ε |u ε | q − c arith |u| q dx = 1 q Ω c ε (|u ε | q −|u| q ) + (c ε −c arith ) |u| p dx → 0.
In particular, it holds that φ ε M → φ 0 in L 2 (Ω) (or, equivalently, φ ε Γ → φ 0 weakly in H 1 (Ω)). Finally, we assume that u 0 ε → u 0 strongly in L 2 (Ω) and that the external force terms satisfy g ε → g 0 weakly in L 2 (0, T ; H).
By applying Theorem 2.2 and Theorem 2.5, we arrive at the following homogenization result. Rates of convergence. We are now interested to establish some convergence rates. More precisely, we want to estimate the rate of convergence of u *
, where u * δ,ε , u * δ are defined in Theorem 4.1 (other norms can be considered as well due to interpolation). We obtain these rates of convergence by applying Theorem 2.7. To do this, we restrict ourselves to the case of a convex energy potential, i.e. c(x) = 0 for all x ∈ Ω (i.e. ϕ We start by observing that R ε u − u L 2 (Ω) = εC 1 + u H 1 (Ω) .
Moreover, we write
