We consider a model of observations from a two-component mixture such that the distribution of the admixture is known, while the distribution of the other component (treated as the primary one) is unknown. We assume that the distribution of the primary component is symmetric about the location parameter. We propose a method for constructing an unbiased estimating equation for the location parameter of the primary component. The asymptotic normality of the corresponding estimators is proved. The exact lower bound for the asymptotic variance is found and estimating functions for which this bound is attained are described. It is shown that the exact lower bound for the estimators under consideration is close to the corresponding bound of effectiveness of parametric estimators for the case where the distributions of both components are Gaussian.
Introduction
This paper is devoted to the estimation of a location parameter of a symmetric distribution for the case where the data contain an admixture that has a known distribution. Problems of this kind arise often when analyzing medical or biological data with the help of statistical methods. A particular example is described in [4, Section 6.1], where the expression of different genes from the so-called microarray data is estimated. The distribution of the data in the problem of [4, Section 6.1] is modeled by a mixture of two components, and one of them (called the primary component) has an unknown distribution, while the other one (called the admixture) has a known distribution.
The statistical analysis of observations from a mixture was known long ago starting with the papers by Newcomb [7] and Pearson [8] . A survey of modern statistical methods for finite mixtures can be found in [6, 10] . Various estimation methods for mixtures proposed till recently are parametric, since a nonparametric approach leads, generally speaking, to nonidentified problems. It was observed in [3, 5] that the assumption that the distributions of both components are symmetric allows one to obtain identifiable models in some cases. This approach was applied in [4] to the problem of estimation of characteristics of a symmetric distribution if the distribution of the admixture is known. In particular, moment estimators are proposed in [4] for the estimation of the location parameter.
In this paper, we consider some generalizations of the estimators proposed in [4] by using the method of generalized estimating equations (see, for example, [9, Section 5.4] ). In Section 2, we describe an estimating equation for the generalized estimating equation estimators of the location parameter, obtain conditions for the asymptotic normality of the estimators, and find their asymptotic variances. Section 3 deals with a particular case where the distribution of the admixture is Gaussian. In Section 4, we obtain an exact lower bound for the dispersion coefficients of generalized estimating equation estimators and the estimating functions are described for which this bound is attained (those functions and the corresponding estimators are called optimal). Some approximate generalized estimating equation estimators are considered in Section 5. We compare the dispersion coefficients of nonparametric generalized estimating equation estimators with those of maximum likelihood estimators in Section 6 for the case where the distributions of both components of the mixture are Gaussian. (Note that the maximum likelihood estimators are asymptotically effective in the problem under consideration.) We show that the asymptotic variance of the optimal generalized estimating equation estimators approaches the asymptotic variance of the maximum likelihood estimator as the difference between the expectations of the components tends to infinity. In other words, the generalized estimating equation estimators are "almost effective" for large samples from mixtures of Gaussian components. The proofs of the main results are placed in Section 8.
Note that the optimal estimating functions depend on unknown characteristics of the distribution of the primary component. Thus the "optimal estimators" cannot be used for the estimation explicitly. One can apply an adaptive approach similar to that proposed in [1] to construct an estimator whose asymptotic variance is equal to that of the optimal estimator. The paper [1] deals with observations with admixture in the model of a mixture with varying concentrations, and this model essentially differs from the model of a finite mixture studied in this paper. Nevertheless, our opinion is that the technique proposed in [1] can be useful for finite mixtures, too.
The setting of the problem and construction of the estimator
Assume that each observation may belong to one of two populations (components). The population containing a given observation is unknown. The distribution of the characteristics ξ of an observation depends on a population containing this observation. This distribution is known for one of the components (namely, for the admixture) and unknown for the other one (for the primary component). In what follows we assume that both distributions have densities and, moreover, the density of the primary component is symmetric about the location parameter.
In other words, the observations ξ 1 , . . . , ξ N are independent identically distributed random variables with the distribution density
where p ∈ (0, 1] means the probability that an observation belongs to the primary component, a is the location parameter of the distribution of ξ for the primary component, f (x) is the distribution density of the deviation between ξ and a for the primary component, and f 0 is the distribution density of ξ for the admixture. We assume that f (−x) = f (x) for all x ∈ R, that is, that f is an even function. The mixing probability p (the concentration of the primary component), location parameter a, and the function f are unknown, while f 0 is known. The problem is to estimate the parameter a.
For the sake of convenience, we introduce two random variables η and η 0 whose densities are f and f 0 , respectively, and a random variable δ ∈ {0, 1} that is independent of η and η 0 and such that P{δ = 1} = p. Then the distribution of each observation ξ j coincides with that of δ(η + a) + (1 − δ)η 0 . Now we describe the idea on how to construct an estimating equation for a. Let g i , i = 1, 2, be arbitrary odd functions (that is, g(−x) = −g(x) for all x ∈ R). If for all α ∈ R, the expectations E g i (η − α) and E g i (η 0 − α) exist, then
Putting
we obtain
Therefore, one can use h as an estimating function for the construction of an unbiased estimating equation. To show this, we put
The statisticsâ N is called a generalized estimating equation estimator with an estimating function h if
(The pair of the functions (g 1 , g 2 ) used to construct h is called an estimating pair for the estimatorâ N .) Equality (5) implies that Eĥ(a) = 0, that is, that the equation is unbiased.
If equation (6) has a unique root whatever the data ξ 1 , . . . , ξ N , then the estimatorâ N is determined uniquely by this equation. If there are several roots, then each of them can be chosen asâ N (the only restriction is thatâ N is measurable as a function of a sample).
The moment estimator for a is proposed in [4] . This estimator can be derived from (4)-(6) by using g 1 (x) = x and g 2 (x) = x 3 . The conditions for the consistency of the moment estimator are also found in [4] .
In what follows we consider generalized estimating equation estimators with different estimating pairs for which the estimators are consistent; that is, we assume thatâ N → a in probability as N → ∞.
Here and in what follows, primed symbols denote derivatives of a corresponding function. Theorem 2.1. Letâ N be a generalized estimating equation estimator with an estimating pair (g 1 , g 2 ) and let
4. The functions g i and G i be continuous in R.
Then the distribution of the random variables √ N (â N −a) weakly converges as N → ∞ to the Gaussian distribution with zero mean and variance
The latter result is a trivial corollary of Theorem 5.14 in [9] . The variance σ 2 h (a) of the limit Gaussian distribution of normalized estimators is called the asymptotic variance of the estimatorâ N . To express σ 2 h (a) via the characteristics of our model we introduce the following notation.
For an arbitrary function b :
The operations s+ and s− correspond to the argument x; that is, for example, (5) and since the function
For functions
is odd (which means that (U (x)) 2 is an even function), we have
Here and in what follows we suppose that the change of the order of integration and differentiation is justified. Taking into account that
Finally we obtain
3. The moment estimator for the case of a Gaussian admixture
As an application of the estimators described in Section 2, we consider the model (1) where the distribution of the admixture is standard Gaussian (that is, η 0 ∼ N (0, 1)). As an estimating pair, we take g 1 (x) = x and g 2 (x) = x 3 . Then
Canceling the root α = 0, we arrive at the estimating equation Thus, to construct the estimatorâ N , one has to choose one of the three roots of the estimating equation, namely either 0, orâ − , orâ + . If p > 0, then the case of a = 0 holds if and only if m 1 = 0. This means that the zero root is worthwhile to take as an estimator of a only if |m 1 | < C N , where C N is a certain level such that C N → 0 as N → ∞.
To make a choice betweenâ + andâ − one can use the following approach. Consider g 1 (x) = x and g * 2 (x) = x 5 as an estimating pair. Then G * 2 (α) = −α 15 + 10α 2 + α 4 and thus the estimating equation becomes of the following form:
When α is changed for the "correct" rootâ ± on the right hand side of the latter equation, the value of the functionĥ * (α) should be close to zero. This reasoning leads us to the following moment estimatorâ moment N for a:
Put e i = E(η) i and Z(a) = −9 + 9e 3 2 + 5e 4 a 2 − a 4 − 3e 2 2 (9 + 5a 2 ) + e 2 (27 + a 4 ). Thenâ moment N → a in probability as N → ∞. Now let η ∼ N (0, s 2 ) (that is, the primary component has the Gaussian distribution with mean a and variance s 2 ). Considering equality (11), we obtain the asymptotic variance of the moment estimator:
For example, if p = 0.5, a = 0.5, and s = 0.5, we obtain σ 2 moment = 3.97.
Remark. 1. The case where the admixture has a Gaussian but not standard distribution can be reduced to the case considered above by subtracting the expectation from all members of the sample and then dividing the result by the square root of the variance of the admixture. It is clear that the estimator for the location parameter obtained from such a normalized sample should be transformed to the initial scale by inverting the normalization.
2. If a = 0, then the moment estimator defined by equality (12) has a "supereffective" point σ 2 moment (0) = 0. As known, the property of supereffectiveness is a disadvantage rather an advantage of an estimator, since supereffective estimators have an unacceptably high bias in a neighborhood of a supereffective point. The question on how to construct a better version of the moment estimator with a correct behavior at zero requires a special investigation.
3. Condition 3 in the statement of the theorem seems artificial. As shown in [4] , the model (1) is unidentifiable even for symmetric distributions without extra assumptions imposed on the distribution of the primary component of the model. Some other examples (also nontrivial) are considered in [4] where models are nonidentifiable but consistent estimators exist under some extra assumptions.
The lower bound for the asymptotic variance of generalized estimating equation estimators
Choosing different estimating pairs (g 1 , g 2 ), one obtains different generalized estimating equation estimatorsâ N with different asymptotic variances. A natural question arises on the minimal value of the asymptotic variance of the generalized estimating equation estimator for a given probabilistic characteristics of the model. This is a question we are going to discuss further.
Equality (11) implies that the asymptotic variance σ 2 (g 1 ,g 2 ) depends only on the function U : [0, +∞) → R defined by (7) if a is fixed, but it does not explicitly depend on the functions g 1 and g 2 . For negative x, the function U is defined by U (−x) = −U (x). Now we describe the functions that can be obtained by substituting different functions g 1 and g 2 in equality (7) .
Put D(x) = f s− 0 (x + a). Then G i (a) = g i D.
Lemma 4.1. The function U : [0, +∞) → R is represented in the form (7) if and only if UD = 0.
Proof. Let equality (7) hold. Then
Now let UD = 0. Consider an arbitrary function Z such that β = ZD = 0. Put
The lemma is proved.
Therefore the minimal asymptotic variance is a solution of the minimization problem for the ratio U 2 Q/( UB) 2 over all functions U such that UD = 0. Note that this ratio does not change if U is changed by βU for an arbitrary β > 0. This allows us to choose the normalizing term β such that UB = 1. Thus the minimization problem becomes of the form
Using the Lagrange multipliers method we prove that the minimum of U 2 Q is attained at the function
Moreover the minimal value of the asymptotic variance is σ 2 * (a) = inf g 1 ,g 2 σ 2 g 1 ,g 2 (a) = λ 1 .
Approximate generalized estimating equation estimator
Finding the roots of the estimating equation (6) can be a complicated problem for a given estimating pair. Another problem is to choose the roots in order to construct a consistent estimator, and that problem is quite complicated even in the simplest cases (as we have seen in Section 3). Consider a method for constructing estimators allowing one to approximate the generalized estimating equation estimators described in Section 2 (these estimators have the same asymptotic behavior as the generalized estimating equation estimators). The approximations of the generalized estimating equation estimators are called the approximate generalized estimating equation estimators.
To construct the approximate generalized estimating equation estimators, we start with a "pilot" consistent estimatorã N for a. We represent a solution of (6) in the form ofâ N =ã N + δ N and expandĥ in Taylor's series in a neighborhood ofã N :
The approximate generalized estimating equation estimator is given by 
A comparison with the parametric estimator
In order to reach a conclusion concerning the effectiveness of the generalized estimating equation estimators and approximate generalized estimating equation estimators introduced above, we compare the exact lower bound for the asymptotic variance of maximum likelihood estimators obtained in Section 4 in the case where the distributions of both components are Gaussian and the parameter a tends to infinity. In fact, the larger the parameter a, the simpler is the problem of distinguishing observations belonging to the primary component from those belonging to the admixture whose expectation is equal to zero. In other words, we consider a "simple" estimation problem. Let
Denote by ϕ s the density of η 0 and by ϕ the density of η. Using the notation introduced in Section 4, a) ). It is easy to see that
Thus Δ → p/(s 2 (1 − p) ) and the lower bound for the asymptotic variance of generalized estimating equation estimators is such that σ 2 * (a) → s 2 /p as a → +∞. Now we consider the estimation problem for the parameter a for the case where the distributions of the components are given by (14) and where s 2 and p are known. In this case, the maximum likelihood estimator is asymptotically effective and its asymptotic variance is equal to σ 2 MLE (a) = 1/I, where I denotes the Fisher information for the unknown parameter contained in a single observation:
Thus σ 2 MLE (a) → s 2 /p as a → +∞; that is, the asymptotic variance of an asymptotically effective parametric estimator has the same limit as that of nonparametric generalized estimating equation estimators and of approximate generalized estimating equation estimators.
Example. Let p = 0.5, a = 0.5, and s = 0.5. Then σ 2 moment = 3.97 and σ 2 * = 1.34141. The asymptotic variance of the maximum likelihood estimator is σ 2 MLE = 1.31579 if p and s 2 are unknown. This means that the relative asymptotic effectiveness of generalized estimating equation estimators with an optimal estimating pair is σ 2 MLE /σ 2 * = 0.980898. This is a comparatively "complicated" case, since a does not approach infinity. Nevertheless, the optimal generalized estimating equation estimator is not worse than the asymptotically effective maximum likelihood estimator and almost three times better than the moment estimator: σ 2 * /σ 2 moment = 0.337887.
Remarks
The above results confirm a potentially high quality of the generalized estimating equation estimators and approximate generalized estimating equation estimators. However these estimators cannot be used together with the optimal estimating pairs, since the optimal pair depends on unknown parameters of the model. To avoid this problem, one can apply an adaptive approach similar to that used when constructing approximate generalized estimating equation estimators. Namely, the approach is
• first, to estimate the parameters of the model by using nonoptimal estimators;
• and then, to use these nonoptimal estimators to construct a "quasioptimal" estimating pair. An approximate generalized estimating equation estimator with such a quasioptimal estimating pair may also have nice asymptotic properties. Which adaptive estimator attains the lower bound of optimality for generalized estimating equation estimators and what are the conditions for that should be investigated in forthcoming publications. Expressing m i in terms of a, p, and e k we get a ± (m 1 , m 2 , m 3 
Proofs of theorems
where δ = p(a 2 + 3e 2 − 3). In other words, if δ > 0, thenâ + is a "correct" root, whilê a − is a "correct" root if δ < 0. Applying the law of large numbers again we prove that h * (â ± ) → Z(a) δ ± √ δ 2 8a 4 = h * ± . This means that h * ± = 0 for a correct rootâ ± . If a root is incorrect, then h * ± = 0 only if Z(a) = 0.
Let δ > 0 and Z(a) = 0. Thenâ + → a,ĥ * (â + ) → 0, andĥ * (â − ) → h * − = 0. Thus P{|ĥ * (â + )| < |ĥ * (â − )|} → 1 as N → ∞. Therefore if δ > 0, then P{â N =â + } → 1 andâ N → a in probability.
The case δ < 0 is considered analogously. Sinceã N is consistent, ζ → a, whenceĥ (ζ) → E ∂ ∂α h(ξ 1 , α) α=a by (15), since E ∂ ∂α h(ξ 1 , α) is continuous with respect to α. Now assumption 2 and Eĥ(a) = 0 imply that √ N (â − a) ⇒ N (0, Var h(ξ 1 , a) ). Hence I 2 ⇒ N (0, σ 2 h (a)). To complete the proof of the theorem, one needs to check that I 1 → 0 in probability. We have I 1 = J 1 · J 2 , where J 1 = √ Nĥ(ã N ), J 2 = (ĥ (ã N ) −ĥ (ζ))/(ĥ (ã N )ĥ (ζ)). Considering (15) we obtain J 2 → 0 by assumption 5. Now we estimate J 1 = √ Nĥ(a) +ĥ (ζ) √ N (ã N − a). The first term is bounded in probability, since its variance is bounded. The second term is bounded, since √ N (ã N −a) is bounded by assumptions of the theorem. Therefore I 1 → 0 in probability.
The theorem is proved.
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