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Über eine Ungleichung der Wahrscheinlichkeif s-
, rechnung. 
"HEINRICH TIETZE zu seinem 70. Gebur t s tag gewidmet. , • 
. Von GEORG AÜMANN in Würzburg (Deutschland). 
1.1 . Hat man ein Kollektiv von n einander ausschließenden und ' 
ergänzenden Merkmalen Mu M2,. . M „ irgend welcher Art, mit den 
Wahrscheinlichkeiten w2, . . . , wn, 1, so ergibt' sich eine 
zweckmäßige „Arithmetisierung" der Merkmale Mk, wenn man Mh den 
. Аг-ten Grundvektor tk = (eH), e i ; = 0 oder 1, je nachdem i^k odpr i=k, 
eines л-dimensiönalen Raumes R der Vektoren j = (xux2,. . ,x„) zu-
ordnet. Als.Erwartungswert erhält man dann f = ^ w k ^ k ={w u w 2 , , . . , iv„) к . . 
und als Streuung ( j — J ) 2 = < r 2 = ^ — i 2 = 2 w k ~ ' 2 W Q 
• ' '. • к • \ . к . • • 
p die sogenannte .'Paschwahrscheinlic.hkeit bedeutet. Es gilt also die Be-
ziehung 
. 0 ) , ' 0^-p-1, . • ' > ; 
welche dahin gedeutet werden kann, daß bei einem Wahrscheinlich-
keitsproblem mit Merkmalen, für welche, sich nicht in natürlicher Weise 
eine zahlenmäßige Ordnung darbietet, bei Verzicht auf die obige Arith-
metisierung die Paschwahrscheinlichkeit die Rolle der Streuung z u ' 
übernehmen hat. Es sei hier nur nebenbei bemerkt, daß dieser Umstand 
einen Aufbau der Korreiationstheorie ermöglicht, bebweichem der Begriff 
der Paschwahrscheinlichkeit die Grundlage bildet. \ 
S
 ft . * 
1.2. In der kontinuierlichen Wahrscheinlichkeitsrechnung etwa 
einer zufälligen Variablen x, wo eine Verteilung in. der Gestalf der 
Wahrscheinlichkeitsdichte w(x), — <x < gegeben ist, besteht 
kein-Bedürfnis, die Streuung durch-eine andere Maßzahl zu ersetzen. 
Es gibt aber auch hier eine der • Gleichung (1) verwandte Beziehung, 
allerdings nur noch in Form einer Ungleichung. Setzen wir vorausj-
• ' • ' • . ; • +oo . . ' ' 
daß w(x) in. (— oo, • integrierbar ist mit J w ( x ) dx = 1, ferner, 
+ 00 • +00 - 00 • 
daß J xw(x)dx = x und J (JC—3CYw(x)dx = a2; • die Streuung, und 
- 00 • - 00 I 
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+ .00 
J iv2(JC) dx = ß; die Paschdichte ' ) ; existieren, so gilt die Ungleichung 
(2) " . „ z ^ - v a . - . 
Sie ist mit dem Gleichheitszeichen erfüllt für die Verteilung 
3 
iv(x) == — (1 — x 2 ) für iv(x = 0 sonst 
Eine Beschränkung' von ßa nach oben besteht nicht, wie schon einfache 
monotone Verteilungen lehren. Immerhin hält sich für die gebräuch-
. lichsten Verteilungen ßa in beachtlicher Nähe des obigen Minimalwertes, 
w a s die Verwandtschaft von (2) mit der Gleichung (1) unterstreicht. 
Z.B. ist für Gleichverteilung (Rechteckverteilung)-/?ff = 0,285, für die 
• symmetrische Dreiecksverteilüng ßa=Q,272, und für die Gaußsche 
Normalverteilung ßa = 0,282. 
1 .3 . In Verallgemeinerung von (2) gilt für eine Verteilung 
w(Xi,.. ., x„) im n-dimensionalen Raum-/?• mit jwdm=\, (in erlaubter 
n 
Vereinfachung) ^xwdm = 0, ß = \widm und a 2 = wdm die Urf-
J2 • R R . 
gleichung : • . 
(3) . 
n . 
worin c„_j den ( « - - l ) : d i m e n s i o n a l e n Inhalt der (n — l ) -dimensionalen 
Sphäre vom Radius 1 bezeichnet (c0 = 2, ^ = 271, c2 = 4 7 t , . . . ) . Das 
Gleichheitszeichen wird für eine ähnlich einfache Verteilung, wie im 
Falle n = Í, angenommen. 
1 .4 . Die vorausgehenden Ungleichungen sind im wesentlichen 
Spezialfälle einer allgemeinen Minimumsauf gäbe: Es sei ¿ > 0 vorge-
geben. Es- ist für alle nicht negativen, . samt ihrem Quadrat für x > 0 ' 
integrierbaren Funktionen W(x) mit den Normierungen .-
+00 . • . - +00 
(4) | V ( x ) < / x = l , - (5) J W~(x) dx = 1, 
0 • . 0 
. +00 . • 
d a s Infimum. P0 der Zahlen Pw — fx^lVix) d'x zu bestimmen. Hier lautet 
' . 0 
die Lösung: P 0 = (2¿ + 2)*(2¿ + 1)-(^D = m¡ t -
• • !) Auch als „Nachbarschaftswahrscheinlichkeitsdichte" zu bezeichnen. Die 
Wahrscheinlichkeit dafür, daß bei kleinem positiven r zwei Ereignisse -xt. und x2 
einen Abstand kleiner als r haben, ist ßr. • 
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W 0 ( x ) = YJp- (xo ~x?") für 0 < X <Lx0, W0(x) = 0 für x > JC0, 
. . 2/. + ' 2 
wobei ' ; . . 
2 . 1 . Wir zeigen zunächst, daß sich die mit den i n ' 1 . 2 und 1 . 5 
genannten Ungleichung verbundenen Minimümsaufgaben auf 1 .4 zu-
rückführen lassen. Betrachten wir den F.all l . 3 . Gehen wir mit einem 
( » > 0 ' yori iv(r) über zu iv'(.j).= . so ist wieder ^ w ' d m = l>" 
' " * H . -
dagegen ' ß' J w'2i/m = <? n j \v-dm = Qnß, ferner a'2. = J e 2 w'dm = 
.K " R ' ' R 
• J . 
sodaß ß'n <r' = '/?" a. Diese Tnvarianzeigerischäft erlaubt neben der Be-
dingung §wdrh== 1 auch noch jw2dm= 1 einzuführen. Die Aufgabe 
R R ' 
ist dann, für in solcher Weise „normierte". Verteilungen das Ihfimum 
von a zu • ermitteln. . 
2 . 2 ; Ferner dürfen wir uns auf die Betrachtung symmetrischer 
Verteilungen (d. h. solcher mit u>(r) = iv(t)) f ü r - [ r | = |i)|) b e -
schränken. Um dies zu zeigen setzen wir ' 
' • • - • > " ' ' + S)) für n= 1, • . 
( - ~ - J m d f für « > i ; 2 ) 
wobei df das (n — l)-dimensionale Volümelement .auf der ( n — l j - d i -
mensionalen Sphäre vom Radius 1 bezeichnet und für w(t)) die entspre-
chenden Werte auf der Sphäre |t)| = | i | vom.Radius | f | zu nehmen s ind . 
Bei dieser Sy.mmetrisierung ist § w s d m = 1, o j —<JV Dagegen folgt 
nach der Sqhwarzschen Ungleichung ^ w d f f d f \ die B e -
ziehung cn_iWl(r <L'j w 2 d f , s o d a ß 
i£l=>" • • . • • ' ' . ' 
- . +00 - • - +00 » 
ßs = { w j d m = { / - > ( J w j d f ) d f = j r-lcn_lWl(r) dr^ 
R 0 |T|=R 0-•> +00 . " • 
j-wi'df)dr—ßr 
i 1 .' . 0 .|'£|=r • 
. also ßs o sSLfin o-
2) Ws'f) ist nach bekannten Sätzen für Lebesguesche - Integrale in mehrereiv 
Dimensionen fast überall vorhanden. 
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2 . 3 . Es sei r > 0 . Für die normierte und symmetrische Verteilung 
w(j ) setzen wir 9(r) = w(j ) .mit | j | = r . 'Dann ist 
+ 00 
\=сп_,\г-^(г)(1г, o2 = rn+1q(r) dr. 
о о 0 
Mit der Transformation = x und ? = W(x) ergibt sich 
+ 00 +co +00 
J l V 2 ( x ) d x = \ , und l ^ - j a ^ J x ^ ^ x ) ^ mit 
0 •' ' • 0' - o . . 
2 
Damit ist der gewünschte Zusammenhang von 1.4 mit 1 .3 
(und damit auch 1. 2) hergestellt. 
3 . 1 . Bei der Behandlung des Problems 1 .4 dürfen wir uns auf 
• monotone (nicht steigende) Funktionen W(x) beschränken. In der Tat, 
kann man zu jedem W(x) die „monotone Umordnurig" W(x) bilden, 
erklärt als die. Umkehrung der. Funktion x=~f(y), wo ' f ( y ) das-
Lebesgüesche Maß al ler 'posi t iven | mit W(5)>.y bedeutet. Es ist 
•augenscheinlich, aber es ist auch nicht schwer zu beweisen, daß 
+ 00 +O0 
. J W(x)dx = J (u7(x) ) 2 i / *?= 1» hingegen P f < ± P w , weil nämlich.хл eine 
0 . •' 0 ' " 
wachsende'Funktion ist. . . . 
3 . 2 . Bei der unten vorzunehmenden Variation von W(x) ist fol-
gender NorinierungsjDrozeß' von Bedeutung: Hat man eine -Funktion 
+ 00 * +00 • • +00 . . 
V(x) mit J Vdx = 1, J y2dx = ß . und f xx Vdx = Pr, so • gelten für 
0 • ' 0 '. ' 0 
1 7 Y •. . • . . +oo +oo • • ' . 
U/(x) 1 / j die' Gleichungen J' Wdx = \w*dx= 1 und Pw=ß;-PY. 
Dies ergibt sich analog wie in 2 .1 . 
3 . 3 . Für die spezielle Funktion Ц/(х) == 1 für 0 < x < 1, W(x )=Ö- fü r 
x > 1 ist Pw — -3-7-r•• -Man braucht also bei der Bestimmung von' P0 Л 1. . 
nur solche W. zu untersuchen, für die • Dies hat aber bei 
monotonem W.zur fcolge, daß, х * * ^ (¿- f l )£ gesetzt, 
+® 1 ' 
Я + 1 ' 
1 
also gewiß, ^ ( t ^ + l i i ^ J i ^ y - f - f - . , sodaß U ^ x ) ^ - - . Ganz ana-
• • л -f- l . • X 
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log ergibt sich aus der Gleichung (5) die Ungleichung . 
Damit haben wir W(s) ^ Min , j , sodaß die noch zur Kon-
kurrenz zugelassenen W(x) alle ^eine gemeinsame im Bereich x > 0 
integrierbare Majorante haben. Es gibt nun eine minimalisierende Folge 
^ r W , . . . , welche" die Gleichungen- (4) .und (5) erfüllt, und 
für welche lim P W t = P a . ist. Für jedes x > 0 sind die ^ ( x ) beschränkt. 
Wir körinen mit Hilfe des Diagonalverfahrens und mit Benutzung der 
Monotonie der W„ eine konvergente Teilfölge ausgreifen8). Sei der 
Einfachheit halber bereits die ursprüngliche Folge.konvergent zum Limes 
VK*(x). Da die eine integrierbare Majorante gemeinsam haben, ist 
gliedweise. Integration erlaubt:. 
.+ 00 . . • ' + (» . 
. 0 . 0 . . ' ' • 
-+00 . ' . • ' . • . . ' . ' 
sodaß j W * d x = 1. Da- wir aber für Wn2(x).und x^Wn(x) keine solchen. 
0 . • . ' • • - . - . . • ' 
Majoranten zur Verfügung haben, beweisen wir das Bestehen von (5) 
für W* und die Gleichung = folgendermaßen:.Jedenfalls ist 
<*) ' = P* = jx*W*(x)dx^P0....-• 
'. ; ' . - . ' • „ b . . 
Wäre etwa ß*>.\, so für passende positive a and b auch J W^dx > 1, 
• ; . . . • - a'. . 
was wegen der beschränkten Konvergenz im Intervall a < L x < b mit der 
Normierung der W„ in Widerspruch steht. Analog ergibt sich die zweite 
Ungleichung. Für W**(x)=W*(x\ß*)lß* ist dann 
(**) . . Pw*, = ß**P* < P0: • ' 
Wäre : eine der Ungleichungen (*) mit dem Kleinerzeichen erfüllt, so 
auch (**), was der Minimaleigenschaft von P0 widerspricht. Daher ist 
1. und-P* = P 0 ; • ' -
4 . 1 . Nun haben wir die Aufgabe^ die Minimalfunktion . tl/'^Jc), die 
wir jetzt einfach mit W(x) bezeichnen,,, durch ein geeignetes Variations-
verfahren zu bestimmen und den zugehörigen Wert P zu, ermitteln.V 
Wir betrachten zwei. verschiedene Stellen x1 und. x2, in deren 
Umgebungen positiv ist. Wir nehmen njit folgende'Variation 
vor: ' Sei £ > 0 ; im Intervall Xj < x < Xj + E setzen wir V(x) = M/(x).-f-1, 
3) Siehe HAUPT—AUM'ANN—PAUOJ Differential- und Integralrechnung, Bd. 1. 
(Berlin, 1948), S. 150, Satz 2. ' - " 
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in x2 < x < x2+ß setzen wir V(x) = ' W(x) — i, "außerhalb beider Intervalle 
sei V ( x ) = W ( x ) . ' e und / seien dem Betrag nach so klein, daß die 
obigen Intervalle fremd und-daß- V(x)^0.~ Es ist J V{x)4x = 1.-Weiter 
+«• . • o 
wird ß = f V2 (x) dx = 1 + u mit ' 
0 -4» ' ' 
I|+S +c 
•-u = \{2tWI<x) + t*)dx-\-\(-2tW(x)+T-)dx = At + Bt*. 
XI+B _ xi+e 
Ferner ergibt sich Pv = P+v mit v=\ xxtdx — ^xltdx= Ct.' Gehen 
Xt ' Xi 
wir nun gemäß 3. 2 über zu Wt(x) = V(kjß)lß, sodaß W1 den Normie-
rungen (4) und (5) genügt, so wird / V , = " 0 +u)z(P+v), also . 
.. \pw-P = v + JlaP+.... = (C+UP)t + ..., 
wo die letzten Punkte Glieder höherer Ordnung in f bezeichnen. Da t 
irrt Rahmen der obigen Bemerkung frei ist, so muß wegen der Minimal-
eigenschaft von P. die Gleichung C + AAP = 0 bestehen : 
E £ " ' . . 
o . ' ö . . • • 
Seien rtun xx und xa Stetigkeitspunkte von W(x). Dann können wir-die 
letzte Gleichung entwickeln: 
• [ x f - x f + 2XP(W(Xl)-W(x,))] B -h o(s) = 0, 
wobei o(e)/e-> 0 für e->0. Dies führt auf' 
xl + 2ZPW(xl).= x$ + 2APW(x2)-. 
Für alle Stetigkeitspunkte x, wo W{x) > 0, hat xx+2XPW(x) einen 
konstanten Wert a, sodaß für diese Stellen 
Da;diese Stellen (als Stetigkeitsstellen einer monotonen Funktion) überall 
dicht liegen/ gilt nach dem bekannten Erweiterungssatz für monotone 
Funktionen die letzte Gleichung sogar für alle x, wo H^(x)>0. Dies 
führt zur Darstellung " y 
W(x) = ^rp(x$—xx) für O ^ x ^ x o , W(x) = 0 für x>x0. 
Die'Normierungsgleichungen (4) und (5) führen zu den in 1.4 ange-
_ • + 0 0 
gebenen Werten für xa und P—P0', die Gleichung P0=§xxWdx ist 
" o 
dann .von selbst erfüllt. 
(Eingegangen am 2. Januar 1950.) 
