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ABSTRACT
Jieran Fang PhD, Purdue University, December 2016. Time-domain Modeling of
Light Matter Interactions in Active Plasmonic Metamaterials . Major Professors:
Alexander V. Kildishev and Vladimir M. Shalaev.
Metamaterials are artificially engineered to obtain unprecedented electromagnetic
control leading to new and exciting applications. In order to further the understanding
of fundamental optical phenomena and explore the effects of dynamically changing
media on light propagation, numerous modeling methods have been developed. Among
them, due to the nature of transient, nonlinear, and impulsive behavior, the time
domain modeling approach is viewed as the most viable method. In this work, we
develop a time-domain model (method of finite-difference time-domain (FDTD)) of
light matter interactions in active plasmonic metamaterials. In order to model the
dispersion of plasmonic nanostructure in the time-domain, we introduce a generalized
dispersive material model built on Padé approximants. The developed 3D FDTD
solver is then applied to study several plasmonic nanostructures and metamaterials,
such as metal-dielectric composite films, random nano-nets for transparent conducting
electrodes, and a graphene photodetector enhanced by a fractal plasmonic metasurface.
In addition to this we also developed a multi-physics time-domain model to investigate
the properties of a silver nanohole array coated with Rhodamine-101 dye. With
accurate modeling of the retrieved kinetic parameters, the simulated emission intensity
shows clear lasing, which is in good agreement with our experimental measurements.
By tracing the population inversion and polarization dynamics, the amplification and
lasing regimes inside the nanohole cavity can be clearly distinguished. With the help
of our systematic approach, we further the understanding of time-resolved physics in
active plasmonic nanostructures with gain.

1

1. INTRODUCTION
In our current fascinating Information Technology (IT) era, the ever-growing demand
of faster data processing and larger transport capabilities relies on the development
of integrated electronic and photonic circuits. On one side, electronic devices are
enjoying the almost unlimited dimension scaling property brought by the modern
fabrication nanotechnology, but are suffering the heat generation and RC delay time
issues that prohibit significant increases in processor speed above 10 GHz [1]. On the
other side, the optical counterparts are free of such problems and possess an almost
unimaginable large data flowing capacity. However, the reduction in size of optical
interconnection is fundamentally limited by the diffraction limit of light [2], imposing
a lower size limit on a guided light mode of about the half of the effective wavelength
(at the order of µm), as illustrated in Fig. 1.1(a) [3]. Because photonic structures are
typically at least 1-2 orders of magnitude larger than their electronic counterparts, this
huge dimension mismatch between electronic and photonic components has caused a
major obstacle in efficiently integrating these two technologies, creating a bottleneck
that prevents higher data processing speeds. It turns out further progress will require
the development of a revolutionary new device technology that can bridge the gap
between the tiny-dimension world of electronics and high-speed regime of photonics.
Fortunately, metals may possess the exact combination of merits to tackle the
issues outlined above and the dream of even faster and smaller chips could become
true. The metals such as Gold (Au) and silver (Ag), illuminated by light, allow for
the excitation of surface plasmonpolaritons (SPPs) under proper configurations [5], as
shown in Fig 1.1(b). Surface plasmonpolaritons are collective coherent oscillations
of the conduction band electrons which can be treated as surface electromagnetic
waves that propagate at a metaldielectric interface. For example, metallic stripes that
support such waves can thus serve as highly-confined optical waveguides or so-called
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Fig. 1.1.: (a) Illustration of plasmonic serving as bridge between high-speed photonics
and ultra-compact nanoelectronics. The different domains in terms of operating speed
and device sizes rely on the unique material properties of semiconductors (electronics),
insulators (photonics), and metals (plasmonics). The dashed lines indicate physical
limitations of different technologies; semiconductor electronics is limited in speed
by heat generation and interconnect delay time issues to about 10 GHz. Dielectric
photonics is limited in scaling size by the fundamental laws of diffraction. (Brongersma
Shalaev, Science, 2010) [3] with permission from AAAS; (b) The two main types of
resonance phenomena encountered in plasmonics - the propagating SPP excited at
metal-dielectric interface and the LSP in metallic nanostructures. Figure adapted
from reference [4] with permission from Nature Publishing Group.

plasmonic waveguides. In contrast to dielectric waveguides, plasmonic waveguides
can facilitate information process and transport between nanoscale devices at optical
frequencies. [6] Nevertheless, the advancement in plasmonics offers several application
opportunities, such as plasmonic circuits and chips that function as ultra-low loss
optical interconnects [7], superlenses that enable optical imaging with unprecedented
resolution [8], nanolithography at deep subwavelength scale [9], and new light sources
with unprecedented performance [10]. In order to fulfill the promise offered by
plasmonics, more and more researches needs to be conducted in these areas, which
brings new challenging tasks for designing and modeling with plasmonic materials. So
that developments of high efficient and accurate modeling techniques for plasmonics
are highly demanded.

3
1.1

Time-domain Modeling for Plasmonics
In order to further the understanding of fundamental optical phenomena and

explore the effects of dynamically changing media on light propagation, numerous
modeling methods have been developed. Among them, due to the nature of transient,
nonlinear, and impulsive behavior, the time domain modeling approach is viewed as the
most viable method. When we model light matter interaction in plasmonic systems,
frequency dispersion of material properties of metals (ω) needs to be accurately
modeled. Although experimental tabulated data is available for most materials (see,
for instance, the paper by Johnson and Christy [11] or the handbook by Palik [12]),
and can be used for frequency domain methods, time domain methods require having
a causal analytical model for dielectric function. For metal plasmonic materials, they
are typically described by Drude [13], Lorentz [14], and Critical Points [15] models or
their combinations. In this work, we choose FDTD method because of its simplicity,
causal models and can be easily extended for nonlinear problems (such as gain medium
for loss compensation). Besides, since it is time-domain simulation, we could obtain
broadband spectral response with one single pulse.
While frequency-domain simulations of plasmonic structures composed of dispersive media may be adequate for most cases, certain physical phenomena can only
be represented in the time domain, such as simulations containing nonlinear effects
stronger than a mild perturbation (up to and including saturation), as well as photomodification and other irreversible phenomena, require a time-domain description. In
frequency-domain (FD) numerical methods, the data for dispersive material properties
is taken as a discrete set of experimental entries; however, the implementation of the
dispersion in time-domain methods requires an approximation of FD dispersion data
with an analytical function. The most popular approach, well covered in the FDTD
literature, e.g. [16], is to take this analytical dependency as a combination of Debye,
Drude, Sellmeier, and Lorentz terms, which provides a good fit with the FD data for
metal and dielectric media [17]. A more recent and more effective FD approximation
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(better fit and less computational cost) is obtained for a number of noble metals with
the so called critical points (CP) analytical dispersion model [15, 18]. However, the
dispersive FDTD method is not fully investigated for that latter model. So far only a
few papers have reported successful numerical simulations using an FDTD method
in combination with auxiliary differential equation (ADE) or first-order recursive
convolution (RC) techniques to implement a CP dispersion model [19, 20]. This need
has motivated work to implement higher-order RC methods, and it has generally
resulted in a necessity for a universal approach to the implementation of different
dispersion terms and different ADE and RC methods. The latter was accomplished
in [21], where the dispersion is introduced with Padé approximants and the proposed,
explicit scheme is resolved in a minimized number of flops while, also, having the ability
to easily switch between different ADE and RC methods of first- and second-order
accuracies.
In addition, we also we develop a multi-physics time domain model to inspect
our recent lasing experiment with a silver nanohole array. We use a classical finite
difference time-domain (FDTD) model coupled to the rate equations of a 4-level
gain system. To retrieve kinetic energy parameters for accurate modeling, we first fit
1-D simulations with pump-probe experiments studying Rhodamine-101 (R-101) dye
embedded in epoxy on an indium tin oxide silica substrate. The retrieved parameters
are then fed into a 3-D model to study the lasing behavior of the R-101-coated nanohole
array. The simulated emission intensity shows a clear lasing effect, which is in good
agreement with the experimental measurements. By tracing the population inversion
and polarization dynamics, the amplification and lasing regimes inside the nanohole
cavity can be clearly distinguished. With the help of our systematic approach, we
can further improve understanding of the time-resolved physics of active plasmonic
nanostructures with gain.

5
1.2

Organization of Dissertation
The contents in this dissertation are organized as follows. Chapter 2 discusses

the implementation of the generalized dispersion model (GDM) for finite difference
time domain (FDTD) methods. It includes results published in [22]. Chapters 3 to
Chapter 5 demonstrate three simulation examples with the GDM implementation:
Metal-dielectric composite (MDC) films made of Ag/SiO2 , Nano-nets for transparent
conducting electrodes applications, and enhanced graphene photodetector with fractal
Metasurface, Chapter 6 describes a time-domain modeling for 4-level atomic systems
and our investigation on lasing dynamics for plasmonic systems with Gain. These
results were published in [23–28]. Chapter 7 summarizes the major results and
achievements and provides some directions for further research.
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2. GENERALIZED DISPERSION MODEL FOR
PLASMONIC MATERIALS
In this chapter, we discuss the implementation of the dispersion of permittivity for
time-domain methods. We revise the technique called GDM that give the most general
approaches to incorporate a wide class of dispersion models while exploiting different
ADE and RC numerical schemes.

2.1

FDTD Implementation of Generalized Dispersion Model

2.1.1

Dispersive FDTD Revised

For simulations, we use the conventional FDTD method by Yee [16], which takes
advantage of leapfrog evaluation of the first two curl equations of Maxwells equations:



∇ × E = −µ ∂H

∂t





∇ × H = J + ε ∂E
∂t



∇·D





∇ · B

(2.1)

=ρ
=0

The dispersion is introduced using the generalized dispersive material (GDM)
model based on Padé approximants [22]. In this approach, the dispersive permittivity
function is assumed to be given in the frequency domain in the form:

ε(ω) = ε∞ −

X a0,i
X a0,i − ιωa1,i
σ
+
+
ιωε0 i∈I b0,i − ιω i∈I b0,i − ιωb1,i − ω 2
1

2

(2.2)
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Where ε∞ is the permittivity of the material at infinite frequency, ε0 is the
permittivity of vacuum, σ represents its DC conductivity, a0,i , b0,i , (i ∈ I1 ) are the
coefficients of [0/1] Padé approximant and a0,i , b0,i , a1,i , b1,i , (i ∈ I2 ) are the coefficients
of [1/2] Padé approximant for the approximation of the permittivity.
Equation (2.2) includes the most important metal and dielectric dispersion models
such as Drude-Lorentz, Debye, Sellmeier, and critical points. We will also need its
transform to time domain, which is:

ε (t) = ε∞ δ(t) + σε−1
0 U (t) +

X

ai e−γi t U (t) +

i∈I1

X

ai e−γi t sin(δi t − ϕi )U (t)

(2.3)

i∈I2

q
here, ai = a0,i , γi = b0,i , ∀ i ∈ I1 or ai = δi−1 a20,i − a0,i a1,i b1,i + b0,i a21,i , ϕi =
p
Arg[a0,i − a1,i (γi + ι Re δi )], γi = 21 b1,i , δi = b0,i − γi2 ∀ i ∈ I2 .
The time-domain partial polarizations corresponding to i-th electric susceptibility
term (χi ), and denoted as Pi , satisfy the ODEs:

Ṗi + b0,i Pi = a0,i E, Pi (0) = 0 ∀i ∈ I1

(2.4)

P̈i + b1,i Ṗi + b0,i Pi = a0,i E + a1,i Ė, Ṗi (0) = Pi (0) = 0 ∀i ∈ I2
where the components of the electric polarization vector P are normalized along
with E and H fields by the incident field factors D0 ,E0 ,H0 , with D0 = ε0 E0 ,H0 =
p −1
ε0 µ0 E0 . On the other hand the polarizations can be written through the convolution
integral (I = I1 ∪ I2 )
Zt
χi (τ )E(t − τ )dτ ∀i ∈ I

Pi (t) =

(2.5)

0

Numerically, local polarization can be calculated using a finite-difference approximation of the ODEs (2.4) (ADE method) or by using the numerical integration of
a convolution integral (2.5) (RC methods). As it is shown in [22], both numerical
methods result in recurrences of the form:
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Pn+1
= β1,i Pni + α2,i En+1 + α1,i En ∀i ∈ I1
i

(2.6)

Pn+1
= β1,i Pni + β0,i Pin−1 + α2,i En+1 + α1,i En + α0,i En−1 ∀i ∈ I2
i
For ADE methods, the coefficients αk,i , βk,i are found immediately after the finitedifference approximation of (2.4) and grouping terms. For RC methods, the derivation
of the coefficients requires more algebraic effort. In [22], we give general formulas for
coefficients αk,i , βk,i , which are parameterized through the first two approximation
coefficients of the numerical integration sum and apply to the formulas for five RC
methods: TRC [29] , PCRC2 [30], PLRC [31], RRC [32], and PCRC [33]. However,
this algebraic effort can be simplified even more by using a complex exponential
susceptibility for i ∈ I2 terms (compare to (2.3))

χ̃i (t) = −ιai e(−γi +ιδi )t−ιϕi U (t) ∀i ∈ I2

(2.7)

h
i
so that the actual polarization is Pi (t) = Re P̃i (t) , where P̃i (ω) = E(ω)χ̃i (ω).
The simplification is an obligatory trick in all basic publications of RC methods
applied to the Lorentz dispersion model; however, it has some drawbacks. In the next
subsections, the generalized approach is demonstrated with complex time-domain
susceptibility.

2.1.2

Using Complex Exponential Susceptibility for RC Methods

The starting point of this approach is the validity of the equation Re [χ̃i (t)] = χi (t),
q
i ∈ I2 , since this holds only if δi = b0,i − 14 b21,i ∈ R,i ∈ I2 . The latter is equivalent
to the condition that if the Drude or the over-damped Lorentz terms are present in
the sum (2.2), they must be expanded to irreducible terms, that is to a conductivity
term and Debye terms i ∈ I1 . Then, all partial susceptibilities χi (t),i ∈ I1 and χ̃i (t),
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i ∈ I2 have the exponential representation αeβt U (t), and the original lemma from [22]
gives a recursive formula for all partial polarizations Pi (t),i ∈ I1 and P̃i (t), i ∈ I2 .
Lemma. If an RC approximation method for the exponential susceptibility
P
n−j
χ(t) = αeβt U (t) is given with the sum Pn = n−1
and the approximation
j=0 χj E
coefficients satisfy the recurrence χj = eβτ χj−1 , j ≥ 2, then the recursive rule for
polarization can be written as



Pn+1 = eβτ Pn + χ0 En+1 + χ1 − χ0 eβτ En

(2.8)

In particular, this lemma gives a recursive integration formula for methods such as
RRC, TRC, PLRC, PCRC, and PCRC2; the coefficients χ0 , χ1 for all listed methods
with different orders are given in Table (2.1)

χ0
χ1

Table 2.1.: RC Coefficients for exponential pole χ(t) = αeβt U (t)
2nd order RC method
1st order RC method
TRC
PCRC2 
PLRC
RRC
PCRC 
1
−1
βτ /2
−2 −1 βτ
−1
ατ
αβ
e
−1
αβ τ (e − 1 − βτ ) ατ
αβ
eβτ − 1
2


2
ατ eβτ αβ −1 eβτ − 1 eβτ /2
αβ −2 τ −1 1 − eβτ
Finally, we incorporate the permittivity function (2.2) into Yee’s FDTD scheme

(2.9) through polarizations:

ε∞ (En+1 − En )+

X
X
στ n+1
(E
+ En ) +
(Pn+1
− Pni ) + Re
(P̃n+1
− P̃ni )
i
i
2ε0
i∈I
i∈I
1

2

(2.9)

= cτ (∇ × H)n+1/2
Formulas (2.8)-(2.9) are additionally rearranged to minimize the number of performed flops:



P n

n+1/2
−1

n+1
n
E
= ξ1 ξ0 E − Re Ψi + cτ (∇ × H)
i∈I



Ψn+1
= eβi τ Ψni + χ1,i (eβi τ − 1)En , ∀i ∈ I
i

(2.10)
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with

ξ1 = ε∞ +

X
X
στ
στ
+ Re
χ0,i , ξ0 = ε∞ −
+ Re
(χ0,i − χ1,i )
2ε0
2ε0
i∈I
i∈I

(2.11)

One can get the formulas (2.10)-(2.11) utilizing Ψni = Pn+1
− Pni − χ0,i En+1 +
i
(χ0,i − χ1,i )En .
Using (2.11), with coefficients χ0 , χ1 from Table 2.1 and the exponential representation for susceptibilities (2.3)-(2.8), the dispersion implementation of most RC
methods becomes straightforward, including implementation of the Debye, Drude,
Lorentz and critical points models.Note that the update of each complex recursive
accumulator is done in 10 flops; however, by converting the complex-valued formulas
into real functions, we perform the same procedure only in 7 flops. [22]

2.2

Numerical Tests
To verify our method, we investigated the optical properties of gold nano-slits.

The dispersive function of gold is more precisely defined as a sum of a Drude term
and two critical points terms (D2CP). The detailed function of this model is given as
follows [15].


X
λ2d
e−iϕm
eiϕm
ε(λ) = ε∞ + 2
+
fm λm
+
(2.12)
λ + iλΓd m=1,2
λm − (λ + iΓm ) λm + (λ + iΓm )
Table 2.2.: Parameters of Dispersive D2CP Model of Gold
Drude term
λd [nm]
Γd [nm]
140
17000
Critical point terms
m fm λd [nm] Γm [nm] φm [◦ ]
1 0.75
445
2400
-22
2 1.55
325
950
-38.6
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where ε∞ = 2.75 and the remaining parameters are listed in Table (2.2). Note that
the critical points approximation allowed to reduce twice the number of dispersion
terms with comparison to conventional Drude-Lorentz models for noble metals.

Fig. 2.1.: 2-D simulation model with gold nano-slits.
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Fig. 2.2.: Comparison of transmission-reflection spectra of 2-D gold slits, (a) TE
polarization and (b) its absolute error, (c) TM polarization and (d) its absolute error.
The test simulation is periodic gold nano-slits under normal incidence of TE- or
TM-polarized waves, as shown in Fig. 2.1. The gold slits are surrounded by air
and extend to infinity in the x direction. All of the 150 nm slits are made in a 600
nm silver film with a 450 nm period; the slits are filled with a dielectric material
(refractive index,n = 1.5). The rectangular simulation domain is set to be 10 µm
in the z direction, with perfectly matched layer (PML) truncation at the two sides
that are perpendicular to this direction, and 450 nm in the y direction with periodic
boundary conditions (PBC) applied to the remaining sides to mimic a periodic array
of infinitely extended slits. The spatial step is 5 nm (the Courant number is 0.5).
To obtain the broadband response, we take the incident E-field to be a Gaussian
pulse (300 nm carrier, 237∼408 nm FWHM, 3 f s offset). The field probes, which are
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located close to the source and the shade sides along the longitudinal (propagation)
direction, are then post-processed with FFT to obtain the numerical reflection and
transmission spectra. The results are compared to a semi-analytical tool based on the
spatial harmonic analysis (SHA) method and freely available on-line [34]. As shown
in Fig. 2.2, the reflection and transmission spectra for both TE and TM polarizations
are in excellent agreement; the absolute numerical errors are within the range of 0.01
across the whole wavelength range from 500 to 1600 nm.

2.3

Summary
We apply the generalized dispersive material model, based on the Padé approxi-

mants of the dispersive dielectric function for two-dimensional simulations of nanoplasmonic structures. This method is used due to its ability to work uniformly with
different dispersion terms such as Drude, Lorentz, Debye, critical points, and Sellmeier,
and to easily switch between ADE and RC methods, while having the same or better effective performance. Specifically its ability to handle critical points model with second
order of accuracy allows reducing twice the number of dispersion terms for permittivity
function of gold (with comparison to conventional dispersive FDTD techniques and
Drude-Lorentz approximation). Moreover, its two-dimensional validation simulations
were performed with periodic gold slits, for which the dispersion of permittivity was
described with the critical points model. The verified transmission/reflection spectra
show good agreement with the semi-analytical method SHA.
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3. METAL-DIELECTRIC COMPOSITE (MDC) FILMS
Randomly arranged composites of nanoscale metal and dielectric elements, sometimes
known as metal-dielectric composites (MDCs) or cermets [35, 36], are useful in a wide
variety of electromagnetic and optical processes. These composites are therefore a
topic of research for scientists interested in fundamental light-matter interactions as
well as for engineers attempting to exploit the properties of MDCs in new applications.
Random MDC films can exhibit self-affine or fractal morphologies [37, 38] that consist
of nanometer-sized metallic particles formed by clusters and elongated islands of metal
in a dielectric host. These metal nanostructures resonate in a broad spectral range
extending from the UV into the mid-IR [39,40], and random MDCs have rather unusual
optical and electrical properties that are significantly different from their constituents.
In particular, MDCs show quite interesting properties near the percolation threshold,
which is defined as the metal volume fraction (or metal surface coverage for 2D films)
at which the electrical conductivity of the system undergoes a transition from being
dielectric in nature to metallic in nature. Due to their resonant response and fractal
morphology, random metal-dielectric composite systems can localize electromagnetic
energy in nanometer-sized regions called hot spots, and they can also produce large
near-field enhancement of electric and magnetic fields in the visible and infrared
spectral ranges [41–43]. Materials placed in the near-field region of a random MDC
film experience dramatically enhanced optical responses; this feature is employed in
applications such as highly sensitive surface-enhanced Raman and infra-red absorption
spectroscopies (SERS [44–47], SEIRA [48–51], enhanced solar cell efficiencies [52,53] or
for developing novel optical elements such as optical filters with transparency windows
that can be controlled by local photomodification in the composites [54, 55].
Due to their varying applications, MDCs have been a topic of research for many
decades. However, accurate simulations of random metal-dielectric systems are still
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challenging for several reasons, not the least of which is the complexity of the problem.
Simulations of complex metal-dielectric structures have been largely focused in one of
two categories. For periodic structures or those with a known geometry, researchers
numerically studied the system using finite-element methods, finite-difference methods,
or even analytical methods when possible. The other category for numerical simulations
deals with modeling the properties of the random system using macroscopic parameters
that are relatively easy to obtain. An example of this is the use of volume filling
fractions and constituent permittivities in Bruggemans effective medium theory (EMT)
[56] and the Maxwell-Garnett theory (and modifications thereof) [57]. Unfortunately,
neither of these techniques is sufficiently accurate for random metal-dielectric structures
with strongly interacting metallic elements. This is due to the fact that simple models
such as EMT do not take into account metal-particle interactions and therefore
fail to properly predict important aspects of the film response, such as the strong
and broadband absorptance that is observed experimentally [58]. In this case, the
advantages of using finite-diffrence time-domain (FDTD) method are two-fold. First,
we have developed a parallel version of 3D FDTD solver that exploits the decomposition
of the simulation domain, thus providing an almost linear speed-up increase as the
number of sub-domains (and therefore the number of processors computing in parallel)
is increasing [59]. In contrast with our parallel TD solver, the computer cluster
solutions for given large simulation domains appear less advantageous for frequency
domain solvers, even if a scalable commercial finite element software that we typically
employ for frequency domain simulations is used, since the dimensions of the system
matrix in our case are very large and there is no way to treat the problem in the
single-node per single frequency regime, as the matrix usually does not fit into the
single-node memory.
Second, we perform full 3D FDTD simulations that probe the transient response
with a short modulated Gaussian pulse, because by doing so we reduce the overall time
necessary for our numerical spectroscopic studies. As the transient response of a short
pulse is broadband, we obtain the broadband spectral results from a single FDTD
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simulation run instead of running a number of frequency-domain simulations to cover
the needed wavelength range. By using the pulse excitation on top of the simulation
domain decomposition, we additionally drastically reduce the overall simulation time.
The speed-up of this approach is consistent with known analyses (see for example [60]).
The equivalence of the CW and transient solutions for our general dispersive material
models has been already validated for the main numerical implementations of the
optical dispersion in FDTD method, including the auxiliary differential equations
(ADE) approach and the typical variations of the second-order accurate recursive
convolution (RC) schemes [21].
In order to simulate the broadband responses properly, numerical methods require
a known geometry. Unfortunately, the exact geometries of random metal-dielectric
films are essentially impossible to predict before fabrication and nontrivial to obtain
after fabrication, particularly for relatively thick MDC films composed of many layers
of metal inclusions in a dielectric host. The randomness of the metal nanoparticle
sizes and shapes is a significant hurdle to using the FDTD method for the calculations
since the method requires a known geometry. In MDCs, the locations, orientations,
sizes, and other properties of the nanoscale elements in the sample are not known,
and the prediction of these properties using growth modeling, for example, is also a
challenging topic of research. In a previous paper [61], we employed a method for
obtaining realistic geometries of 2D (single-metal-layer) films and then simulating
these geometries using the FDTD technique. In this work, we describe a flexible
fabrication technique for making 3D MDC samples with controllable metal filling
fractions and particle sizes. We then extend our 2D simulation method to these
inherently 3D films, describing in detail how we obtain realistic geometries for use
in simulating 3D MDC samples. We use a hybrid of real sample data and simulated
geometries in order to calculate the electromagnetic response of 3D MDCs composed
of thick stacks of random metal and dielectric films deposited on a dielectric substrate.
Finally, we compare our simulation results to experimentally measured spectra and
provide an outlook for these techniques for other applications of MDCs.
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3.1

2D Footprinting Method and Simulations
The 2D footprint method we developed and described previously [61] is very

effective for single-metal-layer films that can be modeled using a two-dimensional
geometry. The principle of the method is to obtain a number of SEM images of a
fabricated sample and then convert these images or portions of them into geometries
that can be fed into the FDTD solver. Herein we refer to this method as footprinting
for convenience. The method begins with imaging a MDC film using a low-kV,
field-emission SEM at various magnifications in order to obtain suitable images for
further processing. The mass average thickness is known from the sample fabrication
parameters, and the far-field spectral responses of the film are measured with a
commercial UV/Vis/NIR spectrophotometer. We then convert the grayscale SEM
images into binary (black and white) images in which the black areas represent the
dielectric material and the white areas represent metal. We employ a thresholding
process in order to find the edges of the metal regions, and this process is only
partially automated. For each sample and each SEM image, manual adjustments of
the thresholding function are necessary to ensure accurate selection of the metal and
dielectric regions (see Fig. 3.1 and Fig. 3.9).
Once we have a binary image of the MDC film, we then section the image into
frames roughly 100×100 pixels in size and create a thin film from the image by assuming
a uniform thickness for the metal regions. Consistent with our AFM data (not shown),
for 2D films we have used a thickness of 20 nm for the metal regions with vertical
sidewalls. We then feed each frame successively into the FDTD solver to calculate
the full-wave electromagnetic response. In our simulations, we used a Drude model
matched to published data [11] for the permittivity of the silver constituent material,
and we used a constant refractive index of 1.445 for the silicon dioxide constituent. It
is also important to note that the dielectric function of plasmonic metals can differ
from the bulk values [62, 63]. The edge of each pixel in the processed image represents
from 1 to about 10 nm in real length, depending on the magnification of the initial
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SEM image. We typically use high-magnification images (50k - 100k or higher), giving
us reasonable detail in the image without requiring extensive computational time.
The response from an individual section of the SEM image is not representative of the
whole film, due to edge effects from the truncation process or non-uniformities of the
film nanostructure observed under very high magnification. Therefore, we use many
frames from the same SEM image or even multiple SEM images in order to build up
a macroscopic average response for the entire sample. The overall far-field spectra
of the sample are computed by averaging the spectra from a number of realizations
created from one or more SEM images of the sample. In our work, we have found that
approximately 20 iterations or geometry realizations are necessary to replicate the
experimentally observed spectral responses of 2D [61] or 3D films. The initial step of
the footprinting process is shown in Fig. 3.1.

1 µm

1 µm

Fig. 3.1.: Original SEM image of a fabricated film (left) is converted into a binary
black/white image suitable for FDTD analysis (right). More than 20 sections of the
black/white image are used as different realizations of the film nanostructure. The
overall film response is then obtained by averaging the responses from each realization.
This film shows a silver coverage of 66.8%.

3.2

3D Composite Film Fabrication
In this section, we describe in detail a method to create complex, random, 3D

MDCs using a multi-step layering technique. Our method is qualitatively similar to
that described above for 2D films, but in this case we repeat the sequential depositions
of metal and dielectric layers in order to produce a truly 3D composite. By adjusting
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the mass average thickness of each metal layer, we can tailor the metal particle sizes
with relative ease. By adjusting the mass average thickness of the dielectric layers,
we can adjust the average spacing between adjacent metal particles or metal layers.
Overall, these controllable parameters can be used to create a wide range of MDC
structures, from complete random and small metal inclusions in a dielectric host, to
a structure with uniform metal and dielectric layers, and many other designs. This
technique is very flexible and relatively easy to tailor for any number of applications.
We fabricated a number of 3D MDC samples for our experiments using electronbeam evaporation, a physical vapor deposition technique. The initial substrates of
either borosilicate glass or silicon wafers were first cleaned with an acidic solution
(piranha solution, H2 O2 : 2H2 SO4 ) for 20 minutes, after which the substrates were
thoroughly rinsed in nano-grade water followed by multiple rinses in acetone, methanol
and isopropanol. The clean substrates were then placed in an electron-beam vacuum
evaporation chamber. The initial pressure inside the chamber was about 10-6 Torr. We
first coated the samples with about 10 nm (mass average thickness) of silicon dioxide
to obtain an appropriately adhesive surface for subsequent metal deposition. We
first deposited a thin (∼10 nm) layer of silica onto the substrate. We then deposited
alternating layers of silver (3-12 nm deposited at 0.05 nm/s) and silica (1.3-6.3 nm,
0.1 nm/s), being careful to maintain the same deposition rates in each respective
layer. Between each deposited layer, we allowed the evaporation system to cool and
the deposited material to diffuse somewhat across the sample surface. Silver grows
on glass and silicon in the Volmer-Weber growth mode [60], so the ultra-thin metal
layers actually produce small, isolated, spheroidal particles of silver rather than a
uniformly smooth layer. Silica, on the other hand, tends to wet the surface of the
metal (and the previously-deposited silica regions), producing a relatively uniform
coverage even for rather small mass average layer thicknesses. Hence, we find that the
silver nanoparticles are coated in silica, allowing for the next silver nanoparticles to
form primarily on an amorphous silica surface and again grow as spheroidal particles.
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Repeating the alternating metal and dielectric layers then gives us the ability to create
truly random, 3D composites with adjustable metal particle sizes at any film thickness.
It is important to note that because silver grows on glass or silicon in the VolmerWeber (island) growth mode, for our samples we see differing structures in the silver
islands depending on the deposited thickness [60]. For very low thicknesses, small,
isolated, spheroidal metal particles are formed on the substrate. For higher thicknesses,
the metal particles coalesce into islands of irregular shapes. At even higher thicknesses,
a continuous path is formed through the silver island; this point is called the percolation
threshold and is an important transition point in the electromagnetic response of the
MDC film. For our silver-on-glass films, the percolation threshold occurred at a silver
thickness of about 11 nm. As still more metal is deposited, the coverage fraction
of metal increases until the metal completely covers the sample surface; this usually
occurred for layers about 20 nm thick in our studies.
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Fig. 3.2.: Representative SEM images and measured far-field reflectance (R), transmittance (T) and absorptance (A) spectra of 3D composite films (Samples A and B)
made of silver and silica. The samples are designed to have the same metal volume
fraction and the same total thickness.
In Fig. 3.2, we show representative SEM images and far-field transmittance,
reflectance and absorptance data are shown for the two types of sample used in this
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work. The samples are labeled A and B and are fabricated with the same total
metal volume fraction and the same total thickness. The mass average thicknesses
of each layer in the samples are shown in Table 1. The far-field transmittance (T)
and reflectance (R) spectra were measured for these samples with a commercial
UV/Vis/NIR spectrophotometer (PerkinElmer Lambda950) fitted with a 150-mm
integrating sphere accessory. For the reflectance the sample was placed at the back
side port of the integrated sphere at small, 8 degree angle to the incident beam [64].
The measured diffuse scattering is negligible for our samples. Absorptance was
then calculated as A = 1 − T − R. Clearly, the samples respond quite differently to
incident light, and their nanostructures are also quite distinct. For relatively thick
silver layers, the metal covers most of the sample surface and forms continuous layers
with a few voids (Sample A). With this type of metal layers, we obtain a 3D sample
that is essentially a multilayered stack of metal layers sandwiched between dielectric
layers (Sample A); this is shown schematically in Fig. 3.3. For thinner silver layers,
the metal remains in the form of disconnected islands, and no real layered structure is
discernible (Sample B). This fabrication is shown schematically in 3.4, and tilt-view
SEMs of one such film are shown in Fig. 3.5.

3 Layers

Clean Substrate

1 Layer

2 Layers

SiO2
Ag
SiO2

4 Layers

5 Layers

Fig. 3.3.: Fabrication schematic for Sample A, a multilayer silver-silica composite
with 2 metal layers and 3 dielectric layers. The metal and dielectric layers are clearly
distinguishable, meaning this is essentially a 2D scenario for our FDTD simulations
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5 Layers

Clean Substrate
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2 Layers

SiO2
Ag
SiO2

6 Layers

7 Layers

3 Layers

8 Layers

4 Layers

9 Layers

Fig. 3.4.: Fabrication schematic for Sample B. Upper panel: Multi-step layering
procedure for fabricating random, 3D MDC films with controllable parameters. The
final film is clearly 3D and must be simulated as such. Lower panel: Schematic image
of metal particles embedded in a dielectric host and showing the 3D nature of our
random MDC films (generated with POV-Ray [65]).

Our fabrication method can produce a structure with a great number of spheroidal
metal particles with sizes of only about 5-10 nm. By alternating thin metal and thin
dielectric layers, we create a true mixture of metal particles randomly positioned in a
dielectric host. By varying the relative thicknesses of the metal and dielectric layers,
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Film Edge
Substrate
Edge

~ 50 nm (SEM)

Fig. 3.5.: A 3D composite film fabricated by the described multi-step layering method
on a silicon substrate. The SEM images show a tilted view of a cleaved edge of the
film. Silver grains are visible throughout the film depth, indicating that the sample
is an isotropic, random film. Left panel: Tilt-view SEM and inset schematic. Right
panel: High-magnification image of the same sample edge.

a desired volume filling fraction can be achieved for 3D films. Continuing the layering
fabrication process, we can produce films with arbitrary overall thicknesses. In our
experiments, we have restricted our films to thicknesses of about 40 nm. However,
arbitrarily thick samples can be made with this method – at the cost of rather long
fabrication times. Using this layering technique, we can also produce MDC films with
very high metal filling fractions that are still below percolation. This cannot be done
with our usual 2D (single-metal-layer) films, as the metal coalesces together and starts
to form continuous, uniform layers for high filling fractions. The ability to produce
high-filling-fraction, 3D films that are near-percolation is a particularly attractive
feature of our technique.
This multi-step layering method is qualitatively similar to the layer-by-layer
fabrication of silver-polymer composites [30, 66, 67], although in this case we have
the benefit of working in vacuum conditions and with high-purity materials without
the use of binding or linking agents. We also note that this technique can produce
films similar to cermets created through co-deposition by RF sputtering [35, 36, 68],
but again our method gives more flexibility because each layer can be individually
adjusted during the fabrication process.
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3.3

3D Footprinting Method and FDTD Simulations
In order to study our 3D composite films with numerical simulations, we have

extended our 2D footprinting method for obtaining realistic FDTD geometries. Our
first attempt at simulating 3D films was a direct extension of our previously published
2D method. In this case we obtained SEM images of the 3D film surface and, after
binarization, we simply stacked the images into a layered structure. The thickness of
each layer was obtained from fabrication data. This method was quite successful, but
only for films that were multilayered in structure rather than true 3D composites. We
found that the binarization of the images for true 3D composite films was inaccurate
because the SEM images of the sample revealed metal nanoparticles at various depths
within the silica matrix. As there was no way to distinguish the uppermost particles
from those deeper in the structure, we obtained black and white SEM image sections
that were not representative of the samples true nanostructure. To overcome this
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Fig. 3.6.: Left panel: SEM image sections from our simulation for Sample B (white
is silver, black is silica). Each image is 100x100 pixels, and the physical lengths are
as shown. Right panel: Schematic showing a 4-metal-layer MDC geometry stacked
for FDTD analysis. The distance between the semicontinuous metal layers has been
exaggerated to show the nanostructure in each layer.
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In our revised 3D simulation process, we first obtained representative SEM images
from the 3D sample as well as from various 2D semicontinuous films with different metal
mass average thicknesses (and hence various metal particle sizes). We then compared
the 2D images to the 3D image in terms of particle shape and size distributions. We
selected a 2D image that corresponds to the general particle sizes and shapes seen in
the 3D image. In addition, since the 3D sample was fabricated with a metal volume
fraction of 65%, we selected a 2D image with a metal coverage ratio of about the same
value (the chosen 2D image is shown in Fig. 3.1 and has a coverage ratio of 66.8%). We
note that the mass average thickness of the metal layer in this case is approximately
the same as the mass average thickness of each metal layer in our 3D MDC fabrication
procedure. After selecting an appropriate 2D image, we composed a layered geometry
of 2D film sections in order to build up a model of the 3D structure (see Fig. 3.6).
In doing this, we duplicated the metal volume filling fraction of the real, fabricated
3D film by choosing 2D footprints from appropriate single-layer samples. We then
fed this stacked structure into the FDTD solver to obtain the full electromagnetic
response of the system.
Table 3.1.: Mass thicknesses for each fabricated layer and thicknesses of each simulated
layer for Samples A and B. The Ag metal layers are semicontinuous metal-dielectric
layers, and the SiO2 layers are pure silica.
Fabricated Thicknesses (nm)
Simulated Thicknesses (nm)
Sample A
Sample B
Sample A Sample A Sample B Sample B

6.6 SiO2
12 Ag
6.6 SiO2
12 Ag
10 SiO2
Glass

5.0 SiO2
6.0 Ag
2.7 SiO2
6.0 Ag
2.7 SiO2
6.0 Ag
2.7 SiO2
6.0 Ag
7.7 SiO2
Glass

6 SiO2
12 Ag
6 SiO2
12 Ag
10 SiO2
Glass

4 SiO2
14 Ag
4 SiO2
14 Ag
10 SiO2
Glass

10 Ag
10 Ag
10 Ag
10 Ag
Glass

5 SiO2
6 Ag
3 SiO2
6 Ag
3 SiO2
6 Ag
3 SiO2
6 Ag
8 SiO2
Glass
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Our goal in the FDTD simulations was to obtain the far-field transmittance,
reflectance and absorptance spectra for the MDC and verify our results against the
experimentally measured spectra in the 300 nm 2400 nm wavelength range. Both
Sample A and B are about 47 nm thick with 65% metal volume filling factor and
are fabricated on glass substrates that are assumed to be lossless with a refractive
index n = 1.52. The fabricated mass average thickness of each layer is shown in the
left side of Table 3.1. In the table and in all of our discussions in this paper, the Ag
metal layers are actually semicontinuous metal-dielectric layers, while the SiO2 layers
are pure silica. The initial cell sizes were chosen to be 2 nm for Sample A and 1 nm
for Sample B, and due to cell discretization round-off, the simulated thicknesses are
slightly different than the as-fabricated values (Table 3.1, right side).
The complete, binary image of each film was divided into individual frames
and stacked as indicated in the right side of Table 3.1 (see also Fig. 3.1). The
computational domain was 100 cells in the both x and y directions (the z direction
is normal to the substrate surface), meaning that for the SEM image magnification
used here, the image sections were 200 nm by 200 nm in real area for Sample A
and 100 nm by 100 nm for Sample B. The simulation domain was 4000 nm in the z
direction; to ensure the stability of our FDTD scheme a normalized Courant stability
number of Snorm = 0.5 [16] was taken. Thus, the time step is defined by the formula
 √ 
∆t = Snorm ∆ c 3 , where ∆ denotes the length of the edge of our uniform cubic
cell. We used a perfectly-matched layer (PML) to terminate the FDTD domain in
the z direction, and periodic boundary condition (PBCs) were applied to all other
sides parallel to the z direction. The time step was about 1.926 × 10−18 s for Sample
A with a total duration of 16384 simulation steps, and for Sample B we used a time
step of 9.629 × 10−19 s with a total duration of 32768 simulation steps. Both durations
were tested to be long enough to contain all the time domain information. In order
to effectively cover the broad wavelength range measured experimentally for these
samples, we used two spectrally overlapping Gaussian pulses. The expression for the
electric field of these pulses in the time domain is given by:
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E(t) = e

−(t−t0 )2
τ2

sin(ωt)

(3.1)

where ω = 2πc/λ, t0 = 3T , and τ = T , (T = 1f s). The spectra of the pulses can
be obtained by Fourier transforming Eq. (3.1), which gives Eq. (3.2). The Gaussian
pulses were modulated at center frequencies corresponding to wavelengths of λ0 = 300
nm and 1000 nm. The resulting frequency-domain spectra are plotted in Fig. 3.7.

I(λ) =

τ √ −τ 2 π2 c2 (1/λ−1/λ0 )2
πe
2

(3.2)
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Fig. 3.7.: Two Gaussian pulses centered at different wavelengths were used as input
pulses for the FDTD simulations of the MDC films. The overlapping pulses in total
cover the wavelength range of interest from 300 nm to 2400 nm.

Because the Gaussian pulse itself has a bandwidth that is larger than 300 THz
(corresponding to a wavelength of 1000 nm), when it is modulated at a wavelength of
1000 nm the whole spectrum extends well beyond our wavelength range of interest.
In this way we can effectively cover both the short-wavelength regime (centered at
300 nm) and the long-wavelength regime in order to obtain the response of the film
over the whole spectrum from 300 nm to 2400 nm. The dispersion properties of silver
were modeled using the Drude model and were implemented through a generalized
dispersion material (GDM) model [21]. A piece-wise constant recursive convolution
technique (PCRC2, see for example [30]) was used to ensure 2nd -order accuracy of the
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entire scheme. The Drude-Lorentz model for silver with three Lorentzian oscillator
terms is:
3

ε(ω) = ε∞ −

2
2
X
fLm ωLm
ωD
+
2
ω 2 + ιωΓD m=1 ωLm
− ω 2 − ιωΓLm

(3.3)

where ε∞ = 2.3846 , and the remaining parameters of the model are as given in
Table 3.2.
Table 3.2.: Parameters of the Drude-Lorentz dispersion model for silver
Drude term
ωD [eV ]
ΓD [eV ]
9.2072
0.0210
Lorentz terms
m
fLm
ωLm [eV ] ΓLm [eV ]
1 0.3102 4.4074
0.5221
2 0.5028 5.1476
1.0654
3 0.7393 6.4570
1.8989
The simulation was carried out on the parallel computing cluster Coates-A managed
by the Rosen Center for Advanced Computing (RCAC) at Purdue University. The
cluster consists of 640 nodes, each with two 2.5 GHz Quad-Core AMD 2380 processors.
The cluster has a distributed-memory architecture with 32 GB of memory and 500 GB
of disk space for each node. These nodes are connected via 10 Gigabit Ethernet and
use the Red Hat Linux 5.5 operating system. The parallel-computing code is based on
the domain-decomposition method [61]. For our simulations the 32 GB of memory per
node can simulate a domain of about 150×150×5500 cells, which is larger than our
domain for either Sample A or Sample B. Our focus in implementing a parallelized
computation was to calculate the response from many different statistical realizations
of the sample rather than to perform domain or spectral decomposition. A typical
calculation for one realization of Sample A required 82.5 hours of simulation time
while for Sample B it required 371.1 hours due to a finer spatial discretization and
twice the number of simulation steps.
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The Total-field scattered-field (TFSF) separation method is used to introduce
the incident source into the simulation domain [16]. The field probes, which are
located close to the source side and the shade side of the domain along the propagation
direction (the z direction), record the averaged reflected and transmitted electrical field
of each frame. These results are then post-processed to obtain the numerical far-field
reflection and transmission spectra. The spectra from one realization to the next
change widely due to differences in the local geometry; hence the macroscopic, far-field
spectral responses were obtained by averaging the results from a statistically sound
number of iterations (statistical realizations) of individual spectra. In this method, we
have found that approximately 20 iterations are sufficient for good agreement with our
experimental data, but we actually calculate a larger number of realizations for each
sample. For Sample A we used 48 iterations (all derived from a single SEM image),
and for Sample B we used 24 iterations. The difference in the number of iterations is
related to the fact that Sample B has twice the number of metallic layers than Sample
A, and our automated process for simulating the films uses the entire SEM image to
generate layers for the stacked simulation geometry.

3.4

Results and Discussion
Our simulation results for Sample A and Sample B are shown in Fig. 3.8 and Fig.

3.10, respectively. We see a strong, quantitative correspondence between the simulation
results and the experimental far-field spectra for both samples. This indicates that our
simulation procedure is suitable for both a layered, 2D-type structure such as Sample
A as well as a true 3D MDC such as Sample B. In addition, we see that the fullwave simulations with the footprint geometry accurately predict the far-field optical
responses of these films, which is not possible with simpler methods like EMT [56].
Moreover, we note that our simulations accurately predict the spectral features related
to interband transitions in the metal. Interband transitions in silver cause a rather
sharp change in the spectral response of the films in the short-wavelength edge of
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the spectral range shown in Fig.8. In our simulations, interband contributions are
described by the Lorentz terms in Eq. 1.3 for the silver permittivity, which in turn is
in good correspondence with the experimental data by Johnson and Christy [11].
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Fig. 3.8.: Experimental and simulated far-field transmittance (T), reflectance (R)
and absorptance (A) spectra for Sample A (silver-silica composite, 65% metal filling
fraction, 47 nm thickness, 2 metal layers). In the simulations, the spectra from each
of 24 geometrical realizations have been averaged to obtain the presented values. The
left panel is a simulation with 12 nm Ag/6 nm SiO2 pairs based on mass-average
thicknesses, and the right panel is a revised simulation with the layer thicknesses
adjusted to give a more accurate volume fraction (46 nm total thickness with two 14
nm Ag/4 nm SiO2 pairs and about 63.6% metal volume fraction).

In Fig. 3.8 we show the experimental and simulated far-field transmittance,
reflectance and absorptance spectra for Sample A, which is a silver-silica composite
with a 65% metal filling fraction and a total thickness of 47 nm (2 metal layers, 3
dielectric layers). For this sample, the first simulation geometry (Fig. 3.8, left panel)
consisted of two pairs of silver/silica layers (12 nm Ag/6 nm SiO2 ) and a single
silica sub-layer. These thicknesses were based on the mass-average thicknesses of
the fabricated film. Each silver layer is modeled as a semicontinuous film, so the
thicknesses listed here are the thicknesses of each metal particle in the semicontinuous
film structure (we assumed vertical sidewalls for the silver grains). The right panel of
Fig. 3.8 shows the results of a revised simulation with the layer thicknesses adjusted to
give a more accurate volume fraction. In this case, the total thickness was 46 nm with
two 14 nm/4 nm Ag/SiO2 pairs and a metal volume fraction of about 63.6%. For both
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schemes, the simulated spectra are the average of the far-field spectra from 24 different
geometrical realizations. Sample A is essentially a stacked 2D structure, and as such
we expected and observed a good agreement with our experimental measurements as
a result of our previous work [61].

500 nm

500 nm

Fig. 3.9.: SEM image of Sample B (left panel) and black/white footprint image with
an adjusted threshold level so that the coverage corresponds to the experimental metal
volume fraction (right panel).

In Fig 3.10, we show the experimental and simulated far-field transmittance spectral
responses for Sample B, which is a true 3D composite structure. Sample B is also
a silver-silica composite with a 65% metal filling fraction and 47-nm thickness like
Sample A, but in Sample B we have 4 metal layers rather than only 2. Again we
have two sets of simulated results. The left panel of Fig. 3.10 shows the simulated
spectra for a structure with four 10-nm Ag layers adjusted to match the experimental
metal volume fraction (65%). The right panel shows a revised simulation in which
the layer thicknesses have been adjusted to match the experimental mass thicknesses
(that is, a 46-nm total thickness with four pairs of 6 nm Ag/3 nm SiO2 layers and
about 60% metal volume fraction for each metal layer). As before, the simulated
spectra presented in Fig. 3.10 are the average of the spectra from each of 24 different
geometrical realizations (see Fig. 3.6 for one such realization). We see again a good,
quantitative agreement between the simulated spectra and the experimental values
(right panel of Fig. 3.10). We note that the resonance peak of the simulated spectra
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is slightly red-shifted with respect to the experimental peaks. This is likely due to the
fact that we used vertical sidewalls in modeling our silver nanoparticles.
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Fig. 3.10.: Experimental and simulated far-field transmittance (T), reflectance (R)
and absorptance (A) spectra for Sample B (silver-silica composite, 65% metal filling
fraction, 47 nm thickness, 4 metal layers). In the simulations, the spectra from each
of 24 geometrical realizations have been averaged to obtain the presented values. Left
panel: Simulation with four 10-nm Ag layers adjusted to match the experimental
metal volume fraction. No insulating SiO2 layers were used in this case. Right panel:
Revised simulation with layer thicknesses adjusted to match the experimental mass
thicknesses (46 nm total thickness with four pairs of 6 nm Ag/3 nm SiO2 layers and
about 60% metal volume fraction for each metal layer).

In left panel of Fig. 3.10, we see an interesting phenomenon that occurs when
the insulating SiO2 layers are neglected in the simulated realization of the MDC film.
Although this simulation matches the fabricated films silver volume fraction (65%),
the calculated results show that the calculated reflectance of the film is significantly
higher in the near-infrared wavelength range as compared to the experimental values.
For a composite structure with such a high metal filling fraction and no insulating
layers, the metal particles actually connect across the films layers from the top of
the MDC to the bottom. This causes a distinct change in the calculated spectral
response of the composite, and these connected paths can be roughly represented as
nanowires that tend to reflect near- to mid-infrared wavelengths. Since we do not
observe this feature in our experimental measurements, we can conclude that our silver
nanoparticles are on average completely coated by SiO2 and are therefore isolated
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from other nanoparticles, as shown schematically in Fig. 3.4. The right panel of Fig.
3.10 shows the model, which includes isolating dielectric layers and results in much
better agreement with experiment.
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500 nm
Sample B
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Sample C
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500 nm

Fig. 3.11.: SEM images (top) and binary images (bottom) of Sample B (left) and
a single-layer semicontinuous metal film (Sample C, right). The mass thickness of
the Sample C is the same as one of the metal layers of Sample B. The images have
different particle size distributions, which lead to changes in their calculated spectral
responses.

We also investigated how the predicted optical properties of the MDC films are
influenced by differences in the distribution of sizes for the silver nanoparticles in
the MDC. This was important to consider because effective medium theories such as
Bruggemans [56], for example, predict that the optical properties of two MDC samples
should be the same when the metal filling fractions and total thicknesses are the same.
In reality, the particle size distribution does influence the optical properties of the films.
To study this influence, we generated realizations of stacked layers corresponding to
Sample B (which was fabricated with a 47-nm thickness, four metal layers, and a
65% metal filling fraction) using two different particle distributions. We derived the
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particle distributions from SEM images from two different samples. One SEM image
was from the actual Sample B film, and the other was from Sample C, which was a
single-metal-layer silver/silica semicontinuous film whose metal coverage was chosen
to be the same as a metal layer of Sample B. These SEM images and their binary
counterparts are shown in Fig. 3.11. The particle area distributions of the binary
images are as defined in Eq. (3.4)

Pi = Ni /NT OT

(3.4)

where Ni is the number of particles within the range [i, i + ∆), the step size ∆ is
chosen to be 1 nm2 , and NT OT is the total number of particles. Hence Pi represents
the percentage of particles within a given area range, and plotting Pi v.s. particle area
gives us the histogram of the binary image, as shown in Fig. 3.12.
2.5

2

Sample B
Average particle area:
508.47 nm2

1.5
1

Percentage (%)

Percentage (%)

2

0.5
0
0

2000

4000
6000
8000
2
Particle area (nm )

10000

Sample C

1.5

Average particle area:
1356.85 nm2

1
0.5
0
0

2000

4000
6000
8000
2
Particle area (nm )

10000

Fig. 3.12.: Particle size distributions from the binary images of Fig.3.11. Average
particle areas are as indicated. The distributions are clearly different, which leads to
different far-field spectral responses for the MDC films.

The particle area distributions are clearly different, with a larger average particle
area for the Sample C distribution. From the binary images, we generated geometrical
realizations corresponding to Sample B and calculated the expected far-field spectral
responses. The simulation parameters were the same as those of the right panel of Fig.
3.10 (i.e., we used the Drude-Lorentz model for the silver permittivity and four pairs
of 6 nm Ag/nm SiO2 layers, and the simulation domain and time steps were as noted
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for Sample B above). Therefore, the only differences between the two realizations are
related to their particle size distributions. The averaged, far-field spectral responses of
these two realizations are shown in Fig. 3.13. In the left panel we show the UV, visible
and near-infrared responses of the films, and in the right panel we show the responses
for longer wavelengths into the mid-infrared range. It is interesting that the T/R/A
spectral results match for the two distributions in the short-wavelength range from
about 300 nm to 600 nm, and they also match in the long-wavelength range beyond
about 7000 nm, which is clearly seen in the right panel of the figure. However, we see
that differences in the particle size distributions significantly affect the results in the
part of the visible and near-infrared wavelength ranges. These results support our
assertion that effective medium theories are not sufficient for predicting the optical
response of MDCs, particularly when the metal inclusions strongly interact.
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Fig. 3.13.: The simulation results for transmittance (T), reflectance (R) and absorptance (A) spectra using four pairs of 6 nm Ag / 3 nm SiO2 layers with two different
particle distributions (Sample B and Sample C) of Fig. 3.12. Left panel: Calculation
results for UV, visible and near-infrared wavelengths. Right panel: Calculation results extending into the mid-infrared range. The results from the different particle
distributions converge for very short wavelengths around 300 nm and for longer wavelengths into the mid-infrared range, while at visible and near-infrared wavelengths the
discrepancies between the distributions are clearly evident.

For the long-wavelength range, the wavelengths are long enough that the silver
nanoparticle shapes are not felt by the incident wave, and the material acts like a
bulk, diluted metal. In the wavelengths from about 600 nm and into the near-infrared
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region, however, the optical response should be dominated by strongly interacting metal
nanoparticles that support localized plasmon resonances and hot spots [41–43, 65]. In
this range, the localized resonance effects related to the geometry and the distribution
of the particle sizes should be taken into account. It is therefore in this regime that
we find discrepancies between the calculated responses from realizations made with
different particle size distributions.

3.5

Summary
We have shown that inherently 3D metal-dielectric films can be created using a

multi-step, layered deposition process. These films are comparable in composition
to a co-deposited MDC, but in our method there is more control over the details
of the structure such as the particle size distribution, volume fraction, and interparticle spacing, in addition to high reproducibility. We have described the details
of this fabrication method and used it to make a number of MDC samples, which
were then characterized optically. These samples are not sufficiently described by
effective medium theory modeling, and as a result we have also turned our attention to
simulating random MDCs using more accurate FDTD simulations. We have developed
a method to obtain realistic geometries of fabricated 3D MDC samples. Our simulation
method, which we call footprinting in reference to the 2D method on which it is based,
is used to obtain geometries consistent with our fabricated samples and allow us to
perform full-wave FDTD simulations of the sample nanostructure. We obtained the
detailed far-field electromagnetic responses of model MDC structures and averaged the
responses over a number of realizations, recreating the macroscopic response of the real
sample. Comparing our results with the experimentally measured far-field spectra of
the actual samples, we found good agreement between the simulated and experimental
results, even when a relatively small number of geometrical realizations were used.
Our simulation results support the observation that the resonance phenomena in the
MDC are influenced by the layer structure of the film as well as other features of the

36
composite, and not solely by the volume filling fraction and constituent permittivities,
as would be predicted by effective medium theories. In particular, the particle size
distribution influences the spectral response of the film, and our results indicate
that this influence is strong in the visible and near-infrared wavelength range. Our
fabrication and simulation methods and our results can be applied to other random
MDC and cermet structures where well-controlled fabrication and detailed, full-wave
simulations are often difficult or impossible to obtain. We expect our approach will be
useful in studying complex, random geometries whose properties cannot be adequately
described by mean-field theories like Bruggemans effective medium theory. Going
forward, we intend to use this simulation methodology in projects related to near-field
enhancement, obscurants and filters, and fundamental studies on plasmonic materials.
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4. NANO-NETS FOR TRANSPARENT CONDUCTING
ELECTRODES APPLICATIONS
High-transparent and high-conducting TCEs are essential components for numerous
applications, such as touch screens, solar cells, flexible panel displays, and etc. Currently, the most common material for such TCE application is ITO. However, ITO
has limitations in terms of cost, in part due to the indium scarcity, and performance,
particularly in terms of stability. It is inflexible, brittle, and degrades over time [69–73].
Thus, researchers are seeking alternatives for ITO. Recently, it has been reported that
co-percolating single layer graphene (SLG) wrapped silver nanowire networks (SNW)
could serve as high performance, highly stable transparent conducting electrodes [73].
However, due to the complicated coupling effect from plasmonic elements, there is limited design guidance from theoretical methods such as Bruggemans effective medium
theory (EMT) [56] and the Maxwell-Garnett theory (and modifications thereof [57]).
In order to simulate optical performance of randomly distributed silver nano-nets as
well as the impact of the SLG, we present a numerical model based on finite-difference
time-domain (FDTD) simulations.
The dimensions of the individual TCE frames and resolution of randomly distributed thin nanowires require huge computational mesh in order to perform accurate
full-wave 3D simulation of the structure. To reduce substantial simulation time and
near-critical memory loads, we use parallelized FDTD code and high-performance
computing (HPC) hardware with cluster architecture. Our method relies on independent simulations of individual TCE patterns and further averaging of the obtained
spectra [61]. Separation to individual frames allows parallel simulations without interconnection burden and faster independent memory access. Broadband optical response
of the TCE structure is obtained with a single Gaussian pulse. The dispersion of
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metal elements is approximated with the Drude-Lorentz model, and it is implemented
numerically with the second-order recursive convolution method [21].
This chapter is organized as follows. First, we briefly introduce the fabrication
procedure of SLG-SNW hybrid film and transmittance measurement of samples at
different nanowires density. Second, we present simulation method and results for
randomly distributed SNW. The contribution of the SLG layer is then estimated as
the multiplicative constant.

4.1

Fabrication of Hybrid SLG-SNW Film
The hybrid single layer graphene-silver nanowire network transparent conducting

electrodes (hybrid SLG-SNW TCEs) were fabricated by dispersing nanowires uniformly
on a cleaned quartz substrate (∼10mm × 10mm × 0.5mm from SPI Supplies, PA)
followed by SLG transfer using standard wet transfer involving CVD graphene grown
on copper foil [73]. Deposition in this sequence yields our best performance TCEs,
corresponding to a case in which the SLG wraps around the nanowires and nanowire
junctions. In addition to protecting the nanowires from ambient oxidation, this
wrapping is also thought to result in more intimate physical contact at wire-wire
junctions and therefore to reduce the wire-wire contact resistance. Several cleaning
procedures were followed after each process steps during the fabrication as well as after
completion of the total structure in order to keep the TCEs free from contamination
and keeping the junctions as clean as possible [73]. Four different nanowire densities
were used, denoted by D1 , D2 , D3 and D4 corresponding to estimated densities of
2×106 cm−2 , 2.8×106 cm−2 , 3.6×106 cm−2 , and 4.8×106 cm−2 respectively. The
average nanowire diameter is ∼90 nm and the average length is ∼40 µm. Regions in
which the graphene was not present were used to study structures involving nanowires
only (density D1 , D2 , D3 and D4 ). The optical transmission of the four samples was
studied using a Perkin Elmer (lambda 950) UV-VIS-NIR spectrophotometer. The
measurements were performed in an integrating sphere using specular configuration in
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300 nm-1200 nm wavelength range and in each 5 nm interval. The Fig. 4.1 shows
SEM picture of hybrid SLG-SNW TCE film with SLG deposited on top of the nanowire
network (optical transparency ∼97.5%).

Fig. 4.1.: Scanning electron microscopy (SEM) of the hybrid SLG-SNW TCE film,
the scale bar is 5 µm.

4.2

Modeling for Hybrid SLG-SNW Film
Since the resonance of SLG occurs at near IR to Mid-IR wavelength, the coupling

effect between silver nanowires and 1-nm thick SLG is negligible at our wavelength
range of interest [74]. Hence, we simplify our model and simulate the transmittance
of SNW layer separately. The total transmittance spectrum of the hybrid SLG-SNW
film is approximated as the product of transmittances from both layers:

THybrid = TSNW TSLG

(4.1)

The randomly distributed SNW structure of interest is represented by cylinders
with square cross-sections that are 90 nm wide on each side and it is supported by
glass substrate with a refractive index of 1.445, as shown in Fig.4.2 (left). The normal
incident plane wave is a modulated Gaussian pulse chosen as: G(t) = exp[−(t −
t0 )2 /τ 2 ] sin ωt, where ω = 2πc/λ, τ = 1f s, t0 = 3τ , and λ = 0.4 µm. The spatial
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step size was ∆x = ∆y = ∆z = 10 nm. The time-domain reflected and transmitted
field probes were recorded close to the source and to the shade sides of the domain
along the propagation direction (z direction), and then averaged over the transverse
cross-section. These probes were post-processed with an FFT to obtain the numerical
far-field transmission (T).
The dispersive dielectric function of silver was modeled using the same DrudeLorentz model defined as 3.3 in Chapter 3. It was numerically implemented through a
generalized dispersion material (GDM) model [21] with coefficients corresponding to
second-order recursive convolution scheme (PCRC2, see for example [30]).
A representative SEM image of a SNW film is shown in Fig. 4.2 (center). We
apply the 2D footprint method discribled in Chapter 3 to convert the SEM image to
binary figures that can be fed into the FDTD solver. as shown in Fig. 4.2 (right).

Fig. 4.2.: Schematic view of randomly distributed SNW under normal incident light
(left). Representative SEM image of a bare SNW film (center) is converted into a
binary black/white image suitable for FDTD analysis (right). The yellow lines indicate
individual frames used as different realizations of the silver nano-net. The overall film
response is then obtained by averaging the responses from each realization.

4.3

Results and Discussions
The direct sequential simulation of such randomly distributed SNW with given

numerical parameters would require substantial computer resources, including large
memory capacity and considerable simulation time. In our case, ineffective access
to large amount of data and interconnect burden is substantially decreased by using
small individual frames, which are computed independently. Here, we cut the initial
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binary figure into frame size: 2µm ×2µm, as shown in Fig. 4.2 (right), and set PBCs
on each newly appeared boundary [23]. The simulation transmittances of randomly
distributed SNW at four different densities (2×106 cm−2 , 2.8×106 cm−2 , 3.6×106
cm−2 , and 4.8×106 cm−2 ) are show in Fig. 4.3. The calculated spectra varies widely
from one individual frame to another due to differences in the local geometry; hence, we
obtained the macroscopic far-field spectral transmittance by the arithmetic averaging
of the spectral data from each individual frame, as indicated by the blue curve and
black curve shown in 4.3.
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Fig. 4.3.: Simulated far-field Transmittance (T) of randomly distributed SNW corresponding to four representative different densities (a) D1 =2×106 cm−2 , (b) D2 =2.8×106
cm−2 , (c) D3 =3.6×106 cm−2 , (d) D4 =4.8×106 cm−2 . The inset figures are the corresponding SEM used for FDTD simulations directly.

Compared with a two dimensional periodic array of silver nanowires [75], a network
of randomly positioned NWs suppresses undesirable oscillations, resulting in a steady
transmittance over a broad range of wavelengths. In frequency domain the optical
response of SLG is usually modeled using random-phase approximation (RPA) of the
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dielectric function of graphene [76]. Here we use rough estimation of SLG contribution
to the transmittance, assuming that SLG introduces about 3% transmittance loss
across the whole spectrum which is confirmed by experiment.
Further we can incorporate graphene layer to the full-wave 3D FDTD model. This
is beneficial for studies of photovoltaic panels with tunable dielectric function of SLG
controlled by reverse biased voltage and temperature [77]. In contrast to frequencydomain, time-domain modeling of tunable SLG has difficulties with effective numerical
evaluation of integral RPA expressions. This issue has been addressed in [77, 78].
In [77] interband contribution to RPA was approximated with 2 critical-point terms.
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Fig. 4.4.: (a) Simulated and (b) Experimentally measured far-field Transmittance
(T) of films corresponding to four representative different densities D1 =2×106 cm−2 ,
D2 =2.8×106 cm−2 , D3 =3.6×106 cm−2 , and D4 =4.8×106 cm−2 . The red lines indicate
the SNW samples, while the blue lines indicate the hybrid SLG-SNW samples.

As shown in Fig. 4.4, the increasing density of silver nanowires corresponds to a
mono-decreasing transparency which matches with experimental results qualitatively.

4.4

Summary
In summary, the wavelength-dependent transmittance of hybrid SNW-SLG film

has been studied numerically via 3D FDTD simulations. Although our custom FDTD
code for modeling actual TCE samples has been already parallelized and built for HPC
cluster architectures, the dimensions of the individual TCE samples and resolution
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of randomly distributed SNW would require enormous computational resources. In
order to overcome the computational complexity of randomly distributed SNW and
perform accurate and efficient 3D simulations of any given sample, we have built our
modeling on a splitting approach: (1) decomposition of a given TCE sample into a set
of individual frames, (2) independent, asynchronous simulations of individual TCE
frames, and (3) further averaging of the individual spectra. Asynchronous treatment
of the individual frames allows for rapid autonomous memory access and for parallel
simulations without additional interconnection.
The simulation results match the trends observed in experiments. Increasing of
silver nanowire density decreases the transmittance of the SNW layer, while the SLG
introduces a ∼3% transparency loss across the whole spectrum. The randomness of
SNW yields a flat transmittance over a broad range of wavelengths. Using the numerical
approach presented here, one can reveal and verify the theoretically predicted optical
performance of hybrid SLG-SNW films and its dependence on several characteristic
parameters such as wire length, diameter, density, aspect ratio, etc.
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5. ENHANCED GRAPHENE PHOTODETECTOR WITH
FRACTAL METASURFACE
Graphene has been demonstrated to be a promising photo-detection material because
of its ultra-broadband optical absorption, compatibility with CMOS technology, and
dynamic tunability in optical and electrical properties. With a thickness of only a
single monolayer, graphene has an intrinsically small optical absorption which hinders
its incorporation with modern photo-detecting systems. In this chapter, we propose
and demonstrate a gold snowflake fractal metasurface design to realize broadband and
polarization-insensitive plasmonic enhancement in graphene photovoltaic detectors,
as shown in Fig. 5.1. We experimentally obtain an enhanced photocurrent from
the fractal metasurface which is an order of magnitude larger than photocurrent
generated at a gold-graphene edge and sustained over the entire visible spectrum.
We also observed a relatively constant photoresponse with respect to polarization
angles of incident light, which results from a combination of two orthogonally-oriented
concentric hexagonal fractal geometries in one metasurface.

Fig. 5.1.: Schematic view of enhanced graphene photodetector with fractal metasurface.
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5.1

Introduction
Graphene has been demonstrated as an appealing material for photodetection due to

its unique properties such as wide optical absorption spectrum, wavelength independent
absorption, high room-temperature electron and hole mobilities, mechanical flexibility,
and dynamic tunability in optical and electrical properties [79–83]. So far there are
primarily five known physical mechanisms that enable photodetection in graphene:
the photovoltaic effect [84–86], the photo-thermoelectric effect [87–89], the bolometric
effect [90], the photogating effect [91–93], and the surface plasmon-assisted mechanism
[94, 95]. The photovoltaic effect makes the prioritized candidate for ultrafast graphene
photodetector because of its fast time response [86, 96]. However, the responsivity
(sensitivity) in graphene photovoltaic detectors are relatively low because graphene,
which absorbs merely 2.3% of incident light [79], is used as the photo absorption
material. Efforts have been made to enhance the responsivity in graphene photovoltaic
detectors by using plasmonic nanostructures, but the previously proposed plasmonic
enhancement methods are mostly narrowband and polarization dependent [97, 98].
Here we are presenting a gold fractal metasurface design which has a relatively flat
optical absorption in the visible part of the spectrum to realize broadband plasmonic
enhanced graphene photovoltaic detector.

5.2

Design and Simulations of Fractal Metasurface
We begin by introducing a new fractal metasurface design. The metasurface is

realized through a fractal tree to mimic the snowflake geometry. As demonstrated
in previous works, the fractal metasurface has been shown to exhibit broadband
and multiple resonances with increased levels [99–101], where the practical examples
include plasmonic elements [98] that follow the Cayley tree topology [100] or the
nanostructured aluminum electrodes [101] following the classical space-filling curves
of Hilbert and Peano [102, 103]. Here we choose the six-point asterisk shape as our
seed geometry (the first-level fractal, Fig. 5.2(a)). Construction of the branching is
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generated by recursive iterations that is different from the classical approaches to
n-flake generation [104]. In our case, upon each iteration six new branches are only
spread from each new root point. The angle between each branch is kept at 60◦ .
The branch width and thickness are set to be 40 nm for all levels of iterations, while
branch lengths at each level are decreased by the scaling ratio of 1/3 as the level
increases, with a total level of 4, denoted by the blue color in Fig. 5.2(a). For the sake
of fabrication and measurement conveniences, we designed the fractal metasurface
with a diameter of 10 µm to cover the whole area of illumination by the laser spot
in our system. Nonetheless, due to the simple scalability of fractal metasurfaces,
it is convenient to design metasurfaces that are fitted for other spot sizes and for
enhancement at other desired wavelengths. In order to increase the density of the
branches within the illumination spot and to compensate for the intrinsic polarization
anisotropy, we combine another 3-level fractal structure concentrically with a 30◦
rotation, denoted by the red color in Fig. 5.2(b). All the arm lengths for the whole
fractal metasurface are listed in Table 5.1.
Table 5.1.: Arm lengths for the whole fractal metasurface
N
1
2
3
4-level fractal arm lengths (µm, blue region in Fig.5.2(b)) 3.47 1.15 0.38
3-level fractal arm lengths (µm, red region in Fig.5.2(b)) 1.39 0.46 0.15

4
0.13
NA

Next, we investigate the optical characteristics of such gold fractal metasurface
numerically through our GDM FDTD solover. We employ a dispersive model for gold,
which is defined as the sum of a Drude term and two critical point terms. The model
and parameters are defined as same as Eq. 2.12 and Table. 2.2 in Chapter 2. We show
one full-wave simulated in-plane electric field distribution just underneath the gold
fractal metasurface when it is illuminated at the wavelength of 530 nm (Fig. 5.2(c)).
The high intensity regions (hot spots) are tightly localized around the branches and
edges of the fractal structures.
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Fig. 5.2.: (a) Construction of the fractal design with snowflake geometry, from level
1 to level 4. (b) Total structure comprising of a 4-level (blue part) and a 3-level
(red part) fractals utilized in the study. (c) FDTD simulated in-plane electric field
(of the incident electromagnetic wave) distribution just underneath the gold fractal
metasurface on a glass substrate at the wavelength of 530 nm.

5.3

Results and Discussions
To further validate the performance of our metasurface, we performed near-field

scanning optical microscopy (MultiView 2000, Nanonics Imaging Ltd.) to elucidate
the near-field characteristics of the plasmonic fractal. For near-field measurements,
we fabricated gold fractal patterns of exactly the same dimensions on top of a bare
glass substrate; this was necessary due to the strong absorption that would have
otherwise occurred using a silicon substrate. The metasurface sample is illuminated
from the far-field using a weakly focused 532 nm diode laser incident on the bottom
of the metasurface i.e. the glass substrate side. The near-field signal is obtained by
scanning a metal-coated (chromium and gold) tapered fiber with a 50-nm aperture
above the surface of the sample. The scan is performed at a fixed distance of ∼100 nm
in order to mitigate damage to the tip and/or sample and to eliminate topographic
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artifacts in the signal [105]. Fig. 5.3(a) shows the experimental near-field map of the
metasurface. To compare with experiments, we simulatedusing an FDTD methodthe
electromagnetic fields in a plane 100 nm above the plasmonic metasurface assuming a
532 nm plane wave incident from the substrate side and applied a moving average
weighted with a 50-nm disk to account for the convolution of the tip [106]. Our
results are well matched with experiment as illustrated in 5.3(b) and indicate strong
plasmonic extinction near the branches and edges of the fractal structure.
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Fig. 5.3.: (a) Experimental near-field map of the fractal metasurface. The measurement
is done in collection mode at a wavelength of 532 nm. (b) The simulated electric field
distribution at the wavelength of 532 nm. A floating window average is applied to
mimic the 50 nm diameter aperture that is used in the NSOM experiment in (a).

When visible light is incident upon the fractal metasurface, the electric field of
the incident electromagnetic wave is dramatically confined and enhanced at the above
mentioned local hot spots and contributes to an extensive electron-hole pair generation
in graphene. Meanwhile the difference of work functions between metal and graphene
introduces a potential energy gradient, which results in a built-in electric field at the
metal-graphene interface. The electron-hole pairs induced by incoming photons and
plasmonic oscillations are then spatially separated and a photocurrent is generated.
Compared to the plain metal-graphene edge where the maximum photocurrent is
usually detected in traditional graphene photovoltaic detectors [107, 108], the multiple
sub-branches of the fractal metasurface increase the interface area between metal and
graphene, which also helps to generate and collect the electrons and holes at a higher
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efficiency. Additionally, due to a combination of two orthogonally-oriented concentric
hexagonal fractal geometries in an integrated metasurface design (see Fig. 5.2(b),
red and blue structures respectively), the enhancement in photocurrent detection is
independent of the polarization angle of the incident electromagnetic wave, providing
yet another advantage over the previously reported plasmonic enhanced graphene
photovoltaic detectors. Because the time response of graphene photovoltaic detectors
is mainly limited by the RC constant [98], introducing the fractal metasurface into the
graphene photodetector will likely not sacrifice the response speed, since the metallic
metasurface only increases the load capacitance minimally while significantly lowering
the source-drain resistance (RSD ) [95].
In our experiment, we integrated the fractal metasurface with the drain contact
of the graphene field effect transistor (FET) device, so that the metasurface is at
the same electrical potential as the bulk drain contact, which facilitates the electron
(hole) collection and also the theoretical analysis. The device fabrication starts with
the transfer of a monolayer graphene sheet [109] grown by chemical vapor deposition
(CVD) onto a highly p-doped silicon substrate (0.001-0.005 Ω · cm) with a 300 nm
thick dry thermal dioxide on top. The fractal metasurface with gold rods for electrical
connection was defined by electron beam lithography (EBL), Ti (3 nm)/Au (40 nm)
metallization and liftoff. The large sheet of graphene was then etched into smaller
rectangles using photolithography and O2 plasma etch. The bulk source and drain
contact pads were fabricated to directly cover the gold rods to ensure electrical
connection with the metasurface. Finally wire bonding the fabricated chip to printed
circuit board was performed for electrical measurements.
The photocurrent response of our device was measured by the setup illustrated
in Fig. 5.4(a). A continuous wave laser (Ar-Kr) chopped at 1.1 kHz by an optical
chopper was coupled to a 10× microscope and was then focused on the photodetector
with a spot diameter of ∼7 µm. The generated photocurrent was then measured via
the source-drain contacts by a lock-in amplifier synchronized with the optical chopper.
We measured the photocurrent generated when the laser spot was incident upon the
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Fig. 5.4.: (a) Experimental setup for photocurrent measurement; (b) Scanning electron
micrograph (SEM) of the graphene photodetector with the fractal snowflake metasurface (the white scale bar is 5 µm); inset image shows the zoomed-in view of gold
fractal metasurface under the excitation laser spot A (the white scale bar is 1 µm).
The laser beam was shone on two different locations during photocurrent measurement:
one on the fractal structure (spot A), and the other on the plain graphene/gold edge
(spot B). The ratio of the photocurrent generated on these two spots is defined as the
enhancement factor.

fractal metasurface (spot A in Fig. 5.4(b)), denoted as If ractal , and when the laser
spot was incident upon the plain gold-graphene edge (spot B in Fig. 5.4(a)), denoted
as Iedge , and defined If ractal /Iedge as the enhancement factor. The study of fractal
metasurface photocurrent generation was carried out at six experimentally available
wavelengths476 nm, 488 nm, 514 nm, 530 nm, 568 nm, and 647 nmto investigate the
broadband enhancement effect in the visible spectrum. In this work, all measurements
were done with zero gate voltage (VG = 0) and source drain bias (VSD = 0) unless
otherwise indicated. As an illustration, we show the photocurrent generated as a
function of incident power at different wavelength in Fig. 5.5, from which a linear
relationship between the two can be seen, indicating that we were operating the device
before absorption saturation [98]. Note that the large enhancement factors at lower
incident powers are the result of near-zero photocurrent generated on the plain edge.
To show the broadband nature of the photocurrent enhancement, we plot the
enhancement factors at the six tested wavelengths in Fig. 5.6(a). The error bars come
from the fact that the enhancement factors vary with varying incident optical powers.
As is evident in Fig. 5.6(a), enhancement factors ranging from 13 to 17 are achieved
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Fig. 5.5.: Blue lines: measured photocurrent on fractal metasurface (solid) and on
plain edge (dotted) as a function of incident power; red circles: enhancement factors
at individual tested incident powers. The measurement was done at the wavelength of
(a) 476 nm, (b) 488 nm, (c) 514 nm (d) 530 nm, (e) 568 nm, and (f) 647 nm.

at the tested visible-spectrum wavelengths. The strong correlation between trends in
the enhancement factor and the simulated optical absorption, as well as the nearly
constant enhancement factor, suggest the dominating contribution to photocurrent
generation is a broadband plasmonic resonance and not solely due to the enlargement
of meta-graphene interface area. In Fig. 5.6(b) we show that the photoresponse
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is insensitive to the polarization angle of incident light, as is expected from the
aforementioned hexagonally symmetric geometry of the fractal metasurface design.
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Fig. 5.6.: (a) Blue markers with error bars: measured enhancement of photocurrent
generation over a wavelength range from 476 nm to 647 nm; red curve: the simulated
absorption spectrum of the fractal metasurface. (b) Measured photocurrent as a
function of incident light polarization angles, the measurement was carried out at a
wavelength of 514 nm and at an input power of 0.414 mW.

It is known that the source-drain bias in graphene photodetectors can alter the
band bending across the graphene FET device, making it a handy mechanism to
tune the photocurrent responsivity. We show in Fig. 5.7 that the amplitude of
the photocurrent increases monotonically with increasing source-drain bias and the
photocurrent can be tuned up to 120 nA, three times of that at zero bias. We did
not observe reduced responsivity up to VSD = 0.25 V, indicating that the breakdown
field of the graphene channel, which is the limit of the bias that can be applied to the
device, has not been reached.
It is worth noting that due to the absence of a p-n junction in our proposed
graphene device7, the Photo-thermoelectric effect in photocurrent generation is diminished; therefore we believe the plasmonic effect rather than the thermoelectric effect
dominates the enhanced photodetection performance in our device [86]. However,
plasmonic oscillation is also known to generate hot electrons in the vicinity of the
plasmonic resonant structure [110, 111], which opens up the possibility of boosting
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Fig. 5.7.: Measured photocurrent as a function of source drain bias VSD . Measurement
was done at a wavelength of 514 nm with an input power of 1.012 mW.

the thermoelectric effect when the plasmonic resonance overlaps with p-n junction in
graphene.

5.4

Summary
In conclusion, we demonstrated a broadband, polarization insensitive graphene

photovoltaic detector exhibiting enhancement factors of 13-17 over the visible spectrum
using a fractal metasurface design. Furthermore, we showed that the plasmonic
oscillation rather than thermoelectric effect is the dominant factor in such enhancement.
The application of the fractal metasurface is not bound to graphene photodetectors and
can also be integrated with photodetectors made of other photodetection materials
[112]. The great flexibility of our fractal metasurface design enables broadband
enhancement at other portions of the electromagnetic spectrum and for various spot
sizes. Additionally, the photoresponse enhancement is independent of polarization, a
quintessential feature of a practical photodetecting system. These attributes, combined
with dynamic tunability through source drain bias, make our fractal metasurface an
advancement toward the incorporation of graphene into modern photodetecting and
photoharvesting applications.
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6. TIME-RESOLVED LASING DYNAMICS FOR
PLASMONIC SYSTEMS WITH GAIN
As an example of the light-matter interaction between a plasmonic system with gain
media, we develop and analyze a multi-physics time domain model of an optically
pumped plasmonic nanolaser. We utilize a classical FDTD model coupled to the
rate equations of a generic 4-level gain system. First, we develop an online tool for
the time domain simulation of multi-level gain systems, which is freely available at
nanoHUB.org [113]. The tool simulates the local (0D) response of a 4-level gain system
interacting with one or two sequential incident light pulses. This tool represents a
convenient toy model for retrieving kinetic energy parameters of gain media for further
numerical analysis. With the help of parameter tuning using our tool and feedback
from experiments, we can further improve our understanding of the time-resolved
physics of plasmonic nanostructures with gain. As an example, we study lasing
behavior in silver nanohole arrays coated with Rhodamine-101 (R101) dye. The
experimentally-fitted time-resolved 3D model is in good agreement with the measured
data. The simulated emission intensity shows a clear lasing effect matching with
the experimental measurements. With the help of such an accurate model, we can
systematically study the time-resolved lasing dynamics for the plasmonic system
coupled with gain.

6.1

Introduction
The emerging field of nanophotonics is in need of coherent nanoscale optical sources

for high-speed and deeply-integrated electronic/photonic circuits [3]. Such devices are
designed by combining plasmonic materials and gain media to achieve surface plasmon
amplification by stimulated emission of radiation (SPASER) [114]. In order to unlock
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the microscopic details of nanolasing, numerous theoretical and numerical methods
have been proposed [115–117]. Among them, due to its accurate treatment of the
-quantum property of gain medium, the time domain (TD) multiphysics approach
is viewed as the most powerful method, when a finite difference (FD), finite-volume
(FV), or a finite element (FE) time-domain method is coupled to a multi-level atomic
system through auxiliary differential equations (ADE) [116–118]. Using a classical
FDTD scheme this approach has been applied to interpret laser experiments [116],
and to investigate lasing dynamics [117]. Although most of the previous simulations
provide self-consistent results, there is limited information on accurate TD kinetic
parameters fitted with experimental measurements.
We start the multi-physics time domain modeling with the development of the tool:
PhotonicsGAIN-0D [113]. Instead of modeling full-wave pulse propagation through a
gain medium, we study the local response (at a fixed spatial point) of the gain medium
to a given external time-dependent electric field we calculate the population kinetics
on all energy levels (pumping process, inversion, and then relaxation) and the effective
frequency domain polarizability (susceptibility). The tool helps to study, verify, and
optimize a simplified 4-level atomic model of a gain medium. In fact, real gain systems
may involve a large number of energy levels, but many of them can be simplified to
the four-level atomic system with similar essential features and qualitative behavior.
For this reason, we believe the tool is helpful for different applications of gain media
beyond active metamaterials, e.g. in organic dye lasers, and organic dye spectroscopy.
In sections below we will give a brief description of the tool.
A schematic diagram of multi-physics modeling for plasmonic systems with gain is
depicted in Fig. 6.1. The dispersion property of metallic nanostruture is implemented
through a generalized dispersion material (GDM) model [21]. The gain medium is
modeled as a set of rate equations (SRE) which couples to the Maxwell equation
through auxiliary differential equations (ADE) method [119].
With the help of parameter tuning using our tool and feedback from experiments,
we can further improve our understanding of the time-resolved physics of plasmonic
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Fig. 6.1.: Schematic view of multi-physics modeling of plasmonic system with gain.

nanostructures with gain. We began by simulating the 4-level gain system of Rhodamine800 dye. Parameters of this system were found by fitting simulation results to
pump-probe experiment in [119], and they are set by default in the GUI of the tool.
As a demonstration of the tool for active plasmonic applications, we investigate lasing
of a silver nanohole array coated with Rhodamine-101 (R101) dye. The retrieved
kinetic energy parameters are then fed into a 3D model to match our most recent
experimental study of lasing with silver nanohole array [120].

6.2

Time domain modeling of the 4-level system
The interaction between the electromagnetic field and the gain medium is modelled

using a semi-classical approach which includes a four-level quantum system (shown
in Fig. 6.2) and the classical expression of an electromagnetic wave. |0 > is the
ground level hosting the total population of the non-excited system. The ground level
molecules can be pumped with the Gaussian pump pulse to the highest level |3 >. A
fast non-radiative transition occurs between the highest level |3 > and upper lasing
level |2 >. Molecules can be transferred from the upper to the lower lasing levels (from
|2 > to |1 >) via spontaneous and stimulated emissions. A proper coupling between
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gain medium and substantial local field enhancement might result in population
inversion between energy levels |2 > and |1 >, where the stimulated lasing action is
intended to take place.
|3>

τnr,32
τr,30
pumping

lasing

τnr,21

τr,21
τnr,10

|2>

|1>
|0>

Fig. 6.2.: Scheme of a population transfer process of a four-level system for an optically
excited dye molecule.

We assume that initially the system is at the ground level |0 >. Ni (r, t) is the
population density at energy level Ei and varies with time and position, while the total
population is universally conserved: N0 (~r, t) + N1 (~r, t) + N2 (~r, t) + N3 (~r, t) = N . The
systems relaxation from a higher level to lower level state follows an exponential decay
based on the Boltzmann principle. Then the dynamics of the population densities at
different energy levels shown in Fig. 6.2 satisfies the following rate equations:


−1

Ṅ3 = −τ32
N3
+ f30 ,






−1
−1


Ṅ2 = −τ21
N2 + τ32
N3 + f21 ,



−1
−1
,t > 0
Ṅ1 = −τ10
N1 + τ21
N2 − f21 ,





−1

Ṅ0 =
+τ10
N1 − f30 ,






 N0 (0) = N, N1 (0) = N2 (0) = N3 (0) = 0

(6.1)

The first column on the right hand side of the rate equations defines the relaxation
rate of the upper level to the lower level with the decay time τij for each ij transition.
The second column represents the inflow rate to the lower level population due to the
relaxation of the upper level. The third column is the transition rate due to stimulated
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energy transfer between electromagnetic fields and the gain medium. In general, the
decay rate of each transition has both radiative and non-radiative contributions defined
−1
−1
as τij−1 = τr,ij
+ τnr,ij
. In this model we assume that only the transition from |2 > to

|1 > has a radiative channel, and furthermore the non-radiative part of the transition
from |3 > to |0 > is neglected.
The driving terms fij modelling the stimulated energy transfer is given as


1
= ηij E P˙ij + Γij Pij , ij ∈ {21, 30}
2


fij

(6.2)

where ηij = 0 /(N h̄ωij ); ωij , γij , Pij are the Lorentzian frequency, damping
constant, and the macroscopic polarization of the transition from |i > to |j >. Each
macroscopic polarization Pij (r, t) satisfies the Lorentz ordinary differential equation,
P¨ij + Γij P˙ij + ωij2 Pij = κij [Nj − Ni ][E + vij Ė], ij ∈ {21, 30}

(6.3)

with an additional term vij Ė defining a phase-shift in response, and the entire excitation term being proportional to the difference in populations. Here the coupling coeffi

q
√
cients are κij = 6πN c3 /(τr,ij ωij2 h ), vij = 2 sin φij / Γij sin φij − 4ωij2 − Γ2ij cos φij ,
and h is the permittivity of the host medium. If the phase φij is zero then vij = 0
and we get the classical Lorentz oscillator model. By adding a nonzero phase φij
we add non-symmetry to the Lorentzian line shape in the frequency domain, which
corresponds to a shifted, damped Lorentz oscillator in the time domain.
The macroscopic polarization density P (~r, t) is coupled to Maxwells equations
through D(~r, t) = E(~r, t) + P (~r, t). Based on the standard FDTD Yee grid, the rate
equations, the macroscopic polarization driving equation, and Maxwells equations are
solved numerically and provide an explicit scheme of interactions between population
motions and external electromagnetic fields.
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6.3

PhotonicsGAIN-0D Tool description
Fig.

6.3 shows the cohesive nanophotonics tool User Interface (UI) staged

at nanoHUB.org [113]. It supports true in-the-cloud execution, giving an offsite,
installation-free, and hardware-independent service. Moreover, it is freely accessible
via the Internet the only required front-end is a Java-enabled browser with Internet
access. It also shows the typical input and output of the tool.

Fig. 6.3.: User interface of PhotonicsGain-0D: the input panel (left), time-domain
results (upper-right) and frequency-domain results (lower-right).

The tool performs time-domain numerical simulations of the local response of a
generic four-level gain system to its excitation with a pump-probe pulse sequence.
Users can define the parameters, such as population density, relaxation time of
each energy level, and etc., to determine the absorption and emission properties
of gain medium. Users can also specify the pump-probe pulse parameters, such as
wavelength, amplitude, width, etc. For further information on what physical equations
are calculated in the back-end of the tool, users can click on the ? button to see the
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details. In addition, users can also leave comments or notes for their model for future
reference. And all these inputs could be exported/imported via Extensible Markup
Language (XML) files. The calculated results of population kinetics on all energy
levels (pumping process, inversion, and then relaxation) and the effective frequency
domain polarizability (susceptibility) can be saved to the users local disk for further
investigation. The detailed description of the tool is available in the online tutorial of
the tool [113].
The parameters of the four-level gain system of Rhodamine800 dye in a solid
host [119] are set by default in the GUI of the tool. We start by investigating the
parameters of the pumping pulse. The gain system could be pumped with either a high
or low power pulse, which will result in different population kinetics on all energy levels
during the pumping process. As shown in Fig. 6.4, we show an example of the gain
system using 100-f s Gaussian (full-width-half-maximum (FWHM) of the intensity)
pumping pulses with (a) low power, which only slightly affects the populations, (b)
high power which shows the behavior of the saturated system.
Once the parameters of the pumping pulse are set, then the amplification of
the probe signal can be examined by plotting the imaginary part of the frequency
domain susceptibility. In Fig. 6.4 (c) and (d), we plot the imaginary parts of χ30 , χ21
susceptibilities as well as of the resulting sum χ30 + χ21 for the probe pulse (FWHM
= 5f s, 106 V/m) and for two variants of low and high power pulse pumping process
(a), (b). If the gain system is insufficiently pumped (Fig. 6.4(a)) then absorption is
close to its analytical estimation and Im χ30 > 0 dominates as compared to the small
emission Im χ21 < 0, so that the resulting response χ30 + χ21 has absorption in the
entire range. As the pumping power is increased, the emission becomes sufficiently
stronger than absorption, so that the resulting response (Fig. 6.4(d), black solid line)
has emission in the entire shown range. For both cases, the deviation of the emission
from its analytical estimate (indicated by dotted line) is explained by incomplete
inversion of populations N2 − N1 . More detailed information is given in our online
tutorial [113].
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(a)

(b)

(c)

(d)

Fig. 6.4.: Population evolution (a, b) for two pumping processes and the imaginary
part of their frequency domain susceptibility (c, d) for the subsequent weak probe
pulse.

6.4

Modeling of Silver Nanohole Array Lasing
In this section, we provide a detailed study on lasing and net amplification for

plasmonic devices with gain. We use the model developed here to investigate and
confirm our recent experimental work on lasing of silver nanohole arrays coated with
Rhodamine-101 (R101) dye [120], but the approach and insights could be applied to
the general case of active plasmonic systems. In order to address the need for modelling
the gain medium in time domain accurately, we study a solid film of R101 dye using
a pump-probe setup and matched with the numerical model to retrieve the kinetic
parameters of the dye. The pump-probe results indicate the dependence of population
inversion and effective gain on the pumping power. The retrieved kinetic parameters
are then fed into a 3D model to study the dynamic process in the metal hole array
and gain medium coupled system [120]. For both experiments and numerical models,
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we observed net amplification and fast gain saturation which is directly linked to the
plasmonic field enhancement. Furthermore, as more gain is introduced to the coupled
system, the lasing threshold is reached and the simulated emission shows a clear lasing
threshold behavior matched with the experiment. We observe the clamping of the
population inversion and consequently gain depletion which manifests as coherent
emission of SPs. We confirm these results by studying two metamaterial samples
covered with 1 µm and 2 µm thick dye films. We believe our time domain simulations
with calibrated kinetic parameters are particularly instrumental for acquiring insight
in the time dynamic physics of plasmonic nanostructures with gain.
We simulate pump-probe studies by first pumping the gain medium with a short
intense Gaussian pump pulse and probing the system with a weak probe pulse after a
short time delay of 2 ps.
We retrieve the kinetic parameters of an R101-epoxy film by matching pump-probe
simulations with experiments. The objective is to feed the retrieved kinetic parameters
into a 3D model to study the mechanism of the coupling between a metamaterial and
the gain medium in the net amplification and lasing regime. The sample is a thin
film of polyvinyl alcohol embedded with R101 dye on an ITO-coated glass substrate.
The scheme for the pump-probe experiment is shown in Fig. 6.5(a) while the detailed
setups are explained elsewhere [119]. The experimental parameters are summarized in
Table 6.1.
Spatial discretization of 4 = λ/60 is necessary to ensure numerical convergence.
To minimize the computational effort, we only solve for the transmission into the glass
substrate via FDTD and incorporate the effect of the glass-air interface at the exit
port by adjusting the transmission by T = 4[nglass /(1 + nglass )]2 |et /ei | [121], where
nglass = 1.52, et and ei represent the transmitted and incident fields, respectively. We
further calculate the differential transmittance 4T /T by taking the difference of the
measured transmission with and without pumping divided by the transmission without
pumping. This treatment will minimize the influence of the background fluorescence
effect which is inevitable in experiments.
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Fig. 6.5.: (a)Pump-probe experimental set up, and saturated transmission results
(both measurement and simulation) performed with pump wavelength at 595nm and
probe wavelength at (b) 605nm, (c) 610nm, (d) 620nm.

Table 6.1.: Parameters of pump-probe experimental set-up
Beam waist[µm]
Duration[f s]
Delay[ps]
Pump Probe
Tpulse
τdelay
239
21
150
≈2
Repetition[Hz]
Thickness[µm]
Population[m−3 ]
f
PVA
ITO GLASS
N
1000
2.05
0.015
1000
6 × 1024

To improve the fitting fidelity, we run multiple simulations at various pump powers
and probe wavelengths. A collection of measurements with corresponding simulations
are shown in Fig. 6.5(b-d). The retrieved system parameters are given in Table

64
6.2. It is important to note that all simulations have been performed with identical
parameters as the experimental setup. Since there is no resonance involved, we expect
a saturated transmission with increasing pumping level, which is due to the limited
population inversion attainable.
Table 6.2.: Kinetic system parameters of R101 dye on a glass substrate
Transition wavelength[nm]
Dephasing time[f s]
3-0
2-1
T2,30 T2,21
575
605
9
25.5
τr,30 [ns] τnr,32 [ps]
τr,21 [ns] τnr,21 [ns] τnr,10 [ps]
5
0.3
6
7.33
0.35
Since dye emission characteristics can depend on the local environment, we reevaluate the retrieved kinetic parameters for the gain medium incorporated in a
metamaterial structure. The updated kinetic parameters are critical to assess the
dynamic process of net amplification and lasing in the coupled system. The metamaterial considered is an array of metal holes with a periodicity of 565 nm, 175 nm
diameter and 100 nm thickness, which exhibits a resonance around 620 nm [120],
close to the emission line (605 nm) of R101. A schematic of the structure and SEM
image of the fabricated metamaterial is shown in Fig. 6.6(a) and (b). The hole array
is made of silver with its permittivity modelled by a Drude-Lorentz response which is
implemented in the time domain through a generalized dispersion material (GDM)
model [21]. The parameters of the Drude-Lorentz model for silver are adapted from
an online database [122].
To study the dynamic process in the metal hole array with gain, we complete
a systematic theoretical model as described before and experiments using the same
configuration as shown in Fig. 6.5(a). The silver hole array is covered by the gain
medium (R101-PVA film) with a thickness of 1 µm. The fitted simulation of the
differential transmittance 4T /T and the experimental measurement are shown in
6.6(c). For both experiments and simulations, we clearly observe net amplification
in the transmission of the coupled system, but no lasing characteristics. Due to
the strong coupling between the pump pulse and gain medium, the plasmonic field
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Fig. 6.6.: (a) Schematic view of the silver holes array structure covered by R101-PVA
film (b) Top view of unit cell and SEM image of the fabricated sample (scale bar: 3µm)
(c) Saturated transmission results of the holes array structure (both measurement and
simulation) performed with pumping wavelength at 595 nm and probing wavelength
605 nm.

enhancement affects the time dependence of the population inversion and subsequently
increases the effective gain, leading to a dramatic increase of transmission. The probe
pulse forms SPP-Bloch waves at the interface between gain medium and silver hole
array, i.e. coherent constructive interference of SPP waves scattered at individual
holes [120]. This strong optical feedback introduces another plasmonic decay channel
for the molecules in the excited state and hence depletes these states quickly. The
substantial coupling to the SPP-Bloch waves results in rather fast gain saturation, on
the order of 0.3 mW, as compared to 1 mW for the bare dye film (see Fig. 6.6(c) and
Fig. 6.5(b)). Furthermore, the retrieval shows a more rapid non-radiative decay rate
for the SP-gain coupled system, with the non-radiative lifetime of lasing transition
τnr,21 reduced from ∼7 ns to ∼4 ns, proving the existence of an additional decay
channel due to the plasmonic coupling.
Using the retrieved kinetic parameters for the metamaterial-gain coupled system,
we study the silver hole array covered with 2 µm thick R101-PVA dye film, which
we have previously reported to exhibit lasing. As the thickness of the gain medium
is critical in the observation of lasing actions, we predict that photonic Fabry-Perot
modes formed in the gain medium above the hole array is an important participant
of coherent emission of lasing which should not be ignored. When the pump power
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Fig. 6.7.: Evolution of the emission spectra with increasing pumping power, (a)
Experimental results, (b) Simulations results.

increases, the emission remains at a noisy level at first, and then exhibits a welldefined threshold behavior around 2 mW, as shown in Fig. 6.7(a). Then we simulate
the interaction between the electromagnetic fields and the gain medium using the
semi-classical framework as explained in detail before. A side-by-side comparison
(Fig. 6.7(b)) of the normalized simulated emission spectra also shows a nonlinear
increase of the emission signal with pump power at 617 nm. The simulation accurately
reproduces the lasing emission spectral and threshold behavior.
Furthermore, the calculations reveal the microscopic interaction between population
inversion and electromagnetic fields in the lasing action. We perform a Fourier
transform of the time-domain emission field to obtain the time-averaged field amplitude
distribution |E(~r)| at 617 nm and the population inversion N2 (~r, t) − N1 (~r, t) at
different levels of pumping power. For 3.5 mW pumping power (above threshold),
the stimulated emission is several orders of magnitude higher than the spontaneously
emitted electric fields for 0.5 mW pumping power (below threshold) as shown in
Fig. 6.8. We confirm that the silver hole array supports SPP-Bloch waves which
exhibit coherent constructive interference of SPP waves, and are amplified by the
gain medium. We further find that Fabry-Perot modes formed in the gain medium
above the silver hole array are amplified by 6 orders of magnitude more(see Fig.
6.8(a),(b)). The hybridization of SPP-Bloch modes and photonic Fabry-Perot modes
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Fig. 6.8.: The simulated electric field distribution at different pumping powers at the
lasing wavelength (617 nm). Cross section view of the time-averaged field distribution
for pumping power of (a) 0.5 mW, (b) 3.5 mW. In-plane view of hole array at z=0
nm for time-averaged field distribution at pumping power of (c) 0.5 mW, (d) 3.5 mW.

is able to minimize losses in the effective mode volume and support coherent lasing
emission. Below threshold, a high population inversion is achieved in the system in
areas of high electric fields (compare Fig. 6.8(a) and Fig. 6.9(a)). On the other
hand, when the system is above threshold, the spatial profile of the population density
(N2 (~r, t) − N1 (~r, t)) is inversely correlated with the electromagnetic mode profile
(compare Fig. 6.8(b) and Fig. 6.9(b)).
We further plot the temporal dynamics of the population density in the hot
spots of electric fields in Fig. 6.9(c, d). Below the lasing threshold, the population
inversion stays at 45 %. However, when above the threshold, the strong localized
electromagnetic fields stimulate excited-state molecules and induce lasing emission
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Fig. 6.9.: The simulated results of the steady state population inversion distribution
(N2 − N1 ) for pumping power of (a) 0.5 mW, (b) 3.5 mW; The time domain population
evolution at the position (x=250 nm, y=250 nm, z=50 nm) for pumping power of (c)
0.5 mW, (d) 3.5 mW.

with the population inversion depleted from 48 % to 35 % of the total population.
We emphasize that lasing emission is only detected in the sample with 2 µm thick dye
film both in the experiment and simulation. For 2 µm thick dye film, gain molecules
are stimulated to generate emission which is coherently accumulated inside the cavity
to overcome losses and depress the population inversion. A steady state is established
when the excess population inversion is depleted as fast as it is generated. While for
1 µm thick dye film, population inversion is also present inside the system. But the
electromagnetic field intensity at the lasing transition wavelength is not built strong
enough to reach the gain depletion regime but only force partial molecules to give up
their stored energy, which is known as amplification.
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6.5

Summary
To conclude, we have studied the interaction between the electromagnetic fields

and gain medium using a time-domain approach coupled to the rate equations of a
four-level gain system. we have demonstrated an online tool for the time domain
simulation of 4-level gain systems, which delivers free cloud computing simulation
services for the nano-photonics community. We use calibrated kinetic parameters to
investigate net amplification and lasing behavior of a plasmonic metamaterial-gain
coupled system. We observe amplification and fast gain saturation which is induced
by strong plamonic coupling. As the gain molecules are doubled, lasing emission
and threshold behavior are detected. The simulation further reveals the microscopic
energy transfer process in the lasing state. We believe our accurate model is important
for understanding, predicting and designing new types of nanoscale lasers. Based on
this systematic approach, further studies could be applied to time-resolved physics of
active plasmonic nanostructures. We believe our method could serve as a paradigm
for investigating other metamaterial-gain coupled systems.
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7. CONCLUSIONS AND FUTURE OUTLOOK
In this dissertation we summarize our research progress on time-domain modeling
of light matter interactions in active plasmonic Metamaterials. we implemented 3DFDTD solver based on the generalized dispersive material model to describe dispersive
dielectric function of nanoplasmonic structures. This method is used due to its ability
to work uniformly with different dispersion terms such as Drude, Lorentz, Debye,
critical points, and Sellmeier, and to easily switch between ADE and RC methods,
while having the same or better effective performance. Then we applied the FDTD
solver to simulate several real plasmonic nanostructures.
The first one is metal-dielectric composites. These samples are not sufficiently
described by effective medium theory modeling, and as a result we have also turned
our attention to simulating random MDCs using more accurate FDTD simulations.
We obtained the detailed far-field electromagnetic responses of model MDC structures
and averaged the responses over a number of realizations, recreating the macroscopic
response of the real sample. Comparing our results with the experimentally measured
far-field spectra of the actual samples, we found good agreement between the simulated
and experimental results, even when a relatively small number of geometrical realizations were used. Our simulation results support the observation that the resonance
phenomena in the MDC are influenced by the layer structure of the film as well as other
features of the composite, and not solely by the volume filling fraction and constituent
permittivities, as would be predicted by effective medium theories. In particular, the
particle size distribution influences the spectral response of the film, and our results
indicate that this influence is strong in the visible and near-infrared wavelength range.
The future work could be intended to use this simulation methodology in projects
related to near-field enhancement, obscurants and filters, and fundamental studies on
plasmonic materials.
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Secondly, we investigate the wavelength-dependent transmittance of hybrid SNWSLG film has been studied numerically via 3D FDTD simulations. In order to overcome
the computational complexity of randomly distributed SNW and perform accurate and
efficient 3D simulations of any given sample, we have built our modeling on a splitting
approach: (1) decomposition of a given TCE sample into a set of individual frames,
(2) independent, asynchronous simulations of individual TCE frames, and (3) further
averaging of the individual spectra. Asynchronous treatment of the individual frames
allows for rapid autonomous memory access and for parallel simulations without
additional interconnection. The simulation results match the trends observed in
experiments. Increasing of silver nanowire density decreases the transmittance of
the SNW layer, while the SLG introduces a ∼3% transparency loss across the whole
spectrum. The randomness of SNW yields a flat transmittance over a broad range
of wavelengths. Using the numerical approach presented here, one can reveal and
verify the theoretically predicted optical performance of hybrid SLG-SNW films and
its dependence on several characteristic parameters such as wire length, diameter,
density, aspect ratio, etc.
Then, we demonstrate a broadband, polarization insensitive graphene photovoltaic
detector exhibiting one order of enhancement over the visible spectrum using a fractal
metasurface design. The application of the fractal metasurface is not bound to
graphene photodetectors and can also be integrated with photodetectors made of
other photodetection materials. The great flexibility of our fractal metasurface design
enables broadband enhancement at other portions of the electromagnetic spectrum and
for various spot sizes. Additionally, the photoresponse enhancement is independent
of polarization, a quintessential feature of a practical photodetecting system. These
attributes, combined with dynamic tunability through source drain bias, make our
fractal metasurface an advancement toward the incorporation of graphene into modern
photodetecting and photoharvesting applications.
Lastly, we implemented a generic four-level gain system coupled with our FDTD
solver to study the lasing dynamics of plasmonic system with gain. And a light version
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(Photonics-Gain0D) is published at nanoHUB.org, which delivers a cloud computing
service for the nanophotonics community. We use calibrated kinetic parameters to
investigate net amplification and lasing behavior of a nanohole array coated with
gain medium. We observe amplification and fast gain saturation which is induced by
strong plamonic coupling. With sufficient gain material, lasing emission and threshold
behavior are detected. The simulation further reveals the microscopic energy transfer
process in the lasing state. Our accurate model is important for understanding,
predicting and designing new types of nanoscale lasers. Based on this systematic
approach, further studies could be applied to time-resolved physics of active plasmonic
nanostructures. We believe our method could serve as a paradigm for investigating
other metamaterial-gain coupled systems.
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