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Introduction
Impurity models have been a fascinating eld of research inside the condensed mat-
ter physics community for a long time. A good account on this is the increasing
number of experimental realizations for the study of such one dimensional systems,
involving quantum wires and dots [1, 2, 3, 4]. The study of transport in such systems
constitutes one of the most actives lines of research in condensed matter physics at
present.
In the mid thirties of the past century, it was discovered [5] that some transition
metals develop a minimum in their resistivity when cooled down. A rst attempt to
t the experimental data by using known phonon-scattering formulas failed in plat-
inum [6]. This change in the properties of a material due to interactions is one of the
main examples of collective behaviour, where correlations between constituents give
rise to new phenomena otherwise hidden. It was recognized later that the underlying
mechanism of this minimum in the resistivity had to come from something else than
phonon scattering, which is rapidly supressed at low temperatures. The attention
turned to magnetic impurities and their survival inside a metallic environment.
It took almost thirty years to understand these experimental results from a fun-
damental point of view. The rst approach was pioneered by Anderson [7] in 1961,
and has to do with the concept of virtual bound states and the eect of Coulomb
interactions between electrons. His proposed model is equivalent to the Fano mod-
el [8], but it includes a local Coulomb interaction between electrons occupying the
impurity site. The appeareance of this interacting term is based on physical ar-
guments. Most of magnetic moments belong to d or f orbitals of elements from
the periodic table. In these orbitals, the wavefunction is very localized within the
nucleous. Therefore, when two electrons are occupying the same orbital, there must
be an associated cost in energy. The inclusion of this interacting term in the hamil-
tonian gives rise to new interesting phenomena. Anderson was unable to explain the
appeareance of the resistivity minimum, but gave a lot of insight to the physics of
impurity models, concretely about how a local magnetic moment develops inside the
material. This formation of a local moment manifests in the appeareance of a Curie
term in the susceptibility, which is absent in the Fano model. He later deduced that
the coupling between the spin density of conduction electrons and the magnetic mo-
ment should be antiferromagnetic. Based on this idea, Jun Kondo [9] approached
the problem in 1964, working with the antiferromagnetic coupling between the local
moment and the surrounding spin density. The model he used is now known as the
s-d exchange model (called the Kondo model after him). Although the hamiltonian
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of such a model is dierent from the Anderson model, both prove to be equivalent in
the appropiate parameter regime. Kondo developed a perturbative calculation till
third order, showing the apeareance of a temperature dependent logarithm, and ex-
plaining the minimum in the resistivity, thus solving the long outstanding problem.
The formal equivalence between the Anderson and Kondo models was shown soon
after by Schrieer and Wol [10]. This proved that both Anderson's and the s-d
exchange model describe the same low energy physics in some region of parameter
space. Moreover, the Kondo model arises as a limiting case of the Anderson model.
However, from Kondo's calculation, there was still one big remaining question.
The interaction between the electrons and the localized moment introduces a new
energy scale in the problem, the so called Kondo temperature TK . For T > TK ,
the impurity survives in the surrounding environment, explaining the minimum ob-
served in the resistivity. However, for T < TK , perturbation theory breaks down
and Kondo's calculation loses its validity due to the divergence in the logarithm as
T ! 0. This motivated theorists to nd new methods in order to understand the
model in the low temperature sector. One rst attempt to adress this question was
given by Anderson [11] in what is now called the \poor man's scaling" approach,
and where the concepts of Renormalization Group and scaling started to emerge
applied to impurity problems. This approach showed that under perturbative RG,
a change in the cut-o of the theory involves a growth in the coupling constant be-
tween the impurity and the rest of electrons, but failed to explain what happened at
T << TK , in the so called strong coupling regime. However, the general belief was
that this coupling continued growing as the energy scale is lowered down, something
that would result in an innite coupling between the localised moment and the envi-
ronment, forming a singlet state between the magnetic moment and the conduction
electrons (since the interaction parameter in the Kondo model is antiferromagnetic
J < 0 , see [10]). Therefore, it was expected that the local moment wouldn't survive
at very strong interactions, or in other words, it is screened by the conduction elec-
trons due to the strong coupling. In parallel, these renormalization group ideas were
being applied to critical phenomena [12] of a range of dierent models in statistical
physics [13].
Dierent approaches were taken by trying to nd similarities between the Kondo
problem and some other related models. A model to look at was the so called \X-ray
edge problem", studied mainly by Mahan [14] and in a series of papers [15, 16, 17]
by Nozieres, Roulet, Gavoret and De Dominicis. This model describes the spon-
taneus change of potential scattering appearing in a metal when a hole is created
by an X-ray. The electron is hit by the X-ray and promoted to the upper band,
leaving a hole in the valence band. The eect of the generated hole is a realocation
of electrons in the Fermi sea, and introduces an interaction between the sea and the
hole. Such a process is purely dynamical (time-dependent potential) and involves
time correlations. Mahan was the rst one to predict singularities in the correlation
function, something that was also reproduced later by Nozieres and Schotte and
Schotte [18] employing dierent techniques. Nozieres approach to solve the problem
used the so called parquet equations [15], a set of complicated (coupled) integral
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equations for the correlation functions. But the greatest achievement was to realise
that the problem could be solved in an exact way as a single-particle problem [17].
This is because once the hole is created, it remains there, acting as a scatterer for
conduction electrons, and therefore no record of all processes happening at the im-
purity is necessary. All one needs to study is the response of conduction electrons
experiencing the potential change. In parallel, Schotte and Schotte introduced the
method of bosonization applied to the X-ray [19]. Bosonization was known to pro-
vide exact results for the Tomonaga-Luttinger model [20, 21], and both approaches
(Schotte, Nozieres) are exact, they reproduce the exponents of correlation functions
in an exact way, and conrm Mahan's singularity at threshold in the absorption
rate. The similarity of the X-ray edge problem and the Kondo model was captured
in a series of papers by Anderson and Yuval [22, 23, 24]. Following Nozieres method,
Anderson and Yuval approached the Kondo problem by considering the ip of the
localised magnet as a single X-ray process. Thus, every time an electron interacts
with the impurity, a ip on the spin occurs, and this can be extended to innite time
by suming up all spin ips. In this sense, the approach is equivalent to a Feynman
path integral for the conduction electrons reaching the impurity site, seeing an alter-
nating potential scatterer. Anderson and Yuval approach is thus, a time asymptotic
(large times) correlators method to study the Kondo problem. It provides exact
results in the time domain, considering the Kondo problem as a sequence of X-ray
edge problems.
With all these previous works, there was some basic knowledge to tackle the
problem. The very big achievement of the application of such ideas to the Kondo
problem was carried out by Wilson [25] in 1975, by developing a non-perturbative
numerical method called the Numerical Renormalization Group (NRG). This work
was worth the Nobel prize in 1982 \for his theory for critical phenomena in connec-
tion with phase transitions". Wilson applied his method to solve the Kondo problem
in the region T << TK , demonstrating the niteness of the solution at zero tem-
perature. The so called \Wilson ratio", relating the susceptibility and specic heat,
proved to be for the impurity twice the result for a system of non-interacting elec-
trons. This proved the fact that at very low temperatures, the magnet is screened by
the surrounding electrons, forming a singlet and therefore, eliminating the impurity
in an eective way. With this, the long-standing Kondo problem was solved by use
of a non-perturbative technique, at least numerically.
The formidable work of Wilson served as a starting point for the theorists com-
muninity to develop non-perturbative approaches to well known models, and the
search of exactly solvable theories started to gain fame as opposed to previous per-
turbative methods. In particular, there was a strong interest in nding exact solu-
tions for the Kondo problem in an analytic way. Wilson's NRG provided accurate
numerical results, but analytic approaches were also desirable. In an eort to do so,
an old method to provide exact results began to be applied to impurity models. The
method was rst created in 1931 by Hans Bethe [26], to solve the antiferromagnetic
spin 1/2 chain. The method is now known as the Bethe ansatz, and provides exact
solutions of the many-body wavefunctions of certain interacting one dimensional
iii
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models. By the time, the Bethe ansatz had been applied to eld theories that were
known to be integrable, like the Massive Thirring model [27, 28, 29, 30] (MTM)
and the Sine Gordon model [31] (SG). It was shown by Coleman [32] that both the
MTM and the SG models are equivalent by a direct relation between the parameters
of the theory, deduced from a perturbative treatment of the correlation functions.
Thus, the relativistic fermions of the MTM are equivalent to the solitons of the SG
model, another manifestation of the fermion-boson equivalence in (1+1) dimensions.
Variations of these eld theories include boundary value problems, which are inti-
mately related to impurity models. One case is the boundary Sine-Gordon model,
whose S matrix was rstly derived by Goshal and Zamolodchikov [33]. These results
have been exploited later to study the boundary sine Gordon model (BSG) in depth
[34], as well as nding application into out of equilibrium problems in nanowires [35].
Before an exact solution was developed for the Kondo model, Wiegmann and
Finkelshtein [36] introduced the \Interacting Resonant Level Model" (IRLM), as a
simpler model to study analytic properties of the s-d exchange model. By proper
transformation of the elds, a direct relation of parameters between the IRLM and
the anisotropic version of the Kondo model (AKM) is stablished, therefore both
models are equivalent. In the IRLM, an impurity site or dot interacts with spinless
fermions of the conduction channel, while at the same time conduction fermions can
jump in and out of the impurity site. It is the interaction between the impurity
and conduction electrons what makes the problem a strongly correlated system. The
model will be described in more detail later. It is the aim of this thesis to develop
a deep understanding and study of the IRLM, for reasons we will expose in the
following. In [36], thermodynamic properties of the IRLM were calculated, like the
impurity susceptibility and specic heat, and compared with the AKM. Although
results prove Wilson's ratio relation, some of the thermodynamic properties are not
described in a complete way. As we shall see later, expressions in the model can
be given in an exact way for the susceptibility, or what is the same, the associat-
ed energy scale in the problem. Another approach to the model was developed by
Schlottman [37]. By directly bosonizing the AKM and fermionizing back all oper-
ators, one recovers the IRLM hamiltonian. His treatment of the model consists on
perturbative Renormalization Group (RG) methods, in order to obtain dynamical
quantities like the impurity Green's function. Schlottman's approach, being pertur-
bative, is only valid for small values of interaction, and therefore has a short range
of validity.
Several contributions have been done in order to gain a full understanding of
the model, even with slightly variations like the attachment of more than one chan-
nel to the impurity site [38, 39, 40], in what is known as the multichannel IRLM
(MIRLM). Other variations include the attachment of the resonant level coupled a
Luttinger liquid [41, 42, 43]. There are many interesting questions to adress in the
model, both in equilibrium and out of equilibrium, and that is why we believe in a
revision of the theory, where deriving previous results becomes a necessary step for
understanding the model in depth, while at the same time we provide new results
that, to our knowledge, were not known previously. In this thesis, we will only focus
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on equilibrium aspects of the model, since, as we will see, has a lot to oer by it-
self. We can divide our study into three main categories: some questions concerning
the thermodynamics of the model, some concerning the dynamics and nally its
integrability and exact solution. We want however to motivate the non-equilibrium
problem briey. The last two of the three above mentioned categories are intimate-
ly related to adress one big question: the succesful application of non-perturbative
methods to out of equilibrium strongly correlated systems, something that has al-
ready been tried in the IRLM [44]. It has also been reported that this method fails
to agree with numerical simulations by DMRG [45]. Other approaches to the model
out of equilibrium have been proposed, by employing dierent techniques like Con-
formal Field Theory [46], study of the shot noise [47], and full-counting statistics
[48]. Concretely in [46, 48], the model is solved out of equilibrium only at a single
value of the interaction parameter, the so called self-dual point. A complete theory
for any value of interaction in the non-equilibrium situation has not been developed
yet, and therefore, it stands as an outstanding problem. One approach would be to
attack directly the non-equilibrium problem, by assuming all results from previous
works in the model. This has proved to lead to disagreement between theory and
numerics, being [44] one example. The second approach would consist on a careful
checking of these previous solutions and the construction of a full theory of the e-
quilibrium IRLM, by xing possible inconsistencies found in our way. Is this second
approach the one we believe to oer insight into the model. Once a full theory of the
equilibrium IRLM has been stablished, these results could well serve to understand
the situation far from equilibrium (in the two channel version of the model). This is
then the main motivation of the work presented here. Even for the simplest case, the
single channel IRLM, the construction of such theory proves to be a challenging task.
We begin by the description of thermodynamics, where previous studies [38,
49, 50] reproduce the susceptibility exponent for the new energy scale   by use of
bosonization, perturbative RG (only to rst order in the coupling constant) and
Anderson-Yuval methods [39]. However, the value of such exponent diers with the
one found in other publications [51]. With regards to the energy scale  , the situ-
ation is somewhat more worrying. Analytic results start to dier from numerics as
soon as interaction is slightly increased [38, 50]. Moreover, in the two channel ver-
sion of the model, lattice treatment has been reported to oer dierent results from
the eld theory approach [51] at very strong values of interaction. In particular,
it is argued [51] that those results depend on the regularization of the continuum
version of the model. This constitutes one of the central points of discussion of
this thesis, which will in turn try to prove that the theory cannot be dependent on
any regularizations when taken to the continuum limit. In other words, both the
lattice and the eld treatment have to oer the same low-energy description of the
model, showing results independent on regularization schemes employed. The main
questions to adress are as follows: I. What is the true value of the thermodynamic
exponent ?, II. Is there any way to nd a exact expression for the thermodynamic
energy scale  ?, III. Can one obtain such exact expressions when there is more than
one channel attached to the impurity site?, IV. Are lattice results in the model in
accordance with those of a continuous (eld) description?
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Respect to dynamics, the most interesting quantity to compute is the impurity
density of states or spectral function. This is intimately related with dynamical
processes where particles jump in and out of the impurity site. Previous works
[38, 39] assume the scale of the density of states to be the same that the one ob-
tained for thermodynamics by perturbative RG. In other words, it is believed that
  dominates both thermodynamic and dynamic quantities. For this same  , it is
also predicted a decrease in the density of states width as interaction is increased.
However, it has been shown [52] that for the two channel IRLM, the width in the
spectral function (the dynamic energy scale) grows monotonically as interaction is
increased, contradicting the cited results. More than that, reference [53] shows a
dierent behaviour of the dynamic energy scale as opposed to the thermodynamic
one. For the two channel case, the thermodynamic width decreases to a zero value
at innite interaction. On the other hand, the dynamic energy scale shows a mono-
tonic increase with interaction even at very big values of interaction. Such a strong
coupling in the dynamic quantities needs to be better understood. The analytic for-
mula at zero hybridization for the impurity correlation function has been given by
Giamarchi et.al [54]( which corresponds exactly to the critical point, the non-Fermi
liquid point). As interaction is switched on, the model is expected to behave as
a non-Fermi liquid, developing a singularity in the zeroth energy sector. We will
observe later that this is not the case when NRG simulations are carried out. In
a dierent approach to study the dynamics, recent works [55] show the application
of Continuous Time Quantum Monte Carlo methods in order to calculate the im-
purity spectral function. All of these motivate the following questions concerning
dynamics of the model: I. Are there two dierent energy scales in the problem, one
for thermodynamics and another for dynamics? II. If both scales are dierent, what
are the physical processes separated by the dynamic energy scale? III. What is the
exact dynamical exponent of the theory, and how to calculate it? IV. What is the
exact form of the spectral function on the dot as interaction is increased?.
To conclude, we look at the integrability of the IRLM, and its solution by the
Bethe Ansatz method. It was shown by Filyov and Wiegmann [56] that the IRLM is
integrable, and therefore, an exact expression of its many-body wavefunction can be
given. Since the IRLM is obtained directly from the s-d exchange model, the main
point of Filyov and Wiegmann's paper is to illustrate the integrability of the Kon-
do model, something that was done afterwards by Wiegmann [57, 58] and Andrei
[59], and in later collaboration with Tsvelick [60], where several impurity models are
solved by the Bethe ansatz technique, including the IRLM (see supplement of [60]).
There is however a big problem on this solution. When the thermodynamic expo-
nent for the susceptibility is calculated by bosonization, a second order term in the
coupling constant g appears (that is, the exponent contains a term g2). This turns
out to be very important since, when one goes to the multichannel description of
the model, this second order term g2 transforms to Ng2, being N the total number
of leads attached to the impurity. Surprisingly, when the Bethe ansatz method is
applied, Filyov and Wiegmann's solution doesn't reproduce the g2 term, and only
does to rst order in g. Since both bosonization and Bethe ansatz are exact meth-
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ods, the same answer must be given by both. The fact that the term that cannot be
reproduced is the one that distinguishes between dierent versions of the model is
very worrying. For instance, that would imply no change between the two-channel
version of the model and the single channel when using the exact solution. This mo-
tivates a revision of the method step by step, to discover the origin of such second
order contributions. The main questions to adress in this line are: I.Why doesn't the
Bethe ansatz method reproduce bosonization results? II. What is the origin of the
second order terms, and the physical processes relevant to its description? III. Can
one reproduce the exact prefactor for the thermodynamic energy scale by the Bethe
ansatz method?
The thesis is structured as follows. Chapter I presents an introduction to the
main impurity models in the area of strongly correlated electronic systems, present-
ing the Interacting Resonant Level Model (IRLM) as one of them. Chapter II is
devoted to the presentation of fundamental techniques in Quantum Field Theory
(QFT) in impurity models that will be employed in the thesis, leaving specic treat-
ment for further reading in the literature. In Chapter III we build in an unied way
the main thermodynamics at zero temperature of the one channel IRLM. Dierent
limits of the theory are explored and original results are presented. Chapter IV deals
with general aspects of the multichannel version of the IRLM. Concretely, the two
channel version of the model is contrasted respect to the one channel one, and main
dierences between both models are pointed out. This section also includes open
questions to adress in the N channel IRLM. Chapter V describes the dynamical
properties of the single channel IRLM, with special attention to the local density of
states on the impurity site. Original results are presented and discussed. Finally,
Chapter VI presents the application of the Bethe ansatz technique to the IRLM,
reproducing some known results and identications between dierent eld theories
and the model are presented. At the moment, we are still working on the main
questions in this area.
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Notation and conventions
During most of this thesis, there are several conventions adopted in order to simplify
things. Here are some tips to follow:
 Throughout all the thesis, Planck's constant is set h = 1, as well as the Fermi
velocity vF = 1, in accordance with natural units convention. The lattice
spacing a = 1 unless specied.
 We will be working with a one dimensional model, therefore all expressions
(integrals, Fourier transforms, coordinates etc...) are taken to be one dimen-
sional.
 Unless specied, we will be working at T = 0 most of the time, since we are
interested in the ground-state properties of the model. This sets the Fermi
distribution as nF (T = 0) = ("), with  representing a step function:
("F ) =

1 if "  "F
0 if " > "F
(1)
where "F is the Fermi energy.
 We will use the greek letter  in eld theory to describe the cut-o, that is, the
biggest energy scale present in the problem. This shouldn't be confused with
the parameter  used later in NRG calculations. The reason for leaving both
quantities with the same notation is purely conventional from bibliography,
since the parameter  is an important number when performing NRG calcu-
lations. In adittion, the use of  for the cut-o is the conventional approach
when working with eld-theories.
 Most operators will be written without the caret O = O^ to simplify notation.
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\What makes the desert
beautiful - said the little prince -
is that somewhere it hides a
well"
The little prince, Antoine de
Saint-Exupery
The beauty about impurity models is that from apparently simple hamiltonians,
very rich physics can be extracted from them. Many-body eects manifest through
interactions between constituents of a system, but when an impurity or defect is in-
serted, some new interesting phenomena arise due to the interaction of the impurity
with the surrounding environment. In this chapter we will briey present some of
the most important impurity models, with emphasis on their physics. In particular,
we will also present the main model this thesis deals with, the Interacting Reso-
nant Level Model (IRLM). For further reading, I recommend to follow [61], and the
introductory part of [60], as well as chapter 16 of [62]. Also, Giamarchi [63] is an
excellent reference to study such systems.
1.1 The Fano and Anderson models
One of the simplest impurity models was rst introduced by Fano [8] in 1961. In
this model, an impurity site is inserted in the material, and electrons from the sur-
rounding bath can jump in and out the impurity site, since there is a non-zero
probability amplitude for this tunneling eect to happen. It can occur that the sys-
tem minimizes its energy by allowing a hybridization of the impurity electrons with
the rest of the system, that is, the impurity doesn't survive as an isolated defect;
instead, it becomes part of the surrounding environment. Therefore one of the main
questions is: under which conditions can we observe a survival of the impurity site?
This has to do with the concept of emergent energy scale. Due to the hybridization
process described above, the system develops a relevant energy scale that separates
two dierent behaviours; one where the local impurity survives apart from the en-
vironment, the other being the one with the impurity hybridized.
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On its lattice version, the hamiltonian for the Fano model describing the process














ﬀck;ﬀ + h.c) (1.1)
where dyﬀ represents an orbital or impurity creation (fermionic) operator with spin
ﬀ. The parameter "0 is the local chemical potential associated to the impurity site.
When "0 < 0 it favours occupation of the impurity, whereas "0 > 0 makes the op-
posite. The parameter Vk is known as hybridization because it allows a hopping
between the impurity and the surrounding bath, and usually is taken to be inde-
pendent of k, which can be done within a good level of approximation. This is the
same as considering a spherically symmetric potential, where only s waves interact
with the potential. The problem is then reduced to a one dimensional problem, the
dimension being determined by the distance to the impurity. Due to this hybridiza-
tion with the surrounding sea, a new energy scale appears in the problem, which we
will call  0. For Vk = V independent of k, this scale is  0  V 2. The appeareance
of a new energy scale due to this hybridization term is called resonance, and it is
a signature of virtual bound state, with timelife of order ﬁ    10 (virtual states
are not eigenstates of the hamiltonian, therefore they have nite lifetime). This
means that because of the allowed hopping between the impurity and the rest of the
environment, the local density of states on the impurity site is spreaded, so more
excitations with energies in a range of width !   0 are allowed.
Notice that the hamiltonian is independent of spin, in the sense that each spin
conguration can be treated separately from the other. The two main interesting
quantities to calculate for this model are the occupation number of the impurity site
and the density of states associated, which we will present here for T = 0. Both















(!   "0)2 +  20
(1.2)
It is worth noting that each of these quantities, although related between them, are
dierent due to the time dependence. To be clear, the occupation number nd is a
thermodynamic quantity, since its computation doesn't require for the impurity op-
erators to change with time. However, the impurity density of states is a dynamical
quantity, since in order to calculate it, operators act on the state at dierent times.
It is also of relevance since spectral functions can always be measured by ARPES
technique. However, from the theoretical point of view, calculation of dynamical
quantities proves to be a more challenging task.
For the Fano model, the impurity density of states has a Lorentzian shape, char-
acteristic of resonant processes. Physically, it represents the probability of nding
an excitation with energy !. When the hybridization term is absent (V = 0), the
spectral function on the impurity is a Dirac delta centered at ! = "0. As hybridiza-
tion is switched on, the delta function is spreaded, being the width equal to the new
energy scale  0. However, the hamiltonian (1.1) doesn't develop a Curie term in
2
Chapter 1
the susceptibility, and therefore, no local moment forms in the metallic environmen-
t. In order to account for this eect, the hamiltonian above needs some modication.
It was P.W.Anderson [7] the rst one to propose a variant of the model as a
possible explanation of the local moment survival. In his model, a Hubbard-like














ﬀck;ﬀ + h.c) + Un"n# (1.3)
Note the new added term, where the operators n";# represent the number operator
for spin up/down on the impurity site respectively. This interacting term U is the
one that allows for the local moment to survive, being the explanation simple: a
double occupancy of the dot site costs energy U > 0, therefore single occupation is
favoured. The reason for adding this new term to the hamiltonian is that for f or
d orbitals magnetic impurities are usually associated with transition metals, where
the d and f levels are partially occupied, therefore these materials are more likely to
develop local moments, the wavefunctions being very localized within the nucleous
region. Therefore, a double occupation on the impurity might have a large Coulomb
repulsion between electrons.
There are two basic limits to study the Anderson model. One has been described
already, and corresponds to the case when the Coulomb interaction U = 0 (see
above). The other limit is the one that accounts for very strong repulsive interactions
between the impurity electrons, but when there is no hybridization V = 0. In this
limit, also called the atomic limit, there is a zero probability for an electron to jump
from the impurity to the surrounding bath. The electron bath and the impurity site
can then be treated as independent quantum systems. Therefore, the d or f orbital




dyﬀdﬀ + Un"n# (1.4)
There is then the question about the formation of a local moment. In order for this
to happen, the double and empty states of the orbital must correspond to excited
states, so that the amount of energy needed to pass from one state to another is:
j " (#)i ! j "#i E = "0 + U > 0
j " (#)i ! j0i E =  "0 > 0 (1.5)
where j " (#)i represents and either up or down quantum spin state. It is clear that
when "0 < 0 and U is suciently large, the low-energy part of the hamiltonian (1.4)
is given by the single spin states. This limit is called the Kondo limit, and it is the
limit one has to work with in order to observe Kondo physics.
Here there has been a rough approximation to show the similarity between the
Anderson and Kondo models, since V has been taken to be zero in the atomic limit.
However, the connection between the Anderson and Kondo hamiltonians is even
3
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more general (V 6= 0), as it can be shown by low energy arguments. From Anderson's
model, it is deduced that at strong values of interaction U , an antiferromagnetic
coupling between the conduction electrons and the localised magnet occurs. This
is the essence of the work developed by Schrieer and Wol [10], which will be
discussed in the next chapter. When one takes into account the situation U 6= 0 and
V 6= 0, Mean Field Theory can still provide good information about the model. It
can be shown that the energy scale associated with the resonance ( 0) divides now
two regions, depending on the values of interaction: when U <  0, the impurity
site is likely to be doubly occupied or empty, whereas as soon as U >  0, a local
moment forms. When the impurity site is hybridized with the rest of the system
(region U <  0), this manifests in a resonance centered around "0 as in the Fano
model. However, as U >  0, this central resonance splits, giving rise to two other
resonances now at energies "0 and "0 + U , which are called Hubbard bands (see [62]
for details on this). They correspond to the high-energy part of the spectrum. There
is more to say on the spectral function, since Langreth [64] theorem states that the
local density of states of the impurity site must be pinned at ! = 0:




and independent of interaction. This forces that, even when the splitting occurs,
there has to be a very narrow resonance of height    10 . The width of such a narrow
resonance is given by the Kondo temperature, that we will dene later. This very
narrow resonance is the Kondo resonance, or sometimes also called the Abrikosov-
Suhl resonance.
There are many good reviews on the Anderson model, and I recommend [65,
62, 61] in the literature. Here we will limit ourselves to this short introduction
to the model, but it already serves to illustrate the point that, from apparently
simple-looking hamiltonians, many physical eects can be extracted. In fact, An-
derson's model has been a cornerstone to understand most eects associated with
the formation of local moments in metals.
1.2 The X ray edge problem
The X-ray edge problem was very actively studied in the late sixties and beginning of
seventies, mostly by Nozieres and others [15, 16, 17, 18, 19]. The theory of the X-ray
edge problem was started by Mahan [14], as a way to understand X-ray interband
transitions between electrons. Its popularity was also linked to a bigger problem:
the Kondo problem and its developed singularities in the low energy sector. It was
thought by the time that a deep understanding of such X-ray processes would shed
some light into Kondo physics, as we will shortly see.
When a metal is kicked by an X-ray photon, an electron is promoted to the
conduction band leaving a deep hole behind, in what is called the absorption pro-
cess. Naturally, the emission process describes the opposite, where the electron
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recombines with the system. After promotion of the electron, the Fermi sea reallo-
cates and interacts with the remaining hole. This process is described in gure (1.1).
t=0 t>0
0 0
Figure 1.1: Absorption process in the X-ray edge problem. An X-ray hits the Fermi sea
exactly at t = 0, leaving a hole behind which acts as a scattering point for subsequent
times. The surrounding Fermi sea reallocates, and one studies the response of the system
due to the abrupt change in the scattering potential.
In metals, these absorption and emission processes develop a treshold in their
spectrum, due to the sharpness of the Fermi distribution. Mahan's [14] main re-
sult was to show, by perturbation theory, that the transition rate of the absorption
process displays a divergent power-law behaviour in the low-energy sector near the
threshold !0. He conjectured for these divergences to sum up to a power law be-






(!   !c) (1.7)
where 0 needs to be inserted as a cut-o in order to prevent the logarithms to
diverge. The merit of Nozieres et.al was to develop an alternative theory apart from
perturbative expansions, in order to explain such singular behaviour. Moreover,
they showed that the problem can be solved in an exact way by considering a sin-
gle particle scattering o a time dependent potential [17]. The fact that the X-ray
problem can be treated in the single particle picture comes from the non-dynamics
of the hole. That is, the hole can either be created or destroyed, but nothing else, it
cannot uctuate between dierent states, as a quantum spin will do. Therefore, it is
not necessary to keep track of the dierent stories of the impurity, in contrary to the
Kondo problem, where one has to account for all possible spin congurations in time.
The total hamiltonian of an X-ray process is:

















 i!t + h.c (1.8)
The term Hx describes the coupling to the X-ray eld. Note that the scattering
term with V is absent when the deep hole is lled. In fact, this term is only present
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suddenly after the X-ray has been absorbed (absorption process). In an emission
process, this term is suddenly cancelled after emission, since the deep level gets lled
again. Electrons in the metal experience a transient behaviour in such process.
Let us describe the absorption process, following Nozieres [17]. The main quan-
tity to compute is the transition rate between the ground state with no hole and
that with the formed one after absorption. The transition rate is proportional to
the imaginary part of the Fourier transform of the following response function [66]
Sk;k0(t  t0) = h0jTfHx(t)Hx(t0)gj0i (1.9)
where the curly brackets should not be confused with the anticommutation of op-
erators. They just indicate the action of the time ordering operator T . The state
j0i represents the initial state, before the creation/destruction of the hole takes place.
In the absorption process, the conduction electrons don't see a single impurity
potential, therefore the Green's function takes the non-interacting form:
Gkk0(t) = h0jTfck(t)ck0(0)gj0i =  k;k0e i"kt( t) "k < 0 (1.10)
The two important correlators to be found are the deep hole propagator, which in
the absorption case is:
Gd(t) = h0jTfd(t)dy(t0)gj0i =  e i"0t( t) (1.11)
and the correlator given by (1.9), so that knowing it we can extract the transition
rate easily. Note that all correlators, as written, should carry a factor of  i in the
front, which can be reinserted later. When one passes from the many-body problem
to the single particle time dependent problem, all diagrams for the deep hole are
composed by loops at some times. This is the so called linked-cluster expansion
[17, 66]. The contribution of these loops to Skk0 is the aim of study in the paper
by Nozieres and De Dominicis. Making use of the linked cluster theorem, the two
correlators are expressed as:
Skk0 = Lkk0(t)e
C(t)
Gd(t) = eC(t) (1.12)
Where the function Lkk0(t) is related with the bulk conduction electrons propagator:
Lkk0(t) =  'kk0(t0; t) (1.13)
where this last correlator satises Dyson's equation, and is dened as:
'kk0(t
0; t) = hTfck(t)cyk0(t0)gi (1.14)
This is the total conduction electrons correlator, where the average is now respect
to the ground state of the whole interacting system (That is, after the hole has
been created in absorption, therefore the scattering potential in (1.8) is present).
6
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The total conduction electron Green's function obeys Dyson's equation (in the
absorption case):
'a(ﬁ; ﬁ 0; t; t0) = Ga(t  t0) + iV
Z t0
t
dﬁ 00Ga(ﬁ   ﬁ 00)'a(ﬁ 00; ﬁ 0; t; t0) (1.16)
where the initial propagator reduces to the non-interacting one (1.10), but taking







and where we have taken the wide-band limit, so that 0 = const. The asymptotic
form of Ga can then be used when all time intervals are long compared to  10 . The
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1  iV Ga(!) (1.18)
where the parameter  comes from the following relations (see [17]):
tan() =
g






Now it is clear that the transient behaviour of conduction electrons is given by the
term in brackets in (1.18). When one takes the limit t0 !  1 and t ! +1, the
correlator for the absorption case is that of the emission one, that is, when the s-
cattering potential was present.
The exact result1 for the Sk;k0 correlator is also given in terms of this parameter
. By taking (1.18) and the limiting cases ﬁ = t0 and ﬁ 0 = t, a divergence occurs.
The time cut-o  10 needs to be introduced in order to make the expression nite:
La(t) = (i0=t)(i0t)
2=( t) (1.20)
Let us stop here to interpret this result. The correlation function still preserves
its power law behaviour for long times. However, due to the appeareance of the
scattering potential, the exponent of the decay is dierent. This power law decay of
correlation functions is intimately related with Anderson's orthogonality catastrophe
eect [67]. The total correlator is then:
Sa(t) = (i0=t)(i0t)
2= (=)2ei!0t( t) (1.21)
1Here the term exact is meant within logarithmic accuracy, since the assymptotic form of
correlators has been used. For details on this see [17].
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In the case  > 0, that is, repulsive interaction with the scattering point, the decay
is slower. Now lets look at the deep hole's correlator, which for the absorption case
has the form [17]
Gd(t) =  (i0t) (=)2e i"0t( t) (1.22)
If we compare this expression with the non-interacting case (1.11), we see that the
long time (low-energy) behaviour of the deep hole develops a power law. Such a
power law decay is related with the total life-time of the hole, before electrons of
the surrounding sea recombine.
The detailed analysis of this problem, carried out by Nozieres and De Dominicis
is quite broad to show in detail here, so we have mentioned only the main physical
results of their paper. The reader is referred to [15, 16] for a perturbative treatment
of the X-ray problem, whereas [17], which is the method we just described, solves
the problem in an exact way as a one body problem. We also cite [63, 65, 66] for
reviews.
1.3 The Kondo (s-d exchange) model
The study of local moments inside metallic environments brought up the idea that
the coupling between the magnet and the rest of electrons should be antiferromag-
netic. One then needs a hamiltonian describing such a process, which on its simpler
version, implies an exchange term in the energy between the alignment of the iso-
lated spin and the spin of the surrounding electrons. Such a model is known as the
s-d exchange model, or sometimes called the Kondo model. On its isotropic form, it









cyk;ﬀck;ﬀ~ﬀﬀ;ﬀ0  ~S J > 0 (1.23)
The model is sometimes conveniently written in terms of the upper/lower spin op-
erators. In this general case, there is also the possibility that the parallel coupling
(the one in the z direction) is dierent from the perpendicular one (the one ipping
the impurity and conduction electron spin). If this happens, this is the anisotropic
Kondo model, whose hamiltonian is written as:















where the rst term H0 is the non-interacting part in (1.23). In the anisotropic ver-
sion of the model, one of the terms results in an energy cost when the spin ips both
in the impurity and the electron of the band. The energy cost associated with this
process is J?. The existence of this term is what makes the Kondo problem dicult
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to treat. In the case J? = 0, the problem is trivial, as the hamiltonian can be divid-
ed into the up and down spin sectors, each of them containing a scattering potential
given by the sign of Sz. This is the process described by the term proportional to Jk.
It took time to understand the real physics described by hamiltonian (1.23).
One of the main reasons has been discussed previously: When perturbation theory
is applied, a divergent logarithm in temperature is found in the resistivity, as shown
by Kondo [9] in 1964. The nature of this logarithmic divergences must be found in
a low energy description of the model, and of course, as T ! 0 the solution must be
nite. The method to study such a scaling behaviour was developed by Anderson
[11] in the so called poor man's scaling in 1970. Anderson's scaling treatment of the
Kondo problem is supported by the concept of renormalization : Under variations
of the cut-o energy of the system, coupling parameters change. In other words,
the coupling constants Jjj and J? depend on the cut-o energy  in some way.
The variation of these parameters with  is what denes trajectories in parameter
space, allowing for a good understanding of the system's behaviour. The main
result in Anderson's paper [11] is that it proves the existence of only one relevant
energy scale, separating two regions, one where the local moment exists apart from
the surrounding environment, and one where the spin is totally screened by the
surrounding electrons (strong coupling limit). The energy scale separating both
limits has a well dened dependence on the coupling parameter J > 0:
TK  e 1=J (1.25)
where  is the electron density of states of the metal. This energy scale is called
the Kondo temperature. For temperatures higher than this value, the local moment
survives in the surrounding environment, and therefore, a Curie like term appears
in the susceptibility. This is called the weak coupling limit of the model. On the
other hand, as temperature is lowered, the strong coupling regime is reached, and a
perturbative treatment of the model is not possible. This is because the equations
dening the running of the coupling constants present, above the isotropic line,
escaping trajectories for every value J << 1. Therefore, in the antiferromagnetic
Kondo model, interaction strength increases at lower energies (larger distances).
This is an example of asymptotic freedom, where low-energy properties of a system
are described by strong couplings.
J>0T>Tk J>0T<Tk
Figure 1.2: Schematic view of the antiferromagnetic Kondo model. At temperatures higher
than the Kondo temperature TK , the impurity site is free. Interactiong with surrounding
electrons results in spin ips. When temperatures are below TK , the local moment is
screened by the surrounding electrons by formation of a singlet at the impurity site, there-
fore no local moment exists in this regime.
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Therefore, Anderson's paper was unable to calculate exactly what happens at
T < TK in the antiferromagnetic case, but gave an insight of the underlying mech-
anism. It is now known that due to this strong antiferromagnetic coupling, the
impurity spin hybridizes with the conduction electrons at temperatures below TK .
In this regime, the impurity doesn't exists on its own anymore, and a singlet state
is formed [68, 69], therefore no Curie term is found on the impurity susceptibility.
Due to this, the system behaves as a Fermi liquid, with renormalized quasiparti-
cle masses. This renormalization of the parameters is found in the thermodynamic
properties of the model at T = 0. In his famous paper in 1975, Wilson [25] proved


















Thus, in the T ! 0 limit, the ratio between the specic heat and the susceptibility
(called the Wilson ratio) is half that of a system of non-interacting electrons. This
proved both the singlet formation and the Fermi liquid nature of the Kondo model
in the strong coupling regime.
There is a vast and varied study of the Kondo problem in the literature, which
almost every book on many-body physics contains [62, 65, 63, 70]. We summarize
here the most important features of the Kondo model:
 There is only one relevant energy scale in the problem, called the Kondo
temperature and given by TK  e 1=J .
 This energy scales separates two regimes, the weak and strong coupling sectors.
In the weak coupling sector, the impurity survives as a local moment inside
the metal, whereas in the strong coupling, the local moment forms a singlet
with conduction electrons, and gets screened.
 Perturbative methods fail to describe the low-energy physics of the Kondo
model in the antiferromagnetic strong coupling regime. A quantitative treat-
ment must involve non-perturbative calculations, either numerical (Wilson's
NRG), or analytical (Anderson-Yuval, Bethe ansatz, see [22, 23, 24, 57, 60]).
The Kondo model is, once again, the great example about top down approach
models. From its apparently simple looking, very fundamental physics can be ex-
tracted, and Kondo physics have found applications in dierent branches of physics,
for example, in quark connement theories.
1.4 The Interacting Resonant Level Model
We introduce now the model we will deal with throughout thesis, known as the In-
teracting Resonant Level Model (IRLM), or sometimes called Resonant Level Model
(RLM) in the literature. Here we will use the RLM to refer to the IRLM in the
absence of interaction, so that the RLM is the spinless version of the Fano model
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(1.1) described before. The IRLM was rst proposed by Wiegmann and Finkelshtein
[36] in 1978, as a toy model to search for an exact solution of the Kondo model.
The model can be directly extracted from the anisotropic Kondo model by an exact
relation between parameters [36, 37], and both partition functions are shown to be
equivalent. Much of the previous work done in the model has mostly been present-
ed in the introduction, so we will cite each work individually when convenient to
compare results.
The simplicity of the IRLM lays on its non-spin dependence. The meaning of
having spinless fermions corresponds to the situation where a magnetic eld is ap-
plied to the system, so that spin is polarized. Nevertheless, these spinless fermions
arise naturally from the transformation of the AKM. The model describes an isolat-
ed spinless impurity hybridizing with a bath of spinless fermions. Although it might
look fairly similar to the X-ray edge problem (see equation (1.8)), this is a dierent
model. First because it is directly extracted from the anisotropic Kondo model, by
exact manipulations between operators. Secondly, the X-ray edge problem describes
a dynamic situation where the dot is created in the metallic environment, and one
studies how the system reallocates due to this sudden potential change. In other
words, the X-ray problem describes a transient behaviour of conduction electrons
due to a sudden creation/annihilation of a hole. In contrast, the impurity is dynamic
in the IRLM, and therefore, allows uctuations on the dot's occupancy within time.
The main dierence between this model and the Fano (or non-interacting An-
derson) model, is that apart from the hybridization, there is an interacting term
between the impurity site and the last site of the surrounding bath. The schematic
view of such a model is shown in gure (1.3).





cyi+1ci + h.c  "0dyd+ t0(dyc0 + h.c) + U(dyd  1=2)(cy0c0   ) (1.27)
Here  represents the vacuum expectation value of conduction electrons at the origin.
Since we will be working in the particle-hole symmetric case, this is usually taken
to be  = 1=2. There are four dierent contributions to this hamiltonian. The rst
part of the r.h.s corresponds to a simple non-interacting tight binding chain, which









kck "k =  2t cos(k) (1.28)
Thus, the non-interacting part of the system corresponds to a cosine band where
dierent k levels are lled according to Pauli's exclusion principle. Since our fermions
are spinless, that means each k state can be occupied only by one single fermion.
It is also worth mentioning the limit we will be dealing with throughout this thesis.
















Figure 1.3: Schematic representation of the IRLM on its lattice version (a) for N = 1
channel and (b) for N = 3 channels. The impurity site in red, interacts with the nearest
neighbours of the chain by Coulom like interaction U . The hybridization parameter t0 is
essential in describing physical processes.
on considering a constant density of states associated with the dispersion relation
(1.28). This corresponds to study the system considering only excitations close to
the Fermi surface, which in this case is located at kF = =2. This is equivalent to
a linearization of the spectrum. Then, in this limit, the bulk density of states is a
constant independent of energies:
(") = cont. (1.29)
We consider now the hybridization part, proportional to t0. This describes the
tunneling process between electrons in the metal and the impurity site, with prob-
ability amplitude t0. Throughout the study of the model, this value of t0 remains
small as compared to the bandwidth, that is t0=t << 1. In this limit, is then as-
sumed that electrons move inside the material hopping from one place to another
(tight-binding) with the same probability, whereas hopping from the metal to the
impurity site carries a smaller probability amplitude for the process to occur. This
is also the case in the Anderson model (1.3), where a similar hybridization term
is present in the system. In fact, we will see later that this hybridization denes
an energy scale   separating two dierent regions: for T <  , the impurity site is
hybridized with the system, whereas at T >   the impurity is decoupled and isolated
from the rest of the environment.
The part including the parameter "0 represents the local chemical potential of the
impurity. When the impurity is lled (d+d = 1), this term contributes with an ener-
gy "0. The limit where "0 ! 0 represents the particle-hole symmetry in the model,
which is the main limit we will be dealing with. In this limit, the system is said
to be at resonance. Finally, the interacting term is written in the normal ordered
version of operators, where the subtracted quantities are the vacuum expectation
values of the impurity and chain site. Note that this term involves an interaction
between the impurity and the last site of the chain, as opposed to Anderson's model
where the interaction occurs between two fermions occupying the impurity (see 1.3).
The continuum limit is the eld theory version of the model. In this version, the
12
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hamiltonian for the IRLM is:


















dx(x)(dyd  1=2)( yi (x) i(x)  ) (1.30)
Notice that the x coordinate represents a half line, since it indicates the distance to
the central scatterer point. It is then convenient to unfold the elds in order to map
the problem onto the whole line ( 1;+1). In this unfolding, left movers in the
negative semiaxis can be interpreted as right movers in the positive semiaxis due to
the shared boundary conditions, that is:
 L(x < 0) =  R(x > 0) (1.31)














dx(x)(dyd  1=2)( y(x) (x)  ) (1.32)
where now all fermionic elds are right-movers on the entire line. The problem is
then reduce to a single species of fermions (right-movers) in the whole dimension. We
will refer to these lines as channels or leads attached to the impurity site. Variants
of the model are introduced, for example, if one attaches more than one channel to













(dyd  1=2)(cy;0c;0   ) (1.33)
In order to get the continuum version of the multichannel case, one proceeds in a
similar way as in the single channel version [40]. Of particular interest is the two-
channel version of the model, since it is the one where transport properties can be
studied.
Throughout this thesis, an intense study of the IRLM will be done. Although
one would wish to have a complete theory of such a model, regardless of the total
number of channels attached, we will suddenly discover that this represents by itself
a great task. In particular, one needs rst to understand the importance of the single
channel case, since most of the fundamental physics of the model can be extracted
from there. One of the main goals of this thesis is to illustrate all the rich physics
that can be extracted from the IRLM.
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Quantum Field Theory methods
\I learned very early the
dierence between knowing the
name of something and knowing
something"
Richard P.Feynman
In this chapter, some fundamental techniques for the study of quantum many-
body problems are discussed, in application to impurity models. Without going into
technical details, an introduction to these methods is aimed to provide the reader a
good starting point to follow future calculations. Further reading is always indicated
when convenient.
2.1 Perturbation theory and correlators
The easiest way to treat an interacting problem is by assuming that interactions
between constituents are weak in comparison with the individual energies of each
particle. This approximation, although it might seem a bit rough in principle, pro-
vides a good understanding for many macroscopic properties of materials. In fact,
Landau's theory of metals, what is called the Fermi liquid theory, rests on the idea of
treating interactions as perturbations. When treating an interacting system, some-
times going to rst or second order of perturbation accounts for a good description
of the fundamental physics. However, this is rarely the case in strongly correlated
systems, where perturbation theory can be considered a poor approach to treat the
problem. Nonetheless, the method has been applied to the IRLM previously [37, 38],
and it is worth to reproduce some of its results by a slightly dierent approach apart
from perturbative RG. Some results from [49] are reproduced in this fashion.
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2.1.1 IRLM: Perturbation theory U = 0
The desired quantity to calculate is the time-ordered Green's function:
G(x; x0; t; t0) =  ihT^ (x; t) y(x0; t0)i G(!; k) =
Z
dxdtei(!t+kx)G(x; t) (2.1)
where T^ is the time ordering operator. This quantity is of interest, since one of
its components, the retarded one, is related to the spectral density, which can be
measured experimentally. To calculate the retarded Green function from the time
ordered one, one chooses that part of the function which is analytic in the upper
half plane of !. The retarded Green function and the spectral function are related
to each other:




ImGR(!; k) GR(!; k) =
Z
dxdtei(!t+kx)GR(x; t) (2.2)
The spectral density is of relevance since it can be measured experimentally by
ARPES techniques. One of the main questions in this area is how to provide a good
approximation for the spectral function on the impurity site, since perturbation the-
ory oers a poor description. The development of methods for the calculation of such
quantities is then very desirable. Chapter 5 of this thesis is concerned with the calcu-
lation of such quantities, therefore understanding the fundamentals here is essential.
The total change on the Green function by interactions is encoded in Dyson's
equation:
G(!; k) = G0(!; k) +G0(!; k)(!; k)G(!; k) (2.3)
The quantity (!; k) is the self-energy, and it includes all compact and dierent
interacting diagrams. The calculation of the self-energy is the main problem to deal
with, since in some cases, diagrams depend on the excitation energies !. Dyson's
equation states that by knowing the self-energy, one can compute the total Green's
function of the interacting system in the simple way written above. The compu-
tation of  in an exact way is in most cases impossible, therefore the problem is
only worth to be solved by this method if perturbation theory accounts for a good
description of the system. Strongly correlated systems are not, in general, well de-
scribed by this perturbative approaches.
Let us apply perturbation theory methods to the IRLM. We can divide the
hamiltonian in two parts:




cyici+1 + h.c + "0d
yd+ t0(dyc0 + h.c)| {z }
HV
HU = U(d
yd  1=2)(cy0c0   1=2) (2.4)
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Let us forget rst about HU and HV . Then the system consists on an isolated
impurity with local chemical potential "0 and a non-interacting bath of electrons.
The corresponding Green functions are easily calculated:
Gd0(!) =
1




!   "k  i (2.5)
The second term in (2.5) is the Green function corresponding to a non-degenerate
electron gas. We are interested in this propagator but happening exactly at the





GL0 (k; !) =
Z




!   + isign() (2.6)
This term will have both real and imaginary parts; however, if we consider a at
(constant) density of states , the real part can be neglected since it is a principal
value integral and the result gives 0. So we have to deal with the imaginary part at
the end:





(!   )2 + 2 =  isign(!) (2.7)
The rst perturbative treatment is done in the parameter t0 of the IRLM, which can
be done till innite order of perturbation, due to the form of the diagrams. Therefore
we rst take the case U = 0. The diagrams involved are, indeed, non-interacting in






Here, o-diagonal terms represent the anomalous correlators Gcd = Gdc. Every
time there is a scattering process in the system, is between the wire (c) and the dot
(d), that means that we can consider the scattering matrix as a non-diagonal 2 2
matrix, with the same scattering amplitude going from the dot to the channel than
the one going from the channel to the dot. This is a consecuence of Wick's theorem






is the self-energy matrix. The total Green function of the system is given by Dyson's
equation in matrix form:
G(!) = G0(!) +G0(!)G(!) (2.8)
This is exactly equivalent as developing each of the Green's functions individually
using the diagrammatic expansion. In fact, this is done when the diagrammatic
expansion is taken to innite order, and we complete the Dyson series. Inverting












Here the quantity  0 = t
02 appears for the rst time. This denes the hybridiza-
tion energy scale of the system in the absence of interaction. This is natural since,
having summed all diagrams to innite order, the problem is trivial and corresponds
to the Fano model we discussed earlier in chapter 1. Thus, in the limit U = 0, all
physics of the IRLM are exactly equivalent to the Anderson model at U = 0. In





(!   "0)2 +  20
(2.10)
which is easily seen by taking the retarded form of the Green function (2.9).
2.1.2 IRLM: Perturbation theory U 6= 0
Having calculated the correlators in the U = 0 case, one can start building up a
perturbative solution when U 6= 0. Thing is, now there are crossed propagators like
Gdc0 (the non-diagonal terms in (2.9) ), whose physical signicance is also not clear.
This manifests in more possible terms when working out Wick contractions, therefore
going to second order of perturbation adds enough complexity in the diagrammatic
expansion. One can however, start by the simplest treatment considering only rst
order contributions. We then consider the rst order diagrams contributing to the
self-energy, those called Fock diagrams. The total interacting Green function is now
calledG(!). In a similar way as in the U 6= 0 case, Dyson's series is solved in matrix
form:
G(!) = G0(!) +G0(!)G(!) (2.11)








with dc = cd. The appeareance of o-diagonal terms has to do with the fact
that Gdc 6= 0, therefore contractions between impurity and lattice operators can
be performed now in the U 6= 0 case. The total Green function can be calculated
by just inverting Dyson's equation. Of particular interest is the impurity Green's
function Gd, which has the following form:
Gd(!) =
1






Here, all self-energies have real and imaginary part, and they can depend on !.
Note that if the self-energies depend on !, the imaginary part of the retarded Green
function doesn't remain as a Lorentzian anymore, thus changing the local density
of states at the impurity.
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Figure 2.1: The self-consisting approximation, where all Fock diagrams are included to
innite order by replacing the non-interacting propagator Gdc0 by the dressed propagator
Gdc (double line). This is equivalent to summing all rst order diagrams to innite order.
One of the easiest assumptions is to let d = c = 0. After all, d can be
absorbed in a renormalization of "0, whereas the 
c renormalizes the density of states
of conduction electrons. In this approximation, the lead and dot-lead propagators
are:
Gdc(!) =  i(dc + J)sign(!)Gd(!) GL(!) =  i(!   "0)sign(!)Gd(!)
In rst order of perturbation, only Fock diagrams contribute to the crossed terms










where a cut-o  needs to be inserted in order to prevent divergences. The self-
consistent calculation then consists on replacing Gdc0 (the non-diagonal terms in
(2.9)) by the total interacting Green function Gdc, which is given from (2.11). The
self-consistency equation determines the self-energy when all rst order diagrams













  =  0(1 + x)
2 (2.15)





This result agrees with [37, 38, 39, 49] calculations, and is only valid when U << 1.
Due to interaction with the surrounding sea, the hybridization parameter t0 scales
with a new exponent:
   (t0) 21+2g g = U (2.17)
Within this approximation, the spectral function preserves the Lorentzian shape like





(!   "0)2 +  2 (2.18)
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where SC stands for self-consistent. This is a rst order result, and as such, it
shouldn't be taken too seriously to describe the actual renormalization of t0, nor the
exact form of the spectral function on the impurity site. The key point to illustrate
here is twofold: First, that all rst order diagrams don't alter the functional form
of A(!). This is because rst order diagrams don't depend on excitation energies
!. The second has to do with complex nature of , which accounts for dierent
contributions to the impurity spectral function. Dierent diagrams can depend
on ! in a non-trivial way. Furthermore, these diagrams can develop logarithmic
divergences in higher order of perturbation. For instance, if that will happen in d
(which we neglected in our treatment here), this will indicate the appeareance of
a non-Fermi liquid exponent in ! (i.e. the spectral function might depend on !,
with  6= 2). The preservation of a exponent  = 2 in the low ! sector of a impurity
spectral function is a signature of Fermi liquid behaviour (see [71]).
2.2 Bosonization: A eld theory technique in (1+1)
dimensions
In one dimension, there is an analogy between fermions and bosons. This analogy
makes the solution of some one dimensional models much simpler, since an ini-
tially complicated fermionic problem can be reduced to a non-interacting bosonic
hamiltonian, whose solution is well known. The method is non-perturbative, since
it provides exact operator relationships between bosonic and fermionic elds, and
accounts for the exact calculation of exponents in correlation functions. However,
this technique is quite extense, and we wont expose it here in detail, so we refer the
reader to the literature for study. Recommended references for this are those by
[63, 66, 72, 73, 74].
2.2.1 Bosonization basics





cyk+qck "(q) = vq (2.19)
where v is the Fermi velocity, and q represents a particle-hole excitation, being q
the transferred momentum. This means that they can be considered as the actual
excitations of the system. Moreover, the commutation relations satisfy:
[q; 
y
q0 ]  q;q0 ! q  bq (2.20)
The term k represents a particle-hole excitation, and bk is a boson destruction oper-
ator. Thus, a particle-hole excitation behaves like a boson due to these commutation
rules. If one chooses this basis to represent the new operators of the problem, the
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that is, a hamiltonian of non-interacting bosons, representing the density waves of
the system. The hamiltonian (2.21) is diagonal in the k basis, therefore its properties
can be computed in an easy way. If everything can be expressed as a set of free










where '(x; t) represents a Bose eld, and ﬁ = it. Note that the action is Euclidean
in (1+1) dimensions, and we have set v = 1. In a one dimensional theory, the Bose
eld can be decomposed into right and left moving bosons:
'(z; z) = ﬃ(z) + ﬃ(z) (2.23)
It can be proved that the correlation function of bosonic exponents is equal to that












where  represents right and left movers, respectively, and the complex coordinates
z = vﬁ   ix and z = vﬁ + ix. The factors  are Klein factors, whose only function
is to ensure that anticommutation relations hold in these fermionic operators. We
will now work with these relations in an application example: a (1+1) relativistic
fermionic theory.
2.2.2 Bosonization of the massive Thirring model (MTM)
To apply the bosonization approach described above, let us use an example of a
specic fermionic eld theory. The massive Thirring model (MTM) represents the
interaction between two relativistic fermionic elds in (1+1) dimensions [27]. The
model has been extensively studied, due to its integrability, by Bethe ansatz methods
[28, 29, 30], and it is a cornerstone in understanding exactly solvable one dimension-
al systems.
The fact that the fermions are relativistic is because they obbey a Dirac-like





i	yﬀz@x	+m0	yﬀx	+ 2 y(x)  y(x)  (x) (x)
ﬀ
(2.25)









 (x)(  (x)) representing right(left) moving spinless fermions, and ﬀ are the Pauli ma-
trices. We will use the bosonization for spinless fermionic elds, following Senechal












where the Klein factors are not dynamical objects, so their representation can be
chosen freely as in this case. The massive Thirring model can be written in terms











 y(x) (x) + h.c

+2 y(x)  y(x)  (x) (x)
ﬀ
(2.28)
We will now express the hamiltonian above in this representation. Also, for the
vertex operators, we bear in mind that:
eAeB = eA+Be[A;B]=2 ! eiﬃ(x)eiﬃ(x0) = eiﬃ(x)+iﬃ(x0)e hﬃ(x)ﬃ(x0)i (2.29)
We will go through all the bosonization procedure explicitly. The non-interacting












with units of v = 1. To evaluate expressions of the form  y(x)@x (x), we follow
Senechal [72] and we take the limit:
:  y(x)@x (x) :=  i lim
"!0

 y(z + ")@z (z)  h y(z + )@z (z)i

(2.31)
This process is known as normal ordering, and it is essential to avoid divergences.
The relation above is taken by substitution of @x =  i(@z @z), and " = z0  z. The
relation between z and x coordinates was previously dened in (2.24). The following
identities are always useful (see [72]):
h y(z) (z0)i = 1
2
1
z   z0 hﬃ
y(z)ﬃ(z0)i =   1
4
log(z   z0) + const. (2.32)
After normal ordering, and taking care of the product of exponential operators, the







@z' J(z) =  i 1p

@zﬃ =  i 1p

@z' (2.33)
with ' = ﬃ(z) + ﬃ(z). All time ordered products must then be taken into account
in this way, when treating interacting terms specially.
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We are then left with bosonizing the interacting term. We see that it is composed
by an interaction over densities in normal order, that is:
: R(x)L(x) := lim
"!0


























































Now if we take a look at the expression, we see that the non-interacting part can












with new renormalized Fermi velocity and K dened as:
v =
p







































 1  (=) (2.43)
This stablishes an important relationship between the MTM and the Sine-Gordon
model (SG): the one dimensional fermions can be mapped directly to a Bose eld
obeying a SG model. The relationship (2.43) between parameters of both models is
exact in = << 1. This was rst derived by Coleman [32], and can be extracted as
well from Korepin's work [28, 30] on the MTM.
2.3 Wilson's Numerical Renormalization Group
(NRG)
The Numerical Renormalization Group (NRG) was developed by Wilson [25] in
1975, as a method to understand the ground state (i.e zero temperature) proper-
ties of the antiferromagnetic Kondo model. Although being mostly used for T = 0
cases, it can also be used for any nite temperature T 6= 0. The approach is based
on a logarithmic discretization of the band, by which a continuum model can be
mapped to a discrete one (tight-binding), to succesfully describe all low-energy (in-
frarred) properties of the system, therefore it can be applied to any kind of impurity
models. Since it does not involve any perturbative calculations, the method is non-
perturbative, and therefore, very robust for the study of such systems. We must
remember that most condensed matter systems deal with big system sizes, where the
thermodynamic limit is taken (the system size is taken to innity when compared to
the shortest length scale). As the system size increases, the low-energy description
of the model becomes the appropiate one. Although there are possibly many good
reviews on the NRG method, we will mostly follow the one from Bulla et.al [75] in
this thesis.
In such a discrete model, the tight-binding parameters undergo some renormal-
ization. This renormalization makes the hopping parameters to decrease in value
with distance to the impurity site, a consequence of the logarithmic discretization
of the band. The result is the addition of weaker hoppings amplitudes with each
iteration, ensuring convergence of the method. The addition of more sites, with
smaller hopping amplitudes as we get away from the impurity, constitutes the so
called Wilson chain. The mathematical details of discretization are out of scope in
this thesis, an we refer to Wilson's original paper [25] for further reading on this.
However, one should not be too worried about these discretization steps, since after
all, one is interested in a direct application of the method for the specic model
under consideration. Therefore, understanding its basic concepts as opposed to its




We consider a one dimensional tight binding model, with hopping amplitudes tn,
and a single impurity site at the end of the chain. This picture is schematically
represented in gure (2.2).
n = 0n = 2 n = 1
t1t2
Figure 2.2: Schematic view of the NRG method. The initial hamiltonian is composed by
the impurity site (red) and the last site of the chain. When this part is diagonalized, a new
site is added to the system with a tunneling probability tn, then the system is diagonalized
again and the process is repeated. The addition of more and more sites eventually leads
to the construction of a chain that resembles the initial hamiltonian of the model at low
energies.
If we have already managed to logarithmically discretize the band, the dierent
hopping amplitudes will depend on a discretization parameter  in a way that
tn+1() < tn(), that is, the hopping amplitudes decrease with further distance to
the impurity site. The discretization parameter  > 1 is chosen conveniently, usually
in ranges   1:5 2:5, but it really depends on the model under consideration. The
limit  ! 1 recovers the continuum nature of the model, where no discretization
has taken place. The general form of a transformed hamiltonian by discretization














Spin has been ignored. Otherwise, an spin index ﬀ must follow each of the operators.
Here Himp represents the part of the hamiltonian containing all impurity-related op-
erators, so it will include the interacting terms as well as possible hybridization
terms. The other parts of the hamiltonian form the resulting tight-binding model
for the band. The NRG method provides a way to calculate both thermodynam-
ic quantities (such as charge susceptibility on the impurity site, entropy, specic
heat...) and dynamic quantities (spectral functions, self-energies [76]). We move
now to describe briey the NRG algorithm, and later we give important tips for the
calculation of dynamical quantities within the NRG method, which will be relevant
for the understanding of results in chapter 5.
2.3.2 NRG algorithm: iterative diagonalization
For now, consider only the hamiltonian given by Himp in (2.44) as the zeroth order
step NRG. This can be the n = 0 box in gure (2.2). That is, initially our system




Suppose now that after logarithmic discretization, we nd our hopping ampli-
tudes to have the following dependence with : tn   n=2. Mathematically, the
exact identity states that the total hamiltonian of the system is dened as the lim-
























The prefactor has been chosen to cancel the N dependence of the tN hopping param-
eters. This is because we assumed that tN   N=2, but this is not always the case1.
The reason to choose a prefactor that cancels the nth dependence is that, at each
iteration, the eigenvalues are of O(1), and the identication of xed points becomes










N+1cN + h.c (2.47)
At iteration step N , the hamiltonian is diagonalized:
HjriN = ErN jri (2.48)
therefore all eigenstates and eigenvalues are computed. When going to the next step
N + 1, the hamiltonian needs to be expressed in the new basis fjri 
 jsig, where
the states fjsig add the new degree of freedom to the system (added site, see gure
(2.2)). Then the hamiltonian is expressed in this new basis and diagonalized again,
and the procedure is repeated.
The problem with the above method is that, after some iterations, the hamilto-
nian becomes of unmanageable size. When a suciently large hamiltonian has been
created, truncation is imposed. This means that, out of all possible eigenstates of
the diagonalized hamiltonian, only those with the lowest energy eigenvalues (say SK
of them) are taken. These now constitute the new truncated basis j~ri, from where
the hamiltonian at step N +1 can be built. Usually, the total number of kept states
varies depending on the model, and more importantly, on the parameter . For
typical values of   1:5  2:5, it is sucient to keep SK = 500  1000 states after
truncation. However, as  ! 1, and therefore the continuous limit is approached,
a bigger number of kept states is usually needed. Nonetheless, system specication
1For each model, the dependence on n can be dierent for the hopping parameters. In such a
case, the prefactor has to be chosen accordingly. Luckily, all models we will be considering have
this n dependence on the hopping parameters, so we can work with this specic contruction of H.
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plays an important role, and systems with low enough dimensionality allow for a
small value of  while the number of kept states is still SK = 500  1000.
We want to make a remark in this last part of the algorithm. The NRG method
can be improved in order to account for those discarded states [77] that were neglect-
ed after truncation. That means that, when truncation is done, the discarded states
for the next step can still have some usage to calculate some physical quantities at
step N . Methods like these are out of scope here, as they oer poor qualitative be-
haviour dierences in the computation of physical quantities, since they are mostly
used for numerical accuracy.
2.3.3 Dynamical quantities computation within NRG
The computation of dynamical quantities is much more dicult than that of ther-
modynamic ones. The main reason has to do with the energy scaling within each
NRG step: at dierent NRG steps, we are working at dierent energy scales. This is
a consequence of the logarithmic discretization we presented before. Since dynam-
ical quantities depend explicitly on excitation energies !, one needs to take care to
work in the appropiate range of energies.
The method we are about to describe can be found in detail in [75, 78] for its basic
understanding. For improvement of numerical accuracy or alternative discretization
methods, we refer to [77, 79, 80], as these methods are not considered here. We are




jhGSjfﬀjrij2(!   (Er   EGS)) (2.49)
This is the discrete representation of the impurity spectral function in terms of
energy eigenvalues, where each excitation energy !rN = Er   EGS is weighed by the
matrix element of the impurity operator between the many-body ground state jGSi
and excited states. The problem is that we have no clue about the true many-
body states of the system, since after some NRG steps, truncation must be applied,
keeping only the lowest eigenstates from the whole hamiltonian. Therefore, we can
only think about getting an approximate solution for the above quantity. It can be
argued that at step N , the spectral function can be approximated by all the N kept
states as [75]
Aﬀ(!)  ANﬀ (!) =
X
~r
jh~r0jfﬀj~rij2(!   !rN) (2.50)
where j~ri are the approximate eigenstates of the many-body system. Another prob-
lem has to do with the delta functions involved. To obtain a valid numerical result,
these peaks must be broadened [75]. The broadening of delta functions by other func-
tions is varied, but oers non signicant dierences on the qualitative behaviour of













where ﬀ = b!N , with b  0:2  0:8 (see [75] for details).
After N steps, the hamiltonian of the model HN has a characteristic energy scale




(1 +  1) (N 1)=2 (2.52)
Notice that this includes a
p
 factor as compared with the hopping amplitudes. It
is customary to include this factor proportional to the whole hamiltonian HN with
each iteration, therefore supressing the dependence of tn on n. In this way, each
NRG step corresponds to a dierent energy scale, but its eigenvalues are always
of O(1). Due to the truncation of the spectrum, the range of excitations is in the
window 0 < ! < M!N , with M being a constant depending on the value of . For
typical values, this sets M = 2, and therefore only excitation energies !  2!N
contribute. One usually chooses to evaluate the spectral function at the concrete
point 2!N . Therefore, an NRG implementation with N total steps will have 2N
points in total, if we take into account negative excitations (! < 0) as well. There
are plenty of publications about NRG methods applied to calculate these quantities,
the most relevant selected to be followed here [78, 81, 82]
A nal remark must be made here. We have talked about obtaining NRG points
for the spectral function at each NRG step. However, we have to make a distinction
between a chain with even number of sites and another with odd. Concretely, all
points collected to describe the spectral function need to belong to the same type
of chain. If all points where represented (that is, a point for each NRG step),
then oscillations are observed between neighbouring points in the spectral function.
This is due to a nite size eect. What one usually does is to discard those points
calculated for an odd number of sites chain, keeping only those points calculated
when the total number of added sites is even.
2.3.4 Application example: The Anderson model
Consider the single impurity Anderson model dened earlier in Chapter 1. The






n+1cn + h.c) + "nc
y
ncn +Himp + t
0X
ﬀ
(f yﬀc0 + h.c) (2.53)
For practical purposes, and due to the form of "n, we can take "n = 0 for all




(1 +  1) n=2 (2.54)
The algorithm is implemented to calculate the impurity spectral function or den-
sity of states, as well as the energy ow of the lowest many-body eigenvalues. In
gure (2.3), the energy ow is represented for the Anderson model. We observe that,
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Figure 2.3: NRG ow for the many-body eigenvalues of the Anderson model with 800
kept states and  = 1:5, "0 =  0:05, V = 0:1, U = 0:1, and a total of N = 112 sites.
After some iterations, the ows converge to steady values representing the approximate
low energy eigenstates.
after some steps, dierent eigenvalues converge to a steady value of the energy. After
the NRG process is repeated, the lowest eigenvalues don't change. This makes sense
since, adding a site with large n only introduces a very weak coupling of the chain
with the added site. In particular, these steady values of the energy ow represent
xed points of the hamiltonian. This means that, no matter how many times we
apply a renormalization step to the system, the value of its parameters will remain
constant.









NRG  = 1.5
U=0









NRG   = 1.5
U = 0.1
Figure 2.4: NRG simulation for the Anderson model, with hybridization V = 0:1, for
U = 0 and "0 = 0 (left) and U = 0:1 and "0 =  0:05 (right). We observe the appeareance
of the Kondo resonance when "0 < 0 and the local interaction on the impurity site is
strongly repulsive (Kondo limit). Dashed lines are included as a guide to the eye.
The spectral function for the single impurity Anderson model is represented in
gure (2.4). Here both sectors of the hamiltonian, with spin up and down, have
been taken into account to contribute. That is, what is actually represented in g-
ure (2.4) is the sum of both the spin up and down density of states. The left side
corresponds to the trivial case of the Fano model, that is, when U = 0. The right
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gure represents the Anderson model in the Kondo limit. Notice how two shoulders
appear at both sides of ! = 0. The spectral function is pinned at ! = 0, as it should
be according to Langreth theorem [64].
We have also selected "0 for the following reason: the parameter "0 acts as a local
chemical potential on the impurity site. This can also be regarded as a magnetic
eld applied in the z direction on the impurity site. One knows that, when "0 6= 0,
the spectral function in the Anderson model is a Lorentzian centered at "0. However,
since the NRG method works on dierent energy scales with each iteration, when-
ever the value of the characteristic energy scale !n  "0, accuracy is lost. In other
words, and following [75, 83], we cannot resolve a very narrow width when values of
"0 are big enough above the characteristic energy scale !c. We refer to [83] for details.
2.4 The Anderson-Yuval method
We turn our look now to analytical approaches in the computation of time corre-
lations. In a series of papers [22, 23, 24], Anderson and Yuval proposed a method
to calculate exact results in the Kondo problem. The idea is based on Feynman's
path integral for a time history of the impurity magnet (see [70] for details), and
in the X-ray edge problem analysis carried out by Nozieres and De Dominicis [17].
The fact that the X-ray problem can be treated as a single particle problem with
a transient potential, allows for a similar calculation in the Kondo problem. We
describe briey the essence of the method here, and refer the reader to Anderson's
papers [22, 23, 24, 70] for details.
Consider the Kondo hamiltonian:




















For the non-interacting part H0, we have two types of eigenstates, those with the
spin on the impurity up (j "i), and those where the impurity spin is down (j #i).
Consider the state of this set with the lowest eigenvalue j 0"i, and where the im-
purity spin is up. Then the Anderson-Yuval (AY) method applies the following: at
t = 0, the interacting term HI is switched on, evolving the state to a later time t.
In the mean process, a complete (even) set of up and down switches occurs on the
impurity site due to the action of HI . At time t, the state comes back to its original
form j 0;"i. One is then interested in the response of the system (the conduction
electrons) due to these spin-ip processes. The amplitude of the process described
above is given by:






which can be inmediatly identied as a partition function.
Hi
t
Figure 2.5: Kondo problem as a sucession of X-ray problems, where the impurity spin is
ipped at subsequent times. The conduction electrons see an alternating potential, which
corresponds to a set of absorption/emission Nozieres processes for each spin.
The interaction representation has been used in formula (2.56). One can then
expand the exponential in its series form, realising that every time HI acts, it ips
the spin. Therefore, in a normal term of order n of the expansion, there are 2n
spin ips. Here is where the connection between the X-ray problem and the Kondo
problem manifests, since each of these spin ips can be regarded as a single X-ray
process in the nite time (ti+1; ti), and therefore, Nozieres-De Dominicis formulas
can be used. To be clear, a typical second order term is of the type:






dt2S"N(t1   t2)S#N(t1   t2) (2.57)
where the Nozieres correlation function S(t) has been dened previously in chapter 1.
However, it has to be taken into account that every time there is a ip, the scattering
phase shift changes from  !  . For the Kondo problem, these correlators take
the form (see [22]):
S(t) = (it0) 






Then all possible allowed paths for conduction electrons in [0; t] must be taken into
account. The AY method generalises Nozieres-De Dominicis method by adding three






The rst term corresponds to all possible diagrams for the non-interacting conduc-
tion electrons. This has the form of a Cauchy determinant when all time orderings
are taken into account, and each of the product terms represents the transient be-
haviour in conduction electrons found by Nozieres-De Dominicis. The solution has a
determinant form because alternating sign appears whenever the order of fermionic
30
Chapter 2
operators is interchanged. The other two terms correspond to single-particle scat-
tering corrections. The rst one ﬃ(; t) is calculated from Dyson's equation for the
conduction propagators, and has a similar form of the rst term, but with a dier-
ent exponent. The second term corresponds to all closed loops contributions to the
dierent paths. Such a term was also computed by Nozieres and De Dominicis for
a single X-ray problem.
With this, Anderson and Yuval found an interesting similarity between formula
(2.56) and that of the classical partition function of a one dimensional Coulomb gas






















where   J and ﬁ is a time cut-o related to . The most important thing to note
about this expression is that the result, being exact, relies on an innite perturbation
expansion on the parameter J . The AY method extracts information about the
response in the system due to the spin ips of the local impurity. More important
is that its proves, in some sense, the analogy between the Kondo model and the
X-ray edge problem. The Kondo problem can be seen as an innite sequence of
X-ray processes, where conduction electrons in the metal experience spin ips at the
impurity site. We also want to remark the importance of the method for calculating
dynamical quantities in time domain. However, we note that the method allows the
calculation of the response of conduction electrons, but does not provide an exact
expression for the transverse correlator :
hT^ S (t)S+(0)i (2.61)
As we will see later, it is this second correlator the one we would be interested in
when calculating dynamical quantities in the IRLM.
2.5 The Schrieer-Wol transformation
When studying strongly correlated systems, one has to deal with the fact that inter-
actions don't allow to solve the hamiltonian in an exact way. However, sometimes
we are not interested in diagonalizing the whole interacting hamiltonian, because
this includes all possible energy ranges, and therefore, all uctuations are taken
into account. In practice, only dealing with a low energy description of the hamil-
tonian gives enough information about the system's behaviour when interactions
are present. Loosely speaking, we are looking for a description that encodes all
important features of the initial hamiltonian when interactions are strong enough,
but when high energy states are not considered. In practice, this is equivalent to a
renormalization of our original hamiltonian into another where high-energy degrees




The Kondo problem is the best example of a very strongly correlated system.
Anderson's impurity model, described in chapter 1, has very similar characteristics
than the Kondo model when one works in the appropiate parameters regime, and
both models are related to each other. This relationship was already known at
the time when Anderson rst proposed his model [7], although the formal proof
was given later by Schrieer and Wolf [10]. In their paper, it was shown that a
low-energy description of Anderson's model in the strong coupling regime (large
U) leads to an equivalent hamiltonian with antiferromagnetic coupling developed
between an impurity magnet and the local conduction electrons. The most relevant
references to follow such calculations are [10, 62, 84].
2.5.1 Kondo model derived from the Anderson model














ﬀck;ﬀ + h.c) + Un"n# (2.62)
In the specic case of V = 0 (no hybridization), then the impurity site and the
electrons bath are totally decoupled from each other. If we consider U > 0 and
"0 < 0, the ground state of the impurity site is degenerate, since now j "i and j #i
have the same eigenvalue "0. It is then obvious that in this situation, the ground
state of the whole system includes a localised magnet.
0 0U0
Figure 2.6: Virtual processes in the Anderson model when the hybridization parameter
V 6= 0, and "0 < 0 and U >> j"0j. The left process ips the impurity spin by passing
through the high-energy state j0i, therefore the electron on the impurity makes a virtual
jump to the surrounding bath. On the right hand side, an electron from the surrounding
bath jumps virtually to the impurity site, so that the state j "#i is visited. In both processes,
there is some energy exchange in order to allow for the spin ip.
However, when the hybridization parameter V is switched on, electrons from the
surrounding bath start to jump in and out from the impurity site. These are called
virtual processes, where electrons migrate from/to the lead for a short period, involv-
ing an energy shift associated with spin-exchange processes. This is schematically
shown in gure (2.6). Therefore the high energy manifold is visited shortly during
32
Chapter 2
these virtual processes. At this stage, the local moment is likely to be supressed
under some conditions. In order to get an idea of when this might happen, one
could treat the parameter V perturbatively, however this results in divergences in
high orders of V . The alternative method proposed by SW is to isolate the relevant
degrees of freedom dominating the dynamics by applying a canonical transformation
to the hamiltonian:
H = eSHe S (2.63)
where the condition is to clear out all dependence on V in rst order. The fact that
S needs to be antihermitian is clear since we have:
U yU = I ! eSyeS = eS+Sye 12 [S;Sy] = I (2.64)
therefore Sy =  S. The hamiltonian (2.62) can be divided into an exactly diagonal
part and a non-diagonal one:





k;ﬀdﬀ + h.c (2.65)
The way to supress the rst order dependence on V is by use of the Baker-Campbell-
Hausdor (BCH) formula. The appropiate choice of S is then given by:
[H0; S] = V (2.66)
Therefore, to second order in V (rst in S) we have in (2.63):
H = H0 +
1
2
[S; V ] +O(S2) (2.67)
The H0 part of the hamiltonian is diagonal, and we can divide it into a low energy












S can be obtained easily from (2.66):
S =
V
EH   EL  S
y =
V y
EL   EH (2.69)
As a result, one ends up with a renormalized hamiltonian H under such canonical
transformation. The interesting part of this new hamiltonian is the one projected
onto the low-energy subspace:
HL = PLH
PL H = H0   1
2
 
V yS + SyV

(2.70)
The important point to illustrate is that, from a canonical transformation of our
original hamiltonian, a new, renormalized version has been derived. In this new
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version, new interacting terms appear. At the end, the most relevant one is the so








where ~S is the impurity spin operator, and ﬀ represent the Pauli matrices. The most











This result, which was predicted by Anderson in his paper [7], proves to be very im-
portant at very low temperatures, since an antiferromagnetic interaction between the
impurity and the surrounding sea is the cause for the local moment to be screened.
The screening of the local moment occurs when the impurity spin and a surrounding
electron form a singlet state. To all practical eects, this is equivalent to a metallic
system in an absence of impurity. The fact that the impurity doesn't survive as a
local moment at very low temperatures was later proved by Wilson [25], as it has
been discussed previously.
After application of the SW transformation to the Anderson model, one ends up













This result proves that both the Anderson and Kondo hamiltonians are related.
More concretely, the Kondo hamiltonian provides a good low-energy description of
the Anderson model in some region of parameter space. Although the SW transfor-
mation was originally used in the Anderson model, the method can be extrapolated
to more general hamiltonians.
2.6 The Bethe ansatz method
We will introduce now a very powerful method to solve one dimensional problems,
known as the Bethe ansatz. The method was introduced in 1929 by Hans Bethe
[26], in order to study the one dimensional Heisenberg antiferromagnet. Although
initially created to solve isotropic systems, it was later applied to impurity models
[36, 60], concretely to give an exact analytical solution of the anisotropic Kondo
model [57, 58]. We will just give the conceptual introduction to the method, leaving
detailed description to be found in the literature [30, 85, 86].
The Bethe ansatz is applied to those systems that are said to be integrable, that
is, they contain an innite number of conservation laws in a eld theory. In a lattice
version model, the number of conservation laws is discrete, but both approaches
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must give the same low energy description in the thermodynamic limit. In essence,
the method allows to calculate in an exact way all possible eigenvalues of an inter-
acting one dimensional system.
2.6.1 Bethe ansatz basics
The most important concept to introduce is that of scattering matrix, usually rep-
resented by S. A scattering matrix represents the amplitude of a scattering process
between an in and out state of N particles when interactions are taken into account:
S(p1:::pn) =out hp01:::p0njp1:::pniin (2.74)
As a result, the general N body wavefunction experiences a phase-shift. In general:
S = ei("1:::"N ) (2.75)
In a one dimensional system, particles are very likely to meet at some point in space-
time. When this happens, they are said to scatter from each other. Due to an innite
number of conservation laws, in some (1 + 1) dimensional theories, the scattering
matrix factorises into products of scattering pairs, therefore the complexity of the
problem is reduced (since now, instead of an N-interacting bodies problem, we have
a set of 2 body-problems). This symmetry property is reected in the Yang-Baxter's
equations:
S12(1   2)S13(1   3)S23(2   3) = S23(2   3)S13(1   3)S12(1   2) (2.76)
which states that the order of scattering between three particles is irrelevant, and
each order is equivalent [86]. This has been represented schematically in gure (2.7).
By induction, if this is true for any three particles, it can be proved to be true for N .
In general, there are two approaches to calculate the S matrix of a (1 + 1) di-
mensional model. One of them [87] is based on a more axiomatic approach, taking
into account the unitarity and crossing symmetries that the S matrix must satisfy.
The other method relies on a regularisation of the theory, by direct computation
of the S matrix solving the Schrodinger equation for a two-particle problem. It is
this latter approach the one we will follow here. The computation of the S matrix
by the second method seems at rst sight more laborious, however it proves to be
convenient when the regularization scheme employed is fundamental in the theory
we are about to study. This justies our use of the later method instead of the more
conventional axiomatic approach.
Here  represents the physical rapidities of the model, which we will discuss soon.
An integrable system must satisfy the Yang-Baxter's equations.
We will now describe the essence of the Bethe ansatz method, referring to [30, 85]










Figure 2.7: A pictorial representation of the Yang-Baxter's equation. The order on which
three particles (a,b,c) scatter from each other is irrelevant, and all processes have the same
amplitude given by the factorised S matrix.
theory) or its lattice version. When given on its eld theory version, we must nd
the operators constituting the equivalent (quantum-mechanical) N body problem.





y(xN)::: y(x1)j0i  (x)j0i = 0 (2.77)
where N is a normalization constant. This does not represent the most general
N body state that can be written, since it depends on the system, but introduces
two important concepts in the method, the wavefunction 	 and the state j0i. The
wavefunction 	(fxig) represents the wavefunction that satises the equivalent N-
body interacting hamiltonian, therefore:
HN	(x1:::xN) = E	(x1:::xN) (2.78)
The state j0i belongs to the Fock space and it is called the pseudovacuum, which
must be distinguished from the vacuum of the theory, since the former one includes
interactions. The state j0i only represents a vacuum in the non-interacting system.
It is the state annihilated by any destruction operator.
We describe now the coordinate Bethe ansatz. The aim is the calculation of all
possible eigenvalues of the interacting system. First one solves the Schrodinger equa-
tion for the single particle problem, calculating the form of the single particle states
ﬃ1("1; x1). After this, one calculates the two body problem from the Schrodinger
equation:
Hj	N=2i = ("1 + "2)j	N=2i (2.79)
that is, taking into account states with only two particles, and "1=2 being the single
particle eigenvalues. It is important to mention that, in one dimensional Lorentz in-
variant theories, we don't distinguish between energy and momentum, since " = p.
When considering two particles, scattering between the two must be taken into
account in the wavefunction. This changes the total wavefunction only by a phase
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factor, called the scattering phase shift. Due to this, and in the case of a fermionic
system, the Slater determinant incorporates this phase factor:
	(x1; x2) = ﬃ(x1; "1)ﬃ(x2; "2)e
i("1 "2)   ﬃ(x1; "2)ﬃ(x2; "1)e i("1 "2) (2.80)
The wavefunction 	 has to preserve the statistics of the particles in the model under
consideration. For a fermionic system, this implies 	 to be antisymmetric under ex-
change of two particles. The single particle states ﬃ(x) depend on the system under
consideration, therefore they can be free states ﬃ  ei"x or states derived from a
potential felt by the particle. The two-particle scattering phase shift ("1   "2) is
only a function in the dierence of energies, due to energy conservation.
Everything explained to this point has nothing to do with the Bethe ansatz
method, since so far we have only solved a two-particle problem. However, one must
know the two scattering phase shift beforehand in order to introduce the ansatz for
the general N body wavefunction. The so called Bethe ansatz arrives when a








where Pij denotes all possible permutations of the single particle indices i; j, and
N is a normalization constant. With this ansatz for the N body wavefunction,
one introduces it into Schrodinger equation, and checks that is is veried. In the
expression above, there is a product of exponentials, each carrying a dierent phase
shift. This is a consequence of the S matrix factorisation we discussed before.
In order to compute dierent properties, we place our system on a ring of length
L, imposing periodic boundary conditions. The wavefunction must then be periodic
on each of the coordinates, so that:
	(x1:::xi:::xN) = 	(x1:::xi + L; :::xN) 8i (2.82)
This periodicity condition is actually very important, since it leads to the Bethe




("i   "j) (2.83)
These equations determine uniquely the eigenvalues of the interacting system. The
fnig is a set of integer quantum numbers for each i index. The values of these
integers depends on the state we are considering. For example, for the case where
interaction is switched o, all scattering phase-shifts on the r.h.s are cancelled.
Then, we can build up the ground state of the system by ordering the eigenvalues
n1 < n2 < ::: < ni < ni+1::: < nN in the Bethe equations. When interactions
are switched on, usually one has to check that this ordering of the integers indeed
reproduces the ground state.
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2.6.2 Understanding the Bethe equations: Rapidities rep-
resentation
At this stage, it is useful to introduce the physical rapidities of the system, related
to the energy eigenvalues and momentum:
"() = m0 cosh() p() = m0 sinh() (2.84)
where m0 represents some mass associated to the eld. The reason to do this is that
most two particle scattering phase-shifts depend only on the rapidities dierence
under this mapping:
("1; "2)! (1   2) (2.85)
For reasons we will discover later, this representation becomes much more trans-
parent for subsequent calculations. In order to specify the state, the set fig is
calculated from equations (2.83). Usually, such a set is big, and it is more conve-
nient for later purposes to introduce the rapidities distribution, which is dened for









Figure 2.8: Rapidities plane representing two dierent states on the system. On the left
side, the state with all negative energies occupied (Im() = 0) is represented. When one
particle is added with positive energy (Im() = ), the conguration on the plane changes,
and one has to take that into account to construct the true physical vacuum of the theory.
This distribution is dense in such a limit, and represents how all dierent ra-
pidities (eigenvalues/momentum) are distributed for the state under consideration.
Therefore, if one calculates this function, one knows exactly what are the values of
all the energies in the interacting system. Usually, the rapidities distribution for the
interacting system is calculated by solving an integral equation of second kind:
() = 0() +
Z
d()K(   ) (2.87)
Here K( ) represents the kernel of the integral equation, which is related to the
two particle scattering phase shift (   ). The relation will be explored later.
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The fundamental equations we have written are essential to derive all physical
properties in the thermodynamic limit, that is, when the size of the system L!1.
It allows one to compute the spectrum of the hamiltonian in an exact way. The best
way to clarify how the method works is by introducing an specic example.
2.6.3 Bethe ansatz for the Massive Thirring Model
The Massive Thirring Model (MTM) was introduced previously when describing the
bosonization technique (section 2 of this chapter). The model has been solved by
Bethe ansatz [28, 29], and its exact solution is well known. We will give here the
steps in the calculation of the physical vacuum of the theory, following [28].













representing spinless fermions interacting in (1+1) dimensions. There are two
species, one associated with right movers, the others being left movers. The hamil-
tonian preserves the total number of particles, and the discrete operators for the













One then looks for common eigenfunctions of these operators. The appropiate single-
particle wavefunctions are given by [28, 30]:













Here P represents all possible permutations, and the two particle scattering phase
shift is known before hand.
In the MTM, one has to distinguish between dierent scattering processes, de-
pending on the sign of the energy. For two negative energy pseudoparticles, the
scattering phase shift is [28, 29, 30]:










where ! =  
2
. Here  is a simplication to represent the rapidities dierence, so
that   i j. It is important to mention that given dierent pseudoparticles, this
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Figure 2.9: The MTM ground state lls all negative energies below the mass m0. When the
limit m0 ! 0 is taken, two dierent branches appear, each of them describing either right
(red) or left (blue) movers. Such a description is important when the elds are unfolded.
scattering phase shift is dierent (for example, when considering a pseudoparticle
with negative energy scattering from one with positive energy). All these expressions
can be found in detail in [28]. From now on,  is to be understood as a real number
only. Since in the ground state all pseudoparticles have negative energies, the Bethe
equations have the form:
m0L sinh(i) = 2ni +
X
i 6=j
(i   j) ni+1   ni = 1; (2.93)
The total energy of this state is E =  m0
P
j cosh(j). If one takes the i+1 equation
in (2.93) and subtracts the ith one, and using the denition (6.55), the following
integral equation species the ground state distribution of rapidities:
m0 cosh() = 2() +
Z +
 
d()@(   ) (2.94)
Importantly, a rapidity cut-o  has been inserted here. This cut-o is necessary
in order to keep the ground state energy bounded. Here we observe the relation
between the kernel and the scattering phase shift:
K(   ) =   1
2
@(   ) = 1
2
sin(2!)
cos(2!)  cosh(   ) (2.95)
which will become important later. The solution of (2.94) can be found by solving
the equation by standard techniques [88]. However, this would not represent the
actual value of the distribution of rapidities in the physical vacuum.
Consider, for instance, the case were all excitations over that vacuum preserve
the total number of rapidities (particles). This corresponds to the zero-charge sector
of the model. In this case, removing a particle from the vacuum and adding it with a
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positive energy above destabilizes the pseudoparticles sea by pushing some of them
apart from the cut-o. In other words, due to the addition of such excitation, a
renormalization of the mass parameter occurs, therefore one is interested in obtain-
ing m0(). This is illustrated in gure (2.8). Detailed description of this process is
written in the appendix. The nal form of m0 and the rapidities distribution is [28]
m0 = ae
  







Therefore, as compared to a purely free system, the true physical vacuum of the






The procedure of obtaining such a vacuum might appear confusing at rst, but once
it has been constructed, dierent excited states of the system can be computed.
The procedure of renormalizing quantities like rapidities or scattering phase shifts is
known as dressing. Dressed functions are the ones that provide the actual physical




The single channel IRLM:
Thermodynamics
\Nothing is boring if you look at
carefully"
Freeman John Dyson
This chapter is devoted to condense the theory of thermodynamic properties of
the single channel IRLM. The single channel IRLM was the rst variant of the model
as proposed originally by Wiegmann and Finkelshtein [36], something that makes it
fundamental to study in detail. It is also important due to its direct relation to the
anisotropic Kondo model (AKM).
In order to study cases for arbitrary values of U , we use the bosonization [66, 72]
technique. This being a eld theory technique, still has to reproduce the same low
energy description of the lattice model hamiltonian (3.1). The technique has been
applied previously to the IRLM [39], in order to compute the exact expression for
the thermodynamic exponent . Although the nal form of the exponent given in
[39] is correct, it does not include a correct interpretation of the scattering phase
shift associated to U . Our approach here will prove to dier from previous studies
[38, 39, 50, 55] as we will see shortly. All results presented here for the single chan-
nel IRLM are exact, and moreover, an important connection to an integrable eld
theory will be stablished.
3.1 The single channel IRLM
Since we are dealing with thermodynamic quantities, we focus exclusively on prop-
erties where the operators are evaluated at equal times. We recall here the form of
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where N species the total number of channels attached to the lead, and the ci
represent fermionic operators in the lattice. The operator d represents the impurity
annihilation operator.
Since we are interested in the behaviour of the system at the impurity site, the
most important quantity to compute is the hybridization  . This denes a new
energy scale in the system separating two dierent regions, one where the dot is
decoupled from the surrounding bath, the other describing the dot hybridized. It is
important to say that, in our wide band limit, this energy scale satises   << 2t,
thus much smaller than the bandwidth. As we have seen previously, for the non-
interacting case U = 0, the hybridization is given by  0 = (t
0)2 for N = 1
channels. As one switches on interactions, we found in chapter 2 by perturbation
theory that the hybridization parameter t0 scales with interaction as:
 pert.  (t0)
2
1+2g g = U (3.2)
This chapter is devoted to nd an exact (non-perturbative) solution for the hy-
bridization scale. Perturbative calculations fail to describe the model away from the
weak coupling regime [38], that is, for large values of U , when compared to numer-
ics. We explore here this issue. The problem we deal with is to nd the (exact)
expression for   in the form:
  = f()(t0) (3.3)
where  will be called from now on the thermodynamic exponent. We will calculate
this exponent in an exact way for an arbitrary number of channels, and compare
with numerical results. The exponent  represents the scaling of t0 with interaction
U . The quantity f() represents a prefactor that depends non-trivially on . This
dependence on  turns out to be very important, since it is what determines the
change in the energy scale as interaction is increased. One can clearly see that
the inclusion of such prefactor is necessary in the theory in order to account for a
full match with numerics. It will be seen later that for the case N = 2 case, such
prefactor reveals even more surprising properties over the calculation of physical
quantities. Once this exact expression is given, dierent limits of the theory are
explored and shown to match with the exact result.
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3.1.1 Bosonization of the IRLM
In the bosonization picture, the parameter t0 is treated as a perturbation. ForN = 1,















dy 0;(x) + h.c
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where  described right (R) or left (L) moving one dimensional fermions, and vF is
the Fermi velocity. Most of the results collected here will correspond to the particle-
hole symmetric case, therefore we will set "0 = 0 from now on. The operators
between :: symbols are normal ordered, so that : A := A   hAi. We recall that
the IRLM is a spinless fermionic model. It is useful to introduce the unfolded
representation of the elds, so that:
 L(x < 0) =  R(x > 0) (3.5)











dy R(0) + h.c
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Here  are Klein factors, which are not important in the following calculations, s-
ince they are not dynamical variables, therefore its representation is free to choose
so long as they preserve the anticommutation relations of the operators  (x).
The impurity operators are identied with spin operators:
Sz = dyd  1
2
dy = S+ d = S  (3.8)
Note that the non-interacting part of (3.4) is a Dirac hamiltonian when we linearize
the spectrum (in the vicinity of the Fermi surface), characteristic of one dimensional
fermionic systems.
With the above considerations into account, the bosonized version of the IRLM






















Here one takes into account the limit of t0 = 0. In this limit, the model is exactly
solvable, since both the impurity and the lead are decoupled from each other. The
situation is equivalent to a right-moving boson scattering o a point-like potential
at x = 0:
V (x) = U(x) (3.10)
Therefore, the N body problem is reduced in this limit to a single particle scattering










2 [ 1; 1] (3.11)
where  represents the density of states on the lead. Equation (3.11) will prove to
be one of the most important identities in this thesis. It is convenient to dene
the parameter g as the actual interacting parameter in the theory. Since  in (3.3)
will depend only on the interaction, the relevant thermodynamic energy scale   is a
function of this parameter only. The mapping U ! 2 makes a direct identication
between the actual parameter of the model U and the phase shift experienced by a
free boson arriving at the impurity.
The hamiltonian (3.9) is now rotated under a unitary transformation of the form:
H = U yHU U = ei
p
4Szﬃ(0) (3.12)
The parameter  is to be determined, so that the rotation changes the scaling di-
mension of the vertex operators  ! 0 (see appendix for details). The unitary
transformation allows to absorb the boundary term of 2, so that we have:












Under such rotation of the elds, the new scaling dimension of the exponential




= (1  g)2 (3.14)
We summarize the key points of the transformation above:
 The term proportional to U in the original hamiltonian can be substituted by
the scattering phase shift 2 experienced by a free boson in the t0 ! 0 limit.
 The scaling dimension of the new vertex operators is changed and depends on
the interacting parameter g.
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3.1.2 Scaling dimensions of operators and thermodynamic
exponent 
Here we explore the change on the scaling dimension of the operators, as well as
we show explicit calculation of the thermodynamic exponent  for the single chan-
nel case. We have seen previously how, under a certain unitary transformation,
the scaling dimension of operators changes, that is, it becomes dependent on the in-
teraction. For the single channel case we obtained equation (3.14) as the main result.
After explicit calculation of the scaling dimension, we need to see how the pa-
rameter t0 behaves under renormalization. In other words, how does the parameter
t0 scale in the IRLM as interaction g is changed. Ultimately, we are interested in
getting the expression of , which is in relation with the correlation length:
  (t0) (3.15)
The exponent  will be called the thermodynamic exponent from now on.
In order to get such exponent, we will make use of the Renormalization Group
(RG) procedure. One then expects the theory to be similar to another renormal-
izable theory of moving bosons with an added boundary condition. A well known
renormalizable theory is the Sine Gordon Model, which we discussed previously on







2   (@x')2 + g cos(')

(3.16)
The cosine term accounts for the non-linearity of the corresponding equation. The





A variant of the SGM is the Boundary Sine Gordon Model (BSGM) [34], which













Note the factor 1=2 in the boundary term, which is important for integrability of
the model. The SGM has a well known spectrum. When a perturbation is included,
it develops a mass gap with scaling dimension:
m  G (1+)2 = G 12 2d  = 8
2
  1 = 1
d
  1 (3.19)
For the IRLM in (3.13) we will choose a generalised version of the sine-Gordon
model, where the Euclidean (imaginary time) action is:







where a is introduced to preserve the dimensions and its taken as the inverse of
lattice spacing (  1=a). Notice that the parameters 0 and  refer to dierent
scaling dimensions. It is important to clarify this:  will always correspond to the
bulk parameter in the SGM, whereas 0 corresponds to a boundary version of it.
The paramater z is the one whose ow we want to study under renormalization.
More concretely, z  t0 for the IRLM, since t0 represents a small perturbation. The
method we are about to develop thus works for small values of t0, but for any value
of interaction U on the IRLM.
We move now to map our IRLM to a generalised SGM in the massless limit, that
is, where only the boundary term is considered. For that, we follow a Renormaliza-
tion Group procedure, which is detailed in the appendix. By changing the cut-o
of the theory  ! 0 and integrating out the high-energy degrees of freedom, one
ends up with an equivalent action where the parameter z has been renormalized.
To understand how this works, it is important to understand the renormalization of
the SGM. This is well known and following [66], one nds that the relevant energy
scale appearing is that related to the correlation length by:




We should not confuse this d0 with the one on (3.14). This is the scaling dimension
associated to a general SGM in (3.20), and it is easy to obtain the relation between
















(1  2g + g2) (3.23)
where  here represents the cut-o of the theory. Thus, we have an exact formula
of the thermodynamic exponent  in terms of the interaction parameter g:
 =
2
1 + 2g   g2 (3.24)
Note that for the non-interacting case g = 0, the thermodynamic exponent is  =
2, as one would expect. We also identify in this case a quantum critical point,
happening where the thermodynamic exponent !1. This happens for:
gc = 1 
p
2   0:4142 (3.25)
Notice that the other solution has been discarded because it lies outside the interval
[ 1; 1] where g belongs. We identify a quantum phase transition with this point
in the attractive (U < 0) regime. At this point, the correlation length becomes
innite. We will discuss later the signicance of these quantum phase transitions
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for an arbitrary number of leads N .
We also recognise here the rst order correction from perturbation theory ex-









 U +O(U2)!   2
1 + 2U
(3.26)
The result (3.24) agrees with previous studies [39, 38, 50], however some com-
ments need to be added. In references [38, 39], it is not clear that this exponent
relates to the thermodynamic exponent, since explicit mention to the local density
of states (a dynamical quantity) is done. The exponent  is clearly associated to
the correlation length. Also in [50], this result is recovered for N = 1, but without
mentioning that this is an exact result. Both points need to be claried here, and
understand that expression (3.24) is the actual thermodynamic exponent in the the-
ory, and that it is not related to dynamical quantities of the model.
Another comment to make on expression (3.23) is that the expression is approx-
imate, but not exact1. Therefore one raising question is what is the exact form of
the prefactor appearing on the thermodynamic scale. To further explore this, the
connection with the BSGM we have already seen here is exploited.
3.1.3 The thermodynamic energy scale  
Although the thermodynamic exponent  has been calculated in an exact way, there
is a missing proportionality factor in the expression of  , which describes the energy









Here f() is called the prefactor. When equation (3.23) was derived, a direct map-
ping of the IRLM into a generalised (boundary) SGM was done. It is then worth
considering if exact results on the theory of the BSGM can be equally applied to the
IRLM.
It is important to make a clear denition of   in the IRLM. Such an energy scale
relates to observables of the theory. In the non-interacting case (g = 0), the energy


















1To avoid confussion here, note that what is exact is the exponent , however the expression
for the thermodynamic energy scale   misses a prefactor that might depend on g in a non-trivial
way. The RG method doesn't allow to calculate the exact form of this prefactor.
48
Chapter 3
When interactions are switched on, one can still adopt this denition for the ther-
modynamic energy scale, so that the value of   is determined for any interacting
value g by just changing  0 !   in equation (3.28). Thus, the thermodynamic
energy scale is directly related with the microscopic parameters of the theory, more
concretely, with small variations of "0 around the point "0 = 0.
Now we will match both denitions of   eqns (3.23),(3.28). The following result
is recovered from the exact expression given in [35] for the boundary temperature on
the BSGM. The boundary temperature TB represents the relevant energy scale in
the Boundary Sine Gordon Model, as   does for the IRLM. The exact expression is
































The  in the expression above corresponds to the bulk term in the SGM. For the
IRLM, we make the following identication of parameters:
1 = t
0 TB =   (3.31)
The parameter , which represents the scaling dimension in the BSGM, is then
related to the scaling dimension of operators in the IRLM, so that:























In order to recover the non-interacting limit, the cut-o of the theory  must be
chosen in a consistent way, moreover, it depends on the bandwidth of the lead
fermions (density of states of the bulk). Equation (3.27) has the limit:
 lim!2 =  0 = (t0)2 (3.34)
We should not confuse this  with the one used in (3.32). Here  represents the
bulk density of states in the IRLM. To recover the correct non-interacting limit, the



























The above expression is exact, and represents the thermodynamic energy scale on
the single channel IRLM as a function of the thermodynamic exponent , the hy-
bridization parameter t0 and the bulk density of states . Such expression works in
the limit t0=t << 1 considered here.
The same expression can be written in a more convenient way. One is usually
interested in comparing how the hybridized   scales in ratio with  0 of the non-






















The identication of the IRLM with the boundary Sine Gordon Model has not
been justied yet. The reader might think that we have only managed to identify two
dierent models by making direct substitution of their parameters into one known
formula, since equation (3.29) has been derived exclusively in [35] for the Boundary
Sine Gordon Model. As we will show in the next section, we prove numerically
equation (3.36) to be correct one for the IRLM.
3.1.4 NRG for the N = 1 IRLM
In this section we will prove numerically the analysis carried out previously. The
method we use is the Numerical Renormalization Group (NRG), which was described
before on chapter 2. The code used to run simulations was written in MatlabR.
There are two thermodynamic properties we will focus on: the impurity occupa-
tion number and the associated thermodynamic scale  .
The thermodynamic scale is dened as in (3.28) by just substituting  0 !  .
Numerical simulations are performed for the IRLM, by choosing carefully the pa-
rameters. A standard value of the discretization parameter  = 1:5 in NRG2. A
total system size of N = 82 sites has been chosen, meaning that a total of 80 lattice
sites are added to the initial hamiltonian (that contains only the impurity and the
last site of the chain). Since system's size grows with each added site, truncation
2Again, we make a bit abuse of notation here.  represents the discretization parameter in
the NRG method, it is not to be confused with the eld theory cut-o we discussed earlier. The




needs to be done, keeping only the lowest eigenstates of the hamiltonian. We take
this truncation of the hamiltonian for a total of 500 states when the system size
is N = 11 sites, meaning the hamiltonian is a 2048  2048 matrix. Thus, at each
iteration step after truncation the hamiltonian matrix is of size 1000 1000.
To calculate all data points, several values of "0 are chosen in the region "0 2
[ a; a], with a  10 5   10 4. When the occupation number has been recorded for
these values, we proceed to a standard tting to calculate the slope near "0 = 0,
which gives a direct value for   according to the denition in (3.28). This procedure
is then repeated for several values of the interaction parameter g (that is, of U in the
IRLM hamiltonian). Note that dierent values of the interaction parameter have
been chosen for dierent t0.












Analytic t' = 0.01
Analytic t' = 0.025
Analytic t' = 0.05
Analytic t' = 0.1
NRG t' = 0.01
NRG t' = 0.025
NRG t' = 0.05
NRG t' = 0.1
Figure 3.1: NRG simulations for the calculation of the relevant energy scale  , for dierent
values of the hybridization parameter t0. The vertical axis is in log scale. The discretization
parameter  = 1:5 and the system size is of a total of N = 82 lattice sites. Analytical
curves correspond to equation (3.36).
Figure (3.1) represents all NRG data simulated for the IRLM. The continuous
lines are given by formula (3.36). The value of the bulk density of states  was
calculated from the U = 0 case, and inserted into the analytical formula (3.36). An
excellent agreement between numerics and the analytic formula is shown. The most
surprising feature is that the IRLM, being a model with microscopic parameters
described in a lattice, can equally well be described by a bosonic eld theory with
a boundary term. This equivalence has not been stablished previously in the litera-
ture, although previous studies have explored the relationship between both models
by their integrability [46]. Here we prove this equivalence supported by numerical
simulations, which leads us to the conclusion that equation (3.36) is an exact ex-
pression for the one channel IRLM. More over, the IRLM and the SGM are related
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models, whose relation between parameters is then given by:
2
4
= (1  g)2 (3.38)
where again  makes reference to the bulk sine Gordon Model. This relation be-
tween the parameters of both models will be useful later in chapter 6, but it is worth
to mention now.









NRG t' = 0.01
NRG t' = 0.025
NRG t' = 0.05
NRG t' = 0.1
Figure 3.2: NRG simulations for the prefactor of equation (3.37)(continous curve). All
data points collapse on the same curve for dierent values of the hybridization parameter
t0.
On gure (3.2) is represented the prefactor 
(g) of equation (3.37). We see how
all data points collapse onto the same curve, providing evidence once again for e-
quation (3.37) for the IRLM. The attractive region g < 0 contains few points since,
as soon as one starts getting closer to the quantum critical point, accuracy in the
method is lost.
The thermodynamic exponent  is also obtained from NRG simulations.
For this, we have used a value of  = 1:5 as the discretization parameter. Values
of the interaction parameter g 2 [0; 1] in steps of 0.1. Three dierent values of the
hybridization parameter t0 = 0:01; 0:025; 0:05 were used. For each value of g and t0,
values of "0 2 [ 1e   5;+1e   5] where taken (11 values in total). The total size
of the chain was N = 82 and a total of 500 lowest energy states where kept after
truncation of the hamiltonian. The analytic formula represented by the continuous
red line is that of equation (3.24). We observe a very good agreement between nu-
merics and the analytical results. It is worth mentioning that this exponent hasn't
been calculted numerically in the literature, although the correct analytic formula
can be found in [39, 50, 55]. It was believed that NRG should only provide good
numerical results for the model in the weak coupling limit, this being due to the lack
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Figure 3.3: NRG simulations for the thermodynamic exponent and the occupation number
of the dot. (a) NRG data points for the thermodynamic exponent  as a function of
the interaction parameter g. A very good agreement between numerics and the analytical
formula equation (3.24) is shown. (b) NRG simulations for the occupation of the dot hdydi
as a function of the local chemical potential "0. As interaction is increased, the width in
the "0  0 grows.
of an exact expression. In this sense, a conrmation of (3.24) has been made for any
value of interaction U .
We also consider to give a graph of the occupation number as a function of "0 for
dierent values of interaction. For positive (repulsive) interaction, the occupation
number undergoes a broadening of the width as one would expect. The following
points were calculated by NRG for a value of  = 1:5 and a system size of N = 82




3.1.5 The Toulouse point
We want to close this section with the important analogy between the IRLM and
the Anisotropic Kondo Model (AKM). For a single value of the parameter Jz in
the AKM, the model is exactly solvable, since it maps directly to the U = 0 limit
of the IRLM. This is known as the Toulouse point [66]. This was important at
the time of the Kondo problem, since it allows one to map the model exactly to
a non-interacting one (at least for a single value of the parameter J). The AKM
hamiltonian is:
H = H0 +
J?
2
(s+J (0) + h.c) + JszSz (3.39)
with fermionic currents:






 y"(x) "(x)   y#(x) #(x)

: (3.40)
Figure 3.4: Calculation of the Toulouse point in the IRLM/AKM by DMRG simulations.
The Toulouse point happens when both curves intersect each other. For that specic value
of the coupling Jz, the AKM maps to the Resonant Level Model (RLM), the non-interacting
version of the IRLM. (Graph courtesy of Peter Schmitteckert)
If one bosonizes the above hamiltonian, one spin degrees of freedom contribute,





The AKM has the bosonized form:












One proceeds now in the same way as before (3.12) by applying a unitary trans-
formation U . In this case, the parameter  in (3.12) is chosen so that the scaling
dimension of the vertex operators is d = 1=2, that is, they are fermionic. Similar-
ly, the coupling constant J can be substituted by the scattering phase-shift on the
J? = 0 limit. In this case, because there are two channels (one for spin up and
another for spin down), the scattering phase shift contains an extra 1=2 factor as










The Toulouse point is obtained for a value of:
gT = 1  1p
2








We report here this result to be incorrect in [66], however it is obtained correctly
in [90]. Notice that although the numerical value of gT is known, the value of the
corresponding coupling still depends on one microscopic parameter, the bulk density
of states .
3.2 Lattice treatment of the IRLM
We have considered so far the IRLM as described by a eld theory of fermionic
operators, which ended being bosonized. It is also well known that the low-energy
sector of any given model is to be described either by a eld or by its lattice version.
Both methods provide the same answers, and here we will explore these analogies by
applying dierent techniques to study the single channel IRLM on its lattice version.
Moreover, we will be interested in computing expressions useful to study the strong
coupling limit of the theory, when the interaction parameter U is pushed far away
from the original cut-o of the theory (the bandwidth describing the bulk electrons).
3.2.1 Strong coupling limit
We will study now the strong coupling limit of the theory, where the system becomes
strongly correlated. In such a limit U >> 1 for the IRLM. In fact, we will be now
interested in studying the limit of the model when the parameter g  1. Because
we are dealing with strong values of interaction, one can rst consider the atomic
part of the hamiltonian to be isolated from the rest of the environment. That is,
given the IRLM hamiltonian (3.1), we consider the part:

















The reason to lift the origin of energies by +U=4 is that this makes the low-energy
subspace to be independent on the interaction parameter U . In the many-particle
basis, the situation is equivalent to a two level system, with four possible binary





U=2 0 0 0
0 "0 t
0 0
0 t0 0 0
0 0 0 "0 + U=2
1
CCA (3.46)
We note that the low-energy subspace is that formed by the states j10i; j01i, states
with a total number of particles equal to 1, where the impurity is lled or empty,
respectively. We are working here in the limit U >> "0, and also in the strong
coupling limit g ! 1. We just need to diagonalize the middle 2  2 matrix (which
is the low energy sector) to get the new ground state as:



























(2t0)2 + ("0   )2
N2 =
p
(2t0)2 + ("0 + )2 (3.49)





















The occupation number is given by the following expression:
nd = 1  1






Note that the density of states of the bulk  does not appear here, since both
last sites of the chain are decoupled from the rest of the bath. By expanding the






and by use of equation (3.28) (the denition of  ), we have that:




The strong coupling limit g ! 1 corresponds to a value of the thermodynamic
exponent  = 1. If we now take a look at the expression (3.36), and take the limit



















  1(t0) = 4t0 (3.55)
With that, we have proved that both limits agree in the strong coupling case, for
an expression directly taken from the eld theory (actually, from the Boundary Sine
Gordon Model), and another expression taken from the microscopic parameters in
the lattice. Once again, this proves the validity of the mapping between both the
BSGM and the IRLM, and more important, that both the lattice and eld theory
descriptions of the model reproduce the same low-energy properties. We remind the
reader that equation (3.36) was taken directly from [35], where no explicit mention to
the IRLM is done. This strong coupling limit also agrees with the NRG simulations
in gures (3.1) and (3.2).
3.2.2 Coupling to a bath of fermions:1/U corrections
In previous calculations, we have treated just the two level system of an impurity
and the last site of the wire. This was justied by the strong value of interaction
U = +1 present in the system, when both last sites of the chain can be isolated.
However, the true situation is that these two sites, for any other value of U 6= 1
but strong, are still coupled to a surrounding environment. Therefore the term of
the hamiltonian:
t(cy1c0 + h:c) (3.56)
is the term that allows for rst order corrections in the 1=U  0 parameter. We can


































1c0 + h:c)P^L +  a
ya+ +byb (3.58)
We have to calculate the operator of the coupling projected to the low energy sub-
space. However, we see that clearly this operator takes us to the high-energy mani-






 jaihaj+ jbihbjj0ihbj = 0 (3.59)





which is a totally decoupled hamiltonian. The way to calculate the eect of the
surrounding bath into the impurity+site system is by allowing virtual uctuations
between the low energy subspace and the high-energy one. It is here where the
Schrieer-Wol transformation [10] is applied.
The case of interest appear when we allow virtual exchange hopping between
the high-energy manifold and the low energy one. The idea is recovered from the
Schrieer-Wol transformation that we described earlier in chapter 2. The rst




P^L[S; V ]P^L (3.61)
where V is the exchange term t(cy1c0+h:c), and S is antihermitian and arises from a
canonical transformation. These corrections are of order 1=U , so that is why in the
limit of U !1 they are not considered. When these terms are taken into account,
the low energy hamiltonian (with rst order corrections) can be expressed as:




















(2t0)2 + "0("0   )2

t0p
(2t0)2 + "0("0 + )2

(3.62)
The denitions of N1; N2;  are given by (3.49). We should note that the constant C
is essential to come back to the original basis of operators expression. An analysis
using perturbation theory can be carried out in the 1=U parameter.
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We have seen that in this limit, the IRLM transforms into a two level system.





aya+ byb = 1 (3.63)
where the last condition arrives since we cant have both levels occupied at the same
time. We may want to transform the non-interacting part in an analogy with a spin
in a magnetic eld:
H0 = hzS
z +B (3.64)
where B is a constant. For that, we have:
aa




c(a   b) +D = a
c(b   a) +D = b (3.66)
(3.67)














with hz =   < 0, so the impurity is inmersed in a magnetic eld (thats why there
are two possible energy levels, the ground state being the spin aligned parallel to













S+ + S  = 2Sx (3.71)

























hz =   (3.73)
The important parameter here is K1, which englobes the dependence with the in-
teraction. The parameter t represents the hopping amplitude for the tight binding
chain, and it is related to the bulk density of states by  = (t) 1. Thus, a low
energy hamiltonian has been constructed in the spin-operator language:





Sz +Sx + g

(3.74)
This hamiltonian represents the IRLM in the sector where g  1. Although we
managed to express the hamiltonian in the diagonal basis of states jai; jbi, we see that
a transverse eld appears in the interacting term. This makes the above hamiltonian
dicult to treat. If we come back to our original basis, our hamiltonian in the low











1c0 + h:c)P^L (3.75)
Notice the factor of 2 in the above expression, which accounts for the fact that the
high-energy manifold is expanded by two states. Therefore, there are a total of 2
possible virtual uctuations between the low and the high-energy manifold. This
specic form of the SW transformation is allowed when the energy dierence be-
tween the low and high energy states is big compared to the bulk's characteristic
energy scale t.













Since these are the only operators that are non-zero acting over a state. Taking into
account that:




















This hamiltonian is known as the resonant tunneling model, studied previously by
Caldeira and Leggett [63]. It gives the strong coupling corrections for the IRLM in
the low-energy sector.
3.2.3 Bosonization of the strong coupling hamiltonian
The hamiltonian given by equation (3.78) represents the low energy physics of the
IRLM in the strong coupling limit, where the microscopic parameter U >> t. Being
a lattice hamiltonian, one can go to the continuum limit by making the lattice




!:  y(x) (x) : (3.79)
When written in a eld theory version, the hamiltonian (3.78) can be bosonized
by the same procedure we described before. By making the same identications













Applying a canonical transformation of the form similar to (3.12), the model maps































Now we take a look at our exact expression for the scaling dimension in the general












Therefore, the scaling dimension of vertex operators in the eld theory (3.9) in the
large U limit is given by:






which matches with equation (3.82). Thus, we have proved the general eld theory
for the IRLM in the large U sector to match the eld theory derived from a strong
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coupling expansion in 1=U in the lattice. This proves one very important result:
No matter how big the value of U is, we can always derive our eld theory results
from the lattice construction of the model, and viceversa. This was proved already
with numerical simulations in gure (3.1), where an equivalence between the model
on its lattice version (depending on the microscopic parameters) and the equivalent
eld theory (Boundary Sine Gordon Model) is shown. A conclusion of this is that
all low-energy properties of the model can be extracted either by its lattice version
or its eld description.
3.2.4 Mean Field Theory in the strong coupling limit
Usually, a Mean Field Theory treatment of a physical model can oer rich infor-
mation about the qualitative behaviour of the model in some region of parameter
space. This proves to be the case in the Anderson model. For the IRLM, we consid-
er equation (3.78). A MFT treatment simplies the problem by substituting some
operator in the interacting part of a hamiltonian by an averaged value, which is
to be calculated in a self-consistent way. We will see that with this method we do
not reproduce the correct 1=U correction one would expect from an expansion of
equation (3.23). Nevertheless, the method is quite general to be considered here and
to serve as a point of reference for further work.
Consider the interacting term in (3.78), which is substituted by:











which resembles the occupation number of the non-interacting Resonant Level Mod-
el. If we consider the relation:
Sz = nd   1
2
! hSzi = hndi   1
2
(3.86)




















Dening the following parameters:






































(2t0)2 + ("0 + k1)2 = t0
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1 + x2 + x
p
1 + x2 (3.93)
Since the ground-state jGSi is:
jGSi = j10i+ j01i (3.94)
Then we have an expression for the occupation of the dot:
hndi = 2 = 1
2
 




where we must keep in mind that ﬁ depends on hndi through . This is then a self
consistent equation for the occupation number on the impurity site. For x = 0, we
nd hndi = 1=2 as expected. We now dene the quantity:










Since we are interested in the large U limit of this expression, we perform an expan-
sion in the parameter k1. Expanding to rst order we have:















In terms of the cut-o of the theory,  = 4t, then:




(=U)2   (1 + y2)3=2  = 16t0 (3.98)
It is at this stage when we make use of the formula for the denition of the ther-
modynamic energy scale used in (3.28). The value of the charge susceptibility is










(=U)2(1 + 3y2)  (1 + y2)3=2 





which provides directly the value of the width, for small values of y:







(=U)2(1 + 3y2)  3
  = (1 + y2) (3.100)
The minus sign comes from the denition of   equation (3.28). We see that the




(1 + y2)3=2 (3.101)








which matches with the limit of (3.36) for g ! 1. The MFT allows to calculate the











Notice that this correction doesn't depend on the parameter t0, which is surprising
at rst sight. Thus, we believe the MFT approach exposed here to be incomplete;
although it does not reproduce the expected corrections, the method is quite general
and can serve as a starting point for further work on the model.
3.3 Brief summary of results
In this chapter, we have built up a theory for exact thermodynamics in the single
channel version of the IRLM. Analytical results have been compared with NRG
numerics, resulting in very good agreement between both. We summarize here the
most important results found:
 By use of bosonization, the IRLM in the one channel case is mapped to a








whre  is the bulk parameter in the standard Sine Gordon theory, and g is
related to the phase-shift experienced by the single boson arising from the
bosonized version of the IRLM.
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 From this mapping, an standard RG procedure allows to calculate the corre-
lation length, which will determine the relevant energy scale    (t0). This
allows to calculate in an exact way the thermodynamic exponent . The an-
alytical result is then conrmed by NRG simulations.
 To further prove correspondence between both models, an exact relation be-
tween the boundary temperature TB in the BSGM and the thermodynamic
energy scale of the IRLM   is given. The relation between microscopic pa-
rameters of the model and the eld theoretic description (U ! 2) is proved
carrying out NRG simulations. These simulations match analytical results
with a very good agreement.
 Correct identication of the so called Toulouse point, where the Anisotropic
Kondo Model (AKM) maps to the U = 0 IRLM.
 Strong coupling treatment of the model in the lattice proves to give the same
answers as its eld theory version. Within this description, we give an eective
low-energy hamiltonian, with coupling in 1=U order. The bosonized version of
the strong coupling hamiltonian (worked out from the lattice) is in agreement
with the eld theory carried out for all values of U .
 We study 1=U corrections in the large U limit by Mean Field Theory. We
recover the exact result at U = +1, but the method fails to provide the
correct next order corrections away from this point.
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N channel IRLM: General features
\All human wisdom is contained
in these two words - Wait and
Hope"
Alexandre Dumas, The Count
of Monte Cristo
Whereas a complete thermodynamic theory of the single channel IRLM has
been discussed in the previous chapter, further generalization of the model to its
multichannel version presents interesting questions to address. Even being the same
model, attaching one extra channel to the impurity site changes drastically the
physics, as we will shortly see. A complete theory of the model for an arbitrary
number of leads constitutes a major challenge to be completed in the equilibrium
IRLM. However, some general features of the model can still be computed following
a similar analysis as for the one channel case. In this chapter, we will describe these
general features, pointing out in our way all open questions arising in the model,
which can serve as a starting point for further investigation.
4.1 Two channel (N = 2) IRLM
We pass now to describe some general thermodynamic features of the two chan-
nel IRLM. Although we wont treat non-equilibrium properties of the IRLM in this
thesis, we want to motivate its introduction briey. The two channel version of
the IRLM is of great importance from the point of view of its transport (non-
equilibrium) properties. It has been studied out of equilibrium under several meth-
ods [44, 46, 47, 48, 49, 51]. Of particular interest is the extension of the Bethe
ansatz method [44] applied to the model, the so called open Bethe ansatz. The
method claims to be quite general to solve for the non-equilibrium steady state of
strongly correlated systems, allowing an exact solution for every value of the interac-
tion parameter. However, performed numerics [45] disagree with the claimed exact
solution, and thus the method, despite of being a pioneering one, still undergoes re-
vision. The two channel IRLM has only been solved in an exact way at the self-dual
point [48], when U = 2t, where it has proved to agree with performed numerics. One
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of the main quantities to be computed is the noise related to the current. This has
also been studied at the self-dual point (SDP) of the model, where very good agree-
ment between numerics and analytics has been found [91]. In this line of research,
extension of analytical approaches to solve the model for an arbitrary interaction
value are desirable.
Instead, we will focus on some of its equilibrium properties, in a similar fashion
as we made with the single channel case. Despite its apparent simplicity as com-
pared to its non-equilibrium counterpart, we nd the two lead IRLM in equilibrium
to oer rich physics, which may serve as a good starting point when treating the
problem out of equilibrium.
4.1.1 Bosonization and thermodynamic exponent: Duality
Following our last treatment for the one channel IRLM, we will bosonize the two
channel case in the same way. The unfolding of the elds can be done in the similar
way as in (3.5). Thus the two channel IRLM is equivalent to two single channel


















where  represent the right and left leads respectively, and each lead carries only
right-moving fermions. The bosonization expressions now work for every eld, so we
have two bosonic elds ﬃ representing each channel. The hamiltonian transforms





















where again, we have substituted the microscopic parameter U ! 2 as in (3.11).
Now one needs to perform a proper rotation of the elds in order to eliminate the







where  is to be determined. Applying the unitary transformation over the above
hamiltonian, we obtain:



















In analogy with the treatment for the one channel case, now we can take a look
at the scaling dimension of the vertex operators. In this case, since each eld is







= 1  2g + 2g2 (4.5)
Notice the analogy with the one lead channel (3.14), but a factor of 2 (the number
of leads) now follows for the g2 term. It is worth understanding the importance of
this g2 term, since in fact, its where all dierence between the IRLM with dierent
number of channels lies.
By generalizing to a boundary Sine Gordon Model, and carrying out the same
analysis as before, one nds that the relevant energy scale for the two channel IRLM
has to be of the form:
   f()(t0)  = 2
1 + 2g   2g2 (4.6)
This result has also been obtained in [39, 50], although no explicit mention to the
prefactor f() is done, which turns out to be essential as we will shortly see. We
want to make an important analysis of the result found for .




keeps the scaling dimension unchanged. In the two dimensional case, this duality




! d = 1
2
(4.8)
Therefore, exactly at this point, the vertex operators correspond to fermions again.
This duality represents a relation between the small U values of the model and
strong values of U , so that U $ 1=U are equivalent for the exponent . This has
been pointed out in [51], and can be seen if one represents  against g. The point
g = 0:5, which corresponds to U = 2t, is called the self-dual point. We have thus
found the rst peculiarity between the one channel case and the IRLM when an
extra channel is attached to the impurity site: the thermodynamic exponent  in
the two channel version of the model presents a duality between the weak coupling
limit and the strong coupling limit of the theory.
It is curious to see that at this concrete value of innite interaction, the model
maps itself onto another non-interacting fermionic problem. When we refermionize
at g = 1, we get a hamiltonian similar to:
HU=1 = H0 + "0dyd+ J 0(dy 
y
+(0) + d
y y (0) + h.c) (4.9)
Notice that this hamiltonian doesn't contain an interaction between the leads and
the dot, nor represents an hybridization between the impurity and the channels,
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therefore its physical interpretation is unclear. It is a remarkable fact that for in-
nite interaction between the leads and the impurity, the system behaves as that of
free fermionic elds.
4.1.2 The prefactor f(): Broken duality
We have seen previously that the two channel IRLM develops a duality, in the sense
that there is a correspondence U $ 1=U in the thermodynamic exponent. More-
over, we have shown that at innite interaction U = +1, the model maps again to
a non-interacting model of fermions.
One would expect this duality to hold in the relevant thermodynamic scale  ,
that is, not only the exponent, but the value of   itself, to be subjected to the
correspondence U $ 1=U . If at U = 0 the thermodynamic scale is  0 = 2(t0)2,
one would expect that, exactly at U = +1, this same value of   is recovered due
to the duality. As we will see shortly, this proves not to be the case, reecting once
again another surprising feature of the model.








t' = 0.01 0=0.0005
/0=f()(t')
-2








t' = 0.01 0=0.0002
/0=f()(t')
-2
Figure 4.1: Numerical data for the thermodynamic energy scale in the 2 channel IRLM.
The data was directly extracted from [53]. The red curve shows the proposed form for
  given in equation (4.11), where a good agreement with numerics is found. Note the
numerical oscillations developed close to the self-dual point.
Numerical data on the occupation number for the two lead IRLM was obtained
from [53] and the thermodynamic width   was extracted in the similar way as for
the one channel IRLM. The values of "0 = 2e  4; 5e  4, so that the width can be
extracted from the occupation number nd as:









In order to t the numerical data, a proposed form for the prefactor is taken, with
two tting parameters, a; b. It is only the ratio  = 0 what can be compared with
the analytic result, since we are using dierent values of "0. The proposed form for
69
Chapter 4












The reason to choose this function is that it recovers nicely the weak and strong
coupling limits of the theory. The parameters a = 8 and b = 0:5 prove to be the
convenient values for the function to t the numerical data. The numerical data is
plotted against this proposed analytical form in gure (4.1). We notice that, as op-
posed to the exponent , the duality is broken when the prefactor for the expression
is taken into account. In other words, as interaction is increased and we approach
the g ! 1 limit,   ! 0 and not to  0. At the moment, we are still working on
possible explanations of this eect. This is shown in gure (4.1). It can be seen
how as g ! 1, the thermodynamic energy scale   vanishes. If   = 0 at innite
interaction, this means that now the correlation length in the system becomes in-
nite, that is, uctuations work now at all length scales. At this specic point, the
model experiences something similar 1 to a quantum phase transition (QPT). Notice
that the hamiltonian described exactly at g = 1 does not conserve particle number,
which at rst sight is surprising, and might hint why such broken duality occurs. In
order to gain some clarity on this eect, we turn now to discuss the model onto its
lattice version.
4.1.3 Field vs lattice descriptions
We want now to discuss one of the main points of the above results, which is in
relationship with what was shown before in chapter 3 for the single channel version
of the model. It has been argued [51] that dierent behaviours can be expected in
the strong coupling limit of the N = 2 IRLM, depending on whether the continuous
(eld) or discrete (lattice) versions are considered. One of the conclusions in [51] is
that the apparent broken duality for the thermodynamic scale   we have just shown,
is a purely lattice eect.
In a lattice version of the model, the energy cut-o of the theory is related to
the bandwidth of the model, since the natural distance cut-o is given by the lattice
spacing. In a eld theory description, a cut-o  might depend on the regularization
scheme employed. When working on the lattice version of the N = 2 IRLM, one
always observes a decreasing value of  , the thermodynamic width, as we approach
the innite interaction limit g ! 1. This can be shown by a strong coupling treat-
ment we are about to develop. On the other hand, in the continuous version (eld
theory), the cut-o is subjected to regularization schemes, and therefore, one can
recover   =  0 at U = +1, preserving the duality both in  (the thermodynamic
exponent) and  , the relevant low-energy scale. Therefore, one of the main conclu-
sions of [51] is that, for the N = 2 version of the IRLM in the strong coupling limit,
1We want to be a bit careful here when talking about QPT in the model. As we will see in
the next section, these are determined by the relevancy or irrelevancy of operators describing the
low-energy physics in the model in some region of parameter space.
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the duality U $ 1=U can be preserved when going to a continuous description of
the model, but not in the lattice version. In this sense, one just needs to select the
appropiate cut-o dependence on interaction, and regularize the theory accordingly.
At this point, we need to show our discrepancy on that, supported by our pre-
viously shown results in chapter 3. It is hard to imagine that both, the lattice and
the eld versions of a model, can still provide dierent answers when going to the
low-energy description of a model. Moreover, the fact that this dierences have ori-
gin in the regularization schemes employed (for the eld theory version), introduces
some arbitrariness when computing exact expressions of relevant physical quantities.
We look now at expression (3.36) in chapter 3. As it is shown in gures (3.1) and
(3.2), the exact expression for the thermodynamic energy scale   can be very well
reproduced by the discrete version of the model. What is shown here is that, even
when expression (3.23) is computed from the eld theory, no regularization scheme
or similars are needed to describe the low-energy physics of the lattice version of the
IRLM. In other words, what was shown for the single channel IRLM is that both
treatments (eld/lattice) provide identical answers, as one would expect working at
large length scales.
We therefore believe that the computation of exact results has to be independent
of the regularization scheme employed by the eld theory. Thus, the cut-o  is
always kept xed, described by the bandwidth of the model. In this fashion, we
believe the broken duality shown in gure (4.11) to be a real eect that can be
recovered from both the lattice and the eld description. Moreover, we believe that
the prefactor f() can be computed in an exact way from the eld theory, in a
similar way as it is done for the N = 1 version of the model (by direct mapping to
a Boundary Sine Gordon theory). The correct way to identify again such analogies
is at the moment unclear to us.
4.1.4 Strong coupling limit in the lattice
We will study the strong coupling limit of the two channel case in the lattice, in a
similar fashion as we did before for the single lead. For the two channel IRLM, the
non-interacting width (what we have been calling  0) is:
 0 = 2t
02 (4.12)
where  is the bulk density of states for one of the leads.
For a strong coupling between the leads and the impurity, the initial hamiltonian
matrix consists on 88 elements in the many-body basis (see appendix D for details).
In the low energy sector, two energy states appear:
jGSi = aj100i+ bj001i+ cj010i
jESi = nj110i+ pj011i+mj101i (4.13)
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where the letters are parameters depending on t0; U . Notice that these states corre-
spond to the subspace of N = 1 total particles in the system and N = 2, but they




8t02 + ("0   U=2)2  =
p
8t02 + ("0 + U=2)2
 = "0   U=2  = "0 + U=2
 =
p
16t02 + 2( + )2 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p
2(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p
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p
2( + )2 + 16t02 (4.14)















When we work out the projector, we can apply this to the coupling between the last








P^L P^L = jGSihGSj+ jESihESj (4.16)
becomes the operator describing the low-energy sector of the model in the strong-
coupling regime, where L=R represent the left or right channel, respectively. The
new coupling constant can be worked out in the limit of U >> "0 and U >> t
0,
resulting to be:
J = t(nc+ am) = t
4t0





in agreement with what is found in [51]. We refer to appendix D for details on
the calculation. Therefore, in the strong coupling case, the width decreases to 0 as
observed from the collected numerical data in gure (4.1). Therefore, in this limit:
 (g  1)  1
U2
(4.18)
This reects the fact that as U ! +1, the thermodynamic width  ! 0 in the two
channel version of the model. At this point, uctuations work at all length scales,
since     1, the correlation length in the system.
Compare this behaviour with the one found in the single channel case, equation
(3.102). Whereas in the single channel version the thermodynamic energy scale goes
to a nite value proportional to the hybridization parameter t0, the two channel case
is totally dierent: the value of   at innite interaction vanishes, regardless of the
value of the hybridization parameter t0.
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4.2 General thermodynamics in the IRLM
In this section, the multichannel IRLM is treated in the eld theory by bosoniza-
tion. We will compute the value of the thermodynamic exponent  for any number
of leads N attached to the impurity site. We present DMRG results on this, in
agreement with the general formula for the N channel case. After this, we will
give an explanation of all possible quantum phase transitions we encounter in the
model, which represent separation between two regions where operators behave in
a dierent way under renormalization.
4.2.1 Multichannel (N > 1) IRLM
We consider now the IRLM when more than one channel is attached to the impurity


























where the sum is running for all dierent leads (elds). Again, we will work on
the particle-hole symmetric limit "0 = 0 unless specied. The identication of
each fermionic operator with a bosonic one in the form (3.7) leads to a bosonized
hamiltonian of N independent Bose elds:
















where again we have substituted U ! 2. The procedure is the same as in the
N = 1 case, except that now all bosonic elds must be taken into account in the







to perform the rotation of the elds. With that, the transformed hamiltonian H =
U yHU is:




























Note that the value of  has been chosen in a way that the term proportional to 2













Therefore, a full bosonized version of the IRLM has been developed for an arbitrary
number of channels N .
4.2.2 Scaling dimensions of operators and thermodynamic
exponent 
Here we explore the change on the scaling dimensions of the operators, as well
as we show explicit calculation of the thermodynamic exponent . We have seen
previously how, under a certain unitary transformation, the scaling dimension of
operators changes, that is, it becomes dependent on the interaction. For the single
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Figure 4.2: DMRG calculation for the thermodynamic exponent  as a function of the
interaction parameter g, for N = 1 (red) to N = 4 (purple) channels. For the N = 4
channel case, higher values of g are avoided, since one gets closer to the quantum phase
transition. Graph courtesy of Peter Schmitteckert.
For the N channel IRLM, the total scaling dimension of the operator in equation















= (1  g)2 (4.26)
By taking this into consideration, the scaling dimension for the N channel IRLM is:
2d = 1  2g +Ng2 g 2 [ 1; 1] (4.27)
It is important to note the appeareance of N in the g2 term. This means that
signicant results between dierent number of leads on the IRLM start to appear
in second order. This term will be extremely important when the exact solution by
Bethe ansatz is developed in chapter 6. We also see that the scaling dimension of




therefore, a duality is found for any N  2. Coming back to the RG procedure
in analogy with a generalised (boundary-type) Sine Gordon Model (BSGM), the







(1  2g +Ng2)  = 1
1  d =
2
1 + 2g  Ng2 (4.29)
The values of the thermodynamic exponent  have been represented in gure (4.2).
In general, the thermodynamic energy scale (related to the Boundary Temperature
in the BSGM) will be of the form:
 N = fN()(t
0) (4.30)
As we have seen previously, the calculation of the prefactor fN() still remains an
open question whenever N > 1. For the one lead case, we found this prefactor to
match that of the boundary temperature of the BSGM found in [35], but generalisa-
tion of such result to more leads is outstanding. We have also seen the importance of
this prefactor, which might depend on  in a non-trivial way, being the responsible
to drive the thermodynamic energy scale into a zero value in the N = 2 channel
case. Thus we see that, for dierent values of N in the model, we expect to have
dierent prefactors in the exact form of  .
4.2.3 Discussion of quantum phase transitions
Further analysis can be done in the multichannel IRLM for thermodynamics. If we
take a look at expression (4.29), we can identify the quantum critical points (QCP)
of the theory, where the correlation length  ! 1. These have been identied in







Figure 4.3: Low-energy subspace states in the strong coupling regime of the IRLM for
N = 1 channels (left) and N = 3 channels (right). The geometry of the model is responsible
of all phase transitions encountered.
of these QCP, and their relation with the geometry of the model.
QCP appear when, for a nite value of t0, the scaling of the parameter goes to
1. In this case, we have:
    1  (t0) (4.31)
where  is the correlation length of the system. Whenever  ! 1, we have a
signature of a Quantum Phase Transition (QPT) in our system. In the IRLM, we
are always considering values of t0 very small compared to the bandwidth, therefore
t0=t << 1. Thus, when  ! 1 a phase transition occurs. By taking a look at the





We recall that g 2 [ 1;+1], therefore some of the solutions above lie beyond the
physically acceptable range. Concretely, for the N = 1; 2 channels case, we only
discover QPT at a points where U < 0, that is, in the attractive regime, but not
when U > 0. In fact, a QPT is always encountered in the region U < 0, no matter
how many leads we attach to the impurity.
The situation changes when we have N  3. Apart from the QCP encountered
in the attractive region U < 0, we also nd QCP in the repulsive region (U > 0).
For instance, in the case N = 3, a QPT appears exactly at innite interaction
gQCP = 1, and for N > 3 all QCP in the repulsive region belong to the interval
[0; 1]. To understand the nature of these phase transitions, we have to look at the
strong coupling regime. Moreover, we will show how these phase transitions occur
due to the geometry of the model.
To begin with, consider the single channel IRLM in the region U < 0. In the
strong coupling limit, the hamiltonian matrix can be represented as a 4 4 matrix.
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The low energy subspace is then formed by two energy states, which are depicted
to the left in gure (4.3). We call these states j00i and j11i. On the other hand,




(j10i+ j01i) j i = 1p
2
(j01i   j10i) (4.33)
The Schrieer Wol (SW) transformation allows to pass from one state of the low-
energy subspace to the other by virtually visiting the high-energy states. Exactly
at the phase transition point, there has to be a change in the ground state of the
system, which is precisely driven by the eective operator calculated by the SW
transformation. We know how this happens in the one lead case, since for the
electrons to pass from the state j00i ! j11i, both electrons need to jump onto the
wire. Therefore, the resulting operator describing such low energy process will look
similar to:
 y(j =  1) y(j =  1)S  (4.34)
where j =  1 refers to the last site of the chain attached to the impurity. Bosonizing







For a eld theory in (1+1) dimensions with a boundary, all operators satisfying d > 1
are said to be irrelevant, whereas for d < 1 they are relevant. This has to do with
how the couplings run under a Renormalization Group (RG) step. If the operator
is irrelevant, applying an RG step to the system drives the coupling to the critical
point, therefore no growth or change is observed on its correlation functions.
We have thus seen why the phase transition occurs in the U < 0 sector for the
N = 1 IRLM: The low-energy eective hamiltonian that drives the ground state
into a new one in the phase transition contains irrelevant operators. In other words,
when crossing the QCP, we pass form the relevant phase g > gQCP to the irrelevant
phase, where g < gQCP .
The reason why this doesn't happen in the U > 0 sector is presented now. Look-
ing at gure (4.3), we see that the low-energy subspace in the strong coupling sector
is formed by the states j10i and j01i. Now, in order to pass from one state to the
other, it is clear that there is no need to visit the high-energy manifold (now formed
by the states j00i and j11i). This is why no phase transition is observed in the sector
g > 0 for N = 1 channels.
The same analysis can be done when an arbitrary number of leadsN are attached
to the impurity site. We rst focus on the attractive regime U < 0 for the N channel
case. In such a case, the low-energy sector is always described by either all sites
close to the impurity (and the impurity itself) lled or empty. We have represented
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this situation in gure(4.3) for N = 3 channels. In such a low-energy description,
a change in the ground state only occurs when two electrons jump onto the same
channel. Thus, the operator describing this low-energy process is given by:
 
y(j =  1) y(j =  1)
Y
 6=
 y(j =  1)S  (4.36)








! d = 2 + N   1
2
(4.37)
We see now that for N  1, the scaling dimension of this operator makes it irrele-
vant, being always d > 1. Thus, when the quantum critical point is reached in the
U < 0, the operator describing a change in the ground state is always irrelevant:
the phase transition happens from the relevant sector to the irrelevant one. Here we
see the importance of the geometry involved in the multichannel case.
Things are dierent when we look at the U > 0 sector. In this case, the low-
energy subspace is formed by states alternating an impurity lled (empty) with
empty (lled) nearest neighbours. In such a case, passing from one ground state
to another only requires N   1 operators acting directly on channels, since the
impurity site is ipped by the S+ or S  operator. This change in the ground state
happens by allowing virtual uctuations between the low and high energy manifolds
(a Schrieer-Wol process). Thus, the required operator for that will be of the form:
N 1Y

 (j =  1) (4.38)





It is clearly seen now why no phase transition occurs in the U > 0 sector when
N < 3. For the one and two channel models, this scaling dimension is always repre-
senting relevant operators being d < 1. Thus, for these two models, no critical point
is reached in the U > 0 sector, and this sector always corresponds to a relevant phase.
Things are dierent for the N = 3 channel case, where we notice a quantum
critical point happening exactly at U = +1 (g = 1). For the N = 3 channel case,
the scaling dimension of the operator describing low-energy processes to change the
ground state is d = 1, that is, the marginal case. In this case, we cannot tell if a
theory is renormalizable in the vicinity of a critical point, since its parameters un-
dergo logarithmic variations, thus a sum of all orders of perturbed terms is necessary.
For N > 3, the situation is somewhat similar to that of the U < 0 sector, where
the operator changing the ground state drives the system in a irrelevant phase. Thus
we always identify two quantum phase transitions for N > 3, that bring the system
from the relevant phase to the irrelevant phase. The QCP where this happens are





Here we have treated some fundamental properties of the IRLM when the number
of channels attached to the impurity site is N > 1. We also worked out results for
the two channel case, which is the most interesting one to study its transport (out of
equilibrium) properties [44, 46, 48, 47, 91] The key results of this chapter summarize
as follows:
 For the N = 2 channel IRLM, an exact expression is given for the thermody-
namic exponent . In contrast with the N = 1 channel case, the thermody-
namic energy scale   proves to decrease after the self-dual point (U = 2) is
reached.
 The most important feature of the N = 2 channel is its duality in the thermo-
dynamic exponent , for which a mapping U $ 1=U develops. This has been
explored already in [51], where a distinction between the strong coupling in
the lattice and dierent regularizations in the eld theory is made.
 The prefactor f() breaks the duality for the thermodynamic width   in the
two channel IRLM. Contrary to the thermodynamic exponent , which recov-
ers the value  = 2 in both the U = 0 and the U = +1 points, at U = +1
the value of   = 0, instead of being  0 = 2(t
0)2, which corresponds to the
non-interacting point U = 0. This eect is a real eect, and shouldn't depend
on any regularizations carried out in the continuum. In this sense, the cut-o
of the theory is xed and does not vary with U . It is the exact form of the
prefactor f() what makes the energy scale   to vanish at innite interaction.
 For a dierent number of channels N , we have shown the thermodynamic
exponent to dier in order g2. This term Ng2 is one of the main reasons that
makes dierent channel models to have dierent physics.
 All quantum phase transitions happening in the model have been identied,
with the corresponding low-energy explanation in the strong coupling picture.
4.3.2 Open questions
In order to construct a full thermodynamic theory of the IRLM for an arbitrary
number of channels N , we need to know the exact form of the prefactor f() in
all cases. We have proved this prefactor to be of essential importance to describe
the main features of the model. For the N = 2 channel, the formula presented in
(4.11) is a guess which proves to t numerical data with some considerable accuracy.
However, alternative ways to calculate such prefactor are needed. For instance, one
could ask if the mapping to the BSGM done in the N = 1 channel case can be
extrapolated here as well. Therefore , the two main questions to ask here are:
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 In the two channel case, does that correspond to a two-bosonic eld theory
subject to boundaries?
 Is there a way to generalize the form of the prefactor f() when N channels are
attached to the impurity site? In other words, can all relevant thermodynamic
energy scales   be calculated in an exact way as for the N = 1 channel case?
 Does cut-o regularization really present a problem to compute exact thermo-
dynamic quantities?
These questions reect the fact that, even in the equilibrium situation, the IRLM
posseses interesting features.
We want to emphasize that, although no satisfactory eld theory description of
the N = 2 has been carried out in the strong-coupling regime, we believe the answer
to the last question to be negative. We support this argument with our previous
results of chapter 3. As we have shown for the N = 1 channel IRLM, there is
no dependence on cut-o regularization in order to compute exact thermodynamic
quantities like the prefactor f(). Correct answers are derived by considering an
equivalent eld theory where these quantities are computed, and proved to be e-
quivalent to the microscopic lattice version of the model. Thus, we have reasons to
think that this is also the case when more channels are attached to the model. The
fact that the prefactor f() drives the thermodynamic width to zero (i.e breaks the
duality) in the two channel case, has been argued [51] to happen due to cut-o reg-
ularization. Instead, we believe this to happen due to missed fundamental physics,




\I wish it need not have
happened in my time," said
Frodo. "So do I," said Gandalf,
"and so do all who live to see
such times. But that is not for
them to decide. All we have to
decide is what to do with the
time that is given us."
J.R.R.Tolkien, The Lord of the
Rings
In this chapter, we explore the dynamics of the single channel IRLM. When we
talk about dynamics, we refer to quantities involving operators that vary over time.
There are various reasons to look at such quantities in the equilibrium situation.
Firstly, these are harder to compute as compared to its thermodynamics counter-
parts, since now time evolution of the operators is involved. The fact that nite
order perturbation theory breaks down for one dimensional strongly correlated sys-
tems [63] motivates the search of new robust analytical methods. Some of these have
been proposed in other impurity models like the Anderson model [71] and the mixed
valence problem [92], but their generalisation to dierent models is far from obvious.
Secondly, equilibrium dynamical quantities are important, since they can help
to understand the steady state of the non-equilibrium problem. In particular, this
non-equilibrium situation happens in the two channel version of the model, where
current ows from one lead to another. The study of non-equilibrium transport
in strongly correlated systems constitutes and active eld of research at present
[35, 44, 45, 46, 47, 48]. Although we cannot perform transport in the N = 1 version
of the model, studying its dynamical properties will help to understand the physics
involved in the two channel version. It is worth mentioning that even in the equilib-
rium case, there is not a complete understanding of the dynamics. The computation
of analytical forms of the impurity spectral function proves to be extremely dicult,
and one usually has to approach the problem by perturbation theory. As we will see
shortly, this approach oers a poor understanding of the physical eects developing
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in the system as interaction is increased.





Original results will be presented and discussed. The chapter is mainly devoted to
numerical data obtained by simulations carried out by NRG in the model, although
an analytical approach to the problem is also described, but no satisfactory results
on this approach have been found yet. First, we want to motivate the reader by a
brief introduction to some interesting features of the dynamics in the model found
in the literature.
5.1 Interesting behaviour of dynamical quantities
The main reason to study the dynamics of the IRLM is twofold. We recall the
model at U  0, which has been discussed in chapter 2. The impurity local density









where, at small values of interaction U we have:
g  U (5.3)
Here  d is the renormalized hybridization. If we look at energies higher than this,
the impurity is decoupled from the surrounding bath. However, when energies are
below  d, the impurity site hybridizes with the surrounding environment, and thus
a virtual bound state (resonance) is observed.
Exactly at zero interaction U = 0 (g = 0), we have  d =  0 = (t
0)2, therefore:
 d(g = 0) =  0 =  (g = 0) (5.4)
where   was given in (3.36). The result (5.2) matches with what was found in pre-
vious publications [37, 38]. It also reveals the Fermi liquid nature of the model in
the weak coupling limit, where one always expects to nd a Lorentzian shape for the
impurity density of states as shown in (5.2).
One of the main results of [37, 38] is the calculation of this hybridization  d. In
[38], it is argued that this quantity is an increasing function for U  0, but de-
creases to a zero value as interaction is increased, therefore a maximum is observed
in the graph  d(U). Moreover, this is said to happen for the general multichannel
case, no matter how many channels are attached to the impurity site. The values
of  d(U) in [38] are shown in (5.1).
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Figure 5.1: Calculation of the renormalized hybridization  d by perturbative RG (left,
after [38]), and numerically by DMRG (right, after [52]). The perturbative RG procedure
is known to fail to give accurate analytical predictions when compared with NRG numerics
in [38]. Note how for the N = 2 channel case, V   d is shown to decrease as the
interaction U is increased, whereas the same quantity is shown to increase in [52] when
performing DMRG numerics.
A dierent result has been reported by A.Braun and P.Schmitteckert [52] for the
two channel version of the IRLM. In [52], the local (impurity) density of states is
shown to spread as U is increased. This is shown in gure (5.1). The graph of the
hybridization  d(U) is shown to be a monotonic increasing function, where no max-
imum is reached. This reveals in principle a surprising feature of the two channel
IRLM, but also poses the question about if something similar happens in the single
channel version of the model. More interesting is the fact that this result diers
from the one we already described for the thermodynamic energy scale   shown in
gure (4.1) for the two channel IRLM. As we have already discussed before, for the
two channel version of the model, the thermodynamic energy scale   starts to re-
duce its value after reaching the self-dual point at U = 2t. This dierent behaviour
motivates a careful check of the theory when discussing dynamical quantities, and
moreover, the denition of such energy scales in the problem.
It is known that the IRLM appears as a direct mapping from the Anisotropic
Kondo Model (AKM) [36]. In the Kondo model, a single energy scale appears, the
so called Kondo temperature TK . This energy divides two regions with well dieren-
tiated physics: at temperatures T < TK (strong coupling), the impurity is screened
by the surrounding electrons, and therefore a Fermi liquid forms [25]. For higher
energies, the impurity survives in the surrounding environment as a quantum spin,
independent of the environment. The energy scale TK manifests in the impurity
spectral function as a very narrow resonance around the ! = 0 sector. This is
called the Abrikosov-Suhl resonance, which is a signature that, in the strong cou-
pling regime, the Kondo model behaves like a Fermi liquid [62, 63, 66, 90]. Despite
the narrow resonance whose width is TK , the spectral function is pinned at ! = 0
in the Kondo model, due to Langreth theorem [64]. Thus, no matter how big the
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coupling, the spectral function at ! = 0 maintains its value.
For the two channel version, the situation is dierent. The two channel isotrop-
ic Kondo model can be solved by a proper transformation to the Resonant Level
Model, as was done by Emery and Kivelson [93]. Due to the isotropy of the chan-
nels, the impurity site is overscreened in the strong coupling regime, and therefore a
non-Fermi liquid behaviour manifests. This diers considerably from the anisotropic
case. The anisotropy of the channel couplings moves the system away from the non-
trivial xed point [66, 90], and the Fermi liquid nature of the model is recovered,
since now the impurity hybridizes with the channel having the strongest coupling
value. Thus, due to the relation of the IRLM to the AKM, we would expect an
equivalence between both low-energy descriptions of the models.
All these considerations lead us to think that the IRLM presents some new
fascinating physics when we look at dynamic properties. Moreover, we believe this
to be a fundamental way to understand dynamical properties of the AKM.
5.2 Analytical aproach to the problem
In this section, we describe briey the analytical approach carried out for the com-
putation of the impurity spectral function in the IRLM. The range of applicability
of such methods in the model is still under investigation, and we have not managed
to make it work for the whole interacting problem. The generalization of the AY
method to the IRLM has been proposed in [90], however it deals with the calcu-
lation of the partition function in the system, which is related to the response of
conduction electrons due to a change of sign in the scatterer point.
5.2.1 The IRLM as a sequence of X-ray processes: U = 0
solution
Here we will attempt to solve the IRLM in a non-perturbative way, by using the
Anderson-Yuval approach [22, 23, 24, 39, 90]. applied to the IRLM. Although the
exact partition function of the model has been calculated [90] in analogy with the
AKM, this only leads to the calculation of bulk properties. Instead, we are interested
in computing an exact expression for the time-history of the dot as a sequence of
X-ray edge problems. That is we seek an exact expression of the correlator:
Gd(t) =  ihTd(t)dy(0)i (5.5)
when the perturbation t0 is introduced in the model. Let us rst start by the non-
interacting case U = 0. In this case, the IRLM hamiltonian is ("0 = 0):
HU=0 = H0 + (t
0)( y0(0)d+ h.c) (5.6)
The expression of Gd(!) is well known to us in this limit (see chapter 2). Now we
want to do a time treatment of the dot dynamics. The t0 = 0 and U = 0 propagators
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of the dot and the bulk elecrons are:




where a time(energy) cut o ﬁ =  10 has been inserted to regularize the theory. Such
expressions are then valid when t=ﬁ >> 1, that is, when ﬁ ! 0+. In time domain,
it is important to set a direction of time propagation. In this case, we will choose
t > 0, and results can be derived in a similar way for t < 0. Thus sign(t) = +1 in








Note that t = 0 is a singular point in the theory, and one needs to be careful in
order to treat such divergences. For the moment, let us forget about the real part
of this expression, and prove that the method gives the appropiate spectral function
for the impurity density.
For t0 6= 0, we use perturbation theory. The rst order term corresponds to a
term with (t0)2, since the rst order in t0 term does not allow to construct non-zero
Wick contractions. Also, note that the Green functions carry a minus sign under
time reversal, that is:
Gd0(t) =  Gd0( t) Gc0(t) =  Gc0( t) (5.9)
However, both processes have the same probability amplitude. Thus, we can choose
only one time direction (say t > 0), and multiply our result by a factor of two










0(t  t2)Gc0(t2   t1)Gd0(t1) (5.10)
with a possible overall normalization factor. The process is composed by three
probability amplitudes, describing a single hybridization process, where the impurity
electron jumps to the wire for a short time, and comes back again at a later time.
The time ordering is t > t2 > t1 > 0. We need to emphasize here that our approach
diers from the one employed in [22, 90], since we are not interested in the response
of conduction electrons due to a impurity ip. Here we are trying to calculate the
impurity Green's function, which is the sum of all probability amplitudes taking







dt1(t2   t1) (5.11)
We now make use of the following property:Z b
0





Thus, the rst order correction reads:
Gd(1)(t) =  i(  0t)  0 = (t0)2 (5.13)

































where we have taken jtj since both processes t < 0 and t > 0 have been taken into
account as described above. Up to a normalization constant, this expression is the




Thus, the non-interacting impurity density of states has been recovered with the
method above. We want to emphasize three main points of discussion here: First, the
real part of conduction electrons Re(Gc0(t)) presents divergences when the method
is applied. One needs to re-insert a cut-o a! 0+ in the integral limits in order to
make things nite. Whether these contributions cancel out to all orders of pertur-
bation or not is something we still have under investigation.
Secondly, the AY method, as it stands, allows for an exact calculation in the
time propagation of conduction electrons, that is, it calculates the exact result for
the single-particle Green function of conduction electrons at the origin (where the
impurity is). The calculation of such Green's function has been done in several
papers [19, 22, 90]. It gives the exact expression of the partition function, from
where dierent thermodynamic properties can be extracted (see [24]). However, the
method does not explicitly allow calculation of the impurity propagator, which in
principle, requires a dierent treatment.
Finally, we have tried to generalise the method for the U 6= 0 case, by substituting
the bare correlators by those from the X-ray edge problem, so that the problem
can be treated as a sequence of X-ray problems, where the impurity uctuates
between a lled and empty state. This is equivalent to the Anderson-Yuval approach
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[22, 23, 24] to the Kondo problem. To much of our regret, the method has not
provided satisfactory results yet due to divergences encountered in the g ! 0 limit
of the expressions, and thus, we consider not to include such solutions here. However,
we have included results on this in the appendix, for the interested reader, which
might also serve as an starting point towards a renement of the approach.
5.3 NRG dynamics in the IRLM
This section constitutes the main results of this chapter. NRG simulations are car-
ried out, and computation of dynamical quantities is performed as it was described
in chapter 2. All dierent values of parameters employed are described when nec-
essary. Due to peak resolving restrictions, all results presented are for "0 = 0. For
a better understanding of the eect of a local magnetic eld in the computation of
dynamical quantities, we refer the reader to the literature [75, 79, 81, 82]
5.3.1 Dynamics at g = 0
In this part, we prove the NRG code to represent the analytical results expected for
the spectral function on the impurity site, as in (5.17). Although this result is well
known, it provides evidence of the reliability of numerics. All NRG computations
for the spectral function were carried out as described previously in chapter 2.
It is worth mentioning that parameters need to be chosen in a careful way. For
instance, the hybridization parameter of the IRLM shouldn't be too large when
compared to the bandwidth parameter, which is taken to be t = 1. Therefore, we
restrict ourselves to a range of values of t0  t=100. Thus, in this limit, t0 is regarded
as a small perturbation in the system. For notational convenience, we have changed
t0  J in all graphs.
As one would expect, as the value of ! is increased, the NRG method loses ac-
curacy. We remember that, due to the logarithmic discretization, the NRG method
works well to reproduce low-energy properties of the system, however computation
of features in the high-energy region proves to be more challenging (see [75] for
detailed discussion). Note that as energy is decreased, more data points are calcu-








If one calculates the associated widths  0 from the tting, then we nd the value
not to dier considerably when compared with the theoretical value. For a bulk
density of states of  = 1= (that is t = 1 in the tight-binding chain), results for  0
are represented in gure (5.3).
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Figure 5.2: NRG results for the non-interacting case g = 0 (a) NRG data points for a
value of J = 0:01 in the IRLM. The continuous curve represents the Lorentzian function
that ts the data. (b) NRG data points for several values of J , with the corresponding
tting Lorentzian functions. Note the log scale in both axis. In both gures,  represents
the logarithmic discretization parameter of the band, whereas Sk is the total number of
states kept after truncation of the hamiltonian.
We could ask why choosing a value of  = 1:2 should give such accurate results.
Usually, NRG simulations have been performed with values of  2 1:5   2:5 when
1000 states are retained [75] after truncation. The reason is that, as  is lowered,
one gets closer to the continuum limit of the model ( ! 1), and we need to keep
more states as this happens. The IRLM presents a nice low-dimensionality (spinless
model) that allows one to get close enough to the continuum limit, without the
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Figure 5.3: Values for the hybridization parameter  0 as a function of J . Data points cor-
respond to the tting performed over NRG data, where the function to t was a Lorentzian
of width  0.
necessity of keeping more states than the ones needed for other models, even when
we get closer to this limit. Therefore, a smaller value of  provides more numerical
data in the whole spectrum.
One more thing to add here is that of the denition of an energy scale in the
problem. Since A(!) has units of ! 1, the associated energy scale in this problem
is precisely  0 as one would expect. This matches with the result found in chapter
3, where the relevant (thermodynamic) energy scale is  0 at g = 0. Therefore, we
can conclude that at g = 0, both the dynamic and thermodynamic properties of the
model are dominated by  0.
In the next section, we will explore the evolution of the spectral function as the
interaction parameter g(U) is changed. It should be pointed out that, in the con-
struction of the initial hamiltonian for the NRG treatment, it is the bare parameter
U what is inserted as an input. Nevertheless, a relation between g and U has been
established previously, and therefore, we will consider switching to the g parameter,
which can only take values g 2 [0; 1] for repulsive U .
5.3.2 Dynamics at g 6= 0
The most interesting situation happens when we switch on the interaction between
the impurity and the rest of the system. We remember that this interaction involves
a term:








in the hamiltonian, where : O : stands for normal ordering of the operator. In the
NRG case, the vacuum expectation value of fermionic operators at x = 0 corresponds
to:
h y(0) (0)i = 1
2
(5.20)
in the particle-hole symmetric case, which is the one we focus on. When the term
(5.19) is considered, the system becomes strongly correlated, and therefore, any at-
tempt to solve it by perturbation theory fails giving accurate results.
In what follows, we shall distinguish two well dierentiated regimes: one we call
the weak coupling, where values of U << 1, and this limit has been studied in the
literature by the same NRG methods [38] or even time-dependent Monte Carlo [55];
the other limit is the strong coupling, and we can consider this limit to start when
U  1. In the weak coupling limit, that is, for very small values of U , one still
expects to recover a Lorentzian shape in the density of states. This was already
anticipated in chapter 2 by perturbation theory arguments, where to rst order in
U , the hybridization parameter J is renormalized as:
   (J) 21+2g g = U (5.21)








We must however give a warning here, which has to do with the exact form of  . It
has previously mentioned how important is to determine the prefactor appearing in
 , thus, the above expression should be taken with a bit of care, and   should not
be confused with the one we showed in chapter 3.
To restore analogies with the Kondo problem, we remember that in the Kondo
and Anderson models, no matter how big the interaction is, the spectral function of
the impurity remains pinned at ! = 0, therefore satisfying Langreth's theorem [64].
One of the fundamental questions to answer is then what is the eect of increasing
interaction over dynamical quantities in the IRLM. Analytically, this is a dicult
problem to solve, however, the advantage of NRG is that, because all bare parame-
ters enter in the initial hamiltonian, one can in fact go beyond the bandwidth, and
still recover the essential low-energy properties of the model. In fact, this is what
happens in the Anderson model, when one takes the value of U suciently large
above the bandwidth, approaching the Kondo limit [10, 61, 76].
We start by showing results for the spectral function in the weak coupling limit.
In this case, we observe the NRG data to be well represented by the usual Lorentzian
shape, as rst order perturbation theory predicts. This has been represented in g-
ure (5.4). Note that the peak is well resolved (very small energies), whereas at









































Figure 5.4: NRG data for the weak-coupling limit of the IRLM. (a) Data points have been
presented here for dierent values of interaction g. Lines are inserted between points as a
guide to the eye. Notice how as g is increased in value, the width of the resonance increases.
(b) Logarithmic plot of NRG points and the corresponding tting functions (5.22).
value of g is increased, one would expect the spectral function to broaden, therefore
the resonance being suppressed. We will shortly see that, this being true, something
more interesting starts to happen at stronger values of interaction.
The spectral function has been represented in gure (5.5) for several values of
interaction g. We have not use data markers in this case in order to make the gure
more visible. Instead, all data points have been joined by lines. As interaction
is increased, we observe a split of the central peak in the spectral function, which
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is a hint of non-Fermi liquid behaviour. Notice that, as interaction is increased,
the spectral function gets broadened, therefore the width gets innitely broad when
we reach the limit g  1; however, its height is reduced as subsequent values of
interaction. Since the spectral function must satisfy the sum rule:Z +1
 1
A(!)d! = 1 (5.23)
that means part of the spectral weight has been displaced into higher energy region-
s. Such high energy peaks are the so called Hubbard bands, and they also appear
in the Anderson and Kondo models in the strong coupling limit. Here, due to the
limitation imposed by NRG to study low-energy properties of the model, they prove
to be quite dicult to observe.
It is clear from gures (5.4) and (5.5) that the model does not satisfy Langreth
theorem [64]. This has to do with the fact that interaction, as opposed to the An-
derson and the Kondo models (which we know are equivalent in a certain limit), is
not purely local. In the Anderson model, electrons interact with energy U only by
sitting into the same d impurity state, therefore they are forced to have opposite
spin due to Pauli exclusion principle. On the other hand, the IRLM includes an
interaction in the hamiltonian between electrons in the d level with bulk electrons
at the origin. In both the Kondo and Anderson models, the ! = 0 is pinned, no
matter how big the interaction is. The IRLM is directly related to the anisotropic
version of the Kondo model (AKM) [36, 66, 90], therefore we expect similar physics
to happen in the AKM. This has already been reported for the s = 3=2 AKM [94] in
the presence of an external magnetic eld, and such a splitting of the central peak
can be also found in [95].
From all results presented above, it is clear that the Lorentzian shape of the
density of states is lost as g starts to increase. Moreover, the central peak in the
spectral function is not pinned at ! = 0 as one would expect in a Fermi liquid.
These are, we believe, signatures that the system is not a Fermi liquid anymore, but
we want to be cautious about such claims. As it has been reported by Giamarchi et
al. [54], the J = 0 point in the model presents a non-trivial xed point, where the
dot correlator is given by:
Gd(t)  t g2 (5.24)
manifesting the non-Fermi liquid behaviour concretely at this point. We also see
this result to match with that of the X-ray edge singularity problem as worked out
by Nozieres-De Dominicis [17]. As J 6= 0, one moves away from this xed point,
and, being the perturbation relevant, one expects the parameter J to renormalize
in the same way as it was presented in chapter 3 at low energies. The result we are
about to present studies such renormalization of J with the interaction parameter g.
Finally, we want to mention that, due to the form of the impurity correlator












































Figure 5.5: NRG data for dierent values of interaction g. (a) Representation of the
spectral function on the impurity site at dierent values of interaction. Data points have
been joined by lines in order to make the graph more visible. Note how at values of
g > 0:4, a splitting in the central region starts to emerge (b) Spectral functions in the
region of g 2 [0:4; 0:5] where the splitting starts to appear.
2, that is, we believe that at J 6= 0:
A(!) 1  !s(g) (5.25)
so that such exponent has a non-trivial dependence on g. The computation of such
exponent proves to be a challenging task with our performed numerics, and further
rened and more accurate approaches could serve in order to study this. The fact
that ! has a dierent exponent of 2 is also a signature of non-Fermi liquid behaviour
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in the system [71]. This change in the exponent of ! would manifest in logarithmic
singularities in the impurity self-energy:






The fact that this is a second order eect in the dynamical quantity Gd(!) is quite
clear, since all rst order diagrams are independent of excitation energies !. Unfor-
tunately, the computation of such terms from perturbation theory presents added
diculties, regarding the analytic properties of all propagators in the problem and
all possible Wick contractions that can be formed, involving too many dierent
diagrams contributing.
5.3.3 The dynamical exponent
As it has been already mentioned, the point J = 0 in the model corresponds to
a non-Fermi liquid [54]. This is because when interactions g are present, the im-
purity correlator decays with a non-universal exponent. The overlap between the
two ground states, one without a scatterer and the other one with a scatterer point,
proves to be zero [67] only in the thermodynamic limit N ! 1. Hence the non-
universal decay of the correlation function on the impurity site.
The situation as J 6= 0 is dierent. Now, due to the hybridization between the
lead and the impurity site, the occupation on the dot is highly uctuating in time.
From the RG treatment, we observed how the hybridization parameter scales with
interaction, being the behaviour:
J  =
2
1 + 2g   g2 (5.27)
where we called  the thermodynamic exponent. Here, when computing dynamical
properties of the model, we considered the low energy sector to be described by:
A(!)   
!2 +  2
   (J) 21+2U (5.28)
only at small values of interaction U  0. We have already seen from previous
numerics that as interaction is increased, this picture is no longer valid. One way
to study how the parameter J renormalizes in the low energy sector is by dening
the energy quantity:
 d = A(! = 0)
 1 (5.29)
Due to the dimensions of A(!),  d has dimensions of energy. Such denition of
energy makes an analogy with the conserved quantity in Langreth's theorem [64],
which states that A(! = 0) = 1=(~ ) for any value of interaction. Let us now take
NRG data points for dierent values of J . Then, at a single value of interaction g,
we can compute the scaling of the J parameter with g by the following relation:
log(A(! = !N)
 1) = a+  log(J) (5.30)
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 = 2/(1+2g - g 2)
=(1-g2)
 = 1.8 N=62 sites  S k=800
 = 1.5 N=80 sites  S k=700
 = 1.2 N=152 sites  S k=1000
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Figure 5.6: NRG calculation of the dynamical exponent. (a) Scaling of J with inter-
action parameter g. All data points correspond to NRG simulations, where values of
J = 0:01; 0:03; 0:05; 0:07; 0:09 where used for the tting. Note the deviation from the ther-
modynamic exponent , which means J scales with a dierent exponent in the spectral
function. (b) Dierent data points collected for small values of g, showing the deviation
of numerical data from the analytical expression of .
where !N is the lowest energy scale reached in Wilson's chain. Our aim is then
the calculation of  from our NRG numerics. In principle, one would expect this
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exponent to be equivalent to the thermodynamic exponent we have previously cal-
culated. We will prove now this not to be the case, and highlight the fact that,
in the IRLM, two dierent exponents coexist, and one of them (what we shall call
the dynamical exponent ) dominates the scaling of the spectral function height,
whereas our known  (thermodynamic exponent) relates to excitation energies !.
Therefore, it is essential to understand that the computation of dynamical quantities
in the model requires two exponents in order to describe them correctly, as opposed
to thermodynamic quantities which are entirely dominated by .
The values of  computed from the tting equation (5.30) have been represented
in gure (5.6). The thermodynamic exponent  has also been represented for com-
parison. As we can see, all data points deviate from  as interaction is increased.
Moreover, they start to dier at second order in g, since at very small values of g,
both exponents match. At large values of interaction, the exponent  ! 0 as g ! 1.
This suggests that data follows an equation of the type:
 =
2(1  g2)
1 + 2g   g2 = (1  g
2) (5.31)
In gure (5.6), numerics prove to agree well with the above equation. To much of
our regret, the origin of such expression is at the moment unknown to us. Therefore,
equation (5.31) is not a derived result, but rather phenomenological. The deriva-
tion of such scaling from analytics is the next step in order to understand such an
unexpected scaling for the parameter J . This poses the question on whether dy-
namical quantities involve two dierent energy scales as opposed to thermodynamic
ones, which only involve  . The apparent appeareance of two dierent behaviours,
one for thermodynamic quantities and another for dynamics, has been reported in
the literature [42, 43]. In fact, in these works it is claimed that the IRLM poss-
eses universal thermodynamics even when coupled to a Luttinger liquid [42]. That
is, regardless of the interaction between electrons in the bulk, the form of ther-
modynamic properties remains the same. We do not adventure ourselves here to
extrapolate this result onto dynamical quantities, and we believe further research
in this arena is necessary in order to account for a satisfactory theory. Dynamical
quantities prove to be much more complicated to compute, and the lack of analytic
approaches as compared to thermodynamic quantities make these properties much
less tractable.
We have then shown, at least numerically, that such scaling of the parameter J
diers from the one found in the thermodynamic energy scale:
 d  J    (J) (5.32)
In chapter 3, the relevant (boundary) energy scale was dened as  , and an exact
expression was found for it. The energy  d, though not representing an energy
scale, represents the behaviour of the spectral function in the ! = 0 sector. An
outstanding problem is then the computation of the prefactor, which we know has
to be dependent on g only:
















=1.2  N=152 sites  Sk=1000
Figure 5.7: NRG data for the prefactor F (U) as a function of the bare interaction param-
eter U , showing that as U is increased, data points grow, leading to a divergence at big
interactions.
Such a prefactor is also given by equation (5.30). The fact that the prefactor presents
a divergence as U is increased, is what makes the spectral density to vanish in the
! = 0 sector for very big interactions. This has been represented in gure (5.7),
where a clear increase of the prefactor with the bare interaction parameter U is
observed.
The parameter J , which is known to be a relevant perturbation from RG (see
chapter 3) scales dierently for thermodynamic and dynamic properties, which is
at rst, very surprising. To our knowledge, these results have not been reported
elsewhere in the IRLM. The next section is devoted to understand the role of each
of these dierent scalings when applied to the spectral density for several values of
interaction g.
5.3.4 Universal scaling at xed g
In order to get a clearer view of the behaviour of A(!), it is useful to scale our
numerical data. In what follows, we will represent the following scaled data:
y = A(!)(J) x = !=  (5.34)
where the denition of  was given in (5.31) and   is the exact expression for the




















being  the bulk density of states. Notice how the parameter J scales with a dierent
exponent in both expressions.













 = 1.2  N=152 sites  S k=1000
J=0.01
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Figure 5.8: NRG calculation of the impurity spectral functions. (a) Spectral functions
calculated by NRG and scaled by (J) as a function of the dimensionless ~! = != . NRG
data points have been omitted in order to make the graph more visible. (b) Scaled spectral
functions for dierent values of J , at interactions g = 0 (black), g = 0:3 (blue), g = 0:5
(red) and g = 0:7 (green). Note how, regardless of the value of J , all data points collapse
onto the same curve, showing universality at xed value of g.
We now represent y against x on a graph. Having done these scalings, we relate
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each exponent to a dierent quantity:  is associated with the spectral function,
that is, the actual probability density of an excitation of energy !, whereas the
thermodynamic exponent  is related to all possible energy excitations. The scaled
spectral function is represented for J = 0:01 in gure (5.8). Values of g 2 [0; 0:9] in
increments of 0:1. In the scaled picture, the split of the central peak is much more
visible than before. We have avoided using markers for data points, joining them
by lines instead, in order to make the graph clearer.
The most surprising feature comes when one represents curves like (5.8a) for dif-
ferent values of the hybridization parameter J . If we put all of them together, we see
that all data points, regardless of the value of J used, collapse onto the same curve
for a xed value of g. This shows that, when scaled properly, the spectral function
is a function of only two quantities: x and g. Such behaviour shows a universal
shape for the density of states on the impurity site for a xed value of interaction
g. In other words, under proper scaling of the quantities, one obtains a curve in-
dependent of J . This evidences that, when computing these dynamical quantities,
two exponents must be taken into account. The thermodynamic exponent  proves
to be the relevant one to scale all excitation energies, and thus, controls the width
of the spectral function. On the other hand, the dynamical exponent () controls
the scaling of the height, which is related to the probability of having an excitation
of energy !.
This universal scaling forms have been represented in gure (5.8b). In order to
dierenciate data points, dierent colors have been used for each dierent value of
g. These numerical data strongly suggests the dependence of dynamical quantities
on two dierent exponents. Even when both exponents  and  are related to each
other (see equation (5.31), the way such relation is established is at the moment
unknown to us.
Finally, let us conclude the section by mentioning the equivalence of the Anisotrop-
ic Kondo Model (AKM) with the IRLM. Since both models are related by their cou-
pling constants [36], one would expect a similar behaviour to occur in the transverse
spin correlation function of the AKM, that is, if we compute:
S(t) =  ihTS (t)S+(0)i (5.36)
and we Fourier transform, by taking the imaginary part of S(!) a similar behaviour
should be expected. The analytical calculation of such quantity is an outstanding
point in the theory, since usually what is calculated in the Kondo model is the
correlator for the z spin component:
hTSz(t)Sz(0)i (5.37)
the so called spin-relaxation function. Universal scaling of thermodynamic prop-
erties of the AKM, as well as for the spin-relaxation function, has been reported




5.4 Summary of main results
To conclude, we want to summarize the main results obtained so far in this chapter:
 The spectral function of the local impurity site in the IRLM changes in the
low ! sector as interaction is increased. A split of the central peak is observed
at suciently strong interactions, which hints a possible non-Fermi liquid be-
haviour of the model.
 When looked in the !  0 sector, the hybridization parameter J shows a
dierent scaling as the one showed by RG. Numerical data on this dynamical
exponent shows a relation with the thermodynamic exponent , and how such
relation is stablished is still outstanding.
 The spectral function at the impurity site shows universal scaling curves for a
xed value of interaction g.
 Strong evidence that dynamical quantities, as opposed to thermodynamic ones,
require the determination of two dierent exponents, one of them () resulting
from a purely dynamical eect in the system. Under these scalings, dynami-




The IRLM: Bethe ansatz solution
"You have your way. I have my
way. As for the right way, the
correct way, and the only way, it
does not exist"
Friedrich Nietzsche
In this chapter, integrability of the IRLM will be discussed based on the coordi-
nate Bethe Ansatz technique. First, a detailed treatment of the solution developed
by Filyov and Wiegmann (FW) [56] is followed. The main problem with the FW
solution of the IRLM is that the g2 term appearing in the thermodynamic exponent
 is not present in the Bethe ansatz method, whereas the term arises naturally by
bosonization, as we have already seen in chapter 3 equation (3.24). The result for
the charge susceptibility in the model is given in [56] by:
 1  (t0) 21+U= (6.1)
Since  is directly related with  , the thermodynamic energy scale we studied in
chapter 3, we see that the FW solution does not reproduce the correct exponent .
We have proved this exponent to be correct numerically by the Numerical Renor-
malization Group, a non-perturbative technique in the lattice version of the model,
as well as by DMRG. It was also remarkable that such a lattice description describes
very accurately results from the eld theory, without any regularization taken into
account. Being both methods exact (bosonization and Bethe ansatz), an agreement
must hold between dierent ways to calculate the same quantity, in this case, the
thermodynamic exponent .
As we will shortly see, one has to face more diculties when trying to calculate
such term by the Bethe ansatz method. The search of this g2 term is not only a
pure (and tedious) mathematical exercise by itself. As we have seen previously, the
g2 term is of extreme importance, since it is proportional to the total number of
leads N attached to the dot. It is therefore the term relevant to give rise to dierent
physics in the IRLM when dierent number of leads are considered.
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More worrying is the fact that this g2 term hasn't been reproduced in the gen-
eralised multichannel version of the model [40], treated as well by the coordinate
Bethe ansatz approach. A recent publication [96] has dealt with solving the single
lead problem of the dot attached to a Luttinger liquid (where interactions between
electrons in the bulk are considered) by the same Bethe ansatz technique, however
we have noticed this term to be absent here too. Moreover, previous studies [42, 43]
of the IRLM attached to a Luttinger liquid have shown universality of thermody-
namic properties, even when interactions between fermions in the bulk are present
(Luttinger liquid), therefore no changes should be observed here.
Before proceeding, we warn the reader about the high level of detail required
here, mostly regarding analytical expressions. This heavy mathematical treatment
of the problem can sometimes push ourselves in the direction where physics are
missed. A good account to this is that, till today, we have not managed to solve the
problem yet. Nevertheless, the Bethe ansatz problem in the IRLM, although being
mostly a mathematically focused one, will provide a better insight into the physics
of these systems once solved.
6.1 The Filyov-Wiegmann solution
As we have discussed earlier, the solution by Bethe ansatz of the IRLM in [56] does
not contain the g2 on the thermodynamic exponent . Initially, the Bethe ansatz
solution of the IRLM was done to prove the equivalence between the IRLM and the
Anisotropic Kondo Model (AKM) by direct relation of their susceptibilities. The
charge susceptibility, which is directly related to   in the IRLM, is the quantity
calculated in [56].
It is important to develop the solution step by step here. We will proceed now
to calculate the two-particle scattering matrix for the IRLM. The IRLM for a single
channel has the following hamiltonian:
















 y(x) (x)  h y(x) (x)i dyd  hdydi (6.2)
Note that everything is written in units vF = 1 and thus, all microscopic parameters
are divided by a factor vF = 2t. The Dirac delta functions express the locality of the
hybridisation/interaction. All position integrals belong to the interval ( 1;+1),
since only one species of fermions is considered (say, right movers) after unfold-
ing of the elds. The above hamiltonian conserves particle number, and therefore
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[N;H] = 0, where the total particle number operator is N =
R
dx y(x) (x) + dyd.
Since particle number is conserved, the many-body wavefunction can be written
in general terms in the form:
j	i =
Z












Notice that these states represent dierent situations, one where the impurity is
empty and another where the impurity is lled. The aim of the Bethe ansatz method
is to determine the functions ﬃ(xi); (xi). If we consider rst the non-interacting
limit U = 0, then the wavefunction factorizes, and each mode of the hamiltonian is
calculated independently.
6.1.1 Single particle states: U = 0
In a non-interacting system, the many-body wavefunction is just the product of each
of the individual modes of the system. Consider then the associated wavefunction
for a single particle (a single mode in k space):






The general solution in this U = 0 case comes from the product of the individual











Here we have dened j1i = dyj0i and jki = cykj0i. The single particle Schrodinger
equation is satised:
Hj	ik = kj	ik (6.6)

















k0(x) = 2(x) (6.8)
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which has to equal kjki+ kkj1i from equation (6.6). Equating the corresponding
terms on both sides and using the closure relation
R jxihxj = 1, we have the two
equations:
("0 + k)k = t
0ﬃk(x = 0)
 i@xﬃk(x) + t0(x)k = kﬃk(x) (6.10)





In order to obtain a solution, one has to be careful treating the delta function. The
function admits a solution of the form:
ﬃk(x) = e
i'sign(x)eikx (6.12)
where there is a phase-shift experienced by electrons when reaching the boundary.








By integrating equation (6.11) above we nd:
 i(ei'   e i') + (k=2)(ei' + e i') = 0 (6.14)















so that the function representing single particle scattering states is:
ﬃk(x) = ﬃk(x = 0)e
i"kx+i("k)sign(x) (6.17)








6.1.2 Single particle states: U 6= 0
We now look at the solution for single particle states when U 6= 0. This comes from
applying the interacting part of the hamiltonian to the state:
U
Z
dx(x)((x)  )(nd   1=2)(jki+ kj1i) (6.19)
We omit the constant part of the hamiltonian coming from =2. The contributions




The interacting part has zero contribution, since there are not two particles in this
case. The two equations we obtained before are slightly changed now:
("0 + k + U)k = t
0ﬃk(x = 0)
 i@xﬃk(x) + t0(x)k   (U=2)(x)ﬃk(x = 0) = kﬃk(x) (6.21)
As before, we end up with an equation for ﬃk(x), which now accounts for the inter-




"k + "0 + U
  (U=2)

(x)ﬃk(x = 0) = "kﬃk(x) (6.22)
The solution is inmmediatly found from the previous result:
ﬃk(x) = Ce
i"kx+iU ("k)sign(x) (6.23)









where the number  is:
 = h y(0) (0)i (6.25)
The single particle states when the impurity is lled, k are easily found as:
k =
t0






6.1.3 Two particle states: Scattering phase-shift
In the previous section, we solved the one-body problem, since the system being
non-interacting can be solved by only knowing information of one single particle's
behaviour. We now turn our look to the two-body description of the problem. Here,
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two particles scatter from each other in the one dimensional world. When this hap-
pens, a scattering phase shift  occurs in the two-body wavefunction. This is the
main quantity we will calculate here.










The state with the two-body wavefunction ﬃ(x1; x2) belongs to a bulk state, where
particles are located inside the channel. The state proportional to (x) is the state
where the impurity site is lled, the other particle belonging to the wire. This is






Now we want to calculate:
Hj	i2 = Ej	i2 (6.29)
in order to get the corresponding equations for ﬃ(x1; x2) and (x1). Here E =
"1 + "2 is the sum of energies of particles. Since the model only accounts for two
body interactions, calculation of the associated phase shift for this case constitutes
something enough to build up Bethe's hypothesis later. The action of hamiltonian
(6.2) over the state j	i2 has several contributions:
Hj	i2 = (H0 +H"0 +Ht0 +HU)j	i2 (6.30)
Detailed calculation of these terms can be found in the appendix. Equation (6.29)
then reduces to the following two equations to determine ﬃ(x1; x2) and (x):











ﬃ(x1; x2) = Eﬃ(x1; x2)
 i@x(x) + 2t0ﬃ(x; 0) + U
2
(x)(x) = (E + "0 + U)(x) (6.31)
Here, the total energy is the sum E = "1 + "2. We now look for solutions in the
form:
2!ﬃ"(x1; x2) = ﬃ"1(x1)ﬃ"2(x2)f(x1   x2)  ﬃ"1(x2)ﬃ"2(x1)f(x2   x1)
(x) = "1ﬃ"2(x)f( x)  "2ﬃ"1(x)f(x) (6.32)
which resembles the denition of a Slater determinant, but including an antisym-
metric function f(x1 x2) in each term. Here we recall the form of the single particle













The target is to determine this f function, depending only on the relative posi-
tions of the two interacting particles. When we insert these guesses for the functions,
we have to keep in mind that the single-particle problem holds, which makes the
rst equation to be an identity by no additional condition. Thus, the function f(x)
is only determined by the second equation in (6.31).
By a set of manipulations, and taking into account the single particle equations






@xf( x) = E2(x)f( x)  E1(x)f(x) (6.34)
where we have dened:
Ei =
U("0 + "i + U)
t0
x = x1   x2 (6.35)
Since this equation represents the form of f(x = 0), some regularization of the delta
function must follow. It is clear then that f(x) suers a discontinuity at x = 0, so
that we can dene as in the one particle case:
f(x = 0) =
1
2
(ei + e iﬃ) (6.36)
Then, equation (6.34) is integrated in an interval [ ;+]. By doing this, we get the
form satised by the scattering phase shift ("1; "2), which is:





"1 + "2 + 2("0 + U)

(6.37)
and therefore, the nal form of the function f(x) is:
f(x1   x2) = f(0)ei("2;"1)sign(x1 x2) (6.38)
Equation (6.37) is the most important formula of this section. It agrees with the
one calculated by Mehta and Andrei [44]. It represents the exact scattering phase-
shift between two particles scattering in the 1D world. Note that it depends on
the microscopic parameters of the model U; "0; . In practical terms, and in simu-
lations carried out by NRG in chapter 3, we took the parameter  = 1=2, whereas
the condition "0 = 0 represents the model in resonance, which is also the limit we
are interested into. Also, by taking into account that U=2t = tan(), we nd the
coecient inside the argument to correspond to =2.
In [56, 60], the coecient inside the scattering phase shift is dierent:












although no explicit calculation of the regularization used for the delta function is
given. Nevertheless, it is clear that both expressions (6.37) and (6.39) match at
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small values of U . It is frequently mentioned [30, 44, 96] that the factor U=2 inside
the scattering phase shift is a bare quantity, and that therefore its form strongly
depends on the regularization scheme employed. We believe this not to be case for
the IRLM, based on our previous exact results of chapter 3, where we showed the
analogy of results obtained from both a lattice /eld version of the model, without
any regularization employed. Moreover, we showed the eld description of the IRLM
to correspond to the Boundary Sine Gordon Model, where a exact relation between
parameters of the theory was given:
2
4








We therefore believe results like (6.39) cannot depend on how the delta functions
are regularized in the theory. In fact, we will show in a later approach that result
(6.68) can be derived without taking into account such regularizations.
We will see later that the factor inside  in equation (6.39) does not map in
a correct way between other eld theories. As we have already mentioned, it does
not reproduce the g2 term encontered in the thermodynamic exponent , which is
a term has been veried both analytically and numerically in chapters 3 and 4.
We will later propose a dierent factor ﬁ for the IRLM, proving this to be the one
making the correct mapping between two well known integrable eld theories, being
one of them the Boundary Sine Gordon Model, which was proved to be equivalent
in chapter 3.
6.1.4 The Bethe ansatz: N particle wavefunction and ra-
pidities representation
Having calculated the two-particle interaction processes, the so called Bethe ansatz
consists on expressing the general N body wavefunction by taking into account only
two-particle processes, due to integrability of the model.








where the index P makes reference to all possible permutations. One can verify that
such solution satises indeed Schrodinger equation in the IRLM for N particles.
The way to obtain information about the eigenvalues of the problem is by imposing
periodic boundary conditions on a ring of size 2L, so that N coupled equations are
obtained:
ﬃ(x1; :::; xi =  L; :::; xN) = ﬃ(x1; :::xi = +L; :::; xN) (6.42)
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Therefore, the Bethe equations are given by:
2L"i = 2ni   2
X
k
("i; "k)  2U("i) (6.43)
The equations determine the eigenvalues spectrum in an unique way. Notice that
dierent set of integers ni give dierent states in the system. However, since we are
looking at low-temperature properties of the model, it is enough for us to determine









where we have used the fact that:
("i; "j) =  ("j; "i) (6.45)
The second term in the equation above E = E0+ E is a term due to the impurity,
and represents a deviation respect to the Fermi-sea energy, where all levels in [ ; 0]
are occupied. This term needs to be determined in a self consistent way. One way
to calculate its rst order contribution is to neglect it in the single-particle equation,
as it is done in [56].
The ground state corresponding to a non-interacting Fermi gas has associated
quantum numbers:
ni+1 = ni   1 (6.46)
with n1 = 0. In this way, the next energy level is shifted by an integer and the Fermi
sea is lled. We dene now the density of states as:
(") =
1
2L("i   "i+1) > 0 (6.47)
Note that in our units, this quantity has no dimensions, since ["] = [L] 1. Important
enough, this quantity is, by denition, dense in the thermodynamic limit L ! 1.
Then, using equations for "i and "i+1, and neglecting the term with U for individual
particles, we have:





("i; "k)  ("i+1; "k) (6.48)
and using the denition of the density of states, we can take the continuum limit.
In such a limit, the spectrum of eigenvalues becomes dense, and the calculation of















There is a comment to do here. In [56], all eigenvalues are shifted by an amoun-
t  NU=2L, in order to get rid of the awkward term inside the phase shift U.
However, this is done because of the term tanU=2 inside expression (6.39), where-
as we have proved this to be U=2 instead, being U the actual microscopic parameter.
We turn now to the rapidities representation, which proves to be more convenient
for such systems [30, 28, 56, 60]. The scattering phase ("i; "k) can be expressed as
a function that only depends on the rapidities dierence  = i   k. Notice how
the term "0 + U in the denominator in expression (6.37) makes this dicult. One
way to get rid of it is to shift all eigenvalues of the problem by a quantity  "0 U.
Then we make the replacement:
"i ! "i   "0   U (6.50)
so that the two-particle scattering phase is:








The unfolding of elds use in (6.2) deals only with one kind of fermions, in this case,
right-movers. The following mapping is standard in these systems:
"k =  e k (6.52)
Note that all negative energy particles must have Im() = 0. The mapping (6.52) is
common to use in massless eld theories. Thus the scattering phase shift depends
solely on :









 = i   k (6.53)
which can also be expressed more conveniently as:





1 + i(U=2) tanh(=2)

(6.54)







d()K(   ) (6.55)
where the kernel is the most important quantity to solve the integral equation:











Note the symmetry of the kernel, which allows for standard methods in the cal-
culation of the above integral equation [88]. By solving equation (6.55), the exact




6.1.5 Calculation of rapidities distribution
We solve now equation (6.55), this being not explicitly done in [56], but a similar
calculation for the multichannel case can be found in [40].
The integral equation (6.55) can be solved by a standard Wiener-Hopf method.
The equation is Fourier transformed to give [60, 88]:
 (p) + (1 K(p))+(p) = 0(p) (6.57)



















Here   Re(). The parameter g is the interaction parameter of the IRLM we have
already dened in previous sections. By use of the Wiener Hopf method [60, 35, 88],
the next step is to factorise the 1  K(p) factor into two analytic functions in the
half complex plane p. This gives:
1 K(p) = +(p) (p) = (1  g)
Q
  (1 ip)Q
  (1 ip(1  g)=2) (1=2 ip(1 + g)=2)
(6.59)
Here +(p) ( (p)) is analytic in the upper (lower) half plane of p. Curiously enough,
we can establish a relation between this kernel and the one found in [35], where the
S matrix of solitons in the sine Gordon theory eq.(6.88) is considered. The relation




! (1  ~(p)) 1 = (1 K(p)) (6.60)
Here, s is a parameter we will shortly dene, for now we just need to understand
that This fact, which is at rst a surprising relation between the S matrix for the
IRLM pseudoparticles and the S matrix of solitons in the Sine Gordon theory, needs
to be explored further. We now refer to the appendix for details on the calculation.







 (1 + a) (1=2 + b) (1  ipa) (1=2  ipb)
 (1  ip) e
(1 ip) (6.61)
where we have dened for convenience a = (1   g)=2 and b = (1 + g)=2. If one
Fourier transforms back this expression, we obtain +() expressed as an innite
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series, since now the expression has multiple poles due to the gamma functions. This






















 (2  (2n  1)=2b) (6.62)
We are only interested in the most important contributions of such poles, that is,
those that allow for a slower decay of the exponential function. Thus, an expression
for the eigenvalues distribution can be obtained, giving:
(")  " g=(1+g) (") =  " 1() (6.63)
Note that at g = 0, that is, in the non-interacting system, the distribution of
eigenvalues is uniform as one would expect. We do not worry too much about
prefactors from now on, since we would be interested in computing the scaling of
the parameter t0 with g.
6.1.6 Thermodynamic exponent by Bethe ansatz in FW so-
lution
Once the function (") is known, one can calculate the impurity's contribution to










Note that the factor  U=4 inside the argument of the arctan is absent in [56].









then the charge susceptibility can be calculated. The calculation can be followed
in detail in the appendix. The impurity contribution to the ground state energy
of the system eq.(6.64) can be turned into another integral by standard change of
















 1     (t0) 2+4g1+g (6.67)
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Note that the exponent doesn't correspond with the previous calculated thermody-
namic exponent  ( although it does for g = 0), neither matches with the result
derived in [56]:
 1  (t0)FW FW = 2
1 + U=
(6.68)
According to this, and by inspection of the thermodynamic exponent  for the IRLM
in equation (3.24), we can identify:
 =
2




In FW's solution. Note that in this fashion, the U employed in [56] does not corre-
spond to the microscopic parameter of the theory U , but to some related phase-shift.
In this case, and because the expression of  is known from (6.69) to be correct, we
made this identication. The exponent we have just calculated is also not recovered
in [40] when the model is generalised to the N lead case. The fact that one does not
recover the exact thermodynamic exponent from the Bethe ansatz method, which
is in nature non-perturbative, makes a sucient argument to check the theory in
further look for a solution that incorporates such term.
We make now connection with our previous results in chapter 3. It has been
shown how the lattice version of the IRLM can well reproduce results from the eld
theory without any regularizations taken into account. The NRG numerics in the
IRLM proved to work quite well when the eld theory expression for the Boundary
temperature in the Boundary Sine Gordon model is taken as the relevant energy
scale. Thus, we incline ourselves to believe this to be the same when the Bethe
ansatz (BA) is applied to the model. Whereas the thermodynamic exponent  is re-
produced without diculties by use of bosonization, here we see how the BA proves
to be a much more complicated way to obtain such quantities. Regardless of which
technique we decide to employ, the same physical answers need to be recovered.
Thus the big problem in the Bethe ansatz solution of the model has been present-
ed, and we have attempted to derive the thermodynamic exponent . The fact that
we haven't been successful on this, we believe, has to do with the appropiate choice
of the two-particle S matrix. We should note that equation (6.37) does not contain
a g2 term on it. However, we can analyse the appropiate value for the exponent in
(") in order to reproduce the known result. Therefore we require:
(")  "  1 +  = 1
1 + 2g   g2 (6.70)
The appropiate exponent satisfying this is then:
 =
 (2g   g2)







where  is the thermodynamic exponent in (3.24) and we have dened s = 2g  g2.
We see later that this parameter is of importance to preserve the mapping to the
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other (1+1) dimensional eld theories.
Finally, to conclude this section, note that the change:
(")! (") 1 (6.72)
does indeed recover the solution from FW for the thermodynamic exponent. In this
case:
(")  " g1+g (6.73)
then by substituting in equation (6.66) we nd:
  (t0)  21+g !    (t0)2=1+g (6.74)
If we remember that g is dened as:
g = 1  2!

! ! = 
2
(1  2g + g2) (6.75)
would give the correct exponent. The fact that this is the appropiate value of g
is not a simple coincidence, as we will explore in the next section. Thus we can
conclude from here that, in order to get the appropiate thermodynamic exponent,
one must work with a renormalized set of rapidities, instead of the bare one. We
will explore these connections in the next section.
6.2 Relation of the IRLM to (1+1) integrable eld
theories
In this section we explore the connection between the IRLM and other integrable
eld theories in (1+1) dimensions. Concretely, we explore these connections for the
massless limit of the Massive Thirring Model (MTM) we described in chapter 2, and
the soliton solutions of the Sine Gordon Model (SGM). The relation between the
MTM and the SGM was discovered by Sidney Coleman [32], and has been studied
later by several authors in the eld [28, 29, 30, 87].
6.2.1 Relation to the Massive Thirring model
The MTM was introduced in chapter 2. It can be solved in an exact way when a
mass term m0 is considered for the bulk fermions. Once the exact solution has been
computed, one then takes the massless limit m0 ! 0 of the theory. In this limit,
the energy and momentum distributions are changed:
"k =  m0 cosh()! "k =  ae (6.76)
These two new branches correspond now to massless pseudoparticles, representing
right and left movers. Since the eld theory of the IRLM is dened only for right
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movers (after unfolding of the elds), then one identies this mapping with the one
used in (6.52). Massless fermions of the MTM behave as fermions of the IRLM. For
a proper denition of the MTM and its parameters, we refer back to section (2.6.3)
of this thesis.
The S matrix for two negative energy pseudoparticles in the MTM can be found
in [28, 29]. We write it down here again:










and ! = (   )=2. It is then immediate to see the connection of this (bulk) eld
theory with the IRLM. We note that the following relation between scattering phase
shifts holds for both models:
2IRLM = MTM (6.78)
By inspection of equation (6.54), one could argue that the relation between micro-










In fact, from FW solution equation (6.68), this is not entirely true, since then we
obtain:
cot(!) = tan(2)!  = 2(2) (6.80)
This factor of 2 proves to be of extreme importance when we relate dierent mi-
croscopic parameters between these models. For now, we will mention that relation
(6.80) is the rst order of what the actual relation between parameters should be.
Nevertheless, it is worth noting that both kernels, that of the MTM and the one
corresponding to the IRLM are identical. However, the integral equation to solve
for both models is dierent. Whereas an integral equation of the form (6.55) can
be calculated in a symmetric interval of rapidities  2 [ ;+] for the MTM (see
[28, 30]), for the IRLM we have to solve the integral equation in the half line. The
method to solve such equations is usually more complicated than simple Fourier
transformation.
6.2.2 Relation to Boundary Sine Gordon theory
At this stage, it should be of no surprise to us that the BSGM plays a role, as we
have already discovered in chapter 3. The sine-Gordon model has a well known
scaling dimension of the mass gap developed in the solutions, which are composed
by a soliton and an antisoliton. It is convenient to dene a parameter  directly




  1 = 1
d






where  is the bulk parameter in the sine Gordon lagrangian. The lagrangian






2ﬃ) + g(x) cos((=
p
2)ﬃ) (6.82)
This is the well known boundary sine Gordon model. Note the factor
p
2 inserted
in both terms. This is because the bulk and boundary terms are related by a factor
of two inside their scaling dimensions. The lagrangian 6.82 can be found in [35] in
that concrete form. The estimated correlation length for the BSGM is:
m  G(1+)=2  G1=2 2d (6.83)
which can be found in the literature [66, 86, 89], and we already came across this in
chapter 3.
The important point to understand here is how does this model relate to the
IRLM as seen in chapter 3. The massless limit G ! 0 must be taken in order
to reproduce known results. That is, the BSGM maps onto the IRLM when only
the boundary term (proportional to g above) is taken into account. As we show in
chapter 3, for the IRLM we identify:
t0 cos((=
p
2)ﬃ(0)) = t0 cos(0ﬃ(0)) (6.84)











Here  represents the ordinary bulk term in the standard Sine Gordon Theory. Both
the SGM and the MTM proved to be equivalent by Coleman [32] by the following






 1  = +O(2) (6.86)
The above expression is exact [66]. We will prove now that, by comparing the S
matrix of solitons in [35, 33] with that of [28], the above relation between parameters
is recovered.
6.2.3 S matrix of solitons
Here we compare the two S matrices of solitons in the sine Gordon theory, given by
[28] and [35], and we stablish a relation between all dierent parameters employed.

















































The integrand here is symmetric, so the limits can be extended to ( 1;+1) di-
viding by 2. Then using that sinh(iz) = i sin(z) and inserting the minus inside the





























































where 0 is dened as:
0 =
8
8    (6.91)








It is important to note the dierent normalizations used in the two papers. Here
the rapidities  in (6.88) are understood as the renormalized rapidities, relating to
the bare ones as:
 =

2(   !) (6.93)













8    !  = 8 (6.94)
A relation between the parameter  of the Sine Gordon Model and ! in the MTM
can be established. Thus the relation between the Sine Gordon model and the MTM













which agrees with Coleman's result to rst order in , where the relation of parame-
ters between both theories is valid and written in (6.86). It is also clear that one of
the denitions in the papers lacks a minus sign, for them to be exactly equivalent.













































Whereas these results have been reported in the literature [28, 35], it is worth com-
paring all expressions encountered and the relationship between dierent parameters
employed, as notation diers from one publication to another as we have already
seen.
6.2.4 Connection to the IRLM
It was shown in chapter 3 that the IRLM is mapped to a generalised boundary




= (1  g)2 (6.97)
The most surprising feature of such relation is that, whereas  represents a purely
bulk term in a eld theory, the parameter g for the IRLM is directly related to
the microscopic parameter U of the model, which also accounts for a description
in the lattice. Nevertheless, we have shown to be the scattering phase shift  the
relevant parameter to use. This was proved in chapter 3 by NRG, where the exact
expression of the boundary temperature [35] for the BSGM was identied with the
relevant thermodynamic scale of the IRLM. In [35], the scaling dimension of the




  1 = 1
  1 =
1 + (2g   g2)
1  (2g   g2) =
1 + s




where g is dened in (6.40), and note that s has been dened in equation (6.71).
As we know from chapter 3, this value of g is then restricted to lie in [ 1; 1] interval.
In the Bethe ansatz treatment of the model, the scattering phase shift presents
a term ﬁ inside:







We calculated this value to be ﬁ = U=2, in agreement with [44], whereas in [56] this
is substituted by tanU=2, accounting for a dierent regularization of the Dirac delta
in the eld theoretic treatment.
It is worth to notice how both the IRLM and the MTM reproduce the same kernel
K(   ) in equation (6.56) by just a direct substitution of their parameters. We
should also remember that the scattering phase shift between two negative energy
pseudoparticles in the MTM is not equivalent to the S matrix of solitons. According
to Korepin [28, 30], the S matrix of physical particles (fermions in the MTM)
is equivalent to the S matrix of solitons in the Sine Gordon theory. The direct
mapping of the IRLM to the MTM comes from the replacement ﬁ = cot(!), and





dening a new parameter s = 1   (2!=), the relation between the IRLM and the




from where we have:
s = 2g   g2 = 1  (2!=) = 2

arctan(ﬁ) (6.102)
Therefore we argue that the correct relations between parameters of these models
are given by:
ﬁ = cot(!) = tan(2(1  =)) = tan(s=2) = = 2

arctan(ﬁ) = 2g   g2
2
4
= 1  = = 1  (2g   g2) = 1  s ! =    
2
(6.103)
The last equation relates both the microscopic (bulk) parameters of the MTM and
the Sine Gordon theory, with the interaction parameter g of the IRLM. Notice the
dependence of ﬁ with a g2 term. This term g2 is of special interest, and could explain
why it is absent in FW solution when calculating the thermodynamic exponent of
the impurity susceptibility. After all, we have seen that the exponent for the dis-
tribution of eigenvalues in equation (6.71) depends solely on s. The FW solution
only reproduces a value of ﬁ = tan(2) = tan(g), that is, only the rst order term.
We conjecture that, in order to satisfy all known relations between parameters of
the dierent theories, the term (1   =) should be recovered at some point in the
calculation. We will come back to this later in section 3 of this chapter.
For now, we have to content ourselves with a conjecture. According to the above
mentioned relations, we claim the actual form of the scattering phase shift between
two negative energy pseudoparticles in the IRLM to be:







It is clearly seen that the eld theoretic approach we developed for equation (6.37)
does not reproduce the correct parameter, despite the fact that this form of the
scattering phase shift has been used in the literature [44]. As we will see later, a
description in the lattice is necessary, at least to get the rst order term in g in the
correct form.
The S matrix of solitons from the IRLM
We have seen that the kernels in equation (6.60) are related. We can then stablish a
relation between the S matrix of solitons in the Sine Gordon theory and the IRLM.
From equation (6.87), it can easily been obtained the form of the kernel in the
integral equation, satisfying [35]
























































Taking into account equation (6.60), we get:
(  ~K(!)) = K(!)
1 K(!) ! ( 
~K(!)) = K(!) + (  ~K(!))K(!) (6.108)
providing that the following relations hold between the bare rapidities  and the




! = p(1 + s) (6.109)
As we can see, this leaves invariant the inner product p: = !:, and all Fourier
transforms are constructed accordingly. Thus, we substitute in (6.58) the values
p ! !=(1 + s). The above equation (6.108) can be identied with the Fourier
transform of an integral equation:





d0@(   0)@0 ~(0) (6.110)
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The equation can now be integrated in , so that we get the dressing equation:





d0@(   0)~(0) (6.111)
Equation (6.111) is the dressing equation for the two particle scattering phase shift
[30, 28]. It basically relates how excitations over the physical vacuum (which now
are the physical particles, carrying phase shift ~) relate to the original pseudopar-
ticle picture. Being the pseudovacuum not bounded from below, i.e, containing an
innite number of states, it is necessary to construct a proper physical vacuum for
the theory. For details on this, see appendix A as well as [28, 30] on the Massive
Thirring Model.
6.3 Lattice solution
In this section, we try a dierent approach to the two body problem in the IRLM
developed by Filyov and Wiegmann [56]. In particular, we describe the solution
of the model in the lattice, in order to see is we can get a dierent value for ﬁ in
6.103 that includes the g2 term. The solution of the model in the lattice introduces
a natural regularization, where now there is a minimum distance (lattice spacing)
between sites, as opposed to the eld theoretic description we have discussed ear-
lier. In this section, we recover Filyov and Wiegmann's solution for the two-body
scattering phase-shift with the correct parameter to rst order in g.
6.3.1 One particle states







cyici+1   "0dyd+ t0(cy0d+ h.c) +
U(cy0c0   1=2)(dyd  1=2) (6.112)
We wont go into details of the calculation of such states here, since they can be
found in the appendix. The single particle states are given by:
H^j	i1 = E1j	i1 j	i1 = cy0j0i+ ddyj0i (6.113)
























where we have dened  0 = (t
0)2 and  = 2(t sin(k)) 1. Notice the dierence
between the term we previously calculated in (6.24). As a consequence of the lattice,
the eigenvalue E1 enters the argument of the single-particle phase-shift.
6.3.2 Two particle states
Having calculated the single particle states, we now look at the two-body problem.
One needs to be careful here. By direct action of the hamiltonian over the two
particle state:
H^j	i2 = (E1 + E2)j	i2 (6.115)
we nd the following equations (see appendix for details):







  t(ﬃk+1;j + ﬃk 1;jk;0)
  t(ﬃk;j+1 + ﬃk;j 1j;0)
where i;j + i;j = 1. We look for solutions of ﬃ and  in the form:
d;j = ﬃd("1)ﬃj("2)f( j)  ﬃj("1)ﬃd("2)f(j)
2ﬃk;j = ﬃk("1)ﬃj("2)f(k   j)  ﬃk("2)ﬃj("1)f(j   k) (6.116)
The function f(k  j) is a phase factor due to the scattering of the two particles, so:
f(k   j) = eisign(k j) (6.117)
By taking into account that the single-particle states must also satisfy the single















which clearly requires E1 = E2, which is not allowed due to Pauli's exclusion princi-
ple. We have then to propose a dierent ansatz for the two particle states, in other
words, modify the solutions of the form (6.116) in order to get the correspondent
phase-shift between two scattering particles. This requires to take a bit of care about
the right or left moving nature of our particles in the lattice. We should remember
that such a lattice description does not transform left movers in x < 0 to be right
movers in x > 0. We take a look at this in the next subsection.
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6.3.3 The unfolded picture in the lattice
At this point, it is useful to consider all single-particle results obtained in the lattice




















A = eiU=2 = B 1 (6.119)
as well as the single particle equations (6.114) and the two particle equations (6.116)
(see appendix for these equations). In order to develop a valid solution of the two
body problem in the lattice, scattering between right and left movers needs to be
considered. Thus a new ansatz for the two-body wavefunctions is needed. The
function carrying the scattering phase shift between particles will be of the form:
f(k  m) = eisign(k m) (6.120)




On the other hand, a left mover scattering from a right mover contains:
A1B1e
ik1ne ik2mf(n  ( m))! A1B1eik1ne ik2mei (6.122)
where we have necessarily sign(n +m) > 0, since all coordinates on the lattice are
to the right of the dot, therefore n;m > 0 always. Thus, the single particle states
are now decomposed into right and left movers:
ﬃn(k) = ﬃ
R
n (k) + ﬃ
L
n(k) (6.123)








































The important quantity to calculate here is, as always, the two particle scattering
phase shift . We refer the reader to the appendix for a detailed calculation. By
applying the above ansatz into the two body equations (6.116), we obtain:
tan() = tan(g)
"2   "1
"2 + "1 + 2("0 + U)
(6.125)
which in the rapidities representation (and making "i ! "i + "0 + U) is:





Now, by looking at equation (6.104), we see that the above method fails to reproduce
the g2 term, but reproduces the rst order value of the ﬁ parameter, the one related
to both the Sine Gordon theory () and the Massive Thirring Model (). Our
attempt to recover the correct S matrix has failed once again, we believe, due to
missing physics when calculating the scattering process. At the moment, this is
work in progress.
6.4 Multichannel IRLM
To conclude, we look briey at the single particle description of the multichannel
IRLM. Previously, we have attempted to solve the problem of the IRLM in the
single channel version by Bethe ansatz. The generalization of such a solution to an
N channel IRLM has been developed by Ponomarenko [40]. However, his solution
by Bethe ansatz also lacks the factor proportional to g2 in the charge susceptibility.
This is in fact a very important factor, since now the thermodynamic exponent 
depends on the total number of channels N attached to the impurity:
 =
2
1 + 2g  Ng2 (6.127)
To see the origin of such a term in the two-body equations, one starts to solve the
generalized N channel problem.















dx(x)(dyd  1=2)( y(x) (x)  )
Here  represents each channel attached to the impurity site. A rotation of the
elds allows one to write the hamiltonian in terms of new fermionic operators:




















dx(x)(dyd  1=2)(cyi (x)ci(x)  )
+ U
Z
dx(x)(dyd  1=2)(y(x)(x)  ) (6.129)
We are here assuming the average values of the boundary operators to be all equal
to . The problem is then reduced to a single lead IRLM and N  1 non-hybridizing
leads interacting with the channel. We will rather choose to work with the unrotated
version of the model, as opposed to Ponomarenko. The single particle state is a linear





The hamiltonian acting over the state has several contributions. First, the non-
interacting and dot parts:





The hybridization part reads:









Finally the interacting part of the hamiltonian is:









Therefore there are N + 1 single particle equations, reading:
 i@xﬃ(x) + t0(x)d   U
2
(x)ﬃ(x) = "1ﬃ(x)





It is easy to see that these equations can be reduced to a set of two coupled equations
in the rotated eld (x), determining the scattering phase shift in this case. The
problem is then equivalent to a single channel hybridizing with the impurity and




(x) = Cei"1x+isign(x) (6.135)
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Note the inclusion of the N factor with t0. This equation is then similar in ap-
peareance to the one obtained for the single channel version equation (6.22). In this
sense, and because we work in the limit t0 ! 0, we observe no dierence between
this N channel version of the model and the single channel one. The extension of the
method to the two particle equations is something we are working on at the moment.
6.5 Summary of main results
In this chapter, we have presented the problems one faces with when applying the
Bethe ansatz to the IRLM. Our main problem is to nd the thermodynamic ex-
ponent to be equivalent to the one obtained by Bosonization and RG. It has been
shown that both calculations in [56, 40] do not reproduce this exponent correctly.
One of the main points we have illustrated here is the connection of the IRLM (a
quantum impurity model) with other integrable eld theories: the Massive Thirring
Model (MTM) and the Sine Gordon Model (SGM). In particular, relationships be-
tween parameters of the models have been stablished, leading us to conjecture the
exact form for the two-particle scattering processes in the IRLM. We have shown
the S matrix of solitons in the SGM (fermions in the MTM) to be in relation with
the one in the IRLM, by means of a dressing equation of the two-particle phase
shifts. It is quite remarkable that such bulk eld theories like the MTM and the
SGM nd similarities with a quantum impurity model by direct relations between
their microscopic parameters.
Finally, when going to a lattice description of the model, we introduce a natural
regularization in the problem. By solving the two body problem in the lattice, we
have reproduced the rst order term that matches both the MTM and the SGM to
the IRLM. The calculation of the g2 term in such relations still remains outstanding.




\Real knowledge is to know the
extent of one's ignorance"
Confucius
In this work, we have studied the IRLM in thermodynamic equilibrium from
a fundamental point of view, in order to get a full consistent theory of both its
thermodynamic and dynamic properties at low temperatures/energies. The IRLM,
being a strongly correlated impurity model, presents himself as a perfect theoretical
laboratory to understand such systems. Its apparent simplicity leads, however, to
an understimation of its range of applicability. In particular, its direct relation to
the Kondo model, which has been stablished in the last years as a well understood
model, can bring the idea that there are few things to say about it. This thesis has
precisely illustrated that this proves not to be the case in the IRLM. Although nu-
merous important works have been developed in the model (see the cited literature),
important aws in the theory have been xed.
To begin with, the fact that analytical approaches to the model by perturbative
RG don't match with numerics [38] at strong values of interactions comes from a
wrong interpretation of the relevant energy scale in the problem, and the lack of a
prefactor that depends on interaction in a non-trivial way (the exact solution). Such
a prefactor is proved here to correspond to an integrable bosonic eld theory with
a boundary term (the Boundary Sine Gordon Model). Secondly, in previous works
[37, 38], this energy scale   (without the prefactor taken into account) has been
associated with the impurity density of states, which is a dynamical quantity. One
of the main points illustrated in this work is the sensitive distinction we must take
into account when computing dynamical quantities as opposed to thermodynamic
ones.
Regardless of which quantity we look at, it is the scattering phase shift  of the
associated central scattering problem the parameter dominating all the RG treat-
ment, and thus all low-energy properties of the model. The RG treatment can be
equally well performed by considering the IRLM as a continuous eld theory with a
boundary (the Boundary Sine Gordon Model (BSGM)). By making this identica-
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tion, we have proved the exact expression of the relevant energy scale in the BSGM
to correspond to the relevant energy scale in the IRLM. Furthermore, NRG simula-
tions have supported this idea with a very good agreement. The fact that one can
reproduce eld theoretic results from a lattice model with microscopic parameters is
one of the central results in this thesis. One immediate consequence of this is that,
at least in the single channel IRLM, both the lattice and the eld theory versions of
the model are equivalent to describe its low-energy properties, without taking into
account any regularization scheme in the continuum. This result also connects with
the exact solution of the model by Bethe ansatz, which has been believed to be de-
pendent on dierent regularizations of the elds. We consider this analogy between
the lattice and the eld description to be an important argument in favour of our
xed cut-o theory, as opposed to regularization schemes that have been proposed
in the two channel version of the model in order to match dierent limits [51]. To
further support our arguments, a treatment in the strong coupling limit of the model
has been performed in the lattice. As it has been shown, the relevant energy scale
in this limit matches the analytical formula developed by integrability of the BSGM.
In general terms, thermodynamics of the multichannel IRLM have also been
considered. Generalization to the multichannel case has already been discussed pre-
viously [38] presenting similar mismatches between theory and performed numerics.
In analogy with the single channel version, our rst approach is the calculation of
the so called thermodynamic exponent by bosonization. This result, despite being
reported in [38, 39, 50], it is not mentioned to be exact. The important part about
this calculation shows that the Nth channel generalisation introduces the total num-
ber of channels in the model N coupled to the interaction constant in second order.
In other words, to observe dierences between thermodynamics of the single channel
IRLM and the multichannel version, one needs to go to second order in g. With
regards to the mentioned mismatches between theory and the performed numerics
[38, 52], our approach elucidates why such mismatches occur: In accordance with
results from the one channel IRLM, we believe these mismatches to correspond to
the lack of an exact expression for the prefactor in the relevant energy scale for-
mula. Such prefactor has a non-trivial dependence on the interaction parameter g.
This implies important changes in the computation of relevant physical properties.
For instance, in the two channel version of the model, a duality in the thermody-
namic exponent occurs. It has been said that such duality has to be preserved in
the relevant energy scale of the problem [51] by introducing the appropiate cut-o
regularization when going to the continuum. Performed numerics [53] have shown
this not to be the case in the IRLM, suggesting the duality is broken in the strong
coupling limit: Instead of recovering the non-interacting value  0 for the energy
scale, this one goes to a zero value, therefore implying innite correlation length in
this limit. We believe this eect, which is recovered in the strong coupling limit in
the lattice, to be a real one, and not dependent on regularizations. In other words,
the cut-o of the theory is xed and does not depend on g. In this thesis, we sup-
port this idea from our treatment of the single channel version of the model, and
its full capacity to reproduce results in the continuum from the lattice viewpoint.
We therefore conclude that the duality is broken in the two lead case when going to
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the strong coupling limit, and that such eect has to do with the (at the moment
unknown) exact form of the prefactor in   for more than one channel. Extrapola-
tion of exact results for the single channel IRLM to two or more leads has not been
performed and would be desirable.
The separation between thermodynamic properties of the model and its dynam-
ics (i.e. the impurity spectral function) is central in this thesis. Our results agree
with previous publications [37, 38, 39, 55] in the weak coupling limit of the theo-
ry. Results of [38] suggested that even for small values of interaction, analytical
expressions for the dynamic width  d deviate from numerics. In this work, several
important results need to be mentioned. In the weak coupling limit, the impurity
spectral function is a Lorentzian, as perturbation theory shows. As soon as one
goes to order g2, this Lorentzian shape starts to dissappear. The central peak in
the spectral function broadens with interaction, but at suciently large values of
g, it develops a splitting in the central region. Such splitting has been reported for
the Anisotropic Kondo Model (AKM) [95], which we know is in direct relation with
the IRLM [36]. In order to dene some sort of dynamical hybridization, one focuses
in the ! = 0 sector of the spectral function. It turns out that the scaling of the
hybridization parameter t0 with interaction g is dierent than the one present in
the thermodynamic energy scale  . Despite being both exponents dierent, NRG
simulations suggest a relation between both. The most important result on this is
that the spectral function shows an universal curve at xed g when scaled with this
exponent. On the other hand, in such universal curves, the excitation energies of
the system ! prove to scale with the thermodynamic width  . The origin of these
two dierent low-energy scalings in the dynamical quantities of the model is at the
moment unknown to us, and further work on this is required on the analytical side.
In spite of this, we can conclude that dynamical quantities in the model behave in
a dierent way as thermodynamic ones. Whether this is due to the appeareance of
a second energy scale in the model or not, is some that requires further investigation.
Integrability of the IRLM and its exact solution by Bethe ansatz has also been
presented. In particular, it has been shown that results of [56] do not reproduce
the well known thermodynamic exponent  correctly. The fact that one cannot
reproduce the g2 term in the exponent seems worrying, since it is precisely this ter-
m the one that dierenciates the single channel IRLM from the multichannel case.
Without it, one cannot benet from the extension of the method to more leads [40].
One of the arguments could be that in order to reproduce such term, one needs to
regularize the theory correctly. Once again, we have to disagree on this, support-
ed by our previous arguments on the equivalence between the eld and the lattice
description at low-energies. We have precisely shown that, even when going to the
lattice version, solving the two-body problem does not reproduce such term. On the
other hand, a direct correspondence between the S matrix of solitons of the Sine
Gordon Model and that of the IRLM has been stablished, by following works of
[28, 35]. The search for such g2 is of primarily importance in the model. The fact
that one does not reproduce the well known result has to do with the complexity
of the method as compared to the bosonization approach. Our view on this is that
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either some fundamental physics are missing in the description of the problem or
some technical steps have not been performed in the correct way. We will be working
on these issues in the near future.
To conclude, we want to remark the importance of the IRLM in the ground-
breaking study of non-equilibrium phenomena in such strongly correlated impurity
systems [44]. The approach developed in [44] relies on integrability of the model, in
order to extrapolate the Bethe ansatz method to the non-equilibrium case. However,
the solution of the two channel version of the model in non-equilibrium (that is, al-
lowing transport) has only been satisfactory compared to numerics at a single value
of interaction [45, 48], therefore the development of a whole theory for any other
value of interaction is desirable. As we have already seen in this thesis, application
of Bethe ansatz even in equilibrium presents a challenging task; we give full credit to
[40, 56] in this aspect, understanding that such solutions need modication in accor-
dance with our results exposed here. We believe the study of equilibrium properties
of the model to be relevant, concretely in the description of the long time (steady
state) limit of such non-equilibrium situation. In this sense, the full understanding




Ground state of the Massive
Thirring Model by Bethe ansatz
In the MTM, the hamiltonian is not bounded below, and therefore accounts for an
innite number of states. Such a picture is deceptive, and one then needs to ll the
vacuum of the theory in the correct way. This is the approach followed by Korepin
[28, 30] and we expose it here in detail.
The vacuum state of the massive Thirring model consists on lling all negative





where jkj < . Here, all rapidities  then have zero imaginary part, but the
physical rapidities  lie along the line i in the complex plane. The distribution of
rapidities is given by the above integral equation. For the vacuum of the theory, this
equation is solved in the asymptotic limit !1. This procedure is also found in
Berno and Thacker.
Now, consider adding a pseudoparticle with positive energy, which implies we
add p with Im(p) = 0. Then a new term appears in the scattering, as a scattering
of one negative energyparticle with a positive energy one. The equation is then:
m0L sinh(

i ) = 2ni +
X
k 6=i
(i   k) + (i   p + i) (A.2)




cosh(k) +m0 cosh(p) (A.3)
The following functions are conveniently introduced:
Wp(i) = L(i   i ) Fp(i) = W (i)(i) =
i   i
i+1   i = fp(  p) (A.4)
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These are called the shift functions. Now, we subtract this Bethe equation from the





(i   i )




(i   k)  (i   k)
 (i   p + i) (A.5)
Taking the L!1 limit this is:
m0 cosh() =  (W ()) 1(  p + i) (A.6)
where the second term of the right hand side has been neglected in this limit, being
of order 1=L. Then using the equation for the the vacuum:




0(  ) + 2Fp() (A.7)
As we can see, this is a dressing equation for the shift function Fp(). Its derivative
is of importance, since it allows to solve the equation by Fourier transformation:




0(  ) + 2F 0p() (A.8)
Introducing a positive energy particle in the system pushes some of the particles
further than . There is then a change in the number of particles beyond the
cut-o, given by the following formulas:
N() =  Fp() N( ) = Fp( ) (A.9)
Then, the "true" vacuum energy due to this is:
EV ! EV  N()( m0 cosh()) N( )( m0 cosh()) (A.10)
The excitation energy (of the included pseudoparticle) can then be calculated as
a dierence:
"p = Ev+p   Ev = m0
X
k







This describes an excitation in the zero charge sector, where one particle has been
removed from the vacuum and promoted above the highest energy level, leaving a
hole behind. We can express the hyperbolic sines terms in the following way:
cosh(k)  cosh(k)
k   k
(k   k) = sinh(k)(k   k) (A.12)
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Then the equation is:










d cosh()F 0p() (A.13)
where the last step is the denition of integral by parts. Thing is, to know the func-
tion F 0p(). This function can be calculated from eq. (4.15) by taking the derivative
of the expression. Then the integral can be solved by Fourier transformation. In
order for this to be nite, a renormalization of the bare mass m0 as a function of the



















which is the asymptotic behaviour of the function. As  ! 1 the integral on the















2 cosh((   + ig)=2) cosh((     ig)=2)d (A.16)
Lets take a closer look at the kernel of the expression:
K(z) =
sin(g)
2 cosh((z + ig)=2) cosh((z   ig)=2) (A.17)
Using the relations between sums of hyperbolic cosines, we get:
K(z) = tan(g=2)
1
1 + (sinh(z)= cos(g=2))2
(A.18)
so the equation to solve is:
ae 






1 + (sinh((  )=2)= cos(g=2))2d (A.19)
The formal solution of this equation can be found in [30]. It admits a general form








(1 + (sinh((  )=2)= cos(g=2))2   (tan(g=2)=2)





The above equation is solved [30] with the following asymptotic behaviour:
() =
ag







The expression for the massless Thirring model comes from taking the limit:
lim
a!0;0!+1
ae0 = b (A.22)
being nite. Then the expression is:
()m=0 =
gb





This is the distribution for the rapidities, where now the physical rapidities represent





Thus, the inclusion of a particle-hole excitation carries an adjustment in the physical
vacuum of the theory. As a consequence, the rapidities are renormalized. Note that
such a renormalization in the Massive Thirring Model has been carried for the limit




Bosonization in the IRLM
Consider the non-interacting term H0 of the IRLM. We know that, once we linearize
the spectrum, the hamiltonian for non-interacting fermions is a Dirac hamiltonian,






 y(x)@x (x)   y(x)@x  

(B.1)
Reading the expression above, the non-interacting hamiltonian for conduction elec-
trons is divided into right and left movers. The integral just runs from  1 to 0
since the lead is semi-innite.
In that particular model, there is a boundary condition for the conduction elec-
trons:
 y(0) =  y(0) (B.2)
wich permit us to unfold the elds. Consider a right moving fermion along the
wire (negative x direction). When the fermion reaches the boundary, it scatters and
moves towards left. However, we can consider instead to extend the space to +1,
where the fermion would keep going as a right moving one. We can then make the
following association:
 y(x < 0) =  y(x > 0) (B.3)
Therefore, we can write our conduction fermions simply as right movers, thus one




dx y(x)@x (x)x (B.4)











so that ﬃ(x) is a chiral bosonic eld. We take a look at the hopping term of the
hamiltonian:
HJ 0 = J
0 dy 0 + h:c (B.6)
We will transform the impurity operators into spin operators as we did before, and
the elds. However, we will use a more generic prefactor for the operators in order
to commute, which are not relevant since they are not dynamical. They are only
included to preserve the anticommutation relations.
d = S  dy = S+
(dyd  1
2



























Consider now the case where J 0 = 0. In that specic situation, the hamiltonian
H is reduced to a scattering problem for the eld ﬃ (a free boson propagating
freely, reaching a boundary at x = 0), therefore the scattering phase shift  can be






We should notice that the expression above is in units of vF = 1, otherwise is
senseless. In the low coupling, that is, for values of U suciently small, the scattering
phase shift can replace the interaction U , so we identify:
U = 2 (B.10)
The common trick used in impurity problems (see Gogolin et al.1) is to make use of
a unitary transformation acting on the hamiltonian. Such a unitary transformation
is chosen arbitrarily, and dependent of a parameter  to be determined. In fact, this




As we can see, U depends only on Sz and the elds ﬃ(x). It does not depend on
S+ and S  explicitly, but we know both are related to Sz by usual commutation
relations.




1Gogolin, Tsvelik, Nersesyan. "Bosonization and strongly correlated systems"
136
Appendix B








We now make use of the Baker-Hausdor formula:
eiG^O^eiG^ = O^ + i[G^; O^] +
(i)2
2!
[G^; [G^; O^]] + ::: (B.14)
We see clearly that the operator U commutes with Sz following (1.26). However,
we must be careful about the commutator for bosonic operators. Since for dierent
sites, there exists a non-locality, the following commutation relation holds:
[@xﬃ(x); ﬃ(y)] =   i
2
(x  y) (B.15)










Sz@xﬃ(0)  [ﬃ(0); [ﬃ(0); @xﬃ(0)]] + ::: (B.16)
We don't need to go further than the rst term. We have dened  including all
terms of the unitary transformation. We see that the second term on the r.h.s is
nothing but a constant (although is an innite constant mathematically speaking!),
so we can get rid of it, whereas all higher order terms are 0, since the (x) function
commutes always with the elds. Thus, the action of the unitary transformation
over the phase shift term just provides a constant, that we can forget in the following
treatment, since it doesn't have any eect on the scaling of the operators.
We turn our attention now to the non-interacting part of the hamiltonian H0.
Again, we can take out the Sz operator, which will not have any eect over H0, so























We can now use the relation:
[A^; f(B^)] = [A^; B^]f 0(B^) (B.18)
and the commutation relation showing the non-locality of the elds:
[@xﬃ(x); ﬃ(y)] =   i
2
(x  y) (B.19)
Introducing that in (1.32), we nd:






We see that the action of the unitary transformation over the non-interacting hamil-
tonian adds a shift in the derivative, that is, in the scattering phase. That is im-









Sz@xﬃ(0) = 0 (B.21)
Indeed, that why we used the unitary transformation U , to get rid of this interacting





Finally, we have to treat the hopping term (the one with J 0), to see how it is
transformed by U . We see clearly that U commutes with the eld at the impurity
ﬃ(0), however, it doesn't commute with the spin operators S+ and S , since it
depends on Sz. Let's see how it aects the operator S+. Again, using the BH
formula:





[Sz; [Sz; S+]] + ::: (B.23)
We now use the known relations:
[Sz; S+] = S+ [Sz; S ] =  S  (B.24)
Therefore, we obtain:
U yS+U = S+e i
p
4ﬃ(0) U yS U = S ei
p
4ﬃ(0) (B.25)
We turn our look back to hamiltonian (1.23). The part with U has been cancelled
choosing the appropiate value of  = 2

. The H0 part remains after the transfor-
































We see that for  = 0, we recover the scaling for a free fermion operator. Since the
scaling is not 1
2
, those operators are not representing fermions anymore, but anyons
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instead (they don't commute nor anticommute). To remember where the scaling







4 = jx  yj 2d (B.29)
We have calculated the scaling for the new vertex operators in the one lead case.
We will move now to the general case when N leads are coupled to the impurity.
The IRLM with N leads
Consider again the IRLM hamiltonian, in expression (1.23). Since having N leads
just adds N dierent bosonic elds to it, we can write the bosonized form of the N






















The treatment of the model is exactly the same as in the one lead case. The only
thing changing is the unitary transformation we will apply to the hamiltonian. Since









and apply it to the whole hamiltonian as we did before. The advantage we have
earned with the one lead case is that now we know how such a transformation aects
every term of H. But we must be careful about it.
Acting over the U = 2 term, we know that it just produces a constat (in this
case, N constants), and we can no longer consider them. We act over H0, and we
know that, on the a lead:


















Sz@xﬃa(0) = 0 (B.32)







2There are innite possibilities to choose, but for convenience we choose that one (the scaling
is independent of which transformation we choose)
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We are just left with the action of the unitary transformation over the S+ and S 
part. We know from equations (1.40) how this is done. So, again for each lead, we
will have:
















j 6=a ﬃj(0) (B.35)
Since there are dierent elds in the exponentials, when we work out the correlator
for the vertex operators all factorize, and the scaling is just the sum of the scalings
of each vertex operator:






In this case, for each term there are exactly N   1 equal scaling operators, and
an operator with the (1   p
N
) factor. Therefore, one of this operators (all the













































N   1 + (1  )2 (B.41)










This is the scaling of the operators associated with the hopping term. We will now
proceed with a renormalization analysis to gure out the renormalized parameter
when we integrate over all high energy momentum (fast oscillating modes). Howev-
er, there is an important remark that has to be done here.
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It turns out that, for specic values of , the IRLM shows a duality, more specif-
ically, the scaling doesnt change. We want to replace:
 =    a (B.43)
where a has to be determined. In that case, lets work out:




















The last part has to be identical to 0, so that the scaling doesnt change. Taking
that into account, the non-zero solution is:
a = 2   
N
(B.45)
So the duality occurs at:
 =    a = 
N
   (B.46)
At N = 1, there is no duality. For the case of two leads, we nd out that this





! d = 1
2
(B.47)
The case of  = 
2
corresponds to innite interaction U ! 1. Therefore, a new
fermionized version of the model is recovered when this happens:
H = H0 + 0d
yd+ J
0 
dy y1(0) + d
y y2(0) + h:c

(B.48)
However, we should notice that this hamiltonian, as it is expressed, doesn't describe
a hybridization between the conduction electrons and the impurity (since now, both
the impurity and the conduction electron are annihilated or created at once), so
it has a more dicult physical interpretation. In the case of two leads, when the
interaction between the leads and the impurity is innite, the hopping is supressed.
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RG treatment and the Sine
Gordon model
Here we follow the treatment done in [66]. Consider a gaussian model that includes
a perturbative term in the action:








Where a is a constant to x the units of the expression. The S0 part is the Euclidean
action, and the perturbative part is governed by the unitless parameter g.  is a
bosonic eld.
With respect to the IRLM treated before, we can make use of this model to see
how it behaves under a renormalization of the parameters. All we have to do is
to consider our scaling of the operators dened by . This eld lives in the rst
Brillouin zone in k space, however, the model is limited in k by an ultraviolet cut-o
. We can now move innitesimally from this cut-o to a lower one, lets say 0,
and see how the parameters renormalize under this change.














(x) = 0(x) + h(x) (C.2)
We see that the eld h(x) includes all fast oscillating modes, those with higher k.
Our purpose during the RG procedure is to integrate all these k, ending to a new
cut-o 0. To recover the original cut-o , we need to renormalize the parameters.







The factorization of the fast and slow elds follows from the fact that they don't












To get an eective action, we exponentiate the expression in brackets:
Se = S0[0 ]  log
 hS1[0 + h]ih (C.6)
This eective action can be expanded in powers of g, the coupling parameter in the
action. We do it step by step. Clearly, the zeroth order term is S0[0 ]. To calculate
the rst order term:












Evaluating this at g = 0 and multiplying the expression by g gives:
S
(1)
e = hS1[0 + h]ih (C.7)
as the rst order correction. When going to second order, the second derivative









dx2 cos (0 + h)e
 S1[0+h]
2










When evaluating at g = 0, notice that:
hS1[0 + h]ih = 1 (C.8)





hS1[0 + h]i2h   hS21 [0 + h]ih

(C.9)
The total eective action is, up to order g3:
Seff = S0[0 ] + hS1[0 + h]ih + 1
2





We focus on the rst term:
hS1[0 + h]ih = Z 1h
Z
Dhe S0[h] cos (0 + h) (C.10)
Express the cosine with its exponential form, and since 0doesn't play a role, it
can be taken out of the integral:









This leaves a gaussian integral in the eld h, that, when passing to momentum
space, will only integrate fast modes with 0 < k < . To see this, lets expand the
exponential:
eiﬀh  1 + iﬀh  1
2
2h2 +O(h3) (C.12)
Where the rst momentum integral hhih = 0 due to the asymmetry in the integral.
The second momentum integral is just the propagator of the theory for S0. In this
case, the propagator satises:











Since we are integrating only fast modes, the exponential above can be expanded
by Taylor series. To rst order of approximation, this gives:











where dl = ((  0)=0) = d log  Therefore, the action maps into a new action:








with g0 = g(1   ddl) The next step is to recover the original cut-o of the theory.
We have changed momentum, rescaling it by an amount =0, that is:
k0 = (=0)k  (1 + dl)k x0 = (1  dl)x (C.17)
so that we maintain the scalar product in order dl. With that, the dx02 gives a term:
dx02 = (1  dl)2dxdﬁ  (1  2dl)dxdﬁ (C.18)
We want exactly the opposite, since the terms of x and ﬁ in the action above are the





x0  (1 + dl)x0dx2  (1 + 2dl)dx0dﬁ 0 (C.19)
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dx0dﬁ 0 cos(0) (C.20)
with g0 = g(1 + (2   d)dl), a renormalized coupling constant. When the dierence
in g0   g is small, we have the dierential equation:
dg
dl
= (2  d)g d = 2
4
(C.21)
Here, l = log , so that this equation describes the change of the coupling constant
under variations of the cut-o parameter. This provides a direct expression for the
associated mass gap of the model, or the relevant energy scale:
  g 12 d (C.22)
This can now be applied to the IRLM. After bosonizing the hamiltonian, we can
map the model to a generalised boundary sine Gordon model. The boundary comes
from the fact that the fermionic elds of conduction electrons happen at x = 0.
Thus, the only change with respect to the sine Gordon case, is that the exponent is:
  t0 11 d (C.23)



















Strong coupling in the N = 2
IRLM
In this limit the impurity and the last site of the wire can be treated separately from
the bath initially. However, now we have 8 states, so we work in the many-body
basis with a 88 matrix. However, since particle number is conserved in the IRLM,
this is a block matrix:0
BBBBBBBBBB@
U=2 t0 0 0 0 0 0 0
t0 "0 t0 0 0 0 0 0
0 t0 U=2 0 0 0 0 0
0 0 0 U=2 + "0 t
0 0 0 0
0 0 0 t0 0 t0 0 0
0 0 0 0 t0 U=2 + "0 0 0
0 0 0 0 0 0 U 0




We just need to diagonalize the blocks. The rst block corresponds to N = 1 states,
just one particle in them. Note that U is a very large number, but we will take the
limit at the end. In the matrix above, the states are ordered as:
fj100i; j010i; j001i; j110i; j101i; j011i; j000i; j111ig (D.2)
For the rst block, we nd the following eigenvalues and eigenvectors:
a = +U=2 jai = 1p2(j001i   j100i)
b =










("0 + U=2) + 
2
jci =  






where we have dened:
 =
p
8t02 + ("0   U=2)2
 = "0   U=2
 =
p
16t02 + 2( + )2
 0 =
p
16t02 + 2(  )2 (D.4)

















(1 + x) +
p
8y2 + (1  x)2





x  1 +p8y2 + (x  1)2q





16y2 + 2(x  1 +p8y2 + (x  1)2)2 (D.6)
Those are the coecients that are relevant when we project onto the low energy
subspace.
Similarly to the one particle states subspace, we nd for the two particle sub-
space:
d = "0 + U=2 jdi = 1p2(j011i   j110i)
e =










("0 + U=2) + 
2
jfi = +





 = "0 + U=2
 =
p
8t02 + ("0 + U=2)2
 =
p
2(   )2 + 16t02
0 =
p
2( + )2 + 16t02 (D.8)



























x+ 1 p(x+ 1)2 + 8y2q





16y2 + 2(x+ 1 p(x+ 1)2 + 8y2)2
(D.11)
In the large U limit, we have the following eigenvalues of the matrix:
000 = U 111 = U









(1 + x) p8y2 + (1 + x)2
c = (U=4)

(1 + x) +
p




(1 + x) +
p











We can neglect all higher powers of x and y (x; y << 1). Taking only linear terms
we have:
000 = U 111 = U
a = U=2 d = U=2
b  "0 +O(x2) e  U:0  k
c  U=2 f = U=2(1 + x)
(D.14)
The next order corrections involve terms of high powers of y, and thus can be ne-
glected. We see clearly that our ground state is b for negative values of "0, since
e remains nite but greater or equal to 0.
To summarize, there are two manifolds in the large U case: A low energy sub-
space, formed by two eigenvalues (b and e); and a high energy subspace, with
degenerate eigenvalue U (for very large values of U).
As we have seen previously, the low-energy subspace is formed by two states, jbi
and jei, when the value of U is high compared with the rest of parameters "0; t0.
The diagonal part of the hamiltonian in the low energy subspace can be expressed
as:
HDL = bb









where b; e are in relation with the original fermionic operators. In fact, the ground
state of the system denes the form of b:
jGSi = byj0i = jbi =  j100i+ j001i+ j010i (D.16)
and therefore, we identify:
b = cL + cR + d
(D.17)








where t is the new hopping parameter that links the impurity + site with the bath.
We are supposing that both baths, to the left and right, are equal, therefore the
density of states is the same for both. P^L is the projector of the low energy subspace,
since we are only interested in how this operator acts on this manifold. The projector
is:
P^L = j010ih010j+ j101ih101j (D.19)
Or for simplicity, we use the notation introduced before:
P^L = jbihbj+ jeihej (D.20)
where the states are dened as:
jbi = c1j100i+ c1j001i+ c2j010i
jei = d1j110i+ d1j011i+ d2j101i (D.21)
where the c; d are coecients of the change of basis. We will work out one of the













jbihej =  d1c2 + d2c1cy1;L^ (D.22)
where we have dened  as the operator that changes from the state jei to state jbi.








The quantity t(d1c2+ d2c1) denes the renormalized hopping parameter. According
to our previous denitions(the coecients we worked out before), this is:













So we can simplify in terms of x and y:
4t0

   U +  +  (D.25)
where we have used that    =  U . Dividing everything by U=2 we have:
4y
(2=U)(2=U)
   2 + (2=U) + (2=U) (D.26)
This expression is a complicated function of x and y, and we are interested in its be-
haviour at the point (0; 0). If the answer is nite at this point, then the result from
bosonization is recovered. We can see directly what happens at both x = 0; y = 0.
At this point, we have 0=0, and we need to resolve the indetermination. The series
expansion for this turns out to be proportional to y and therefore, the limit is zero.
The quantity can be simplied for small values of both x and y, and it ends up
being:




With that, the new coupling parameter to the bath is:




So that the new width decreases as (1=U)2, as opposed to the one channel case.
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The IRLM as a sequence of X-ray
processes: U 6= 0
In this part, we attempt to generalize the method used for the U = 0 case, in order
to calculate the impurity correlator when U 6= 0. At this stage, it is important to
mention again that we are interested in the local impurity density of states, and not
into the response function of conduction electrons due to a change of sign of the
scatterer source.
At U 6= 0 but t0 = 0, the correlators have been found in the literature [17, 54] for
both the impurity and conduction electrons. The process can be understood as an
X-ray edge one, where both the impurity and the conduction electrons recombine
when the hole has been created in the system (see chapter 1). In that sense, one
can take directly the correlators found by Nozieres and De-Dominicis [17], which we
write explicitly here following their notation:






where g = 2= in the IRLM, and we have included the factor with ﬁ ! 0+. We
have also absorbed the imaginary unit in 0, as in [17] 0 is said to be pure imaginary.
In our notation, then 0 is real. Thus, the conduction electrons propagator has two
contributions:
Gc(t) =  i0sign(t)(t)(0t)2g   00(0t)2g 1 (E.2)
Now we proceed in the same way as before. All times are taken in increasing
order, so sign(t) > 0 always. The rst order correction to the impurity progator
is given by an expression similar to (5.10), by substituting the propagators for the








d(t  t2)Gc(t2   t1)Gd(t1) (E.3)
It is clear that now the imaginary part of Gc(t) gives a zero contribution to this
amplitude. Thus the only contribution comes from the real part. Then we nd for
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dt1(t2   t1)2g 1t g21 (E.4)







  = 1 + 2g   2g2 (E.5)
where  (x) represents the gamma functions,  0 = 0(t
0)2 as usual, and we have
dened the parameter  for convenience. Note that this expression presents a diver-








dt2n 1Gd(t  t2n)Gc(t2n   t2n 1)Gd2n 1(t2n 1) (E.6)











 (2g) (1  g2) (1 + )
 (1 + 2 + g2)
(0t)
2+g2







 (1 + 2 + g2)
(E.8)
Curiously, we nd both expressions to dier by the imaginary unit and the change
 ! 2 + g2. One can then generalize this to the nth term by the appropiate
substitution. The nth term of such a series is of the form:







 (1 + 2n + (2n  1)g2) (E.9)
That such a term satises equation (E.6) can be easily proved by induction. The
total correlator then reads:









 (1 + (2n=)  g2) (E.10)
where we have made use of the identity:
n + (n  1)g2 = 2n=  g2  = 2
1 + 2g   g2 (E.11)
thus referring to the thermodynamic exponent we described in previous chapters.
We know in fact that such exponent appears in the relevant energy scale of the
problem. Expression (E.10) can be Fourier transformed and summed over. One is
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only interested in the imaginary part of such FT, so that the spectral function on
the impurity site reads:








Remembering that equation (E.10) is dened for jtj, we can calculate the Fourier
transform of each of the contributions in the series:Z +1
 1






In order to get a full expression for A(!), one needs to sum over all the contributions
of the series. Whether the total sum of expression (E.10) gives the actual impurity
density of states is something we are still working on. At this stage, a numerical
approach results more convenient, and this is described in the next sections, where





The action of the hamiltonian over the two body state j	i2 has several contributions.












It is clear from here that there are only two non-zero possibilities: either x = x1 or
x = x2. Thus:
 (x)jx2; x1i = (x  x1)jx2; 0i+ (x  x2)j0; x1i (F.2)
This gives the total contribution:
H0j	i2 =  i
Z
dx1dx2(@x1 + @x2)ﬃ(x1; x2)jx2; x1i   i
Z
dx1@x1(x1)j1; x1i (F.3)




The hybridization term is:












Due to the minus sign arising from permuting fermionic operators, it is important




Ht0 j	i2 = t0
Z
dxdx1dx2(x)d





From the rst contribution, there are two possibilities:
 (x)jx2; x1i = (x  x1)jx2; 0i+ (x  x2)j0; x1i (F.7)
Both terms give the same contribution in the form:
Ht0 j	i2 = 2t0
Z
dx1ﬃ(x1; 0)j1; x1i+ t0
Z
dx1dx2(x2)(x1)jx2; x1i (F.8)







by using the antisymmetry property of the state jx2; x1i =  jx1; x2i.
The interacting term of hamiltonian (6.2) is:
HU = U
Z





dx(x) y(x) (x)  U
Z
dx(x)nd + U=2 (F.10)
where the constant part at the end is neglected. The term proportional to  y(x) (x)












dx1dx2(x2)ﬃ(x1; x2)jx2; x1i (F.11)
The + sign for the rst term comes from the fact that counting the number of
electrons in x when the impurity is lled gives a permutation, by denition of the











The total contribution of the interacting term is then:
HU j	i2 = +U
2
Z













Putting all contributions together, we arrive at the two equations determining 
and .
The rst equation with (x1; x2) is identically 0 by substituting the form of the
states. This checked carefully here by splitting all terms. Lets start by the rst
equation. To simplify notation, we identify "1 = 1 and "2 = 2.








where we have dened f(ﬀ) = f(x1   x2) and used the fact that:X
i
@xif(ﬀ) = 0 (F.16)
































We need to check if this rst equation is identically zero for this choice of the func-
tions. They do, and to prove this, we need to separate terms with f(ﬀ) and f( ﬀ).
Thus, for the selected form of the solutions, the rst equation in (6.31).
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Obtaining the scattering phase-shift

























=  (E + "0 + U)2ﬃ1(x)f(x) (F.21)
The trick now is to realize that the one particle equation involving  must be satised,
so with all terms on the left side, we have:
 i2@xﬃ1(x)f(x)  i2ﬃ1(x)@xf(x)  f(x)ﬃ1(x)"12 + U
2
(x)2ﬃ1(x)f(x) (F.22)
Now, we add and subtract the quantity (U=2)(x)2ﬃ1(x)f(x) and recall that:
 i@xﬃk(x)  "kﬃk(x)  U
2
(x)ﬃk(x) =  t0(x)k (F.23)
so the nal terms are:
 i2ﬃ1(x)@xf(x)  t0f(x)12(x) + U2(x)ﬃ1(x)f(x) (F.24)
The rest of terms of the equation are calculated in the same way by just substituting
f(x)! f( x) and the index 1! 2. Then the total equation to solve is:
 i2ﬃ1(x)@xf(x)  t0f(x)12(x) + U(x)2ﬃ1(x)f(x) +
i1ﬃ2(x)@xf( x) + t0f( x)21(x)  U(x)1ﬃ2(x)f( x) = 0 (F.25)
where there is a term:
t012(x)(f( x)  f(x)) (F.26)
that is zero exactly at x = 0. We now recall that:
ﬃk(x = 0) = kk (F.27)
where k =
"0+"k+U






@xf( x) = E2(x)f( x)  E1(x)f(x) (F.28)
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where we have dened:
Ei =
U("0 + "i + U)
t0
(F.29)





(e + e i) = cos (F.30)
and we integrate both sides between an innitesimal interval [ ; ]. The functions









= (E2   E1) cos =
 i

(E1=U)(f()  f( ))  (E2=U)(f( )  f())

= (E2   E1) cos(F.31)






= 2((E1 + E2)=U) sin = (E2   E1) cos(F.32)
So the nal equation for the phase shift is:





"1 + "2 + 2("0 + U)

(F.33)
and so the nal form of f(x) is:
f(x1   x2) = f(0)e i("1;"2)sign(x1 x2) (F.34)
Wiener-Hopf method in the IRLM
We want to apply the Wiener Hopf method in order to nd the rapidities distribution
for the IRLM. The rapidities distribution equation is given in Filyov-Wiegmann's
paper [56]:



















This can be written as:











It is convenient to make it look similar to the kernel for the massive Thirring
model, since results derived by Korepin can be used. The massive Thirring model
has the following scattering phase shift:










where ! = (   )=2, being  the coupling in the Thirring model. For the IRLM,
we have ﬁ = U=2 and:
IRLM() =  i log

1  iﬁ tanh(=2)
1 + iﬁ tanh(=2)

(F.39)
dening a new parameter ﬁ = cot, we can express it as:






It is clear that both kernels are equivalent if we identify:





!  = 2arctan(U=2)! (2=) = 1  g (F.41)
In order to apply the Wiener-Hopf method, we calculate the Fourier transforms
of each of the terms. For the r.h.s of the integral equation, a trick is to extend the












which has a pole at  i. This Fourier transform is only valid if the variable p satises
Im(p) >  1, otherwise, the integral diverges. The Fourier transform of the kernel is
the same for both the massive Thirring model and the IRLM. The kernel is:
(1=2)@=@ =  K(  ) = 1
2(2)
sin(2)





cos(2)  cosh(  ) (F.43)
























The Wiener Hopf equation above can be written as:











Our treatment follows Tsvelick and Wiegmann [60], and Hewson [61]. The rst step
of the Wiener Hopf method is to separate the distribution () = +() +  () as
a sum of an analytic part in the upper/lower half planes of . We have:
+() = 0() +
Z +1
0




dK(  )()+  < 0 (F.47)
Then we can take all Fourier transforms, and the equation is:
 (p) + (1 K(p))+(p) = 0(p) (F.48)








The next step is to factorize the kernel into a part analytic in the upper half
plane and another in the lower part. Then we nd:
1 K(p) = +(p) (p) (F.50)
The following identities for the gamma functions are useful here:
sinh(y) =
y
 (1 + iy) (1  iy)
cosh(y) =

 (1=2 + iy) (1=2  iy) (F.51)
Then we can rewrite:
1 K(p) = 1 + sinh( pg)
sinh(p)
! sinh(x) + sinh(y)
sinh(x)
(F.52)
Now we make use of the identity:



























Making use of the identities with the Gamma functions, we can rewrite this as:
1 K(p) = (1  g)
Q
  (1 ip)Q
  (1 ip(1  g)=2) (1=2 ip(1 + g)=2)
(F.55)









(1  g) (1 + ip)
 (1 + ip(1  g)=2) (1=2 + ip(1 + g)=2)e
ip (F.56)






















which is always < 0. The following relation for the gamma functions is useful here:
 (z + 1=2) = 21 2z1=2
 (2z)
 (z)
 (z + 1) = z (z) (F.58)
The function 0(p)= (p) can be separated into a sum of an analytic part in
the upper half-plane and another analytic in the lower-half plane. For this, the
function is analytic within some strip of the complex p plane, that is, within a
region a < Im(p) < b.






z   p (F.59)
Note that the minus sign arises when we integrate in the complex plane in opposite
direction, that is, the lower half-plane. In this case, the region of analyticity of the
function is the strip  1 < Im(k)  1=(1+g). Coming back to the Fourier transform
equation we have:
 (p)= (p) + u (p) = u+(p)  +(p)+(p) = F (p) (F.60)



















k   p+ is
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with s > 0. Now, by proper choice of the contour of integration, we can calculate
this distribution functions. The integrand has an isolated pole in the lower half-
plane at p =  i, and all other poles are in the upper half-plane. The solution for




 ((1  g)=2) (1=2 + (1 + g)=2)
2
 (1  ip(1  g)=2) (1=2  ip(1 + g)=2)
 (1  ip)
e(1 ip)
















 (1  ip(1  g)=2) (1=2  ip(1 + g)=2)
 (2  ip) e
 ip (F.61)
Now, for the integral to converge, we have to close the contour in the lower-half
plane of p, where there is a whole set of poles. The poles are located at the points:
p(1) =  i2(n+ 1)=(1  g) p(2) =  i2(n+ 1=2)=(1 + g) (F.62)
Also, for the gamma function the residues at the pole z =  n are:





















 (2  (2n  1)=2b) e
 ((2n 1)=2b) (F.64)
Now one can take the limit ! 0, and obtain the rapidities distribution, which is
related to the energy eigenvalues distribution as:
+() = e (") (F.65)
Calculation of the susceptibility at zero eld ("0 =
0)








































with  0 = (t
02=2). This is the solution at "0 = 0. The true distribution function in


















 (2  ((2n  1)=2b)) (F.70)
Now the integrand consists on this function and the derivative of the arctan. Since
the integral is a sum of dierent contributions, we only focus on the dominant term
of the expansion. That is the one with the smallest exponent:
(")  An=1(g)( "=) 1+(1=1+g) = An=1(g)( "=) g=(1+g) (F.71)





























We move now to the lattice version of the model, in order to understand the origin
of interactions in the scattering phase-shift. We look at a chain of N sites in total.







cyici+1   "0dyd+ t0(cy0d+ h.c) +
U(cy0c0   1=2)(dyd  1=2) (F.75)
The dot is occupying the site i = 0 of the lattice. We will start with the single-








i+ ﬃdj "i (F.76)
where the normalization condition reads:
N 2X
i=0
jﬃij2 + jﬃdj2 = 1 (F.77)
and j
i is the empty state. The hamiltonian has four terms acting over this state:
H = H0 +H"0 +Ht0 +HU (F.78)




(ﬃj 1(1  j;0) + ﬃj+1)jji (F.79)
The dot site part is:
Hdj	i =  "0ﬃdj "i (F.80)
The interacting term is only counting the number of particles in the last two sites:
HU j	i = ( U=2)ﬃ0j0i+ ( U)ﬃdj "i (F.81)
The mixing part is:
Ht0 j	i = t0ﬃdj0i+ t0ﬃ0j "i (F.82)
The eigenvalue equation leads to:
E1ﬃj =  t(ﬃj+1 + ﬃj 1(1  j:0))  (U=2)0;jﬃj + t00;jﬃd








Then the equations transform to a single one:
(E1 + "0 + U)ﬃd = t
0(A+B) (F.85)
(E1 + U=2)(A+B) = t
0ﬃd   tAeik   tBe ik (F.86)
which is expressed in a single equation:
t02
(E1 + "0 + U)
(A+B) = (E1 + U=2)(A+B) + tAe
ik + tBe ik (F.87)
. The relation between A;B is given by a scattering phase shift:
A = Bei =  ei2B = ei(+2)B (F.88)
The phase  is calculated from the complex number above:
z =
t02
(E1 + "0 + U)
  U
2
  E1   t cos(k) + it sin(k) (F.89)
The term with the cosine dissapears close to the Fermi level, since then we have:
E1 + t cos(k) = E1=2 (F.90)
And the term with the sine is just the Fermi velocity, related to the density of states:
E1 =  2t cos(k)! =2 = 1
kt sin(k)
! t sin(k) = 2

(F.91)














Therefore, the single particle states for the dot site are:
ﬃd =
t0
E1 + "0 + U
B(1 + ei) (F.93)
























By the normalization condition, we have B = 1=
p
2. Therefore, a factor
p
2 multi-
plies the whole expression. We will compare the obtained expression with the one
obtained by the eld theory, were we had:
ﬃFd =
t0











We see that the eld theory treatment includes a dierent phase, moreover, is a real
number, whereas the lattice version of this number is complex. The origin of these
dierences between both versions can be related with the way how the Dirac delta
is regularized in the eld theory treatment. Therefore, for the lattice version of the












and U is dened above. We will see later the case of the two body problem in the
lattice. However, the phase factor appearing here has no eect on the system, and










2 cos(kn+U=2) = (1=
p
2)(eikn+iU=2 + e ikn iU=2) (F.98)
If instead of taking the last site of the chain to be at n = 0 we would have taken it




t02=("1 + "0 + U)  U=2

















We might nd easier to use tensor notation for the indices, so that:
j	i2 = ﬃk;jcykcyjj0i+ d;jdycyjj0i (F.101)
We start with the non-interacting part of the hamiltonian:
H0j	i2 =  tﬃk;jjk + 1; ji   tﬃk;jjk; j + 1i   tﬃk;jjk; j   1i
 tﬃk;jjk   1; ji   td;jj "; j + 1i   td;jj "; j   1i (F.102)
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The non-interacting part of the hamiltonian acting over the state is:
H0j	i2 =  t(ﬃk+1;j + ﬃk 1;j(1  k;0) + ﬃk;j+1 + ﬃk;j 1(1  j;0))jk; ji
 t(d;j 1(1  j;0) + d;j+1)j "; ji (F.103)
The part on the dot reads:
Hdj	i2 =  "0d;jj "; ji (F.104)
The hybridization part gives:
HV j	i2 = t0d;jj0; ji+ t0ﬃk;jk;0j "; ji+ t0ﬃk;0jk; "i (F.105)
We can now use the fact that ﬃk;j =  ﬃj;k, so that the total contribution is:
HV j	i2 = t0d;jk;0(1  j;0)jk; ji+ 2t0ﬃk;jk;0j "; ji (F.106)
Finally, the interacting term:
HU j	i2 = U(cy0c0   1=2)(dyd  1=2)j	i2 (F.107)
There are three terms coming out from the interacting part:
Hnd j	i2 =  (U)ndj	i2 !  (U)d;jj "; ji




ydj "; ji = Ud;0j "; 0i = Ud;j0;jj "; ji (F.108)
So the total interacting part is then:
HUT j	i2 =  (U)d;jj "; ji+ (U=2)j;0d;jj "; ji
  (U=2)(k;0 + j;0)ﬃk;jjk; ji (F.109)
Due to the property ﬃk;j =  ﬃj;k, the last term has a total contribution of  U . The
eigenvalue equation to solve is then:
Hj	i2 = ("1 + "2)j	i2 = Ej	i2 (F.110)
The equations for the state j "; ji and jk; ji are:







  t(ﬃk+1;j + ﬃk 1;jk;0)
  t(ﬃk;j+1 + ﬃk;j 1j;0) (F.111)
where we have dened:
ij = 1  i;j (F.112)
to use short hand notation.
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The relevant states to cover the boundary eect are j "; 0i; j0; ji =  jj; 0i. We
look for solutions in the form:
d;j = ﬃd("1)ﬃj("2)f( j)  ﬃj("1)ﬃd("2)f(j)
2ﬃk;j = ﬃk("1)ﬃj("2)f(k   j)  ﬃk("2)ﬃj("1)f(j   k) (F.113)
At the same time, the single-particle equations must be satised. Due to Pauli
exclusion principle, the values of k 6= j always. The form of the function is chosen
to be:
f(k   j) = eisign(k j) (F.114)




i   ﬃk("2)ﬃj("1)e i (F.115)
The single particle equations need to be satised at the same time:
("1 + "0 + U=2)ﬃd = t
00;jﬃj
("1 + (U=2)0;j)ﬃj = t
00;jﬃd   t(ﬃj+1 + ﬃj 1j;0) (F.116)
With this form of the solutions, the second of the eigenvalue equations is automati-
cally satised. Therefore, it is the rst equation the one dening . From the single
particle equations, we can derive the following identity:






































Notice that the 2t0 has changed to t0, since k;j carries a factor 1=2! in front of the









Therefore the equation transforms to:
U1ei   U2e i = t02ei   t02e i (F.120)
Let us now calculate the  functions from the single particle solutions. They are of
the form (at position n of the lattice):
i(n) =







For the above identity to hold, we just took n = 0, for otherwise the t0 term doesnt














which implies E1 = E2, therefore the treatment is not correct. A dierent ansatz
for the two particle solutions needs to be done.
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The unfolded picture in the lattice
We present here a detailed calculation of the two particle scattering phase shift in





















A = eiU=2 = B 1 (F.123)
Also, it will be useful to have the single particle equations:
("1 + "0 + U)ﬃd = t
00;nﬃn
("1 + (U=2)0;n)ﬃn = t
00;nﬃd   t(ﬃn+1 + ﬃn 1n;0) (F.124)
The two particle equations coming from the hamiltonian acting over the state j	i2
are:







 t(ﬃn+1;m + ﬃn 1;mn;0)  t(ﬃn;m+1 + ﬃn;m 1m;0)
We will try a new ansatz for the two particle processes. We know that when two
particles scatter from each other, there is a phase shift . The function inserted
would be of the form:
f(k  m) = eisign(k m) (F.125)
Thus, imagine two particles, one right moving wave scattering with a right moving
one. Then the product is:
A1A2e
ik1neik2mf(n m)! A1A2eik1neik2meisign(n m) (F.126)





since the sign(n + m) > 0 always, since all coordinates on the lattice are to the
right of the dot, therefore n;m > 0 always. In order to avoid confusion in the
notation, we will substitute k ! n and j ! m. The two solutions need to satisfy
the antisymmetry:
d;m =  m;d ﬃn;m =  ﬃm;n (F.128)








where R=L represent right and left moving waves. The following ansatz for the two




























Here we have used the fact that sign(m   d) > 0 always, since the dot position is
always to the left of all lattice sites. For the states with two fermions on the wire,
the ansatz will have more terms. Let us dene  = sign(n  m). Then in terms of
right and left moving scatterers we have:






























































































Now it is convenient to express the single particle equations in terms of these right
and left moving waves:













The second equation should be satised with this ansatz. For the rst equation, we






















































Substituting this into the equation, we get the following:












































































































Both sides of the identity are identically equal to 0. This happens when n = 0 6= m.
We will see now how this changes when n = m = 0. In that case, the two particle
equation reduces to:
(E1 + E2 + E   U)d;0 =  2td;1 (F.137)
We also need to impose the condition that the single particle equations need to be










 ﬃd("1) cos( + 2)

(F.138)
The right and left movers for the m = 1 site are:











The only dierence with the m = 0 case is that now the  is shifted by the single













ﬃd("2) cos( 1 + k1)  ﬃd("1) cos( + 2   k2)

Then the two particle equation is:

























ﬃd("2) cos( 1 + k1)  ﬃd("1) cos( + 2   k2)

(F.140)
Multiplying everything by t0=ﬃd(1)ﬃd(2) we get:
E1 + E2 + E   U





























We can write: 
E1 + E2 + E   U


























The equation above is the one determining , the two particle scattering phase-shift.
Using the formula for the cosine of a sum we have:
E1 + E2 + E   U

(E2   E1) cos() + 1
2

E1 cos() + E1 tan(1) sin()










E1 cos( + k1) + E1 tan(1) sin( + k1)
 E2 cos(  k2) + E2 tan(2) sin(  k2)


E1 + E2 + E   U

(E2   E1) cos() +











E1 tan(1) sin( + k1)
+E2 tan(2) sin(  k2)























Separating terms we arrive at the following expression:
tan =  N
D



















sin(k1) + cos(k1) tan(1)















Taking that into account, the part inside brackets with E2 reads:
2t cos(k2)  2t sin(k2) tan(2) = 2t
02
E2
  U   2"2
2t cos(k1)  2t sin(k1) tan(1) = 2t
02
E1
  U   2"1 (F.145)
where we have used that E = "1+"2. In total, the numerator of the above expression
is simplied:
N = 2U(E1   E2) (F.146)
Now we go with the denominator, which includes the following:
E2





tan(1)(E1 + E2 + E   U   "1) + 2t sin(k1)

(F.147)









+ U + "1=2

(F.148)










+ (U + "2)
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+ (U + "1)

(  (U + "1))

=
ﬁ(E1 + E2) (F.149)
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(  (U + "2)





v22 + (U + "2)  U2   "22   2U"2 = 4t2   "22| {z }
v22
+2U"1 + 2U"2 + 2U"0 + 2U
2| {z }
U
+ 2"22 + 2"2"1 + 2"2"0 + 2"2U| {z }
"2
 U2   "22   2U"2 = 4t2   U2 + 2E1(U + "2)







(  (U + "2)










(  (U + "1)

+ 4t2   U2 + 2E2(U + "1)

Now lets work out the following limit, when t0; "i ! 0 but the renormalized eigen-






In this limit, wich is the eld theory limit, the Fermi velocity is equal to v1=2 = 2t,













We will call now U = U=2t. We arrive at the equation describing the scattering
phase shift between particles in the lattice model:
tan() = 2U
(E2   E1)
(E2 + E1)(1  U2) + (4U=2t)E1E2 (F.153)
The second order term can be neglected respect to the other one being second order
in the eigenvalues in the limit we are working. We identify now U = tan() =




























Notice that, although we are working in the limit "1=2 ! 0, the dierence
"2   "1 6= 0, since of course the eigenvalues need to be dierent. We have then
176
Appendix F
recovered Filyov and Wiegmann's result but in a slightly dierent way, starting
from the lattice version of the model.
Let us now see how this changes under the assumption that all Fermi velocities










1  U2 + 2E2(U + "1)

where all energies are expressed in units of 2t. We know from bosonization and the








It is curious to see that the expression:
2U
1  U2 (F.157)
translates to that to rst order in g = 2=. If we identify:











(1 + tan() tan())(tan(   )) = cot(   )
= cot(( + )  2) (F.159)








where g = 2=. Looking at the equation above, the assumption that both Fermi
velocities are equal implies to neglect terms of order "21=2, therefore only terms linear
in the eigenvalues are kept. The product 2E1E2 is then:
2E1E2  2E + 22 (F.161)
where we have called U =  and E = "1 + "2. Then the denominator in total is:
E(1  U2) + 2(1  U2) + 2E1E2(2U + E) =
E





4U2 + 2(1  U2)

(F.162)





"2 + "1 + 

(F.163)
where ﬁ and  are dened as:
ﬁ =
2U
1  U2 + 4U + 22  =
4U2 + 2(1  U2)
1  U2 + 4U + 22 (F.164)
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