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Abstract
We study the Fundamental Theorem of Asset Pricing for a general financial market
under Knightian Uncertainty. We adopt a functional analytic approach which require
neither specific assumptions on the class of priors P nor on the structure of the state space.
Several aspects of modeling under Knightian Uncertainty are considered and analyzed. We
show the need for a suitable adaptation of the notion of No Free Lunch with Vanishing
Risk and discuss its relation to the choice of an appropriate filtration. In an abstract
setup, we show that absence of arbitrage is equivalent to the existence of approximate
martingale measures sharing the same polar set of P . We then specialize the results to a
discrete-time framework in order to obtain martingale measures.
Keywords: Knightian Uncertainty, Arbitrage Theory, First Fundamental Theorem of Asset
Pricing, quasi-sure analysis.
MSC (2010): primary 91B24, 91G99, 46N10 secondary 91G80
JEL Classification: C02, G10, G13.
1 Introduction
The mathematical modeling of financial markets is a challenging task initiated over a century
ago by Bachelier (1900), who firstly observed how the oscillations of the prices on stock
exchanges could be represented as the trajectories of the Brownian Motion. After the major
contributions by Black and Scholes (1973) and Merton (1973), an outbreak of sophisticated
mathematical models for Finance was observed in the last decades in the scientific literature.
For any of such various models the absence of arbitrage is a foundational principle. According
to this condition, it is not possible to make a positive gain without taking any shortfall risk.
This is not only a reasonable feature of the model but also a property which is typically satisfied
by real markets. Indeed, it is widely accepted that markets are efficient : even if an arbitrage
opportunity occurred, it would soon vanish as the traders willing to exploit it would cause a
change in the underlying prices. A cornerstone result is the so-called Fundamental Theorem of
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Asset Pricing (FTAP) which establishes the equivalence between absence of arbitrage and the
existence of suitable pricing functionals. A general FTAP was firstly proved by Dalang et al.
(1990) in a discrete time setting under No Arbitrage (NA) and by Delbaen and Schachermayer
(1994) in continuous-time under the stronger requirement No Free Lunch with Vanishing Risk
(NFLVR). A key aspect of such breakthrough results is the closure property of the cone of
super-replicable claims at zero cost, which can be derived from the no-arbitrage condition.
Mathematically, the classical literature flourished on the standing assumption that a prob-
ability space (Ω,F , P ) is given. The role of P is essentially to establish the class of events
which are irrelevant for the model, the P -nullsets. Such an assumption is very much exposed
to the so-called model risk, namely, the fact that the outputs produced by the model are sen-
sitive to the choice of P and a wrong choice might lead to severe consequences. It is therefore
natural to wonder whether a FTAP can be established in a more general setting.
The quasi-sure approach consists in replacing the given probability measure P with a
class of probability measures P aiming at capturing the model ambiguity that agents are
facing. In this setting only events which are irrelevant with respect to any of the consid-
ered priors are deemed impossible. In the seminal paper Bouchard and Nutz (2015), the
authors construct a discrete time framework, inspired by dynamic programming ideas, in
order to prove a quasi-sure version of the FTAP. Such a framework has become standard
in the Robust Finance literature and many results can be obtained within the same setting
(see, e.g., Bayraktar and Zhang (2016); Bayraktar and Zhou (2017); Blanchard and Carassus
(2019) in discrete-time and Biagini et al. (2017) in continuous-time). An alternative pathwise
approach has been considered in the literature (see, e.g., Riedel (2015); Acciaio et al. (2016);
Burzoni et al. (2016, 2019); Bartl et al. (2017, 2019); Obłój and Wiesel (2018); Dolinsky and Soner
(2014); Hou and Obłój (2018)), where instead of a probabilistic formulation of the problem
the authors work directly on the set of scenarios Ω.
The first main result of the paper (Theorem 6) is an abstract version of the FTAP in a
general quasi-sure setting and it is the content of Section 2. The novelty is that its proof
relies only on functional analytic arguments, therefore, we do not require a structure which is
amenable to the use of measurable selection techniques, as customary in the related literature.
As in the classical case, where a reference measure is given, the advantage is that both discrete
and continuous time models can be attacked in the same way since the problem reduces to
show the weak-closure of the cone of superreplicable claims. Moreover, these techniques are
typically applied in a multitude of other related problems (among others the super-hedging
duality and utility maximization).
Starting from the general FTAP we show how stronger results can be obtained by allowing
for more structure. In particular, several aspect of modeling under Knightian Uncertainty are
discussed throughout the paper. In Section 3 we analyze the discrete-time setting and show
the convergence of the approximate martingale measures of Theorem 6 to true martingale
measures. This is proven in Theorem 11 and we illustrate one application in the context of
Martingale Optimal Transport (MOT).
In Section 4 we study the sensitive notions of arbitrage in the framework of Bouchard and Nutz
(2015) and Soner et al. (2011) and we explain how the role of the chosen filtration is crucial
to recover the standard notions. Finally, Section 5 contains all the proofs of the main results.
We conclude the Introduction with the frequently used notation.
2
1.1 Notations and setup
Let Ω be a separable metric space and F the associated sigma algebra of Borel measurable
events. We let M1 be the class of probability measures on (Ω,F) endowed with the usual
weak topology σ(M1, Cb), where Cb is the space of continuous and bounded functions on Ω.
Given P1,P2 ⊂M1 we define
P1 ≪ P2 if supP∈P2 P (A) = 0 implies supP∈P1 P (A) = 0. We say that P2 dominates P1;
P1 ≈ P2 if both P1 ≪ P2 and P2 ≪ P1 holds. We say that P1 and P2 are equivalent.
P ≪ P if there exists a P1 ∈ P such that P ≪ P1.
For a given P ⊂ M1, we introduce the vector space of countably additive signed measures
dominated by P, namely ca(P). We shall denote by N the family of polar sets, namely,
N := {A ⊂ A′ | A′ ∈ F and P (A′) = 0 ∀P ∈ P}.
A statement is said to hold quasi surely (q.s.) if it holds outside a polar set. It is possible
to identify measurable functions which are q.s. equal and L0 will indicate the quotient space.
L
∞ is the subspace of q.s. bounded functions, which we endow with the norm
‖X‖∞ := inf {m ∈ R | P ({|X| > m}) = 0 ∀P ∈ P} .
If no confusion arises we will denote the q.s. partial ordering by ≤ (resp. ≥ and =), meaning
that for any X,Y ∈ L0, X ≤ Y if and only if P ({X > Y }) = 0 for every P ∈ P. (L∞, ‖ · ‖∞)
endowed with the q.s. order ≤ is a Banach lattice. Throughout the text we will be given a
positive random variable W ≥ 1, and work with the space
L := {X ∈ L0 | X/W ∈ L∞},
paired with the norm ‖X‖ := ‖X/W‖∞. We finally introduce L+, L0+ and L
∞
+ , as the subsets
of q.s. non-negative functions in L, L0 and L∞ respectively. Given a set A ⊂ L, cl∞A will
denote the closure with respect to ‖ · ‖∞ of A ∩ L∞.
2 An abstract formulation of the FTAP
Fix a measurable space (Ω,F) and W ∈ L0+ with W ≥ 1. The financial market is described, in
an abstract form, by the set of financial contracts attainable at zero cost denoted by K ⊂ L0.
Definition 1 Let K ⊂ L0 be a convex cone.
• k ∈ K is an arbitrage opportunity if k ∈ L0+ \ {0};
• ξ ∈ L0+ \ {0} is a free lunch with vanishing risk if there exist cn ↓ 0 and {kn} ⊂ K such
that cn + kn ≥ ξ;
We denote by (NA) and (NFLVR) absence of arbitrage and free lunch with vanishing risk
respectively.
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We let Kλ := K ∩ {X ∈ L0 | X ≥ −λW} for λ ≥ 0 and define
C := {X ∈ L | X ≤ k for some k ∈ K} , (1)
Cλ := {X ∈ L | X ≤ k for some k ∈ Kλ} , (2)
where we recall that all inequalities are meant to hold q.s..
Remark 2 In the classical dominated case (P ≪ P for some P ∈ M1), K is the class of
stochastic integrals of admissible strategies. The use of a random lower bound in the admis-
sibility condition is not new and was used for instance in Biagini and Frittelli (2008). An
alternative possible choice for W is W = 1 for which Kλ is the set of contracts bounded from
below by −λ, a typical constraint for continuous time models which excludes doubling strate-
gies. In Section 3 we show that, in discrete time, a suitable choice for W identifies the class
of admissible bounded strategies. Under uncertainty, the stochastic integral can be defined
in the same way for the discrete time case, since it amounts to a finite sum; in continuous
time, it requires a different construction (see e.g. Dolinsky and Soner (2014); Vovk (2012);
Perkowski and Prömel (2016); Soner et al. (2011)).
Both C and Cλ are convex and monotone1 sets containing 0, in addition C is also a cone.
They represent the class of claims which can be super-replicated at zero initial cost by means
of attainable payoffs in K and Kλ respectively.
As in the classical literature, we can reformulate the no-arbitrage conditions in terms of
the cone C, i.e.,
(NA) ⇐⇒ C ∩ L∞+ = {0}
(NFLVR) ⇐⇒ cl∞(C) ∩ L
∞
+ = {0},
where cl∞ denotes the closure with respect to ‖ · ‖∞ of C ∩ L∞. In the context of Knightian
Uncertainty this straightforward generalization of the classical concepts might not be sufficient
for deriving a general no-arbitrage theory.
Sensitivity: from dominated to non-dominated frameworks. The notion of sensitiv-
ity was introduced in Maggis et al. (2018) and, as we discuss below, it should be interpreted
in terms of aggregation of trading strategies with respect to the different measures in the set
P. For P ≪ P, we define the linear (projection) map
jP : L
0 → L0P
X 7→ [X]P
(3)
where [X]P is the P -equivalence class of X in L0P .
Definition 3 A set A ⊂ L0 is called sensitive if there exists a family R ⊂ M1 with R ≪ P
such that
A =
⋂
P∈R
j−1P (jP (A)).
The set R will be called reduction set for A.
1We say that that A ⊂ L0 is monotone if Y ≤ X and X ∈ A implies Y ∈ A.
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We will typically use P itself as a reduction set. As the space L0 does only depend on the
polar sets N we could alternative choose any P ′ ≈ P and we will occasionally do so.
To better understand the previous definition let us consider for a moment the dominated
setting, namely, suppose there exists a reference probability P equivalent to the family P2. It
is well know that, in a discrete framework, (NA) is equivalent to the existence of martingale
measures for S or, stated otherwise,
C ∩ (L∞P )+ = {0} ⇐⇒ C
0
1 ≈ P, (4)
where C01 := {Q ∈ M1 | EQ[X] ≤ 0 ∀X ∈ C}. The no-arbitrage condition (4) could be trivially
rewritten as jP (C) ∩ (L∞P )+ = {0} since, in the dominated case, the map jP is obviously the
identity.
Let us now consider a class of non-dominated probabilities P ⊂M1. In order to embed
jP (C) in L, for any P ∈ P, we need to consider all the elements in L which coincide P -a.s.
with an element of jP (C). More precisely, we consider the set j
−1
P (jP (C)) and the no-arbitrage
condition with respect to a single P would read as j−1P (jP (C)) ∩ L
∞
+ = {0}. In order to take
into account the uncertainty represented by the class P, we need to consider the set
C˜ =
⋂
P∈P
j−1P (jP (C)). (5)
More explicitly,
C˜ = {X ∈ L | ∀P ∈ P,∃XP ∈ C s.t. X = XP P -a.s.}
= {X ∈ L | ∀P ∈ P,∃kP ∈ K s.t. X ≤ kP P -a.s.}
The set C˜ induces the following no-arbitrage conditions.
Definition 4 We say that it holds:
(sNA) ⇐˙⇒ C˜ ∩ L∞+ = {0}
(sNFLVR) ⇐˙⇒ cl∞(C˜) ∩ L
∞
+ = {0},
where we have emphasized in the acronyms that these are the sensitive versions of the previous
notions.
In words, when (sNA) is violated there exists X ≥ 0 with X 6= 0, for which a possibly
P -dependent strategy yields a P -a.s. non-negative payoff for every P ∈ P and an arbitrage
opportunity for some of them. If P is interpreted as a class of heterogeneous agents, every
agent consider X as a non-negative claim which is available for free. Nevertheless, they might
well disagree which strategy should be implemented in order to exploit an arbitrage, when
they see it3. Arguing as in the classical case, these situations would trigger a change in the
prices of the underlying assets which will make such opportunities disappear. We stress that
(sNA) does not imply that the classical No-arbitrage condition holds under any of the P ∈ P.
2If P ≪ P ′ for some P ′ ∈ M1, the Halmos Savage Lemma (see Halmos and Savage (1949)) implies that
there exists a probability P which is equivalent to P .
3This situation is reminiscent of the example of the two call options with different strikes but same price
given in Davis and Hobson (2007).
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As pointed out above, if P is dominated, we clearly have C˜ = C (i.e. C is sensitive). However,
as we demonstrate below this is not always the case under Knightian uncertainty, unless the
framework is chosen carefully. We show that the discrepancy C˜ 6= C can be often resolved by
choosing an appropriate filtration which allows for aggregation of P -dependent strategies (see
Section 4) and for which (sNA) ⇔ (NA). Since the aim of the paper is to provide a general
FTAP which is not tailor made to any specific underlying setting we refrain to assume that C
is sensitive and continue to work with C˜.
The sensitive version of the FTAP. We first introduce the class of dual elements. Recall
that C and Cλ are defined in (1) and (2) for λ ≥ 0.
Definition 5 An approximate separating class is a sequence of probabilities Q := {Qn}n∈N
such that there exists P ∈ P with Q ≪ P and, for any n ∈ N,
EQn [X] ≤
1
n
∀X ∈ Cn, (6)
We denote by Qapp the collection of approximate separating classes.
We now state the main result of the section. To this end recall that N represents the class
of polar sets for P and that a set A ⊂ L is Fatou-closed if for any ‖ · ‖-bounded sequence
{Xn}n∈N, Xn → X q.s., we have X ∈ A. We suppose for the moment that C is Fatou closed.
Theorem 6 The following are equivalent:
1. (sNFLVR)
2. Qapp ≈ P 4. Moreover, ∀A ∈ F \ N , ∃δ > 0, Q ∈ Qapp such that infQ∈QQ(A) ≥ δ.
For discrete time financial market models, (sNFLVR) guarantees that C is Fatou closed (see
Lemma 8 below), as a consequence, we do not need such an assumption in the subsequent
Theorem 9 and 11. Whether the same implication holds for continuous time models is an
interesting question which goes beyond the scope of this paper and is left for future investi-
gations. Interestingly, in the recent paper Cheridito et al. (2019), it is shown that a general
MOT duality holds only if the set of attainable payoffs is Fatou closed.
We provide the proof of Theorem 6 in Section 5. One of the main technical point is to
show that the sensitive version of any Cλ is closed in an appropriate weak topology, which is
proven in Proposition 22. In concrete models, Cλ contains a sufficiently rich class of dynamic
strategies in the underlying process S which allows to identify martingale measures. The above
theorem essentially says that (sNFLVR) is equivalent to the fact that for any non-polar set A,
we can find approximate martingale measures for S which assign positive probability to A (see
also (9) below). In particular this implies that, under (sNFLVR), the class of approximate
martingale measures is non empty and equivalent to P.
Remark 7 Given Q ∈ Qapp, it is possible to define a super-additive functional ψ(·) :=
infQ∈QEQ[·] in the spirit of Aliprantis et al. (2001); Aliprantis and Tourky (2002), which,
by (6), is a non-linear separator of the cone C. In the context of Knightian Uncertainty, non-
linearity arises also for pricing rules related to economic equilibrium and absence of arbitrage
(see e.g. Beissner and Riedel (2019); Burzoni et al. (2017)).
4With a slight abuse of notation, Qapp ≈ P means that the whole collection of probabilities belonging to
some approximate separating class is equivalent to P .
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We call Theorem 6 an “abstract” version of the FTAP since it is obtained in a general setup
and its implications can be strenghtened if we are willing to choose a more specific setting or
adopt stronger assumptions. More precisely:
1. From a technical point of view, a desirable property is C˜ = C which automatically implies
(NA)⇔ (sNA) and (sNFLVR)⇔ (NFLVR). As discussed above, such a situation occurs
when P is dominated. We will explain in Section 4 that this is related to the choice of
the filtration and it holds true in the framework of Bouchard and Nutz (2015), where,
in addition, these four notions of arbitrage are all equivalent.
2. The approximate separating classes of Theorem 6 can be used to obtain linear pricing
functionals as “true” martingale measures for a given underlying process. In Section 3 we
will show that this is possible under some further assumptions and illustrate the result
in a discrete-time MOT framework.
3. When both the two points (1. and 2.) above are fulfilled, Theorem 6 in discrete time
has the more familiar form:
(NA)⇐⇒ Qmtg ≈ P,
where Qmtg := {Q≪ P | EQ[k] = 0 ∀ k ∈ K}.
4. (On No Free Lunch) Mathematically, one could obtain separating measures using the
Hahn Banach Theorem, under the No Free Lunch (NFL) condition: clσ(C)∩L∞+ = {0},
where clσ denotes the closure with respect to σ(L∞, ca(P))-topology of C. As in the
dominated case, it is not a priori clear how limit points in clσ(C) are related to the
payoffs of implementable strategies, thus, a clear economic interpretation is missing.
3 Discrete-time and martingale measures
In this section we further analyze the discrete-time setting and show how to obtain martingale
measures from Theorem 6. Let T ∈ N, and I := {0, ..., T}. The price process is given by
an Rd-valued stochastic process S = (St)t∈I with S
j
t ∈ L
0 for every t ∈ I, j = 1, . . . , d, and
we also assume the existence of a numeraire asset S0t = 1 for all t ∈ I. Moreover, we fix a
filtration F := {Ft}t∈I such that the process S is F-adapted. A finite set of F-measurable
options Φ = (φ1, . . . , φm) (φi ∈ L0 for every i) is available for static trading and, without
loss of generality, we assume their initial price to be 0. An admissible semi-static strategy is
a couple (H,h) where H is an Rd-valued, F-predictable stochastic process with Hjt ∈ L
0 for
every t ∈ I, j = 1, . . . , d and h ∈ Rm. The final payoff is (H ◦ S)T + h · Φ ∈ L0 where the
stochastic integral is defined as
(H ◦ S)t :=
t∑
k=1
d∑
j=1
Hjk(S
j
k − S
j
k−1), t ∈ I,
with (H ◦ S)0 = 0. We denote by H the class of semi-static admissible strategies with zero
initial cost.
We choose
W := 1 +
T∑
t=1
d∑
j=1
|Sjt |+
m∑
i=1
|φi|.
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The sets C and Cλ takes the following explicit form
C = {X ∈ L | X ≤ (H ◦ S)T + h · Φ for some (H,h) ∈ H} , (7)
Cλ = {X ∈ L | X ≤ (H ◦ S)T + h · Φ for some (H,h) ∈ Hλ} , (8)
where Hλ := {(H,h) ∈ H | (H ◦ S)T + h · Φ ≥ −λW} for λ ≥ 0. Note that, in particular,
∪λ≥0Hλ contains any bounded strategy.
Recall that a set A ⊂ L0 is closed with respect to q.s. convergence if for any sequence
{Xn}n∈N, Xn → X q.s. implies X ∈ A.
Lemma 8 Under (NA) the convex set C is closed with respect ot q.s. convergence and hence
both C and Cλ are Fatou closed.
Proof. A direct application of (Bouchard and Nutz, 2015, Remark 2.1 and Theorem 2.2)
guarantees that C is closed with respect to q.s. convergence. Since C is closed with respect to
q.s. convergence, it is Fatou closed. Consider now a ‖ · ‖-bounded sequence {Xn} ⊂ Cλ such
that Xn → X, q.s. for some X ∈ L. By definition of Cλ, there exists (Hn, hn) ∈ Hλ such that
Xn ≤ (Hn ◦ S)T + hn ·Φ, from which we deduce that (−λW )∨Xn ∈ Cλ ⊂ C. Moreover, from
the closure of C with respect to q.s. convergence, the limit (−λW ) ∨ X =: X˜ belongs to C.
By definition of C, there exists (H,h) ∈ H such that X˜ ≤ (H ◦ S)T + h · Φ and, necessarily,
(H,h) ∈ Hλ. From X ≤ X˜ and the monotonicity of Cλ, X ∈ Cλ.
Using Lemma 8 we can specialize Theorem 6 to the present discrete time setup without
the Fatou closure assumption.
Theorem 9 The following are equivalent:
1. (sNFLVR)
2. Qapp ≈ P. Moreover, ∀A ∈ F \ N , ∃δ > 0, Q ∈ Qapp such that infQ∈QQ(A) ≥ δ.
If furthermore, C is sensitive, (NA)⇐⇒ Qapp ≈ P.
We call measures in Qapp approximate martingale measures. Indeed, for every A ∈ Fk−1
the one-step strategy H = (Ht)t∈I with Ht(ω) = 1A(ω)1{k}(t) for every ω ∈ Ω and t ∈ I,
satisfies (H, 0) ∈ Hλ. Similarly (0,±ei) ∈ Hλ for every i = 1, . . . ,m, where {ei}mi=1 denotes
the canonical basis of Rm. Their final payoffs are thus contained in Cλ, from which, for every
n ∈ N and {Qn} ∈ Qapp, it holds
|EQn [φi]| ≤
1
n
, |EQn [1A(S
j
k − S
j
k−1)]| ≤
1
n
, (9)
for any i = 1, . . . ,m, j = 1, . . . , d, A ∈ Fk−1, k = 1, . . . , T .
We now show that, under some additional weak assumptions, Theorem 6 implies the
existence of true martingale measures.
Assumption 10 (Ω,m) is a Polish space with respect to a metric m.
(i) For any t ∈ I, St : Ω→ Rd+ is a continuous function
5;
5More precisely is q.s. equal to a continuous function
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(ii) For any P ∈ P there exists a compact set KP such that P (KP ) = 1.
(iii) F := {Ft}t∈I is the natural filtration generated by S.
Note that the previous conditions are not restrictive. If S is only Borel measurable, by
(Aliprantis and Border, 2006, Theorem 4.59) there exists a Polish topology τ on Ω such that
the Borel sigma algebra is the same and the process S is τ -continuous. Thus, assumption
(i) can be made without loss of generality. Assumption (ii) can be easily fulfilled when the
class of priors P has the only scope of fixing the polar sets. For Ω a Polish space, the class
R := {P (· | K) | K ⊂ Ω compact, P ∈ P} satisfies (ii) and R ≈ P. Indeed, R ≪ P is trivial.
If A ∈ F \ N , there exists P ∈ P such that P (A) > 0. By (Aliprantis and Border, 2006,
Theorem 12.7), we find a compact set K ⊂ A such that P (K) > 0, from which P (A | K) > 0
and P ≪ R.
Let now Q := {Q ∈ Q | Q ∈ Qapp, S is a (Q,F)-martingale with EQ[Φ] = 0}, where the
closure Q is taken in the σ(M1, Cb) sense.
Theorem 11 Under Assumption 10, the following are equivalent:
1. (sNFLVR);
2. Qapp ≈ P and P ≪ Q.
Remark 12 Theorem 11 cannot guarantee that the limiting measures Q satisfies Q≪ P, as
weak limits do not, in general, preserve absolute continuity with respect to a measure.
A martingale optimal transport framework. Set Ω = Rd×T+ and let St(ω) = ωt be the
canonical process. We assume that, for any of the assets Sj, a certain finite number N(j)
of call options are available for semi-static trading with payoffs (SjT − k
j
i )+ for some k
j
i > 0
and with prices cji , for i = 1, . . . N(j). We assume that c
j
i ≥ 0, otherwise there is an obvious
arbitrage opportunity, and we also assume that for a sufficiently large strike price the options
are traded at zero price; we model this by setting cjN(j) = 0. The corresponding set of options
with zero prices is given by Φ = {(SjT − k
j
i )+ − cj | j = 1, . . . , d, i = 1, . . . , N(j)}. Following
Davis and Hobson (2007) we construct the support function Rj as the maximal convex non-
increasing function such that Rj(kji ) ≤ c
j
i . As R
j is λ-a.s.6 twice differentiable, following
the observation of Breeden & Litzenberger (see Breeden and Litzenberger (1978)), we define
a probability measure µj on R as dµj/dλ = (Rj)′′. Note that, from the assumption cjN(j) = 0,
it follows that Rj(x) = 0 for all x ≥ kjN(j) and, therefore, µ
j has compact support.
Let µ := ⊗dj=1µ
j the product measure of {µj}dj=1 on R
d. Let K be the compact support
of µ. We consider a family of probability measures P satisfying
P ⊂ {P ∈ M1 | PT ∼ µ}, (10)
where PT denotes the marginal of P on the last component of Ω. The interpretation is the
following. If we denote by Q the (unknown) set of measures which are used in the market
to price the options Φ, µ represents the (approximation) of the distribution of ST under any
6
λ is the Lebesgue measure on R.
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Q ∈ Q. Any probability measure equivalent to Q defines the same null-events and should
be considered as a plausible model. Therefore, the only constraint that we can deduce from
market data is that the distribution of ST under P ∈ P should be equivalent to µ. Note
that, differently from the standard martingale optimal transport setup, we are not assuming
to know, in addition, all the marginals at intermediate time. This case could be easily incor-
porated.
Denote by KT the T -fold product of the compact set K.
Lemma 13 Under (NA), P (KT ) = 1 for every P ∈ P.
Proof. For every n ∈ N, t = 1, . . . , T − 1, consider the closed-valued multifunction
Ψt,n(ω) :=
{
H ∈ Rd | H · (x− ωt) ≥
1
n
∀x ∈ K \ {ωt}
}
, ω ∈ Ω.
The domain of Ψt,n is defined as dom(Ψt,n) := {ω ∈ Ω | Ψt,n(ω) 6= ∅}. The compactness of K
and the hyperplane separating theorem implies that ∪n∈Ndom(Ψt,n) = {ω ∈ Ω | St(ω) /∈ K}.
From (Burzoni et al., 2016, Lemma A.7), Ψt,n is FSt -measurable, thus, it admits a measurable
selector ψt,n on its domain which we extend to the whole Ω by setting ψt,n = 0 on the
complementary set. By letting Ht :=
∑∞
n=1 ψt,n1{ψt,n−1 6=0} with ψt,0 = 0, we obtain Ht · (ST −
St) ≥ 0 with strict positivity on {ω ∈ Ω | St(ω) /∈ K}. If now, by contradiction, P (KT ) < 1,
there exists 1 ≤ t ≤ T −1 such that P (St ∈ Kc) > 0. Thus, Ht as above provides an arbitrage
opportunity.
We could deduce the following
Proposition 14 Under the assumption of this paragraph, the following are equivalent:
1. (sNFLVR);
2. Qapp ≈ P and P ≪ Q.
Proof. Assumption 10 is satisfied in the framework of this subsection. The result follows
directly from Theorem 11.
Remark 15 If, in addition, the class P is chosen with the structure of Bouchard and Nutz
(2015), from Lemma 17 below, C˜ = C and the above are further equivalent to (NA).
Remark 16 In the classical MOT framework it is well know that Strassen’s Theorem ensure
that the set of martingale measures with prescribed marginals is non empty if and only if the
marginals are in convex order. This is typically taken as a no-arbitrage condition. The above
theorem explains such a no-arbitrage condition from a different point of view.
4 The role of filtrations in the aggregation process
In this section we depict two well known examples, borrowed from the recent literature, in
which the cone C turns out to be sensitive. We show how sensitivity is related to the possi-
bility of obtaining an aggregation property for superhedging strategies. In both examples the
filtration will play a crucial role and will be an opportune enlargement of the natural filtration,
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which will not affect the structure of the set of martingale measures for the discounted price
process, calibrated on liquid options. We stress that we do not aim at providing an alternative
proof of the results of those papers, but our goal is rather to explain some significant features
of the models.
The product structure of Bouchard and Nutz (2015). Starting from the framework
of Section 3 and letting W = 1, we further assume the following set of requirements. The
underlying space Ω = ΩT1 is a T -fold product of a Polish space Ω1 and Ωt := Ω
t
1. For every
t ∈ I, Ft is the universal completion of the Borel sigma-algebra BΩt , defined as⋂
P∈M1(Ωt)
BΩt ∨ N
P
t , where N
P
t = {N ⊂ A ∈ BΩt | P (A) = 0}.
Fix t ∈ I, the event ω ∈ Ωt can be seen as a path observed up to time t and Pt(ω) ⊂M1(Ω1)
is a prescribed set of priors, on the node (t, ω). It is assumed that
graph(Pt) = {(ω,P ) | ω ∈ Ωt, P ∈ Pt(ω)}
is analytic, thus, it admits a universally measurable selector Pt : Ωt → M1(Ω1): this allows
to introduce the set of multiperiod probabilistic models (priors) as
P := {P0 ⊗ P1 ⊗ . . . ⊗ PT−1 | Pt(·) ∈ Pt(·), t = 0, . . . , T − 1}.
We set
Q := {Q≪ P | S is an F-martingale under Q and EQ[Φ] = 0} .
In this specific framework the following FTAP was proved in Bouchard and Nutz (2015).
(NA) holds if and only if P and Q share the same polar sets N .
Moreover the pricing hedging duality
ρC(X) := inf{x ∈ R | X − x ∈ C} = sup
Q∈Q
EQ[X] (11)
holds true for every X ∈ L∞ and the inf is attained by some strategy (H,h) ∈ H.
Lemma 17 Consider the measurable space (Ω,FT ) and the classes P,Q as described above.
Then under (NA) we have
C =
⋂
Q∈Q
j−1Q (jQ(C)).
Moreover, C is σ(L∞, ca(P))-closed and therefore the four notions (NA), (sNA), (NFLVR)
and (sNFLVR) are all equivalent.
Proof. We start by showing that C is σ(L∞, ca(P))-closed. From representation (11) we
automatically have
{X ∈ L∞ | ρC(X) ≤ a} =
⋂
Q∈Q
{X ∈ L∞ | EQ[X] ≤ a}.
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As {X ∈ L∞ | EQ[X] ≤ a} = {X ∈ L∞ | EQ(jQ(X)) ≤ a} then
{X ∈ L∞ | EQ[X] ≤ a} = j
−1
Q (jQ{X ∈ L
∞ | EQ[jQ(X)] ≤ a}).
We now choose a = 0 and recall that Lemma 8 implies that C is is ‖ · ‖∞-closed under (NA).
This implies,
C =
⋂
Q∈Q
{X ∈ L∞ | EQ[X] ≤ 0} =
⋂
Q∈Q
j−1Q (jQ{X ∈ L
∞ | EQ[jQ(X)] ≤ 0}), (12)
from which we deduce that C is σ(L∞, ca(P))-closed (being intersection of closed sets).
Now we show the sensitity of the set C with respect to the reduction set Q ad first note
that the inclusion C ⊂
⋂
Q∈Q j
−1
Q (jQ(C)) is trivial. Let now Y ∈ jQ(C) ⊂ L
∞
Q and X ∈ C such
that Y = jQ(X). By definition, there exists (H,h) ∈ H such that X ≤ (H ◦ S)T + h · Φ,
Q-a.s., from which EQ[X] = EQ[Y ] ≤ 0 and Y ∈ jQ{X ∈ L∞ | EQ[jQ(X)] ≤ 0}. Therefore
jQ{X ∈ L
∞ | EQ[jQ(X)] ≤ 0} ⊃ jQ(C) for any Q ∈ Q and we conclude, using (12), that
C ⊃
⋂
Q∈Q j
−1
Q (jQ(C)). The last assertion follows from the fact that C is weakly closed and
sensitive.
Remark 18 The previous results reads as follows: fix X ∈ L∞ and assume that for every
Q ∈ Q we find (HQ, hQ) ∈ H such that g ≤ (HQ◦S)T+hQ·Φ, Q-a.s where g is a representative
of jQ(X). The strategy depends on Q but not on the representative g ∈ jQ(X). The equality
C =
⋂
Q∈Q j
−1
Q ◦ jQ(C) guarantees that in this case there exists a strategy (H,h) ∈ H which is
independent on Q ∈ Q such that g ≤ (H ◦ S)T + h · Φ, Q-a.s for any Q ∈ Q, where g is any
representative of X.
Remark 19 (Pointwise framework) Lemma 17 can be obtained exactly in the same way
in the pointiwise setup proposed by Burzoni et al. (2019). Indeed once the superheding duality
is obtained we can automatically deduce that sensitivity of the cone C. Also in this case one
needs to extend the natural filtration in an opportune way in order to obtain an aggregation
result for superhedging strategies.
Quasi-sure aggregation in continuous time. The second case is an example of non-
dominated volatility uncertainty (see e.g. Denis and Martini (2006); Soner et al. (2011);
Beissner and Denis (2018)) which we briefly outline. For the sake of exposition, we restrict
our attention to (Soner et al., 2011, Example 4.5). We set C([0, T ]) the space of continuous
functions on [0, T ] taking values in R. Let P 0 be the Wiener measure on Ω = {ω ∈ C([0, T ]) |
ω(0) = 0}. Let B := {Bt}t∈[0,T ] be the canonical process, i.e. Bt(ω) = ωt, 0 ≤ t ≤ T .
The process B is a standard Brownian motion under P 0 with respect to the rough filtration
F = {Ft}0≤t≤T := {σ(Bs | 0 ≤ s ≤ t)}0≤t≤T and F+ = (F+t )0≤t≤T its right continuous ver-
sion. Recall that from Karandikar (1995) the quadratic variation can be defined pathwise and
is given by the F adapted process (〈B〉t)t∈[0,T ]. Following (Soner et al., 2011, Example 4.5) we
consider a class of piecewise constant diffusion coefficients V defined by a =
∑∞
n=0 an1[τn,τn+1),
where {τn}n∈N is any non-decreasing sequence of F stopping times, with τ0 = 0, τn ≤ T and
an being a positive valued Fτn measurable random variable. Let P := {P
a}a∈V be the family
composed by the measures P a = P 0 ◦ (Xa)−1, where Xa is the unique strong solution of
dXt = at(X)dBt P
0-a.s.
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The existence of a strong solution for such a class is proved in (Soner et al., 2011, Appendix).
In particular, we have 〈B〉t =
∫ t
0 a
2
udu P
a-a.s. for every t ∈ [0, T ] (see (4.10) in Soner et al.
(2011)). For any probability P we set N Pt = {A ⊂ B | B ∈ Ft and P (B) = 0} and introduce
the enlarged filtration
F
V given by FVt =
⋂
a∈V
F+t ∨ N
P a
t . (13)
Recall that that any P a uniquely extends to FVt for any t ∈ [0, T ] and the filtration is still
right continuous (see Soner et al. (2011)). In Liebrich et al. (2019), adopting the filtration FV ,
the cone C turns out to be sensitive.
We here provide an example where C 6= C˜ unless we choose, in the discrete time model,
the right continuous version of F. Whereas in continuous time the use of the right continuous
filtration is customary in discrete time is not. Consider a one period model by choosing two
deterministic stopping times 0 = τ0 < τ1 = 1. Suppose that V = [σ, σ] for some σ < σ non-
negative, meaning that any plausible density of the quadratic variation process is constant
and bounded in a given interval. The class of corresponding probabilities is denoted by
P := {P a}a∈[σ,σ]. Let X := B11{〈B〉1=aˆ2} for some aˆ ∈ [σ, σ]. We consider first the raw
filtration F which implies that F0 is trivial. We can easily see that X ∈ C˜. Indeed, for any
a ∈ [σ, σ] with a 6= aˆ we have X = 0 P a-a.s. with 0 ∈ C. Moreover, X = B1 P aˆ-a.s. with
B1 ∈ C as it corresponds to the buy and hold strategy of one unit of risky asset. We deduce
X ∈
⋂
P∈P
j−1P ◦ jP (C) = C˜.
On the other hand it is not possible to find a trading strategy H ∈ R such that HB1 ≥ X
q.s.. Indeed HB1 should be P a non-negative for any σ 6= aˆ, nevertheless, the P a distribution
of B1 is equal to the P 0 distribution of aB1 (see (Soner et al., 2011, Section 8)). This implies
X /∈ C and consequently C 6= C˜.
Remark 20 It is worth to point out that if one considers the P-completion of the right-
continuous version of Ft, the sets {〈B〉1 = a2} ∈ FV0 for every a ∈ [σ, σ]. This implies X ∈ C,
if C is defined with respect to the filtration FV .
5 Proofs of the main results
Recall that ‖X‖ = ‖X/W‖∞, for any X ∈ L and W ≥ 1. Consider the set
PW := {P ≪ P | EP [W ] < +∞}.
It is important to notice that PW ≈ P. Indeed, for any P ∈ P, W is integrable with respect
to PW ∼ P defined by dP
W
dP =
c
W , where c := 1/EP [W
−1] is the normalizing constant.
For any P ∈ PW , we have |EP [X]| ≤ EP
[
|X|
W ·W
]
≤ c˜‖X‖ for c˜ = EP [W ], so that the linear
functional X 7→ EP [X] is continuous on (L, ‖ · ‖) for any P ∈ PW . Let lin(PW ) ⊂ L∗ be the
span of the set of linear functional generated by PW and L∗ be the topological dual of L.
We redefine the projection map jP in order to map L on L∞P as
jP : L → L
∞
P
X 7→
[
X
W
]
P
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The definition slightly differs from the one given in (3), but simple inspections show that this
change does not affect the set C˜. In particular
C˜ =
⋂
P∈P
j−1P (jP (C)) =
⋂
P∈PW
j−1P (jP (C))
and similarly for C˜λ. The map jP is easily shown to be continuous from (L, σ(L, lin(PW )) to
(L∞P , σ(L
∞
P , L
1
P )) if P ≪ P.
Lemma 21 C˜, C˜λ and Ĉ = ∪λ≥0C˜λ are monotone convex sets. In addition C˜ and Ĉ are cones.
Proof. We only show the monotonicity of C˜, the other properties can be proven similarly.
Suppose Y ≤ X q.s. with X ∈ C˜. By definition of C˜, for any P ∈ P, there exists XP ∈ C such
that X = XP P - a.s. Take Y P = Y 1{X=XP } +X
P 1{X 6=XP } and observe that Y
P ≤ XP q.s.
From the monotonicity of C we deduce Y P ∈ C. Moreover, from Y = Y P P - a.s. and from
P ∈ P being arbitrary, Y ∈ C˜.
5.1 Closure properties
In this subsection we always assume without mentioning it anymore that C, Cλ are the sets
defined by equations (1) and (2) respectively, and C is Fatou closed, which implies that Cλ is
also Fatou closed.
Proposition 22 For every P ≪ P we have jP (Cλ) is σ(L∞P , L
1
P )-closed and therefore the set⋂
P∈P ′ j
−1
P (jP (Cλ)) is σ(L, lin(P
W ))-closed for any P ′ ⊂ {P ≪ P}.
The proof is based on the next two Lemmata. For λ,K > 0 define the set
Cλ,K := Cλ ∩ {X ∈ L | ‖X‖ ≤ K},
Lemma 23 For any probability P ≪ P and for any K ≥ λ the set jP (Cλ,K) is σ(L∞P , L
1
P ) -
closed.
Proof. Consider the continuous inclusion
i : (L∞P , σ(L
∞
P , L
1
P ))→ (L
1
P , σ(L
1
P , L
∞
P )).
In a first step we show that C(P ) := i◦ jP (Cλ,K) is closed in L1P endowed with the usual norm
‖ · ‖L1
P
:= EP [| · |]. To this end let (Yn)n∈N ⊂ C(P ) and Y ∈ L1P such that ‖Yn − Y ‖L1P → 0,
and without loss of generality we may also assume that Yn → Y P -a.s. (by passing to
a subsequence). Note that |Y | is necessarily P -a.s. bounded by KW . Choose an arbitrary
Xn ∈ Cλ,K such that Yn = jP (Xn) for all n ∈ N and an arbitrary X ∈ L such that Y = jP (X).
Consider the set
F = {ω ∈ Ω | Xn(ω)→ X(ω)}
which satisfies P (F ) = 1. Define X˜n := Xn1F −KW1F c ∈ Cλ,K for n ∈ N. By monotonicity
of Cλ, X˜n for all n ∈ N, and X˜n → X1F −KW1F c =: X˜ . Since Cλ is Fatou closed, the same
holds for Cλ,K . As a consequence, X˜ ∈ Cλ,K . From P (F ) = 1 and the arbitrary choice of the
representatives Xn and X, we have Y = jP (X) = jP (X˜) ∈ C(P ). Hence, C(P ) := i◦jP (Cλ,K)
is ‖ · ‖L1
P
-closed in L1P . As C(P ) is convex it then follows that C(P ) is σ(L
1
P , L
∞
P )-closed and
therefore jP (Cλ,K) is σ(L∞P , L
1
P )-closed by continuity of i.
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Lemma 24 For any probability P ≪ P we have the following representation
jP (Cλ) =
⋃
K≥λ
jP (Cλ,K)
Proof. Notice that by definition jP (Cλ) ⊃ jP (Cλ,K) for any K ≥ λ and hence jP (Cλ) ⊃⋃
K≥λ jP (Cλ,K). For the converse inclusion consider Y ∈ jP (Cλ): there exists X ∈ Cλ such
that jP (X) = Y . Let K¯ = ‖X‖ then Y ∈ jP (Cλ,K¯).
Proof of Proposition 22. We first show that, for any K ≥ λ,
jP (Cλ) ∩ {Y ∈ L
∞
P | ‖Y ‖P,∞ ≤ K} = jP (Cλ,K) (14)
The inclusion ⊃ is clear from Lemma 24. To show the equality, let Y ∈ jP (Cλ) with ‖Y ‖P,∞ ≤
K. There exists X ∈ Cλ with jP (X) = Y . Let k ∈ Kλ such that X ≤ k and notice that
(−KW ) ∨X ∧KW ≤ k and jP ((−KW ) ∨X ∧KW ) = Y .
From Lemma 23 the sets in (14) are σ(L∞P , L
1
P )-closed for everyK ≥ λ. The Krein-Smulian
Theorem implies that jP (Cλ) is σ(L∞P , L
1
P )-closed and therefore j
−1
P ◦ jP (Cλ) is σ(L, lin(P
W ))-
closed. The last assertion follows by the intersection of closed sets.
5.2 Proof of the FTAP
In this section we prove Theorem 6 and its discrete-time version Theorem 9.
Definition 25 For any set A ⊂ L0 and X ∈ L0, we define
ρA(X) := inf{x ∈ R | X − x ∈ A}.
Note that for a monotone set A with 0 ∈ A, ρA(X) <∞ for any X ∈ L∞.
Lemma 26 The following are equivalent:
i) (sNFLVR);
ii) ρ
C˜
(ξ) > 0 for any ξ ∈ L∞+ \ {0};
iii) ρC˜(1A) > 0 for any A ∈ F \ N .
Proof. i) ⇔ ii): from Lemma 21, C˜ is monotone and ρ
C˜
= ρ
C˜∩L∞
on L∞. Thus,
ρcl∞(C˜) = ρC˜∩L∞ = ρC˜ on L
∞. The rest follows from cl∞(C˜) = {ρcl∞(C˜) ≤ 0} = {ρC˜ ≤ 0}.
ii)⇒ iii): it follows from 1A ∈ L∞+ \ {0}.
iii) ⇒ ii): for any ξ ∈ L∞+ \ {0} we can find n ∈ N such that A := {ξ > 1/n} ∈ F \ N .
From Lemma 21, ρC˜ is monotone and positive homogeneous. We deduce,
0 < n−1ρC˜(1A) = ρC˜(n
−11{ξ>1/n}) ≤ ρC˜(ξ).
Lemma 27 Consider now the conditions:
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a) ρC˜(1A) > 0 for any A ∈ F \ N ;
b) for A ∈ F \N we can find δ ∈ (0, 1] and Q = {Qn}n∈N ⊂ PW , such that Q ≪ P¯ for some
P¯ ∈ P and
Qn(A) ≥ δ and EQn(X) ≤
1
n
∀X ∈ Cn,
for any n ∈ N.
Then b)⇒ a). If, in addition, C is Fatou closed a)⇒ b).
Proof. b)⇒ a). Suppose that there exists A ∈ F \N such that ρC˜(1A) ≤ 0. Let δ ∈ (0, 1],
Q and P¯ as in b). From ρ
C˜
(1A) ≤ 0, it follows 1A − δ/4 ∈ C˜. In particular, by definition of
C˜, we have 1A − δ/4 ∈ j−1P¯ (jP¯ (C)). Thus, there exists X ∈ C such that X = 1A − δ/4 P¯ -a.s.
More precisely, since C = ∪λ≥0Cλ and Cλ is an increasing collection of sets, there exists λ¯ ≥ 0
such that X ∈ Cλ for every λ ≥ λ¯. Moreover, since {Qn} ≪ P¯ , X = 1A − δ/4 Qn-a.s. for any
n ∈ N. Using b), we deduce
EQn [1A − δ/4] = EQn [X] ≤
1
n
, n ≥ λ¯.
For n ≥ λ¯ ∨ 4δ−1, we have Qn(A) ≤ δ/2 which contradicts Qn(A) ≥ δ.
a) ⇒ b). Let A ∈ F \ N and 0 < δ < ρC˜(1A). From ρC˜(1A − δ) > 0, we deduce that
1A − δ /∈ C˜. Therefore we can find P¯ ∈ P such that 1A − δ /∈ j−1P¯ ◦ jP¯ (C) and, in particular,
1A − δ /∈ j
−1
P¯
◦ jP¯ (Cn) for any n ∈ N. We note now that the same is true for α(1A − δ) with
α ∈ (0, 1). Indeed,
α(1A − δ) ∈ j
−1
P¯
◦ jP¯ (Cn)⇒ 1A − δ ∈ j
−1
P¯
◦ jP¯ (C⌈n/α⌉)
which would be a contradiction. All these considerations hold true by an equivalent change of
measure, thus, we may assume P¯ ∈ PW . Therefore for any α ∈ (0, 1), and n ∈ N α(1A − δ) /∈
j−1
P¯
◦ jP¯ (Cn), which is σ(L, lin(P
W )) closed by Proposition 22.
Consider the σ(L, lin(PW ))-compact and convex set An = {α(1A − δ) | α ∈ [1/n, 1]}. From
the previous observation An ∩ j−1P¯ ◦ jP¯ (Cn) = ∅. For any n ∈ N, there exists µn ∈ lin(P
W )
such that
sup
X∈j−1
P¯
◦jP¯ (Cn)
µn(X) <
µn(1A)− δ
n
. (15)
We observe that µn is positive and µn(1Ω) = 1: indeed suppose that there exists ξ ∈ L+ such
that µn(ξ) < 0. From −L+ ⊂ Cn, −aξ ∈ Cn for any a > 0, from which lima→∞ µn(−aξ) =
lima→∞−aµn(ξ) =∞ contradicts (15). Similarly, a(1Ω−1) ∈ Cn for any a ∈ R, which implies
µn(1Ω) = 1. We deduce that µn is the linear functional induced by some Qn ∈ PW . Moreover,
for any n ∈ N, we have
• Qn ≪ P¯ . Otherwise let B ∈ F such that P¯ (B) = 0 and Qn(B) > 0. From 1B = 0 P¯ -a.s.
we have a1B ∈ j
−1
P¯
◦ jP¯ (Cn) for every a > 0 and supa>0EQn [a1B ] = +∞ contradicts
(15).
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• Qn(A) ≥ δ. It follows from 0 ∈ Cn, which implies that the supremum in (15) is non-
negative.
• supX∈Cn EQn [X] ≤ supX∈j−1
P¯
◦jP¯ (Cn)
EQn [X] ≤
1
n follows again by (15).
Since P¯ is the same for every n, Q = {Qn}n∈N ≪ P¯ ∈ P, which concludes the proof of b).
proof of Theorem 6. It follows from Lemma 26 and Lemma 27.
proof of Theorem 9. Clearly (sNFLVR) implies (NA) and from Lemma 8 C is Fatou
closed so that the conclusion of Lemma 27 is an equivalence. The first statement follows as
in the proof of Theorem 6.
If we now assume that C˜ = C we have that (sNFLVR) is equivalent to (NFLVR), which
is further equivalent to (NA) since, from Lemma 8, C ∩ L∞ is ‖ · ‖∞-closed. The implication
(⇒) follows directly from the first part of the Theorem. For the converse implication, let
VT (H,h) := (H ◦ S)T + h · Φ. Suppose that, for some (H,h) ∈ H, VT (H,h) ≥ 0 q.s. (and
hence (H,h) ∈ Hλ for every λ ≥ 0). If there exists P ∈ P such that P ({VT (H,h) > 0}) > 0
then for some a > 0 the set A = {VT (H,h) ≥ a} ∈ F \ N . By assumption, there exist δ > 0
and Q ∈ Qapp such that infQ∈QQ(A) = δ > 0. Consider k ∈ N and define the strategy
(Hˆk, hˆk) := ka(H,h). Notice that since 0 ≤ VT (Hˆ
k, hˆk)∧K ≤ VT (Hˆ
k, hˆk) and Cn is monotone,
VT (Hˆ
k, hˆk) ∧K belongs to Cn for every n ∈ N. From Lemma 27 b), for an arbitrarily fixed
Q ∈ Q,
0 ≤ sup
k∈N
EQ[VT (Hˆ
k, hˆk) ∧K] ≤ 1
for every K > 0. By monotone convergence theorem EQ[VT (Hˆk, hˆk)] ≤ 1 for any k ∈ N. Since
EQ[1AVT (Hˆ
k, hˆk)] = kaEQ
[
1{VT (H,h)≥a}VT (H,h)
]
≥ kδ we have that supk∈NEQ[VT (Hˆ
k, hˆk)] =
∞ which is a contradiction.
5.3 The FTAP for (sNABR)
When C = C˜, both sets are also equal to Ĉ :=
⋃
λ≥0 C˜λ. In the general case we could define
sensitive No Arbitrage with Bounded Risk (sNABR) as Ĉ ∩ L∞+ = {0} and the the following
relations are satisfied:
(sNFLVR)⇒ (sNA)⇒ (sNABR)⇒ (NA)
A similar characterization holds for this condition.
Theorem 28 Let C defined in (1) be Fatou closed. The following are equivalent:
1. (sNABR)
2. For every non polar set A and n ∈ N, there exists 0 < δn ≤ 1n and Qn ∈ P
W such that
Qn(A) > nδn and EQn [X] < δn ∀X ∈ C˜n,
for every n ∈ N.
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From the equivalent formulation, it is clear that the two notions (sNFLVR) and (sNABR) are
very close. One difference is that in Theorem 6, the lower bound for Qn(A) is uniform for the
collection {Qn}n∈N. Moreover, in Theorem 6 it also holds Q ≪ P¯ for some P¯ ∈ P.
Lemma 29 Under the same assumptions of Theorem 28 the following are equivalent:
a)
⋃
λ≥0 C˜λ ∩ L
∞
+ = {0};
b) ρ
C˜λ
(ξ) > 0 for any ξ ∈ L∞+ \ {0} and λ ≥ 0 ;
c) ρ
C˜λ
(1A) > 0 for any A ∈ F \ N and λ ≥ 0.
Proof. For ease of notation, denote ρλ = ρC˜λ .
a)⇔ b): the proof follows from C˜λ being σ(L, lin(PW )) closed and monotone.
b)⇒ c): it follows from 1A ∈ L∞+ \ {0}.
c)⇒ b): We first show that ρλ( 1n1A) > 0 for any n ∈ N and A ∈ F \ N .
The inequality ≥ is clear by monotonicity. Suppose, by contradiction, there exists n¯ such that
ρλ(
1
n1A) = 0 for every n > n¯. Since C˜λ is σ(L, lin(P
W )) closed by Proposition 22, we infer
that 1n1A ∈ C˜λ for every n > n¯. By definition of C˜λ , for every P ∈ P there exists k
P ∈ Kλ
such that 1n1A ≤ k
P P -a.s. which implies 1A ∈ C˜nλ i.e. ρnλ(1A) = 0. This would contradict
c).
Now for any ξ ∈ L∞+ \ {0} we can find n ∈ N such that A := {ξ > 1/n} ∈ F \ N . From
Lemma 21, ρλ is monotone, from which,
0 < ρλ(n
−11A) ≤ ρλ(ξ).
Proof of Theorem 28. Suppose (sNABR) holds. By Lemma 29, for any λ ≥ 0,
ρC˜λ(1A) > 0 and any A ∈ F \N . Since C˜λ is σ(L, lin(P
W )) closed by Proposition 22, 1A /∈ C˜λ
for any λ ≥ 0 and the same is true for α1A for α ∈ (0, 1). Indeed, α1A ∈ C˜λ would imply
1A ∈ C˜λ/α, a contradiction. Thus, for any n ∈ N the σ(L, lin(PW )) closed and convex set C˜n
and the σ(L, lin(PW ))-compact and convex set An = {α1A | α ∈ [1/n, 1]} are disjoint. For
any n ∈ N, there exists Qn ∈ PW and δn ∈ [0, 1], such that
sup
X∈C˜n
EQn [X] < δn <
Qn(A)
n
. (16)
From 0 ∈ Cn, δn > 0 and the thesis follows.
For the converse implication suppose that there exists A ∈ F \ N such that ρ
C˜λ
(1A) ≤ 0
for some λ ≥ 0. Since C˜λ is σ(L, lin(PW )) closed, 1A ∈ C˜λ. Let n ∈ N with n ≥ λ. Take
Qn ∈ P
W such that Qn(A) > nδn and EQn [X] < δn for any X ∈ C˜n. From 1A ∈ C˜n, we
deduce
nδn < Qn(A) < δn
which yields the contradiction n < 1.
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5.4 Proof of Theorem 11
We only need to show that (sNFLVR) implies Q 6= ∅ and P ≪ Q, the rest follows from
Theorem 9. Assume (sNFLVR) and introduce the notation S1:t = (S1, . . . , St). Theorem 6
ensures that for A ∈ F \ N and n ∈ N, we can find a collection Q = {Qn}n∈N of probability
measures such that
Qn(A) ≥ δ and EQn [X] ≤
1
n
∀X ∈ Cn. (17)
Moreover, there exists P ∈ P such that Q ≪ P . By Assumption 10, P has support on some
compact set KP , hence, the collection Q is tight and, by Prokhorov Theorem, is relatively
compact. From Lemma 27, Q ⊂ PW and therefore we can define {Pn}n∈N by dPndQn =
W
EQn [W ]
.
Since Pn ∼ Qn andQn(KP ) = 1 withKP independent of n, the collection {Pn}n∈N is also tight
(and hence relatively compact). Moreover, for X ∈ Cn we have EQn [X] = EQn [W ]EPn
[
X
W
]
We deduce that there exists a convergent subsequence of {Pn}n∈N whose limit is denoted by
P¯ ∈ M1. Finally we define the measure Q by
dQ
dP¯
= cW where c := 1/EP¯ [W
−1].
Note that, since F is the natural filtration of S, any Ft-measurable random variable H can be
written as h(S1, . . . , St), for some Borel-measurable function h : Rd×t → R. Consider now the
sets
Y :=
{
f(S1:t) : Ω→ R | f ∈ Cb(R
d×t)
}
,
X :=
{
h(S1:t) : Ω→ R | h ∈ Bb(R
d×t), EQ[h(S1:t)(S
j
t+1 − S
j
t )] = 0 ∀j = 1, . . . , d
}
,
where Bb(Rd×t) denotes the space of bounded measurable functions on Rd×t and Cb(Rd×t) those
which are, in addition, continuous. We aim at using a Monotone Class Theorem to deduce
that X contains all bounded Ft-measurable function. First note that Y is a multiplicative
class, namely, if Y1, Y2 ∈ Y then Y1Y2 ∈ Y. Next, we show that σ(Y) = Ft. To see this
let Γn be a sequence of compacts such that, Rd×t = ∪n∈NΓn By Urysohn’s Lemma, for any
n,m ∈ N there exists fn,m ∈ Cb(Rd×t) such that fn,m(x) = x on Γn and fn,m(x) = 0 on
the complementary of Γn + B◦1
m
(0), where B◦1
m
(0) denotes the open ball with center in 0 and
radius 1/m. Take now an open set O ⊂ Rd×t+ and note that S
−1
1:t (O) = ∪n∈NS
−1
1:t (O ∩ Γn). By
construction of fn,m,
S−11:t (O ∩ Γn) =
⋂
m∈N
{ω ∈ Ω | fn,m(S1:t(ω)) ∈ O ∩ Γn} ∈ σ(Y)
From O and n arbitrary we deduce Ft ⊂ σ(Y). The opposite inclusion is trivial.
The next step is to show that Y ⊂ X . Let f ∈ Cb(Rd×t) and define Xj := f(S1:t)(S
j
t+1−S
j
t )
for j = 1, . . . , d. By the choice of W and f bounded, we deduce that Xj/W ∈ Cb(Ω) and
there exists n¯ ∈ N such that Xj ∈ Cn for any n ≥ n¯. From (17) and W ≥ 1 we have
1
n
≥ EQn [X
j ] = EQn [W ]EPn
[
Xj
W
]
implies EPn
[
Xj
W
]
≤
1
n
.
Using the weak convergence of Pn to P¯ , we deduce EP¯ [X
j/W ] ≤ 0. By repeating the same
argument for −Xj , we obtain EP¯ [X
j/W ] = 0 and hence EQ[Xj ] = 0.
We now note that X is a vector space and 1Ω ∈ Y ⊂ X . Moreover, for an increasing
sequence {Hn}n∈N ⊂ X with limn→∞Hn = H bounded, we have that H ∈ X by dominated
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convergence. From (Protter, 2005, Theorem I.8) and t ∈ I arbitrary, we conclude that S is a
(Q,F)-martingale. The fact that Q is calibrated to the prices of the options Φ follows from
φi/W ∈ C˜n for every i = 1, . . . ,m, n ∈ N and a similar weak convergence argument.
Finally we show that P ≪ Q. Let A ∈ F \ N , there exists P ∈ P such that P (A) > 0.
By (Aliprantis and Border, 2006, Theorem 12.5), there exists a closed set F ⊂ A such that
P (F ) > 0. From W ≥ 1 we have
EPn [1F ] ≥ EPn
[
1F
W
]
= EQn [W ]EQn [1F ] ≥ δ
Due to Portemanteau’s Theorem (Aliprantis and Border, 2006, Theorem 15.3), P¯ (F ) ≥ lim supPn(F ) ≥
εδ. Thus, again by (Aliprantis and Border, 2006, Theorem 12.5), P¯ (A) ≥ P¯ (F ) > 0 and since
Q is equivalent to P¯ , we also have Q(A) > 0. This concludes the proof.
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