Abstract: The diagonally-invariant exponential stability (DIES) is introduced as a special type of exponential stability (ES) which incorporates information about the sets invariant with respect to the state-space trajectories. DIES is able to unify, at the conceptual level, issues in stability analysis that have been separately addressed by previous researches Unlike ES, DIES is a norm-dependent property and its study requires appropriate instruments. These instruments are derived in terms of matrix measures from the characteristics of the system trajectories; their convenient exploitation in practice is ensured by methods based on matrix comparisons. The developed framework presents a noticeable generality and its applicability is illustrated for several classes of linear and non-linear systems. This framework can be simply adapted to discrete-time systems.
INTRODUCTION
The concept of "diagonal stability" is pertaining to linear algebra, where its usage refers to the following definition (Kaszkurewicz and Bhaya, 2000 Our research has yielded a framework that refines the qualitative analysis by defining a special type of ES, called by us diagonally-invariant exponential stability (DIES), able to incorporate the ISs into the classical concept of ES. Unlike ES, which is a normindependent property, DIES depends on the considered norm || || p , and, therefore, its study requires appropriate instruments. The definition of the local and global DIES in terms of the standard δ − ε formalism, as well as general characterizations of DIES are given in Section 2. Section 3 formulates DIES conditions in terms of matrix measures; these conditions are exploited in Section 4 via methods based on matrix comparisons. Section 5 applies the results from the previous sections to several classes of linear and nonlinear dynamical systems. Some final remarks on the relevance of our work are presented in Section 6.
Although not directly related to the diagonal stability, the papers cited below supported our investigation on DIES by valuable ideas about ES and/or ISs. Thus, (Fang and Kincaid, 1996) proposed a generalization of Coppel's inequality (Coppel, 1965) for studying the ES of nonlinear and time-variant systems, but the information available about the ISs is not taken into discussion. The set invariance problem for arbitrary norms is addressed within the context of ES in (Kiendl et al, 1992) , but only for LTI systems. Moreover, that paper considers only constant ISs (i.e. time-independent), regarded, in the traditional manner, as attraction sets for the trajectories. The exponential time-dependence of the ISs (called "contractive" sets) is considered for LTI systems by the survey paper (Blanchini, 1999) and some papers cited therein, but without a special interest for the link between the ES and the ISs. The way toward a profound interpretation of this link as a special type of ES, has been opened by several works on componentwise stability, such as (Pavel, 1984) , (Voicu 1984 (Voicu , 1987 , (Hmamed and Benzaouia, 1997) , (Matcovschi and Pastravanu, 2004) , (Pastravanu and Voicu, 2004) , that carefully revealed the properties of the time-dependent rectangular ISs. Some results of these works will be commented by the current paper from the DIES point of view.
To get a reasonable size for this text, the framework we have developed refers only to continuous-time systems, but it applies mutatis mutandis to the discrete-time case. Also for brevity, the proofs of our results are limited to the key elements.
GENERAL CHARACTERIZATION
Consider the dynamical system
, and 
The link between the local DIES p and the local ES defined by the δ − ε formalism for an arbitrary norm || || (e.g. Michel and Wang, 1995, pp.107 )
is given by the following proposition (easy to prove). Proposition 1. The EP {0} of system (1) 
are invariant (positively invariant) with respect to the trajectories of system (1).
These ISs correspond to time-dependent level sets associated with strong Lyapunov functions.
Proposition 3. The EP {0} of system (1) is locally DIES p iff there exists 0 > η such that
strong Lyapunov function with the decreasing rate r, i.e
(6) Necessity: Inequality (6) results from the invariance of the time-dependent ISs )
Sufficiency: It can be proved by contradiction. `
If the EP {0} of system (1) 
Proposition 4. The EP {0} of system (1) is globally DIES p iff it is globally ES in the sense of condition (7) applied with 1 = K , for the vector norm
Remark 1. Propositions 2 and 3 with ∞ = η characterize the global DIES p of the EP {0} of system (1).
DIES P AND MATRIX MEASURES
Given a square matrix Q, consider its measure
associated with the matrix norm
Using the material presented in (Fang and Kincaid, 1996) , the following three Lemmas can be proved. Lemma 1. System (1) is equivalent to the system:
where the n n× matrix ) , ( t x A is defined by:
and
denotes the Jacobian matrix of the function :
Lemma 2. For any norm
Lemma 3. For any
Relying on this background, let us explore the DIES p of system (1) in terms of matrix measures. Theorem 1. The EP {0} of system (1) For the local DIES p we can formulate a necessary and sufficient condition, by using )
The EP {0} of system (1) is locally DIES p iff there exist a positive diagonal matrix D and a constant 0 < r such that
. (15) Proof. Sufficiency: Use the continuity of )) , ( (
for a vicinity of {0} and, then, Theorem 1. Necessity: For any trajectory belonging to a vicinity of {0}, we write
, where * x is the generic notation for those x that allow reaching the supremum. We can continue to write
, where the first term is dominated by the decreasing rate appearing in inequality (6), and the second term is negligible, once the considered vicinity of } 0
, is small enough..
DIES P AND MATRIX COMPARISONS
Given a square matrix )
, the essentially nonnegative matrix built from the matrix Q as follows:
First, we prove four technical results referring to essentially nonnegative matrices. Lemma 4. If P is an essentially nonnegative matrix, then it has a real eigenvalue (simple or multiple), denoted by ) ( max P λ , which dominates the whole spectrum of P, i.e.
( )
is the spectral radius of the nonnegative matrix P sI + , where
Consider an arbitrary square matrix Q and an essentially nonnegative matrix of the same size P, such that
, for any positive diagonal matrix ∆ and for any Hölder norm p. Proof: (a) It results from Theorem 8.1.18 in (Horn and Johnson, 1985) . . At the same time, from Lemma 5b) we
for any Hölder norm p. Thus, we can apply the first part of Theorem 1. (b) The proof is similar to part (a). Although Theorem 2 provides a necessary and sufficient condition for local DIES p based on A(0,t) = J(0,t), sometimes matrix majorization can be more convenient. Theorem 4. If there exists a matrix S Hurwitz stable such that the following matrix inequality:
is fulfilled, then the EP {0} of system (1) 
Then we apply the sufficiency part of Theorem 2. Theorem 5. If there exists 
Theorem 6. If there exists
Remark 6. All our procedures for DIES p analysis need testing if an essentially nonnegative matrix is Hurwitz stable, or, equivalently, if it is a -M matrix. Remark 7. Theorem 3 can be regarded in terms of system comparison theory in the sense that matrix S defines the dynamics of a linear system used as comparison system for (1). If
≤ and S − is an M matrix, then a classical result for differential systems (e.g. Michel and Wang, 1994, pp. 271) concludes that the EP {0} of system (1) is globally ES. Under the same hypothesis, our Theorem 3a) guarantees a more refined property, namely the global DIES p of the EP {0}, for any Hölder norm p.
DIES P OF SOME CLASSES OF SYSTEMS
In this section we will briefly illustrate the applicability of our results in analyzing the DIES p for some classes of systems. We will also show that the framework developed by us for the DIES p is able to incorporate, as particular cases, results reported by different works dealing with ES and/or ISs.
DIES p of Linear Systems
We analyse the global DIES p as a system property. Remark 10. The usage of the vector norms in defining ISs (with general forms) for system (28) is proposed in (Kiendl et. al, 1992) . Since the ISs are regarded as independent of time, those results do not express a link between the measure of A and the decreasing rate of the ISs, r, as formulated in (29) (Voicu, 1984) , (Hmamed and Benzaouia, 1997 Proof: positive diagonal matrix D -see Lemma 5b).
CONCLUSIONS
The concept of DIES brings a refinement in the qualitative analysis of the dynamical systems because it expresses the link between the classical ES and different types of ISs. Matrix measures represent the instruments able to capture information about the both properties, ES and the existence of ISs. To simplify the exploitation of these instruments, we also formulate some results based on matrix comparisons. The developed framework offers a deeper interpretation for the usage of the algebraic tools in exploring the system stability. The paper also presents specialized and relevant results derived for some classes of linear and nonlinear systems, which are frequently encountered in automatic control.
