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SPECTRA OF BERNOULLI CONVOLUTIONS AS
MULTIPLIERS IN Lp ON THE CIRCLE
NIKITA SIDOROV AND BORIS SOLOMYAK
Abstract. It is shown that the closure of the set of Fourier co-
efficients of the Bernoulli convolution µθ parameterized by a Pisot
number θ, is countable. Combined with results of Salem and Sar-
nak, this proves that for every fixed θ > 1 the spectrum of the
convolution operator f 7→ µθ ∗ f in L
p(S1) (where S1 is the circle
group) is countable and is the same for all p ∈ (1,∞), namely,
{µ̂θ(n) : n ∈ Z}. Our result answers the question raised by P. Sar-
nak in [8]. We also consider the sets {µ̂θ(rn) : n ∈ Z} for r > 0
which correspond to a linear change of variable for the measure.
We show that such a set is still countable for all r ∈ Q(θ) but
uncountable (a non-empty interval) for Lebesgue-a.e. r > 0.
1. Introduction and main results
Let ν be a Borel probability measure on S1 = R/Z, and let
Tν : L
p(S1)→ Lp(S1)
be the convolution operator, namely, Tνf := ν ∗ f . Put
Fν := {ν̂(n) : n ∈ Z} .
It is shown by Sarnak [8] that if the closure Fν has capacity zero, then
the following identity relation for the spectra of Tν in different L
p(S1)
is satisfied:
(1.1) sp(Tν , L
p) ≡ sp(Tν , L
2) = Fν , 1 < p < +∞.
The present paper deals with the case when ν is a Bernoulli convolu-
tion. Recall that for any θ > 1 the Bernoulli convolution parameterized
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by θ is defined as follows:
µθ := ∗
∞∏
k=0
(
1
2
δ−θ−k +
1
2
δθ−k
)
(where δx denotes the Dirac δ-measure at x). Thus,
(1.2) µ̂θ(t) =
∞∏
k=0
cos(2piθ−kt).
We can view µθ as a measure on the line, i.e., t ∈ R in (1.2). The
induced measure on the circle has Fourier coefficients {µ̂θ(n) : n ∈ Z}.
As is well known, suppµθ ⊂ Iθ = [−
θ
θ−1
, θ
θ−1
] for any θ > 1. More-
over, for θ > 2 the measure µθ is usually called the Cantor-Lebesgue
measure (parameterized by θ), and its support is the Cantor set with
constant dissection ratio θ. On the other hand, supp µθ = Iθ for
θ ∈ (1, 2].
In [7, Th II, p. 40] it is shown that unless θ is a Pisot number (an
algebraic integer greater than 1 whose conjugates are all less than 1
in modulus), µ̂θ(t) → 0 as t → +∞ along the reals, whence Fµθ is
countable and thus, (1.1) is satisfied.
Sarnak [8] considered the case of the classical Cantor-Lebesgue mea-
sure (θ = 3), for which he proved that Fµθ is countable and therefore
(1.1) holds. As stated in [8], the same approach can be applied to the
case of an arbitrary integer θ ≥ 3, and the only case left is the irrational
Pisot numbers θ. The question about the limit points of the Fourier
coefficients for this class of measures was raised in [8].
Theorem 1.1. The set of limit points of the sequence {µ̂θ(n) : n ∈ Z},
with an irrational Pisot parameter θ, is countable, so (1.1) holds for
ν = µθ.
Remark 1.2. There is apparently another way to obtain (1.1) for ν =
µθ, without getting countability of the spectrum. It is known that if a
Borel probability measure ν on S1 is Lp-improving1, then, like in the
case in question, (1.1) holds, see [5, Th. 4.1]. Christ [3] proved that
µθ is L
p-improving for all θ > 2, and he made a remark that the same
argument works for θ ∈ (1, 2) as well.
Since we are considering measures on the circle, one may argue that
it is in fact more natural to have the Bernoulli convolution measure
supported on an interval of length 1, rather than on Iθ (whose length
1A measure ν is called Lp-improving for some p ∈ (1,∞), if there exists q =
q(p) > p such that ν ∗ f ∈ Lq(S1) for any f ∈ Lp(S1). If ν improves some Lp, then
it improves all of them for 1 < p < +∞, see [5].
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is 2θ/(θ − 1) > 1). This is achieved by a linear change of variable,
resulting in the Fourier coefficients {µ̂(( θ−1
2θ
)n) : n ∈ Z}, and we show
that the analog of Theorem 1.1 is still valid (see below).
More generally, one may inquire what happens under an arbitrary
scale change. It turns out that the situation is rather delicate.
For r > 0 put
Fν, r := {ν̂(rn) : n ∈ Z}.
For a set E ⊂ R let E ′ denote the derived set of E, that is, the set of
its limit points.
Theorem 1.3. Let θ 6= 2 be a Pisot number. Then
(i) for any positive r ∈ Q(θ), the set F ′µθ,r is countable;
(ii) for Lebesgue a.e. r > 0, the set F ′µθ,r is a non-empty interval.
Corollary 1.4. For any θ > 2, the spectrum in Lp(S1), p > 1, of
the convolution operator corresponding to the Cantor-Lebesgue measure
with the constant dissection ratio θ, constructed on [0, 1) ≃ S1 = R/Z,
is countable.
This follows from Theorem 1.3 (i), since θ−1
2θ
∈ Q(θ) and translat-
ing the measure by 1
2
results in multiplying the Fourier coefficients by
(−1)n.
Denote E(1) := E ′, E(n+1) := (E(n))′. For r ∈ Q(θ), it is natural to
ask what is the cardinality of the second, third, etc., derived sets for
Fµθ,r. The following theorem answers this question.
Theorem 1.5. For any Pisot θ 6= 2 and any positive r ∈ Q(θ) the set
F
(n)
µθ,r is countable for each n ≥ 1.
2. Proof of countability: the model case
The core of the paper is the proof of Theorem 1.3 (i) (which, of
course, implies Theorem 1.1). Our proof is loosely based on the method
used in [8] for θ = 3. On the other hand, the case of irrational θ requires
extra tools more common for the theory of Pisot numbers (in the spirit
of the monograph [2, Chapter VIII]).
The structure of the rest of the paper is as follows: in this and the
next sections we are going to show that
(2.1) cardF ′µθ,r ≤ ℵ0, r ∈ Q(θ) ∩ (0,∞).
Note that our proof applies to the case θ ∈ N as well. Combined
with Theorem 1.5 (proved in Section 4) this yields Theorem 1.3 (i).
Theorem 1.3 (ii) is also proved in Section 4.
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The Pisot numbers θ 6= 2 are distinguished by the fact that µ̂θ(t) 6→
0, as t→ +∞ over the reals. This was proved by Erdo˝s [4] (for integers
θ > 2 this had been known earlier). It is easy to see that also µ̂θ(n) 6→ 0,
as n → +∞ over the integers, see Section 4. If θ = 2, then µθ is
absolutely continuous, so there is nothing to prove.
For the rest of the paper, we fix a Pisot number θ 6= 2 and denote
by θ2, . . . , θm the conjugates of θ = θ1. Since θ is Pisot,
(2.2) ρ = max
i≥2
|θi| ∈ [0, 1)
(ρ = 0 if and only if θ ∈ N).
Let us begin the proof of the inequality (2.1). Denote by 〈·〉, ‖ · ‖ the
nearest integer and the distance to the nearest integer respectively.
To simplify notation, denote µ := µθ. It suffices to prove that there
are at most countable many limit points for the set {|µ̂(rn)| : n ∈ N}.
Fix η > 0 and assume that integers nk → +∞ are such that
(2.3) |µ̂(rnk)| → a, a ≥ η.
Similarly to [8], our goal is to show that there can be only a countable
set of such a’s for any fixed η; this will yield (2.1).
There exist Nk ∈ Z and yk ∈ [1, θ) such that
(2.4) yk = 2rnkθ
−Nk .
Let
(2.5) ykθ
j = K
(k)
j + δ
(k)
j , j = 1, . . . , Nk,
where δ
(k)
j ∈ (−
1
2
, 1
2
] and K
(k)
j = 〈ykθ
j〉 ∈ N. By (1.2) and (2.4),
(2.6) |µ̂(rnk)| =
Nk∏
j=−∞
| cos(piykθ
j)| =
Nk∏
j=−∞
cos
(
piδ
(k)
j
)
.
Let m be the degree of θ, with the minimal polynomial xm− d1x
m−1−
· · · − dm. For the rest of the paper we fix a δ which satisfies
(2.7) 0 < δ < (1 + |d1|+ · · ·+ |dm|)
−1.
The reason for the choice of δ is the following
Lemma 2.1. Suppose that |δ
(k)
j | ≤ δ for j = Ak +1, . . . , Ak + b, where
0 ≤ Ak ≤ Nk − b and b > m. Then
K
(k)
j+m = d1K
(k)
j+m−1 + · · ·+ dmK
(k)
j ,(2.8)
for j = Ak + 1, . . . , Ak + b−m.
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Proof. By our condition and (2.7), for j ≥ Ak + 1,
|K
(k)
j+m − d1K
(k)
j+m−1 − · · · − dmK
(k)
j | ≤ δ(1 + |d1|+ · · ·+ |dm|) < 1.
As K
(k)
j ’s and di’s are integers, we are done. 
We want to estimate the number of δ
(k)
j ’s that are greater than δ in
modulus. Let L ∈ N be such that (cos(piδ))L ≤ η/2. It follows from
(2.3) and (2.6) that for k sufficiently large,
(2.9) Lk := #
{
j ∈ [1, Nk] :
∣∣δ(k)j ∣∣ > δ} ≤ L.
Since we only care about the limit, we can assume without loss of
generality that (2.9) holds for all k.
The rest of the proof is somewhat technical, so we believe that it is
helpful first to present a sketch in the special model case Lk = 1 and
r = 1. This will be done in the rest of the section.
Thus, let us assume for the moment that
∣∣δ(k)j ∣∣ ≤ δ for all j =
1, . . . , Nk, except possibly j = Jk. There are three possibilities: (a)
sup Jk <∞, (b) sup(Nk−Jk) <∞, and (c) sup Jk =∞ and sup(Nk−
Jk) =∞. By passing to a subsequence, we can assume that we actually
have one of the following cases:
Case 1: Jk = R (independent of k);
Case 2: Jk = Nk −R;
Case 3: Jk →∞ and Nk − Jk →∞.
Case 1. By Lemma 2.1, the sequence {K
(k)
j } satisfies the recurrence
relation (2.8) for j = R + 1, . . . , Nk −m (for k large enough to satisfy
Nk > R+m). Then we can express K
(k)
j in terms of θ and its conjugates
θ2, . . . , θm as follows:
(2.10) K
(k)
j = c
(k)
1 θ
j +
m∑
i=2
c
(k)
i θ
j
i , j = R + 1, . . . , Nk.
Observe that the coefficients c
(k)
i are completely determined by K
(k)
j for
j = R+1, . . . , R+m. These K
(k)
j ’s are integers bounded by θ
R+m+1+1
(as yk ≤ θ and K
(k)
j is the nearest integer to ykθ
j). Thus, there are
finitely many possibilities for c
(k)
i and we can assume, passing to a
subsequence, that c
(k)
i = ci do not depend on k.
Let y := c1; the first important point is that y ∈ Q(θ). This follows
from the Cramer’s Rule, solving the linear system (2.10), with j =
R+1, . . . , R+m, for ci. Alternatively, note that ‖yθ
j‖ → 0 as j → +∞
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by (2.10), and the fact that y ∈ Q(θ) is a part of the well-known Pisot-
Vijayaraghavan theorem (see [2]).
Now comes the crucial point—we have to use that nk is an integer
2.
We assumed that r = 1, so nk =
1
2
ykθ
Nk from (2.4). We have 2nk =
K
(k)
Nk
, since both sides are integers. Hence by (2.5) and (2.10),
ykθ
Nk = K
(k)
Nk
= yθNk +O(ρNk),
where ρ is given by (2.2) and the implied constant in O is independent
of k. Thus, yk = y +O(θ
−NkρNk), and an elementary argument yields
|µ̂(nk)| →
∞∏
j=−∞
| cos(piyθj)|.
(A more general statement is proved below, in Lemma 3.2.) Since the
right-hand side depends only on y ∈ Q(θ), the number of possible limit
points in this case is at most countable.
Case 2. By Lemma 2.1, K
(k)
j ’s satisfy the recurrence relation (2.8) for
j = 1, . . . , Nk − R −m − 1, when k is sufficiently large. Passing to a
subsequence, we can assume that K
(k)
j = Kj do not depend on k for
j ≤ Nk − R− 1 and
(2.11) Kj = yθ
j +
m∑
i=2
ciθ
j
i , j = 1, . . . , Nk − R− 1.
Again we have y ∈ Q(θ). Extend Kj by (2.11) to j = Nk − R, . . . , Nk;
in other words, we extend Kj to satisfy the recurrence relation (2.8).
We cannot claim that Kj = K
(k)
j for j = Nk − R, . . . , Nk; however, it
is easy to see from the recurrence that∣∣K(k)j −Kj∣∣ ≤ CR, j = Nk − R, . . . , Nk,
where CR does not depend on k. (This is proved below, in Lemma 3.1.)
Again, passing to a subsequence, we can assume that K
(k)
Nk
−KNk = A
is a constant. Using that nk is an integer, we obtain
ykθ
Nk = K
(k)
Nk
= yθNK + A+O(ρNk),
where the implied constant in O is independent of k. Thus yk = y +
Aθ−Nk +O(θ−NkρNk), and it is not hard to show that
|µ̂(nk)| →
∞∏
j=−∞
| cos(piyθj)| ·
∞∏
j=0
| cos(piAθ−j)|.
2Note that the set of limit points of µ̂(t), as t→∞ over the reals, is an interval—
see Lemma 4.1 below.
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(A more general statement will be proved below, in Lemma 3.2.) Since
y ∈ Q(θ) and A ∈ Z, the number of possible limit points in this case
is again at most countable.
Case 3. By Lemma 2.1,
{
K
(k)
j
}Jk−m−1
j=1
and
{
K
(k)
j
}Nk−m
j=Jk+1
satisfy the
recurrence relation (2.8). As in Case 2, we can assume by passing to a
subsequence that K
(k)
j = Kj for j = 1, . . . , Jk − 1, whence
Kj = yθ
j +
m∑
i=2
ciθ
j
i , j = 1, . . . , Jk − 1,
for some y ∈ Q(θ), c2, . . . , cm. Also, as in Case 2, we extend Kj to
j ≥ Jk to satisfy the same recurrence relation and check that∣∣K(k)j −Kj∣∣ ≤ CR, j = Jk + 1, . . . , Jk +m.
Let S
(k)
j = K
(k)
Jk+j
− KJk+j for j = 1, . . . , Nk − Jk. Hence there exist
b
(k)
i ∈ Q(θi), with i = 1, . . . , m, such that
S
(k)
j = b
(k)
1 θ
j +
m∑
i=2
b
(k)
i θ
j
i , j = 1, . . . , m.
Because of the bounds on S
(k)
j , there are finitely many possibilities for
b
(k)
i , so we can assume that they do not depend on k, passing to a
subsequence. Let z = b1 = b
(k)
1 . We have Sj = S
(k)
j = zθ
j + O(ρj) for
j ≥ 1. Now observe that
K
(k)
j = Kj + Sj−Jk , j = Jk + 1, . . . , Nk.
Thus, using that nk is an integer, we obtain
ykθ
Nk = K
(k)
Nk
= KNk + SNk−Jk = yθ
Nk + zθNk−Jk +O(ρNk−Jk),
where the implied constant in O is independent of k. Since Jk → ∞
and Nk − Jk →∞, is not hard to show that
|µ̂(nk)| →
∞∏
j=−∞
| cos(piyθj)| ·
∞∏
j=−∞
| cos(pizθj)|.
(We will prove a more general statement below, in Lemma 3.2.) As
y, z ∈ Q(θ), the number of possible limit points in this case is at most
countable.
This concludes the sketch of the proof of (2.1) in the model case
Lk = 1 and r = 1. The idea for the general case is as follows: we
gather all indices j, for which
∣∣δ(k)j ∣∣ > δ, in groups in such a way that
the distance between any two adjacent groups goes to the infinity as
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k → ∞. Then we treat each group similarly to one of the three cases
considered in this section, depending on the position of this group
(“beginning”, “middle” or “end”) and finally, justify passing to the
limit in the key Lemma 3.2.
3. Proof of countability: the general case
We continue with the proof of the general case where we left it, after
the definition of Lk (2.9). Let 1 ≤ I
(k)
1 < I
(k)
2 < . . . < I
(k)
Lk
≤ Nk be
all the indices j for which
∣∣δ(k)j ∣∣ > δ. Since Lk ≤ L, we can assume
that Lk = L
′ does not depend on k, passing to a subsequence. Further,
passing to a subsequence, we can assume that for all i = 1, . . . , L′ − 1,
either I
(k)
i+1 − I
(k)
i = Ri (independent of k), or I
(k)
i+1 − I
(k)
i → ∞, as
k →∞. Also, either I
(k)
1 = R0 or I
(k)
1 →∞ and either Nk− I
(k)
L′ = RL′
or Nk − I
(k)
L′ →∞. Let
R = max{Ri : i = 0, . . . , L
′}+ 1.
We can find M ∈ {1, . . . , L′} and integers
1 = J
(k)
0 < J
(k)
1 < . . . < J
(k)
M < J
(k)
M+1 = Nk
so that J
(k)
i+1 − J
(k)
i →∞ for i = 0, . . . ,M , and∣∣δ(k)j ∣∣ ≤ δ for all j ∈ {1, . . . , Nk} such that min
i
∣∣j − J (k)i ∣∣ ≥ R.
By Lemma 2.1,
{
K
(k)
j
}
satisfy the recurrence relation (2.8) for J
(k)
i +
R ≤ j ≤ J
(k)
i+1−R−m, with i = 0, . . . ,M (for k large enough to satisfy
J
(k)
i+1 − J
(k)
i > 2R + m). In particular, this is true for 1 + R ≤ j ≤
J
(k)
1 − R−m. Thus we can write
K
(k)
j = c
(k)
1 θ
j +
m∑
i=2
c
(k)
i θ
j
i , j = R + 1, . . . , J
(k)
1 −R
(for k sufficiently large). The coefficients c
(k)
i are completely determined
by K
(k)
j for j = R + 1, . . . , R + m, which are integers bounded by
θR+m+1 + 1. Thus, there are finitely many possibilities for c
(k)
i , i =
1, . . . , m. Hence we can assume, passing to a subsequence, that c
(k)
i = ci
do not depend on k. Thus, K
(k)
j = Kj for j ≤ J
(k)
1 −R. Denote z0 := c1,
so that
Kj = z0θ
j +O(ρj).
As in Case 1, we have z0 ∈ Q(θ) (z0 is a natural analog of y from the
previous section). Next we repeat the argument from Case 3. Extend
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the sequence {Kj} to j > J
(k)
1 − R so that it satisfies the recurrence
relation for all j. We need the following lemma.
Lemma 3.1. Suppose that K
(k)
j = Kj for j ≤ Ak and {Kj} satisfies
the recurrence relation (2.8) for all j. Then for any p ∈ N there exists
Cp = Cp(θ) > 0 such that
|K
(k)
j −Kj| ≤ Cp, j = Ak + 1, . . . , Ak + p.(3.1)
Proof. This is proved by induction. Since K
(k)
j is the nearest integer to
ykθ
j , for any j ≥ 1,
|K
(k)
j+m − d1K
(k)
j+m−1 − · · · − dmK
(k)
j | ≤
1
2
(1 + |d1|+ · · ·+ |dm|) =: γ.
It follows that we can take C1 = γ in (3.1). Suppose (3.1) is verified
for some p. Then we have for j = Ak + p+ 1,
|K
(k)
j+1 −Kj+1| = |K
(k)
j+1 − d1K
(k)
j − · · · − dmK
(k)
j−m+1
+ d1K
(k)
j + · · ·+ dmK
(k)
j−m+1 − d1Kj − · · · − dmKj−m+1|
≤ γ + (|d1|+ · · ·+ |dm|)Cp < γ(1 + 2Cp).
Thus, we may put Cp+1 = γ(1 + 2Cp), and the lemma is proved. 
Let
S
(k)
j = K
(k)
J
(k)
1 +j
−K
J
(k)
1 +j
, j = R + 1, . . . , R +m.
By Lemma 3.1,∣∣S(k)j ∣∣ ≤ C2R+m, j = R + 1, . . . , R +m.
Therefore, we can assume (passing to a subsequence) that S
(k)
j ’s do not
depend on k for j = R+1, . . . , R+m. We can find z1 ∈ Q(θ), c
′
2, . . . , c
′
m
so that
Sj = S
(k)
j = z1θ
j +
m∑
i=2
c′iθ
j
i , j = R + 1, . . . , R+m.(3.2)
Extend Sj to j > R +m by the formula (3.2), so that they satisfy the
recurrence relation. Now observe that
K
(k)
j = Kj + Sj−J(k)1
, j = J
(k)
1 +R + 1, . . . , J
(k)
2 − R
(for k large enough to satisfy J
(k)
2 −J
(k)
1 > 2R+m), as both sides agree
for j = J
(k)
1 +R+1, . . . , J
(k)
1 +R+m, and satisfy the same recurrence
relation of length m. It follows that
K
(k)
j = z0θ
j + z1θ
j−J
(k)
1 +O
(
ρj−J
(k)
1
)
, j = J
(k)
1 +R + 1, . . . , J
(k)
2 − R,
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where the implied constant in O is independent of k.
Next we repeat the same argument and obtain, by induction, that
for i = 2, . . . ,M ,
(3.3)
K
(k)
j =z0θ
j + z1θ
j−J
(k)
1 + · · ·+ ziθ
j−J
(k)
i +O(ρj−J
(k)
i ),
j = J
(k)
i +R, . . . , J
(k)
i+1 − R.
Indeed, for each i extend K
(k)
j from j < J
(k)
i − R to larger j’s by
recurrence; denote them Q
(k)
j . Put
T
(k)
j := K
(k)
J
(k)
i +j
−Q
(k)
J
(k)
i +j
, j = R + 1, . . . , R+m.
Then
∣∣T (k)j ∣∣ ≤ C2R+m for j = R + 1, . . . , R +m. We can write T (k)j as
a linear combination of θj and the powers of its conjugates. As above,
there are finitely many possibilities for the coefficients (as k varies), so
we can assume without loss of generality that they do not depend on
k. The coefficient at θj will be denoted by zi, which yields (3.3).
For i =M the formula (3.3) becomes
(3.4)
K
(k)
Nk−R+j
=z0θ
Nk−R+j +
M∑
i=1
ziθ
Nk−J
(k)
i
−R+j + O
(
ρNk−J
(k)
M
−R+j
)
,
j = J
(k)
M + 2R−Nk, . . . , 0
(recall that J
(k)
M − Nk → −∞). As usual, the implied constant in
O is independent of k. One last time extend K
(k)
j by recurrence, to
j = Nk − R + 1, . . . , Nk, . . . Denote the resulting integer sequence by
{L
(k)
Nk−R+j
}∞j=1. By Lemma 3.1,
(3.5) |K
(k)
Nk
− L
(k)
Nk
| ≤ CR.
We have
(3.6) 2rnk = ykθ
Nk = K
(k)
Nk
+ δ
(k)
Nk
.
Now it’s the time to use the fact that nk is an integer; this is slightly
more complicated than in Section 2, because the left-hand side of (3.6)
need not be an integer. However, as 2r ∈ Q(θ) \ {0} by assumption,
we can invert it in Q(θ), i.e.,
(3.7) (2r)−1 = a0 + a1θ + · · ·+ am−1θ
m−1,
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for some ai ∈ Q. Thus,
(3.8)
nk = (2r)
−1
(
K
(k)
Nk
+ δ
(k)
Nk
)
= (a0 + a1θ + · · ·+ am−1θ
m−1)K
(k)
Nk
+ (2r)−1δ
(k)
Nk
= a0L
(k)
Nk
+ a1L
(k)
Nk+1
+ · · ·+ am−1L
(k)
NK+m−1
+ Ak.
Let us estimate the “error term” Ak. By the definition of the integers
L
(k)
Nk−R+j
, they satisfy (3.4), with K replaced by L, for j = 1, 2, . . . In
particular,
(3.9) L
(k)
Nk+j
= z0θ
Nk+j +
M∑
i=1
ziθ
Nk−J
(k)
i +j +O(ρNk−J
(k)
M
+j), j ≥ 0.
Hence in view of Nk − J
(k)
M → +∞,
lim
k→∞
∣∣L(k)Nk+j+1 − θL(k)Nk+j∣∣ = 0, 0 ≤ j ≤ m− 1,
whence ∣∣∣∣∣L(k)Nk
m−1∑
j=0
ajθ
j −
m−1∑
j=0
ajL
(k)
Nk+j
∣∣∣∣∣→ 0, k → +∞.
By (3.8), (3.5) and in view of
∣∣δ(k)Nk ∣∣ ≤ 12 , we have |Ak| ≤ C ′ for some
constant C ′ independent of k; namely, one may put for k large enough,
C ′ = 1 + (4r)−1(2CR + 1),
where CR is as in (3.5).
On the other hand, it follows from (3.8) that Ak ∈ s
−1Z for some
s ∈ N independent of k, because ai ∈ Q and the nk is an integer. Thus,
there are finitely many possibilities for Ak, so, passing to a subsequence,
we can assume that Ak = A is a constant. Now we have by (3.9),
yk = 2rnkθ
−Nk = 2r
(
a0L
(k)
Nk
+ · · ·+ am−1L
(k)
NK+m−1
)
θ−Nk + 2rAθ−Nk
= 2rz0(a0 + a1θ + · · ·+ am−1θ
m−1)
+ 2r
M∑
i=1
zi
(
a0θ
−J
(k)
i + · · ·+ am−1θ
−J
(k)
i
+m−1
)
+ 2rAθ−Nk
+O
(
θ−NkρNk−J
(k)
M
)
,
and finally, by (3.7),
(3.10) yk = z0 +
M∑
i=1
ziθ
−J
(k)
i + 2rAθ−Nk +O
(
θ−NkρNk−J
(k)
M
)
.
12 NIKITA SIDOROV AND BORIS SOLOMYAK
Lemma 3.2.
|µ̂(nk)| =
Nk∏
j=−∞
| cos(piykθ
j)|
→
M∏
i=0
∞∏
j=−∞
| cos(piziθ
j)| ·
∞∏
j=0
| cos(2pirAθ−j)|, k → +∞.
Recall that by the construction of zi we have for 0 ≤ i ≤M :
(3.11) ‖ziθ
j‖ = O(ρj), j →∞.
It follows that the bi-infinite products in the right-hand side converge.
This lemma will clearly imply our theorem, as zi ∈ Q(θ) and A ∈ Q,
so there are countable many possible limits.
Proof of Lemma 3.2. We can find integers E
(k)
i , i = 0, . . . ,M , so that
J
(k)
i < E
(k)
i < J
(k)
i+1, lim
k→∞
(
E
(k)
i − J
(k)
i
)
= lim
k→∞
(
J
(k)
i+1 −E
(k)
i
)
= +∞.
We are going to show that
F0(k) :=
∏E(k)0
j=−∞ | cos(piykθ
j)|∏∞
j=−∞ | cos(piz0θ
j)|
→ 1, k →∞;
(3.12)
Fi(k) :=
∏E(k)i
j=E
(k)
i−1+1
| cos(piykθ
j)|∏∞
j=−∞ | cos(piziθ
j)|
→ 1, k →∞, i = 1, . . . ,M ;
(3.13)
FM+1(k) :=
∏Nk
j=E
(k)
M
+1
| cos(piykθ
j)|∏∞
j=0 | cos(2pirAθ
−j)|
→ 1, k →∞.
(3.14)
These statements will imply the lemma.
First we verify (3.12). Observe that
∏∞
j=E
(k)
0
| cos(piz0θ
j)| → 1, since
E
(k)
0 → ∞ and the denominator in F0(k) converges. Thus, it remains
to show that
E
(k)
0∏
j=−∞
| cos(piykθ
j)|
| cos(piz0θj)|
→ 1.
Note that yk = z0 + O
(
θ−J
(k)
1
)
by (3.10). By assumption (2.3),
| cos(piykθ
j)| ≥ η for j ≤ Nk. Since |ykθ
j − z0θ
j | = O
(
θj−J
(k)
1
)
, we
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have | cos(piy′θj)| ≥ η/2 for y′ between z0 and yk, for all j ≤ E
(k)
0 , for
k sufficiently large. Then we can take logarithm of each term and use
the mean value theorem to get
∣∣∣∣log
∣∣∣∣cos(piykθj)cos(piz0θj)
∣∣∣∣
∣∣∣∣ ≤ | tan(piy′θj)| · |yk − z0|θj
≤
2
η
|yk − z0|θ
j = O
(
θj−J
(k)
1
)
,
where y′ is between z0 and yk. Summing over j ≤ E
(k)
0 and letting
k →∞ yields the desired claim, since J
(k)
1 − E
(k)
0 → +∞.
Now we verify (3.13). Since E
(k)
i−1 − J
(k)
i → −∞, E
(k)
i − J
(k)
i → +∞,
and the denominator in Fi(k) converges, it suffices to show that
(3.15)
E
(k)
i∏
j=E
(k)
i−1+1
| cos(piykθ
j)∣∣cos(piziθj−J(k)i )∣∣ → 1.
In view of (3.10), we can write
ykθ
j = z0θ
j +
i−1∑
ℓ=1
zℓθ
j−J
(k)
ℓ + ziθ
j−J
(k)
i +O
(
θj−J
(k)
i+1
)
,
for j = E
(k)
i−1+1, . . . , E
(k)
i . By (3.11), for j = E
(k)
i−1+1, . . . , E
(k)
i we have
ykθ
j = O
(
ρj−J
(k)
i−1
)
+ ziθ
j−J
(k)
i +O
(
θj−J
(k)
i+1
)
mod Z.
For k sufficiently large, the denominators in (3.15) are bounded away
from 0, as above, when we checked (3.12), and we obtain∣∣∣∣∣log
∣∣∣∣∣ cos(piykθ
j)
cos
(
piziθj−J
(k)
i
)
∣∣∣∣∣
∣∣∣∣∣ ≤ const · (ρj−J(k)i−1 + θj−J(k)i+1).
Summing over j = E
(k)
i−1 + 1, . . . , E
(k)
i , we obtain that the logarithm of
the product in (3.15) is bounded in modulus by const ·
(
ρE
(k)
i−1−J
(k)
i−1 +
θE
(k)
i −J
(k)
i+1
)
which tends to 0, as k →∞.
It remains to check (3.14). Since E
(k)
M −Nk → −∞ and the denomi-
nator in FM+1(k) converges, it is sufficient to show that
(3.16)
Nk∏
j=E
(k)
M
+1
| cos(piykθ
j)|
| cos(2pirAθj−Nk)|
→ 1.
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We have for j = E
(k)
M + 1, . . . , Nk, from (3.10), in view of (3.11):
ykθ
j = 2rAθj−Nk +O
(
ρj−J
(k)
M
)
+O
(
θj−NkρNk−J
(k)
M
)
mod Z.
For k sufficiently large, the denominators in (3.16) are bounded away
from 0, as above, when we checked (3.12), and we can write∣∣∣∣log
∣∣∣∣ cos(piykθj)cos(2pirAθj−Nk)
∣∣∣∣
∣∣∣∣ ≤ const · (ρj−J(k)M + θj−NkρNk−J(k)M ).
Summing over j = E
(k)
M +1, . . . , Nk, we obtain that the logarithm of the
product in (3.16) is bounded above in modulus by const · (ρE
(k)
M
−J
(k)
M +
ρNk−J
(k)
M ) which tends to 0, as k → ∞. This concludes the proof of
Lemma 3.2. Inequality (2.1) and thus, Theorem 1.3 and Theorem 1.1
are proved as well. 
4. Proofs of other results
4.1. Proof of Theorem 1.3 (ii). Let Jθ denote the set of limit points
of {µ̂θ(t) : t > 0} as t→∞.
Lemma 4.1. Jθ is a non-empty interval.
Proof. By the theorem of Erdo˝s [4], Jθ contains a non-zero point. On
the other hand, 0 ∈ Jθ, since µ̂θ(θ
n/4) = 0, n ≥ 1. Let a = inf Jθ, b =
sup Jθ. Then there are sequences ui, vi → ∞ such that µ̂θ(ui) → a
and µ̂θ(vi) → b. Without loss of generality, ui < vi < ui+1 for all i.
Since t 7→ µ̂θ(t) is continuous, for any ε > 0, for all i sufficiently large,
any value between a+ ε and b− ε is assumed by µ̂θ(t) at least once in
(ui, vi). Thus, Jθ = [a, b]. 
Our goal is to prove that for a.e. r > 0, Jθ is in fact the set of limit
points for the sequence {µ̂θ(rn) : n ∈ Z} as well.
Let {yk}k≥1 be a sequence dense in Jθ. By the definition of Jθ, for
any k ≥ 1, there is a sequence t
(k)
i → +∞ as i → ∞, such that
limi→∞ µ̂θ
(
t
(k)
i
)
= yk. Recall the following well-known fact.
Proposition 4.2. [6, Chap. 1, Sec. 4, Cor 4.3] For any unbounded
sequence {xi}i≥1, the set {αxi}i≥1 is dense modulo 1 for Lebesgue-a.e.
α.
Thus, for a.e. r > 0, the sequence
{
r−1t
(k)
i
}
i≥1
is dense modulo 1 for
all k ≥ 1. Fix such an r. Then for any k ≥ 1, there is a subsequence
t
(k)
ij
such that r−1t
(k)
ij
→ 0 mod 1 (of course, ij may depend on k). Thus,
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for any k, there exist nj ∈ N such that rnj − t
(k)
ij
→ 0, as j →∞. Note
that
∣∣ d
dt
µ̂θ(t)
∣∣ ≤ C, since µθ has compact support on R, whence
{µ̂θ(an) : n ∈ N}
′ = {µ̂θ(bn) : n ∈ N}
′(4.1)
for any an, bn →∞, with an − bn → 0. Therefore,
lim
j→∞
µ̂θ(rnj) = lim
j→∞
µ̂θ
(
t
(k)
ij
)
= yk.
It follows that for a.e. r > 0, the set of limit points of {µ̂θ(rn) : n ∈ N}
contains all yk, which are dense in Jθ, and hence it contains all of
Jθ. 
4.2. Proof of Theorem 1.5. In view of Theorem 1.3 (i) and the fact
that F
(n+1)
µθ,r ⊂ F
(n)
µθ,r, n ≥ 1, it suffices to show that the n’th derived
set of limit points of Fµθ ,r is at least countable for r ∈ Q(θ).
Since r ∈ Q(θ), there exists p ∈ Z[x] such that Λ = rp(θ) ∈ Z[θ].
Let q ∈ Z[θ] be an arbitrary number. We have
lim
k→∞
µ̂θ(r〈p(θ)qθ
k〉) = lim
k→∞
µ̂θ(Λqθ
k) =
∞∏
j=−∞
cos(2piΛqθj).
The first equality holds by (4.1), as ‖hθn‖ = O(ρn) = o(1) for any
h ∈ Z[θ]. The second equality follows from (1.2). Put
ϕΛ(q) =
∞∏
j=−∞
cos(2piΛqθj)
and
ΩΛ := {ϕΛ(q) : q ∈ Z[θ]} .
We just proved that ΩΛ ⊂ F
′
µθ,r
, so Ω
(n)
Λ ⊂ F
(n+1)
µθ,r , n ≥ 1. Our next
goal is to show first that Ω′Λ (and hence F
′′
µθ,r
) is infinite for every
Λ ∈ Z[θ]. Let a, b ∈ Z[θ] and put qn(a, b) := a+ bθ
n. Then
ϕΛ(qn(a, b)) =
[n2 ]∏
j=−∞
cos(2piΛ(a+ bθn)θ−j) ·
[ 3n2 ]∏
[n2 ]
cos(2piΛ(a+ bθn)θ−j)
·
∞∏
j=[ 3n2 ]+1
cos(2piΛ(a+ bθn)θ−j),
and similarly to Lemma 3.2, it is easy to see that the first product
tends to ϕΛ(a), the second one tends to ϕΛ(b) and finally, the last one
tends to 1. Hence
(4.2) ϕΛ(qn(a, b))→ ϕΛ(a)ϕΛ(b), n→ +∞.
16 NIKITA SIDOROV AND BORIS SOLOMYAK
Recall that θ 6= 2 (when ϕΛ(q) ≡ 0 for any Λ and q), so there always
exists q such that 0 < |ϕΛ(q)| < 1, whence ΩΛ is infinite. Furthermore,
since qn(a, b) ∈ Z[θ], (4.2) implies that Ω
2
Λ ⊂ Ω
′
Λ, where Ω
2
Λ = {ω1ω2 :
ωi ∈ ΩΛ}. Therefore, Ω
′
Λ is infinite as well. Now, Ω
4
Λ ⊂ (Ω
′
Λ)
2 ⊂
(Ω2Λ)
′ ⊂ Ω′′Λ, whence Ω
′′
Λ is also infinite, etc. By induction, F
(n)
µθ,r is
countable for each n ≥ 1. 
5. Concluding remarks
1. Our first remark concerns the proof of Theorem 1.3 (ii) (see the
beginning of the previous section). In fact, what we use is the following
Lemma 5.1. Assume f ∈ C(R+) ∩ L
∞(R+), and J is the set of the
limit points of f as t→ +∞. Then the derived set for {f(rn) : n ∈ N}
as n→ +∞ is equal to J for a.e. r > 0.
The proof of this lemma is exactly the same as above for f(t) :=
µ̂θ(t). This claim is probably known but we did not find it in the
literature.
2. Our second remark consists in a simple observation that the expres-
sion for the limit points of Fµθ,r in Lemma 3.2 (without the moduli) is
in fact a general formula for x ∈ F ′µθ,r. More precisely, let
Pθ = {ξ : ‖ξθ
n‖ → 0, n→ +∞}.
As is well known, Z[θ] ( Pθ ( Q(θ) (see, e.g., [2]), and Pθ is obviously a
group under addition. Then our claim is that for anyM ∈ Z+, (zi)
M
i=0 ∈
PM+1θ and A ∈ Z,
x =
M∏
i=0
∞∏
j=−∞
cos(piziθ
j) ·
∞∏
j=0
cos(2pirAθ−j) ∈ F ′µθ ,r.
Indeed, put
nk = 〈(2r)
−1(z0θ
(M+1)k + z1θ
Mk + · · ·+ zMθ
k)〉+ A.
The proof is practically the same as for Lemma 3.2, and we leave it to
the reader.
3. Our next remark concerns translations of Bernoulli convolutions.
Let γ ∈ R; then shifting the origin by γ results in multiplying µ̂θ(rn)
by e2πiγn.
Proposition 5.2. The closure of the set {µ̂θ(nr)e
2πiγn : n ∈ Z} is
countable for r ∈ Q(θ) and γ ∈ Q(θ), but uncountable for r ∈ Q(θ)
and a.e. γ ∈ R.
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Proof. First suppose that r ∈ Q(θ) and γ ∈ Q(θ). It follows from the
proof of the main theorem that if |µ̂θ(rnk)| 6→ 0, then the formula (3.10)
gives a general expression for nk, with k sufficiently large. Now it is
enough to note that for any ξ ∈ Q(θ), the sequence {‖ξθn‖ : n ∈ N} has
finitely many limit points3 and hence the sequence {‖γnk‖ : k ∈ N}
has finitely many limit points.
On the other hand, given r ∈ Q(θ), we can fix nk so that µ̂θ(rnk)→
a 6= 0. Using Proposition 4.2 again, we see that for a.e. γ ∈ R, the
sequence {γnk : k ∈ N} is dense modulo 1, and therefore, the set
of limit points of the sequence {µ̂θ(rnk)e
2πiγnk} is the circle of radius
|a|. 
4. Denote by µθ(r, γ) the measure on the circle whose Fourier coeffi-
cients are µ̂θ(rn)e
2πinγ (that is, the translation of a scaled copy of µθ).
We have shown that for “most” (r, γ) the spectrum sp(Tµθ(r), L
2) con-
tains a continuum (an interval or a circle). In these cases we cannot
use Sarnak’s result [8] to claim that the spectra are the same in all
Lp, for p ∈ (1,∞). However, the remarks in [3] indicate that µθ(r, 0)
is Lp-improving for any r > 1 and θ > 1, and any translation of the
measure, obviously, preserves the property. Thus, by [5, Th. 4.1] we
see that the claim on coincidence of spectra in all Lp is valid for all
µθ(r, γ).
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