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As we step into the era of quantum technologies, determining whether the correlations be-
tween physical systems are quantum or classical plays a fundamental role in our understanding
of the physical world and our ability to use such correlations for novel applications. In this
thesis, we take a modern approach towards making a separation between correlations with
classical and quantum roots. The core of the present dissertation is formed by four studies,
the first two of which focus on innovative methods to detect and quantify a well-known form
of quantum correlations, namely, entanglement. These explorations elucidate the geometrical
properties of entanglement that are relevant to quantum information science and exploit them
to improve existing entanglement detection criteria and to introduce novel operational mea-
sures of entanglement. The second two of these researches take inspiration from entanglement
and put forward a new benchmark for characterization of correlations using the collaborative
computational power of distant agents. In particular, we pose the quantum-classical separation
problem from a computational perspective by asking “what do we infer about quantumness of
correlations from the supremacy of collaborative quantum computations?” and try to provide a
consistent solution to it. The approach presented here delivers two main results. On one hand,
it extends the standard quantum information theoretic classification of quantum correlations
beyond entanglement, quantum discord, and phase-space nonclassicality, and establishes the
proof of quantumness of correlations previously considered as classical. On the other hand it
leads to a unification of the existing yet conflicting separation criteria. The perspective pre-
sented in this thesis is thus the sketch of a modern and general portrait of quantum correlations
and opens up the way to a whole new class of collaborative quantum protocols that employ
such cheap quantum correlations to outperform their classical counterparts. In addition, it can
shed light on our understanding and intuitions about a quantum world.
i
ii
Declaration by author
This thesis is composed of my original work, and contains no material previously published
or written by another person except where due reference has been made in the text. I have
clearly stated the contribution by others to jointly-authored works that I have included in my
thesis.
I have clearly stated the contribution of others to my thesis as a whole, including statistical
assistance, survey design, data analysis, significant technical procedures, professional editorial
advice, financial support and any other original research work used or reported in my thesis.
The content of my thesis is the result of work I have carried out since the commencement of
my higher degree by research candidature and does not include a substantial part of work that
has been submitted to qualify for the award of any other degree or diploma in any university
or other tertiary institution. I have clearly stated which parts of my thesis, if any, have been
submitted to qualify for another award.
I acknowledge that an electronic copy of my thesis must be lodged with the University
Library and, subject to the policy and procedures of The University of Queensland, the thesis
be made available for research and study in accordance with the Copyright Act 1968 unless a
period of embargo has been approved by the Dean of the Graduate School.
I acknowledge that copyright of all material contained in my thesis resides with the copyright
holder(s) of that material. Where appropriate I have obtained copyright permission from the
copyright holder to reproduce material in this thesis and have sought permission from co-authors
for any jointly authored works included in the thesis.
iii
iv
Publications during candidature
Peer-reviewed publications
1. Entanglement and Nonclassicality: A Mutual Impression,
H. Gholipour and F. Shahandeh
Physical Review A 93, 062318 (2016). (arXiv:1308.5688)
2. Arbitrary Multiqubit Generation,
F. Shahandeh, A. P. Lund, T. C. Ralph, and M. R. Vanner
New Journal of Physics 18, 103020 (2016). (arXiv:1501.05014)
3. Ultrafine Entanglement Witnessing,
F. Shahandeh, M. Ringbauer, J. C. Loredo, and T. C. Ralph
Physical Review Letters 118, 110502 (2017). (arXiv:1406.5034)
4. Measurement-Device-Independent Approach to Entanglement Measures,
F. Shahandeh, M. J. W. Hall, and T. C. Ralph
Physical Review Letters 118, 150505 (2017). (arXiv:1410.5826)
5. Quantum Correlations in Nonlocal BosonSampling,
F. Shahandeh, A. P. Lund, and T. C. Ralph
Physical Review Letters 119, 120502 (2017). (arXiv:1412.6213)
Online e-print publications
6. Quantum Correlations and Global Coherence in Distributed Quantum Computing,
F. Shahandeh, A. P. Lund, and T. C. Ralph
(arXiv:1706.00478)
7. Optomechanical State Reconstruction and Nonclassicality Verification Beyond the Resolved-
sideband Regime,
F. Shahandeh and M. Ringbauer
(arXiv:1709.01135)
8. Assisted Macroscopic Quantumness,
F. Shahandeh, F. Costa, A. P. Lund, and T. C. Ralph
(arXiv:1711.10498)
v
vi
Publications included in this thesis
Ultrafine Entanglement Witnessing,
F. Shahandeh, M. Ringbauer, J. C. Loredo, and T. C. Ralph
Physical Review Letters 118, 110502 (2017).
Preprint at arXiv: arXiv:1610.04244
Contributor Statement of contribution
F. Shahandeh (Candidate)
Conception and design (50%)
Analysis and interpretation (70%)
Drafting and production (60%)
M. Ringbauer
Conception and design (40%)
Analysis and interpretation (30%)
Drafting and production (30%)
J. C. Loredo
Conception and design (5%)
Analysis and interpretation (0%)
Drafting and production (0%)
T. C. Ralph
Conception and design (5%)
Analysis and interpretation (0%)
Drafting and production (10%)
vii
Measurement-Device-Independent Approach to Entanglement Measures,
F. Shahandeh, M. J. W. Hall, and T. C. Ralph
Physical Review Letters 118, 150505 (2017).
Preprint at arXiv: arXiv:1608.02675
Contributor Statement of contribution
F. Shahandeh (Candidate)
Conception and design (95%)
Analysis and interpretation (70%)
Drafting and production (70%)
M. J. W. Hall
Conception and design (5%)
Analysis and interpretation (10%)
Drafting and production (20%)
T. C. Ralph
Conception and design (0%)
Analysis and interpretation (20%)
Drafting and production (10%)
viii
Quantum Correlations in Nonlocal BosonSampling,
F. Shahandeh, A. P. Lund, and T. C. Ralph
Physical Review Letters 119, 120502 (2017).
Preprint at arXiv: arXiv:1702.02156
Contributor Statement of contribution
F. Shahandeh (Candidate)
Conception and design (100%)
Analysis and interpretation (60%)
Drafting and production (65%)
A. P. Lund
Conception and design (0%)
Analysis and interpretation (25%)
Drafting and production (25%)
T. C. Ralph
Conception and design (0%)
Analysis and interpretation (15%)
Drafting and production (10%)
ix
Quantum Correlations and Global Coherence in Distributed Quantum Computing,
F. Shahandeh, A. P. Lund, and T. C. Ralph
arXiv:1706.00478 (2017).
Contributor Statement of contribution
F. Shahandeh (Candidate)
Conception and design (100%)
Analysis and interpretation (60%)
Drafting and production (80%)
A. P. Lund
Conception and design (0%)
Analysis and interpretation (20%)
Drafting and production (10%)
T. C. Ralph
Conception and design (0%)
Analysis and interpretation (20%)
Drafting and production (10%)
x
Contributions by others to the thesis
No contributions by others.
xi
xii
Statement of parts of the thesis submitted to
qualify for the award of another degree
None.
xiii
xiv
Research involving human or animal subjects
No animal or human subjects were involved in this research.
xv
xvi
Acknowledgements
I would like to thank my advisers first, Tim Ralph and Michael Vanner. I am in particular
in debt to Tim for his trust in me and my ideas, our fruitful discussions and explorations,
his guidance and support. I also thank Michael for all the great time and discussions we had
together.
I am honoured to be a student of Mohammad Reza Bazrafkan who mentored me to find my
way of thinking, and Jan Sperling who introduced a whole new world to me and unconditionally
supported me at all stages of my career. My special thanks goes to Andrew White for his advices
and support.
The opportunity to be part of UQ and its distinguished atmosphere would not be possible
without the invaluable help and friendship of Saleh Raimi-Keshari. My sincere acknowledge-
ment goes to my colleagues and co-authors, Martin Ringbauer, Austin Lund, Michael Hall,
Fabio Costa, and Juan Loredo, for their contribution to my journey. I am particularly thank-
ful to QOQI group members, Daiquin Su, Sebastian Kish, Josephine Dias, Spyros Tserkis, and
Nedasadat Hosseibnidehaj for being such great friends and officemates. I acknowledge insightful
discussions with Werner Vogel, Gerard Milburn, Howard Wiseman, Maciej Lewenstein, Otfried
Gu¨hne, Boris Hage, Magdalena Zych, Nathan Walk, Josh Combes, Thomas Kiesel, Dmytro
Vasylyev, Elizabeth Agudelo, and Peter Gru¨nwald.
I would like to thank Kaerin Gardner and Murray Kane for their friendship and being so
nice and helpful to me.
I was very fortunate for having a loving family and amazing friends, in particular Ardalan
Armin, for his pleasant company and gigs, and Pouria Khalaj for interrupting me every six
months for half a day so that I appreciate having a great friend with a great mind; Sahar
Basiri-Esfahani, Safa Shoaee, Pegah Maasoumi, Greg Nelson, Behnam Tonekaboni, Niloufar
Danai, and Sima Baghbanzadeh, who motivated me and stood by my side in all ups and
downs; Hamed Gholipour and Hesam Hayati for our old intimacy, and in particular, Hamed’s
mum for her hospitality, kindness, and unbelievable gourmet Ghormeh-Sabzi; my mum and
dad, Soheila and Ahmad, my brothers Farhad and Farbod, my sister-in-law Mojdeh, my little
angel sister Fereshteh, my parents-in-law Shahin and Asad, and my brother- and sister-in-law
Naiem and Elahe, who are just awesome and cannot be described in words.
A big thanks to my love, Nasim, who is all I am living for and without whom none of
these would be possible. She is the one who walked me through this challenge with all her
heart, encouraged me at all times, tolerated me when I was upset from failures, delivered all
the exciting news and then laughed out loud with me when I was successful, and never ever let
me down.
xvii
xviii
Financial support
This research was supported by a University of Queensland International Scholarship - Liv-
ing Allowance, a University of Queensland Research Training Tuition Fee Offset Scholarship,
and a Research Higher Degree Top Up Scholarship. The author acknowledges support from the
Australian Research Council Centre of Excellence for Quantum Computation and Communi-
cation Technology (CE110001027).
xix
xx
Keywords
Keywords: quantum resource theories, quantum optics, quantum information, quantum com-
putation, quantum correlations, quantum entanglement, quantum coherence, quantum phase
space, entanglement witnessing, quantum foundations
xxi
xxii
Australian and New Zealand Standard Research
Classifications (ANZSRC)
ANZSRC code: 020603 Quantum Information, Computation and Communication 40%
ANZSRC code: 020604 Quantum Optics, 40%
ANZSRC code: 010501 Algebraic Structures in Mathematical Physics 20%
xxiii
xxiv
Fields of Research (FoR) Classification
FoR code: 0206 Quantum Physics, 90%
FoR code: 0105 Mathematical Physics, 10%
xxv
xxvi
To Nasim, whom I owe myself to.

Contents
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i
Declaration by author . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Publications during candidature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
Publications included in this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii
0 Preamble 1
1 Preliminaries 5
1.1 Elements of Convex Geometry* . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.1 Essentials from Vector Spaces . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.2 Affine and Dual Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.1.3 Subsets of Affine Spaces: Open, Closed, Dense, and More . . . . . . . . . 15
1.1.4 Convex Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.1.5 Supports and Separation . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.1.6 Polytopes and Cones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.2 Framework of Quantum Resource Theories . . . . . . . . . . . . . . . . . . . . . 33
1.2.1 Postulates of Quantum Resource Theories . . . . . . . . . . . . . . . . . 34
1.2.2 Axiomatic Approach to Measures of Quantum Resources . . . . . . . . . 36
1.3 Phase-Space Representations of Continuous-Variable Systems . . . . . . . . . . . 38
1.3.1 A Single-Mode Bosonic System . . . . . . . . . . . . . . . . . . . . . . . 39
1.3.2 The Specific Case of P-function . . . . . . . . . . . . . . . . . . . . . . . 41
1.3.3 Displacements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
1.3.4 Weyl-Wigner Operators as a Basis . . . . . . . . . . . . . . . . . . . . . 44
1.3.5 Born Rule over Phase Space . . . . . . . . . . . . . . . . . . . . . . . . . 47
1.3.6 Nonpositivity of Phase-Space Representations . . . . . . . . . . . . . . . 48
1.4 Entropy in Quantum Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
1.4.1 Shannon Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
1.4.2 Conditional Shannon Entropy . . . . . . . . . . . . . . . . . . . . . . . . 51
1.4.3 Relative Shannon Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . 52
1.4.4 von Neumann Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
1.4.5 Conditional von Neumann Entropy . . . . . . . . . . . . . . . . . . . . . 54
1.4.6 Relative von Neumann Entropy . . . . . . . . . . . . . . . . . . . . . . . 56
1.4.7 Other Entropic Functions . . . . . . . . . . . . . . . . . . . . . . . . . . 57
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
xxix
2 The Resource Theory of Entanglement 63
2.1 What Is Entanglement? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.1.1 Geometry of Quantum State Space . . . . . . . . . . . . . . . . . . . . . 63
2.1.2 From Separable Operations to Entangled States . . . . . . . . . . . . . . 65
2.1.3 Entanglement as a Resource . . . . . . . . . . . . . . . . . . . . . . . . . 67
2.2 Entanglement Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.2.1 Partial Transposition Map . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.2.2 Entanglement Witnessing . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.2.3 Ultrafine Entanglement Witnessing . . . . . . . . . . . . . . . . . . . . . 76
2.2.4 Measurement-Device-Independent Witnessing . . . . . . . . . . . . . . . 88
2.3 Entanglement Quantification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
2.3.1 Overview of Some Entanglement Measures . . . . . . . . . . . . . . . . . 91
2.3.2 Measurement-Device-Independent Quantification of Entanglement . . . . 94
2.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3 Generalized Quantum Correlations in Discrete Variable Systems 113
3.1 Why Generalized Quantum Correlations? . . . . . . . . . . . . . . . . . . . . . . 113
3.1.1 A Short Discussion of Discord . . . . . . . . . . . . . . . . . . . . . . . . 114
3.2 The Resource Theory of Quantum Coherence . . . . . . . . . . . . . . . . . . . 120
3.2.1 What Is Quantum Coherence? . . . . . . . . . . . . . . . . . . . . . . . . 120
3.2.2 Measuring Quantum Coherence . . . . . . . . . . . . . . . . . . . . . . . 124
3.2.3 Global Quantum Coherence . . . . . . . . . . . . . . . . . . . . . . . . . 127
3.3 Nonclassicality in Quantum Computation and Quantum Coherence . . . . . . . 130
3.3.1 A Computational Perspective on Nonclassicality . . . . . . . . . . . . . . 130
3.3.2 Nonclassicality in Resource Theory of Coherence . . . . . . . . . . . . . . 131
3.3.3 The Equivalence Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 133
3.4 Quantum Correlations in Distributed Quantum Computation . . . . . . . . . . . 135
3.4.1 The Toy Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
3.4.2 Quantum Correlations in NDQC2 . . . . . . . . . . . . . . . . . . . . . . 138
3.4.3 Quantum Correlations Revisited . . . . . . . . . . . . . . . . . . . . . . . 139
3.5 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
4 Generalized Quantum Correlations in Continuous Variable Systems 153
4.1 Nonclassicality in Quantum Optics . . . . . . . . . . . . . . . . . . . . . . . . . 153
4.2 Quantum Correlations in Quantum Optics . . . . . . . . . . . . . . . . . . . . . 157
4.3 Quantum Correlations in Nonlocal BosonSampling . . . . . . . . . . . . . . . 158
4.3.1 BosonSampling Problem . . . . . . . . . . . . . . . . . . . . . . . . . . 158
4.3.2 Nonlocal BosonSampling . . . . . . . . . . . . . . . . . . . . . . . . . 161
4.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
xxx
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
5 Conclusion and Outlook 169
xxxi
xxxii
List of Figures
1.1 Geometrical of affine spaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Geometrical representation of the two half-spaces . . . . . . . . . . . . . . . . . 14
1.3 Geometrical representation of a limit point . . . . . . . . . . . . . . . . . . . . . 16
1.4 Geometrical representation of a cover . . . . . . . . . . . . . . . . . . . . . . . . 21
1.5 Geometrical interpretation of convex combinations. . . . . . . . . . . . . . . . . 24
1.6 Geometrical implication of Caratheodory theorem. . . . . . . . . . . . . . . . . . 27
1.7 Geometrical representation of a support . . . . . . . . . . . . . . . . . . . . . . 28
1.8 Geometrical illustration of exposed points. . . . . . . . . . . . . . . . . . . . . . 30
1.9 Geometrical representation of the separation theorems . . . . . . . . . . . . . . 31
1.10 Geometrical illustration of a polytope . . . . . . . . . . . . . . . . . . . . . . . . 32
2.1 Geometrical illustration of ultrafine entanglement witnessing . . . . . . . . . . . 77
2.2 Geometry of the decomposition of the optimal point . . . . . . . . . . . . . . . . 80
2.3 Ultrafine entanglement witnessing in action . . . . . . . . . . . . . . . . . . . . . 83
2.4 The scheme of experimental implementation of UEW . . . . . . . . . . . . . . . 84
2.5 Multipartite UEW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
2.6 The scheme of a semiquantum nonlocal game . . . . . . . . . . . . . . . . . . . 94
2.7 The schematic representation of the continuum of the sets Sλ . . . . . . . . . . . 98
3.1 Geometrical illustration of the polytope of incoherent states . . . . . . . . . . . 122
3.2 Geometrical illustration of nonclassicality within the context of coherence theory 132
3.3 The schematic of a nonlocal deterministic quantum computation with two qubits
(NDQC2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
4.1 The schematic of a nonlocal BosonSampling protocol . . . . . . . . . . . . . . 161
xxxiii
xxxiv
CHAPTER 0
Preamble
N
ow it has been about a century since some of the greatest minds of all time created
the theory of quantum mechanics. Like any other physical theory, there are three parts
contributing to quantum mechanics, namely, its mathematical structure, the physical world
around us as we perceive it through the outcomes of measurements on physical systems, and
finally the postulates connecting the mathematical formalism to our perception of the physical
phenomena. Everything in this picture looks fine as long as the formalism describes the ex-
perimental procedures and the predictions of the mathematical formalism exactly matches the
known physics. However, there might be more consequences due to the formalism than what we
perceive at the time a theory is born or even for hundred of years after that. Sometimes such
mismatches give rise to new physics in, the same way general relativity implied the existence of
gravitational waves, and in some cases they may lead to an invalidation of the theory. Quantum
mechanics is not an exception to this rule either.
The rise of one out of many quantum fairy tales dates back to 1935 when Einstein, Podolsky,
and Rosen (EPR) highlighted the fact that the inherent indeterminacy of quantum formalism
potentially leads to a contradiction between outcomes of measurements on distant systems and
“physical reality”, as they called it. It sounded like “something” is travelling infinitely fast
through space “spookily” causing a measurement on one system to affect the characteristics
of the other distant one. It took about 30 years until John S. Bell formulated his celebrated
inequality formalizing EPR arguments and, followed by the works of Clauser, Horne, Shimony,
and Holt, put forward a test of the so called “nonlocality”. Loosely speaking, Bell’s inequality
determines a bound on the maximum expected correlations between local measurement events
that can be obtained for two remote physical systems confined to the rules of special relativity
via distributing a classical message. Thus, to obtain Bell’s inequality it is not required to make
any assumption about quantum mechanics, and thus, any theory that predicts a violation of
the bound is “spooky”. Interestingly, EPR were right in considering quantum mechanics as
such a theory, and were wrong in concluding this is practically impossible. Nowadays we know
that quantum theory allows for quantum states delivering correlations that are impossible to
be explained using classical communication between spatially separated systems. It took us
roughly 50 years until we could reliably test Bell’s result within experiments and prove that
quantum mechanics is just fine. Yet we are far from an end to this drama.
In contrast to Bell’s scenario, believing in quantum theory changes the story. In particular,
one might be interested to know statistical properties of measurements performed on spatially
1
separated systems the quantum state of which cannot be prepared using classical messages ac-
cording to quantum mechanics. Note the difference between reproducing outcome statistics
using classical messages in a Bell scenario with the latter case. This gives rise to the notion
of quantum entanglement, and the fact that there exist entangled quantum states that do not
violate the Bell inequality and yet are not reproducible via classical communication. One may
even go one step further and ask even if it is possible to prepare a quantum state of two spatially
separated systems using classical communication, does there exist other criteria that differenti-
ate statistics obtained in measurements performed on such systems from the case in which the
systems are classical? There are many aspects to this question, some of which require very
much fundamental thinking, and some others need to be addressed consistently and quanti-
tatively. For instance, what does it even mean to call one system “classical” and the other
“quantum”? Or, how can such criteria be physically motivated? And what is their operational
significance?
The trials to answer such questions so far have led to the development of two (nowadays)
standard, but significantly different and almost totally inequivalent, frameworks of quantum
correlations within two contexts, namely, quantum information science and quantum optics.
The approach presented here is supposed to marry up these two pictures in a plausible, consis-
tent, and operationally justifiable way. In our opinion, as we discuss in detail, computational
efficiency considerations hold the key to such a unified notion. The present thesis is also an
attempt to propose candidate solutions to some of the fundamental questions posed above, e.g.,
an appropriate definition of classicality and nonclassicality. Of course, there is no intention (or
even room) for solving all the problems and questions that might be raised by a creative and
curious mind. Nevertheless, we do our best to dig into some aspects of the proposed road map.
What is to be delivered
The present dissertation is mainly based on four studies, two of which consider modern ap-
proaches to improve the practicality of entanglement identification and quantification tech-
niques. The other two are devoted to the introduction and analysis of a novel generalized form
of quantum correlations beyond entanglement within the framework of quantum resource theo-
ries. This thesis is aimed to be self-contained, while concise, with enough background material
to make it accessible for a broad audience of physicists, including undergrad students who have
gained familiarity with linear algebra and quantum mechanics.
In Chapter 1, we are committed to provide a short but sufficient introduction to four topics
that this thesis is built upon. It comprises of four sections on essential elements of convex
geometry, the quantum resource theory formalism, quantum phase-space representation, and
the notion of entropy in classical and quantum information. Importantly, the first section of
this chapter deals purely with the mathematical concepts of algebraic and convex geometry
that are necessary for a clear understanding of all other ideas provided. Respecting the fact
that this is not generally easy for physicists to follow, we have done our best to bring the
2
mathematical notions forward in an intuitive way with an eye on our language to be more
sensible for physicists. Moreover, whenever possible, we have provided illustrations of the
concepts. Finally, readers with a well-founded background of the concepts in this chapter may
confidently skip parts or all of it.
In Chapter 2 we discuss the phenomena of quantum entanglement within the framework
of quantum resource theories. In particular, we study entanglement witnesses and their prop-
erties. This chapter incorporates our first two main results on the theory of entanglement,
namely, ultrafine entanglement witnessing and measurement-device-independent quantification
of entanglement. The first result presents a new approach for improving standard witnessing
techniques by using additional information obtained within witnessing experiments and thus,
cope with unexpected experimental imperfections. The second, result illustrates the use of
entanglement witnessing in construction of measures of entanglement that are independent of
the specific description of measurement devices similar to a Bell scenario.
Chapter 3 deals with the development of our notion of generalized quantum correlations
within discrete variable systems. In particular, we do four things: first, we discuss and motivate
the need for a generalized definition of quantum correlations; second, we discuss the tool that we
use to achieve our goal, that is, we review the concepts of local and global quantum coherence;
third, we define nonclassicality from the perspective of quantum computation and coherence
theories and establish an equivalence between the two. Finally, through a toy model, we
define the notion of quantum correlations and provide analysis of its feasibility and operational
significance.
In Chapter 4 we focus on extending our view point to the case of continuous variable systems.
We do this by studying a nonlocal intermediate model of quantum computation. Although
many of the required tools for a discrete-continuous variable unification are still missing from
the theory of coherence, we argue that quantum correlations in both streams have equivalent
structures.
Finally, Chapter 5 is dedicated to a summary of our results, conclusions, and the research
paths to be taken from here onwards.
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CHAPTER 1
Preliminaries
1.1 Elements of Convex Geometry*
“Whenever you and your friend enter this room, you’re known as class-
mates, no matter what the walls are made of, be it concrete or chocolate!” -
M. R. Bazrafkan,
in his lectures on quantum theory, 2007
W
ith the development of modern approaches to philosophy of science, in particular math-
ematics and physics, within the past century that was motivated by the new physical
theories such as relativity and quantum theory, abstract frameworks for physical theories be-
came more and more popular and important. In other words, foundational theoretical physics
became the art of extracting mathematical structures by mathematical physicists, analysing
them in detail, and investigating their interpretations and consequences. One such a structure
of major interest in recent years manifested in the framework of various resource theories, be
it quantum or post-quantum, is convex geometry. The main intuition here is that, in any
physical theory, if two processes are nonresourceful, then we should not obtain any resources
by tossing a coin and randomly choosing either of the two according to the outcome. Such a
random selection is mathematically represented by a probabilistically-mixing procedure, that
is, a convex combination of the two processes, showing the essence of the role of convex geom-
etry in physics. Motivated by the above example, in this section, we review the basic elements
of abstract convex geometry as we will use them throughout the present thesis to study the
structure of resource theories.
1.1.1 Essentials from Vector Spaces
Let us start by recalling the definition of a vector space.
Definition 1.1.1. Consider a set V of elements called vectors and a field of scalars K. Given
the summation rule + between vectors and the multiplication rule · between vectors and scalars,
the tuple (V ,K,+, · ) is called a vector space over the field K if V is closed under summation
and multiplication by scalars, i.e., for every ~ψ, ~φ ∈ V and a, b ∈ K it holds that a~ψ + b~φ ∈ V.
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For our purpose, we can think of the field of scalars K to be complex numbers C. Moreover,
on every vector space there exists a set of all transformation between vectors, an interesting
subset of which are linear ones.
Definition 1.1.2. The set of all linear transformation on a vector space V (linear endomor-
phisms) is formed from maps Aˆ : V → V such that Aˆ(a~ψ + b~φ) = aAˆ(~ψ) + bAˆ(~φ) ∈ V.
Suppose that the vector space V is endowed with an inner product rule 〈 · , · 〉 : V ×V → K
satisfying 〈
~ξ, a~ψ + b~φ
〉
= a
〈
~ξ, ~ψ
〉
+ b
〈
~ξ, ~φ
〉
,〈
~ψ, ~ψ
〉
> 0, with equality holding if and only if ~ψ = ~0.
(1.1)
In this case, (V ,K,+, · , 〈 · , · 〉) is called an inner-product linear vector space over the field K.
If instead the vector space V is accompanied with a norm N( · ) : V → R such that, for every
vector ~ψ and a real number λ ∈ R,∥∥∥λ~ψ∥∥∥ = |λ| ∥∥∥~ψ∥∥∥ ,∥∥∥~ψ + ~φ∥∥∥ 6 ∥∥∥~ψ∥∥∥+ ∥∥∥~φ∥∥∥ ,∥∥∥~ψ∥∥∥ > 0, with equality holding if and only if ~ψ = ~0,
(1.2)
then (V ,K,+, · , ‖ · ‖) is called an normed linear vector space over the field K. Importantly, it
is possible to define various norms on a vector space. As a particular case, if the field of scalars
is real or complex numbers, then it is well-known that every inner product 〈 · , · 〉 naturally
induces a norm, called `2-norm, as∥∥∥~ψ∥∥∥ = ∥∥∥~ψ∥∥∥
2
=
√〈
~ψ, ~ψ
〉
, (1.3)
for every ~ψ ∈ V . As a consequence, every inner-product vector space is necessarily normed,
but the converse is not true. We now recall the following.
Definition 1.1.3. The pair (S, d), where S is a set and d : S × S → R is a metric satisfying
d(ψ, φ) = 0 if and only if ψ = φ,
d(ψ, φ) 6 d(ψ, ξ) + d(ξ, φ),
d(ψ, φ) = d(φ, ψ),
(1.4)
is called a metric space.
It is well-known that for any normed vector space one can define the distance between two
vectors ~ψ and ~φ as the norm of their difference vector, that is,
d(~ψ, ~φ) =
∥∥∥~ψ − ~φ∥∥∥ . (1.5)
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Consequently, every normed vector space is indeed a metric space. Moreover, using Eq. (1.3),
every inner-product space is also a metric space with respect to the distance function induced
by the `2-norm.
A very important notion in linear algebra is the completeness of vector spaces in the following
sense. A complete vector space is one in which the limiting points of convergent sequences
(Cauchy sequences) are included within the space. To put this in a rigorous form, we begin
with the following.
Definition 1.1.4. Consider a sequence of vectors (e.g. vectors and points) Sseq = (~ψi)i∈N in a
normed space. Sseq converges to the limit ~ψ if and only if for every  > 0 there exists an integer
N ∈ N such that for every n ∈ N and n > N it holds true that∥∥∥~ψn − ~ψ∥∥∥ < . (1.6)
Moreover, Sseq is called Cauchy if and only if for every  > 0 there exists an integer N ∈ N
such that for every n,m ∈ N and n,m > N∥∥∥~ψn − ~ψm∥∥∥ < . (1.7)
The two notions of convergent above, despite their similarity, are different. For instance, the
convergence of a sequence depends on the convergence point ~ψ which may or may not be within
the space containing the sequence, whilst Cauchy convergence is a property of the sequence
itself, regardless of the set containing the convergence point1.
Lemma 1.1.1. A Cauchy sequence SCauchy = (~ψi)i∈N on a set S is Cauchy on all supersets of
S, as well as all subsets of S containing SCauchy.
There is, however, a necessary relationship between the two types of convergence.
Lemma 1.1.2. Every convergent sequence is Cauchy.
Thus, completeness is imposed by the Cauchy convergence as follows.
Definition 1.1.5. Consider the normed vector space V. Suppose that the sequence of vectors
(~ψi)i∈N ∈ V is Cauchy. Then, V is a complete vector space if it contains the converging points
of all such Cauchy sequences.
A complete normed vector space is commonly called a Banach space. A particular case is
obtained if the vector space is inner product and the norm is induced by the inner product as
in Eq. (1.3). In this case, the resulting Banach space is called a Hilbert space. Hence, every
Hilbert space is necessarily Banach, however, the converse does not hold true. It is important
to bear in mind that all linear vector space can be completed by enlarging the space and adding
the convergence point of all Cauchy sequences on them.
1The situation can be even worse, i.e., that the existence of the convergence point generally depends on the
chosen notion of convergence.
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Proposition 1.1.1. Any normed linear vector spaces can be completed to a Banach space.
Consequently, any inner-product linear vector space can be turned into a Hilbert space via
completion.
Another very important notion in linear algebra is a linear functional.
Definition 1.1.6. The set of all linear functionals on V is formed by maps F : V → K from a
vector space V to the scalar field K such that F(a~ψ + b~φ) = aF(~ψ) + bF(~φ) ∈ K.
By defining the sum of two functionals F and F′ as (F + F′)(~ψ) = F(~ψ) + F′(~ψ), the set of
all continuous linear functionals also becomes a linear vector space, called the dual space and
denoted as Vd. For a Hilbert space H, the dual space Hd has a well-known structure given by
Riesz theorem below.
Theorem 1.1.1. (Riesz Theorem.) Define the map M : V → Vd as M~ψ =
〈
~ψ, ·
〉
for every
~ψ ∈ H. The map M is an isomorphism between the vector space H and the dual vector space
Hd.
The Riesz theorem 1.1.1 states that for every functional F ∈ Hd there exists an element
~ψ ∈ H such that F can be written uniquely as F =
〈
~ψ, ·
〉
. Consequently, by characterizing
a complete inner product space H we have essentially characterized its dual space as well.
The notion of complete vector spaces in conjunction with Riesz theorem is widely used in
the modern formulation of quantum mechanics in which the Dirac notation is exploited [1].
These two are the mathematical elements that bring rigorosity to the Dirac bra-ket notation.
Interestingly, the problem of incompleteness of inner-product vector spaces can arise only in
infinite dimensional vector spaces.
Lemma 1.1.3. All norms on finite dimensional linear vector spaces are equivalent, in the sense
that, given two norms
∥∥∥~ψ∥∥∥ and ∥∥∥~ψ∥∥∥′, there exists real positive numbers c1 and c2 such that
c1
∥∥∥~ψ∥∥∥ 6 ∥∥∥~ψ∥∥∥′ , c2 ∥∥∥~ψ∥∥∥′ 6 ∥∥∥~ψ∥∥∥ , (1.8)
for every vector ~ψ ∈ V.
Proposition 1.1.2. All finite dimensional normed linear vector spaces are Banach spaces.
We close this section by the following well-known definitions and results.
Definition 1.1.7. A subset Sli = {~ψi} is called linearly independent if no element of Sli can be
written as a nontrivial linear combination of the rest of elements.
Definition 1.1.8. Suppose that the subset Sbasis ⊂ V of linearly independent vectors has the
maximum cardinality among all linearly independent sets. Then, Sbasis is called a basis set and
d = cardSbasis is the dimensionality of the vector space.
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Suppose that Sbasis = {~ψi}ni=1 is a basis vector for the n-dimensional vector space V . Hence,
every element ~ψ ∈ V can be written as ~ψ = ∑ni=1 xi ~ψi with xi ∈ K. We may ask how one can
obtain the expansion coefficients xi in this basis?
Definition 1.1.9. Given a basis set Sbasis = {~ψi}ni=1 for a vector space V, the dual or reciprocal
basis Sdbasis = {Fi}ni=1 is a set of functionals in Vd such that Fi(~ψj) = δij for all i and j.
Using dual basis elements every expansion coefficient is thus given by xi = Fi(~ψ). In the
particular case of a Hilbert space, using Riesz theorem 1.1.1, we have xi =
〈
~φdi ,
~ψ
〉
where the
reciprocal basis is isomorphic to the set of vectors Sdbasis = {~φdi }ni=1 ⊂ H such that
〈
~φdi ,
~ψj
〉
= δij
for all i and j.
1.1.2 Affine and Dual Spaces
For every vector space V there exists an origin of the coordinate system with respect to which
the vectors are defined. If we try to forget about the origin, we are left only with the set of
points, which we show here as SV = {ψi}. Conversely, by choosing a point, say ψ0 ∈ SV , we
recover the vector space as V = SV − ψ0 = {ψi − ψ0 = ~ψi}.
Definition 1.1.10. A vector space without a specific choice of origin is called an affine space.
Then, the linear transformations of the vector space can be carried over to affine spaces as
follows.
Definition 1.1.11. An affine transformation is a mapping on an affine space Aˆ : SV → SV
which corresponds to a linear operator Aˆ acting on the associated vector space V so that
Aˆ(ψ)− Aˆ(φ) = Aˆ(~ψ − ~φ), (1.9)
for all ψ, φ ∈ SV .
Note that we have abused the notation to denote both a linear operation on V and an affine
transformation on SV with the same symbol. We see that affine transformations are invariant
under translations of the origin. Consequently, an affine transformation preserves points and
lines, as well as the relative length of line segments of parallel lines, but not necessarily the
angles. This is what one expects from linear operations on a vector space by forgetting about
the origin. It turns out that any affine map can be represented on the associated vector space
as Aˆ→ Aˆ(~ψ) + ~φ0 for some translation ~φ0. It is now natural to extend the primitive property
of linear independence of vector spaces to affine spaces; see Fig. 1.1.
Definition 1.1.12. A subset of k points SV;k = {ψi}ki=1 in an affine space SV is called affinely
independent if by defining an origin for the set, say ψJ ∈ SV;k, the resulting k − 1 vectors
{ψi − ψJ} for i = 1 to j and i 6= J , are linearly independent.
By combining Definition 1.1.12 with 1.1.8, every k affinely independent points will correspond
to a k − 1 dimensional vector space.
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Figure 1.1: Geometry of affine spaces. The representation of three linearly independent
vectors underlying four affinely independent points in a three-dimensional vector (affine) space.
The pair (ψ0,SV;3) with SV;3 = {ψ1, ψ2, ψ3} defines an affine frame. The combinations of points
in SV;3 define a hyperplane which is a two-dimensional affine subspace.
Definition 1.1.13. The dimensionality of an affine space SV is defined to be the same as its
underlying vector space V, i.e. dimSV = dimV.
In an n-dimensional affine space it is thus possible to choose at most n+ 1 affinely independent
points (see e.g. Fig. 1.1). Inspired by this fact, we can also define the dimensionality of subsets
of affine spaces as follows.
Definition 1.1.14. The dimensionality of a subset of points S in affine space is defined to be
the maximum number of affinely independent points within S.
In contrast to the vector spaces possessing a basis set of vectors, in affine spaces such a
notion does not exists per se, due to a lack of origin. It is, however, possible (and in fact more
useful) to introduce the concept of a frame which also specifies the origin.
Definition 1.1.15. In an affine space SV over an n-dimensional vector space V the pair
(ψ0,SV;n), in which {ψ0} ∪ SV;n = {ψi}ni=0 is a set of n + 1 affinely independent points and
ψ0 plays the role of the origin, is called an affine frame.
Similar to the construction of affine spaces from linear vector spaces, one can construct an
structure called the dual affine space from a dual vector space.
Definition 1.1.16. A dual vector space to V without a specific choice of origin is called a dual
affine space to the corresponding affine space SV and is denoted by SdV .
Note that, the elements of a dual affine space are operations that map points from the affine
space to the elements of the scalar field K. Moreover, the concepts of inner product and norm
can also be carried over to the affine spaces.
Definition 1.1.17. An inner-product (normed) affine space is an affine space for which the
underlying vector space is endowed with an inner-product (norm).
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Note that, again we abuse the notation to denote the inner product of two points ψ, φ ∈ SV as
〈ψ, φ〉 =
〈
~ψ, ~φ
〉
with respect to a specific origin. We also refer to the norm of a point ψ ∈ SV
as ‖ψ‖ =
∥∥∥~ψ∥∥∥ with reference to a particular origin. It is thus clear that both inner product
and norm of affine points depend on the choice of the origin. Naturally, we can also extend the
notion of completeness over inner-product affine spaces.
Definition 1.1.18. Consider the normed affine space SV . Then, SV is a complete affine space
if it contains the converging points of all Cauchy sequences.
With a little abuse of terminology, we also call a complete normed affine space a Banach space,
and when the norm is induced by the inner product, a Hilbert space. Note that by using the
term “complete affine space”, using the definition of normed affine spaces 1.1.17, we actually
mean an affine space which is complete with respect to the norm defined on the associated
vector space. Probably, the most familiar Banach space is the space of real numbers R with the
absolute-value norm, which can be understood as the completion of the set of rational numbers.
It should be now evident that affine spaces can also be completed following Proposition 1.1.1.
Proposition 1.1.3. [2] Any normed affine space can be completed to a Banach space. There-
fore, all inner-product affine spaces can be completed to Hilbert spaces.
Importantly, Riesz theorem 1.1.1 can also be applied to affine Hilbert spaces through which the
dual affine space SdV of SV can be fully characterized. Finally, as a consequence of Lemma 1.1.3
and Proposition 1.1.2, we obtain the following results for affine spaces [3].
Lemma 1.1.4. All norms on a finite dimensional affine space SV are equivalent, in the sense
that, they are equivalent on the associated vector space V, as given in Lemma 1.1.3.
Proposition 1.1.4. All finite dimensional inner-product affine spaces are Banach spaces.
Similar to vector spaces, given a frame (ψ0,SV;n), every point ψ ∈ SV can be written as
ψ − ψ0 =
n∑
i=1
xi(ψi − ψ0), (1.10)
or equivalently,
ψ =
n∑
i=0
xiψi, x0 = 1−
n∑
i=1
xi. (1.11)
Consequently, we can describe the whole affine space as
SV = {ψ|∀xi ∈ K, ψ =
n∑
i=0
xiψi}. (1.12)
The tuple of scalars x = (x1, . . . , xn) ∈ Kn are the Cartesian coordinates for points in SV with
respect to the frame (ψ0,SV;n). Note that, we do not include x0 in these coordinates as it is
being determined by xi’s for i = 1, . . . , n as given in Eq. (1.11). This also preserves our familiar
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form of coordinates for vectors. In fact, the mapping from points of SV to their Cartesian
coordinates is a bijection providing an isomorphism from SV to Kn. However, it is sometimes
easier to use the notation of Eq. (1.11) and define the following coordinates.
Definition 1.1.19. Given a point ψ in an n-dimensional affine space SV with the frame
(ψ0,SV;n), the vector of coefficients x˜ = (x0, x1, . . . , xn) such that
ψ =
n∑
i=0
xiψi,
n∑
i=0
xi = 1, (1.13)
is called the barycentric coordinates of the point ψ.
Combinations of affine points in the form (1.13) are called barycentric combinations which will
be used frequently throughout this section.
Every component of the Cartesian coordinates x (and thus the barycentric coordinates x˜)
can be obtained from the corresponding vector in the underlying vector space. Equivalently, we
can define a dual or reciprocal frame corresponding to the dual basis of affine space as below.
Definition 1.1.20. Given an affine frame (ψ0,SH;n) with SH;n = {ψi}ni=1 for an affine Hilbert
space SH, the dual or reciprocal frame (ψ0,SdH;n) with SdH;n = {ψdi }ni=1 is a set of points in SH
such that
〈
ψdi , ψj
〉
= δij for all i and j.
Again, we emphasize that the inner product between points can only be understood in terms
of the inner product on the underlying vector space with respect to a common origin, that is,〈
ψdi , ψj
〉
=
〈
ψdi − ψ0, ψj − ψ0
〉
. The latter implies that
〈
ψdi , ψ0
〉
= 0 for all i. Hence, given a
point ψ its expansion coefficients in a given frame (ψ0,SH;n) can be obtained using the dual
frame (ψ0,SdH;n) as
xi =
〈
ψdi , ψ
〉
so that ψ = ψ0 +
n∑
i=1
xi(ψi − ψ0) =
n∑
i=0
xiψi. (1.14)
Now suppose that (ψ0,SH;n) with SH;n = {ψi}ni=1 and (φ0,S ′H;n) with S ′H;n = {φi}ni=1 are two
different frames for the n-dimensional affine Hilbert space SH. Every point of SH;n and ψ0 of
the former frame can be written in terms of the latter frame elements according to Eq. (1.14).
Thus, using the inner-product rule of the space SH, we have the following set of linear equations
describing an arbitrary point ψ ∈ SH in terms of the coordinates in (φ0,S ′H;n),〈
φd1, ψ
〉
= ψ1 =
∑n
i=0 xiψ
1
i ,
...〈
φdn, ψ
〉
= ψn =
∑n
i=0 xiψ
n
i ,
n∑
i=0
xi = 1,
(1.15)
in which
〈
φdj , ψ
〉
= ψj is the jth component of the expansion of ψ in (φ0,S ′H;n). In addition,
ψji =
〈
φdj , ψi
〉
represents the jth component of the coordinates of the ith point of (ψ0,SH;n)
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in the frame (φ0,S ′H;n). Indeed, as expected, this is exactly the same as the description of the
corresponding elements of the underlying (Euclidean) vector space using a Cartesian coordinate
system.
Given a set of vectors it is always possible to construct a vector space containing those
vectors by including the null vector and completing the set under addition of vectors and
multiplication by scalars. The same approach can also be taken for affine sets of points resulting
in a minimal container affine subspace, called the affine hull as per below.
Definition 1.1.21. The affine hull of an n-dimensional affine subset S ⊂ SV which contains
a maximal set of affinely independent points Sn = {ψi}ni=1 is the affine subspace generated by
Sn ⊂ SV as
Saff = {ψ|∀ψi ∈ Sn,∀xi ∈ K, ψ =
n∑
i=1
xiψi}. (1.16)
The minimality of this subspace is given in the following proposition.
Proposition 1.1.5. The affine hull Saff of a subset S is the smallest affine subspace containing
S.
Conversely, given a subspace of the vector space V , one can define the corresponding affine
subspace of SV . Such affine subspaces naturally possess their respective affinely independent
points and frames.
Definition 1.1.22. Two affine subspaces are orthogonal if and only if their corresponding vector
subspaces are orthogonal.
A particular class of such subspaces are affine planes; see Fig. 1.1.
Definition 1.1.23. In an n-dimensional affine space the linear combinations of k 6 n + 1
affinely independent points {ψi}k−1i=0 define a k − 1-dimensional plane given by
Splane = {ψ|ψ ∈ SV ,∀xi ∈ K, ψ =
k−1∑
i=0
xiψi,
k−1∑
i=0
xi = 1}. (1.17)
Moreover, for k = n the n− 1-dimensional affine plane is called a hyperplane.
The plane Splane is a subspace of the affine space SV and its generating points correspond to
the frame (ψ0,SV;k−1) with SV;k−1 = {ψi}k−1i=1 for this subspace. From Eq. (1.15), a point as a
zero-dimensional object in an n-dimensional affine space is described by n linear equations in n
coordinates. Similarly, a plane of dimension k in an n-dimensional affine space is described by
n−k linear equations. The latter is more intuitive if we think of the k-dimensional plane as the
set of all points restricted to be orthogonal to some n − k-dimensional subspace. As a result,
when considering the set of equations (1.15) for such points, n − k of them correspond to the
orthogonality constraint and the rest are redundant. For instance, in Eq. (1.17), assume that
the n−k+1 points {ψi}ni=k that are not in the plane are affinely independent. Because they are
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Figure 1.2: Geometrical representation of the two half-spaces. A hyperplane in a 3-
dimensional affine space splits the space into two half-spaces. The frame (φ0, {φ}) defines
the normal vector of the hyperplane. The yellow region is called the right-hand-side of the
hyperplane. The points φ1 and φ2 are on the right- and left-hand-sides of the hyperplane and
within the half-spaces S+;c and S−;c, respectively.
not within Splane we can assume that 〈ψi, ψj〉 = 0 for all i ∈ {k, . . . , n} and j ∈ {1, . . . , k − 1}.
Then, the plane Splane can be written as
Splane = {ψ|ψ ∈ SV ,∀i ∈ {k, . . . , n}, 〈ψi, ψ〉 = 0}. (1.18)
In the particular case of a hyperplane, only one linear equation is required and the hyperplane
is uniquely determined by the set of points ψ satisfying the single equation
〈φ, ψ〉 = ψφ =
n−1∑
i=0
xiψ
φ
i = 0,
n−1∑
i=0
xi = 1, (1.19)
in n−1 free parameters where φ is an affinely independent point orthogonal to the hyperplane.
Note also that ψφ0 determines the offset of the hyperplane from the origin of the one-dimensional
frame (φ0, {φ}). In the vector space picture, the vector φ − φ0 is called the normal vector of
the hyperplane.
Corollary 1.1.1. Suppose that (ψ0,SV;n) with SV;n = {ψi}ni=1 is a frame for the n-dimensional
affine space SV . Given a one-dimensional frame (φ0, {φ}) for a one-dimensional affine subspace
of SV , a hyperplane Sφhp;c in SV is given by
Sφhp;c = {ψ|ψ ∈ SV , xi ∈ K, ψ =
n∑
i=0
xiψi,
n∑
i=1
xiψ
φ
i = c}, (1.20)
in which ψφi = 〈φ, ψi〉 is the component of the point ψi in the frame (φ0, {φ}), and c ∈ K
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determines the offset from the origin. The vector φ − φ0 is called the normal vector of the
hyperplane (see Fig. 1.2).
It is now very intuitive to define the following geometrical objects which will be useful later on.
Definition 1.1.24. Given a hyperplane Sφhp;c with normal vector φ − φ0, it splits the whole
affine space SV into two subsets given by
S+;c = {ψ|ψ ∈ SV , xi ∈ K, ψ =
n∑
i=0
xiψi,
n∑
i=1
xiψ
φ
i > c},
S−;c = {ψ|ψ ∈ SV , xi ∈ K, ψ =
n∑
i=0
xiψi,
n∑
i=1
xiψ
φ
i 6 c}.
(1.21)
S+;c and S−;c are called (closed) half-spaces. The positive and negative half-spaces are said to
be on the right-hand-side and left-hand-side of the hyperplane, respectively (see Fig. 1.2).
Evidently, the intersection of the two half spaces is the hyperplane, S+;c ∩ S−;c = Shp;c, while
their union gives the whole affine space, S+;c ∪ S−;c = SV .
1.1.3 Subsets of Affine Spaces: Open, Closed, Dense, and More
Knowing about affine spaces, it is a must to bear in mind a few topological notions and defini-
tions associated with subsets of affine spaces. Let us start by the notion of a ball.
Definition 1.1.25. Given a point ψ in an normed affine space SV and a positive real number
 > 0, the subsets
Soball = {φ|φ ∈ SV , ‖φ− ψ‖ < }, (1.22)
Scball = {φ|φ ∈ SV , ‖φ− ψ‖ 6 }, (1.23)
are called open and closed balls in SV , respectively, centred at ψ with radius .
Whenever we speak of a ball Sball without mentioning it being open or closed, we assume any
of them. Then, we can define a neighbourhood as follows.
Definition 1.1.26. Given a point ψ in an affine space SV , the subset S ⊆ SV is called a
neighbourhood of ψ if and only if there exists a ball Sball(ψ) centred at ψ such that Sball(ψ) ⊂ S.
A neighbourhood S of a point ψ in SV has the simple geometrical meaning that sufficiently close
to ψ in SV , the subset S contains all points from the underlying space SV . Using the notion
of balls in inner-product affine spaces, we can restate the idea of convergence of sequence of
points in Definition 1.1.4 and Eq. (1.6) from a topological perspective as follows.
Definition 1.1.27. A sequence of points Sseq = (ψi)i∈N in a normed affine space SV is conver-
gent to the limit ψ if and only if for every  > 0 there exists a subsequence Sseq;N = (ψi)i>N ⊆
Sseq for some integer N ∈ N that belongs to the ball centred at ψ with radius . Equivalently,
every neighbourhood of ψ on SV intersects with Sseq (See Fig. 1.3).
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Figure 1.3: Geometrical representation of a limit point. The point ψ is the limit point of
the sequence Sseq = (ψi)i∈N if for every ball of radios  centred at ψ there exists a subsequence
of Sseq that belongs to that ball.
Moreover, subsets of affine spaces can be bounded to a finite region of the space. This can
be rigorously defined as below.
Definition 1.1.28. A subset S of the affine space SV is called bounded if and only if there
exists a ball Sball such that S is confined within that ball, i.e. S ⊂ Sball.
The boundedness on a metric space simply means that every two points of the set are within
a finite distance from each other. We have now the ingredients to define two fundamental
properties of subsets of affine spaces, namely openness and closedness.
Definition 1.1.29. A subset S of the affine space SV is called open if and only if it is a
neighbourhood of each point ψ ∈ S.
In other words, for every point ψ in an open subset S there exists a ball centred at ψ such that
the ball is fully contained in the set S.
Definition 1.1.30. A subset S of the affine space SV is called closed on SV if and only if its
complement SV/S is open.
Proposition 1.1.6. A half-space as given by Definition 1.1.24 is closed.
It is also useful to define open half-spaces as follows.
Definition 1.1.31. Given a hyperplane Sφhp;c with the normal vector φ− φ0, it splits the whole
affine space SV into two open half-spaces given by
So+;c = {ψ|ψ ∈ SV , xi ∈ K, ψ =
n∑
i=0
xiψi,
n∑
i=1
xiψ
φ
i > c},
So−;c = {ψ|ψ ∈ SV , xi ∈ K, ψ =
n∑
i=0
xiψi,
n∑
i=1
xiψ
φ
i < c}.
(1.24)
It is interesting to note that although the notion of closedness for a set S is defined via the
openness of the complementary set to S, closedness and openness are not exclusive properties.
That is, it is possible for a set S to be neither open nor closed, as is the interval (0, 1] o the real
line R. Also, it is possible for S to be both open and closed (sometimes called clopen), as are
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the empty set and the entire affine space SV . More importantly, closedness (and also openness)
of a subset S depends strongly on the topology of the container space SV .
Lemma 1.1.5. A subset S of an inner-product affine space SV is closed on SV if and only if
the convergence point ψ of every sequence on S which is convergent on SV is a member of S.
Lemma 1.1.5 highlights the role of the container topology and the particular convergence cri-
terion exploited. For instance, while the interval (−1, 1) is open on the real line R, it is closed
when the space containing this subset is the interval (−1, 1) itself, because its complement
with respect to itself is the empty set which is open2. In the language of Lemma 1.1.5, it is
trivial that the subset (−1, 1) contains the convergence point of any sequence on (−1, 1) that is
convergent on (−1, 1). Two useful properties of open and closed sets is given by the following
proposition.
Proposition 1.1.7.
i. Any union of open sets is open
ii. A finite intersection of open sets is open.
iii. A finite union of closed sets is closed.
iv. Any intersection of closed sets is closed.
We now turn into the notion of completeness for subsets of affine spaces, similar to Defini-
tion 1.1.18.
Definition 1.1.32. A subset S of an affine space SV is called complete if and only if every
Cauchy sequence of points in S converges to a point ψ within S.
Thus, by comparing Definition 1.1.32 with Lemma 1.1.5 we see that completeness is a stronger
notion than closedness, as it is independent of the underlying space of a subset. Reconsidering
our example above, the interval (−1, 1) is not complete, independent of being considered on
itself or R, because the sequence 1 + 1/n which is Cauchy with respect to the absolute value
norm does not converge to a point within this interval. There is indeed a connection between
closed and complete subsets of affine spaces as given in Lemma 1.1.5 and Definition 1.1.32,
respectively, via the following theorem.
Theorem 1.1.2. [2] If an affine subset S of an affine space SV is complete, then it is closed
on SV . The converse is true only if SV is complete.
We have seen that the convergence point of a sequence plays a key role in topological
properties of affine sets. It is thus reasonable to look at this particular point from topological
perspective, which will be useful later on. Firstly, we define the convergence points in a way
independent of the sequence converging to them.
2In fact, both the empty set and the (−1, 1) interval on itself are clopen sets.
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Definition 1.1.33. A point ψ in an affine space SV is called a limit (or accumulation) point
of a subset S ⊆ SV if and only if every neighbourhood of ψ in SV contains at least one point
from S not equal to ψ itself. Equivalently, every ball Sball(ψ) centred at ψ intersects with S in
at least one point not equal to ψ itself.
Note that, a limit point of a set S may or may not be in S. Interestingly, it is possible to define
the opposite of a limiting point, that is, an isolated point.
Definition 1.1.34. A point ψ from a subset S of an affine space SV is called an isolated point
of S if and only if there is a neighbourhood of ψ in SV that contains no point from S except ψ
itself. Equivalently, there exists a ball Sball(ψ) centred at ψ such that any point φ ∈ Sball and
φ 6= ψ satisfies φ /∈ S.
Using Definition. 1.1.27 of a limit point, we infer that the isolated point is not the convergence
point of any sequence in S. Conversely, if ψ is not the accumulation point of any sequence3 on
S, then it is an isolated point of S. It also becomes clear that, in an inner-product space, for
every limit point ψ it is always possible to construct a sequence on S that converges to ψ. Now,
we use Definition 1.1.27 in combination with Lemma 1.1.5 and employ the above considerations
to state the following equivalent definition of closedness of affine subsets.
Lemma 1.1.6. A subset S of an affine space SV is closed on SV if and only if for every ψ ∈ S
every neighbourhood of ψ on SV intersects with S.
As a result, every point of a closed set S is either a limit point or an isolated point of S [2].
Corollary 1.1.2. Every point of a closed set S is either a limit point or an isolated point of
S.
We have seen that open and closed subsets are two important classes of points in an affine
space. There are qualities of subsets that particularly separate open and closed sets. Below we
identify such qualities.
Definition 1.1.35. A point ψ within a subset S of an affine space SV is called an interior
point of S if and only if S is a neighbourhood of ψ.
Definition 1.1.36. A subset intS of another subset S of an affine space SV is called the interior
of the subset S ⊆ SV if and only if it is the collection of all interior points of S. Equivalently,
intS is the largest open set contained in S.
The interior points and interior subset of a set are both abstract definitions of what we intu-
itively understand as “inside”. However, it is very important to note that, like many other topo-
logical properties, the definition above depends on the container affine space SV . For instance,
while a two-dimensional circle S = {(x, y)|x, y ∈ R, x2 +y2 6 1} defined in the two-dimensional
Euclidean vector space R2 has the interior points satisfying x2 +y2 < 1, it has no interior points
3Except the sequence which is constant except at finitely many points.
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when defined within the 3-dimensional Euclidean space R3 as S = {(x, y, 0)|x, y ∈ R, x2 + y2 6
1}. The reason for the latter is that, considering Definitions 1.1.25, 1.1.26, and 1.1.35, any ball
around any point of S in R3 contains points that are not within S.
A similar approach exists for the notion “outside”.
Definition 1.1.37. A point ψ of an affine space SV is called an exterior point of S if and only
if it is an interior point of the complement SV/S of S.
Definition 1.1.38. A subset extS of an affine space SV is called the exterior of the subset
S ⊆ SV if and only if it is the collection of all exterior points of S. Equivalently, extS is the
largest open set contained in SV/S.
Besides interior and exterior sets to a given subset of an affine space, we also have the similar
statement to the Proposition 1.1.3.
Definition 1.1.39. A subset S¯ of an affine space SV is called the closure of the subset S on
SV if and only if it is the smallest closed subset of SV containing S.
As we stated in Definitions 1.1.36 and 1.1.38, interior and exterior sets are open sets. Thus
intuitively we can define the boundary of a subset as follows.
Definition 1.1.40. A subset ∂S of an affine space SV is called the boundary of the subset S
on SV if and only if it holds true that ∂S = S¯/intS.
Thus, we see that every subset of an affine space splits the space into three regions, interior,
exterior, and boundary points. Interestingly, there is an intuitive proposition regarding closed
subsets and boundary subsets as follows.
Proposition 1.1.8. [2] A subset S of an affine space SV is closed if and only if it contains
its boundary, that is, ∂S ⊂ S.
As a result of Proposition 1.1.8 and Definition 1.1.40 we see that when S is closed, i.e., S¯ = S,
we have
intS = S/∂S, or equivalently, intS ∪ ∂S = S. (1.25)
At this point, it is appropriate to state the following connection between limit points and
closedness of sets.
Theorem 1.1.3. [2] Suppose that Slim is the set of all limit points of S. Then, the closure S¯
of S is given by
S¯ = S ∪ Slim. (1.26)
Corollary 1.1.3. A subset S of an affine space SV is closed if and only if it contains its limit
points, that is, Slim ⊂ S.
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The similarity between Eqs. (1.25) and (1.26) motivates the question that “what is the difference
between the set of all limit points and the boundary?” To answer that, we first notice the fact
that, by Definitions 1.1.25 and 1.1.26 of a ball and a neighbourhood, an isolated point is not
an interior point, as given by Definitions 1.1.34 and 1.1.35, respectively. Employing this in
Definition 1.1.40 of the boundary set, we conclude that isolated points of the closure S¯ of a
subset S belong to the boundary of S. On the other hand, however, it is clear that by definition
isolated points are not limit points. Consequently, isolated points of the closure S¯ are examples
of the points which are within the boundary of S, but not within Slim. Hence, we arrive at the
following.
Corollary 1.1.4. Not every point within the boundary is a limit point.
The converse also is not true, because by comparing Definitions 1.1.33 and 1.1.35, we have the
following result4.
Corollary 1.1.5. Any interior point of a subset S of an inner-product affine space is a limit
point of S.
Hence, by the subtraction operation in Definition 1.1.40, the limit points interior to the set are
not within the boundary.
Corollary 1.1.6. Not every limit point is within the boundary.
It is also useful to note that, using Definition 1.1.37, the following statement holds true.
Corollary 1.1.7. Any exterior point of a subset S of an inner-product affine space is not a
limit point of S.
To give an explicit example for some of the above definitions, consider the interval (0, 1] of the
real line R. Trivially, its interior set is (0, 1), the set (−∞, 0) ∪ (1,+∞) is its exterior, and
{0, 1} forms its boundary. Moreover, on top of the interior points, the point {0} is also a limit
point for this subset. We can also verify that (0, 1)∪{0, 1} = (0, 1]∪{0} = S¯. At this point, it
is important to note that the concepts interior, exterior, and boundary depend on the container
space SV , in the same way as the more primitive notions of openness and closedness depend on
it.
By looking at Definition 1.1.33 we see that if a point ψ ∈ SV is a limit point of the subset
S ⊆ SV , then it is possible to approximate ψ from the larger set SV to arbitrary precision
with an element of the special subset S which is arbitrary close to ψ. In fact, the concept of
limit points is the abstract way of thinking about such approximation procedures. Consider
now an inner-product affine space SV and a subset S such that every element of SV can be
approximated to arbitrary precision with an element of S. This is equivalent to say that any
point of SV is a limit point for S. For this to be true, we use Corollary 1.1.7 to conclude S must
4Note that, in a more general topological sense, this statement is not true because in that case interior points
are defined using open sets rather than balls. This makes it possible to have interior points which are not limit
points as in the example of discrete topological spaces.
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Figure 1.4: Geometrical representation of a cover. A set is covered by a finite collection
of balls if it is a subset of their union. A set is compact if for any of its covers there exists a
finite subcover.
not have any exterior points, i.e. extS = ∅. Due to the fact that the whole space is divided into
three subsets, that is SV = intS ∪ extS ∪ ∂S, we arrive at
SV = intS ∪ ∂S = S¯ = S ∪ Slim. (1.27)
This read as every point of SV can be approximated to arbitrary precision using elements of S
if and only if the closure of S is the whole space SV . In the technical terms, such a subset S is
called a dense subset in SV .
Definition 1.1.41. A subset S of an inner product affine space SV is called dense in SV if and
only if its closure S¯ is the whole space, i.e. SV = S¯.
It is also interesting to consider the case in which no point of SV can be approximated by
points within S, that is, S has no limit points. The latter, has two consequences. First, by
using Theorem 1.1.3, S is closed, i.e. S = S¯. Second, by Corollary 1.1.5, the interior of S must
be empty, i.e., intS = ∅. By combining the two we find that intS¯ = ∅. Hence, we define the
following.
Definition 1.1.42. A subset S of an inner product affine space SV is called nowhere dense in
SV if and only if its closure S¯ has no interior points, i.e. intS¯ = ∅.
Finally, we may use the term “compact sets”.
Definition 1.1.43. Given a set S, it is said to be covered by a (possibly infinite) collection of
balls Scover = {Sball(ψi)} centred at points ψi ∈ S if and only if⋃
i
Sball(ψi) ⊇ S. (1.28)
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Definition 1.1.44. A set S is said to be compact if and only if for every cover Scover =
{Sball(ψi)} there exists a finite subcover S(n)cover = {Sball(ψi)}ni=1 ⊂ Scover such that
n⋃
i=1
Sball(ψi) ⊇ S. (1.29)
The notion of compactness can be understood topologically in two levels. First, it puts a
divisibility property on sets, meaning that, no matter how one divides a set into possibly
infinite number of parts, always a finite number of those parts are sufficient to reconstruct the
set; see Fig. 1.4. The following thus immediately results.
Corollary 1.1.8.
i. Every finite set is compact, because it cannot be divided otherwise into a finite number of
parts.
ii. A finite union of compact sets is compact.
iii. Any intersection of compact sets is compact.
On a second level, through this division property, compactness induces a topological meaning
for finiteness. Topological objects can be deformed continuously, e.g., by stretching. Therefore,
concepts like area or volume do not capture the essence of finiteness in topology and thus, one
requires a notion which does so. Now, note the following proposition.
Proposition 1.1.9. [2] If f : SV → SV is a continuous map and S ⊂ SV is compact, then f(S)
is also compact.
In particular, suppose that Scover and S(n)cover ⊂ Scover are a cover and a finite subcover for S,
respectively. It can be readily shown that f(Scover) and f(S(n)cover) are the corresponding cover
and subcover of f(S). The important point is that, in a sense, the number n of required subsets
to resemble S does not increase under the continuous map f and thus, the finite characteristic
of S is preserved by f . Loosely speaking, one can think of n as a replacement for quantities
like area and volume, characterizing the finiteness of S irrespective of continuous topological
transformations5.
As discussed above, it is expected from compactness to be in close connection with closedness
and boundedness.
Proposition 1.1.10. [2]
i. A closed subset of a compact set is compact.
ii. Compact sets are closed and bounded.
iii. In a metric space, a subset S is compact if and only if every sequence in S has a subsequence
that converges in S.
5Note that by no means n is not unique, as it depends on which subcover has been chosen.
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In particular, we may state a result due to Heine and Borel for finite dimensional spaces.
Theorem 1.1.4. (Heine-Borel Theorem.) [3] Any subset of a finite dimensional normed affine
space is compact if and only if it is closed and bounded.
For instance, the interval [0, 1] ⊂ R is compact. Note that in infinite dimensions this theorem
does not necessarily holds true.
1.1.4 Convex Sets
Having all these definitions from previous section at hand, we are now ready to introduce convex
sets. We start by defining convex combinations.
Definition 1.1.45. Given two points of an affine space ψ, φ ∈ SV , their convex combinations
are elements ξ(p) of the space obtained as
ξ(p) = pψ + (1− p)φ, 0 6 p 6 1. (1.30)
The convex combination of two points is simply the barycentric combination of points limited
to the [0, 1] interval and thus, it has a clear geometrical meaning: we can rewrite Eq. (1.30)
as ξ(p)− φ = p(ψ − φ), and interpret the point φ as the origin of the underlying vector space
V . Then, ξ(p) is a parameterized vector of length p along the line connecting the origin to the
point ψ. Consequently, ξ(p) in its affine sense is just a point on the line segment connecting
the two points φ and ψ. As the parameter value p varies between zero and one, the point ξ(p)
slides from φ towards ψ as shown in Fig. 1.5.a. As a result, one can think of ξ(p) as points
on the straight line passing through points φ and ψ if p is not restricted to be nonnegative,
i.e., if p ∈ (−∞,+∞). This is thus equivalent to a one-dimensional plane in SV as given in
Definition 1.1.23.
It is straightforward to generalize the convex combinations to multiple points of the affine
space. Given a subset of k points in an affine space SV ⊃ SV;k = {ψi}k−1i=0 , one can define the
convex combinations as
ξ(x˜) = 〈x˜,ψ〉 =
k−1∑
i=0
xiψi, xi > 0 and
k−1∑
i=0
xi = 1, (1.31)
in which ψ = (ψ1, . . . , ψk) is the vector of points in affine space SV , x˜ = (x0, . . . , xk−1) is the
barycentric coordinates uniquely determining the point ξ(x˜), and 〈x˜,ψ〉 = x˜ ·ψT is the usual
Cartesian inner product.
With the same geometrical intuition as before, if k = 3 we expect to recover a triangle
in a plane whenever the points are noncollinear (do not lie on the same line), that is, none
of the three points can be written as a convex combination of the other two points. That is
to say, the three points are affinely independent. According to Definition 1.1.12, the latter
is equivalent to the linear independence condition in linear algebra: a two-dimensional vector
space is generated from two linearly independent vectors that are defined by three noncollinear
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(a) (b)
Figure 1.5: Geometrical interpretation of convex combinations. (a) The convex com-
bination ξ(p) of two points of an affine space φ and ψ as defined by Eq. (1.30) is geometrically
equivalent to ξ(p) sliding along the line segment connecting φ and ψ as the parameter p varies
between 0 and 1. By letting p ∈ R this will reproduce the entire line passing through φ and ψ.
(b) The convex combination of three noncollinear points results in a triangle. If we let x˜ ∈ R
we will obtain a plane containing these points.
points of the corresponding affine space, and the barycentric combination of three such points
defines a plane; see Fig. 1.5.b.
Definition 1.1.46. A subset Sconv of an affine space SV is a convex set if for any two points
φ, ψ ∈ Sconv the convex combination ξ(p) = pψ + (1− p)φ belongs to Sconv.
Both sets shown in Fig. 1.5 are thus examples of convex sets. In addition, both open and closed
balls, Soball and Scball, as given by Definition 1.1.25 are convex. We now state the following result.
Proposition 1.1.11. The image of any convex set under affine transformations is convex.
Furthermore, given that the image of an affine transformation is a convex set, it follows that
the inverse image of the map is convex6.
Following the definition of dimensionality of subsets of affine spaces, we can also define the
dimensionality of a convex set.
Definition 1.1.47. Given a convex set Sconv that contains a maximum of k + 1 affinely inde-
pendent points, its dimension is defined to be k.
Just like any set, convex sets may have subsets a special kind of which are called faces.
Definition 1.1.48. Given a convex set Sconv a face Sface is a convex subset of Sconv such that
for any point ψ ∈ Sface, it can be decomposed into ψ = pψ1 + (1− p)ψ2, with ψ1, ψ2 ∈ Sconv and
p > 0, only if ψ1, ψ2 ∈ Sface. Moreover, if Sconv is n dimensional, a face of dimension k 6 n is
called a k-face and a n− 1-face is called a facet.
It is useful to mention here that a facet within a convex set is the analogue of a hyperplane in
an affine space for convex sets, see Definition 1.1.23. Note that a convex set is a face of itself.
Hence, faces not equal to the set itself are sometimes called proper faces in the literature.
6Note that an affine transformation is not necessarily invertible, in the same way as a linear transformation
on a vector space is not necessarily invertible. Here, by inverse image, we mean the domain on which the affine
transformation is acting.
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Definition 1.1.46 of a convex set is complete and has a clear geometrical meaning. However,
it is sometimes preferred to use a constructive definition of convex sets, called the convex hull
construction, as per below.
Definition 1.1.49. Any collection (not necessarily finite) of points SV;k = {ψi}ki=1 in an affine
space SV generates a convex set as
convSV;k = {ξ|ξ =
k∑
i=1
xiψi, ψi ∈ SV;k, xi > 0,
k∑
i=1
xi = 1}. (1.32)
That is, the set of all possible convex combinations of points in SV;k. This is also called the
convex hull of the set SV;k.
It is very important to note that the Definitions 1.1.46 and 1.1.49 are not equivalent for reasons
that will be pointed out later. It is not hard to show that the set generated via the convex
hull procedure as in Definition 1.1.49 is the smallest convex set containing the set of points
SV;k. However, one can also readily show that the set SV;k is not necessarily the smallest set
generating the convex set convSV;k. To see this, suppose that an element ξ? ∈ SV;k is a convex
combination of other elements of the set, i.e., there exists ξ? ∈ SV;k such that ξ? =
∑k
i=1 xiψi
for some points ψi ∈ SV;k and some weights xi > 0 with
∑k
i=1 xi = 1. Then, define a smaller
set SV;k−1 by removing ξ? from SV;k, that is, define SV;k−1 = SV;k/{ξ?}. Clearly the convex hull
of SV;k−1 and SV;k are the same, while SV;k−1 ⊂ SV;k. Hence, we also define the following.
Definition 1.1.50. Given the closed convex hull convS of a set S, its generating set Sgen is
defined as the smallest set of points such that
convS = convSgen = {ξ|ξ =
k∑
i=1
xiψi, ψi ∈ Sgen, xi > 0,
k∑
i=1
xi = 1}. (1.33)
Definition 1.1.51. A point ψ ∈ S is an extreme or pure point of ψ if and only if it does not
belong to any line segment within S.
We further have the following results.
Corollary 1.1.9. Each generating point ψi ∈ Sgen is an extreme point.
Corollary 1.1.10. The generating set Sgen of the convex hull of any set of points SV;k is a
subset of SV;k, i.e Sgen ⊂ SV;k. Hence, if SV;k is finite then Sgen is finite.
Proposition 1.1.12. Extreme points of S are boundary points.
Proof. Suppose that ψ is a point of S not on its boundary and thus, interior to S, i.e., there
exists a ball centred at ψ such that Sball(ψ) ⊂ S. But then there will exist two points on
the boundary of Sball(ψ) so that ψ is a convex combination of them. The latter contradicts
the Definition 1.1.51, meaning that extreme points cannot be interior points and have to be
boundary points.
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Corollary 1.1.11. [4]
i. If Sface is a face of the convex set Sconv and S ′conv ⊂ Sconv is a closed convex set, then
Sface ∩ S ′conv is a face of S ′conv.
ii. If Sface is a face of the convex set set Sconv and ψ ∈ Sface, then ψ is an extreme point of
Sconv if and only if ψ is an extreme point of Sface.
iii. The intersection of any family of faces of a convex set Sconv is a face of Sconv.
As examples, the set of two points {φ, ψ} in Fig. 1.5.a and the set of three points {ψ1, ψ2, ψ3}
in Fig 1.5.b are the generating sets of the line segment and the triangle, respectively. From the
definitions above, we can draw a very important conclusion which is widely used within the
context of quantum theory.
Proposition 1.1.13. The elements of the generating set cannot be nontrivially decomposed as
a convex combination of other points within the generating set.
Proof. If a point ξ ∈ Sgen can be decomposed as a convex combination of other points ξ =∑
i xiψi for ψi ∈ Sgen, then the convex hull of the set Sgen/{ξ} is exactly the same as the convex
hull of Sgen. That is, both Sgen and Sgen/{ξ} generate the same convex hull, while Sgen/{ξ}
is strictly smaller than Sgen. This contradicts the definition of the generating set in the first
place, and thus, the decomposition is impossible.
Corollary 1.1.12. The elements of the generating set cannot be nontrivially decomposed as a
convex combination of points within the convex set.
Proposition 1.1.14. The convex hull of a generating set Sgen = {ψi}ki=1 is the smallest convex
set containing Sgen.
Proof. Suppose the contrary, that is, there exists a convex set Sconv containing Sgen which
is strictly smaller than Shull, i.e. Sconv ⊂ Shull. By definition of convexity, Definition 1.1.46,
however, Sconv must also contain any convex combination of points in Sgen, which implies
ψ ∈ Sconv for all ψ ∈ Shull. In other words, Sconv ⊃ Shull that contradicts the assumption and
hence the result.
Using Corollary 1.1.10 and Proposition 1.1.14, the following can be concluded.
Corollary 1.1.13. The convex hull of any (not necessarily finite) collection of points SV;k =
{ψi}ki=1 is the smallest convex set containing SV;k.
At this point, we state one of the most important theorems in convex geometry.
Theorem 1.1.5. (Carathe´odory Theorem.) Given a finite dimensional subset S of the n-
dimensional affine space SV with n <∞, any point ψ within the convex hull convS can always
be decomposed as a convex combination of at most n+ 1 affinely independent points.
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Figure 1.6: Geometrical implication of Carathe´odory theorem. The points on the
boundary of an ellipse can be regarded as the set of generating points of the ellipse. The point
ψ inside the ellipse can be decomposed as a linear combination of two generating points ψ1 and
ψ2. However, a different point φ cannot be necessarily decomposed as a convex combination of
the same two points. Thus, ψ1 and ψ2 cannot be regarded as a basis for this convex hull.
Carathe´odory theorem highlights a very important difference between the dimensionality and
the number of generating points of a convex set. Consider the convex hull of an infinite number
of generating points, as given in Definition 1.1.50. It is evident, by definition, that every element
of this convex hull can be written as a convex combination of its generating points. On one
hand, Carathe´odory theorem puts a limit on the maximum number of points necessary for such
a decomposition, namely n + 1 points where n is the dimensionality of the convex hull. On
other hand, it is clear that not all point within this convex hull can be decomposed into convex
combination of a fixed set of n + 1 points. For example, given an ellipse in a two-dimensional
space, every point inside the ellipse can be written as a convex combination of two points.
However, not every point within the ellipse can be written as a convex combination of the same
two points; see Fig. 1.6. As a consequence, in contrast to the basis set for an affine subspace,
the affinely independent points given by Carathe´odory theorem do not play the role of a basis
for the convex hull.
Definition 1.1.52. Given a point ψ in a convex hull, its rank is defined as the minimum number
of generating points required for its convex decomposition as given by Carathe´dory theorem.
As a final word, we have highlighted the importance of the container affine space of an
affine subset in various points within the present section. The notion of an interior point was
one such an example; see Definitions 1.1.35 and 1.1.36 and their subsequent discussion. Due
to the fact that convex sets are also subsets of affine spaces and we would like to make the
most use of their characteristics, it is commonly useful to consider the minimal container affine
space for convex sets, i.e., their affine hulls as given in Definition 1.1.21, rather than taking
into account the whole space. Then, speaking of characteristics depending on the container,
such as closedness, interior, or boundary, we regularly use the adjective “relative” (e.g., relative
interior) by which we mean relative to the affine hull of the set. Indeed, such considerations
have important consequences.
Proposition 1.1.15. [4] The relative interior relintSconv of a nonempty convex set Sconv is
never empty. Moreover, the relative boundary of Sconv is empty if and only if it coincides with
its affine hull, i.e. Scov = Saff .
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Figure 1.7: Geometrical representation of a support. A support is a hyperplane tangent
to a set such that the whole set is contained in one of the half-spaces defined by the hyperplane.
The tangent point ψ is called a regular point.
Recalling the definitions of interior and closure of affine subsets, it turns out that, in general,
the interiors of a set and its closure are not the same. That might be counter-intuitive as the
difference between a set an its closure is its boundary (see e.g., Proposition 1.1.8). Consider
for example the set of rational numbers Q as a subset of reals R. The set Q does not have
any interior points because there is no balls around any point of Q and thus, it is not the
neighbourhood of any of its points while its closure R has interior points. Convex sets, however,
are exceptions to such an unexpected property.
Proposition 1.1.16. [5] If S is a convex set, then the relative interiors of S and its closure
S¯ are equal.
Proposition 1.1.17. [5] If S is a convex set, then the closures of S and its relative interior
are equal.
The relative interior of a convex set can also be understood as the collection of points within
the convex set that do not belong to any proper face. The latter is intuitive if we note that,
from Definition 1.1.48, a face is part of the boundary of a convex set and cannot lie inside the
set7. This is sometimes called the intrinsic interior of a convex set. Using Corollary 1.1.12, we
also obtain the following.
Corollary 1.1.14. [4] A point ψ in a convex set Sconv is an extreme point if and only if it
does not belong to the relative interior of any segment contained in Sconv.
1.1.5 Supports and Separation
In the study of the geometry of convex sets in affine spaces points and planes of any dimen-
sion are the primitive objects. Below we will go through notions of support and separating
7This is because points inside a convex set usually allow for various decomposition in terms of the boundary
points that contradicts the definition of a face.
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hyperplanes which are essential to the present thesis.
Recall from Eq. (1.20) that a hyperplane with the normal vector φ−φ0 in an n-dimensional
affine space equipped with the frame (ψ0,SV;n) where SV;n = {ψi}ni=1 is given by
Sφhp;c = {ψ|ψ ∈ SV , xi ∈ K, ψ =
n∑
i=0
xiψi,
n∑
i=1
xiψ
φ
i = c}.
Any hyperplane also defines two open So±;c or closed Sc±;c half-spaces as given by Eqs. (1.21)
and (1.24).
Definition 1.1.53. Given a subset S of an affine space SV , a hyperplane Sφhp;c is said to cut
through S if So±;c ∩ S 6= ∅.
Definition 1.1.54. Given a subset S of an affine space SV , a hyperplane Sφhp;c is said to support
S if and only if Shp;c ∩ S¯ 6= ∅ while either So+;c ∩ S = ∅ or So−;c ∩ S = ∅. In other words, a
hyperplane supports a set if and only if it is tangent to the set and the set is included entirely
in only one of the open half-spaces defined by the hyperplane.
Let us now equivalently interpret Definitions 1.1.53 and 1.1.54 in terms of algebraic equations.
First, a hyperplane cuts through a set if there exist points of the set on both sides of the
hyperplane. Consider two points φ1, φ2 ∈ SV on the right- and left-hand-side of the hyper-
pane, respectively. Within the frame (ψ0,SV;n), they can be written as φ1 =
∑n
i=0 yiψi and
φ2 =
∑n
i=0 ziψi. Thus, it must hold true that
∑n
i=1 yiψ
φ
i > c and
∑n
i=1 ziψ
φ
i < c. Second, a
hyperplane supporting a set means that for all points φ =
∑n
i=0 yiψi ∈ S it holds true that
either
∑n
i=1 yiψ
φ
i > c or
∑n
i=1 yiψ
φ
i 6 c; see Fig. 1.7 and compare it to Fig. 1.2.
Definition 1.1.55. A point ψ ∈ S is called regular if and only if it lies on only one support.
Definition 1.1.56. A support of the set S is called regular if and only if it contains only one
point of the set S.
Proposition 1.1.18. [4] For a bounded convex set Sconv and a point ψ not interior to Sconv,
there exists a support Shp;c such that x ∈ Shp;c.
The latter proposition is the formal statement for the fact that given any convex set and a
point outside that set, it is always possible to draw a line that passes through the point and is
tangent to the set. Clearly, this is not true if the set is not convex.
Definition 1.1.57. A point ψ ∈ S is called exposed if and only if there exists a support
hyperplane that meets S only at ψ. In other words, an exposed point is the touching point of a
regular support.
Very intuitive examples of exposed points are vortices of a polytope, or all the boundary points
of a sphere where it is well-known that there exists only one tangent hyperplane to any such a
point; see e.g. Fig. 1.8.a. One might thus assume that every extreme point of a convex set is
an exposed point and vice versa. The following statement deals with this guess.
29
(a) (b)
Figure 1.8: Geometrical illustration of exposed points. (a) For any exposed point there
exists a support that touches the set only at that point. Both support hyperplanes in this
figure are thus regular. (b) The counterexample showing the existence of extreme points, here
φ1 and φ2, that are not exposed.
Proposition 1.1.19. Every exposed point of a convex set is an extreme point of that set. The
converse is not true.
To show that the second part of the above proposition, consider the following counterexample.
In two dimensions, consider the convex hull Scirc∪ψ of a circle Scirc and a point ψ outside that
circle. Consider the two hyperplanes (lines) that go through ψ and are tangent to the circle on
each side and call the tangent points φ1 and φ2. It is evident that that φ1 and φ2 are extreme
points of Scirc∪ψ. However, they fail to be exposed points, because the only possible support of
Scirc∪ψ at each of these points also touches the set at ψ (and any convex combination of ψ and
φ1 or φ2); see Fig. 1.8.b.
Definition 1.1.58. Two subsets S and S ′ of an affine space SV are called separated if there
exists a hyperplane Shp;c such that S is contained in one of the closed half-spaces defined by the
hyperplane and S ′ in the other, and that S ∪ S ′ * Shp;c.
Definition 1.1.59. Two subsets S and S ′ of an affine space SV are said to be strictly separated
if they are separated by a hyperplane Shp;c such that S ∩ Shp;c = S ′ ∩ Shp;c = ∅.
We now state two separation theorems that are fundamental to resource theories in physics
that enjoy convexity.
Theorem 1.1.6. (Separation Theorem.) [5] Let S and S ′ be two nonempty convex subsets of
an affine space SV . Then, S and S ′ can be separated by a hyperplane if and only if relintS ∩
relintS ′ = ∅.
Theorem 1.1.7. (Strict separation Theorem.) [4] Two nonempty convex subsets S and S ′ of
an affine space SV can be strictly separated by a hyperplane if and only if S is bounded and
S¯ ∩ S¯ ′ = ∅.
Both theorems above have clear geometrical meanings, as shown in Figs. 1.9.a and b. We would
like to emphasize here that, the significance of the separation theorems of convex sets, in the first
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(a) (b) (c)
Figure 1.9: Geometrical representation of the separation theorems. (a) Two convex
sets (the closed circle and the cone) can be separated by a hyperplane (the black line) if they
have disjoint relative interiors. (b) Two convex sets (the open circle and the cone) can be
strictly separated by a hyperplane (the black line) if one of them is bounded and they have
disjoint closures. (c) By Hahn-Banach theorem 1.1.8, a point outside a convex set can be
separated from the set by a hyperplane defined via a linear functional. By Riesz theorem this
functional is nothing but 〈φ− φ0, · 〉.
place, relies on the existence of at least one separating hyperplane rather than characterization
of such hyperplanes. As a result of algebraic formulation of separating hyperplanes, we can
state separation theorems in an equivalent algebraic language. In particular, we are interested
in the strict separation theorem 1.1.7. This can be restated as follows.
Corollary 1.1.15. Suppose that S and S ′ are two convex subsets of an affine space with
(ψ0,SV;n) as a frame. If S is bounded and S¯ ∩ S¯ ′ = ∅, then there exists a normal vector φ− φ0
defining a hyperplane such that for all points φ1 =
∑n
i=0 yiψi ∈ S and φ2 =
∑n
i=0 ziψi ∈ S ′ it
holds true that
∑n
i=1 yiψ
φ
i < c and
∑n
i=1 yiψ
φ
i > c.
Within the literature, the reformulation of the (strict) separation theorem on Banach spaces is
sometimes referred to as the Hahn-Banach theorem. Throughout the present thesis, however,
we are interested in the case in which the nonempty convex set S contains only a single point,
i.e. S = {φ1}, and thus we state this theorem as per below.
Theorem 1.1.8. (Hahn-Banach Theorem.) [6] Suppose that ψ and S are a point and a convex
subset of a Banach space SV , respectively. If ψ is an exterior point of S¯, then there exists a
linear functional F : SV → K such that F(ψ) < c while for every point φ ∈ S it holds true that
F(φ) > c.
Using Riesz theorem 1.1.1 and Corollary 1.1.15, it is evident that the separating functional F
in Hahn-Banach theorem 1.1.8 is given by 〈φ− φ0, · 〉 where φ− φ0 is the normal vector of the
separating hyperplane; see Fig. 1.9.c.
1.1.6 Polytopes and Cones
As we have discussed in previous sections and shown in Fig. 1.5, convex sets are geometrical
objects. Within the context of convex geometry, any shape having finitely many vortices, be it
a line, triangle, or a higher dimensional object, is categorized as a polytope.
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Figure 1.10: Geometrical illustration of a polytope. As given by Theorem 1.1.9, a polytope
is a closed convex set obtained from intersection of a finite number of closed half-spaces.
Definition 1.1.60. The convex hull of any finite set of points is called a polytope.
In other words, the set convSV;k in Eq (1.32) for any k <∞ is a polytope. By Corollary 1.1.10
a polytope has a finite number of extreme points (a finite generating set). Moreover, recalling
from Corollary 1.1.14 that the convex hull is the smallest convex set containing the generating
set and making use of separation theorem 1.1.6, one can provide an alternative definition of
polytopes.
Theorem 1.1.9. [4] Given any polytope Spoly, there exists a finite set of closed half-spaces
{S±;ci} such that their intersection equals the polytope, i.e., Spoly = ∪iS±;ci; see Fig. 1.10.
Corollary 1.1.16. All polytopes are compact (bounded and closed) convex sets.
The closedness of polytopes follows from the facts that half-spaces as defined in Definition 1.1.24
are closed and, as we know from Proposition 1.1.7, any intersection of closed affine sets is closed.
It is interesting to note that, in view of Definition 1.1.24 and Theorem. 1.1.9, every polytope
corresponds to the set of solutions to a finite number of linear inequalities. Theorem 1.1.9 is in
fact a weaker form of the following result.
Theorem 1.1.10. [4] Any closed convex set is the intersection of all closed half-spaces contain-
ing that convex set. In addition, each open convex set is the intersection of all open half-spaces
containing that set.
A special polytope is the one below.
Definition 1.1.61. If all the elements of the generating set of a polytope are affinely indepen-
dent, then the polytope is called a simplex.
From Definition 1.1.61 it is understood that both the line and the triangle in Fig. 1.5 are
simplices in a two-dimensional affine space. Also, a square is a polytope, but not a simplex.
Definition 1.1.62. Given two points ψ0, ψ1 in the affine space SV , a ray is a half-line origi-
nating from ψ0 and going through ψ1:
Sray = {ξ|ξ = (1− p)ψ0 + pψ1, p > 0}. (1.34)
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In other words, the ray in Eq. (1.34) is the positive part of the one-dimensional subspace defined
by the frame (ψ0, {ψ}).
Definition 1.1.63. A cone Scone with apex ψ0 is a convex set for which given every point
ψ ∈ Scone, the ray starting from apex passing through ψ also belongs to the set.
It is important to note that, by Definition 1.1.63, a cone does not necessarily possess a unique
apex. Consider for example the whole space of R2, which is clearly a cone. However, it does
not contain a single apex.
Definition 1.1.64. A cone Scone with apex ψ0 is called pointed if and only if ψ0 is an extreme
point of Scone.
Now, the following theorem holds.
Theorem 1.1.11. [4] The set of all apices Sap of a cone Scone form an affine subspace of SV .
Therefore, Scone is either pointed or there exists a line all points of which are apices of Scone.
Similar to generation of convex sets by a convex hull construction, it is possible to construct
convex cones given a point ψ0 as apex and a convex set Sconv as follows.
Definition 1.1.65. Given a convex set Sconv and a point ψ0, the set of all rays from ψ0 to
any element ψ ∈ Sconv is a convex cone and it is called the convex cone generated by the pair
(ψ0,Sconv). The convex set Sconv is also called the base of the cone Scone.
An interesting case can arise if the base of a convex set is the convex hull of a generating set
of extreme points Sgen. Then, we can define the following special set of rays.
Definition 1.1.66. Given a cone generated by the pair (ψ0,Shull) in which Shull is itself gener-
ated form extreme points Sgen, every ray from the apex ψ0 through any point ψ ∈ Sgen is called
an extreme ray.
Using Proposition 1.1.13 it is now easy to show the following.
Proposition 1.1.20. Any point belonging to an extreme ray cannot be decomposed as a convex
combination of points from other rays.
We close this section by the following proposition that can be readily verified.
Proposition 1.1.21. [4] Any convex cone has at most one exposed point.
1.2 Framework of Quantum Resource Theories
I
nvestigation of quantum “resources” arguably is a significant trend in contemporary
physics, as one of the fundamental (convex) substructures of quantum mechanics. The
wave is signalling the forefront of the era of modern quantum technologies such as quantum
computing. In this section, which is mainly based on Refs. [7–9], we review the abstract ele-
ments of a convex theory of quantum resources.
33
1.2.1 Postulates of Quantum Resource Theories
All resources arise as solutions to restrictions in performing certain operations, and thus, they
can be thought of “magical” operations or anything that brings such operations within reach.
For example, for a prisoner the restriction to be within his cell makes us call anything that gives
him the ability to escape from the prison a resource, be it a magical power to go through walls or
a rasp to break the coop. Indeed other operations like walking within the cell are free operations
granted to the prisoner and thus, they are not resourceful. Moreover, the fact that a rasp might
be a resource depends heavily on the specifications of the prison and the prisoner. For instance,
one cannot expect from someone who suffers from severe muscle atrophy to consider the rasp
as a resource. Equally, it cannot be a resource if the coop is made of diamond.
By translating the above example to the case of quantum mechanics in which we deal
with physical systems, their quantum states, quantum operations on them, and measurements
of such systems, we must first make clear assumptions regarding the quantum system under
investigation and our abilities to perform various operations on that particular quantum system
– we must define the context. Once this is done, free operations are referred to a subset of all
quantum operations that can be implemented on the specific system of interest within the
specific context of the experiment with no cost. We further note that preparation (as well
as transformations and measurements) of quantum states of the system is also part of the
operations that can be performed on the system.
Postulate 1. (Free operations.) The set of all allowed operations within a specific context acting
on quantum states O endowed with the standard composition rule of operations in quantum
mechanics, denoted by ◦, and the identity operation forms a monoid8. O is then called the set
of free operations and has to possess the following properties:
i. O is closed under tensor product, i.e., if Λ,Υ ∈ O then Λ⊗Υ ∈ O.
ii. O is closed under partial trace of spatially separated subsystems, that is, if ΛAB is a joint free
operation on the system AB, so are ΛA = TrA ΛAB and ΛB = TrB ΛAB on their respective
subsystems.
iii. O is closed with respect to any `p-norm. A sequence of operations (Λi)i∈N converges to Λ
in `p-norm if for every quantum state %ˆ and any  > 0 there exists a number N ∈ N so
that for all i > N holds that ‖Λi[%ˆ]− Λ[%ˆ]‖p < .
iv. O is convex.
As we have noted earlier, preparation procedures are also part of the allowed operations. There-
fore, given any set of free operations only a subset of quantum states of the system of interest
can be prepared. Note, however, that some authors make a distinction between preparations of
8A monoid is simply a group without the necessity for containing inverse elements. In other words, it is the
triplet (S, · , e) such that (i) S is closed under · ; (ii) · is associative; (iii) S contains a unique identity element
e with respect to · .
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quantum states and their “transformations” from an operational perspective; see e.g. Ref. [8].
Here, however, we give operations a richer meaning by including free preparations as part of
free operations. Such an inclusion gives rise to emergence of free states in Postulate 2 from
Postulate 1.
Postulate 2. The set of all quantum states achievable via free operations is called free states
and is denoted by Sfree.
Corollary 1.2.1. The set of free states is invariant under the action of free operations, i.e. no
free operation can transform any free state to a non-free (resource) state.
Branda˜o and Gour in Ref. [9] take a different route to postulating quantum resource theories.
In particular, they associate the properties of free operations i-iv in Postulate 1 to free states.
However, their approach is ultimately identical to what has been presented here. The properties
of free operations originate mostly from physical intuition and they can all be justified as
in Ref. [9]. Our only comment is, regarding the property iv, i.e. convexity. This property
means first that whenever two (or multiple) free operations are available and it is possible
to chose between them according to some probability distribution, then a probabilistically
mixed operation obtained by mere random selection between the two procedures should not be
resourceful. The latter statement is true only if the action of random selection between physical
processes is free. One should, however, note that whenever multiple preparation procedures
or transformations are available it is always possible to make a probabilistic choice between
them, otherwise the proposition “either of operations {Λi}ni=1 is available” is invalid. Hence,
the random selection assumption below holds true.
Remark 1.2.1. (Random selection assumption.) If multiple operations are free (i.e. available),
then it is always possible to make at least one probabilistic mixture of them.
Second, to conclude the convexity of free operations given the free random selection assumption,
one must be able to show in addition that the selection is possible according to any probability
distribution. Following Branda˜o and Gour [9], this can be done as follows. Assume that there
exist two operations Λ and Υ and one has a freedom of choice with only a fixed probability,
i.e. one can perform a mixture of the two operations only with a fixed ratio, say a half, Ξ(1
2
) =
1
2
(Λ+Υ), which is a free operation by assumption. Moreover, the random selection assumption
with probability 1/2 states that one can still chose between Λ or Υ and Ξ(1
2
), performing
operations Ξ(3
4
) = 3
4
Λ + 1
4
Υ or Ξ(1
4
) = 1
4
Λ + 3
4
Υ. Continuing this way, all operations of the
form Λ( k
2n
) for n ∈ Z+ and k = 0, 1, . . . , 2n must be free. The set { k
2n
}2nk=0 is dense in [0, 1] ⊂ R
(see Definition 1.1.41 and its related discussion) and thus, Ξ(p) = pΛ + (1 − p)Υ must be a
free operation for any p ∈ [0, 1]. The latter proves that given two operations and the random
selection assumption 1.2.1, any probabilistic mixture of those operations is possible and must
be considered as free [10].
Corollary 1.2.2. The set of free states Sfree is convex and closed.
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Proof. The convexity follows from the convexity and linearity of free operations. For any free
state %ˆ ∈ Sfree,
ςˆ = Ξ[%ˆ](p) = pΛ[%ˆ] + (1− p)Υ[%ˆ] = pτˆ + (1− p)ωˆ, (1.35)
with ςˆ , τˆ , ωˆ ∈ Sfree. The closedness of free states easily follows from the closedness of O,
property (iii) in Postulate 1.
Finally, we would like to point out that there exist quantum resource theories that are not
convex, e.g. the resource theory of non-Gaussianity [11]. However, such resource theories can
be always made convex by a convex hull construction; for the case of non-Gaussianity see e.g.
Ref. [12] for such a consideration.
1.2.2 Axiomatic Approach to Measures of Quantum Resources
Given any resource theory with the set of free operations O and free states Sfree, every quantum
state which is not free is considered as a resource. Moreover, any operation that is not free is
resourceful, because it can generate resource states from free states. As a result, attempts to
characterize quantum resources could be concentrated on equipping the resource theory with a
partial ordering of resource quantum states with free states as the reference. Here, we briefly
review axioms to be satisfied by any such ordering of resource states [10, 13].
Axiom 1. For any measure R of resources in a quantum resource theory, a quantum state σˆ
is free if and only R(σˆ) = 0.
The first axiom above defines the set of free states as the reference. Sometimes this condition has
been replaced by a weaker one, namely the necessary condition that if σˆ ∈ Sfree then R(σˆ) = 0.
We call the class of functionals satisfying this condition rather than Axiom 1 pseudomeasures.
Axiom 2. For any free operation O 3 Λ : L(H) → L(H) acting on quantum states, the
measure R has to be strongly monotonic in the following sense. Suppose that %ˆ is transformed
to an ensemble of state {%ˆi} with the corresponding probabilities {pi} upon the action of Λ.
Then, it must be true that,
%ˆ
Λ7−→
∑
i
pi%ˆi ←→ R(%ˆ) >
∑
i
piR(%ˆi).th (1.36)
The implications of the second axiom is that, first, not only it is not possible to create resources
via free operations, but also when properly measured it is not possible to increase the amount
of resources via such operations. Second, it is strong in the sense that even by subselection
of specific outcomes of free operations such an increase of resources must not be possible. It
is also common to say that a proper measure must be nonincreasing under free operations on
average. It, however, should be noted that sometimes the second requirement may be relaxed
to the weaker requirement
R(%ˆ) > R( Λ[%ˆ]
Tr Λ[%ˆ]
), (1.37)
36
implying that, overall, the resource should not increase under free operations when measured
properly.
Axiom 3. A measure R of resources must be convex, i.e., suppose that {%ˆi} is an ensemble of
quantum states with the corresponding probabilities {pi}, then it must hold true that
R(
∑
i
pi%ˆi) 6
∑
i
piR(%ˆi). (1.38)
We would like to emphasize the difference between Axioms 2 and 3. In simple words, Axiom 3
is the opposite of Axiom 2, stating that by probabilistically mixing a number of quantum states
one should not be able to obtain a state more resourceful than the average of resources over
the ensemble. One should note that in some older literature there exist measures of resources,
e.g. logarithmic negativity in the resource theory of entanglement [14], that fail to be convex.
However, such quantities usually possess counterparts that are convex.
It is now evident that there potentially exist various measures of resources in any resource
theory, each of which might (or might not) have a specific operational meaning. In fact, any
functional R : L(H) → [0,∞) that satisfies Axioms 1, 2, and 3 is a proper measure for the
resource theory of interest and puts a well-defined (partial)order on the set of quantum states
with respect to that particular resource theory. It is thus natural to ask if any of the possible
measures in a resource theory is more valuable than others.
The answer to the above question could be given as follows. First, recall that a partial order
 is a binary operation that is
1. reflexive, i.e. for all %ˆ it holds that %ˆ  %ˆ,
2. transitive, i.e for all %ˆ, σˆ, τˆ , if %ˆ  σˆ and σˆ  τˆ then %ˆ  τˆ , and
3. antisymmetric, i.e. for all %ˆ, σˆ it holds that %ˆ  σˆ and σˆ  %ˆ if and only if %ˆ = τˆ .
Note that, for a partial ordering it is not necessary that for all %ˆ, σˆ, either %ˆ  σˆ or σˆ  %ˆ.
Second, recall that an equivalence relation = is one for which the antisymmetric condition 3 is
replaced with the condition
3′. symmetric, i.e. for all %ˆ, σˆ it holds that %ˆ = σˆ if and only if σˆ = %ˆ.
Third, a preorder - is a binary operation that is reflexive and transitive, but not necessarily
antisymmetric or symmetric. In other words, a preorder is ready to be turned into a partial
order or an equivalent relation, and thus, is more primitive than partial ordering or equivalence.
With this introduction, we note that in any resource theory it is possible to define a preorder
using the set of accessible operations O, so that for any pair of quantum states %ˆ and σˆ,
%ˆC σˆ if and only if ∃Λ ∈ O, Λ(σˆ) = %ˆ. (1.39)
This reads as for any two quantum states %ˆ and σˆ they are in the relation %ˆ C σˆ if and only
if there exists a free operation Λ that converts σˆ into %ˆ. Using closedness of free operations
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one can readily verify that the relation C is a preorder on any resource theory. The preorder
C captures if a resource state can be transformed into another resource state or not [8]. We
might assume that sufficiently large number of copies of each resource state is available. Then,
it is particularly interesting to consider the case in which transformations between resources
are asymptotically reversible [7]. In this way, we can define an equivalence relation using the
preorder C so that for any pair of states %ˆ and σˆ
%ˆ ' σˆ if and only if ∃n,m ∈ N, %ˆ⊗m C σˆ⊗n and σˆ⊗n C %ˆ⊗m. (1.40)
The equivalent classes corresponding to ' in Eq. (1.40) consist of states that are asymptotically
interconvertible via free operations. Any resource theory ordered this way is called a reversible
resource theory. By definition, it is clear that the collection of free states O forms one of
the equivalence classes and it is considered as the reference set. Now, we can easily turn the
preorder C on quantum states into a partial ordering by defining
[%ˆ]  [σˆ] if and only if %ˆC σˆ, (1.41)
in which [%ˆ] is an equivalent class with respect to '.
Due to the fact that the preorder C plays a primitive role in ordering the resource states in
the above sense, we might expect any measure of resources to respect the preorder C and the
partial order  in Eq. (1.41). As an example, within the resource theory of entanglement the
preorder C is given by the majorization theorem [15] and thus, every measure of entanglement
is expected to respect it. Now, it is possible to give a rigorous answer to the question we asked
earlier. In particular, it can be shown that in any reversible resource theory there exists a
unique quantity characterizing the conversion rate between resource states9 and thus, providing
a preferred measure for characterization of resources in reversible resource theories [7].
1.3 Phase-Space Representations of Continuous-Variable
Systems
Q
uantum mechanics, like any other physical theory, consists of two distinct worlds. First,
there are physical quantities and concepts that are observable. Second, there exists
a mathematical framework. What we know as “quantum mechanics” is nothing but a set
of correspondence rules connecting the two worlds of physical phenomena and mathematical
objects in a consistent manner. It should be then obvious that the mathematical framework of
a physical theory needs not to be unique, in the sense that, once a theory is formulated using
a specific mathematical framework it can then be consistently mapped into many different
mathematical pictures called representations of the theory.
Historically, in the early days of quantum theory, the beauty of a phase-space description
9This measure is the (regularized) relative entropy of the resource [16].
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of classical statistical mechanics and similarities between quantum mechanics and classical
statistical mechanics in view of their statistical predictions motivated mathematical physicists
including Eugene Wigner to think about creating a phase space representation of quantum
mechanics. The aim of this section is to provide the background on the construction of such a
representation that is necessary for the rest of the present thesis and it is mainly based on the
prominent works by R. J. Glauber as presented in Ref. [17].
1.3.1 A Single-Mode Bosonic System
Continuous variable (CV) systems in quantum mechanics are those that can be described in
terms of observables with continuous spectrum such as position and momentum. A quantized
harmonic oscillator is probably the best known example of one such a system for which the
Hamiltonian can be written in terms of dimensionless position and momentum as
Hˆ =
1
2
~ω(qˆ2 + pˆ2), (1.42)
where ω is the oscillation angular frequency, and qˆ and pˆ are the position and momentum
operators, respectively, satisfying the commutation relation [qˆ, pˆ] = i. The energy eigenstates
of a harmonic oscillator satisfy the eigenvalue equation
Hˆ|n〉 = n|n〉, (1.43)
for n = 0, 1, 2, . . . . Each energy eigenvector |n〉 is also called a Fock state. It is also known
from any standard text book on quantum mechanics that the action of creating and annihi-
lating energy quanta in a harmonic oscillator is described by the non-Hermitian creation and
annihilation operators a† and a, respectively, that follow the commutation relation [a, a†] = 1
such that
a|n〉 = √n− 1|n〉, a|0〉 = |null〉,
a†|n〉 = √n+ 1|n+ 1〉.
(1.44)
The transformation between position-momentum and creation-annihilation operator pairs is
simply given by
aˆ† = Ωqˆ† (1.45)
where
aˆ = (a†, a), qˆ = (qˆ, pˆ), Ω =
1√
2
(
1 i
1 −i
)
. (1.46)
Using Eq. (1.45), the Hamiltonian of the oscillator can be rewritten as
Hˆ = ~ω(a†a+
1
2
). (1.47)
While the Hermitian operators for position and momentum, qˆ and pˆ, satisfy the eigenvalue
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equations
qˆ|q〉 = q|q〉, pˆ|p〉 = p|p〉, (1.48)
with real eigenvalues q, p ∈ R, it is interesting to ask about the eigenvalues and eigenvectors of
the creation and annihilation operators. It turns out that the creation operator does not possess
a well-defined set of eigenvectors, however, the annihilation operator satisfies the eigenvalue
equation
a|α〉 = α|α〉, (1.49)
where α ∈ C is a complex number. The eigenvectors of the annihilation operator are known to
minimize the position-momentum uncertainty and called the optical-coherent state throughout
this dissertation. The optical coherent states can be expanded in the energy eigenbasis as
|α〉 = e− |α|
2
2
∑
n
αn√
n!
|n〉. (1.50)
The set of optical coherent states Scoh = {|α〉}α∈C is a nonorthogonal and overcomplete basis
set, satisfying the relations
〈α|β〉 = e− |α|
2
2
− |β|2
2
+α∗β,∫
d2α
pi
|α〉〈α| = 1ˆ,
(1.51)
in which d2α = dReαd Imα = i
2
dαdα∗ = 1
2
dqdp. We are now interested to find the relation
between the complex eigenvalue α and the the real eigenvalues q and p. Using the relation
between position-momentum and creation-annihilation operators Eq. (1.45) and the eigenvalue
equation (1.49), one can easily show that
〈α|qˆ|α〉 =
√
2 Reα, 〈α|pˆ|α〉 =
√
2 Imα. (1.52)
Consequently, with respect to the optical-coherent state basis, one can formally write the scalar
counterpart of the transformation in Eq. (1.45) as
α† = Ωq† (1.53)
in which
α = (α∗, α), q = (q, p), q =
√
2 Reα, p =
√
2 Imα, (1.54)
and Ω is given as in Eq. (1.46). The complex variable coordinates α, although being not
as sensible as the position-momentum coordinates q, is much more convenient to work with.
Hence, we will mainly use this coordinates when discussing quantum phase-space as compared
to the classical phase-space, bearing in mind the interconversion of Eq. (1.53).
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1.3.2 The Specific Case of P-function
Historically, the starting point for construction of a phase-space representation for quantum
mechanics is that of Wigner [18]. However, we prefer to introduce the subject using a more
advanced approach. As we have seen in Eq. (1.51), the set Scoh forms a basis for the Hilbert
space of a single-mode bosonic system Hbos and thus any state vector |ψ〉 can be expanded in
terms of optical coherent states as
|ψ〉 =
∫
d2α
pi
|α〉〈α|ψ〉 =
∫
d2α
pi
ψα|α〉. (1.55)
There is, however, a more surprising fact regarding projections onto the optical-coherent basis
|α〉〈α|, and that is, the set of such projections Spcoh = {|α〉〈α|}α∈C forms a basis for linear
operators L(Hbos) acting on the Hilbert space Hbos. That is, any operator Aˆ acting on Hboson
can be expanded in terms of optical-coherent projections as
Aˆ =
∫
d2α
pi
PAˆ(α)|α〉〈α|. (1.56)
We are not going to prove this statement here, and refer the interested reader to Ref. [17] for
a comprehensive discussion. The expansion coefficient PAˆ(α) is called the Glauber-Sudarshan
P-function, or shortly the P-function, corresponding to the operator Aˆ. Considering a harmonic
oscillator prepared in the optical-coherent state |α〉, its density operator can be written as
%ˆ = |α〉〈α| =
∫
d2β
pi
δ(2)(β − α)|β〉〈β|. (1.57)
Let us now consider the free evolution of our oscillator given by the unitary evolution
Uˆfree(t) = e
−i t~ Hˆ ≈ e−itωa†a. (1.58)
The action of Uˆfree(t) on the coherent states using the expansion in Eq. (1.50) is simply given
by
Uˆfree(t)|α〉 = e−itωa†a|α〉 = |e−itωα〉, (1.59)
known as the phase rotation operation. Hence, for the density operator, we find that
%ˆ(t) = Uˆfree(t)%ˆUˆ
†
free(t) =
∫
d2β
pi
δ(2)(β − α)Uˆfree(t)|β〉〈β|Uˆ †free(t)
=
∫
d2β
pi
δ(2)(β − α)|e−itωβ〉〈e−itωβ|
=
∫
d2β
pi
δ(2)(eitωβ − α)|β〉〈β|.
(1.60)
We see that, in the P-function picture, the coherent state is represented by a two-dimensional
Dirac delta function which rotates around the center of the complex plane α with the mechanical
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angular frequency ω. Interestingly, interpreting the complex plain α as a quantum mechanical
phase-space and the P-function of the optical-coherent state of the oscillator as a distribution
over this phase space, we recover exactly the description of a classical harmonic oscillator
evolving in a classical phase-space in classical statistical mechanics. Based on this analogy,
one can also interpret the optical-coherent state |α〉〈α| as the best quantum approximation to
a classical harmonic oscillator in a pure state, commonly called “classical states” within the
context of quantum optics [19].
1.3.3 Displacements
Despite the nice similarity of the optical-coherent states to the pure classical states of a harmonic
oscillator, not all the expectations from a classical phase-space distribution is satisfied via
the use of P-function representation. For instance, the marginal distributions of P-functions
do not faithfully correspond to marginal position and momentum distributions as in classical
mechanics. In general, it is now known that (i) the quantum phase-space picture is not unique,
and (ii) none of the possible phase-space representations faithfully resemble the classical phase-
space. Consequently, we are mainly concerned about how to generate various phase-space
representations.
The main building block in constructing a phase-space representation is the structure of
transformations over the desired phase-space plane. A very important class of such transfor-
mations is translations of possible distributions. We now briefly study the emergence of the
family of phase-space representations in bosonic systems from the group of translations. Con-
sider the optical-coherent state |α = 0〉. Using the expansion in Fock basis as in Eq. (1.50), we
find that
|α = 0〉 = |0〉, (1.61)
that is, the zero optical-coherent state coincides with the energy ground state of a harmonic
oscillator. Taking this state as a natural reference point, the phase-space displacement operator
is defined as
Dˆ(α) = eαa
†−α∗a (1.62)
= e−
|α|2
2 eαa
†
eα
∗a (1.63)
= e
|α|2
2 eα
∗aeαa
†
. (1.64)
Both forms in Eqs. (1.63) and (1.64) have been obtained from Eq. (1.62) using the well-known
Baker-Campbell-Hausdorff relation. In particular, while the definition of Eq. (1.62) is known
as the displacement operator in standard order, the disentangled form of Eq. (1.63) is called
the displacement operator in normal order in which all the creation operators are placed on
the left-hand-side of the annihilation operators. In contrast, in Eq. (1.64) the displacement
operator has been disentangled into the antinormal order where all the creation operators are
on the right-hand-side of the annihilation operators. The three ordered forms above can be
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unified using a single parameter s ∈ C,
Dˆ(α; s) = Dˆ(α)e
s
2
|α|2 , (1.65)
such that for s = −1, 0, 1 one obtains the normal, symmetric, and antinormal orderings of the
exponentials eαa
†
and eα
∗a, respectively.
It is now easy to verify using Eq. (1.63) that
Dˆ(α)|0〉 = |α〉. (1.66)
Displacement operators in symmetric order also possess the group properties, most importantly,
Dˆ(α)Dˆ(β) = eαβ
∗−α∗βDˆ(α + β), (1.67)
Dˆ−1(α) = Dˆ†(α) = Dˆ(−α). (1.68)
Furthermore, the bosonic creation and annihilation operators transform under the action of
displacement operator as
Dˆ†(α)aDˆ(α) = a+ α, Dˆ†(α)a†Dˆ(α) = a† + α∗. (1.69)
To see the appropriateness of using the name “displacement” for the operator Dˆ(α), we note
that by the application of displacement operation, the P-function corresponding to the quantum
state of a bosonic system %ˆ evolves into
%ˆ(α) = Dˆ(α)%ˆDˆ†(α) =
∫
d2β
pi
P%ˆ(β)Dˆ(α)|β〉〈β|Dˆ†(α)
=
∫
d2β
pi
P%ˆ(β)|β + α〉〈β + α|
=
∫
d2β
pi
P%ˆ(β − α)|β〉〈β|.
(1.70)
Equation (1.70) shows that the displacement operator correctly translates the P-function over
the complex phase-space.
The most important feature of displacement operators, however, is that they form a complete
basis for (bounded) linear operators Aˆ ∈ L(Hbos). In particular, we have
Tr Dˆ(α)Dˆ†(β) = piδ(2)(α− β), (1.71)
which can be seen as a duality relation for displacement operators. We refer the interested reader
to Ref. [17] for a rigorous proof of Eq. (1.71) and the completeness relation of displacement
operators. As a result, one may expand the operator Aˆ ∈ L(Hbos) as
Aˆ =
∫
d2α
pi
χAˆ(α)Dˆ
†(α), (1.72)
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in which the function χAˆ(α) is called the Wigner characteristic function corresponding to the
operator Aˆ and, using Eq. (1.71), it is given by
χAˆ(α) = Tr AˆDˆ(α). (1.73)
Within the Hilbert space picture of quantum mechanics, indeed one requires the functions
χAˆ(α) to be square integrable which is equivalent to Aˆ being bounded in the sense that
∥∥∥Aˆ∥∥∥ =
Tr Aˆ†Aˆ <∞ [17]. However, this is not necessary as one uses a rigged Hilbert space formalism [1]
in which unbounded operators such as projections onto position eigenspaces are well-defined in
a functional sense.
The duality relation (1.71) can simply be extended to any s-ordered form of the displacement
operators in Eq. (1.65) as
Tr Dˆ(α; s)Dˆ†(β;−s) = piδ(2)(α− β), (1.74)
Using similar arguments as above, one can show that the set of s-ordered displacement operators
given by Eq. (1.65) also form a basis for L(Hbos) and thus, any operator Aˆ ∈ L(Hbos) can be
formally expanded as
Aˆ =
∫
d2α
pi
χAˆ(α; s)Dˆ
†(α;−s). (1.75)
Here, the function χAˆ(α; s) is the s-parameterized characteristic function that corresponds to
the operator Aˆ and using the duality relation Eq. (1.74) is given by
χAˆ(α; s) = Tr AˆDˆ(α; s). (1.76)
As we will see shortly, the relations (1.75) and (1.76) form the core of the phase-space description
of quantum mechanics for CV systems.
As a final remark, it is useful to investigate the effect of displacements on the characteristic
function of operators in Eq. (1.75). We first combine Eqs. (1.65), (1.67), and (1.68) to obtain
Dˆ(β)Dˆ(α; s)Dˆ†(β) = eβα
∗−β∗αDˆ(α; s). (1.77)
Unitarily displacing the operator Aˆ in Eq. (1.75) and employing Eq. (1.77), we find
Aˆ(β) = Dˆ(β)AˆDˆ†(β) ←→ χAˆ(β)(α; s) = eαβ
∗−α∗βχAˆ(α; s), (1.78)
representing the fact that the effect of displacements on the characteristic functions is mani-
fested as a modulating phase-factor, rather than proper phase-space translations.
1.3.4 Weyl-Wigner Operators as a Basis
The fact that displacements form a complete basis for L(Hbos) implies that their image under
Fourier transform also possesses the same property. Namely, the set of Weyl-Wigner operators
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defined as
Tˆ (α; s) =
∫
d2ξ
pi
eξα
∗−ξ∗αDˆ(ξ; s), (1.79)
form a basis for L(Hbos). Using the duality relation of Eq. (1.74), it is straightforward to verify
that
Tr Tˆ (α; s)Tˆ (β;−s) = piδ(2)(α− β), (1.80)
which is the duality relation between Weyl-Wigner operators. As a result, we may formally
expand any operator on Weyl-Wigner basis,
Aˆ =
∫
d2α
pi
WAˆ(α; s)Tˆ (α;−s), (1.81)
where the expansion weight function is given by
WAˆ(α; s) = Tr AˆTˆ (α; s). (1.82)
The function WAˆ(α; s) is called the s-parameterized Wigner function or phase-space quasiprob-
ability distribution corresponding to the operator Aˆ.
To justify the use of the term “phase-space distribution”, just as in the case of P-functions
in Sec. 1.3.2, we consider the representations corresponding to the unitarily displacements of
a given operator Aˆ. First, we simply use Eq. (1.77) to displace the Weyl-Wigner operator in
Eq. (1.79) and perform the integration to obtain
Dˆ(β)Tˆ (α; s)Dˆ†(β) = Tˆ (α + β; s). (1.83)
Now, following a similar procedure as in Eq. (1.70), we find that
Aˆ(β) = Dˆ(β)AˆDˆ†(β) ←→ WAˆ(β)(α; s) = WAˆ(α− β; s), (1.84)
showing that, for any value of the parameter s, the displacement operator transforms the
corresponding phase-space distribution as expected.
Weyl-Wigner operators possess many interesting properties. Here, we only list those relevant
to the current dissertation, the detailed proofs when necessary can be found in Ref. [17].
1. We can readily conclude from Eq. (1.79) that these operators are Hermitian for all real
values of the parameter s, i.e., Tˆ †(α; s) = Tˆ (α; s∗).
2. Using the properties of the Fourier transform one can show that∫
d2α
pi
Tˆ (α; s) = 1ˆ, (1.85)
which is the completeness relation of the Weyl-Wigner operators.
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3. It can be shown that
Tˆ (0; s) =
2
1− s
(
s+ 1
s− 1
)a†a
=
2
1− s
∑
n
(
s+ 1
s− 1
)n
|n〉〈n|. (1.86)
Consequently,
lim
s→−1
Tˆ (0; s) = |0〉〈0|, (1.87)
lim
s→−1
Tˆ (α; s) = Dˆ(α; s)
[
lim
s→−1
Tˆ (0; s)
]
Dˆ(α; s) = |α〉〈α|. (1.88)
Equation (1.88) thus implies that in the limiting case of s → −1 one recovers the P-
function representation, that is,
PAˆ(α) = lims→−1
WAˆ(α; s). (1.89)
4. Using the duality relation for displacement operators in standard form, Eq. (1.71), and
the definition of Weyl-Wigner operators Eq. (1.79), we can easily evaluate the following
trace,
Tr Tˆ (α; s)Tˆ (β; t) =
−2
s+ t
e
2|α−β|2
s+t , Re(s+ t) < 0. (1.90)
Hence, in the limit s + t → 0−, the duality relation of the Weyl-Wigner operators is
recovered. Moreover, Eq. (1.90) leads to the quasiprobability representation of these
operators:
Tˆ (α; s) =
2
t− s
∫
d2β
pi
e
−2|α−β|2
t−s Tˆ (β; t), s 6 t. (1.91)
For a given operator Aˆ, tracing both sides of Eq. (1.91) with Aˆ we find
WAˆ(α; s) =
2
t− s
∫
d2β
pi
e
−2|α−β|2
t−s WAˆ(β; t), (1.92)
which is the famous smoothing relation between s-parameterized phase-space distribu-
tions. In particular, setting t = 1, we have
WAˆ(α; s) =
2
1− s
∫
d2β
pi
e
−2|α−β|2
1−s PAˆ(β). (1.93)
Equation (1.93) shows that any phase-space distribution with s < 1 is obtained from the
P-function via a sampling procedure using a Gaussian kernel. As the parameter s reaches
negative values, the distribution becomes more and more blurred. However, one should
note that all the quasiprobability distributions contain exactly the same information as
they are equivalent representations of the same quantum state.
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5. In Eq. (1.91) taking the trace of both sides, we obtain
Tr Tˆ (α, s) =
2
1− s
∫
d2β
pi
e
−2|α−β|2
1−s = 1. (1.94)
This, in turn, employing Eq. (1.81), implies that
Tr Aˆ =
∫
d2α
pi
WAˆ(α, s). (1.95)
1.3.5 Born Rule over Phase Space
In the previous section we studied the representation of operators over a quantum mechanical
phase-space. However, a main postulate of quantum mechanics which relates the probabilities
of measurement events to the algebra of linear operators is the Born rule.
Postulate. Given a measurement procedure for measuring the observable O represented by the
positive operator-valued measure (POVM) MO = {Mˆi}mi=1 with m outcomes, the probability of
each outcome when the quantum system under study is prepared in a state represented by the
positive and normalized density operator %ˆ is given by
Pr(i|M) = Tr %ˆMˆi. (1.96)
In order to complete the representation of single-mode bosonic quantum systems over phase
space, it is necessary to also state the Born rule using the elements of phase-space formalism,
namely, quasiprobability distributions. To this end, we first expand the quantum state %ˆ and
the POVM element Mˆi using Weyl-Wigner operators in two dual bases as
%ˆ =
∫
d2α
pi
W%ˆ(α, s)Tˆ (α,−s), (1.97)
Mˆi =
∫
d2α
pi
WMˆi(β,−s)Tˆ (β, s). (1.98)
Next, we evaluate the expression (1.96) using the expansions above by employing the linearity
of the trace and the duality relation Eq. (1.80) to arrive at
Pr(i|M) =
∫
d2α
pi
W%ˆ(α, s)WMˆi(α,−s). (1.99)
Equation (1.99) is the Born rule as applied in phase-space representation of quantum mechanics.
It is now clear that, as far as it is concerned in quantum mechanics, there is no requirement that
the functions W%ˆ(α, s) and WMˆi(α,−s) as the weight functions of the expansions in Eqs. (1.97)
and (1.98) being well-defined functions. We only require all the integrals of the form (1.99)
appearing in the formalism to be convergent. For instance, it is sometimes argued that the
P-function of some POVM elements, such as Fock projectors |n〉〈n| with n > 0, do not exist.
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We, however, note that for any quantum state the expression
〈n|%ˆ|n〉 = lim
s→−1
∫
d2α
pi
W%ˆ(α, s)W|n〉〈n|(α,−s) (1.100)
exists and it is finite. Hence, one should always understand phase-space distributions in a
functional sense rather than as functions.
We close this section by proving a Lemma.
Lemma 1.3.1. [20] The overlap of two quasiprobability distributions with parameter mismatch
∆ is invariant under exchange of the mismatch between the arguments of either distribution.
Proof. We proceed as follows.
O =
∫
d2α
pi
WAˆ(α; s+ ∆)WBˆ(α; t)
=
∫
d2α
pi
Tr AˆTˆ (α; s+ ∆) · Tr BˆTˆ (α; t)
=
∫
d2α
pi
[
2
−∆
∫
d2ξ
pi
e−
2|α−ξ|2
−∆ Tr AˆTˆ (ξ; s)
]
· Tr BˆTˆ (α; t)
=
∫
d2ξ
pi
Tr AˆTˆ (ξ; s) ·
[
2
−∆
∫
d2α
pi
e−
2|α−ξ|2
−∆ Tr BˆTˆ (α; t)
]
=
∫
d2ξ
pi
Tr AˆTˆ (ξ; s) · Tr BˆTˆ (ξ; t+ ∆)
=
∫
d2α
pi
WAˆ(α; s)WBˆ(α; t+ ∆).
(1.101)
In the third and fourth lines we have used the Eq. (1.91) in the form
Tˆ (α; s+ ∆) =
2
−∆
∫
d2ξ
pi
e−
2|α−ξ|2
−∆ Tˆ (ξ; s). (1.102)
1.3.6 Nonpositivity of Phase-Space Representations
If there exists a parameter value s? for which the distributions on the right-hand-side of
Eq. (1.99) are nonnegative for all quantum states and all measurements, then we will have
a classical statistical description of quantum mechanics. It is indeed provable that such a
parameter value does not exist.
Theorem 1.3.1. [21, 22] A nonnegative quasiprobability representation of quantum theory is
impossible.
Note that Theorem 1.3.1 has implications beyond the s-parameterized quasiprobability repre-
sentation discussed here. As we mentioned earlier, quantum theory as a whole can be formu-
lated in terms of distribution functions over measurable spaces. Such a formalism is called frame
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representation of quantum theory [22, 23], only a special class of which is the s-parameterized
quasiprobability distribution of bosonic systems. Theorem 1.3.1 states that, not only the de-
sired value s? does not exist, but also it is impossible to find any frame in which both states
and measurements are represented nonegatively. Spekkens showed that this fundamental char-
acteristic of quantum theory is equivalent to the fact that quantum theory does not possess a
noncontextual ontological counterpart [21]. The nonexistance of a fully positive phase-space
representation for states and measurements for any parameter value s thus justifies the use of
the adjective “quasiprobability”, emphasizing that the s-parameterized distributions, in gen-
eral, cannot be interpreted as probability distributions over a phase space.
1.4 Entropy in Quantum Mechanics
I
n physics there are abstract concepts, such as position, momentum, and energy, that play
fundamental roles. Regardless of any philosophical or metaphysical motivation for defining
such notions, they are physically meaningful quantities only through specific procedures for their
measurement and their consistent connection to other quantities in some underlying theory.
Moving from a theory to a successor one we are inclined to maintain these fundamental notions
within the new theory, possibly with little tweaks but formal similarities. Entropy is one
such concept that aims to give a physical meaning to the disturbance of a physical system or
randomness (or definiteness) of its measurable properties. The latter suggests to view entropy
from an epistemological perspective. In this section, we will briefly discuss the extension of
entropy to the theory of quantum mechanics from an informational viewpoint. The ingredients
of this section can be found now a days in almost any standard text book on elements of
quantum information theory, e.g., Refs. [24, 25].
1.4.1 Shannon Entropy
Given a random variable X that can take values from a set of outcomes SX = {xi}ni=1, a
probability function is defined as PrX : SX 7−→ [0, 1], such that
∑
x∈SX PrX(x) = 1. It is
also clear that any function f : SX 7−→ R is also a random variable over the set of outcomes
Sf(X) = {f(xi)}ni=1 with the probability distribution Prf(X) : Sf(X) 7−→ [0, 1] equivalent to PrX ,
that is, Prf(X) = PrX .
For a random variable X, Shannon entropy is defined as the expectation value of the random
variable f(X) = − log(PrX), given by
H(X) = −
∑
x∈SX
PrX(x) log(PrX(x)). (1.103)
Due to the nonnegativity of the function f(X) above and the nonnegativity of probabilities,
Shannon entropy is always nonnegative. More precisely, we have
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Theorem 1.4.1. [24] Shannon entropy is always nonnegative and bounded, 0 6 H(X) 6
log cardSX , where card( · ) denotes the cardinality of the set. The lower and upper bounds are
satisfied if and only if X is certain with probability one for some xJ and maximally random
with probability PrX = 1/cardSX , respectively.
Theorem 1.4.1 represents the appropriateness of interpreting Shannon entropy as a measure of
knowledge about a system as the outcome of tests on that system is represented by random
variables. Whenever we have full knowledge about the outcome of a measurement (i.e., with cer-
tainty) all the probability distribution will be concentrated on one value xJ and thus, Shannon
entropy becomes zero: there is no uncertainty. On the other hand, if we have no knowledge
about the measurement outcomes, then all possible outcomes will be equally probable, and
Shannon entropy reaches its upper bound: maximum randomness.
Lemma 1.4.1. The Shannon entropy is a concave function, that is, for a probabilistic choice
between probability distributions {Pri} according to the probability distribution {pi} with
∑
i pi =
1, one has ∑
i
piH(Pri) 6 H(
∑
i
piPri). (1.104)
Lemma 1.4.1 can be loosely interpreted as that being ignorant about measured parts of the
information, in the sense of the expectation value of Shannon entropies on the left-hand-side
of Eq. (1.104), is more informative than not knowing them at all, in the sense of making no
measurements, as given by the right-hand-side of Eq. (1.104).
It is straightforward to extend the notion of Shannon entropy to the multivariate case. For
two random variables (X, Y ) with the set of outcomes SX,Y = SX×SY and the joint probability
distribution PrX,Y : SX,Y 7−→ [0, 1], the joint Shannon entropy is given by
H(X, Y ) = −
∑
(x,y)∈SX,Y
PrX,Y (x, y) log PrX,Y (x, y), (1.105)
in which (x, y) is a vector of possible outcomes. Recalling that the marginal probability distri-
butions can be obtained from PrX,Y as
PrX =
∑
y∈SY
PrX,Y (x, y), PrY =
∑
x∈SX
PrX,Y (x, y), (1.106)
a very important and useful property of Shannon entropy follows.
Lemma 1.4.2. [25] Shannon entropy is subadditive, that it,
H(X, Y ) 6 H(X) +H(Y ). (1.107)
The equality holds if and only if X and Y are independent.
The interpretation of Lemma 1.4.2 is that losing correlations in general increases the entropy. By
applying Theorem 1.4.1 to the joint Shannon entropy in Eq. (1.105) and using the subadditivity
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property we find that the joint Shannon entropy is bounded as 0 6 H(X, Y ) 6 log (cardSX) +
log (cardSY ), where the lower bound is achieved if and only if X and Y are both certain, and it
achieves its maximum if and only if X and Y are independent and both have uniform probability
distributions such that PrX,Y = PrXPrY with PrX = 1/cardSX and PrY = 1/cardSY .
1.4.2 Conditional Shannon Entropy
Having at hand Shannon entropy to measure our knowledge about single and multiple random
variables, we would like to quantify that accessing the information about some of these variables
by how much will change our knowledge about the rest of them. By defining the conditional
distributions,
PrX|Y (x|y) = PrX,Y (x, y)
PrY (y)
, PrY |X(y|x) = PrX,Y (x, y)
PrX(x)
, (1.108)
in which PrX and PrY are marginal distributions as in Eq. (1.106), for each random outcome
y ∈ SY it is possible to evaluate the entropy for X as
H(X|y) = −
∑
x∈SX
PrX|Y (x|y) log PrX|Y (x|y), (1.109)
and similarly forH(Y |x). Now, to make our quantification collective and independent of specific
values y ∈ SY , we average the quantities in Eq. (1.109) over all outcomes in SY and define the
conditional entropy as
H(X|Y ) =
∑
y∈SY
PrY (y)H(X|y). (1.110)
Similarly, we have H(Y |X) = ∑x∈SX PrX(x)H(X|x). From Eq. (1.110) above, it is clear
that the Shannon conditional entropy is always nonnegative. It is also possible to substitute
Eq. (1.109) into Eq. (1.110) and use Eq. (1.108) to write
H(X|Y ) = −
∑
(x,y)∈SX,Y
PrX,Y (x, y) [log PrX,Y (x, y)− log PrY (y)] ,
= H(X, Y )−H(Y ).
(1.111)
The obvious interpretation here is that the conditional entropy of the random variable X given
Y is the part of the total entropy which is not due to Y . This can also be rearranged as follows.
Lemma 1.4.3. The chain rule for Shannon entropy is given as
H(X, Y ) = H(Y ) +H(X|Y ),
= H(X) +H(Y |X).
(1.112)
As we will see later, the chain rule of entropy plays an important part in quantum information
theory through our enthusiasm to retrieve classical notions in quantum domain. Another useful
property of conditional Shannon entropy is the following.
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Lemma 1.4.4. The conditional Shannon entropy is a lower bound to the marginal Shannon
entropy, that is,
H(X|Y ) 6 H(X). (1.113)
Very similar to Lemma 1.4.1, we can interpret Lemma 1.4.4 as that gaining information about
the second random variable Y but not using it, in the sense of the averaging procedure in
Eq. (1.110), is better than never gaining access to Y .
1.4.3 Relative Shannon Entropy
The next question of interest in quantifying our knowledge about outcomes of a measurement
is the following: given a set of data (a probability distribution), how well can we compare it
to our expectation (i.e., the prediction of our theory)? In a more general picture, given two
distributions for a random variables X, how is it possible to compare the two distributions?
From mathematical point of view, probability distributions are functions on measurable spaces,
hence, one can use all metric tools, e.g., all distance measures, to answer the above questions. It
also turns out that a very useful quantity towards this goal is the relative Shannon entropy [24],
defined as
D(PrX ||Pr′X) =
∑
x∈SX
PrX(x) log
PrX(x)
Pr′X(x)
. (1.114)
The relative Shannon entropy can be well-defined only if for every x at which Pr′X(x) = 0
we have PrX(x) = 0, implying that supp Pr
′
X(x) ⊃ supp PrX(x), where support of a function,
supp f , is defined to be the subset of the domain of f on which f is nonzero. Moreover, at the
first glance, the relative Shannon entropy is not a metric, because it is not symmetric in its
arguments, i.e., in general D(PrX ||Pr′X) 6= D(Pr′X ||PrX). However, it has very nice properties
making it useful for informational analysis, in particular the following.
Lemma 1.4.5. The relative Shannon entropy is nonnegative,
D(PrX ||Pr′X) > 0, (1.115)
and equality holds if and only if PrX = Pr
′
X .
According to Lemma 1.4.5, although the relative Shannon entropy is not a metric, but it can
be used as a measure of distance between given probability distributions and a fixed reference
distribution. It is, however, common to make the comparison against a fixed set of probability
distributions. Suppose that Sref is a reference set of probability distributions. Then, one can
define a measure of distance between any distribution PrX and Sref as
δSref (PrX) = inf
Pr′X∈Sref
D(PrX ||Pr′X). (1.116)
As a consequence of Lemma 1.4.5, δSref (PrX) = 0 if and only if PrX ∈ Sp.
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1.4.4 von Neumann Entropy
The ambition to make quantum notions look like the classical ones sometimes leads to state-
ments like “in quantum mechanics probability distributions are replaced with density opera-
tors”. It is therefore sensible to define quantum entropy as
S(%ˆ) = −Tr %ˆ log %ˆ, (1.117)
which is the counterpart of Eq. (1.103) where the classical statistical averaging is being replaced
with the quantum version Tr(%ˆ · ). The quantity S(%ˆ) in Eq. (1.117) is called the von Neumann
entropy. It is clear that as the right-hand-side of Eq. (1.117) has to be evaluated within the
eigenbasis of %ˆ, the dimensionality of the underlying Hilbert space H should play a similar role
to the cardinality of the set of outcomes for the classical scenario.
Theorem 1.4.2. [24] The von Neumann entropy is always nonnegative and bounded, 0 6
S(%ˆ) 6 log dimH, where dim(H) denotes the dimensionality of the Hilbert space describing the
system. The lower and upper bounds are satisfied if only if %ˆ is a pure state and the maximally
mixed state with eigenvalues 1/ dimH, respectively.
It is however notable that, the outcome deterministic interpretation of the Shannon entropy
when the probability distribution of interest is certain, that is when H(X) = 0, does not apply
to pure quantum states for which S(%ˆ) = 0. The reason is that in classical physics having a
certain probability distribution is equivalent to knowing exactly the state of the system which
determines everything about all the possible observables. In quantum mechanics, in contrast,
there exists an intrinsic indeterminism due to the uncertainty principle, meaning that even for a
pure state the outcome of a measurement is not necessarily deterministic. In particular, given a
pure state |ψ〉, only a projective measurement of the observable O having |ψ〉 as an eigenvector
leads to a certain outcome. The maximum randomness interpretation of Shannon entropy also
does not apply to von Neumann entropy. The simplest example is a qubit in the state |0〉,
the eigenstate of σˆz with eigenvalue +1, where a measurement of σˆx is being carried out. In
this measurement on the state, both outcomes +1x and −1x are equally probable, imitating
the maximum (quantum) uncertainty, even though S(|0〉〈0|) = 0. Thus we see that while in
classical physics the act of observation does not change the entropy of a system, in quantum
theory the entropy changes as a consequence of measuring quantum systems.
The von Neumann entropy depends only on the spectrum of the density operator. Hence, it
is invariant under unitary transformations, meaning that S(%ˆ′) = S(%ˆ) if %ˆ′ and %ˆ are unitarily
equivalent, %ˆ′ = Uˆ %ˆUˆ † for some unitary operator Uˆ . Similar to Shannon entropy, we also have
the following lemma.
Lemma 1.4.6. [24] The von Neumann entropy is a concave function, that is, for a probabilistic
choice between density operators {%ˆi} according to the probability distribution {pi} with
∑
i pi =
1, it holds that ∑
i
piS(%ˆi) 6 S(
∑
i
pi%ˆi). (1.118)
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The von Neumann entropy can also be calculated for a joint quantum systems as S(%ˆAB) =
−Tr %ˆAB log %ˆAB, as well as its marginals %ˆA = TrB %ˆAB and %ˆB = TrA %ˆAB. In this case, we
simply recover the subadditivity of Shannon entropy for von Neumann entropy.
Lemma 1.4.7. [24] The von Neumann entropy is subadditive, that it,
S(%ˆAB) 6 S(%ˆA) + S(%ˆB). (1.119)
The equality holds if and only if the parties are independent, i.e., %ˆAB = %ˆA ⊗ %ˆB.
Similar to the classical Shannon entropy, Lemma 1.4.7 implies that losing correlations between
quantum subsystems also increases the entropy. It thus follows that, similar to Shannon entropy,
the joint von Neumann entropy is bounded below and above as 0 6 S(%ˆAB) 6 log dimHA +
log dimHB. Just like the classical case, the upper bound is saturated if and only if the state is
a product of two maximally mixed states, that is, %ˆAB = 1ˆA ⊗ 1ˆB/ dimHA dimHB. However,
there is a deviation from the classical case: the lower bound is satisfied if and only if the joint
quantum state is pure, regardless of its marginal forms. For instance, a pure entangled state
for which the marginals are mixed has zero von Neumann entropy.
1.4.5 Conditional von Neumann Entropy
The quantum version of the conditional von Neumann entropy can be defined in at least two
different ways. The first one, corresponds to a definition that is consistent with the chain rule
of Eq. (1.112),
S(%ˆA|B) = S(%ˆAB)− S(%ˆB),
S(%ˆB|A) = S(%ˆAB)− S(%ˆA),
(1.120)
where the motivation is to recover the same interpretation as the classical case. Note however
that this can be problematic, because the conditional von Neumann entropy as defined in
Eq. (1.120) can become negative, for example, for a pure entangled state: the joint entropy
S(%ˆAB) is zero because of the state being pure while the marginal entropies S(%ˆA) and S(%ˆB)
are positive due to the mixedness.
The second approach is to follow an analogous methodology as in Eq. (1.110) by considering
projective measurements10 of one party and define
S{ΠˆBi }(%ˆA|B) =
∑
i
piS(%ˆA|i),
S{ΠˆAi }(%ˆB|A) =
∑
i
qiS(%ˆB|i),
(1.121)
in which {ΠˆBi } is a projective valued measure (PVM) for subsystem B and the conditional state
10Note that we have used PVMs only for simplicity reasons, and there is no restriction in extending the
definition to the case where POVMs are considered.
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of A given outcome i obtained with probability pi = Tr %ˆABΠˆ
B
i is given by
%ˆA|i =
TrB %ˆABΠˆ
B
i
Tr %ˆABΠˆBi
. (1.122)
Similarly, {ΠˆAi } is a PVM for subsystem A, %ˆB|i is the conditional state of B given outcome i
obtained with probability qi. To remove the dependence on a specific PVM, we can then define
S˜(%ˆA|B) = inf S{ΠˆBi }(%ˆA|B),
S˜(%ˆB|A) = inf S{ΠˆAi }(%ˆB|A),
(1.123)
where the infimum in both cases is taken over all projective measurements. Note that the
alternative definition of Eq. (1.123), similar to the Shannon conditional entropy, is always
nonnegative. This is because each von Neumann entropy S(%ˆA|i) and S(%ˆB|i) in Eq. (1.121), as
well as probabilities pi and qi, are nonnegative, hence, the quantities S{ΠˆBi }(%ˆA|B) and S{ΠˆAi }(%ˆB|A)
are nonnegative. We also have the following useful result.
Lemma 1.4.8. [26] The basis-dependent conditional von Neumann entropies S{ΠˆBi } and S sat-
isfy the inequality
S(%ˆA|B) 6 S{ΠˆBi }(%ˆA|B). (1.124)
The equality holds if and only if the bipartite state has the convex form %ˆAB =
∑
i pi%ˆA;i⊗|i〉B〈i|
where {|i〉B〈i|} is an orthonormal PVM in which Bob is performing his measurement and {pi}
is a probability distribution.
Corollary 1.4.1. For the two conditional von Neumann entropies it holds that
S(%ˆA|B) 6 S˜(%ˆA|B). (1.125)
The equality holds if and only if the bipartite state has the convex form %ˆAB =
∑
i pi%ˆA;i⊗|i〉B〈i|
for some orthonormal basis {|i〉B〈i|} and a probability distribution {pi}.
It is also easy to use the concavity of von Neumann entropy, Lemma 1.4.6, and prove the
following lemma as the quantum counterpart of Lemma 1.4.4.
Lemma 1.4.9. The conditional von Neumann entropy S˜ is a lower bound to the marginal
Shannon entropy, that is,
S˜(%ˆA|B) 6 S(%ˆA), S˜(%ˆB|A) 6 S(%ˆB). (1.126)
Proof. The marginal entropy for A can be written as
S(%ˆA) = S (TrB %ˆAB) = S
(
TrB
∑
i
ΠˆBi %ˆAB
)
= S
(∑
i
pi%ˆA|i
)
>
∑
i
piS(%ˆA|i) = S{ΠˆBi }(%ˆA|B),
(1.127)
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where in the second equality we have used the fact that any PVM provides a resolution of
the identity, that is,
∑
i Πˆ
B
i = 1ˆB, and the inequality follows from the concavity property in
Lemma 1.4.6. Minimizing the right-hand-side of Eq. (1.127) will not change the inequality
because the resolution of the identity on the left-hand-side is independent of the PVM used.
Similar argument applies to measurements on A.
It is also interesting that, the interpretation of the classical Lemmas 1.4.1 and 1.4.4 is valid
for the quantum Lemma 1.4.9. Namely that, as measured by S˜, gaining information about
the second quantum subsystem B but ignoring it in the sense of the averaging procedure in
Eq. (1.121), is better than never gaining access to B. Similar conclusions hold for measurements
on A.
1.4.6 Relative von Neumann Entropy
Within the quantum regime, compared to that of probability theory, we have quantum states
to differentiate. Distinct from common distance functions on metric spaces, for example the
trace distance [24], one can define a distance measure analogous to relative Shannon entropy
based on von Neumann entropy as.
D(%ˆ||σˆ) = Tr %ˆ (log %ˆ− log σˆ) . (1.128)
The quantity D(%ˆ||σˆ) is called the relative von Neumann entropy, or just the relative entropy
for short. The most important property of the relative von Neumann entropy implying its
faithfulness is its nonnegativity.
Lemma 1.4.10. The relative von Neumann entropy is nonnegative,
D(%ˆ||σˆ) > 0, (1.129)
and equality holds if and only if %ˆ = σˆ.
Being faithful, the relative von Neumann entropy can be used to measure the distance of a
given density operator %ˆ from a reference set of density operators Sref as
δSref (%ˆ) = inf
σˆ∈Sref
D(%ˆ||σˆ), (1.130)
where δSref (%ˆ) = 0 if and only if there exists a σˆ ∈ Sref such that %ˆ = σˆ. In other words,
δSref (%ˆ) = 0 if and only if %ˆ ∈ Sref .
It is also not difficult to show that the second term in Eq. (1.128) is unitarily invariant,
that is for a given unitary transformation Uˆ it holds that Tr %ˆ log σˆ = Tr Uˆ %ˆUˆ † log Uˆ σˆUˆ †.
Consequently, the relative von Neumann entropy is unitarily invariant as
D(%ˆ||σˆ) = D(Uˆ %ˆUˆ †||Uˆ σˆUˆ †). (1.131)
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However, unitary transformations are a very particular class of quantum maps. In its most
general form, a quantum channel Λ : L(Hin) → L(Hout) is a completely positive (CP) trace-
non-increasing map that does not necessarily preserve the trace of the input quantum states. For
example, quantum maps corresponding to a postselection procedure of the output states does
not preserve the trace. However, after renormalizing the outputs, the channel is represented by
a trace-preserving CP (TPCP) map. Without loss of generality, throughout the present thesis
quantum channels are assumed to be TPCP unless otherwise stated. The relative von Neumann
entropy in general satisfies the contractivity property.
Lemma 1.4.11. [24] For any TPCP map Λ it holds true that
D(%ˆ||σˆ) > D(Λ[%ˆ]||Λ[σˆ]). (1.132)
The equality holds if and only if there exists a TPCP map Γ such that Γ[Λ[%ˆ]] = %ˆ and Γ[Λ[σˆ]] =
σˆ.
Note that, the existence of the map Γ does not imply the invertibility of Λ, as it only needs
to hold for the two elements %ˆ and σˆ. Lemma 1.4.11 asserts that under the action of quantum
channels on both the reference state and the state of interest, the relative von Neumann entropy
does not increase. This property plays a fundamental role in characterizing quantum resource
theories as we will study in the present dissertation.
1.4.7 Other Entropic Functions
We now comment very briefly on other possibilities to define quantum entropic functions,
although we will not be using them here. As Shannon entropy is not the only possible entropy
function definable for classical random variable [27], the von Neumann entropy is not the only
quantum entropy function definable for density operators. In particular, two entropy functions
have been of interest for quantum information. The first one is called the quantum Re´nyi
entropy and defined as [27–29]
SRa (%ˆ) =
1
1− a log Tr %ˆ
a. (1.133)
The second one is the quantum Tsallis entropy defined as [30]
STa (%ˆ) =
Tr %ˆa − 1
1− a . (1.134)
In both definitions Eqs. (1.133) and (1.134) a ∈ (0, 1)∪(1,∞). As both entropies are axiomatic
generalizations of von Neumann entropy, they satisfy lima→1 SRa (%ˆ) = lima→1 S
T
a (%ˆ) = S(%ˆ).
Also, they both are nonnegative with SRa (%ˆ) = S
T
a (%ˆ) = 0 if and only if %ˆ is pure [31]. More-
over, within this range of parameter a, the quantum Re´nyi entropy is not concave whereas
the quantum Tsallis entropy is. Interestingly, both Re´nyi and Tsallis entropies can be even
further generalized to a two-parameter family of entropic quantities [31]. In particular, the
subadditivity of Lemma 1.4.7 does not generally apply to the generalized entropy functions. In
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other words, the interpretation that losing correlations between subsystems results in a loss of
information (i.e., an increase in the entropy of the total system), in general, depends on the
choice of the entropy function.
Using quantum Re´nyi or Tsallis entropies it is also possible to define relative entropies to
compare density operators. We refer the interested readers to Refs. [32, 33] for a study of
relative Re´nyi entropy and Ref. [34] for a definition of relative Tsallis entropy.
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CHAPTER 2
The Resource Theory of Entanglement
2.1 What Is Entanglement?
W
ithin the framework of classical physics correlating spatially separated systems is done
easily and intuitively: communicate bits of classical information and prepare physical
states of classical systems according to that information. For instance, Alice presses keys of a
piano according to some probability distribution of tones {pi} and her colleague, Bob, prepares
a pendulum in various phases according to a table that translates each tone to a phase. If
they prepare a large ensemble of identical pianos and pendulums in this way, then we say the
pendulum and piano are classically correlated according to the probability distribution {pi}.
All classical systems consisting of multiple correlated subsystems can be thought to be prepared
using agents in this way; here we call this paradigm local classical systems and operations, and
classical communication (LCSOCC).
In quantum mechanics, naturally, it is possible to prepare multipartite quantum systems in
various ways different from LCSOCC. One such strategy is to replace local classical system and
operations with local quantum systems and operations while sticking to classical communication.
This is commonly called the local operations and classical communication (LOCC) paradigm,
bearing in mind that local subsystems are quantum. Shortly we will see that the resource
theory of entanglement arises as a consequence of being restricted to the LOCC paradigm.
2.1.1 Geometry of Quantum State Space
Before starting our analysis of entanglement theory, let us very briefly review some basic prop-
erties of quantum state space that will be useful in describing entanglement as a geometric
phenomenon.
In standard quantum mechanics, the first postulate hanging our picture of the quantum
physical world to its mathematical framework is the following.
Postulate. Given a physical system, its state is described by a positive (and thus Hermitian)
and normalized operator %ˆ acting on Hilbert space H, so that %ˆ : H → H and
%ˆ > 0 ⇔ 〈ψ|%ˆ|ψ〉 > 0 for all |ψ〉 ∈ H,
Tr %ˆ = 1.
(2.1)
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Using the spectral decomposition theorem [1], every such operator can be written in terms of
orthonormal rank-one projection operators %ˆ =
∑
i pi|ψi〉〈ψi| with Tr |ψi〉〈ψi|ψj〉〈ψj| = δij. The
positivity and normality of %ˆ then implies that its spectra {pi} is a probability distribution with
pi > 0 for all i and
∑
i pi = 1. Hence, %ˆ is just a convex combination of projections |ψi〉〈ψi|.
Moreover, if %ˆ and σˆ are two quantum states of a system, then any convex combination of them
is also a valid quantum state.
Corollary 2.1.1. Every quantum state is a convex combination of some rank-one projections
{|ψi〉〈ψi|} with Tr |ψi〉〈ψi|ψj〉〈ψj| = δij. Each projection |ψi〉〈ψi| is called a pure state.
Definition 2.1.1. Suppose that the convex set S is the collection of all valid quantum states
of a system. Then, the quantum state space of the system is defined as the closure of S, i.e.
Sq = S¯. Equivalently, the quantum state space of a system is defined as the closed convex hull
of all pure projection operators in L(H).
Using Corollary 1.1.12 pure quantum states, as extreme points of Sq, rely on the boundary of
state space ∂Sq and do not possess a convex decomposition. The latter can be directly verified
using the fact that Tr %ˆ2 < 1 if a convex decomposition of %ˆ exists.
Remark 2.1.1. The quantum state space of a system is not a polytope (see Definition 1.1.60)
because it is generated by infinitely many pure states.
Remark 2.1.2. By assumption, the quantum state space is bounded in L(H) with respect to
the trace norm.
Remark 2.1.3. The quantum state space is a compact subset of L(H).
A particularly important subject to be considered here is that of quantum operations acting
on quantum states. Suppose that Λ : L(H) → L(H) is a linear superoperator acting on the
linear space of operators on a Hilbert space. To be a valid quantum operation, every such a
map has to transform every positive operator to a positive operator. It turns out that positivity
of maps is not sufficient for this to be satisfied. In fact, a map needs to be completely positive
(CP), i.e., Λ ⊗ In : L(H ⊗ Cn) → L(H ⊗ Cn) must be positive for all n ∈ N. Later on we
will see an example of a map that is positive but not completely positive (PnCP), namely the
partial transposition operation, that does not necessarily map quantum states onto legitimate
quantum states. Moreover, we require the trace not to increase under the action of Λ, which
reduces the set of possible quantum operations down to trace-nonincreasing CP (TnICP) maps.
Equivalently, every such an operation possesses a Kraus decomposition of the form
Λ[%ˆ] =
∑
i
Aˆi%ˆAˆ
†
i , (2.2)
with Aˆi ∈ L(H) and
∑
i Aˆ
†
i Aˆi 6 1ˆ1. It thus follows that the result of the action of any such a
1By allowing the trace to decrease we allow for operations such as subselection. However, it is very common
to consider trace-preserving completely positive maps (TPCP) for which
∑
i Aˆ
†
i Aˆi = 1ˆ, which follows from a
TnIPC map via a renormalization.
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map on a quantum state, up to a normalization factor, is a quantum state. In the next section
we will also consider the generalization of such maps to multipartite quantum systems.
2.1.2 From Separable Operations to Entangled States
We now consider the structure of the state space of quantum systems composed of multiple
subsystems. Let us start by recalling the following postulate of standard quantum mechanics.
Postulate. The state space of a composite system is formed by the tensor product of the state
spaces of its subsystems.
Consider a quantum system with two subsystems. Given the vector spaces L(HA) and L(HB) for
subsystems one and two, respectively, the Hilbert space corresponding to their joint systems is
HAB = HA⊗HB and the space of linear operators acting on them is given by L(HAB). Assuming
that the subsystems are distinguishable (so that the labels A and B can be assigned to them),
each independent local quantum operation must be given by a local TnICP map. Suppose that
Alice and Bob who are in possession of subsystems A and B, respectively, independently operate
on their respective systems via ΛX for X = A,B. According to standard quantum mechanics,
their joint action is then given by the tensor product
ΛAB = ΛA ⊗ ΛB. (2.3)
Assuming that the initial systems were uncorrelated, the global state of the joint system cor-
responding to independent preparations of subsystems A and B in quantum states σˆA and σˆB
is a product state σˆAB ∈ L(HAB), that is,
σˆAB = σˆA ⊗ σˆB. (2.4)
If Alice and Bob have access to multiple operations {ΛX;i} each, are spatially separated, and
restricted to use classical communication, then, they can follow a similar procedure to the
classical scenario described earlier. This time, however, their local systems and operations
possess quantum properties. At most, any such strategy gives rise to an ensemble of product
operations ΛA;i ⊗ ΛB;i according to a probability distribution {pi}, represented by
ΛAB=
∑
i
piΛA;i ⊗ ΛB;i. (2.5)
Operations of the form (2.5) are called separable operations denoted here by Osep. It is im-
portant to note that while every LOCC as described above is separable, not every separable
operation can be applied via an LOCC strategy [2]. In other words, the set of all LOCC
strategies is strictly smaller than separable operations, OLOCC ⊂ Osep [3]. It can be readily
verified that both Osep and OLOCC are monoids and satisfy properties i, ii, and iv of Postu-
late 1. However, as Chitambar et al showed in Ref. [3], OLOCC is not closed, meaning that there
exists convergent sequences of LOCC operations such that their convergence point cannot be
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implemented via an LOCC strategy. The latter has an important consequence, namely, the set
of free states arising from the LOCC paradigm will not be closed.
There is a solution to the latter problem as follows. Given the fact that parties are allowed
to communicate, it is reasonable to consider the possibility for agents to implement an LOCC
stochasticly in the sense that they are permitted to tag a subset of their final quantum oper-
ations as successful LOCC and the rest as failure. Such stochastic LOCC (SLOCC) strategies
together with postselection of successful events allows parties to implement any element of the
separable operations Osep [3, 4]. We thus have the inclusion of sets
OLOCC ⊂ OSLOCC ⊆ Osep. (2.6)
Importantly, separable operations are closed, satisfying property iii of Postulate 1 of resource
theories. Such operations, in general, are subnormalized CP or TnICP maps for which Eq. (2.5)
will result in a Kraus decomposition of the form
ΛAB[%ˆAB] =
∑
i
(
Aˆi ⊗ Bˆi
)
%ˆAB
(
Aˆ†i ⊗ Bˆ†i
)
, (2.7)
with Xˆi ∈ L(HX) and
∑
i Xˆ
†
i Xˆi 6 1ˆ for X = A,B.
Any state obtained within separable (or SLOCC) paradigm is necessarily of the following
form, called a separable state,
σˆAB=
∑
i
piσˆA;i ⊗ σˆB;i. (2.8)
We now make use of the fact that each local state {σˆX;i} (X = A,B) in itself is an element of
the local state space Sq;X and thus, Eq. (2.8) can be written in terms of local pure states as
σˆAB=
∑
i
qi|ψi〉A〈ψi| ⊗ |ψi〉B〈ψi|, (2.9)
in which {qi} is also a probability distribution. Consequently, every separable state is in fact a
convex combination of pure product states. Furthermore, due to Osep being closed, the set of
separable states is also closed, as required by Postulate 2 of the framework of quantum resource
theories in Chapter 1.
Definition 2.1.2. The closed convex hull of all pure product states is called the set of separable
states and denoted by Ssep.
By Definition 2.1.2 and recalling Definition 1.1.33 and Corollary 1.1.3 of a limit point and
a closed set from Chapter 1, a separable state is one that can be approximated to arbitrary
precision by another separable state of the form (2.9) [5]. Even stronger, we have the following
result.
Remark 2.1.4. The set of separable states is a compact convex subset of the bipartite quantum
state space Sq;AB.
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Remark 2.1.5. [6] The set of separable states is not a polytope (see Definition 1.1.60) because
it is generated by infinitely many independent pure product states, i.e., its generating set (see
Definition 1.1.50) is not finite.
We now note that not every element of L(HAB) is an element of Ssep, because L(HAB)
contains vectors that are superpositions of product elements of HAB, that is, there exists
|ψ〉AB〈ψ| ∈ L(HAB) such that
|ψ〉AB =
∑
i
ci|ψi〉A|φi〉B, (2.10)
with |ψi〉X ∈ HX (X = A,B), ci ∈ C. Consequently, the set of separable states is strictly smaller
than the state space of the composite system, i.e. Ssep ⊂ Sq;AB.
Definition 2.1.3. Any bipartite quantum state %ˆAB ∈ Sq;AB that is not separable, %ˆAB /∈ Ssep
is called entangled.
As a consequence of Definition 2.1.3, entangled quantum states do not possess a convex de-
composition in terms of product states as per Eq. (2.9). This in turn means that spatially
separated agents Alice and Bob cannot prepare entangled quantum states using any separable
operation. Equivalently, within the SLOCC paradigm Alice and Bob are not able to prepare
entangled quantum states.
2.1.3 Entanglement as a Resource
As we showed SLOCC paradigm puts a considerable restriction on the set of bipartite quantum
operations. Specifically, it allows those operations achievable via probabilistic implementation
of several (possibly infinite) rounds of classical communication [3], meeting all the requirements
of the first postulate of resource theories 1. In addition, as a result of such restrictions, only
a subset of bipartite quantum states can be prepared by parties restricted to SLOCC, namely
separable quantum states, that forms also a closed convex set meeting Postulate 2 of resource
theories. Consequently, entanglement theory can be viewed within the general framework of
resource theories presented within the previous chapter.
Nowadays entanglement is well-known to be a valuable resource for practical applications
of quantum theory, ranging from quantum computation and communication to metrology [7–
9]. In particular, it should be clear by now that entangled states have correlations beyond
those achievable via classical communication. Within the rest of this chapter, we focus on
the detection and characterization of this resource with an eye on the practicality of the ap-
proaches taken. Before moving forward, however, we would like to comment on the terminology
commonly exploited within the theory of entanglement and clarify what they exactly mean to
us.
In his seminal paper, Werner [5] used the term “classically correlated” to refer to separable
states with well-grounded justifications one of which being separable states, according to our
earlier discussion leading to Definition 2.1.2, are those that can be prepared using local quantum
systems and stochastic operations via “classical communication”. Equivalently, if local quantum
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systems and stochastic operations are replaced with local classical probability measures and
stochastic maps, then the set of bipartite separable quantum states will be faithfully mapped
onto bipartite classical measures. This is true because bipartite separable quantum states and
bipartite classical measures have classical communications as the common ingredient for their
preparation. Thus, we conclude that classically correlated does not mean anything more than
correlated via classical communication.
Later on, to refer to entangled states, that are complement to separable states, researchers
used the term “quantum correlated” states with the intuition that “quantum correlated” is
also the complement to “classically correlated”. In view of the previous clarification, it is
also obvious that quantum correlated cannot mean anything more than correlated via quantum
communication, in which quantum systems are exchanged between parties rather than classical
messages.
2.2 Entanglement Detection
D
etermining whether a given quantum state is entangled or not is a theoretically and
experimentally challenging task. In fact, from the viewpoint of complexity theory, the
problem is known to fall within the class of NP-hard problems [10, 11], i.e. it is so hard
that it cannot be solved within polynomial time even using a nondeterministic algorithm. In
particular, the ideal approach would be to reconstruct the full quantum state via tomographical
techniques. However, this is practically infeasible for all but the smallest systems due to the
fact that by increasing the size of the global state the number of measurements required for
quantum tomography drastically increases. In this section, we first review an entanglement
detection technique, namely, entanglement witnessing. Then we introduce a novel approach,
firstly published in Ref. [12], to significantly improvement it. The theoretical research provided
in this section was performed in collaboration with Timothy C. Ralph, while its experimental
implementation was carried out by Martin Ringbauer and Juan C. Loredo.
2.2.1 Partial Transposition Map
Let us start by one of the earliest and yet most important criteria for entanglement detection
called the partial-transposition (PT) or Peres-Horodecki criterion named after Asher Peres [13]
and Michal, Pawel, and Ryszard Horodecki [14] who proposed this criterion for detection of
entanglement in mixed quantum states.
The idea behind the PT criterion is very simple. Consider a bipartite separable quantum
state σˆAB =
∑
i piσˆA;i⊗ σˆB;i. Due to the fact that transposition operation is a positive map, the
transpositions of every density operator %ˆT = %ˆ∗ must also be a legitimate quantum state, that
is, %ˆT ∈ Sq;AB. Now suppose that we instead transpose the local states of either Alice or Bob,
i.e., σˆTBAB =
∑
i piσˆA;i ⊗ σˆTB;i. Evidently, σˆTBAB is also a legitimate bipartite separable quantum
state.
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Lemma 2.2.1. The set of separable states Ssep is invariant under the partial transposition map
Γ
However, as shown in Refs. [13, 14], this is not the true for all bipartite states, meaning that
there exist bipartite entangled states %ˆAB for which %ˆ
TB
AB is not a positive operator. In technical
jargon, the map Γ is a positive but not completely positive (PNCP) map, meaning that it is
not a valid quantum operation and can have unphysical consequences, e.g., for some entangled
states.
Criterion. (PT criterion.) A bipartite quantum state %ˆAB is entangled if %ˆ
TB
AB < 0.
The PT criterion is only a necessary condition for entanglement detection and thus, not every
entangled state can be detected through its application. However, it plays such an important
role in the resource theory of entanglement that entangled states are divided into two general
classes, namely positive and negative partial transposed (P- and NPT) entangled states based
on their behaviour under PT operation. In particular, it has been shown that NPT entangled
states are those that necessarily allow for entanglement distillation [15], the action of distilling
pure entangled resource states from mixed ones using LOCC.
Interestingly, the PT criterion is quite powerful. It has been shown to be both necessary
and sufficient entanglement criterion for bipartite states of dimensions two-by-two and two-by-
three [14]. Moreover, for infinite dimensional systems, at the other extreme, it has been proven
independently by Simon [16] and Duan et al [17] that PT criterion provides the necessary and
sufficient criterion for the detection of entanglement in Gaussian quantum states. The latter
class of states is particularly interesting for modern technological applications of quantum
systems, e.g., in quantum computation and communication [18–22].
2.2.2 Entanglement Witnessing
An elegant solution to the problem of entanglement detection is entanglement witnessing that
relies on the geometry of the set of separable quantum states Ssep [14]. First, recall from
Definitions 2.1.2 2.1.3 that separable states form a closed convex subset of the affine space of
operators on H and every entangled quantum state is just a point outside this set. It is thus
possible to use the strict separation theorem 1.1.7 in its algebraic form 1.1.15 to separate the
entangled point from the separable set using a hyperplane.
Theorem 2.2.1. [14] For any entangled state %ˆAB /∈ Ssep there exists a Hermitian operator Wˆ ,
known as an entanglement witness, such that Tr σˆABWˆ > w for all separable states σˆAB ∈ Ssep
while Tr %ˆABWˆ < w.
Recalling that the (Hilbert-Schmidt) inner product between two vectors Aˆ and Bˆ of the space
of linear operators is defined as Tr Aˆ†Bˆ, a simple comparison of Theorem 2.2.1 with Corol-
lary 1.1.15 of the previous chapter shows that the operator Wˆ is nothing but the normal vector
of the separating hyperplane corresponding to the functional Tr
(
Wˆ † ·
)
= Tr
(
Wˆ ·
)
. Following
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Definition 1.1.24, this hyperplane splits the whole state space into two closed halfspaces given
by
S+;c = {%ˆ|Tr %ˆWˆ > w},
S−;c = {%ˆ|Tr %ˆWˆ 6 w}.
(2.11)
It is now clear that the positive halfspace (right-hand-side of the hyperplane) contains the set of
separable states while the entangled point lies within the open negative halfspace (left-hand-side
of the hyperplane).
There are three main points regarding Theorem 2.2.1 to be mentioned here. First, recalling
from Theorem 1.1.10, all closed convex sets can be fully characterized as the intersection of
closed halfspaces creating them, each of which results from a hyperplane that supports the set.
Corollary 2.2.1. The set of separable states can be fully characterized using all entanglement
witnesses.
However, because only polytopes are constructed from the intersection of finitely many halfs-
paces due to finitely many hyperplanes (see Theorem 1.1.9) any closed convex set that is not
a polytope cannot be characterized using finitely many hyperplanes. Now, from Remark 2.1.5
we know that that separable states do not form a polytope, hence we conclude that it is not
possible to fully separate all entangled states from Ssep using a finite number of witnesses.
Corollary 2.2.2. The set of separable states cannot be fully characterized using a finite number
of witnesses.
Second, the separation theorem 1.1.7 provides a necessary and sufficient condition for entan-
glement detection in the sense that it guarantees existence of a witness for any given entangled
state. Third, the witness operator is Hermitian and thus, it corresponds to an observable.
The latter makes entanglement witnessing experimentally accessible., i.e., Wˆ is an observable
whose expectation value is bounded for all separable states. Consequently, whenever in the
measurement of the witness observable the the inequality
〈
Wˆ
〉
> w is violated, the quantum
state under consideration must be entangled. The situation is exactly the same as testing Bell
inequalities [23], except that due to different starting points and assumptions the implications
are different.
Indeed not every operator with a positive expectation value for separable states is an en-
tanglement witness, as it can be positive for all quantum states. Let Sbp be the closure of the
set of all normalized block-positive operators on HAB, i.e.,
Sbp = {Aˆ ∈ L(HAB)|Tr Aˆ = 1, 〈φ|Aˆ|φ〉AB > 0, |φ〉AB〈φ| ∈ ∂Ssep}. (2.12)
It is evident that Sbp is convex. By comparing Theorem 1.1.10 of Chapter 1 with Eq. (2.12) it
follows that for every extreme point Aˆe of Sbp,
∃|φ〉AB〈φ| ∈ ∂Ssep s.t. 〈φ|Aˆe|φ〉AB = 0. (2.13)
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As we show below, every (normalized) entanglement witness is necessarily an element of Sbp.
Note that the set of entanglement witnesses is not convex, however, any convex combination
of (normalized) witness operators also belongs to Sbp. As a result, it is sometimes easier to
work with the set of block-positive operators rather than the set of witnesses. For example, the
following result turns out to be useful.
Lemma 2.2.2. If Aˆ is a block-positive operator, so is its partial transposition AˆTX for X = A,B.
Proof. First, for every separable state σˆ′AB ∈ Ssep we have Tr σˆ′ABAˆ = Tr σˆTXABAˆ > 0, where
by Lemma 2.2.1 σˆAB is also a separable state. Now it can be easily verified that Tr Bˆ
TXCˆ =
Tr BˆCˆTX for any two operators Bˆ and Cˆ. As a result Tr σˆTXABAˆ = Tr σˆABAˆ
TX > 0, meaning that
AˆTX is block-positive.
It is also appropriate to ask what are the characteristics of witness operators. We list some
of the most important ones below and refer the interested reader to Ref. [24] for a detailed
review.
Theorem 2.2.2. [25] A quantum state %ˆAB is entangled if and only if there exists finite di-
mensional subspaces of HA and HB such that the projection of %ˆAB into those subspaces is
entangled.
In simple words, the entanglement of any quantum state can be verified in a finite dimensional
Hilbert space.
Lemma 2.2.3. The constant w in Theorem 2.2.1 can always be set to zero.
Proof. This can be easily verified to be the case by subtracting the identity, i.e., Wˆ → Wˆ ′ =
Wˆ −w1ˆ, which is just a shift of the origin. It is clear that Tr σˆABWˆ ′ > 0 for all separable states
σˆAB ∈ Ssep while Tr %ˆABWˆ ′ < 0 for the entangled state %ˆAB detected by Wˆ .
Hereafter, we assume w = 0 unless otherwise stated.
Lemma 2.2.4. [26] The supreme eigenvalue of Wˆ is positive.
Proof. Suppose that Wˆ =
∑
i λi|ψi〉〈ψi|, where some of the eigenvectors |ψ〉i are entangled and
some of them separable. Tr σˆABWˆ > 0 for all separable states including pure product ones.
It thus follows that at least one of the eigenvalues λi must be positive, hence the supremum
eigenvalue is positive.
Proposition 2.2.1. [27] Every witness operator Wˆ has at least one negative eigenvalue.
Proof. Suppose the contrary, i.e., that all eigenvalues of Wˆ are positive. Then for all quantum
states %ˆAB ∈ Sq one would have Tr Wˆ %ˆAB > 0, and thus, Wˆ would not detect any entanglement.
Proposition 2.2.2. [27] For every witness operator Wˆ , its trace is strictly positive, i.e. Tr Wˆ >
0.
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Proof. Suppose that {|i, j〉AB} is a complete orthonormal and separable basis for the Hilbert
space HAB. Hence, Tr Wˆ =
∑
ij 〈i, j|Wˆ |i, j〉AB. Due to the fact that |i, j〉AB〈i, j| ∈ Ssep for all i
and j, we conclude that Tr Wˆ > 0. Now, suppose that Tr Wˆ = 0. Then 〈i, j|Wˆ |i, j〉AB = 0 for
all i and j and, because the basis set {|i, j〉AB} is arbitrary, 〈φ|Wˆ |φ〉AB = 0 for any pure product
state |φ〉AB〈φ| ∈ Ssep. Finally, using the fact that L(HAB) always possesses a separable basis
(not necessarily orthonormal) of the form {|φi〉AB〈φi| ∈ Ssep} on which the witness operator
can be expanded2 as Wˆ =
∑
i βi|φi〉AB〈φi|}, it follows that Wˆ = 0. Consequently, the witness
must satisfy Tr Wˆ 6= 0, i.e. Tr Wˆ > 0.
Lemma 2.2.5. [14] It can always be assumed that the witness operator is bounded and thus,
Tr Wˆ <∞.
Corollary 2.2.3. [27] One can always normalize witness operators to an arbitrary real number.
Proof. This follows immediately from Proposition 2.2.2 and Lemma 2.2.5.
Lemma 2.2.6. [26] Every witness operator Wˆ can be decomposed as
Wˆ = λ1ˆ− Lˆ (2.14)
in which Lˆ is a positive operator.
Proof. Suppose that the spectral decomposition of the witness operator is given as Wˆ =∑
i λi|ψi〉〈ψi| with λ the supremum of the eigenvalues of Wˆ . Then define Lˆ =
∑
i(λ−λi)|ψi〉〈ψi|.
It thus follows that Lˆ is positive and Wˆ = λ1ˆ− Lˆ.
From the above proof it is evident that in the decomposition of Eq. (2.14) λ > sup{Tr σˆABWˆ :
σˆAB ∈ Ssep} = sup{〈φ|Wˆ |φ〉 : |φ〉〈φ| ∈ ∂Ssep}. The latter equality follows from the fact that
Tr(Wˆ · ) is a linear functional and every linear operation over a closed convex set assumes its
maximum on the extreme points of the set, in this case, pure product states.
Theorem 2.2.3. [26] For any entangled state %ˆAB /∈ Ssep there exists a positive operator Lˆ
such that Tr σˆABLˆ 6 w for all separable states σˆAB ∈ Ssep while Tr %ˆABLˆ > w where w > gs =
sup{〈φ|Lˆ|φ〉 : |φ〉〈φ| ∈ ∂Ssep}.
Proof. This follows from using Eq. (2.14) in Theorem 2.2.1.
The positive operator Lˆ is called the test operator.
Corollary 2.2.4. The test operator can always be chosen to be bounded. Hence, it can always
be normalized to an arbitrary real number.
Proof. This follows from Lemma 2.2.6 in accordance with Lemma 2.2.5.
Corollary 2.2.5. The test operator Lˆ must posses at least one subspace with no separable
eigenstate. Moreover, the largest eigenvalue of Lˆ must not correspond to a separable eigenvector.
2See Ref. [27] for the construction instructions of one such a basis.
72
Proof. It is well-known, by Ho¨lder inequality for the Hilbert-Schmidt inner product over L(H),
that
Tr Lˆ%ˆ 6
∥∥∥Lˆ∥∥∥
∞
‖%ˆ‖1 , (2.15)
where
∥∥∥Lˆ∥∥∥
∞
= sup{l|l is an eigenvalue of Lˆ} and ‖%ˆ‖1 =
∑
i |λi| = Tr %ˆ with {λi} is the
spectrum of %ˆ. From normality of the density operator %ˆ, it follows that
Tr Lˆ%ˆ 6 sup{l|l is an eigenvalue of Lˆ}. (2.16)
In other words, the expectation value of a bounded operator over all quantum states can never
exceed its largest eigenvalue. If Lˆ does not possess a subspace with no separable eigenstate, then
the supremum value gs in Theorem 2.2.3 will be obtained by one of the separable eigenvectors of
Lˆ that can never be beaten by any other state including entangled ones. Hence, Lˆ is not suitable
for constructing entanglement witnesses. The second part of the corollary is now obvious.
Lemma 2.2.7. Suppose that the test operator has been decomposed into local POVM elements
as Lˆ =
∑
ij lijΠˆ
A
i ⊗ ΠˆBj 3. Then, there exists at least one pair (i, j) for which lij < 0 and
its corresponding POVM element cannot be orthogonal to all other POVM elements in the
decomposition, i.e., Tr(ΠˆAi ⊗ ΠˆBj )(ΠˆAk ⊗ ΠˆBl ) 6= 0 for some (k, l) 6= (i, j).
Proof. First we note that a decomposition into local elements is always possible. Now, because
by Corollary 2.2.5 Lˆ possesses at least one entangled eigenspace, when it is decompose into
product POVM elements at least one of the coefficients lij has to be negative: otherwise Lˆ would
be proportional to a separable state and thus, violating the requirement of Corollary 2.2.5. Let
lij < 0 for some i and j. It then follows that the corresponding POVM element Πˆ
A
i ⊗ ΠˆBj
cannot be orthogonal to all other elements in the decomposition, otherwise it would be true
that Tr(ΠˆAi ⊗ ΠˆBj )Lˆ < 0 and thus Lˆ would not be positive.
Definition 2.2.1. [24, 26–28] An entanglement witness Wˆ is called optimal if and only if it
supports the set of separable states Ssep (see Definition 1.1.54 and Fig. 1.7), i.e., there exists
|φ〉〈φ| ∈ ∂Ssep for which 〈φ|Wˆ |φ〉 = 0.
This is equivalent to the statement that in a witness construction of the form (2.14), λ = gs =
sup{〈φ|Lˆ|φ〉 : |φ〉〈φ| ∈ ∂Ssep}. We call the extreme point |φ∗〉〈φ∗| for which 〈φ∗|Lˆ|φ∗〉 = gs the
optimal point. Note also that, the optimal point might be nonunique.
Let Sw be the set of all normalized entanglement witnesses according to Corollary 2.2.3. It
then follows that Sw ⊂ Sbp. We emphasize here that Sw is not convex.
Definition 2.2.2. [24, 28] An extremal entanglement witness Wˆ e is one which is an extreme
point of Sbp.
Corollary 2.2.6. [24, 28] Every extremal entanglement witness Wˆ e is optimal.
3Note that, in general, one may require multiple POVMs for such a decomposition. As an example, consider
the CHSH test in which two POVMs corresponding to measurements in x and y directions are used. However,
any finite number of POVMs can be combined to form a single POVM after a suitable renormalization.
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Proof. This follows immediately from Definition 2.2.2 in combination with Eq. (2.13).
Theorem 2.2.4. [24, 28] For every entangled state %ˆAB /∈ Ssep there exists an extremal entan-
glement witness that detects %ˆAB.
Theorem 2.2.5. A quantum state %ˆAB is NPT entangled if and only if it can be detected using
an entangled witness of the form PˆTX for X = A,B where Pˆ is a positive operator.
Proof. Suppose that %ˆAB is NPT entangled, i.e. %ˆ
TX
AB < 0. Thus %ˆ
TX
AB must possess an eigenvector
with a negative eigenvalue. Let Pˆ = |ψ〉AB〈ψ| be this particular eigenvector. It is then evident
that Tr Pˆ %ˆTXAB = Tr Pˆ
TX %ˆAB < 0, implying that Pˆ
TX is potentially the witness detecting the
entanglement of %ˆAB. To finalize the proof, we should show that Pˆ
TX is block-positive. This
simply follows from the fact that Pˆ is an eigenvector of %ˆAB and thus block-positive, in combi-
nation with Lemma 2.2.2. The converse is trivial; suppose that Tr PˆTX %ˆAB < 0 for a positive
operator Pˆ . It then follows that Tr Pˆ %ˆTXAB < 0, and due to positivity of Pˆ , we have that %ˆ
TX
AB < 0
which implies its entanglement.
Definition 2.2.3. An entanglement witness is called decomposable if it is of the form
Wˆ = Aˆ+ BˆTX , (2.17)
in which both Aˆ and Bˆ are positive operators in L(HAB). Any witness that is not decomposable
is called indecomposable.
Corollary 2.2.7. A quantum state %ˆAB is NPT entangled if and only if it can be detected using
an decomposable witness.
Proof. This follows immediately form Definition 2.2.3 in combination with Theorem 2.2.5.
Corollary 2.2.8. Any decomposable entanglement witnesses detects no PPT and at least one
NPT entangled states. Contrapositively, any entanglement witness Wˆ that detects a PPT en-
tangled state %ˆAB is indecomposable.
Proof. Suppose Wˆ is decomposable and %ˆAB is a PPT state. Then, using Eq. (2.17),
Tr Wˆ %ˆAB = Tr Aˆ%ˆAB + Tr Bˆ
TX %ˆAB
= Tr Aˆ%ˆAB + Tr Bˆ%ˆ
TX
AB
= Tr Aˆ%ˆAB + Tr Bˆ%ˆ
′
AB > 0.
(2.18)
The last inequality follows from the fact that all the operators Aˆ, Bˆ, %ˆAB, and %ˆ
′
AB = %ˆ
TX
AB
are positive. Hence, if Wˆ is decomposable then Tr %ˆABWˆ > 0 for all PPT states. Now,
a decomposable entanglement witness must detect an entangled state, otherwise it is not a
witness. Therefore, the detected state must be NPT. Equivalently, if Wˆ is decomposable and
Tr %ˆABWˆ < 0, then %ˆAB has to be NPT entangled.
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Corollary 2.2.9. Decomposable entanglement witnesses are necessary and sufficient for NPT
entanglement detection.
Proof. This follows immediately from Corollaries 2.2.7 and 2.2.8.
Definition 2.2.4. The set of all PPT quantum states is denoted by SPPT. It is evident that
Ssep ⊂ SPPT.
Proposition 2.2.3. [24] An entanglement witness is decomposable if and only if Tr %ˆABWˆ > 0
for all PPT states %ˆAB ∈ SPPT.
Proposition 2.2.4. [24, 29] Wˆ e is an extremal decomposable entanglement witness if and only
if it is of the form Wˆ e = |ψ〉AB〈ψ|TX with X = A,B, where |ψ〉AB〈ψ| is an entangled state.
Corollary 2.2.10. Decomposable extremal entanglement witnesses are necessary and sufficient
for detection of NPT entangled states.
Proof. This follows simply from Theorem 2.2.4 and Corollary 2.2.9.
We now comment very briefly on some of the points above. First, in tests of entanglement
we occasionally refer to test operators rather than witnesses as they lead to exactly the same
conclusions while it is much easier to deal with test operators rather than witnesses. Second, for
entanglement detection of a state %ˆAB /∈ Ssep, a common choice of an appropriate test operator
to start with is one of the entangled eigenvectors of %ˆAB. We remark here that this choice
always gives a powerful witness to detect pure entangled states. This simplicity is brought to
us by Theorem 2.2.3 imposing the positivity condition on the test operators. However, it should
be noted that this strategy requires comprehensive a priori knowledge about the state to be
detected. In particular, we should emphasize that having some information about the state in
advance is necessary for any witnessing scenario to design the best witness for detecting the
entanglement of a particular state.
Third and last, evaluating entanglement tests requires joint measurements on the shared
quantum state by parties. For distant parties such measurements can be performed within
LOCC paradigm as follows. Suppose that Alice and Bob each have access to POVMs MA =
{ΠˆAi }ni=1 and MB = {ΠˆBj }mj=1, respectively. As measurements take place locally, Alice and Bob
can only carry them out and communicate the results. After running the experiment many
times and making lists of local measurement outcomes, Alice and Bob are able to compute
the occurrence ratio of each joint outcome (i, j), and thus evaluate correlations of the form〈
ΠˆAi ⊗ ΠˆBj
〉
. Given all such correlations, Alice and Bob can then combine them according to any
weight function fij to evaluate quantities like
〈
Oˆ
〉
=
〈∑
ij fijΠˆ
A
i ⊗ ΠˆBj
〉
=
∑
ij fij
〈
ΠˆAi ⊗ ΠˆBj
〉
.
Now, the good news is that, in principle, the operator Oˆ corresponding to every joint observable
O can be decomposed into local POVMs. The bad news, however, is that given a decomposition
Oˆ =
∑
ij fijΠˆ
A
i ⊗ ΠˆBj , there is no guarantee that the local POVMs MA = {ΠˆAi }ni=1 and MB =
{ΠˆBj }mj=1 can be realized in experiments. Indeed the test Lˆ as a joint observable is not an
exception to these rules. Thus, one should always look for witnesses that have accessible local
decompositions. In summary, the standard procedure of measuring a test operator is as follows.
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Protocol 2.2.1.
(i) Decompose the test operator into local POVM elements as Lˆ =
∑
ij lijΠˆ
A
i ⊗ ΠˆBj .
(ii) Alice and Bob make measurementsMA = {ΠˆAi }ni=1 andMB = {ΠˆBj }mj=1 and communicate
the outcomes to obtain the correlations
〈
ΠˆAi ⊗ ΠˆBj
〉
.
(iii) They combine the correlations to obtain the expectation
〈
Lˆ
〉
=
∑
ij lij
〈
ΠˆAi ⊗ ΠˆBj
〉
.
(iv) A comparison of the resulted expectation value against the corresponding upper bound for
separable states establishes the entanglement of the tested state.
2.2.3 Ultrafine Entanglement Witnessing
Theory
In line with the above discussion, there are four major drawbacks to entanglement witness-
ing: first, different entangled states in general require different entanglement witnesses to
be detected; second, not every entanglement witness can be practically realized, i.e., can
be decomposed into operators corresponding to available local measurement devices (see also
Refs. [24, 30, 31] for examples of the reverse procedure, namely constructing entanglement wit-
nesses from local observables); third, when such a decomposition is possible, it might require
multiple measurement devices (with multiple settings) to be implemented; and fourth, witness-
ing bounds can be elusive in the presence of experimental imperfections. Consequently, the
goal is to construct entanglement witnesses that have a simple decomposition and, at the same
time, detect a large set of entangled states.
In fact, the fourth problem above is the major source of difficulties in entanglement witness-
ing, because within experimental procedures there always exist unpredicted sources of noise and
losses that could easily push the witnessing bound far from being reachable. Currently, there
are three main techniques to improve entanglement witnesses. First, adding nonlinear terms
to the original witness operator [32]; second, using collective measurements of entanglement
witnesses on multiple copies of the quantum state [33]; and third, optimizing a given witness to
tighten the bound on the statistics of separable states as much as possible [26, 27]. The latter,
which we refer to as standard entanglement witnessing (SEW), follows from Theorem 2.2.3 and
is the most common procedure that can also be used as a complementary procedure to the first
two techniques. In SEW one first evaluates the supremum expectation value of the test observ-
able for all separable states. This optimization procedure can be geometrically understood as
translating the hyperplane corresponding to the witness operator until it is tangent to the set
of separable states, see Fig. 2.1. Equivalently, the shifted hyperplane becomes a support of the
set Ssep. Hence, according to Definition 2.2.1, there exists an optimal point |φ∗〉〈φ∗| ∈ Ssep for
which 〈φ∗|Wˆ |φ∗〉 = 0 [24, 28]. The resulting entanglement witness is said to be the finest or
optimal witness in the sense that any further shift of its corresponding hyperplane will make
it to cut through the set of separable states and thus, its expectation value becomes negative
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Figure 2.1: Geometrical illustration of ultrafine entanglement witnessing. In a stan-
dard witnessing, the optimal or finest entanglement witness is obtained by shifting a test op-
erator so that its corresponding hyperplane becomes tangent to the set of separable states,
and thus, optimal with respect to this set. However, additional information or constraints on
the quantum states under investigation can effectively reduce the size of the set of candidate
separable states (the hashed subset). Our technique takes this into account to provide an ul-
trafine entanglement witness that is tangent to this reduced set of separable states. This, in
general, leads to an advantage over the standard procedure (the yellow region). By varying the
constraint one can scan a large range of entangled states.
for some separable states violating the proper witnessing conditions [26, 27]. Consequently, the
tightest possible witnessing inequality is obtained for optimal witnesses.
By reviewing the witnessing procedure of Protocol 2.2.1 at the end of the previous section,
we notice, however, that in step (iii) where all the measured correlations combine, we loose
a significant amount of information about the state. Here, we introduce and demonstrate a
novel approach for witnessing quantum entanglement that makes use of this otherwise unused
additional information to easily and seamlessly enhance any existing witnessing protocol. Our
method, which we call ultrafine entanglement witnessing (UEW) takes into account additional
constraints and information about the states under investigation, e.g., in the form of individual
correlations obtained from local measurements, which effectively reduces the size of the set
of viable separable states, see Fig. 2.1. These constraints reflect physical restrictions on the
measurement statistics that can be produced by separable states in certain situations. Similar
considerations have previously been applied in the context of non-Gaussianity detection [34].
Roughly speaking, to see how such considerations may improve witnessing protocols, con-
sider for example a system composed of two spin-1/2 particles, which, in a measurement along
the z-axis, are always found either both with spin up, or both with spin down. There is a large
number of separable states that cannot produce such statistics and thus, they can be excluded
from the optimization procedure for any witness aiming to detect the potential entanglement.
Crucially, the required information about the state is already available, but not used, in al-
most every standard witnessing experiment. Below, we build a rigorous framework for such
consideration.
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Consider a Hermitian operator Cˆ 6=Wˆ corresponding to some physical observable. Just like
a witness, Cˆ corresponds to a hyperplane splitting the quantum state space Sq;AB into two
halfspaces S−;c = {%ˆ|Tr Cˆ%ˆ ≤ c} and S+;c = {%ˆ|Tr Cˆ%ˆ ≥ c}, where c is a real-valued free
parameter. Depending on the choice of c, the hyperplane Cˆ may or may not cut through the
set of separable states, defining the two closed convex subsets
Ssep;−c = Ssep ∩ S−;c = {σˆ|σˆ ∈ Ssep and Tr Cˆσˆ 6 c}
Ssep;+c = Ssep ∩ S+;c = {σˆ|σˆ ∈ Ssep and Tr Cˆσˆ > c}.
(2.19)
Clearly, whenever one of these sets is empty the other one coincides with the set of all separable
states, and hence, our method reduces to SEW. Therefore, in the following, we will consider
parameter values for which both Ssep;−c and Ssep;+c are nonempty. Using the test operator Lˆ
one can now construct two entanglement witnesses Wˆ−;c and Wˆ+;c optimal to the sets Ssep;−c
and Ssep;+c, respectively, by replacing λ of Eq. (2.14) with
g−;c = sup{Tr Lˆσˆ|σˆ ∈ Ssep;−c},
g+;c = sup{Tr Lˆσˆ|σˆ ∈ Ssep;+c}.
(2.20)
Consequently, a state %ˆ is entangled if
TrCˆ%ˆ 6 c and TrWˆ−;c%ˆ < 0, or,
TrCˆ%ˆ > c and TrWˆ+;c%ˆ < 0.
(2.21)
One of the crucial points in constructing optimal witnesses from test operators is that,
according to Definition 2.2.1, for optimizing the expectation value of Lˆ over all separable states
it is sufficient to only run the optimization over the boundary of separable states ∂Ssep, i.e.,
pure product states. This makes the search for the optimal point |φ∗〉〈φ∗| ∈ Ssep much easier
and more efficient. Similarly, we can argue that since Tr(Lˆ · ) is a linear functional its supremum
over the closed convex sets Ssep;−c and Ssep;+c must be achieved on their boundaries ∂Ssep;−c
and ∂Ssep;+c, respectively. Assume that these optimal points are σˆ±;c. The following lemma
puts some restriction on these optimal points [12].
Lemma 2.2.8. Given a test operator Lˆ with optimal points to the sets Ssep and Ssep;±c as
|φ∗〉〈φ∗| and σˆ±;c, respectively,
(i) If 〈φ∗|Cˆ|φ∗〉 6 c, then g−;c = gs and σˆ−;c = |φ∗〉〈φ∗|, i.e., Wˆ−;c = Wˆ . Furthermore,
Tr Cˆσˆ+;c = c.
(ii) If 〈φ∗|Cˆ|φ∗〉 > c, then g+;c = gs and σˆ+;c = |φ∗〉〈φ∗|, i.e., Wˆ+;c = Wˆ . Furthermore,
Tr Cˆσˆ−;c = c.
Before presenting the proof of the above lemma, it is useful to understand its geometrical
implication. Lemma 2.2.8 shows that the optimal point from SEW remains optimal for one of
the two sets Ssep;±c, while for the other set the optimal point lies on the hyperplane Cˆ. Indeed
this perfectly makes sense geometrically, as visualized in Fig. 2.1.
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Proof. We prove part (i); part (ii) follows along the same line of proof. Suppose that 〈φ∗|Cˆ|φ∗〉 6
c. Recalling from Eq. (2.19) that Ssep;−c = Ssep ∩ S−;c = {σˆ|σˆ ∈ Ssep and Tr Cˆσˆ 6 c}, the cor-
responding supremum expectation value of the test operator is gs = sup{TrLˆσˆ|σˆ ∈ Ssep} =
sup{TrLˆσˆ : σˆ ∈ Ssep;−c} = g−;c.
Now we prove that under the condition 〈φ∗|Cˆ|φ∗〉 6 c the optimal point σˆ+;c for the set
Ssep;+c must satisfy TrCˆσˆ+;c = c. For this, assume the contrary, that is, TrCˆσˆ+;c 6= c and thus,
TrCˆσˆ+;c > c. Define the separable state χˆ(p) = pσˆ+;c + (1 − p)|φ∗〉〈φ∗| with p ∈ [0, 1]. Since
the two points σˆ+;c and |φ∗〉〈φ∗| are on two different sides of the hyperplane defined by Cˆ, it is
possible to find a p∗ such that χˆ(p∗) lies on Cˆ, i.e., TrCˆχˆ(p∗) = c and χˆ(p∗) ∈ Ssep;+c. Now, let
us consider the position of χˆ(p∗) with respect to Wˆ+;c. We have
TrWˆ+;cχˆ(p
∗) = p∗TrWˆ+;cσˆ+;c + (1− p∗)〈φ∗|Wˆ+;c|φ∗〉
= 0 + (1− p∗)(g+;c − gs) < 0.
(2.22)
The last inequality is a result of the convexity properties, as the supremum of a nonconstant
convex (here, linear) function on a nonconstant convex set is strictly larger than its supremum
over any subset of that convex set not equal to the set itself. Equation (2.22), however, implies
a contradiction to the witnessing property of Wˆ+;c for the set Ssep;+c. Thus, TrCˆσˆ+;c = c, as
claimed.
It is expected that using Lemma 2.2.8 will further increase the efficiency of the optimization
procedure of the test operator in UEW by reducing the set of potential optimal separable states
to those lying on the constraint hyperplane Cˆ. However, it no longer holds true that the optimal
states σˆ±;c are pure, because the hyperplane obviously cuts through the separable states and
thus, some states lying on
〈
Cˆ
〉
= c are necessarily mixed. If we ask what is the maximum
possible rank d of such optimal states, Carathe´odory theorem 1.1.5 tells us that d = n+ 1 6 m
where n and m are the dimensionalities of the convex sets Ssep;±c and Ssep, respectively. Hence,
one might naively think that for high-dimensional systems the hardness of finding the optimal
point has been significantly increased, because one has to also look for the optimal state among
higher-rank density operators, making UEW way more difficult than standard witnessing. The
following result resolves this issue.
Theorem 2.2.6. [35] For a given constraint value c, the optimal state σˆ±;c ∈ Ssep;pm to the
test operator Lˆ is at most of rank two with TrCˆσˆ±;c = c.
Proof. Suppose that we are interested in finding the optimal point to the set Ssep;−c. Now,
suppose that this is a mixed state and has the form σˆ−;c =
∑
i pi|φi〉〈φi|, where each |φi〉〈φi| is
a pure product state and
∑
i pi = 1. First, using Lemma 2.2.8, we know that Tr Cˆσˆ−;c = c =
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Figure 2.2: Geometry of the decomposition of the optimal point. The convex hull of
points (ci, g−;ci) = (〈φi|Cˆ|φi〉, 〈φi|Lˆ|φi〉) for all states |φi〉〈φi| within the decomposition of the
optimal point σˆ−;c =
∑
i pi|φi〉〈φi|. For any given c the maximum of ` over this polytope must
occur on its boundaries which is at most the convex combination of two vertices. Hence, there
must exist an optimal state of rank two for any value of c.
∑
i pici where ci = 〈φi|Cˆ|φi〉. Thus, we can write
g−;c = TrLˆσˆ−;c =
∑
i
pi〈φi|Lˆ|φi〉
≤
∑
i
pi sup{TrLˆσˆ|σˆ ∈ Ssep;−ci} =
∑
i
piTrLˆσˆ−;ci , σˆ−;ci ∈ Ssep;−ci
= TrLˆ
∑
i
piσˆ−;ci
≤ sup{TrLˆσˆ|σˆ ∈ Ssep;c} = g−;c.
(2.23)
The first inequality follows from the fact that |φi〉〈φi| probably is not the optimal separable
state over Ssep;−ci . The third equality is obtained by assuming that the optimal state of Ssep;−ci
is σˆ−;ci . The second inequality then follows by noticing that
∑
i piσˆ−;ci ∈ Ssep;−c.
Second, from Eq. (2.23) it follows that
gc = TrLˆσˆ−;c =
∑
i
piTrLˆσˆ−;ci =
∑
i
pig−;ci , (2.24)
where σˆ−;ci = |φi〉〈φi| must be the optimal separable state over Ssep;−ci with the optimal value
g−;ci = TrLˆσˆ−;ci . As we have assumed that the optimal point σˆ−;c is a mixed state, we conclude
that ci 6= c for all i.
We now assume that the indices are ordered such that, for some k, c1 6 · · · 6 ck < c <
ck+1 6 · · · . Consequently, the inclusion of sets Ssep;−c1 ⊆ · · · ⊆ Ssep;−ck ⊂ Ssep;−c ⊂ Ssep;−ck+1 ⊆
· · · ⊆ Ssep, implies that g−;c1 6 · · · 6 g−;ck 6 gc 6 g−;ck+1 6 · · · 6 gs. Now consider the convex
polytope defined by the convex hull of the elements of this decomposition in the Cartesian
coordinates (c, `), where c = TrCˆ%ˆ and ` = TrLˆ%ˆ for any state %ˆ. It is well-known that for any
given c the maximum (and minimum) of ` over this polytope must occur on its boundaries.
Hence, the optimal point can always be described as a convex combination of two vertices;
see Fig. 2.2. In other words, there must exist an optimal state τˆopt;c of rank two, so that
TrLˆτˆ−;c = TrLˆσˆ−;c = g−;c.
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Theorem 2.2.6 implies that the optimization to find g±;c can be performed only over rank-two
quantum states lying on the constraint hyperplane, showing that using a constraint does not
increase the presumed difficulty. Interestingly, this proof can easily be extended to show that
in the case of multiple constraints the following holds.
Lemma 2.2.9. The optimal point for UEW with n constraints can always be written as a
separable state of rank at most n+ 1.
More importantly, as we will see shortly that, in fact, an optimization over pure product
states would still be sufficient in UEW approach. Due to Lemma 2.2.8 and Theorem 2.2.6,
from now on we refer to the optimal point for UEW approach as σˆc, depending on the value of
the constraint rather than the direction of the halfspace defined by the constraint hyperplane.
From the arguments provided in the proof of Theorem 2.2.6, and in particular the inclusion
of sets Ssep;−c1 ⊆ · · · ⊆ Ssep;−ck ⊂ Ssep;−c ⊂ Ssep;−ck+1 ⊆ · · · ⊆ Ssep given c1 6 · · · 6 ck < c <
ck+1 6 · · · , we learn two things. First, the following.
Corollary 2.2.11. The curve g(c) = gc, called the separability curve, is concave in (c, `)
coordinates where ` = Tr Lˆ%ˆ for all quantum states %ˆ.
Consequently, for any value of c 6= 〈φ∗|Cˆ|φ∗〉, where |φ∗〉〈φ∗| ∈ Ssep is the optimal point for
the test operator over the whole set of separable states, the new witnessing bound is tighter.
Hence, every state %ˆ that violates the SEW inequality leads to an even stronger (and thus more
robust) violation of the corresponding UEW bound. Hence, for a given c at least one of the
conditions in Eq. (2.21) is potentially advantageous over SEW. In addition, Corollary 2.2.11
implies that UEW and SEW are equivalent only in the special case that the constraint value c
is chosen exactly to match the expectation value of the constraint operator in the SEW optimal
point, i.e., for c = 〈φ∗|Cˆ|φ∗〉. Our UEW strategy therefore never performs worse than SEW.
Second, we learn that the full separability curve can indeed be obtained by optimising only
over pure states and taking the convex hull of the resulting curve in (c, `)-coordinates, rendering
an actual optimization over rank two mixed states unnecessary4. This follows immediately
from the fact that for some values of c, the optimal states are pure (e.g., the pure states in
the decomposition of σˆc), and that the optimal state for any value of c is at most a convex
combination of two other states on the curve.
We now introduce the step-by-step procedure showing that UEW can be easily and seam-
lessly implemented on top of any SEW to improve an existing witnessing experiment.
Protocol 2.2.2.
(i) Choose a test operator Lˆ and decompose it into local POVM elements as Lˆ =
∑
ij lijΠˆ
A
i ⊗
ΠˆBj where lij ∈ R.
(ii) Choose a subset of POVM elements {ΠˆAi ⊗ ΠˆBj }ij and construct an arbitrary (preferably
bounded) constraint operator Cˆ =
∑
ij cijΠˆ
A
i ⊗ ΠˆBj with cij ∈ R. Notably, there are many
4This result also holds if multiple constraint are used.
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(in fact, infinitely many) constraints that could be constructed from the measured POVM
elements.
(iii) By running the experiment many times and making lists of local measurement outcomes,
Alice and Bob compute the occurrence ratio of joint elements ΠˆAi ⊗ΠˆBj , and thus
〈
ΠˆAi ⊗ΠˆBj
〉
.
These values lead to the experimental expectation values
〈
Lˆ
〉
and
〈
Cˆ
〉
.
(iv) Consider the range of the expectation values cmin 6 c =
〈
Cˆ
〉
6 cmax and for each value
c compute gpure(c) = sup{〈φ|Lˆ|φ〉||φ〉〈φ| ∈ Ssep, 〈φ|Cˆ|φ〉 = c}. The convex hull of the
resulting curve in (c, `)-coordinates is the separability curve.
(v) Any experimental point above the separability curve indicates either of the conditions in
Eq. (2.21) and thus, the entanglement of the corresponding state.
We might also be interested to know if any constraint operator is useful for UEW. The
following theorem gives a necessary condition to be satisfied by any test and constraint operators
used in this technique.
Theorem 2.2.7. [35] The necessary condition for the separable, positive operators Cˆ and Lˆ to
detect entanglement via UEW is that Cˆ and Lˆ are not diagonal in a common product basis.
Proof. If Cˆ and Lˆ are diagonal in a common product basis, then there exists a basis set of
product operators {|i, j〉} that diagonalizes both of them as Cˆ = ∑µij|i, j〉〈i, j| and Lˆ =∑
λij|i, j〉〈i, j|. Suppose that there exists an entangled state %ˆ such that TrCˆ%ˆ = c and TrLˆ%ˆ =
l > gs, with gs being the supremum value attainable by separable states. Consider the separable
state
σˆ =
∑
〈i, j|%ˆ|i, j〉|i, j〉〈i, j|. (2.25)
It is clear that TrCˆσˆ = TrCˆ%ˆ = c and TrLˆσˆ = TrLˆ%ˆ = l > g, implying a contradiction.
Corollary 2.2.12. If Cˆ = CˆA ⊗ CˆB and Lˆ = LˆA ⊗ LˆB are product operators, then CˆX and LˆX
(X = A,B) must not commute.
Note that, two observables Aˆ and Bˆ are called jointly measurable if and only if a dilation of
them into a larger Hilbert space results in two operators Aˆ0 and Bˆ0 such that [Aˆ0, Bˆ0] = 0; see
Ref. [36].
Proof. It is clear that commuting CˆX and LˆX for X = A,B leads to a pair of observables
Cˆ = CˆA ⊗ CˆB and Lˆ = LˆA ⊗ LˆB that are diagonal in a common product basis, violating the
condition of Theorem 2.2.7.
As we showed in Corollary 2.2.5, in the standard witnessing scenario it is necessary that
the test operator Lˆ has an entangled eigenspace, since otherwise its supremum expectation
value could be obtained by separable states. Theorem 2.2.7 and Corollary 2.2.12 show that
our approach relaxes this requirement on the test operators and can be implemented with two
82
Figure 2.3: Ultrafine entanglement witnessing in action. Experimental results for ul-
trafine entanglement witnessing using the single measurement device defined in Eqs. (2.26)
and (2.27) with x = 2/3 and θ = 0. The separability curve, which represents the largest expec-
tation values of the test operator obtainable from separable states, is shown in orange, while
the maximal values obtainable with entangled states are represented by the blue curve. The
blue data points correspond to 21 equispaced entangled states and include 3σ error bars. The
black dots, obtained from randomly sampled pure product states with uniform distributions
over the local Bloch spheres, illustrate the density of separable states with respect to the test
and constraint operators. Note that the point where the orange and blue curves meet is the
optimal point one would obtain for Lˆ in SEW.
positive separable (or even product) operators. Notably, Corollary 2.2.12 implies that each
party must use a measurement device with at least three outcomes, independent of the Hilbert
space dimension of the system. This is because any two outcome POVM must be of the form
M = {Πˆ, 1ˆ − Πˆ} the elements of which are jointly measurable as [Πˆ, 1ˆ − Πˆ] = 0. This is in
contrast with SEWs that require at least d+ 1 measurements for each agent, with d being the
minimum Hilbert space dimension of the subsystems [37, 38].
Consider two parties, Alice and Bob, each of whom has access to a single measurement device
MA = {ΠˆAi }ni=1, and MB = {ΠˆBi }mi=1, respectively, with n,m ≥ 3. Indeed many strategies can
be taken to implement SEW depending on MA and MB, while taking care that the obtained
witness contains an entangled eigenspace [30, 31]. To show that this is not a requirement of
UEW, we give the following simple-to-construct example of a UEW strategy to detect a range
of entangled states.
Protocol 2.2.3.
(i) We choose a constraint operator of the form Cˆ = ΠˆAi ⊗ΠˆBi .
(ii) We also choose a test operator of the form Lˆ = ΠˆAj ⊗ΠˆBj for j 6= i, such that Lˆ and Cˆ
satisfy the conditions of Theorem 2.2.7 and Corollary 2.2.12.
(iii) For each value c, we compute gpure(c) = sup{〈φ|Lˆ|φ〉||φ〉〈φ| ∈ Ssep, 〈φ|Cˆ|φ〉 = c}. Then, if
necessary, we take the convex hull of the resulting curve in (c, `)-coordinates to obtain the
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(a) (b)
Figure 2.4: The scheme of experimental implementation of UEW. (a) Experimental
implementation of the three-outcome qubit measurement of Eq. (2.26). The first POVM ele-
ment Πˆ1 is implemented directly by a partially polarizing beam splitter (PPBS) with reflection
coefficients rH = 0 for horizontal and rV = 2/3 for vertical polarization. The other POVM
elements Πˆ2 and Πˆ3 are implemented using a set of quarter-waveplate (QWP), half-waveplate
(HWP) and a polarizing beam splitter (PBS). (b) Visualization of our three-outcome POVM
in the xz-plane of the Bloch sphere.
separability curve.
(iv) Any point above the curve indicates either of the conditions in Eq. (2.21), and thus the
entanglement of the corresponding state.
In the case where Alice and Bob use the same three-outcome measurement device with Cˆ
defined as above, there are six different separability curves. One of these curves is shown in
Fig. 2.3 together with the expectation and experimental observations for a family of entangled
states. We emphasize here that, in general, arbitrary POVM elements can be combined to
form complex constraints and test operators. Moreover, one might consider using multiple
constraints, which would lead to separability hypersurfaces. Hence, there is a large number
of different possible ways to implement UEW. Note that, by Lemma 2.2.9 and its consequent
discussion, the separability hypersurfaces can be obtained by optimizing the witness only over
pure product states.
Experiment
In order to show the power of UEW, following Protocol 2.2.3, we have implemented this tech-
nique experimentally on two-qubit entangled states. We consider two-qubit states encoded in
the polarization of single photons, shared between Alice and Bob. They are both equipped
with a three-outcome measurement device as shown in Fig. 2.4, which implements the POVM
elements
Πˆ1 = x|V 〉〈V |, Πˆ2 = |χ+〉〈χ+|, Πˆ3 = |χ−〉〈χ−|, (2.26)
where |χ±〉 = 1/√2|H〉±eiθ√(1− x)/2|V 〉 with an arbitrary phase θ and ∑3i=1 Πˆi = Iˆ. Alice
and Bob then choose the test and constraint operators as
Lˆ = ΠˆA2 ⊗ ΠˆB2 , Cˆ = ΠˆA1 ⊗ ΠˆB1 . (2.27)
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Since c must lie within the range of the expectation value of Cˆ, Eqs. (2.26) and (2.27) imply
that 0 6 c 6 x2. The corresponding separability curve for the case x = 2/3 is shown in
Fig. 2.3, together with a density plot of 105 separable states, randomly sampled from the
uniform distribution of pure states on the local Bloch spheres. Equations (2.26) and (2.27)
imply that in our experiment the constraint corresponds to a limit on the vertical polarization
component.
Starting from a general pure state we find that the maximal violation of the bound is
obtained by states of the form
|φ〉 = α|HH〉+ βe−iθ|HV 〉+ γe−iθ|V H〉+ δ|V V 〉, (2.28)
with α, β, γ, δ∈R satisfying α2 + β2 + γ2 + δ2 = 1. The requirement 〈φ|Cˆ|φ〉 = c together
with Eqs. (2.26) and (2.27) imply that δ =
√
c/x. Maximizing the expectation value of the
test operator is then equivalent to maximizing the overlap 〈χ+χ+|φ〉 = [α +√1− x(β + γ) +√
c((1− x)/x)]/2. Since the last term is independent of the chosen state, we can assume β = γ
which reduces the problem to maximizing α/2 +
√
1− xβ constrained to α2 + 2β2 = 1− c/x2.
For x = 2/3 one then obtains αsup =
√
3(4− 9c)/20, βsup =
√
(4− 9c)/20, and the maximum
expectation value of the test operator, sup{Tr%ˆentLˆ|Tr%ˆentCˆ = c} = (αsup +
√
c/2)2. Note that
these values are independent of θ. Figure 2.3 shows the theoretical maximal violation curve,
together with our experimental results for θ = 0.
Extension to multipartite scenario
Entanglement witnessing procedure can also be applied to quantum states of systems with mul-
tiple subsystems shared between multiple agents. In such cases, it is possible to group parties
in many different ways and study entanglement properties of each grouping of subsystems. Due
to many possibilities for partitioning subsystems, multipartite entanglement generally possesses
a richer structure than bipartite entanglement as shown in Ref. [38, 39]. In particular, SEW
for this case has been demonstrated in theory and experiment in Refs. [38–40].
We now show how the simple procedure for UEW outlined above can be directly extended to
the multipartite scenario where a quantum state is shared between multiple parties. Consider
a N -qubit system shared between N agents, each of them having a three-outcome measure-
ment device with POVM elements given by Eq. (2.26). Moreover, suppose that an arbitrary
k-partitioning of the system has been chosen as Pk = (I1|I2| · · · |Ik), where each party Ii is
a subset of the index set I = {1, 2, . . . , N}, containing Mi = card Ii agents (and hence, sub-
systems), so that
∑
i card Ii =
∑
iMi = N . Moreover, the list of parties is ordered such that
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M1 6M2 6 · · · 6Mk. Now, the agents chose the test and constraint operators as
Lˆ =
k⊗
i=1
Lˆi =
⊗
i∈I1
Πˆ
(i)
2
⊗
i∈I2
Πˆ
(i)
2 · · ·
⊗
i∈Ik
Πˆ
(i)
2 , (2.29)
Cˆ =
k⊗
i=1
Cˆi =
⊗
i∈I1
Πˆ
(i)
1
⊗
i∈I2
Πˆ
(i)
1 · · ·
⊗
i∈Ik
Πˆ
(i)
1 , (2.30)
implying 0 6 c 6 xN . As a proof-of-principle, we now derive the optimal separable state and
optimal separability bounds for the case of c = 0 within each partitioning.
First, the optimal separable states with respect to the partitioning Pk = (I1|I2| · · · |Ik)must
be of the form
|ψsep〉 =
k⊗
i=1
|ψi〉, (2.31)
where each |ψi〉 can be entangled for party Ii. It is clear that 〈ψsep|Cˆ|ψsep〉 = c = c1c2 · · · ck
with ci = 〈ψi|Cˆi|ψi〉, and thus, for c = 0, it is only required that one of the ci’s equals zero.
Similarly, 〈ψsep|Lˆ|ψsep〉 = g = g1g2 · · · gk where gi = 〈ψi|Lˆi|ψi〉. By extrapolating the bipartite
case, it turns out that each vector |ψi〉 has the following form:
|ψu〉 = f−
1
2
u
[
Mu⊗
i=1
|χ+〉 − (1− x
2
)
Mu
2
Mu⊗
i=1
|V 〉
]
, for some party Iu,
|ψv〉 = f−
1
2
v
Mv⊗
i=1
|χ+〉, for all parties Iv 6= Iu,
(2.32)
where fu and fv are appropriate normalizations. The form of |ψu〉 guarantees that cu = 0 and
thus c = 0, while delivering the maximum value for gu within that partition. The form of
|ψv〉 guarantees that for each party v the maximum gv will be obtained. To determine which
partition must be chosen as party Iu, we first calculate the following values.
gu = (1− x
2
)Mu − (1− x
2
)Mu , gv = (1− x
2
)Mv . (2.33)
It can be easily verified that for Nu = Nv, gu < gv and gu → gv as Nu →∞. Hence, to obtain
the maximum value g, we chose the party u to be the party with the maximum number of agents
(subsystems), i.e., Iu = Ik in the notation from the main text, where M1 ≤ M2 ≤ · · · ≤ Mk.
Consequently,
|ψsep〉 = f− 12
[
N−Mk⊗
i=1
|χ+(i)〉
][
Mk⊗
i=1
|χ+(i)〉 − (1− x
2
)
Mk
2
Mk⊗
i=1
|V 〉
]
, (2.34)
with f a normalization coefficient, and
g = g(x;N,Mk) = (1− x
2
)N−Mk
[
(1− x
2
)Mk − (1− x
2
)Mk
]
. (2.35)
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Figure 2.5: Multipartite UEW. The bounds g(N,Mk) versus the cardinality of the largest
party Mk for 2 6 N 6 6, where each N is shown in a different color. For a state of interest
with c = 0, a violation of the bound g(N, 1) proves its (partial) entanglement, while a violation
g(N,N − 1) proves its genuine N -partite entanglement. The inset shows the case N = 4 with
the four black dots representing the four subsystem and the purple shaded boxes visualize the
maximally allowed entangled subset.
Note that, for Mk = N , i.e., when no partitioning has been made, we find that the state |ψsep〉
in Eq. (2.34) gives the highest expectation value for the test operator over the full state space.
That is, the resulting state is genuinely entangled.
Since the test and constraint operators are invariant under the exchange of agents between
different parties, so is the bound g(x;N,Mk). Three cases are of particular interest. First,
if Mk = N , then no partitioning has been made and g(x;N,N) represents the maximum
expectation value of the test operator Lˆ over all N -partite quantum states. Hence, this bound
can not be violated by any quantum state. Second, if Mk = N − 1 the resulting bound
corresponds to the bipartitions with one subsystem in one party and N − 1 subsystems in
the other. One can easily see that for any bipartition with Mk < N − 1, g(x;N,Mk) <
g(x;N,N−1). Consequently, any state violating this bound is entangled within all bipartitions
and thus genuinely N -partite entangled. Finally, if Mk = 1 each party constitutes only one
agent corresponding to the partition with the highest resolution, i.e., PN . Thus, any state
violating the bound g(x;N, 1) is partially entangled.
Figure 2.5 shows g(N,Mk) = g(
2
3
;N,Mk) versus the cardinality of the largest party Mk for
2 6 N 6 6. As N increases it becomes increasingly hard to detect genuine N -partite entangle-
ment with the simplest version of our approach. However, detecting partial entanglement by
violating the bound g(N, 1) remains experimentally feasible for larger N . This example shows
that our approach can be extended to the multipartite case, where it allows for simple entan-
glement detection with a number of measurements that scales as 3N with the number of agents
N . For tomographic methods or Bell tests in contrast, the number of measurements scales
exponentially with the number of qubits [41]. In fact, current entanglement witnesses require
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at least d + 1 measurements for each agent, where d is the minimum Hilbert space dimension
of the subsystems [37, 38], while our technique provides the possibility of detecting entangled
states using only three-outcome measurements independent of the Hilbert space dimensionality.
2.2.4 Measurement-Device-Independent Witnessing
Entanglement detection is, in general, a very hard problem, however, given some information
about the state under investigation one can design entanglement witnesses to detect its en-
tanglement. In previous section, we mentioned the slipperiness of witnessing bounds due to
experimental noise and losses as a major source of difficulty for practical entanglement detec-
tion and introduced UEW technique as a solution to this challenge. At a fundamental level,
however, there are two main assumptions on which any witnessing procedure is built. First,
one should “believe” in quantum mechanics, in the sense that the statistics obtained in mea-
surements are truly given by the Born rule. This is particularly important if one is willing to
make the conclusion that entanglement is some kind of correlations beyond what is allowed by
LCSOCC. Of course, this is what we assume to be true throughout the present dissertation.
The second assumption is that one should make sure, using proper investigations and char-
acterizations, that any measuring device involved in the process is doing exactly what it is
meant to do as described by the theory. For example, suppose that a measuring device is
presumed to measure the component of quantum states proportional to the POVM element
Πˆ0 = |ψ0〉〈ψ0|. If instead the device makes an erroneous projection onto Πˆ1 = |ψ1〉〈ψ1| where
|ψ1〉 = |ψ0〉+ |φ〉 for some arbitrary small error parameter , then the statistic obtained from
this device may cause invalid conclusions about the entanglement content of states. This is
because the witnessing inequality to be tested is obtained based on the assumption that the
statistics are due to projections onto Πˆ0 rather than Πˆ1. We refer the interested readers to
van Enk et al [42] for more details and examples of situations in which such errors lead to
incorrect conclusions regarding the entanglement of the state. One can think of this effect as
the measuring device deceiving the experimenter.
In order to understand mathematically why such a cheating is possible in principle, we
note that every quantum measurement ultimately consist of the following elements: a map
fm : I →M where I = {i}mi=1 is an index set andM = {Πˆi}mi=1 is a POVM; a map fpr : I → P
where P = {pi}mi=1 is a probability distribution; finally, a measurement is nothing but the map
gm :M→ P such that gm = fpr ◦f−1m . Hence, what we perceive in a measurement procedure is
only the map g−1m = fm ◦f−1pr : we associate the occurrence statistics to each index i ∈ I through
the map f−1pr and then, by corresponding the index to a POVM element, we relate that statistic
to the corresponding POVM element. Hence, it is always possible for an agent to intervene
and manipulate every classical element of this process via some classical maps hcl : I → I or
ecl : P → P , to either change the indices or the probabilities5, to deceive the experimenter.
Importantly, for this to be possible, the intervening agent must know the correspondence fm
5Note that the former of these maps is ultimately equivalent to the latter one. That is, if fpr : I → P, then
for every map hcl : I → I there exists a map ecl : P → P such that fpr ◦ hcl = ecl ◦ fpr.
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so that she can appropriately manipulate fpr. This situation makes more sense when it is
embedded into the following scenario. Suppose that Alice and Bob are two agents who claim
to share an entangled state %ˆAB /∈ Ssep. Charlie, a third agent, plays the role of a referee whose
aim is to verify this claim. The obvious strategy is the following.
Protocol 2.2.4.
(i) Charlie obtains some information about the state from Alice and Bob, then he chooses a
test operator.
(ii) He decomposes the test operator into local POVM elements as Lˆ =
∑
ij lijΠˆ
A
i ⊗ ΠˆBj .
(iii) He asks Alice and Bob to carry out the measurementsMA = {ΠˆAi }ni=1 andMB = {ΠˆBj }mj=1
on their shared state and communicate the outcomes to the referee to obtain the correla-
tions pij =
〈
ΠˆAi ⊗ ΠˆBj
〉
∈ PAB, i.e., he provides fm : IA × IB →MA ×MB and asks the
agents to build up the map fpr : IA × IB → PAB.
(iv) By knowing fm and receiving fpr from agents, Charlie combines the outcomes to obtain the
expectation values
〈
ΠˆAi ⊗ ΠˆBj
〉
, and in turn, the expectation
〈
Lˆ
〉
=
∑
ij lij
〈
ΠˆAi ⊗ ΠˆBj
〉
to
test the witnessing inequality.
According to our previous clarification, however, Alice and Bob are “untrusted” agents who
can potentially abuse their knowledge of the maps fm to manipulate the probabilities pij to
deceive the referee. It is worth noticing that this is a very common situation in quantum
communication or computation protocols that use entanglement as a resource. In view of the
refereed scenario outlined above, the obvious question then would be whether one could modify
the witnessing procedure so that it becomes immune to cheating strategies adopted by Alice
and Bob. Interestingly, following Buscemi’s work on nonlocal quantum games [43], Branciard
et al [44] showed that such a modification of the protocol is indeed possible.
The idea comes about by having a closer look at the refereeing Protocol 2.2.4. In step (iii)
of this procedure where Charlie reveals to Alice and Bob the map fm : IA×IB →MA×MB,
he also discloses what outcomes he expect to see from an entangled state. This clearly
gives the opportunity to Alice and Bob to cheat by simply faking the complementary map
fpr : IA×IB → PAB. There is an easy solution to this problem within the context of quantum
mechanics: Charlie should simply ask quantum questions [43, 44].
Protocol 2.2.5.
(i) Charlie obtains some information about the state from Alice and Bob and chooses a suit-
able test operator.
(ii) He decomposes the test operator into local quantum states {τˆA0Ti } and {ωˆB0Ti } for Alice
and Bob, respectively, as Lˆ=
∑
i βiτˆ
A0T
i ⊗ωˆB0Ti , with T denoting the transposition operation
and βi∈R6.
6In this protocol, the indices X0 and X refer to the question input and shared state Hilbert spaces, respec-
tively, for each party A and B, while X˜ = X0X represents the joint Hilbert space for each party.
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(iii) He suggests Alice and Bob to carry out the two-outcome projective measurements MA˜ =
{ΠˆX˜0 , ΠˆX˜1 } for X = A,B, where ΠˆX˜1 = |Φ+〉X˜〈Φ+| with |Φ+〉X˜ = 1√d
∑
i |i〉X0|i〉X on their
shared state7 and the input questions8.
(iv) Charlie chooses the pair of questions (τˆA0Ti , ωˆ
B0T
i ) according to some probability distribu-
tion {pi} and sends them to Alice and Bob.
(v) The parties make joint measurements on their quantum state and the incoming quantum
question. Then they communicate the outcomes of their measurement in each run to the
referee.
(vi) Charlie then combines the outcomes and evaluates the “average reward”9
℘¯(%ˆAB|Lˆ) =
∑
i
βiµ(1, 1|i), (2.36)
in which µ(1, 1|i) is the probability (ratio) of both Alice and Bob answering the value 1 to
the ith question given by
µ(1, 1|i) = Tr(ΠˆA˜1 ⊗ ΠˆB˜1 )(τˆA0i ⊗ %ˆAB ⊗ ωˆB0i ). (2.37)
(vii) An average ℘¯(%ˆAB|Lˆ) > gs implies the entanglement of %ˆAB.
The entanglement certification condition in (vii) relies on the fact that, due to Lˆ being an
entanglement test, for every separable state σˆAB ∈ Ssep the quantity ℘¯(σˆAB|Lˆ) in Eq. (2.36)
remains below the optimal separable bound gs [44]. Here, for evaluation of ℘¯(%ˆAB|Lˆ) Charlie
does not need to have any information about the process that has led to the production of the
classical answers, namely what is happening in Eq. (2.37). By rules of quantum mechanics, it
has been guaranteed that as long as the shared state %ˆAB is not entangled it is impossible to
produce correlated outcomes µ(1, 1|i) that deceives the referee, even if Alice and Bob commu-
nicate classically during the procedure [45, 46]. In this way, Protocol 2.2.5 provides a route
towards measurement-device-independent (MDI) entanglement witnessing that does not rely
on the detailed quantum description of the measurements.
The most important point is that Charlie does not reveal the encoding fm : IA × IB →
MA × MB, instead, he uses fq : IA × IB → SA0q × SB0q , where SX0q is the local quantum
state space, and then reveals the map fqm : SA0q × SB0q →MA ×MB to Alice and Bob. Now,
the nonorthogonality of the local questions plays a crucial rule in the protocol. Suppose that
the quantum questions were locally orthonormal and thus unambiguously distinguishable, i.e.,
{τˆA0Ti = |i〉A0〈i| ∈ SA0q } and {ωˆB0Ti = |i〉B0〈i| ∈ SB0q }. Then Alice and Bob could easily measure
7Without loss of generality we have assumed that the shared entangled state lives in a finite dimensional
Hilbert space which is d-dimensional for both parties; see Theorem 2.2.2.
8Note that, the parties can perform any two-outcome local measurements, however, it turns out that the one
suggested by Charlie is one of the optimal measurements possible [44]. Moreover, for Alice and Bob to be able
to choose their measurement strategy, Charlie has to inform them of the test operator Lˆ.
9We follow the terminology used in Ref. [45] for consistency.
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the input questions and figure out the encoding of the classical index i. This would in turn
imply that fqm = fm, and thus the situation would be exactly the same as Protocol 2.2.4 and
vulnerable against cheating. The good news, however, is that by Lemma 2.2.7 a decompositions
of a test operator into locally orthonormal expansion basis is not allowed, retaining the minimal
security requirements in such protocols. On top of that, the decomposition must be chosen such
that the quantum questions forbid unambiguous discrimination with any nonzero probability,
otherwise, there will exists a finite chance for agents to cheat [45, 46].
2.3 Entanglement Quantification
E
ntanglement theory, as we have seen in the previous section, fits very well within the
general framework of resource theories with the set of LOCC operations and separable
states as free operations and free states, respectively. In particular, entanglement theory has an
age almost equal to the quantum theory itself [7, 8, 47, 48], which is known to play a major role
in many protocols, e.g., quantum communication [19, 49] and quantum computation [50, 51].
The goal of the present section is to provide an experimentally accessible and cheating resilient
method for entanglement quantification. This section is based on the research that has been
carried out in collaboration with Michael J. W. Hall and Timothy C. Ralph, and was first
published in Ref. [45]. Where appropriate we have incorporated the text of this paper.
2.3.1 Overview of Some Entanglement Measures
As discussed in details in Section 1.2.2 of Chapter 1, in any resource theory, any measure of
the resources must satisfy three axioms. For the resource theory of entanglement, these can be
translated into the followings:
1. For any measure of entanglement E, a quantum state σˆ is separable if and only E(σˆ) = 0.
2. For any LOCC operation O ∈ OLOCC acting on quantum states, the measure E has to be
strongly monotonic in the following sense. Suppose that %ˆ is transformed to an ensemble
of states {%ˆi} with the corresponding probabilities {pi} upon the action of O. Then, it
must be true that,
%ˆ
O7−→
∑
i
pi%ˆi ←→ E(%ˆ) >
∑
i
piE(%ˆi), (2.38)
meaning that entanglement should not increase on average via LOCC operations.
3. A measure E of entanglement must be convex, i.e., suppose that {%ˆi} is an ensemble of
quantum states with the corresponding probabilities {pi}, then it must hold true that
E(
∑
i
pi%ˆi) 6
∑
i
piE(%ˆi), (2.39)
meaning that the average entanglement should not increase by mixing.
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With these axioms at hand, any functional from the set of quantum states of compound sys-
tems to nonnegative real numbers satisfying the axioms can be called a proper and faithful
entanglement measure. We also recall that there exists a very fundamental preorder on the
set of entangled states, namely, the majorization preorder [7], that provides the convertibility
condition of entangled states. Naturally, we would like to have measures of entanglement that
respect the majorization criterion. Below, we briefly review some popular existing measures of
entanglement.
Entanglement of formation
Definition 2.3.1. [52] Given a quantum state %ˆAB, the entanglement of formation of %ˆAB is
defined as
Ef(%ˆAB) = min
pi,|ψi〉AB〈ψi|
∑
i
piEe(|ψi〉AB〈ψi|), (2.40)
in which Ee(|ψi〉AB〈ψi|) = S(TrA |ψi〉AB〈ψi|), with S being the von Neumann entropy as given in
Eq. (1.117), is the entropy of entanglement of the pure state |ψi〉AB〈ψi|, and the minimization
is performed over all possible decompositions of %ˆAB into ensembles {(pi, |ψi〉AB〈ψi|)}.
The entanglement of formation has a simple interpretation, as it characterizes the ensemble
decomposition of the state which delivers the minimum average local entropies. Equivalently,
due to the fact that the entanglement of bipartite pure states is best quantified via their local
entropies, named the entropy of entanglement Ee, it characterizes the ensemble decomposition
of the state which delivers the minimum average pure state entanglement. Using the fact that
Ef does not increase on average under LOCC, we infer that Alice and Bob who wish to create
%ˆAB with Ef(%ˆAB) must initially share at least an equal amount of entanglement stored in a
collection of pure entangled states. By making use of the majorization theorem for entangled
state transformation [7, 53], one can show that the converse is also true, i.e., Alice and Bob who
have access to Ef amount of pure state entanglement, say in Bell states, can generate %ˆAB with
the same amount of entanglement of formation vial LOCC. Hence, Ef operationally characterizes
the asymptotic rate at which bipartite Bell states have to be consumed to generate an entangled
quantum state [52]. This measure, as one could guess, is very difficult to be measured or
calculated because, in general, it is extremely hard to obtain all the possible decompositions of
a multipartite quantum state. However, Branda˜o [54] showed that any entanglement witness
provides a lower bound to entanglement of formation. Consequently, while the measure itself
cannot be directly measured, it can be bounded below within experiments by a witnessing
procedure.
Negativity
Definition 2.3.2. [55, 56] Given a quantum state %ˆAB, its negativity is defined as
En(%ˆAB) =
∥∥∥%ˆTBAB∥∥∥
1
− 1
2
, (2.41)
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in which
∥∥∥Aˆ∥∥∥
1
= Tr |Aˆ| = Tr
√
Aˆ†Aˆ is the `1-norm of the operator Aˆ.
It should be noted that negativity only quantifies NPT-entanglement, because
∥∥∥Aˆ∥∥∥
1
is nothing
but the sum of the absolute values of the spectrum of Aˆ. It is then clear that when %ˆTBAB > 0,
i.e., the state remains positive under PT operation, we have
∥∥∥%ˆTBAB∥∥∥
1
= ‖%ˆAB‖1 = 1 and thus
En(%ˆAB) = 0. We see that negativity is not a faithful measure of entanglement due to the fact
that the first axiom is violated: there exist entangled states (PPT entangled states) for which
En(%ˆAB) = 0. According to our discussion in Chapter 1 under the Section 1.2.2, such quantities
are called pseudomeasures or sometimes entanglement monotones.
Despite not being a faithful measure of entanglement, due to being simply calculable and the
vast use of NPT entangled states in quantum information science, negativity is a very popular
and useful pseudomeasure. Moreover, Branda˜o [54] showed that negativity can be obtained as
En(%ˆAB) = max{0,−min
Wˆ
Tr Wˆ %ˆTBAB}, (2.42)
where the minimization is performed over all sub-normalized NPT entanglement witnesses
satisfying 0 6 Wˆ 6 1ˆ.
Robustness
Definition 2.3.3. [57] Given a quantum state %ˆAB, its robustness relative to a separable state
10
σˆAB is defined as
Err(%ˆAB||σˆAB) = min
s
{s ∈ R+|%ˆAB(s) = 1
1 + s
(%ˆAB + sσˆAB) ∈ Ssep}. (2.43)
The robustness of a quantum state %ˆAB is then given by
Er(%ˆAB) = min
σˆAB∈Ssep
Err(%ˆAB||σˆAB). (2.44)
Robustness also has a very simple geometrical and physical interpretation. Note that the state
%ˆAB(s) in Eq. 2.43 is the convex mixture of a point inside the separable set Ssep and the state the
entanglement of which has to be quantified. Then, the parameter s characterizes the minimum
amount by which one should move along the line segment connecting the two points to pass the
separability border. At this point, one can easily verify that Axiom 1 of faithfulness is satisfied
for Err: if %ˆAB is separable, then obviously for any point of Ssep one has s = 0. On the other
hand, if %ˆAB is entangled, i.e. it is exterior to the closed and bounded set of separable states,
then s > 0. The quantity Er(%ˆAB) is just the optimal value over all separable elements so to
make the measure independent of the reference separable point.
Physically, Err(%ˆAB) just means how much of a given separable state has to be mixed with
the original state so that the mixing procedure removes all the entanglement. Hence, one can
think of σˆAB as a noise added to the state %ˆAB. Equation (2.44) thus only gives the optimal
10In fact, this can be replaced by a generic quantum state.
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Figure 2.6: The scheme of a semiquantum nonlocal game. Charlie asks the players
quantum questions while the players return classical answers. The shared state between the
players helps them to obtain a maximum pay-off in the game. Here, we allow LOCC operations
to be applied to the shared state and quantum questions, and introduce a device-independent
measure of entanglement.
value for the mixture over all possible noises. Interestingly, it can be shown that a generalized
form of the robustness can also be mapped onto a witnessing procedure [54].
2.3.2 Measurement-Device-Independent Quantification of Entangle-
ment
Quantification of entanglement, besides its mathematical allure, is operationally very impor-
tant because it tells us how well our protocols will perform using a given state [19, 49–51, 58].
A first level of hardness in quantification of entanglement in practice using almost any entan-
glement measure, e.g., entanglement of formation, negativity, or robustness, is that it requires
determination of a large number of density matrix elements; a task which is difficult to perform
on bipartite and multipartite quantum states. While this difficulty can be partially circum-
vented by making use of entanglement witnesses when lower bounds on the entanglement are
desired [39, 54, 59–63], errors and misalignments of the measurement devices can still lead to
the incorrect estimations of the quantities and thus, erroneous conclusions. On top of that, in
many quantum information protocols in which distant parties are involved by using standard
entanglement quantification schemes it is possible for parties to fake not only the presence of
entanglement, but also its amount. Consequently, it is desirable to devise measures of entan-
glement that can be obtained in a MDI manner.
In Section 2.2.4 we showed that it is possible to implement entanglement witnesses in a
way independent of the measurement devices and cheating strategies taken by parties. The
core idea of the MDI approach, Protocol 2.2.5, can be recast as a modified class of nonlocal
games, called semiquantum nonlocal games as introduced by Buscemi in Ref. [43]. Later on,
researchers interpreted Buscemi’s results as a clever way to remove the trust from measurement
devices in an entanglement witnessing procedure, since any linear entanglement witness can be
recast as a semiquantum nonlocal game as presented in Protocol 2.2.5 of Sec. 2.2.4 [44, 64].
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In this section, inspired by these ideas, we consider semiquantum nonlocal games in the
LOCC paradigm. We show that a small subset of games which we call extremal semiquantum
witnessing games are both necessary and sufficient for the full characterization of entangled
states. We then focus on the quantification of NPT entanglement as the necessary ingredient
for distillability [15]. We present a practical MDI NPT-entanglement measure, by proving that
NPT entanglement can be quantified by a referee in a single arbitrary extremal semiquantum
witnessing game. The main result of the present section is thus to introduce a MDI measure of
entanglement which is operationally accessible and resilient against cheating strategies within
the LOCC paradigm. Furthermore, we show that our measure can be extended to quantify the
entanglement in all possible partitionings of multipartite quantum states.
A semiquantum nonlocal game is a collaborative game, denoted here by Gsq, in which
Alice and Bob share a quantum state %ˆAB. Charlie prepares two sets of quantum states {τˆA0i }
and {ωˆB0i } as (quantum) questions with probability {pi} and sends them to Alice and Bob,
respectively11. Alice responds to each question classically from the set of labels {x}, and
similarly Bob from the set {y}. Before the game starts they can agree on a best strategy to
win the game, however, during the game they are no longer allowed to communicate which is
known as the local operations and shared randomness (LOSR) paradigm.. For each question
i, Charlie evaluates a reward corresponding to the answers x and y according to the function
℘(x, y|i). The average reward of the game is then given by
℘(%ˆAB;Pˆ
A˜;QˆB˜;Gsq)=
∑
i,x,y
pi℘(x,y|i)µ(Pˆ A˜x ,QˆB˜y |i,%ˆAB), (2.45)
in which the joint probability distribution µ(Pˆ A˜x , Qˆ
B˜
y |i, %ˆAB) is given by
Tr(Pˆ A˜x ⊗ QˆB˜y )(τˆA0i ⊗ %ˆAB ⊗ ωˆB0i ), (2.46)
where Pˆ A˜x ∈ MA˜ and QˆB˜y ∈ MB˜ are local effects (POVM elements) of the players. They win
or lose some value if the average reward is positive or negative, respectively.
The players’ goal is of course to maximize the average amount they can obtain in a game.
Let us call the maximum average reward the pay-off value and denote it by
℘?(%ˆAB;Gsq) = max
Pˆ A˜,QˆB˜
℘(%ˆAB; Pˆ
A˜; QˆB˜;Gsq), (2.47)
where the maximization is performed over all possible local POVM elements. The main result
of Buscemi [43], relevant for entanglement detection, can be recast as follows. Given the set
of all semiquantum nonlocal games, Gsq, and the set of all separable states, Ssep, for any game
11Recall that, A (B) and A0 (B0) label Alice’s (Bob’s) input Hilbert spaces for shared state and quantum
questions, respectively. The joint Hilbert space of Alice thus can be labelled by A˜ = A0A, and similarly for
Bob, B˜ = B0B.
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Gsq ∈ Gsq and for any two states %ˆAB, σˆAB ∈ Ssep, one has
℘?(%ˆAB;Gsq) = ℘
?(σˆAB;Gsq) := ℘
?(Ssep;Gsq). (2.48)
This simply reads as all separable quantum states, at best, are equal in a semiquantum nonlocal
game.
Criterion 2.3.1. [43] A quantum state %ˆAB is entangled if and only if there exists a semiquan-
tum nonlocal game for which ℘?(%ˆAB;Gsq) > ℘
?(Ssep;Gsq).
It is relevant to ask whether one should search within the whole set Gsq for a game violating
the equality (2.48). The short answer is in negative [44]. Using Theorem 2.2.2 and without loss
of generality we assume that the Hilbert spaces are finite dimensional. Moreover, recall from
Theorem 2.2.1 in combination with Lemma 2.2.3 that for any entangled state %ˆAB /∈ Ssep there
exist an entanglement witness Wˆ such that
TrWˆ %ˆAB > 0, and ∀σˆAB∈Ssep, TrWˆ σˆAB 6 0. (2.49)
Note that, here, for the sake of consistency, we have changed the sign of the usual convention
and set TrWˆ = −D, with D = min{dA, dB} being the minimum dimensionality of Alice and
Bob’s subsystems. Noting that by Corollary 2.2.3 such a normalization is always possible, this
allows us to compare different entanglement witnesses. Now, every entanglement witness can be
transformed into a semiquantum nonlocal game as follows. Charlie decomposes the witness in
terms of product states as Wˆ =
∑
i βiτˆ
A0T
i ⊗ ωˆB0Ti , with T denoting the transposition operation
and βi ∈ R, and defines a semiquantum nonlocal game via
Wˆ ↔ Wsq ⇔ ℘(x, y|i) =
(
βi
pi
)
δ1,xδ1,y. (2.50)
Note that substitution of Eq. (2.50) into Eq. (2.45) we recover Eq. (2.36) in Protocol 2.2.5. We
can thus rewrite Eq. (2.47) as
℘?(%ˆAB;Wsq) = max
Pˆ A˜,QˆB˜
Tr(Pˆ A˜1 ⊗ QˆB˜1 )(Wˆ ⊗ %ˆAB) (2.51)
We call any such a game a semiquantum witnessing game and denote the set of all such games
by Wsq.
Theorem 2.3.1. [44] For all separable states it holds that ℘?(Ssep;Wsq) 6 0. Furthermore,
for any entangled state %ˆAB /∈ Ssep there exist a semiquantum witnessing game such that
℘?(%ˆAB;Wsq) > 0.
Proof. This readily follows from Theorem 2.2.1 in combination with the correspondence Eq. (2.50)
that the setWsq is, indeed, necessary and sufficient for verifying the entanglement of a state %ˆAB
shared by the players. Using Lemma 2.2.3 one can always set the winning bound to zero.
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MDI Entanglement Quantification
In general, every entanglement witness is (with our sign convention) a member of the com-
pact convex set of normalized block-negative operators Sbn. The latter is defined, parallel to
Eq. (2.12), as operators with negative expectation values in all pure product states so that
Sbn = −Sbp. Furthermore, recall from definition 2.2.2 that an extremal entanglement witness
Wˆ e is an extremal point of Sbn and thus cannot be written as a convex combination of any
two other block-negative operators. Using Corollary 2.2.6, there exists a pure product state
|a, b〉 ∈ ∂Ssep such that 〈a, b|Wˆ e|a, b〉 = 0. We now introduce the set of extremal semiquantum
witnessing games, Wesq⊂Wsq, which correspond to extremal entanglement witnesses. This class
of games is necessary and sufficient for entanglement detection, since by Theorem 2.2.4 for
every entangled state there exists an extremal entanglement witness which detects it. A very
important corollary thus follows.
Corollary 2.3.1. For any Wesq∈Wesq, we have that
℘?(Ssep;Wesq) = 0. (2.52)
Proof. Note that, in general, using Theorem 2.3.1 we have ℘?(Ssep;Wesq) 6 0. Now, the max-
imization for ℘?(Ssep;Wesq) in Eq.(2.51) can be obtained by choosing the POVM elements Pˆ A˜1
and QˆB˜1 to be the projections onto |Φ+〉 = d−
1
2
∑
i |i, i〉, and %ˆAB to be the transpose of the
extremal point of Wˆ e, σˆTAB = σˆAB = |a, b〉AB〈a, b|, which gives ℘?(σˆAB;Wesq) = d−2TrWˆ σˆAB = 0.
Thus, by making use of Eq. (2.48), we obtain ℘?(Ssep;Wesq) = 0.
We extend this statement by, first, allowing the local effects to be relabeled [65]. This is the
procedure of shuﬄing the labels of the measurement effects and possibly assigning the same
label to multiple outcomes with the help of classical communication, equivalent to the classical
intervention map hcl discussed in Section 2.2.4. This leads to LOCC effects on the shared state
and input quantum questions of the form ZˆA˜B˜xy =
∑
f(u,v)=(x,y) Pˆ
A˜
uv ⊗ QˆB˜uv ∈ MLOCC [66]. Here,
x and y are labels to be sent to Charlie, u and v characterize the local outcomes obtained by
Alice and Bob, and hcl : N× N→ N× N is a LOCC strategy relating the output labels to the
local measurement outcomes. Note that, any LOCC POVM is necessarily separable, but the
converse is not true [2]. Next, by substituting this into Eqs. (2.45) and (2.46), and restricting
the games to extremal ones, we define
℘MDI(%ˆAB) = max
Wesq
max
ZˆA˜B˜
℘(%ˆAB; Zˆ
A˜B˜
11 ;Gsq). (2.53)
Consequently, we obtain the following entanglement criterion.
Criterion 2.3.2. [45] A quantum state %ˆAB is entangled if and only if ℘
MDI(%ˆAB) > 0.
Proof. It is sufficient to prove that a quantum state σˆAB ∈ Ssep if and only if ℘MDI(σˆAB) = 0.
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Figure 2.7: The schematic representation of the continuum of the sets Sλ. The set
of separable states corresponds to λ = 0, i.e. Ssep = Sλ=0. The color gradient represents the
increase of the function ℘MDI(%ˆAB). Some contours of this function are represented at different
λs. Note also that, each set Sλ is a closed and convex.
The proof is as follows. For any state %ˆAB, we can write
℘MDI(%ˆAB) = max
Wˆe
max
ZˆA˜B˜∈MLOCC
TrZˆA˜B˜11 (Wˆ
e ⊗ %ˆAB)
= max
Wˆe
max
ZˆA˜B˜∈MLOCC
Tr(
∑
hcl(u,v)=(1,1)
Pˆ A˜uv ⊗ QˆB˜uv)(Wˆ e ⊗ %ˆAB)
6 max
Wˆe
∑
hcl(u,v)=(1,1)
max
Pˆ A˜∈MA˜,QˆB˜∈MB˜
Tr(Pˆ A˜uv ⊗ QˆB˜uv)(Wˆ e ⊗ %ˆAB)
= max
Wˆe
∑
hcl(u,v)=(1,1)
℘?(%ˆAB;W
e
sq).
(2.54)
To prove the necessary part, we note that for every separable state σˆAB ∈ Ssep, the right-hand-
side of Eq. (2.54) is just zero by using Eq.(2.52). Thus, the pay-off can never exceed zero, and
hence, the players can at best obtain the same pay-off as ℘?(Ssep;Wesq) = 0.
The sufficient part follows from the fact that, using Theorem 2.2.4 and Corollary 2.3.1, for
every entangled state %ˆAB /∈ Ssep there exists an extremal witness Wˆ e such that ℘?(%ˆAB;Wesq) >
0. Since all the summands on the right-hand-side of Eq. (2.54) are nonnegative, it follows that
℘MDI(%ˆAB) > 0.
The importance of Criterion 2.3.2 is that it reduces the entanglement detection down to
a much smaller set of games, while simultaneously relaxing to general LOCC measurements.
Moreover, it provides an equivalent way to define the set of separable states as the set of all
quantum states providing a maximum pay-off of zero:
Ssep = {%ˆ|℘MDI(%ˆ) = 0}. (2.55)
This induces the idea that there exists the following continuous hierarchy of sets.
Definition 2.3.4. For any λ > 0 define Sλ = {%ˆAB|℘MDI(%ˆAB) 6 λ}; see Fig. 2.7.
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Proposition 2.3.1. Each Sλ is closed and convex. In addition, for any λ > 0, Ssep ⊂ Sλ with
Ssep = S0; see Fig. 2.7..
Proof. The set Sλ being convex means that
∀%ˆAB, σˆAB ∈ Sλ and p ∈ [0, 1], ηˆAB = p%ˆAB + (1− p)σˆAB ∈ Sλ. (2.56)
It is sufficient to show that
℘MDI(ηˆAB) 6 p℘MDI(%ˆAB) + (1− p)℘MDI(σˆAB). (2.57)
We note that
℘MDI(ηˆAB) = max
Wˆ e
max
ZˆA˜B˜∈MLOCC
TrZˆA˜B˜1 (Wˆ
e ⊗ ηˆAB)
= max
Wˆ e
max
ZˆA˜B˜∈MLOCC
{
pTrZˆA˜B˜1 (Wˆ
e ⊗ %ˆAB) + (1− p)TrZˆA˜B˜1 (Wˆ e ⊗ σˆAB)
}
6 pmax
Wˆ e
max
ZˆA˜B˜∈MLOCC
TrZˆA˜B˜1 (Wˆ
e ⊗ %ˆAB) + (1− p) max
Wˆ e
max
ZˆA˜B˜∈MLOCC
TrZˆA˜B˜1 (Wˆ
e ⊗ σˆAB)
= p℘MDI(%ˆAB) + (1− p)℘MDI(σˆAB),
(2.58)
where the third inequality is a result of the fact that maxx {pf(x, y1) + (1− p)f(x, y2)} 6
pmaxx f(x, y1) + (1− p) maxx f(x, y2). The closedness and inclusions are trivial. Also, the case
of λ = 0 is already proven in Criteria 2.3.2.
It is now very interesting to note that, due to Proposition 2.3.1 above and using the Hahn-
Banach theorem 1.1.8, quantum states outside each convex set Sλ can be witnessed.
Theorem 2.3.2. For any %ˆAB /∈ Sλ there exists an extremal semiquantum witnessing game
Wesq ∈ Wesq and an effect ZˆA˜B˜11 ∈ MLOCC for Alice and Bob such that they can obtain a pay-off
value ℘MDI(%ˆAB) > λ.
Proof. We note that by Hahn-Banach theorem 1.1.8 there exists a (nonextremal) witness Wˆ
for the convex set Sλ which detects %ˆAB, and that it can be optimized (i.e., made tangent) to
Sλ by shifting its corresponding hyperplane to support the set Sλ. This can be done parallel
to Lemma 2.2.6 and Definition 2.2.1. The resulting optimal witness can then be written as a
convex combination of extremal points for which at least one of them detects %ˆAB.
Definition 2.3.4 along with the above considerations suggests that extremal semiquantum
witnessing games are also necessary and sufficient for characterizing the continuum of the convex
sets Sλ via ℘MDI. Moreover, we see that the average reward function provides a lower bound
on the amount of entanglement shared by Alice and Bob. If, for a given quantum state %ˆAB,
the reward value that Alice and Bob obtain in an extremal semiquantum witnessing game is
℘(%ˆAB; Zˆ
A˜B˜
11 ;W
e
sq) = λ0, then %ˆAB /∈ Sλ for any λ < λ0. We formalize the above observations in
the theorem below.
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Theorem 2.3.3. The pay-off ℘MDI measures entanglement without relying on the quantum
description of the measurement devices.
Proof. To prove that the function ℘MDI is a faithful measure of entanglement, we need to show
three properties to be satisfied by any such a measure, i.e., (i) ℘MDI(%ˆAB) = 0 if and only
if %ˆAB ∈ Ssep; (ii) ℘MDI(%ˆAB) > ℘MDI(%ˆ′AB), where %ˆ′AB = Λ(%ˆAB)/TrΛ(%ˆAB) for any LOCC
operation Λ ∈ CLOCC; and (iii) ℘MDI is convex.
The first condition is already proven as Criterion 2.3.2. The last condition is also proven as
part of the proof of Proposition 2.3.1. Let us then prove the condition (ii) in a more general
context, by allowing the players to make separable operations, Λ ∈ Osep, on both their respective
parts of shared state and quantum questions. Given that Alice and Bob receive the ensemble
of questions $ˆA0B0 =
∑
i piτˆ
A0
i ⊗ ωˆB0i , any normalized separable operation can be written as a
convex combination of completely positive trace-preserving separable operations, with Kraus
decomposition $ˆA0B0 ⊗ %ˆAB → Λn($ˆA0B0 ⊗ %ˆAB) =
∑
j qjFˆj($ˆA0B0 ⊗ %ˆAB)Fˆ †j where
∑
j qj = 1
and Fˆj = Fˆ
A˜
j ⊗ Fˆ B˜j .
Using the dual operation, we have that TrZˆA˜B˜11 Λn(Wˆ
e⊗ %ˆAB) = TrXˆA˜B˜11 (Wˆ e⊗ %ˆAB), in which
XˆA˜B˜11 = Λ
†
n(Zˆ
A˜B˜
11 ) =
∑
j qjFˆ
†
j Zˆ
A˜B˜
11 Fˆj is a convex combination of LOCC effects for Alice and Bob.
We note that any convex combination of LOCC effects is also a LOCC effect. Therefore, it
holds true that
max
XˆA˜B˜∈MLOCC
TrXˆA˜B˜11 (Wˆ
e ⊗ %ˆAB) 6 max
ZˆA˜B˜∈MLOCC
TrZˆA˜B˜11 (Wˆ
e ⊗ %ˆAB). (2.59)
The inequality is obtained by noticing that a linear function on a convex set achieves its
maximum at the extreme points. We note that the particular requirement of ℘MDI(%ˆ′AB) 6
℘MDI(%ˆAB) follows as a special case, after maximizing both sides of Eq. (2.59) over all extremal
entanglement witnesses, if no operation is done on the input questions.
Importantly, not only ℘MDI is a measure of entanglement for the shared state, but allowing
the players to access infinite rounds of LOCC on input questions will not improve their best
achievement. Consequently, we can relax the LOSR restriction in extremal semiquantum wit-
nessing games to LOCC. Note that, the authors of Ref. [46] have shown that the correlations
from entangled states in a semiquantum witnessing game cannot be simulated classically even
if the two spatially separated parties have access to LOCC. Here, however, we have shown in
Theorem 2.3.3 that relaxing the LOSR to LOCC within the context of extremal semiquantum
witnessing games allows the pay-off function to induce a faithful measure of entanglement.
Nevertheless, it is clear that the task of measuring ℘MDI is practically challenging in high di-
mensions. Below we will provide a particularly interesting scenario where the referee is only
interested in the amount of NPT entanglement which, in turn, eliminates the need for the max-
imization over all extremal entanglement witnesses. This removes the aforementioned difficulty
while preserving measurement-device independence.
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MDI Quantification of NPT Entanglement
As we have discussed in Section 2.2.1, there are two types of entangled states, namely, P- and
NPT entangled states, which possess legitimate or unphysical density operators upon partial
transposition, respectively. It is also known that NPT entanglement is necessary for distillabil-
ity [15], and this is the only type of entanglement for systems with dimensions up to 6 [14], e.g.,
two-qubit systems. Similarly, extremal entanglement witnesses are divided into indecompos-
able and decomposable classes; see Definition 2.2.3. Importantly, recall from Corollary 2.2.10
that decomposable extremal entanglement witnesses are necessary and sufficient for detection
of NPT entangled states and, according to Proposition 2.2.4, possess a very simple structure:
they are of the form Wˆ de = −D|ψ〉〈ψ|TB , where |ψ〉 is a normalized entangled vector and TB
denotes the partial transposition operation with respect to the second party. Denoting the
corresponding games as W iesq and Wdesq , respectively, we have Wesq=W iesq ∪ Wdesq . We now state
and prove the most important results of the present section which enables a referee to fully
characterize NPT entanglement between two untrusted agents.
Theorem 2.3.4. For every Schmidt-rank-D decomposable extremal semiquantum witnessing
game Wdesq , the pay-off
℘MDINPT(%ˆAB;W
de
sq) = max
ZˆA˜B˜
℘(%ˆAB; Zˆ
A˜B˜
11 ;W
de
sq) (2.60)
measures NPT entanglement without relying on the quantum description of the measurement
devices.
Corollary 2.3.2. ℘MDINPT is necessary and sufficient for full MDI characterization of entangle-
ment of the systems with dimensions up to 6.
We now prove Theorem 2.3.4.
Proof. Very similar to the proof of Theorem 2.3.3, we need to prove that, (i) ℘MDINPT(%ˆAB;W
de
sq) = 0
if and only if %ˆAB ∈ SPPT; (ii) ℘MDINPT(%ˆAB;Wdesq) > ℘MDINPT(%ˆ′AB;Wdesq), where %ˆ′AB = Λ(%ˆAB)/TrΛ(%ˆAB)
for any LOCC operation Λ ∈ OLOCC; and (iii) ℘MDINPT is convex.
First, let us prove that Alice and Bob are able to win a positive pay-off by sharing any
NPT entangled state in any arbitrary decomposable extremal semiquantum witnessing game
played by the referee. In a D×D dimensional Hilbert space, we may restrict the vectors |ψ〉 to
have a Schmidt rank of D. Now, suppose that there are two witnesses Wˆ de = −D|ψ〉〈ψ|TB =∑
i βiτˆ
A0T
i ⊗ ωˆB0Ti and Vˆ de = −D|φ〉〈φ|TB . The former, corresponding to the game played
by Charlie, does not detect the NPT entangled state %ˆAB shared by Alice and Bob in the
standard witnessing scenario. The latter, however, detects it. We know that |ψ〉 with Schmidt-
rank D can be transformed into |φ〉 with Schmidt-rank R 6 D via a SLOCC operation Υ
with the success probability 0 < q 6 1 [7, 57, 67]. That is q−1Υ(|ψ〉〈ψ|) = |φ〉〈φ|, where
q = TrΥ(|ψ〉〈ψ|). SLOCC operations are a subset of separable ones, and thus linear, with Kraus
decompositions of the form Υ( · ) = ∑j Aˆj ⊗ Bˆj( · )Aˆ†j ⊗ Bˆ†j . Hence, their partial transpose,
ΥTB( · ) = ∑j Aˆj ⊗ Bˆ∗j ( · )Aˆ†j ⊗ BˆTj , is completely positive, and in fact, SLOCC. Therefore,
q−1ΥTB(Wˆ de) = Vˆ de. This is equivalent to the following result.
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Lemma 2.3.1. Any decomposable extremal entanglement witness with Schmidt rank D can be
transformed into an arbitrary decomposable extremal entanglement witness with Schmidt rank
R 6 D using a SLOCC operation with nonzero probability q > 0.
It is clear that the players do not have direct access to the witness as the reward function is fixed
by the referee to correspond to Wˆ de — Alice and Bob cannot negotiate with the referee on that
— however, they have the possibility to operate with ΥTB on their respective questions. Then,
if Alice and Bob can win a game Vdesq corresponding to witness Vˆ
de, i.e., achieve an average
reward ℘(%ˆAB; Zˆ
A˜B˜
11 ;V
de
sq) > 0 via measuring some joint LOCC effect Zˆ
A˜B˜
11 , we have
℘(%ˆAB; Zˆ
A˜B˜
11 ;W
de
sq |ΥTB) =
∑
i
βiTrZˆ
A˜B˜
11 (Υ
TB(τˆA0Ti ⊗ ωˆB0Ti )⊗ %ˆAB)
= TrZˆA˜B˜11 (Υ
TB(Wˆ de)⊗ %ˆAB)
= qTrZˆA˜B˜11 (Vˆ
de ⊗ %ˆAB)
= q℘(%ˆAB; Zˆ
A˜B˜
11 ;V
de
sq) > 0.
(2.61)
The result is positive because Vˆ de detects the entanglement of %ˆAB upon measurement of Zˆ
A˜B˜
11 ,
no matter how small the probability q is. Equation (2.61) simply implies that the players can
always win a positive pay-off (even though very small due to the probability q being small) by
making use of an appropriate SLOCC strategy ΥTB , if their shared state is NPT entangled,
regardless of the decomposable extremal entanglement witness Wˆ de chosen by the referee.
Importantly, we may also rearrange Eq. (2.61) as
q℘(%ˆAB; Zˆ
A˜B˜
11 ;V
de
sq) = TrZˆ
A˜B˜
11 (Υ
TB(Wˆ de)⊗ %ˆAB)
= TrΥ†TB(ZˆA˜B˜11 )(Wˆ
de ⊗ %ˆAB)
= TrXˆA˜B˜11 (Wˆ
de ⊗ %ˆAB)
= ℘(%ˆAB; Xˆ
A˜B˜
11 ;W
de
sq).
(2.62)
Equation (2.62) represents the possibility of considering SLOCC as part of the LOCC mea-
surement strategy, XˆA˜B˜11 = Υ
†TB(ZˆA˜B˜11 ), which incorporates the probability of success of the
operation as part of the probability of obtaining the 11 outcome corresponding to the effect
XˆA˜B˜11 . That is, Pr(Wˆ
de → Vˆ de)× Pr(ZˆA˜B˜11 |Vˆ de ⊗ %ˆAB) = Pr(XˆA˜B˜11 |Wˆ de ⊗ %ˆAB).
As a result of the above discussion, condition (i) follows immediately from the fact that for
any NPT entangled state in a D ×D dimensional Hilbert space, there exists a decomposable
extremal entanglement witness Vˆ de = −D|φ〉〈φ|TB with the Schmidt rank of at most D which
detects it. Thus, a state is PPT if and only if a detection is impossible (recall that a decom-
posable witness can only detect the entanglement of NPT states, see Corollary 2.2.8), which in
turn implies ℘MDINPT(%ˆAB;W
de
sq) = 0.
Second, we prove the condition (ii) in a more general context, again, by allowing the players
to make further separable operations on both their respective parts of the shared state and
quantum questions. Given that Alice and Bob receive the ensemble of questions $ˆA0B0 =
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∑
i piτˆ
A0
i ⊗ ωˆB0i , any normalized separable operation can be written as a convex combination of
completely positive trace-preserving separable operations, with Kraus decomposition $ˆA0B0 ⊗
%ˆAB → Λn($ˆA0B0 ⊗ %ˆAB) =
∑
j qjFˆj($ˆA0B0 ⊗ %ˆAB)Fˆ †j where
∑
j qj = 1 and Fˆj = Fˆ
A˜
j ⊗ Fˆ B˜j .
Suppose that Vˆ de = −D|φ〉〈φ|TB is the witness that detects the shared state %ˆAB, while
Alice and Bob play the game Wdesq corresponding to the witness Wˆ
de = −D|ψ〉〈ψ|TB with Char-
lie. The players make a SLOCC on their respective questions (or equivalently, on their effects)
as described in Eq. (2.61). Moreover, suppose that an appropriate measurement denoted by
XˆA˜B˜11 gives the optimal pay-off for the game W
de
sq . That is, in Eq. (2.61), ℘
MDI
NPT(%ˆAB;W
de
sq) =
q℘(%ˆAB; Zˆ
A˜B˜
11 ;V
de
sq). We prove that further LOCC operations Λn on the shared state can-
not increase the pay-off. Using the dual operation, we have that TrXˆA˜B˜11 Λn(Wˆ
de ⊗ %ˆAB) =
TrYˆ A˜B˜11 (Wˆ
de ⊗ %ˆAB), in which Yˆ A˜B˜11 = Λ†n(XˆA˜B˜11 ) =
∑
j qjFˆ
†
j Xˆ
A˜B˜
11 Fˆj is a convex combination of
LOCC effects for Alice and Bob. We note that any convex combination of LOCC effects is also
a LOCC effect and thus, it holds true that
max
Yˆ A˜B˜∈MLOCC
TrYˆ A˜B˜11 (Wˆ
de ⊗ %ˆAB) 6 max
XˆA˜B˜∈MLOCC
TrXˆA˜B˜11 (Wˆ
de ⊗ %ˆAB). (2.63)
The inequality is obtained by noticing that a linear function on a convex set achieves its
maximum at the extremal points. We note that the particular requirement of ℘MDINPT(%ˆ
′
AB;W
de
sq) 6
℘MDINPT(%ˆAB;W
de
sq) follows as a special case, if no operation is done on the input questions.
Finally, noting that the convexity proof in Proposition 2.3.1 does not depend particularly
on the choice of the witness operator, we conclude the convexity of ℘MDINPT.
It should be clear that ℘MDINPT(%ˆAB;W
de
sq) 6 ℘MDI(%ˆAB) and ℘MDINPT(%ˆAB;Wdesq) = 0 if and only
if %ˆAB ∈ SPPT. We emphasize here that for a different game Jdesq corresponding to the Schmidt
rank-D decomposable extremal entanglement witness Jˆde = −D|ξ〉〈ξ|TB , one obtains a different
measure of NPT entanglement ℘MDINPT(%ˆAB; J
de
sq). Thus, one might ask if for any choice of the
decomposable extremal entanglement witness one obtains a preferable witness and measure.
The answer to this question can be given as follows. If Jˆde can be obtained from Wˆ de using
LOCC (that is, deterministically) then ℘MDINPT(%ˆAB; J
de
sq) = ℘
MDI
NPT(%ˆAB;W
de
sq). Consequently, within
the present context, and based on the fact that decomposable extremal entanglement witnesses
are just partially transposed pure entangled states, we see that the question of a preferred choice
of measure reduces to the problem of resource convertibility. As we discussed in Section 1.2.2 of
Chapter 1, this is related to the preorder defined on the resources. Within the resource theory
of entanglement, it is known that this preorder is given by the majorization theorem [7, 53], that
is, |ψ〉AB is LOCC convertible to |ξ〉AB if and only if the vector of Schmidt coefficients of |ψ〉AB,
~µψ, is majorized by the vector of Schmidt coefficients of |ξ〉AB, ~µξ, denoted by ~µψ ≺ ~µξ. In
particular, the vector of Schmidt coefficients of |Φ+D〉 = 1√D
∑D
i=1 |i, i〉 is majorized by any vector
with Schmidt rank D. As a result, |Φ+D〉 can be transformed into any Schmidt rank D vector
using LOCC (i.e., deterministically) and thus, its corresponding measure to any other measure
with decomposable extremal entanglement witness Wˆ de. In light of the previous discussion,
Charlie can choose the witness to be Wˆ de = |Φ+D〉〈Φ+D|TB = Sˆ, that is the swap operator Sˆ,
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and make the game easier for Alice and Bob, as they can transform the game to any other one
appropriate for their state. We emphasize that, the whole procedure described here is MDI and
thus, it is not possible for the players to cheat and convince the referee that they have more
NPT entanglement than that contained in their state.
At this point, it is important to mention that the maximization in the expression for ℘MDINPT
is, in principle, performed by the players. Note that, this is of least importance for the referee,
because ℘ 6 ℘MDINPT guarantees that the average reward always gives a lower bound on the
amount of NPT entanglement of %ˆAB. To Charlie, the average reward ℘ can be considered as
the effective entanglement shared by Alice and Bob. This is the amount of NPT entanglement
contained within their shared state %ˆAB extracted by their LOCC effect. We also note that,
Charlie’s payment is based on the quantum questions he prepares himself, and the coincidence
statistics of the responses from Alice and Bob. Thus, he does not need to make any assumptions
about Alice and Bob’s measurements in any form, as long as they are spatially separated.
However, he should hide the indices of the questions by ensuring that his questions cannot be
unambiguously discriminated and that there are no side channels from his lab to Alice and
Bob [46], as discussed in Section 2.2.4. The players can increase ℘ by either sharing a more
entangled state or using a better LOCC strategy until reaching the maximum value ℘MDINPT. We
also emphasize that there is no need for the referee to trust the players; if the players do not
perform their optimization appropriately they will incur losses.
Example
We now provide a short and simple example of how MDI NPT entanglement witnessing is
possible using a single extremal decomposable witness. Consider the Schmidt-rank-2 decom-
posable extremal entanglement witness Wˆ de = −2|Ψ−〉〈Ψ−|TB , where |Ψ−〉 = 1√
2
(|01〉− |10〉) is
a Bell state. In a standard witnessing procedure, the Bell state |Φ+〉AB = 1√2(|00〉AB + |11〉AB) is
detected by maximally violating the witnessing inequality of Eq. (2.49), TrWˆ de|Φ+〉AB〈Φ+| = 1,
while the other Bell states cannot be detected using Wˆ de and require different witnesses. In an
extremal semiquantum witnessing game corresponding to Wˆ de, on the other hand, by sharing
|Φ+〉AB Alice and Bob will win the pay-off ℘MDINPT(|Φ+〉AB)=1, if they perform the projection
onto
ZˆA˜B˜11 = |Φ+〉A˜〈Φ+|⊗|Φ+〉B˜〈Φ+|+ |Φ−〉A˜〈Φ−|⊗|Φ−〉B˜〈Φ−|
+ |Ψ+〉A˜〈Ψ+|⊗|Ψ+〉B˜〈Ψ+|+ |Ψ−〉A˜〈Ψ−|⊗|Ψ−〉B˜〈Ψ−|.
(2.64)
Now, one would naively expect that the players could not gain a positive reward in the same
game if they share instead, for instance, the state |Φ−〉AB, just as the witness Wˆ de could not
detect their state in the standard witnessing procedure. Theorem 2.3.4, however, states the
contrary because the shared state is indeed NPT entangled. It can be easily checked that if
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instead Alice and Bob project onto
ZˆA˜B˜11 = |Φ−〉A˜〈Φ−|⊗|Φ+〉B˜〈Φ+|+ |Φ+〉A˜〈Φ+|⊗|Φ−〉B˜〈Φ−|
+ |Ψ−〉A˜〈Ψ−|⊗|Ψ+〉B˜〈Ψ+|+ |Ψ+〉A˜〈Ψ+|⊗|Ψ−〉B˜〈Ψ−|,
(2.65)
they will obtain the pay-off ℘MDINPT(|Φ−〉AB) = 1. As a result, in accordance with Theorem 2.3.4,
both |Φ+〉AB and |Φ−〉AB are maximally NPT entangled as measured by ℘MDINPT.
Multipartite MDI Measures
We close this section by briefly commenting that it is straightforward to extend our MDI
entanglement characterization approach to quantify the entanglement within any partitioning
of a multipartite quantum state. In such scenarios, there are K players denoted by the index set
I = {1, 2, . . . , K} where a k-partition of them is uniquely specified by the set Pk = {I1, . . . , Ik}
such that ∪kj=1Ij = I and that the players within the same party Ij (j = 1, . . . , k) can perform
joint (global) measurements on their respective questions, while the group of players in different
parties are confined to LOCC.
According to Refs. [38, 39], in general, multipartite entanglement has a highly complex
structure. However, it can be shown that the subset of witnesses extremal to the set of Pk-
separable quantum states is necessary and sufficient for detecting entanglement within Pk.
Depending on the partitioning, Charlie thus performs the optimization over all such games
denoted as WPksq .
Theorem 2.3.5. The pay-off
℘MDI(%ˆPk) = max
W
Pk
sq ∈WPksq
max
ZˆPk∈MPkLOCC
℘(%ˆAB; Zˆ
Pk
11 ;W
Pk
sq ) (2.66)
measures entanglement with respect to the partitioning Pk in a MDI way, and it is universal
and faithful.
Proof. The proof follows from the same line of proof of Theorem 2.3.3.
2.4 Concluding Remarks
E
ntanglement as a convex resource theory benefits from being characterizable using var-
ious mathematical tools designed for the study of convex geometry. Within a physical
context where our perception of rigorous mathematical framework for physical phenomena is
subject to experimental errors and precision bounds, we aimed to further refine our theoretical
tools to overcome experimental complications and challenges. In particular, we provided two
novel procedures for entanglement detection and quantification to address the experimental
challenges originating from noise, losses, and untrustworthiness of the agents.
In entanglement detection, we introduced ultrafine entanglement witnessing that uses ad-
ditional information that is typically already available in a standard witnessing experiment to
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seamlessly improve standard witnessing strategies. Ultrafine entanglement witnessing also re-
laxes the requirements on the test operators and allows for entanglement detection with a much
smaller number of measurements compared to the standard entanglement witnessing. This is
a considerable experimental simplification which potentially allows for faster and more precise
detection of entanglement compared to the existing protocols. We have demonstrated this in
practice for a family of two-qubit entangled states using two fixed three-outcome POVMs. We
also showed that our method always performs at least as well as the standard procedure and
seamlessly and inelaborately improves it. We also described a scalable experimental protocol
that generalizes to higher dimensional and multipartite quantum systems, and showed that, in
its simplest form, the number of measurements required for this protocol scales linearly with
the number of agents.
For entanglement quantification, on the other hand, we showed that entanglement can
be quantified operationally in a measurement-device-independent way within the context of
extremal semiquantum witnessing games, a subclass of semiquantum nonlocal games, and in
the LOCC paradigm. This quantification technique, as it is suggested by its name, does not rely
on any characterization of particular measurement devices. Rather it solely exploits statistics of
measurement events for characterizing entanglement, hence, can be applied in situations where
distant parties are untrustworthy. We proved that the LOCC does not help the players in such
games to increase their maximum reward for a fixed amount of effective shared entanglement.
Specifically, if players perform noisy measurements or do not adopt the optimum strategy, then
the entanglement they demonstrate to Charlie will be lower than that contained in the state
they share. However, it is not possible for them to cheat and convince the referee that they
have more entanglement than that contained in their state. In this way, the average reward
provides a lower bound on the amount of entanglement within the shared state while the
pay-off value provides a universal convex measure of entanglement. This is a significant new
tool for quantum information applications. We also showed that an arbitrary decomposable
member of this class of games is necessary and sufficient for both detection and quantification
of NPT entanglement which is necessary for entanglement distillation, and thus, we reduced
the whole set of games down to a single arbitrary game in such scenarios. Last but not least,
we extended this approach to the multipartite scenario where quantification of entanglement
within an arbitrary partitioning of a multipartite quantum state is desired.
The two approaches presented here can thus be used to significantly improve the power
of entanglement detection and quantification experiments, as well as increasing their resilience
against experimental imperfections and cheating strategies. These are both of great importance
for our ability to use entanglement in future technologies. It is, however, interesting to ask as
to whether it is possible to combine these two to formulate ultrafine measurement-device-
independent entanglement characterization techniques.
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CHAPTER 3
Generalized Quantum Correlations in Discrete
Variable Systems
3.1 Why Generalized Quantum Correlations?
S
patially separated classical systems can be correlated within the LCSOCC paradigm in
which local systems and operations as well as the exchanged information are all classical.
On the other hand, various frameworks can be defined within quantum mechanics, e.g., LOCC,
SLOCC, and fully quantum paradigms. In previous chapter we showed that, in particular,
SLOCC is obtained from LCSOCC by replacing local systems and operations with quantum
systems and operations, while maintaining the restriction of classical communication, and fur-
ther allowing for nondeterministic preparations with postselection. We observed that, as a
result of this restriction, only a subset of all global quantum states can be obtained, namely,
separable ones. The latter implies that there are quantum states with correlations that cannot
be reproduced classically, i.e., via classical communication, hence named quantum correlated.
In contrast to “classically correlated” and “quantum correlated” that are well-defined jar-
gon in the sense that they specify the nature of the communication used to correlate distant
subsystems, neither of the terms “classical correlations” and “quantum correlations” possess a
clear meaning. The latter two favourably refer to a separation between correlations in terms
of their classicality and quantumness, nevertheless, as we yet do not have a clear cut between
what is classical and what is quantum, there are fundamental disagreements and ambiguity in
what should be understood from these terms. In other words, despite being widely used in
the contemporary physics literature, both terms do not clarify what property of the observed
correlations between subsystems exactly implies their classicality or quantumness.
On the surface, one may consider quantum correlations as those that cannot be imprinted in
quantum systems via classical communication and thus, equate them with correlations within
quantum correlated systems. As a result of this definition, all separable states will merely contain
classical correlations and entangled states are the only ones possessing quantum correlations.
However, such a naive assignment of notions can be problematic. First, note that speaking of
correlations we implicitly split observable global phenomena in the system into two parts: those
originating from local properties of subsystems, and those emerged from collective behaviour of
the system due to correlations between subsystems. That is, if a quality is observed within the
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global system, it must either be a consequence of some observable local properties, or a result
of correlations between subsystems. As a consequence, either any global quantum phenomenon
must be purely explainable in terms of locally observable quantum properties of subsystems,
or the correlations must be considered as the root of quantumness. Importantly, one does not
expect a collective quantum effect to emerge from classical correlations; otherwise the adjective
“classical” will simply be contradictory. Second, building upon the above considerations, every
global quantum effect implies either some form of local quantumness or entanglement of the
joint system. As we will see shortly, in general, neither of the two conclusions can be drawn
from global quantum phenomena. In other words, there exist physical systems that only show
collective quantum effects and, at the same time, do not possess entanglement, rendering the
assigned meaning to “quantum correlations” flawed.
At this point, two things need to be done. First, “classical correlations” and “quantum
correlations” should be explicitly defined in a consistent way. Second, based on that, correla-
tions beyond entanglement must be explored that possibly include some separable states. The
result has to provide a feasible explanation for the emergence of collective quantum phenomena.
The goal of the present chapter is to propose one such a definition along with an appropriate
example.
3.1.1 A Short Discussion of Discord
Before moving to our main discussion and proposal, we will review very briefly one popular
approach to defining a broader notion of quantum correlations; a property called quantum
discord [1, 2].
We begin with the intuition from our earlier discussions, from an informational perspective,
that “correlations” can be understood as the information that can be obtained about a system
by looking at it as a whole, whilst the information is not available locally. Recall from Sec-
tion 1.4.1 of Chapter 1 that within classical theory of information Shannon entropy quantifies
the amount of information stored in a probability distribution; the larger its Shannon entropy,
the less information we have about the outcome of a future measurement of the random vari-
able associated with that distribution. Therefore, the amount of extra information that is not
local and, in a sense, is stored within correlations can be quantified via the mutual information,
defined as
I(X, Y ) = H(X) +H(Y )−H(X, Y ). (3.1)
Corollary 3.1.1. I(X, Y ) > 0, with equality holding if and only if X and Y are independent
variables.
Proof. This follows immediately from Lemma 1.4.2.
Corollary 3.1.1 thus implies that the global system always contains more information unless
the subsystems are independent. Moreover, by Shannon chain rule in Lemma 1.4.3, the global
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and local information can be connected to the conditional entropies as
H(X|Y ) = H(X, Y )−H(Y ),
H(Y |X) = H(X, Y )−H(X).
(3.2)
In this way, mutual information may be rewritten in terms of conditional information as
I(X, Y ) = H(X)−H(X|Y ),
= H(Y )−H(Y |X).
(3.3)
By combining Eq. (3.3) with Lemma 1.4.4 and its interpretation, namely that gaining informa-
tion about a second random variable is always more informative if the variables are not inde-
pendent, we arrive at two important conclusions. First, the amount of information contained
within correlations is equal to the information deficit between conditional and unconditional
entropies. Second, the information contained within correlations is not directional, i.e., it does
not depend on the party that the conditioning is made upon. The latter can be also understood
as the fact that the correlations obtained between two classical subsystems using LCSOCC does
not depend on the direction of the communication used.
Let us also recall from Section 1.4.2 of Chapter 1 that for a joint distribution PrX,Y (x, y)
of two random variables X and Y with marginals PrX =
∑
y∈SY PrX,Y (x, y) and PrY =∑
x∈SX PrX,Y (x, y), the conditional entropies have the following equivalent interpretation too.
By defining conditional distributions as
PrX|Y (x|y) = PrX,Y (x, y)
PrY (y)
, PrY |X(y|x) = PrX,Y (x, y)
PrX(x)
, (3.4)
the entropy of random variable X for each random outcome y ∈ SY is given by
H(X|y) = −
∑
x∈SX
PrX|Y (x|y) log PrX|Y (x|y), (3.5)
and similarly for H(Y |x). By averaging the quantities in Eq. (3.5) over all outcomes in SY , our
quantification will become collective and independent of specific values y ∈ SY and results in
the conditional entropy
H(X|Y ) =
∑
y∈SY
PrY (y)H(X|y). (3.6)
As a result, there are two equivalent routes to the evaluation of the classical mutual information:
using either of Eqs. (3.2) or (3.6) to obtain the conditional entropies and substituting it into
Eq. (3.3).
We now consider the quantum scenario. As discussed in Section 1.4.5 of Chapter 1, the two
classical approaches for defining conditional entropies when mapped onto quantum formalism
lead to different quantities. By replacing Shannon entropy with von Neumann entropy the
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counterpart of Eq. (3.2) as defined in Eq. (1.120) is given by
S(%ˆA|B) = S(%ˆAB)− S(%ˆB),
S(%ˆB|A) = S(%ˆAB)− S(%ˆA).
(3.7)
On the other hand, following the methodology leading to Eq. (3.6), by considering projective
measurements of one party, we may define
S{ΠˆBi }(%ˆA|B) =
∑
i
piS(%ˆA|i),
S{ΠˆAi }(%ˆB|A) =
∑
i
qiS(%ˆB|i),
(3.8)
in which {ΠˆBi } is a projective valued measure (PVM) for subsystem B1 and the conditional
state of A given outcome i obtained with probability pi = Tr %ˆABΠˆ
B
i is given by
%ˆA|i =
TrB %ˆABΠˆ
B
i
Tr %ˆABΠˆBi
. (3.9)
Similarly, {ΠˆAi } is a PVM for subsystem A, %ˆB|i is the conditional state of B given outcome i
obtained with probability qi. A minimization over all possible PVMs is equivalent to maximizing
the amount of extractable information, hence, we define
S˜(%ˆA|B) = inf
{ΠˆBi }
S{ΠˆBi }(%ˆA|B),
S˜(%ˆB|A) = inf
{ΠˆAi }
S{ΠˆAi }(%ˆB|A).
(3.10)
Hence, following classical intuitions, both quantities S(%ˆA|B) and S˜(%ˆA|B) represent conditional
entropies on their rights. As a result, we can also define the quantum mutual information in
two different ways using directly from Eq. (3.3) as
I(%ˆAB) = S(%ˆA)− S(%ˆA|B) = S(%ˆB)− S(%ˆB|A) = S(%ˆA) + S(%ˆB)− S(%ˆAB), (3.11)
JB(%ˆAB) = S(%ˆA)− S˜(%ˆA|B), (3.12)
and similarly JA(%ˆAB). At this point, we contrast I with J as follows.
1. I:
• is not a directional quantity because it has been defined based on the chain rule, as
represented on the right-hand-side of Eq. (3.11).
• is based on the ill-defined conditional entropies S(%ˆA|B) and S(%ˆB|A), recalling that
these quantities can attain negative values, e.g., for pure entangled states; see Sec-
tion 1.4.5. Note, however, that I itself is well-defined and always positive due to
1From now on, we refer to an orthonormal PVM only as a PVM.
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subadditivity of von Neumann entropy as given by Lemma 1.4.7.
2. J:
• is directional, i.e., for a bipartite quantum state, in general, JA(%ˆAB) 6= JB(%ˆAB), due
to the fact that S˜(%ˆB|A) 6= S˜(%ˆA|B).
• unlike I, does not involve any ill-defined conditional entropies.
Thus, we see that within the framework of quantum information theory, there seems to be no
justification to prefer either of I or J over the other quantity to replace the classical mutual
information. The notable point, however, is that in contrast with classical mutual entropy, the
two definitions are not equal, that is in general I 6= J. Specifically, by using Corollary 1.4.1
that implies S(%ˆA|B) 6 S˜(%ˆA|B) in Eqs. (3.11) and (3.12), we find that J 6 I. One may interpret
I as the total amount of correlations inherent within the state, and JX as the total amount of
information regarding the correlations that is extractable by measurements on party X. Hence,
the inequality J 6 I means that not all the information encoded into correlations between
quantum systems can be extracted locally. Motivated by this interpretation, Ollivier and
Zurek [2] and Henderson and Vedral [1] independently introduced quantum discord as follows.
Definition 3.1.1. For a given bipartite quantum state %ˆAB the deficit between the total and
extractable information,
δB→A(%ˆAB) = I(%ˆAB)− JB(%ˆAB), (3.13)
is called the quantum discord (from Bob to Alice) and represents the quantum correlations within
the state.
Some facts about quantum discord are as follows. First of all, it is a directional quantifier
meaning that, in general, δB→A 6= δA→B. This is expected as the quantity J is directional. In
particular, we obtain the following result using Corollary 1.4.1.
Lemma 3.1.1. [2] Quantum discord of a quantum state %ˆAB from party B to party A is nonneg-
ative, and δB→A(%ˆAB) = 0 if and only if the state can be decomposed as %ˆAB =
∑
i pi%ˆA;i⊗|i〉B〈i|
for some orthonormal basis {|i〉B〈i|} and a probability distribution {pi}. Similar result holds
for discord from A to B.
A bipartite quantum state that contains discord in one direction is called one-way discordant.
Moreover, if the state is one-way discordant in both possible directions, then it is called a
two-way discordant state.
Corollary 3.1.2. A quantum state %ˆAB is two-way nondiscordant if and only if it can be written
as %ˆAB =
∑
i pi|i〉A〈i| ⊗ |i〉B〈i| for some local orthonormal bases {|i〉A〈i|} and {|i〉B〈i|}, and a
probability distribution {pi}.
The second fact that is easily inferred from Lemma 3.1.1 is that all entangled states are
two-way discordant. This is because any entangled state definitely cannot be written as convex
combinations given in this lemma, otherwise they would be separable states.
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Proposition 3.1.1. Quantum entanglement implies quantum discord.
Note, however, that the converse is not true. In particular, by Corollary 3.1.2, the set of two-
way nondiscordant states is only a subset of separable states, meaning that there exist separable
states that contain quantum correlations as measured by quantum discord. Most importantly,
separable discordant states can be prepared using classical communication and thus, they are
called classically correlated. In contrast, according to Definition 3.1.1 of quantum discord,
such states contain quantum correlations showing that classically correlated states may contain
quantum correlations. Hence, it makes a difference to discriminate between quantum correlated
states and states containing quantum correlations.
Third, any correlation that is assumed to be quantum has to manifest its operational sig-
nificance in the collective performance of some quantum task. In other words, there have to be
protocols that are empowered by quantum discord beyond what can be achieved via classical
systems and classical protocols. Since its introduction, there have been several investigations
and proposals into various protocols ranging from quantum state discrimination [3, 4] and
quantum computation [5–7] to quantum communication protocols [8]. Nevertheless, there are
ongoing controversies [9–11] as to whether discord plays the role of the ultimate resource in
these protocols.
Fourth, and arguably most importantly, quantum discord is not a convex quantity. Specif-
ically, suppose that %ˆAB =
∑
i pi|i〉A〈i| ⊗ |i〉B〈i| and σˆAB =
∑
i pi|φi〉A〈φi| ⊗ |φi〉B〈φi| are
two quantum states that both, according to Corollary 3.1.2, have zero discord. Due to the
fact that the collection of vectors {|i〉X〈i|} ∪ {|φi〉X〈φi|} for X = A,B does not necessarily
form an orthonormal eigenbasis for HX, one can easily verify that the convex combination
τˆAB = x%ˆAB + (1 − x)σˆAB (x ∈ (0, 1)) is not necessarily a nondiscordant state. Hence, just by
randomly choosing between two nonresourceful states one may obtain a resourceful one. We
see that nonconvexity of discord can be associated (as we will see later, partially) with the basis
mismatch. It turns out that, it is useful to consider the basis-dependent discord as follows.
Definition 3.1.2. A basis-dependent quantum mutual information for party B with respect to
the PVM {ΠˆAi } is given by
J{ΠˆAi }(%ˆAB) = S(%ˆB)− S{ΠˆAi }(%ˆB|A), (3.14)
where {ΠˆAi } is a preferred basis for measurements on party A. A similar definition applies to
basis-dependent quantum mutual information for party B.
Definition 3.1.3. For a given bipartite quantum state %ˆAB the deficit between the total and
extractable information with respect to the PVM {ΠˆBi },
δB→A(%ˆAB|{ΠˆBi }) = I(%ˆAB)− J{ΠˆBi }(%ˆAB), (3.15)
is called the basis-dependent quantum discord (from Bob to Alice).
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A useful relation for basis-dependent discord can be obtained as follows. First, let us define
depolarizing maps.
Definition 3.1.4. A depolarizing map with respect to an orthonormal basis {|i〉〈i|} is given by
∆[ · ;µ] =
∑
i
µi〈i| · |i〉|i〉〈i|, (3.16)
in which µ = (µi)i with µi 6 1. Moreover, we denote ∆[ · ;µ] simply as ∆[ · ], called the fully
depolarizing map.
Then, we rewrite Eq. (3.8) as
S{ΠˆAi }(%ˆB|A) =
∑
i
qiS(%ˆB|i)
= S
(∑
i
qi|i〉A〈i| ⊗ %ˆB|i
)
+
∑
i
qi log qi
= S (∆A[%ˆAB]) + S (TrB ∆A[%ˆAB]) ,
(3.17)
in which ∆A[ · ] is the local fully depolarizing map on Alice’s side in the measurement basis
{ΠˆAi = |i〉A〈i|}. Then, substituting this into Eq. (3.14) and noticing that %ˆB = TrA %ˆAB =
TrA ∆A[%ˆAB], we have
J{ΠˆAi }(%ˆAB) = I (∆A[%ˆAB]) . (3.18)
Similarly it holds that J{ΠˆBi }(%ˆAB) = I (∆B[%ˆAB]). These relations might intuitively be inter-
preted as that basis-dependent form of the quantum mutual information J is just the mutual
information I when one party is restricted to measurements in a specific basis. Now, the
basis-dependent discord in Eq. (3.15) can be written as
δB→A(%ˆAB|{ΠˆBi }) = I(%ˆAB)− I (∆B[%ˆAB]) ,
δA→B(%ˆAB|{ΠˆAi }) = I(%ˆAB)− I (∆A[%ˆAB]) .
(3.19)
It should also be clear that, by Eq. (3.10), the basis-independent discord in Eq. (3.13) can
be obtained by minimizing the basis-dependent discord (3.15) over all possible PVMs as
δB→A(%ˆAB) = inf
{ΠˆBi }
δB→A(%ˆAB|{ΠˆBi }). (3.20)
The following thus easily result from Lemma 3.1.1 and Corollary 3.1.2.
Lemma 3.1.2. The basis-dependent quantum discord of a quantum state %ˆAB from party B to
party A with respect to the PVM {ΠˆBi } is zero, δB→A(%ˆAB|{ΠˆBi }) = 0, if and only if the state
can be decomposed as %ˆAB =
∑
i pi%ˆA;i ⊗ |i〉B〈i| for the orthonormal basis {ΠˆBi = |i〉B〈i|} and a
probability distribution {pi}. Similar result holds for basis-dependent quantum discord from A
to B.
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Corollary 3.1.3. Given local PVMs {ΠˆAi } and {ΠˆBi }, a quantum state %ˆAB is two-way basis-
dependent nondiscordant if and only if it can be written as %ˆAB =
∑
i pi|i〉A〈i| ⊗ |i〉B〈i| for the
local orthonormal bases {ΠˆAi = |i〉A〈i|} and {ΠˆBi = |i〉B〈i|}, and a probability distribution {pi}.
Let us now return to our previous comment that basis mismatch is only partially responsible
for nonconvexity of quantum discord. We notice that, in contrast with the basis-independent
discord, the basis-dependent discord does not suffer from the basis mismatch issue when mixing
two states: this time, two quantum states can simultaneously be basis-dependent nondiscordant
(one- or two-way) only if they are nondiscordant with respect to the same basis for the same
party. Obviously, mixing two such states cannot create a discordant state. However, there
exist quantum states that have zero basis-dependent discord irrespective of the chosen basis,
namley, the product states. For instance, the two states %ˆAB = %ˆA ⊗ %ˆB and σˆAB = σˆA ⊗ σˆB
have zero (basis-dependent and -independent) discord with respect to all choices of bases.
Yet, clearly convex combinations of %ˆAB and σˆAB can have basis-dependent or -independent
discord with respect to our choice of bases. Within the rest of this chapter, we try to create a
rigorous framework for a basis-dependent definition of quantum correlations using the picture
of quantum resource theories and provide sufficient theoretical and operational justifications as
to why a basis-dependent quantity is more relevant. We also discuss the possible consequences
and fixes to the convexity issue.
3.2 The Resource Theory of Quantum Coherence
Q
uantum theory has various odd aspects; at its heart, however, resides one special char-
acteristic: the superposition principle. Within the present section, we briefly review the
resource theory of quantum coherence which exploits the mathematical framework of quantum
resource theories to provide a rigorous characterization of this fundamental property.
3.2.1 What Is Quantum Coherence?
In Section 2.1.1 we showed that the quantum state space Sq associated with a quantum system
is the compact convex set of all positive and normalized linear operators acting on a Hilbert
space. Moreover, pure quantum states constitute the extreme points of this convex set. Hence,
pure quantum states can be thought of as the building blocks of the state space. For our
current purpose, it is sufficient to consider the Hilbert space of the system to be finite (say d)
dimensional. So, the state space Sq will also be finite (d2) dimensional2.
Now, suppose that %ˆ is an arbitrary point of the quantum state space. We ask “how can we
construct %ˆ from a fixed complete set of pure states?” The answer constitutes of two parts. First,
if the state is pure, i.e., %ˆ = |ψ〉〈ψ|, then it is an extreme point of Sq and by Corollary 1.1.12
it possesses no nontrivial convex decomposition in terms of other quantum states. However,
2Note that, by Definition 1.1.47, the dimensionality of a convex set is the maximum number of affinely
independent points belonging to that set.
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given a complete set of vectors {|φi〉}di=1 (not necessarily orthonormal) for H, it can be written
as a coherent superposition of the basis elements, that is, |ψ〉 = ∑di=1 ci|φi〉. Second, if %ˆ is a
mixed state, then by Carathe´odory theorem 1.1.5 there exists a convex decomposition of the
state into d2 pure states3. Note that such a decomposition is not necessarily unique, and a
quantum state may possess many convex decompositions. The important point, however, is
that not every quantum state can be decomposed using the elements of a fixed set of pure
states; see our discussion following Carathe´odory theorem 1.1.5. Hence, after obtaining a
convex decomposition, every pure element of the decomposition can be written as a coherent
superposition of the complete set of interest, just as in the first case. As a result, in general,
there is a two-step construction procedure in terms of a fixed complete set of pure states for
any quantum state:
i. If necessary, coherently superpose the basis states to obtain another set of pure states.
ii. Probabilistically mix the new set of pure states to obtain %ˆ.
From the above simple analysis we learn that if a quantum state %ˆ cannot be expressed as
a convex combination of a set of pure states, then a coherent superposition of those pure states
is essential to construct %ˆ. We then say that %ˆ contains coherence with respect to the given set
of pure states.
It should now be conceivable that quantum coherence, as the manifestation of the quantum
superposition principle, can be captured as a resource theory. For this purpose, we need to
first define the set of free operations. This, however, depends heavily on the physical system of
interest and fundamental or operational restrictions. For instance, in photonics the preparations
might be restricted to the vertical and horizontal, or the diagonal and antidiagonal components
of the radiation field. In contrast, in an atomic realization of qubits, the preferred preparations
could be the energy eigenstates to which the systems decohere. By the above considerations and
parallel to Postulate 2, we know that the set of free operations for a resource theory of coherence
is one that constrains an experimenter to the preparation of a specific class of quantum states
and their convex combinations. The extreme points of this convex set (which is also compact),
in general, does not need to satisfy any purity, orthogonalization, or completeness conditions.
This is, for example, the case for the nonclassicality theory of continuous variable bosonic
systems in which the set of bosonic coherent states {|α〉〈α| : α ∈ C}, as extreme points, are
nonorthogonal and overcomplete [12].
In this chapter, we assume that the set of generating points is a finite complete orthonormal
basis which is usually termed the computational basis and denoted by E = {|i〉〈i|}. It thus
follows that, in this case, the set of free states Sfree = Sinc = convE is a polytope, the elements
of which are commonly called incoherent states; see Fig. 3.1. By making use of Theorem 1.1.9
we thus arrive at the following.
3Note that, the actual number of points required for such a decomposition is d2 + 1. However, one point
serves as the origin which is assumed to be the zero operator. Hence, we are left with only d2 pure states.
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Figure 3.1: Geometrical illustration of the polytope of incoherent states. The black
ellipse represents the quantum state space. Assuming that the generating points E of free states
are pure and finite, they rely on the boundary of the state space and their closed convex hull
forms a polytope, represented by the shaded area. Any point outside this polytope (the red
dot) represents a quantum state that contains coherence with respect to E , i.e., its constructions
inevitably requires a coherent superposition of the elements of E .
Corollary 3.2.1. The polytope of incoherent states can be characterized using finitely many
separating hyperplanes, i.e., coherence witnesses.
Accordingly, the elements of the set of free operations Ofree are called incoherent operations.
Importantly, incoherent states can arise from different sets of free operations. Several classes
of such operations for the resource theory of coherence have been studied so far, e.g., general,
strict [13], and genuine incoherent operations [14]. A review of these operations and their
operational meaning can be found in Refs. [15, 16]. Here, we mainly consider two classes of
incoherent operations. The first class of interest, is called the general incoherent operations as
discussed in Ref. [13]. These are the most general incoherent operations possible and possess
Kraus decomposition Λ( · ) = ∑i Fˆi( · )Fˆ †i such that ∑i Fˆ †i Fˆi = 1ˆ and FˆiSincFˆ †i ⊂ Sinc for all
i. The latter condition ensures that even by subselection of the operation output one cannot
generate coherence from incoherent states. Every Kraus operator then must be of the form
Fˆ =
∑
i
ci|i〉〈ψi|, (3.21)
in which ci ∈ C and |ψi〉 ∈ span{|j〉 ∈ Ei} so that Eis are disjoint subsets of E [13]. The latter
means that the vectors |ψi〉 must live on disjoint orthonormal subspaces spanned by incoherent
basis elements.
The second class of operations we use are called strict incoherent operations. They are
simply incoherent operations of the above given form with the extra restriction that for every
Kraus operator Fˆi it holds true that Fˆ
†
i is also incoherent so that the adjoint map of Λ given
by Λ‡( · ) = ∑i Fˆ †i ( · )Fˆi is incoherent too [13]. Using Eq. (3.21) this implies that the Kraus
operators of strict incoherent operations have the form
Fˆ =
∑
i
ci|i〉〈j(i)|, (3.22)
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with both |i〉, |j〉 ∈ E and j(i) is one-to-one function. As shown by Yadin et al [17], these
operations correspond to those also not consuming quantum coherence within the given com-
putational basis. A necessary and sufficient condition for strictness of incoherent operations is
given below.
Lemma 3.2.1. [17, 18] An incoherent operation Λ is strict incoherent if and only if it possesses
a set of Kraus operators {Fˆi} such that for all quantum states %ˆ holds
∀i : ∆[Fˆi%ˆFˆ †i ] = Fˆi∆[%ˆ]Fˆ †i . (3.23)
Here, ∆ is the fully depolarizing map and the binary operation ◦ between operations is simply
the composition of superoperators, e.g., ∆ ◦ Λ[%ˆ] = ∆[Λ[%ˆ]]. Equation (3.2.1) is sometimes
notatioally compressed int a commutation relation as [∆, Fˆi] = 0.
In what follows, however, we are interested in a subset of strict incoherent operations that
we name universal strict incoherent (USI). Elements of OUSI are those generating the symmetric
group (i.e., the group of permutations) on E . In mathematical terms,
symE = 〈〈OUSI〉〉, (3.24)
where 〈〈 · 〉〉 is the standard group generation operation via group composition, that is, the group
is formed by repeatedly composing the elements of the generating set. It is also straightforward
to show that symE is isomorphic to sym{1, . . . , d}, where d is the dimensionality of E . Now, the
universality ofOUSI must be understood over the set of incoherent states, that is, USI operations
are necessary and sufficient to generate any incoherent state σˆ ∈ Sinc via their composition and
mixing, and subselection of outcomes. Note also that, starting from a pure state the subselection
can be disregarded. Equivalently, any incoherent operation can be obtained from a composition
of the elements in OUSI. That is,
∀Γ ∈ Oinc ∃{Λi} ⊆ OUSI such that Γ[ · ] = Λ1 ◦ Λ2 ◦ Λ3 ◦ · · · [ · ]. (3.25)
As an explicit example, suppose that the space is 3-dimensional with the computational
basis E3 = {|i〉〈i|}3i=1 and consider the set of permutation operations
OUSI;3 = {|j〉〈i| · |i〉〈j|+ |i〉〈j| · |j〉〈i|+
∑
k=i+2
|k〉〈k| · |k〉〈k|}, (3.26)
for i = 1, 2, 3 and j = i+ 1 mode 3. Explicitly,
Λ1 = |2〉〈1| · |1〉〈2|+ |1〉〈2| · |2〉〈1|+ |3〉〈3| · |3〉〈3|,
Λ2 = |3〉〈2| · |2〉〈3|+ |2〉〈3| · |3〉〈2|+ |1〉〈1| · |1〉〈1|,
Λ3 = |3〉〈1| · |1〉〈3|+ |1〉〈3| · |3〉〈1|+ |2〉〈2| · |2〉〈2|.
(3.27)
Elements of OUSI;3 are thus permutation superoperators. It can be easily verified that OUSI;3 is
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sufficient to generate any permutation of E3 via composition of its elements. In particular, for
any i we have Λi ◦Λi = ∆ which is the identity over the set of incoherent states Sinc. Being able
to generate any pure incoherent state starting from another arbitrary incoherent pure state
using OUSI;3, it is immediately clear that any incoherent state in convE3 can be reached by
probabilistic implementation of such USI maps and their compositions as required.
3.2.2 Measuring Quantum Coherence
The next step in characterizing the resource theory of coherence is to provide appropriate
measures that meet the axioms given in Section 1.2.2 of Chapter 1 with respect to the set of
free operations defined in the previous section:
1. For any faithful measure of coherence C, a quantum state σˆ is incoherent if and only
C(σˆ) = 0.
2. For any incoherent operation Λ ∈ Oinc acting on quantum states, the measure C has to be
strongly monotonic in the following sense. Suppose that %ˆ is transformed to an ensemble
of states {%ˆi} with the corresponding probabilities {pi} upon the action of Λ. Then, it
must be true that,
%ˆ
Λ7−→
∑
i
pi%ˆi ←→ C(%ˆ) >
∑
i
piC(%ˆi), (3.28)
meaning that coherence should not increase on average via incoherent operations.
3. A measure C of coherence must be convex, i.e., suppose that {%ˆi} is an ensemble of
quantum states with the corresponding probabilities {pi}, then it must hold true that
C(
∑
i
pi%ˆi) 6
∑
i
piC(%ˆi), (3.29)
meaning that the average coherence should not increase by mixing.
Several measures of coherence have been introduced in the literature, mostly in parallel with the
measures of entanglement, e.g., coherence of formation [19] and robustness of coherence [20, 21].
At this point, it is worth mentioning that there exists a preorder similar to the majorization
of entanglement [22, 23] for coherent states.
Theorem 3.2.1. [24] A pure state |ψ〉〈ψ| can be transformed into the pure state |φ〉〈φ| by
means of incoherent operations if ∆[|φ〉〈φ|] majorizes ∆[|φ〉〈φ|], i.e., ∆[|φ〉〈φ|]B∆[|ψ〉〈ψ|], where
∆[ · ]=∑〈i| · |i〉|i〉〈i| is the fully depolarizing map.
The majorization relations B for two matrices A and B with spectrums specA = (a1, . . . , ad)
and specB = (b1, . . . , bd), respectively, is defined by
ABB if and only if ∀i < d
i∑
j=1
aj >
i∑
j=1
bj and
d∑
j=1
aj =
d∑
j=1
bj. (3.30)
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As such, it can be easily verified that, for a given computational basis E = {|i〉〈i|}, the pure
state |Φ〉 = 1√
d
∑d−1
i=0 |i〉 is the one that can be transformed into any other pure state using an
incoherent operation. Even more generally, |Φ〉〈Φ| can be transformed into any state %ˆ ∈ Cd [25].
This fact, justifies the use of the term “maximally coherent state” for |Φ〉, the coherence of
which can be used as the unit of coherence. Defining a quantity called the entropy of coherence
as Ce(|Φ〉〈Φ|) = S(∆[|Φ〉〈Φ|]), where S is the von Neumann entropy [13], uniquely characterizes
the coherence of pure states by assigning the maximum entropy to the depolarized maximally
coherent state and minimum entropy to pure incoherent states. Below we will consider two
measures for characterization of coherence within mixed quantum states.
Coherence of Formation
Similar to the entanglement of formation as give in Definition 2.3.2, the coherence of formation
characterizes the amount of coherence required to create a given state %ˆ from ensembles of pure
states, particularly from maximally coherent states.
Definition 3.2.1. [19] Given a quantum state %ˆ, the coherence of formation of %ˆ is defined as
Cf(%ˆ) = min{pi,|ψi〉〈ψi|}
∑
i
piCe(|ψi〉〈ψi|), (3.31)
in which the minimization is performed over all possible decompositions of %ˆ into ensembles
{pi, |ψi〉〈ψi|}.
Using the strong monotonicity of Cf under incoherent operations, we conclude that to create %ˆ
with Cf(%ˆ) one must initially have access to at least the same amount of coherence stored in
a collection of pure coherent states. The majorization criterion described earlier for coherent
state transformation also implies the converse, that is, one who have access to Cf amount of pure
state coherence in maximally coherent states can generate %ˆ with the same amount of coherence
by means of incoherent operations. Hence, Cf operationally characterizes the asymptotic rate
at which maximally coherent states have to be consumed to generate a given quantum coherent
state [13]. Interestingly, it can be easily shown that the coherence of formation is an additive
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quantity. For %ˆ =
∑
i pi|ψi〉〈ψi| and σˆ =
∑
i qi|φi〉〈φi| with
∑
i pi =
∑
i qi = 1 we have
Cf(%ˆA ⊗ σˆB) = min{pi,|ψi〉〈ψi|};{qi,|φi〉〈φi|}
∑
ij
piqjCe(|ψi〉A〈ψi| ⊗ |φj〉B〈φj|)
= min
{pi,|ψi〉〈ψi|};{qi,|φi〉〈φi|}
∑
ij
piqjS(∆AB[|ψi〉A〈ψi| ⊗ |φj〉B〈φj|])
= min
{pi,|ψi〉〈ψi|};{qi,|φi〉〈φi|}
∑
ij
piqjS(∆A[|ψi〉A〈ψi|]⊗∆B[|φj〉B〈φj|])
= min
{pi,|ψi〉〈ψi|};{qi,|φi〉〈φi|}
∑
i
piS(∆A[|ψi〉A〈ψi|]) +
∑
j
qjS(∆B[|φj〉B〈φj|])
= min
{pi,|ψi〉〈ψi|};{qi,|φi〉〈φi|}
[∑
i
piCe(|ψi〉A〈ψi|) +
∑
j
qjCe(|φi〉B〈φi|)
]
= Cf(%ˆA) + Cf(σˆB),
(3.32)
where we have used the fact that ∆AB[ · ] = ∆A[ · ] ⊗∆B[ · ] and the subadditivity property of
the von Neumann entropy as given in Lemma 1.4.7.
As pointed out by Winter and Yang [13], in contrast with the entanglement of formation,
coherence of formation is not difficult to calculate. This might originate from the fact that
the set of incoherent states is a polytope which can be characterized using a finite number of
linear inequalities (i.e., witnesses) as mentioned in Corollary 3.2.14. The latter implies that
the minimization in Eq. (3.31) can be easily carried out using standard convex optimization
techniques.
Distillable Coherence and Relative Entropy of Coherence
The converse procedure of coherence formation is coherence distillation, that is, the process of
extracting pure coherent quantum states, in particular maximally coherent states, from mixed
states only using incoherent operations. Winter and Yang have shown in Ref. [13] that the
asymptotic rate for the transformation of a state %ˆ to maximally coherent qubit states is by
the relative entropy of coherence (REC).
Recall from Section 1.4.6 that the relative von Neumann entropy is a distance function be-
tween density operators which is based on von Neumann entropy. Moreover, using Lemma 1.4.10,
we know that the relative von Neumann entropy is faithful and can be used to measure distance
of a point from a reference set, as given by Eq. (1.130). If we choose the reference set to be the
set of incoherent states Sinc, we obtain REC given by
Cr(%ˆ) = δSinc(%ˆ) = inf
σˆ∈Sinc
D(%ˆ||σˆ). (3.33)
Note that Cr is a basis dependent quantity. However, we omit this dependence from the
function’s argument for brevity. Interestingly, a simple closed form can be obtained for this
4See also the discussion following Theorem 1.1.9.
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quantity as follows. Starting with the definition of D(%ˆ||σˆ), Eq. (1.128), we have
D(%ˆ||σˆ) = Tr %ˆ (log %ˆ− log σˆ)
= −S(%ˆ)− Tr %ˆ log ∆[σˆ]
= −S(%ˆ)− Tr ∆[%ˆ] log ∆[σˆ] + S(∆[%ˆ])− S(∆[%ˆ])
= S(∆[%ˆ])− S(%ˆ) +D(∆[%ˆ]||σˆ)
> S(∆[%ˆ])− S(%ˆ).
(3.34)
Here, we have used the fact that, given σˆ ∈ Sinc, ∆[σˆ] = σˆ. By minimizing the left-hand-side
of the above equation over all incoherent states we arrive at
Cr(%ˆ) = S(∆[%ˆ])− S(%ˆ). (3.35)
Baumgratz et al in Ref. [25] have shown that REC satisfies all the axioms of a proper measure
for the resource theory of coherence. Note that Cr, like any other measure of coherence, is a
basis dependent quantity reflecting the fact that coherence is a basis dependent notion. On top
of the simplicity of its calculation, REC enjoys the additivity property, namely that, given the
product state %ˆAB = %ˆA ⊗ σˆB it holds true that Cr(%ˆAB) = Cr(%ˆA) + Cr(%ˆB). This can also be
verified straightforwardly as per below:
Cr(%ˆA ⊗ σˆB) = S(∆AB[%ˆA ⊗ σˆB])− S(%ˆA ⊗ σˆB)
= S(∆A[%ˆA]⊗∆B[σˆB])− S(%ˆA ⊗ σˆB)
= S(∆A[%ˆA]) + S(∆B[σˆB])− S(%ˆA)− S(σˆB)
= Cr(%ˆA) + Cr(σˆB).
(3.36)
We will discuss the usefulness of this property in more details within the next section.
3.2.3 Global Quantum Coherence
Let us now consider the coherence inherent within a quantum system comprised of multiple
subsystems. For simplicity, we consider bipartite systems. In such scenarios, when the local
computational bases for the two parties, Alice and Bob, are EA = {|i〉A〈i|} and EB = {|j〉B〈j|},
respectively, the global (product) computational basis is given by EAB = EA ⊗ EB = {|i〉A〈i| ⊗
|j〉B〈j|} if Alice and Bob are confined to perform separable operations. We would like to
emphasize on the importance of the latter condition, because the mere specification of the
local computational bases does not uniquely determine the global computational basis without
imposing additional constraints. For instance, for a two-qubit system one might choose the
global incoherent states to be the four Bell states that are also perfectly compatible with any
local bases. The set of globally incoherent states is then given by the closed convex hull of
the global computational basis, i.e., Sginc = convEAB. Recalling Corollary 3.1.3, it turns out
that any quantum state σˆ that belongs to Sginc is two-way nondiscordant and thus, the set of
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globally incoherent states is strictly smaller than the set of separable states, Sginc ⊂ Ssep.
Corollary 3.2.2. Any entangled state is globally coherent with respect to any choice of global
product bases.
Proof. Every entangled state %ˆAB does not belong to the set of separable states. By Sginc ⊂ Ssep
for any choice of global product basis, %ˆAB does not belong to Sginc either.
A second useful result is that, by our choice of global basis, it turns out that local coherence
of marginal states implies the global coherence of the state.
Lemma 3.2.2. A quantum state %ˆAB for which either of marginals have nonzero local coherences
is globally coherent.
Proof. This can be concluded from strong monotonicity of coherence measures, Eq. (3.28), and
the fact that due to our choice of the global basis tracing out subsystems is an incoherent
operation.
There also exist several classes of global operations giving rise to the set of globally inco-
herent states Sginc. These are studied to some extent in Ref. [15, 16]. In particular, the class
of globally incoherent (GI) operations OGI is the most general class. The relevant class to the
present dissertation, however, is that of local incoherent operations and classical communication
(LICC), denoted here by OLICC, in which Alice and Bob perform only incoherent operations
locally and share their possible outcomes via a classical channel. In general, globally incoherent
operations will correspond to a resource theory of global coherence in which the global compu-
tational bases could differ from the one given above, namely, EAB = EB⊗EB. In other words, by
restricting the global free operations to that of LICC, we enforce the global basis to be of the
product form. We also note that OLICC ⊂ OLOCC ⊂ Osep [15, 26]. To highlight the difference
between OGI and OLICC, consider the CNOT operation ΛCNOT between two qubits with the
Kraus operator
FˆCNOT = |0〉A〈0| ⊗ 1ˆB + |1〉A〈1| ⊗ σˆx;B, (3.37)
in which σˆx;B is the Pauli x-operator for party B that acts as a bit-flip. It is easy to show that
the set of globally incoherent states Sginc with respect to the global basis EAB is invariant under
the CNOT operation, i.e., for any globally incoherent quantum state σˆAB ∈ Sginc, it holds that
ΛCNOT[σˆAB] = FˆCNOTσˆABFˆ
†
CNOT = τˆ ∈ Sginc. (3.38)
Hence, CNOT operation is globally incoherent, ΛCNOT ∈ OGI. However, it is evident that ΛCNOT
is not separable5 and thus, it cannot be implemented via classical communication meaning that
ΛCNOT /∈ OLICC.
The first interesting question in a global scenario confined to LICC paradigm would then
be “is there a maximally coherent state? And if yes, which one is that?” Unfortunately, the
5Because it can create entanglement: consider, for example, ΛCNOT[|+〉A〈+| ⊗ |0〉B〈0|] = |Φ+〉AB〈Φ+| where
|+〉 = (|0〉+ |1〉)/√2 and |Φ+〉 = (|0, 0〉+ |1, 1〉)/√2.
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answer to this question is unknown yet. On one hand, extending the preorder given in Theo-
rem 3.2.1 to the global setting is only possible under the most general class of operations OGI.
In this case, the maximally coherent state with respect to the global basis EAB is given by
|Φ〉AB = (1/d)
∑d−1
i,j=0 |i〉A|j〉B = |Φ〉A|Φ〉B. This state is, however, a product state that cannot
be transformed into any pure entangled state under LICC. Consequently, for such a transfor-
mation to be possible via incoherent operations as promised by Theorem 3.2.1, one is required
to use entangling operations that are globally incoherent. Such transformations belong to OGI
and not OLICC, implying that |Φ〉AB is not the maximally coherent state within LICC paradigm.
On the other hand, the maximally entangled state is given by |Φ+〉AB = (1/
√
d)
∑d−1
i=0 |i〉A|i〉B
that can be transformed into any bipartite pure state via LOCC operations that are separa-
ble. Interestingly, |Φ+〉AB〈Φ+| is also coherent according to Corollary 3.2.2 that tempts one
to consider it as a candidate for the maximally coherent state within LICC as well. However,
there is no guarantee that the local operations required for the transformation of |Φ+〉AB〈Φ+|
to some desirable state are incoherent. Therefore, it cannot be guaranteed that |Φ+〉AB is the
maximally coherent state under LICC operations. An immediate consequence of this analysis
is that the tasks of global coherence formation and distillation within the LICC paradigm are
still open problems in the field.
The second question of interest is “when is it possible to distil local coherence within the
LICC paradigm?” In one such a scenario, Alice and Bob share an initial state %ˆAB and wish
to distil coherence only within one of the local laboratories A or B while they are restricted
to use local incoherent operations with possibly infinite rounds of classical communication.
Streltsov et al [15] have answered this question as follows.
Theorem 3.2.2. Given the local computational bases EA={|i〉A} and EB={|j〉B}, and Alice
and Bob sharing a bipartite quantum state %ˆAB, they can distil quantum coherence on Bob’s
side using LICC if and only if %ˆAB cannot be written as %ˆAB=
∑
j pj %ˆA;j⊗|j〉B〈j|. Similar result
holds for local coherence distillation on Alice’s side.
An immediate follow-up question is about the circumstances in which neither of the parties
may concentrate quantum coherence on the other side. The answer is as follows.
Lemma 3.2.3. [27] Given the local computational bases EA = {|i〉A} and EB = {|j〉B}, if Alice
and Bob share a bipartite quantum state %ˆAB, they cannot distil quantum coherence on neither
side using LICC if and only if %ˆAB ∈ Sginc, i.e., if and only if the state can be written as
%ˆAB =
∑
ij pij|i〉A〈i| ⊗ |j〉B〈j|.
Proof. Using Theorem 3.2.2, the Lemma means that the state must be of the forms %ˆAB =∑
i pi|i〉A〈i| ⊗ %ˆB;i and %ˆAB =
∑
j pj %ˆA;j ⊗ |j〉B〈j|, simultaneously. Hence the result.
In the next section, we will use our understanding of the resource theory of coherence and its
tools as presented in this section to propose an alternative approach to the theory of quantum
correlations.
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3.3 Nonclassicality in Quantum Computation and Quan-
tum Coherence
S
peaking of the separation between classical and quantum correlations we should first be
clear about what is meant by “nonclassicality” as discussed in detail in Section 3.1. In the
first part of this section, we take an approach with a bit of philosophical taste to define the
jargon “a nonclassical physical process” from a computational perspective. In the second part,
we give a definition of classicality based on coherence theory and the intuition that classical
systems do not experience coherence phenomena in its quantum sense. The most interesting
result, however, is that these two definitions give rise to two equivalent nonclassicality criteria,
a consequence of which is to induce a generalized and unified picture of quantum correlations.
3.3.1 A Computational Perspective on Nonclassicality
A valid empirical theory is one which is testable and falsifiable. Now, let T be a physical theory
and P a physical process consisting of preparations, transformations, and measurements. Then,
testing T in P consists of three steps:
1. Write down the equations provided by T that are assumed to govern P.
2. Efficiently compute the predictions of T regarding the outcomes of measurements on the
outputs of P6. Here, by efficient we mean polynomial in probabilistic time7.
3. Compare the predictions of T against the experimental results obtained in P and check
the validity of the theory.
The first thing to note here is that, we only speak of the properties of processes rather than
systems with respect to given theories. The second notable point is that, for the above procedure
to be consistent it is crucial that the computer used in step 2 be itself efficiently described by
T. The reason for that is as follows. Denote the specific computational process leading to
predictions of T for P by P?. Both P? and P are physical processes irrespective of the presumed
underlying theory, therefore, the fact that the particular instance P? resembles P also means
that P can be considered to replicate P?. It immediately follows that if a theory other than
T, say T?, is necessary for efficiently describing P?, then it must be necessary for an efficient
description of P too. The other way around, if we assume that T provides a sufficient explanation
for P, then it must also recount P?. Classical mechanics, classical electrodynamics, quantum
mechanics, general relativity, etc., are all physical theories that have been subject to such tests.
A T-process is now (contrapositively) defined as follows.
Definition 3.3.1. A process P is said not to be a T-process (or, said to be a non-T-process) if
and only if T fails the three-step validity test in P.
6Note that, the predictions of the theory do not need to be deterministic. For instance, the quantum theory
is intrinsically nondeterministic.
7This corresponds to the BPP class of computational complexity.
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For instance, the process of momentum measurement of a free falling ball is not a classical-
electrodynamical process because classical electrodynamics fails to give an account for it. In
the same way, spectroscopic measurement of a black-body radiation is not a classical process.
The important point that is commonly missed in assigning the adjective “T” to a process,
however, is the role of the computational efficiency in the second step of the testing procedure
above. Suppose that we have a theory T? for which we cannot efficiently compute (at least
approximately up to some error ε) the result of its equations for a given physical process P? on
a computer efficiently ruled by T?. Then, it would be practically implausible for us to figure
out if T? passes the validity test in P?. In other words, we do not have a way to determine
within a reasonable time if T? is the suitable theory for describing P? without running into
contradictions. Therefore, it is meaningless to call P? a T?-process. Similarly, if there exists
a process for which we cannot efficiently compute the predictions of the classical (mechanics,
electrodynamics, etc.) theory on a classical computer, that process cannot carry the prefix
“classical”. Hence, in information science and from an operational perspective, all classical
physical processes are premised to be efficiently simulatable on a (probabilistic or deterministic)
classical Turing machine.
Criterion 3.3.1. A physical process that cannot be efficiently simulated on a classical computer
is nonclassical.
We emphasize here that, Criterion 3.3.1 only provides a sufficient condition, meaning that,
not every nonclassical process is not efficiently simulatable on classical computers. For in-
stance, many quantum processes can be efficiently classically simulated. However, according to
this criterion, quantum computations are nonclassical provided that they cannot be efficiently
simulated on classical computers.
3.3.2 Nonclassicality in Resource Theory of Coherence
We now propose the following notion of “classicality” within the context of coherence theory.
Definition 3.3.2. Within the context of coherence theory, a classical observer is one who
is restricted to universal strictly incoherent operations OUSI, their probabilistic mixture, and
subselection.
Due to the fact that incoherent states arise from incoherent operations as discussed in Sec-
tion 3.2, the universality of strict incoherent operations Definition 3.3.2 implies that every
incoherent state can be obtained via a successive operation of OUSI elements on another in-
coherent state, their convex combination and subselection of the outcomes; see Fig. 3.2. The
latter corresponds to subnormalized (trace-non-increasing) strictly incoherent maps.
Importantly, it is sometimes stated that strict incoherent operations are classical ones in the
resource theory of coherence due to the fact that such operations are represented by a stochastic
transformation with respect to the computational basis E resembling a classical process (see
e.g., Refs. [17, 18]). However, the following observation invalidates this conclusion.
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Figure 3.2: Geometrical illustration of nonclassicality within the context of coherence
theory. A classical process (the zigzag solid black line) is represented as an efficient composition
of strictly incoherent operations evolving inside the set of incoherent states at all times. A
quantum process from a classical observer’s point of view (the green curve), on the other
hand, is equivalent to a strict incoherent operation. However, it may involve generation and
consumption of coherence at some stages and thus, it may be partially traversing outside the
incoherent set. Such maps may or may not be efficiently representable as a composition of USI
maps.
Lemma 3.3.1. Given any operation Υ the map ∆ ◦Υ ◦∆ is strictly incoherent.
Proof. This can be directly verified using Lemma 3.2.1 as [∆,∆ ◦Υ ◦∆] = 0.
The importance of Lemma 3.3.1 is that it holds for every Υ, even if it is the map describing
a quantum computer. Now, because the input to a quantum computer is an incoherent state,
it turns out that the first depolarizing map ∆ leaves the input unchanged and does not effect
the computation. Moreover, the readout state of a quantum computer is also an incoherent
state and thus the second depolarizing map has no effect on the computation. As a result, for a
classical user of a quantum computer Υ?, the map ∆◦Υ? ◦∆ is computationally as powerful as
Υ?. Hence, it cannot be classical even though it is strict incoherent. Note that, by definition,
whatever a classical observer perceives is restricted to the outcomes of measurements within
the incoherent basis. Hence, any physical process in their eyes is ultimately strictly incoherent,
but not necessarily an efficient composition of USI operations.
Definition 3.3.2 naturally gives rise to the following sufficient condition for nonclassicality
within the context of coherence theory.
Criterion 3.3.2. For a classical observer equipped with a set of USI operations OUSI, a process
that cannot be efficiently represented as a compositions of OUSI elements and their convex com-
binations for at least one input state is nonclassical. Here, by efficiency we mean a polynomial
number of USI maps in the size of the input state.
We also emphasize here that, not every nonclassical process is efficiently nondecomposable into
universal strictly incoherent operations. In other words, as depicted in Fig. 3.2, it is possible
that some general incoherent operations that are not strict incoherent be efficiently represented
as a convex combination of compositions of USI maps as in Eq. (3.25).
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3.3.3 The Equivalence Theorem
The core result of the present section is the following fundamental link between classical com-
putation and quantum coherence formalism that gives rise to some important subsequent con-
clusions.
Theorem 3.3.1. Any classical computation is isomorphic to the formalism of coherence theory
equipped with a set of USI operations and vice versa.
Proof. The isomorphism required can be constructed as follows.
1. The set of all possible states of a deterministic classical computer (bits) can be represented
as elements of a finite, but sufficiently large, set Sp = {si}i∈I with the index set I =
1, . . . , N for some N < ∞. They are perfectly distinguishable and thus, they can be
mapped onto an orthonormal basis set of vectors within a Hilbert space as Mps : Sp →
{|i〉〈i|}i∈I . These vectors form the computational basis E = {|i〉〈i|}i∈I . In a probabilistic
classical computer, the input as well as the readout state of the computation could be
a probabilistic mixture of the pure state elements as s =
∑
i pisi for si ∈ Sp such that
p = (p1, . . . , pN) is a vector of probabilities with
∑
i pi = 1. Hence, the state space of
such a computer is Scl = convSp. Clearly there is a bijection between elements of Scl and
Sinc as Mms : Scl → Sinc with Mms[s] =
∑
i pi|i〉〈i| = σˆ.
The converse is also true. Given a computational basis E = {|i〉〈i|}i∈I with the index
set I = 1, . . . , N for some N < ∞, one can define the map M−1ps : E → Sp, where
Sp = {si}i∈I is a set of distinguishable states identifying different preparations of pure
inputs to a classical computer. Similarly, given a mixed incoherent state σˆ ∈ Sinc, one can
define a vector of probabilities p = (p1, . . . , pN) for which σˆ =
∑
i pi|i〉〈i| and then map it
onto a probabilistic state of a classical computer viaM−1ms : Sinc → Scl where Scl = convSp
and M−1ms[σˆ] =
∑
i pisi.
2. Every classical algorithm running on a classical computer can be decomposed into a se-
quence of successive operations of universal classical logic gates from a finite set GUCL.
Each logic gate is represented by a stochastic map acting on the state s of the com-
puter [22]. Importantly, such gates do not create or consume superpositions of computa-
tional states and thus, are represented by strictly incoherent transformations with respect
to the defined computational basis. As a result, the class of universal classical gates is
mapped onto a subset of strictly incoherent operations as Mops : GUCL → OUSI where
Mops is bijective and can be implicitly defined as follows. For every classical gate G ∈
GUCL and every incoherent state σˆ ∈ Sinc, σˆ′ = Λ[σˆ] =Mops[G][σˆ] =Mms ◦G ◦M−1ms[σˆ].
The invertibility of Mms simply implies the invertibility of Mops: for every USI quan-
tum gate Λ ∈ OUSI and every computational state s ∈ Scl, s′ = Gs = M−1ops[Λ][s] =
M−1ms ◦ Λ ◦Mms[s]. The universality of the classical logic gates then immediately implies
the universality of the strictly incoherent maps Λ defined above over the set of incoherent
states.
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The two steps above can be summarized as
Scl Mms←−−→
M−1ms
Sinc,
GUCL Mops←−−−→
M−1ops
OUSI,
(3.39)
establishing an isomorphism between classical computation and the structure of incoherent
states equipped with a USI set of operations.
We can now formally right down a theorem highlighting the connection between the two
nonclassicality criteria above.
Theorem 3.3.2. The nonclassicality Criteria 3.3.1 and 3.3.2 are equivalent.
Proof. By Criterion 3.3.1, the nonclassicality of a physical process P from quantum information
point of view means that it cannot be efficiently simulated on a classical computer. We use
the fact that any efficient classical computation can be implemented in a polynomial number
of steps in combination with the above isomorphism to conclude that the efficiency of classi-
cal algorithms implies application of a polynomial number of USI operations. Consequently,
every physical process that cannot be efficiently simulated on a classical computer, cannot be
represented as an efficient composition of USI maps, their convex combinations, and possible
subselections of the results, within some coherence theory, i.e., Criterion 3.3.2. The converse is
also obvious.
Finally, we state an immediate consequence of Theorem 3.3.2 that tells us when it is not
possible to do quantum computation8.
Corollary 3.3.1. Production or consumption of quantum coherence provides the necessary
resource for the exponential speed up of quantum computations versus classical ones.
Proof. First, notice that a quantum computer runs algorithms in a polynomial time (number of
steps or gates), otherwise it would not be efficient. Then, the contrary of the above statement
would be that,
• there exist a quantum computer in which all steps are strict incoherent operations.
We now use the fact that one is able to produce any incoherent state σˆ ∈ Sinc at the output of
a quantum computer9, which is equivalent to the universality of the computer’s gates over the
set of incoherent states as given by Eq. (3.25). Hence, for one such a computer, the set of gates
used is, in fact, a USI set of operations. As a result, our counter assumption further translates
into that,
8Corollary 3.3.1 is a result that is implicitly known to the community of quantum information and quantum
computation. However, the author cannot recall an explicit and rigorous statement of this result within literature
to best of his knowledge.
9This can also be justified via the fact that a (non)deterministic classical computer is able to (produce)
simulate every incoherent state as its output, hence, a quantum computer must be able to do so.
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• there exists a quantum computer which merely performs a polynomial number of USI
operations.
Using the isomorphism between classical computers and the formalism of coherence theory
with a set of USI operations given in Eq. (3.39), the latter just means that whatever such a
quantum computer does can be equally performed on a classical computer. This contradicts
the assumption that we have a quantum computer running algorithms faster than any classical
computer, hence the result.
Having these results at hand, we can now try to answer the question “What do we learn about
quantum correlations from collaborative quantum computing?”
3.4 Quantum Correlations in Distributed Quantum Com-
putation
W
hat is a proper definition for “quantum correlations”? As we discussed in Section 3.1,
it is necessary to answer this question in a consistent way. Moreover, when considering
quantum discord as a proposed notion, we encounter difficulties as presented in Section 3.1.1. In
this section, we provide a modern approach towards making a separation between correlations
with classical and quantum roots. We put forward a new benchmark for characterization of
correlations using the collaborative computational power of distant agents by asking about the
resources used in collaborative quantum computations. The contents of the present section is
based on a research performed in collaboration with Austin P. Lund and Timothy C. Ralph
that is presented in Ref [27]. Where appropriate we have incorporated the text of this paper.
3.4.1 The Toy Model
In classical computations, to run large computational tasks on multiple supercomputers in
parallel and then combine their outputs to get a final result is a common protocol; a model
called distributed computing. It is thus interesting to consider a situation where each of the
servers is equipped with a quantum computer to run quantum computations. In such scenarios,
the input to each server is possibly classical information accompanied with quantum states.
We consider two versions of a distributed computing task in which a client, Charlie, exploits
nondiscordant (see Corollary 3.1.2) input states to run quantum computations on two servers,
Alice and Bob. We assume that the following rules apply:
(i) Servers are forbidden to communicate;
(ii) Servers do not have access to any sources of quantum states; they can only perform unitary
transformations and make destructive measurements on their outputs;
(iii) The client, on the other hand, does not possess any quantum processors; he may only
have limited capability of preparing quantum states.
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We also assume that there are no losses, inefficiencies, or errors, as they are not essential to
our arguments and conclusions about the quantumness of the correlations.
Task 1. Charlie has classical descriptions of two nX-qubit unitary matrices UˆX (X = A,B) in
terms of polynomial sized network of universal gates. His task is to estimate the quantity
ι = TrUˆA ·TrUˆB/2nA+nB . (3.40)
He can also prepare up to two pure qubits—any other states are maximally mixed.
There is strong evidence to suggest that estimating the normalised trace of a n-qubit unitary
matrix TrUˆ/2n, generated from a polynomial sized network of universal gates, is hard for
a classical computer [7, 28–32]. These hardness arguments imply that even with a classical
description of the polynomial sized network forming the unitary, Charlie (as well as Alice and
Bob) cannot efficiently estimate the normalised trace ι using his classical resources. Thus, he
is encountering a classically challenging task. He can, however, conquer the difficulty with
the help of the two servers using a duplicated DQC110 protocol [33], termed here as nonlocal
deterministic quantum computing with two qubits (NDQC2).
Protocol 3.4.1. (NDQC2; see Fig. 3.3). We assume it is always possible for Charlie to ask
Alice and Bob to realize the controlled unitaries Uˆ contX = |0〉X〈0|⊗1ˆX+|1〉X〈1|⊗UˆX for X = A,B,
respectively [34]. He then prepares the two-qubit control system in either of the two pure product
(and thus, two-way nondiscordant) states
%ˆcontAB;1 = |±〉A〈±| ⊗ |±〉B〈±|, (3.41)
where |±〉X = (|0〉X ± |1〉X)/
√
2, and the ancillary qubits in the maximally mixed states, τˆX =
1ˆ⊗nX/2nX, and sends them to the servers. Alice and Bob operate on their respective ancillae
and control inputs, locally and independently, to obtain
%ˆoutX;1 = Uˆ
cont
X (|±〉X〈±| ⊗ τˆX)Uˆ cont†X , (3.42)
and make measurements of the Pauli operators on the output control states,
Tr%ˆoutX;1[(σˆx;X + iσˆy;X)⊗ 1ˆ⊗nX ] = ±
TrUˆX
2nX
. (3.43)
Finally, the servers send their statistics to Charlie, who will combine them to obtain an estimate
of
ι=
∏
X=A,B
〈σˆx;X+iσˆy;X〉 =
〈 ⊗
X=A,B
(σˆx;X+iσˆy;X)
〉
, (3.44)
where 〈 · 〉 denotes the quantum expectation value of the output control state.
10The abbreviation stands for deterministic quantum computation with one clean qubit.
136
Figure 3.3: The schematic of a nonlocal deterministic quantum computation with
two qubits (NDQC2). A client, Charlie, who does not possess any quantum processors
aims to estimate the quantity ι = TrUˆA ·TrUˆB/2nA+nB . This is believed to be hard to perform
on a classical computer. Therefore, he asks two servers, Alice and Bob, who are capable
of performing unitary transformations and making destructive measurements to realize the
controlled unitaries Uˆ contX (X = A,B). The servers are forbidden to communicate and do not
have access to any sources of quantum states. Charlie then sends strictly classical states to the
servers and receives the results of the measurements of the Pauli operators as per Eq. (3.44).
By manipulating the received data, he is able to efficiently estimate ι. Depending on his choice
of state, Charlie is also able to hide the local estimates from Alice and Bob without reducing
his global computational power.
Task 2. Consider Task 1 where Charlie also wants to hide the local estimates TrUˆX/2
nX from
Alice and Bob at all times, given the constraints (i)-(iii) on the protocol.
Clearly Task 2 is classically, if not impossible, as hard as Task 1, because estimating the
normalized trace of the global unitary UˆA⊗UˆB/2nA+nB is also classically hard. However, this can
be done efficiently using NDQC2 protocol 3.4.1 if Charlie prepares the control in the two-way
nondiscordant state
%ˆcontAB;2 =
1
2
∑
x=±
|x〉A〈x| ⊗ |x〉B〈x|. (3.45)
Following the same procedure as in Task 1 and making the same measurements, the correla-
tions within the measurement outcomes are processed by Charlie as per the right-hand-side of
Eq. (3.44), which results in
ι = 〈(σˆx;A + iσˆy;A)⊗ (σˆx;B + iσˆy;B)〉 . (3.46)
The marginals of the control state %ˆcontAB;2 in Eq. (3.45) are maximally mixed states, so that
independent measurements do not result in any information about ι. This, in combination
with rules (i) and (ii), hides the local estimates from Alice and Bob. Hence, NDQC2 enables a
classically hard collaborative task only using correlated inputs and correlation measurements.
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Now we ask what can be inferred about the classicality or quantumness of correlations from
which such a nonclassical advantage is obtained?
3.4.2 Quantum Correlations in NDQC2
We have shown earlier that NDQC2 cannot be efficiently simulated using classical resources,
i.e., classical communication and classical computers held by Alice and Bob. Consequently,
using Criterion 3.3.1, NDQC2 is an example of a nonlocal nonclassical process. Inspired by
the NDQC2 toy model we are now able to give an operational meaning to the term “quan-
tum correlations”. First, from the nonclassicality criterion 3.3.1 as a general rule of thumb,
we conclude the quantumness of the resources used in collaborative quantum computations
from the the nonclassical advantages obtained in them. Second, based on our arguments in
Section 3.1, whenever the locally accessible quantum resources are inadequate to fully account
for such advantages, they are necessarily the result of correlations. Equivalently, suppose that
two spatially separated parties perform a collaborative task Q via correlation measurements on
their quantum states, i.e., the correlations between local measurement-outcomes determine the
result of the task. If the global (i.e., joint) party performs Q more efficiently than any classical
algorithm, then the protocol involves correlations that are nonclassical.
A closer look at the NDQC2 protocol shows that in Tasks 2, not only the input, but also
the output state is two-way nondiscordant with respect to the Alice-Bob partitioning in which
the correlations are measured. This is because the global operation Uˆ contAB = Uˆ
cont
A ⊗ Uˆ contB
is a product of two local unitary operations which map locally orthonormal vectors to locally
orthonormal vectors. In addition, from Eq. (3.45), it is clear that there is no local entanglement
or discord within each server in Task 2, in contrast to the DQC1 protocol [7, 28]. In fact, in
this case, Alice and Bob have no local quantum computational resources as they only receive
locally maximally-mixed states. Hence, from the common perspective of quantum information
theory which is limited to the characterization of quantum correlations through discord, the
input and output states in this scenario are considered to possess no quantum correlations
between Alice and Bob. One thus should wonder if there is nothing quantum going on locally,
and there is nothing quantum about the correlations between Alice and Bob as characterized
by quantum discord, then where does the quantum power of the joint Alice-Bob party in
NDQC2 come from? And why is that obtained only through correlation measurements? Our
answer is that the computational power of NDQC2 in Task 2 is indeed a manifestation of
quantumness of correlations distributed between Alice and Bob through the input quantum
state. Importantly, the standard classification of quantum correlations does not account for
these sort of correlations.
To date, the mere possibility of performing collaborative tasks using classical algorithms
and classical systems, i.e., the classical simulatability of the protocols, was assumed to be
sufficient for the classicality of the correlations. Here, however, we benchmark a stronger
condition, namely efficient classical simulatability of protocols. We highlight the fact that
a comparison between various such protocols with respect to their computational efficiencies
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also has implications regarding the quantumness of the correlations. The main reason is that
quantum computers deliver an exponential speed up compared to classical ones necessarily
due to their use of quantum resources. Indeed this relies on the strong belief that quantum
computers can exist and that they are superior to classical computers. Using the terminology
of complexity theory, the latter is equivalent to the assumption BPP 6= BQP.
One might object to calling these correlations quantum by considering the following scenar-
ios:
i. Suppose that the local servers in our toy model are granted the ability to prepare quan-
tum states. Then, Charlie can send classical encrypted messages instructing the servers to
prepare either the superposition state |+〉X or |−〉X with equal probabilities to Alice and
Bob, where they would have created the state %ˆcontAB;2 in Eq. (3.45) locally without accessing
the content of the message, and thus, simulating the protocol locally. Regardless of the
fact that such a semi-classical protocol is more complex than our quantum protocol, we
emphasize that the possibility to prepare the states via LOCC only means that the input
state is classically correlated rather than implying the classicality of its inherent correla-
tions; see our discussion in Section 3.1. Similarly, any separable discordant state can be
prepared using LOCC, i.e., it is classically correlated, and yet it is believed that quantum
discord implies quantum correlations.
ii. If Alice and Bob have access to local quantum resources, i.e., perfect qubits, they may
extract the correlations encoded within the input state and access the local estimates of
TrUˆX/2
nX . Equivalently, if they are allowed to communicate during the protocol they
can obtain the same information from the correlations as Charlie does. In this case, the
resolution is that the extractibility of the encoded probability distribution and the final
result of the computation also do not imply the classicality of the correlations within
quantum states. The counter example is, for instance, a one-way discordant state as
given in Lemma 3.1.1. If the two-way classical communication is allowed between parties,
then they can extract the probability distribution encoded within such states. Yet, one-
way discordant states are also quantum correlated. The lesson we learn is thus that the
quantumness of correlations can be revealed only if appropriate restrictions are imposed
on particular tasks. In our case, the required restrictions are exactly (i)-(iii) given for the
NDQC2.
3.4.3 Quantum Correlations Revisited
Global Coherence in NDQC2
In order to characterize quantum correlations present in NDQC2, we should identify the re-
sources empowering it. Using our equivalence theorem 3.3.2 and also Corollary 3.3.1, we know
that quantum coherence is the necessary resource. Further to strengthen this conclusion, we
note the recent results showing that quantum coherence provides the necessary and sufficient
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resource for DQC1 protocol, in the sense that the precision of the quantity estimated in DQC1
is a function of the amount of quantum coherence inherent within the input state [35]. Since
NDQC2 enjoys a construction similar to DQC1, we anticipate that the power of NDQC2 in
Tasks 1 and 2 is also due to some form of coherence of the input and output states. In this
section we aim to show this fact quantitatively.
We start by choosing REC introduced in Section 3.2.2 as our measure of coherence. Recall
from Eq. (3.35) that for any density operator %ˆ, REC is given by
Cr(%ˆ) = S(∆[%ˆ])− S(%ˆ), (3.47)
in which S is the von Neumann entropy and ∆[ · ] = ∑i〈i| · |i〉|i〉〈i| is the fully dephasing channel
with respect to the computational basis E={|i〉〈i|}. Moreover, as discussed in Section 3.2.2,
REC is operationally equivalent to the distillable coherence and quantifies the optimal rate at
which maximally coherent states can be prepared from infinitely many copies of a given mixed
state using general incoherent operations [13].
First, we choose the local computational bases in our protocol to be
EX = {|0〉X ⊗ |ξi〉X, |1〉X ⊗ |ξi〉X}nXi=1, (3.48)
in which {|ξi〉X}nXi=1 are eigenvectors of UˆX for X = A,B. We now quantify the amount of global
coherence within the multi-qubit input states in Tasks 1 and 2. We see that, in Task 1, the state
%ˆinAB;1 = %ˆ
cont
AB;1⊗τˆA⊗ τˆB is coherent with respect to the global computational basis EAB = EA⊗EB
where its REC can be easily calculated as
Cr(%ˆ
in
AB;1) = 2 log 2. (3.49)
Moreover, the amount of global coherence within the input state %ˆinAB;2 = %ˆ
cont
AB;2 ⊗ τˆA ⊗ τˆB in
Task 2 is easily obtained as
Cr(%ˆ
in
AB;2) = log 2. (3.50)
We see that the input states and thus, the output states, are globally coherent in both cases.
We also emphasize that Uˆ contAB = Uˆ
cont
A ⊗ Uˆ contB neither increases nor decreases the amount of
global REC, as EAB is an eigenbasis of Uˆ contAB [36].
Second, we consider the local coherences of the marginal states in Tasks 1 and 2. In Task 1,
one simply obtains
Cr(|±〉X〈±| ⊗ τˆX) = log 2. (3.51)
In Task 2, on the other hand, one finds
Cr(1ˆX/2⊗ τˆX) = 0, (3.52)
implying the incoherence of the marginal states. From Refs. [35, 37] we know that the less
the input coherence to a DQC1 protocol is, the worse the estimation of the normalized trace
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of the unitary will be. Therefore, these values justify the fact that in Task 1 local traces are
accessible to Alice and Bob, due to the local computational powers provided by locally coherent
resources, i.e. locally clean qubits, while in Task 2 they remain hidden from them because no
local computational power is available to the parties.
Now, we show that only global coherence plays a role in the nonclassical performance of
NDQC2 protocol. We first state the following.
Lemma 3.4.1. The precision of the estimated quantity ι in Eq. (3.40) is given by the amount
of global coherence inherent within the input quantum state as quantified by REC.
Proof. We follow a similar procedure as in Ref. [35]. According to the operational meaning
of REC given in Section 3.2.2, M copies of the state %ˆcontAB with a global coherence equal to
Cr(%ˆ
cont
AB ) is equivalent to a total number of N≈MCr(%ˆcontAB ) pairs of maximally coherent qubit
states distilled in Alice’s and Bob’s local laboratories. In the asymptotic limit of M , the
standard error in the estimation of each local normalized trace ιX = TrUˆX/2
nX is given by
SE(ιX) ≈
√
2− |ιX|2
N
=
√
2− |ιX|2
MCr(%ˆcontAB )
, (3.53)
for X = A,B. The standard error of the quantity ι = ιAιB is thus given by
SE(ι) =
√
SE(ιA)2 + SE(ιB)2 ≈
√
4− |ιA|2 − |ιB|2
MCr(%ˆcontAB )
. (3.54)
The binary precision in the estimation of a number µ with |µ|61 goes like p(µ)≈− log2[SE(µ)].
Noting that the nominator in Eq. (3.54) is bounded by
√
2 6
√
4− |ιA|2 − |ιB|2 6 2, we find
p(ι) ≈ 1
2
log2 Cr(%ˆ
cont
AB ). (3.55)
At this point, using the fact that according to Lemma 3.2.2 local coherence of marginal states
implies the global coherence of the joint state of the system in combination with Lemma 3.4.1,
we conclude the following important result.
Theorem 3.4.1. Global coherence is necessary and sufficient for the nonclassical performance
of the NDQC2 protocol.
Net Global Coherence and Quantum Correlations
There is, however, a big difference between NDQC2 of Task 1 and Task 2. In the latter, we
conclude the quantumness of the correlations from nonclassical performance of the protocol,
since, (i) the input state to the protocol is indeed correlated; our considerations is merely
regarding whether they are quantum or classical, and, (ii) other than observing correlations
between Alice and Bob outcomes, Charlie would not be able to obtain the result of the task.
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This implies that the nonclassical phenomenon of the quantum computation is a collective effect
in the global physical process. In the former task, on the other hand, such a conclusion is not
valid. The obvious reason is that, in this case, the nonclassical phenomenon of the quantum
computation can be fully associated with the local properties of subsystems. Moreover, by pos-
tulates of quantum mechanics, product states represent independent (and hence, uncorrelated)
preparation procedures. Therefore, the resulting states in Task 1 must be uncorrelated.
To address this difference quantitatively, we consider the following. Suppose that a measure
of coherence C has been chosen to characterize quantum correlations in some computational
basis. We define
Cnet(%ˆAB) = C(%ˆAB)− C(%ˆA)− C(%ˆB), (3.56)
to determine the net global quantum computational-power of quantum states with the interpre-
tation that we subtract the local quantum powers from the overall one. The requirement that
product states show no quantum correlations, and hence no global computational power except
those due to local resources, imposes the condition “if %ˆAB = %ˆA⊗ %ˆB then Cnet(%ˆAB) = 0”. This
holds true if and only if the coherence measure C is additive, i.e., C(%ˆA ⊗ %ˆB) = C(%ˆA) + C(%ˆB).
Importantly, the REC is an additive measure as shown in Eq. (3.36) of Section 3.2.2, while,
for instance, the `1-norm of coherence [25] is not. It immediately follows that in Task 1
Cnetr (%ˆ
in
AB;1) = 0, that is, all the global quantum computational power is due to the local
resources, while in Task 2 Cnetr (%ˆ
in
AB;2) = log 2, interpreted as the amount of global quantum
computational power purely due to quantumness of correlations. We thus notice that only the
net global part of the coherence resources is responsible for the nonclassicality of the correla-
tions within NDQC2 in Task 2. We draw inspiration from this fact and, with a little foresight,
define the quantum correlated states as per below.
Definition 3.4.1. A bipartite quantum state %ˆAB is said to contain quantum correlations with
respect to a global computational basis EAB if and only if Cnetr (%ˆAB) > 0 within EAB.
In what follows, we show that this definition is indeed well justified, demonstrating that previ-
ously known classes of quantum correlations are emergent from our extended notion, and that
it allows for a proper operational interpretation.
Properties of The Net Coherence
By using Eq. (3.35) of REC, Cr(%ˆ) = S(∆[%ˆ])− S(%ˆ), in Eq. (3.56) we find
Cnetr (%ˆAB) = I(%ˆAB)− I(∆AB[%ˆAB]), (3.57)
in which I(%ˆAB) = S(%ˆA) + S(%ˆB) − S(%ˆAB) is the quantum mutual information as introduced
in Eq. (3.11). We note that, for this relation to be true, we need that TrB∆AB[%ˆAB] =
∆A[TrB%ˆAB] = ∆A[%ˆA], and similarly TrA∆AB[%ˆAB] = ∆B[TrA%ˆAB] = ∆B[%ˆB]. These follows
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from the form of the global bases EAB and that
TrB∆AB[%ˆAB] =
∑
ij
〈i, j|%ˆAB|i, j〉|i〉〈i| (Tr|j〉〈j|)
=
∑
i
|i〉〈i| ⊗ 〈i|
(∑
j
〈j|%ˆAB|j〉
)
|i〉
=
∑
i
|i〉〈i| ⊗ 〈i| (TrB%ˆAB) |i〉
= ∆A[%ˆA].
(3.58)
By comparing Eq. (3.57) with Eq. (3.19) it turns out that Cnetr is a further generalization
of the basis-dependent discord in which only one of the parties undergoes the dephasing [17]
to the case in which both parties are restricted to carry out measurements on fixed bases.
Accordingly, considering I(∆AB[%ˆAB]) as the mutual information between two classical observers
with particular local bases, Cnetr (%ˆAB) is the net quantum information shared between the two
in the global basis EAB, justifying the use of the term “quantum correlations” for this quantity.
Theorem 3.4.2. For every bipartite quantum state %ˆAB it holds that C
net
r (%ˆAB) > 0. The
equality holds if and only if the quantum state is a product state or has the form %ˆAB =∑
ij pij|i〉A〈i|⊗|j〉B〈j| with respect to the global computational basis EAB=EA⊗EB={|i〉A⊗|j〉B},
with {pij} being a probability distribution.
Proof. Recall from Eq. (3.19) that the basis-dependent discord is defined as
δA→B(%ˆAB|{ΠˆAi }) := I(%ˆAB)− I(∆A[%ˆAB]). (3.59)
It has been shown in Lemma 3.1.1 that δA→B(%ˆAB|{ΠˆAi }) > 0. Similarly,
δB→A(%ˆAB|{ΠˆBi }) > 0 ⇔ I(%ˆAB) > I(∆B[%ˆAB]). (3.60)
We can easily verify that
∆AB[%ˆAB] =
∑
ij
〈i, j|%ˆAB|i, j〉|i〉〈i| ⊗ |j〉〈j|
=
∑
i
|i〉〈i| ⊗ 〈i|
(∑
j
|j〉〈j| ⊗ 〈j|%ˆAB|j〉
)
|i〉
= ∆A[∆B[%ˆAB]] = ∆B[∆A[%ˆAB]].
(3.61)
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Combining this with Eq. (3.59) and (3.60), we have
δA→B(∆B[%ˆAB]|{ΠˆAi }) = I(∆B[%ˆAB])− I(∆A[∆B[%ˆAB]])
= I(∆B[%ˆAB])− I(∆AB[%ˆAB]) > 0
⇔ I(∆B[%ˆAB]) > I(∆AB[%ˆAB])
⇒ I(%ˆAB) > I(∆B[%ˆAB]) > I(∆AB[%ˆAB])
⇒ Cnetr (%ˆAB) = I(%ˆAB)− I(∆AB[%ˆAB]) > 0.
(3.62)
For the equality to hold, either both I(%ˆAB) and I(∆AB[%ˆAB]) must be zero, which implies
that the state is a product. Or, one must have I(%ˆAB) = I(∆AB[%ˆAB]) which using Eq. (3.62)
implies that δA→B(∆B[%ˆAB]) = 0, which in turn implies the form of ∆B[%ˆAB] to be ∆B[%ˆAB] =∑
ij pij|i〉A〈i|⊗ |j〉B〈j|. The latter means that %ˆAB =
∑
ij pij|i〉A〈i|⊗ %ˆB;j. Also, from symmetry
of A and B, and by similar arguments, it must be true that %ˆAB =
∑
ij pij %ˆA;i⊗|j〉B〈j|. Together,
we must have %ˆAB =
∑
ij pij|i〉A〈i| ⊗ |j〉B〈j|.
It is necessary that every extension of the standard classes of quantum correlated states
includes the hierarchy of entangled and discordant states as special cases. To show that indeed
this holds true for our approach in a well-defined way, we first state a feature of Cnetr .
Theorem 3.4.3. Any multipartite pure state has a nonzero net global coherence if and only if
it is entangled.
Proof. Using Theorem 3.4.2 it is clear that any entangled state has a nonzero net global co-
herence. The converse easily follows from the fact that any pure multipartite state is either
a product state or entangled so that the net global coherence of nonentangled states becomes
zero by the additivity condition for the coherence measures.
Second, we give some more general results on the global-coherence properties of the standard
classification.
Theorem 3.4.4. A bipartite quantum state %ˆAB is two-way nondiscordant if and only if C
net
r (%ˆAB) =
0 within some appropriate global computational basis E?AB.
Proof. If: Assuming that there exists a computational basis E?AB = {|i〉A ⊗ |j〉B} in which the
state %ˆAB is incoherent implies that the state can be written as %ˆAB =
∑
ij pij|i〉A〈i| ⊗ |j〉B〈j|.
Due to the orthogonality of the local vectors in the basis set, %ˆAB is by Corollary 3.1.3. Only if:
A two-way nondiscordant state, by definition, admits the form %ˆAB =
∑
ij pij|i〉A〈i| ⊗ |j〉B〈j|,
which is clearly incoherent with the choice of computational basis E?AB = {|i〉A ⊗ |j〉B}.
An immediate conclusion from Theorem 3.4.4 is the following.
Corollary 3.4.1. [38] For every quantum state that is characterized as containing quantum
correlations in quantum information theory (entangled and discordant states), Cnetr (%ˆAB) > 0
independent of the chosen global basis.
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We notice that global coherence with respect to every computational basis as suggested by
Corollary 3.4.1 is a very strong condition when considered along with the classicality definition
within the context of coherence theory. This is because for nonclassicality according to Defi-
nition 3.3.2 and Criterion 3.3.2 one only requires coherence within one specific basis. In other
words, because classical observers are restricted to a particular computational basis, having
global coherence with respect to that basis is sufficient for taking quantum advantage of the
correlations within the quantum states, provided that appropriate fine-grained operations at a
quantum level are accessible.
As discussed in Section 1.2, one of the desirable properties of a theory of quantum cor-
relations as a resource, which is not met by quantum discord [35] (see also Section 3.1.1), is
convexity. Important to our construction is that there exist convex combinations of two prod-
uct states that possess quantum correlations with a positive Cnetr (%ˆAB). This is particularly
similar to the case of basis-dependent quantum discord as discussed in Section 3.1.1, showing
that convex combinations of uncorrelated states are not necessarily uncorrelated. In other
words, the two desirable properties of “a convex resource theory of quantum correlations” and
“the preparation independence of the product states” (see Section 2.1.2) seem incompatible.
There exist two potential resolutions to this problem. First, if we could relax the requirement
that the preparation of product states can be done independently, every globally-coherent state
(whether product or not) would be identified as containing quantum correlations and the con-
vexity would follow. This, however, is a radical approach as it needs one of the postulates of
quantum mechanics, namely, the preparation independence of the product states, to be mod-
ified which sounds implausible. The second possible resolution to this problem is that, one
could instead of “a resource theory of quantum correlations” rely on “a resource theory of
global nonclassicality” obtained as the union of the above definition of quantum correlations
and globally coherent product states. This will result in a unified view similar to the notion of
nonclassicality in quantum optics, which is indeed convex.
As a final word, quantum-correlated states provide an interesting nonlocal feature which we
call coherence localization. We have seen in Corollary 3.3.1 that the nonclassicality manifested
in quantum computation implies coherence with respect to the computational basis and thus,
coherence is the necessary resource for quantum computation. Coherence localization is thus
the process of providing local computational power for one party with the aid of another party.
We know from Lemma 3.2.3 that it is possible for Alice and Bob who are restricted to LICC
paradigm to distil coherence on at least one side if and only if the state they share, %ˆAB is
not globally incoherent. There exists a trivial case in which there already exists some local
coherence available to the parties. However, there exists a highly nontrivial scenario that is
given below.
Corollary 3.4.2. Given the local computational bases EA = {|i〉A} and EB = {|j〉B}, Alice
and Bob sharing a bipartite quantum state %ˆAB, and Cr(%ˆA) = Cr(%ˆB) = 0, they cannot distil
quantum coherence on neither sides using LICC if and only if %ˆAB does not contain quantum
correlations, i.e., Cnetr (%ˆAB) = 0 with respect to the global bases EAB = EA ⊗ EB.
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Proof. The condition Cr(%ˆA) = Cr(%ˆB) = 0 reduces C
net
r (%ˆAB) = 0 to Cr(%ˆAB) = 0, for which the
same result has been proven in Lemma 3.2.3.
Corollary 3.4.2, gives us a way to see quantum correlations from a different perspective. Suppose
that a bipartite state is shared between two classical agents Alice and Bob. If we ask under what
conditions one of the parties can provide quantum computational power for the other party
(i.e., local quantum coherence) using local classical operations and classical communication,
i.e., the only things that as classical agents they have access to, then the answer is given by
Corollary 3.4.2: if Cnetr (%ˆAB) 6= 0 with respect to the global bases EAB = EA⊗EB. This is simply
the operational interpretation of our extended notion of quantum correlations.
3.5 Concluding Remarks
Towards our goal, defining an operational criterion for determination of quantum correlations
from a computational perspective, we introduced the NDQC2 model of quantum computation
which is a collaborative nonlocal algorithm for estimating the product of the normalized traces
of two unitary matrices that shows an exponential speedup compared to the best known classical
algorithms. We demonstrated that this task can be done using a separable and nondiscordant
input state. We then argued that the exponential speedup of NDQC2 over classical algorithms
is representative of the quantum correlations beyond entanglement and discord inherent within
the input quantum state to our toy model. In essence, we build our argument on the fact that
by benchmarking the efficiency of collaborative computational models it is possible to separate
classical and quantum resources used in such protocols.
Our main observation, however, was that the standard classification of quantum correlations
in quantum information theory does not fully capture the quantumness of such correlations,
and thus it requires a revision. It is noteworthy that, similar arguments exists within the
quantum optics community, where nonclassical phase-space quasiprobability distributions are
the signatures of quantumness [11, 39]. This viewpoint has also been extended to composite
discrete-continuous variables systems in Ref. [40]. We have shown that phase-space nonclassi-
cality provides a resource for nonlocal BosonSampling in absence of the standard quantum
correlations of quantum information [41], in favour of the quantum optical viewpoint, a detailed
analysis of which will be provided within the next chapter.
The approach we presented here, extends the standard quantum information theoretic clas-
sification of quantum correlations to include quantum advantages obtained in distributed quan-
tum computation protocols. In particular, we quantitatively showed that the net global coher-
ence emerging from correlations between subsystems can be considered as equivalent to quantum
correlations. We showed that our generalized definition of quantum correlations characterizes
the necessary and sufficient quantum resources in NDQC2 and properly contains the standard
classification as a particular case.
We also defined “classicality” from both quantum computation and quantum coherence
perspectives and established an equivalence between the two definitions. Together with clas-
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sical communication, these definitions resembles the paradigm of local incoherent operations
and classical communication (LICC) [15, 26]. Within the rapidly developing field of quantum
coherence, one can think of LICC as the class of classical operations on spatially separated
multipartite systems. Quantum correlations, as we have defined, are the weakest in the sense
that they allow a party to remotely provide quantum computational resources for a distant
party using LICC. Thus, we see that it is possible to obtain local resource states for efficient
quantum computation, even if no local resource states are initially available and the parties are
locally restricted to classical operations which do not generate resource states, if and only if
they share quantum correlations of the type introduced here.
The relation between multipartite quantum coherence and standard quantum correlations
(i.e., entanglement and discord) has also been studied recently by other researchers [37, 42–
44]. However, their approaches are fundamentally different from the perspective presented in
this chapter. Specifically, rather than investigate the conversion of local quantum coherence
into standard types of quantum correlations, we have considered global quantum coherence
as a primitive notion of quantum correlation, which can be distributed and might reveal its
unique quantum signatures only within distributed quantum protocols. As a consequence, our
results opens up the possibility of exploring new protocols that use such correlations, which
are generically cheaper than entanglement and discord, to perform collaborative tasks more
efficiently than any classical algorithm.
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CHAPTER 4
Generalized Quantum Correlations in
Continuous Variable Systems
4.1 Nonclassicality in Quantum Optics
T
he vibrational modes of the electromagnetic field are bosonic continuous variable (CV)
quantum systems. In Section 1.3, we mentioned that position and momentum observ-
ables with continuous spectra motivated the construction of a phase-space representation of
quantum theory for such systems. We also reviewed in detail how a s-parameterized class of
such representations can be established. While in a classical statistical theory in phase-space the
state of the system is represented by a probability distribution, the quantum phase-space distri-
butions can have negative regions, and hence, fail to be legitimate probability distributions [1].
Even more generally, we stated in Theorem 1.3.1 that it is impossible for quantum theory to
be fully positively represented in any representation. Based on these facts, the following notion
of classicality can be defined.
Definition 4.1.1. [2] A bosonic system is said to possess a classical state if and only if its
quantum state admits a positive P-function, i.e.,
σˆ =
∫
d2α
pi
Pσˆ(α)|α〉〈α|, (4.1)
where P%ˆ(α) > 0.
Recalling from Eq. (1.56), this simply means that a classical state in this context can be written
as a convex combination of optical-coherent states. The negativities of the P-function are thus
considered as nonclassicality signatures, highlighting the fact that the quantum state cannot
be resembled by a probabilistic mixture of optical-coherent states.
Definition 4.1.2. A quantum state %ˆ failing to meet the requirement of Definition 4.1.1 is
quantum optically nonclassical, or just P-nonclassical.
This definition dates back to the 1960’s when the theory of optical coherence was developed
by Roy J. Glauber, where he showed that optical-coherent states are the closest pure quantum
states approximating classical states of an electromagnetic field. We refer the interested reader
to Glauber’s book on the subject for further details and discussions [3].
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Let us briefly comment here that, due to some of its peculiar properties which makes it
difficult to handle mathematically, the definition of classicality (and respectively, nonclassical-
ity) in terms of P-function was criticised by some members of the community who preferred
to use the Wigner function1, corresponding to the phase-space distribution for the parameter
value s = 0, as a reference representation for such a definition (see e.g., Ref. [4]). On the
other hand, a possible objection to the choice of the Wigner function is that squeezed states
of radiation, well-known for their nonclassical characteristics, possess positive Wigner func-
tions and their nonclassicality can only be captured via their P-function nonclassicality. On
top of that, due to the smoothing relation (1.92), every Wigner nonclassical state definitely
possesses a nonclassical P-function and thus, it seems that P-function nonclassicality can be
preferred over Wigner nonclassicality2. Thanks to the extensive research on the subject within
the past couple of decades, we know today that P-nonclassicality can always be detected using
nonclassicality criteria [5–9], or can be directly observed via an appropriate smoothing of the
P -function [10–13].
From Definition 4.1.1 above one can see that the theory of quantum optical nonclassicality
can be potentially put within the framework of quantum resource theories presented in Sec-
tion 1.2. Let us name it the resource theory of quantum optical coherence, and define its set of
free states as follows.
Definition 4.1.3. The set of free states of the resource theory of quantum optical coherence is
given by
SQOC = convEα, (4.2)
where Eα = {|α〉〈α| : α ∈ C}. The elements of SQOC are called P-classical states.
As such, the set SQOC is a closed convex set (in fact, compact) and the optical-coherent states in
Eα form its extreme points. Moreover, every P-nonclassical state %ˆ /∈ SQOC contains components
that are formed by superpositions of optical-coherent states. Therefore, they cannot be prepared
via the simple probabilistic procedure described earlier.
Following our approach to quantum resource theories in Section 1.2, we now ask what is the
set of free operations that gives rise to this set of free states. Note that, in our formalism free
operations contains all preparation procedures the result of which is represented by elements
of Sfree. The optical-coherent states are usually used to describe the quantum state of the
output mode of a laser. Hence, one can consider the set Eα as the set of pure states produced
by a laser at a given frequency3 with a power proportional to the optical-coherence amplitude
|α|2 [3]. The phase of α can also be defined with respect to a phase reference, e.g., a reference
beam generated by the same laser. Consequently, every element σˆ ∈ SQOC can be prepared
by randomly changing the amplitude and phase of the laser beam according to the probability
density Pσˆ(α).
1Note that Wigner function is a well-defined smooth function for all physical quantum states.
2The controversy over the choice between Wigner and P-function is not fully settled yet.
3This is by the idealization that the laser beam is monochromatic and has infinite coherence length.
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Our next question thus would be “which transformations preserve the positivity of the P-
function?” Despite many years of research in the field of quantum optics, the complete answer
to this question is not yet known. Particular examples of interesting transformations within
the optical domain are displacement in Eq. (1.66), phase rotation as in Eq. (1.59), classical
noise addition4, photon addition and subtraction, and squeezing among which the first three
are known to preserve the set of P-classical states. It is also worth commenting that, first,
photon subtraction and addition are not unitary operations and thus, their implementation is
possible only nondeterministically. Interestingly, photon addition transforms any P-classical
state into a P-nonclassical one; second, squeezing is a unitary operation capable of generating
P-nonclassicality from suitable P-classical states.
A relevant aspect of the resource theory of quantum optical coherence is its resemblance to
the resource theory of quantum coherence. Recall from Section 3.2.1 that within the resource
theory of quantum coherence, as a mathematical framework for describing and characterizing
superposition properties of quantum states, there is no general requirement for the elements
of the generating set E to be pure, orthonormal, or form a complete set. As such, one can
think of the resource theory of quantum optical coherence as a resource theory of coherence in
which the computational basis is the nonorthonormal and overcomplete set Eα. Consequently,
any result of Chapter 3 which is independent of these properties can be directly generalized to
the P-classicality and P-nonclassicality scenario presented in this chapter, among them are the
concepts of classicality given in Definition 3.3.2 and thus the coherence based nonclassicality
Criterion 3.3.2, the equivalence theorem 3.3.2, and Theorem 3.3.1. In short, these can be
concentrated into following results.
Criterion 4.1.1. A CV process that cannot be efficiently represented as a composition of uni-
versal strictly P-classicality preserving operations is nonclassical.
Theorem 4.1.1. P-nonclassicality provides the necessary resource for the exponential speed up
of CV quantum computation5 versus classical ones.
Conversely, we contrast the following properties of P-classical states with the structure of
finite dimensional coherence discussed in Chapter 3.
Remark 4.1.1. The set of P-classical states is not a polytope (see Definition 1.1.60) because
it is generated by infinitely many independent pure product states6, i.e., its generating set (see
Definition 1.1.50) is not finite.
Corollary 4.1.1. The set of P-classical states cannot be characterized using finitely many
separating hyperplanes, i.e., P-nonclassicality witnesses.
4This is typically represented by a smoothing convolution as in Eq. (1.92).
5Note that, measurements are performed in the dual representation corresponding to s = −1 (see Eq. (1.99)).
For this parameter, all the POVM elements possess positive phase-space distributions. From a different per-
spective, it is also always possible to consider measurements as transformations that produce outcomes.
6Note that, although the set of optical-coherent states is overcomplete and thus, linearly dependent, a
complete subset of them will still have infinitely many elements.
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It is also important to clarify that here we have an inconsistency in terminology in the use of
“coherence”, that is, optical-coherent states are pure incoherent ones when considered within
the framework of coherence theory. Therefore, P-classical states are the same as incoherent
states. Moreover, every P-cnonlassical state might be referred to as a coherent state, even
though it may not be optically coherent, e.g., a single photon Fock state.
Finally, and most importantly to our discussion, the generalization of the formalism to
bipartite (and multipartite) case is straightforward. Specifically, it is possible to construct a
global basis using local ones as simple as EAB = EA;α ⊗ EB;β = {|α〉A〈α| ⊗ |β〉B〈β|} in parallel
to our discussion in Section 3.2.3. Every bipartite operator can then be expanded in the global
basis as
ΛˆAB =
∫
d2αd2β
pi2
PΛˆAB(α, β)|α〉A〈α| ⊗ |β〉B〈β|. (4.3)
All the nonclassicality arguments of the single mode systems can now be applied to the global
scenario, e.g., there exists a compact convex set of globally P-classical states denoted by SGQOC.
Other fundamental characteristics also can be restated in parallel to Section 3.2.3, hence they
have been eliminated for brevity. It is worth emphasizing that, by Definition 4.1.2, a bipartite
quantum state for which the global P-function is negative is called globally P-nonclassical.
It should be clear that the class of free operations preserving the single-mode P-classicality
endowed with classical communication also preserves the set of global P-classical states. This
can thus be thought of the LICC framework for CV systems. On top of that, there exists a
special class of global operations that is not LICC and yet preserves the global positivity of the
P-function. This class is given by the set of linear transformations of the multimode bosonic
operators. Consider a N -mode bosonic system with the tuple of the annihilation operators
(ai)
N
i=1. In the Heisenberg picture, a linear transformation Uˆ is a subclass of general symplectic
transformations that corresponds to the matrix U and acts as [14],
bj = UˆajUˆ
† =
N∑
i=1
U ijai, (4.4)
where (bi)
N
i=1 represents the tuple of the output mode annihilation operators. In the Schro¨dinger
picture, on the other hand, it can be defined via its action on the optical-coherent sates as
Uˆ |α1, . . . , αN〉 = |β1, . . . , βN〉, βj =
N∑
i=1
U ijαi. (4.5)
Thus, every such transformation also maps product of optical-coherent states into a product of
coherent states. Repeating the same procedure, we can easily verify that the action of Uˆ on a
P-classical state preserves the positivity of the P-function.
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4.2 Quantum Correlations in Quantum Optics
H
aving at hand a notion of local and global nonclassicality, one can follow the same line of
arguments presented in Section 3.1 to justify the quantumness of correlations in situations
where the overall quantum state of the electromagnetic field is globally P-nonclassical while local
quantum states possess P-classical phase-space distributions. Note that, for example, within
the context of quantum optics, where the relevant quantities are photon statistics, quadrature
distributions and their moments, or energy, the above definition is well-justified. For instance,
it is possible to consider a scenario, e.g. a two-mode squeezed vacuum state, in which marginals
are P-classical showing Poisonian or super-Poisonian photon statistics that can be explained
with a classical model of electromagnetic fields, while at a global level a sub-Poisonian behaviour
of the joint statistics is observable, implying the impossibility of taking one such an approach
to describe the joint system.
Nevertheless, such a nonclassicality interpretation (P-nonclassicality) is a source of debate.
The reason is that examples fitting into the above criterion range from highly entangled states
to fully separable ones [15, 16]. In particular, the following result is easily obtained from the
decomposition in Eq. (4.3).
Proposition 4.2.1. All entangled states are globally P-nonclassical.
Hence, while there are cases in which P-nonclassicality can be interpreted to be a signature of
quantum correlations, in many other cases there is a question if such an interpretation is well-
justified, or if the joint nonclassicality must be considered as a mere consequence of classically
correlated subsystems7, see e.g., the arguments given in Ref. [15]?
A second reason as to why P-nonclassicality is being excommunicated from quantum infor-
mation is that quantum correlations in quantum optics lack a nonlocal operational justification,
i.e., there is no particular quantum information protocol which exploits phase-space nonclas-
sicality to outperform a classical counterpart protocol. Although, it has been recently shown
that such nonclassicalities provide either necessary or sufficient resources for entanglement gen-
eration [17–19], which can then be used in various protocols.
Importantly, Ferraro and Paris [20] have shown that there is a sharp contrast between the
two notions of global P-nonclassicality in quantum optics and quantum discord in quantum
information science. This can rigorously be set as follows.
Theorem 4.2.1. [20] The set of globally P-classical states is nowhere dense in the set of two-
way nondiscordant states.
Recalling Definition 1.1.42 of nowhere dense subsets and their geometrical interpretation, The-
orem 4.2.1 simply means that a generic two-way nondiscordant quantum state is not a limiting
point of P-classical states and thus, cannot be arbitrarily approximated by a P-classical state.
7As we discussed in Section 1.3, the statement “nonclassicality arising from classical correlations” is logically
flawed.
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Equivalently, a randomly chosen two-way nondiscordant state almost certainly is P-nonclassical.
Interestingly, the converse also holds true.
Theorem 4.2.2. [20] A generic P-classical state is almost certainly discordant.
Together, Theorems 4.2.1 and 4.2.2 imply that the two definitions of quantum correlations
from quantum information and quantum optics are maximally inequivalent. At this point, we
remark that the common property of both criteria is that they include entanglement as a special
case: every entangled state of a bosonic system is necessarily discordant and P-nonclassical (see
Propositions 3.1.1 and 4.2.1, respectively). Consequently, if P-nonclassicality is proven to be
generally a signature of quantum correlations, then, one would have to give up the interpretation
of quantum discord as the most general form of quantum correlation, and admit that all non-
product bipartite quantum states contain quantum correlations which can be used as a resource
in some quantum information task.
4.3 Quantum Correlations in Nonlocal BosonSampling
I
n this section we introduce nonlocal BosonSampling as an intermediate model of quantum
computing which is performed by distant agents. We use this specific protocol to fill the
gap of an operational interpretation of phase-space nonclassicality in quantum informatics
and to show that the current classification of quantum correlations in quantum information is
incomplete. Specifically, we show that there exists a quantum state which is strictly classical
with respect to the standard measures of correlations in quantum information, i.e., quantum
entanglement and discord, allowing for efficient classical simulation of local statistics in our
protocol, at the same time, prohibits efficient classical simulation of nonlocal correlations. The
only known resource present within the state of our example is that of global phase-space P-
nonclassicality and thus, nonlocal BosonSampling takes advantage of this resource to perform
a nonlocal task more efficiently than any classical algorithm.
The results presented here are originally published in Ref. [21], and have been obtained in
a collaboration with Austin P. Lund and Timothy C. Ralph. Moreover, where appropriate we
have incorporated the text of this paper.
4.3.1 BosonSampling Problem
Intermediate models of quantum computation are those who do not provide universal quantum
computation, however, are capable of efficiently solving particular problems which exhibit an
exponential-time speedup compared to classical computers. BosonSampling is one such a
model. As defined by Aaronson and Arkhipov in Ref. [22], this model has two types of im-
plementations. First is the case of exact sampling, in which every element of the model is
assumed to be ideal. Indeed, this is not a physically fair assumption, but is useful for defining
the underlying computational model. Moreover, from the fundamental perspective of quantum
correlations concerned in the present dissertation, we are not really worried about physical
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feasibility of our protocol; we are only interested in the implications of quantum computational
supremacy regarding the correlations inherent within quantum states.
Consider a lossless passive linear-optical network (PLON), where n single photons are in-
jected into m input modes of the PLON. The initial state is given by
|n〉 =
m⊗
i=1
(a†i )
ni |0〉, (4.6)
where n = (n1, . . ., nm) with ni∈{0, 1} characterizes the single-photons configuration at the
input such that
∑m
i=1 ni = n, and a
†
i is the bosonic creation operator of the ith mode. As the
action of the unitary transformation corresponding to the PLON is linear8, it can be equivalently
described by a linear transformation of the form (4.4) between the mode operators given by a
matrix U ,
UˆajUˆ
† =
m∑
i=1
U ijai. (4.7)
As a result, it preserves the positivity of the global P-function, that is, SGQOC remains invariant
under this transformation.
Assuming that mn (typically, m∼O(n2)), a particular sample from output distribution
can be represented by the vector s = (s1, . . . , sm) with si∈{0, 1} so that
∑m
i=1 si = n, and
occurs with the probability [23]
p(s|Uˆ ,n) = |〈s|Uˆ |n〉|2 = |PerA(s;n)|2. (4.8)
Here, PerA(s;n) is the permanent of a particular submatrix A(s;n) of the unitary U deter-
mined by the input and sample vectors n and s. An exact BosonSampling device produces
samples from the probability distribution px, which is exactly the one describing the output
arrangements of the photons generated by the unitary describing the PLON (as the input to
the problem) from a fixed arrangement of input single photons. The subscript x represents the
events sampled and, in the case of BosonSampling, it is the space of all photon counting
events of n photons in m modes.
According to Aaronson and Arkipov [22], generating samples of the output distribution of
the BosonSampling device described above is a computationally #P-hard problem, meaning
that it cannot be efficiently done on a classical computer. The exact sampling hardness argu-
ment relates the complexity class of estimating matrix permanents to the complexity of the
BosonSampling problem which encodes these same matrix permanents into the probability
distribution of the detection events as appeared in Eq. (4.8). If the BosonSampling prob-
lem could be simulated efficiently on a classical computer, then one must accept a so called
“polynomial hierarchy collapse” of the classical complexity classes [24] which is believed to be
implausible.
Furthermore, Aaronson and Arkipov showed, up to some very feasible conjectures, that even
8Note that, the generator of a PLON transformation is at most quandratic in the creation and annihilation
operators of all modes, and at most linear with respect to the creation or annihilation operators of each mode.
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sampling from a distribution close to the exact output distribution of a BosonSampler cannot
be efficiently simulated on a classical computer [22]. Specifically, an approximate BosonSam-
pling device samples from a probability distribution qx which is a deviation from the exact
distribution px in the sense that ∑
x
|px − qx| 6 ε, (4.9)
where ε is an additional input parameter. This restriction constrains the total variation distance
between the ideal and actual distributions. In other words, ε determines how much deviation is
allowed from the expected probability distribution. The origin of the deviation is arbitrary; it
could be due to unavoidable physical imperfections of the device or a deliberate intention of an
eavesdropper to deceive the user of the samples. Anyhow, a device which claims implementing
the approximate BosonSampling must satisfy Eq. (4.9).
Note that, in any finitely constrained computational device there are limits on the size of the
inputs. Hence, a device implementing approximateBosonSampling will necessarily have some
restrictions on the allowed values of ε. An analogy here would be that of “machine epsilon”
for floating point operations. For every floating point operation, there exists an underlying
precision for that operation determined by an implicit input parameter. In the case of floating
point numbers, this precision depends on the number of bits used to represent a real number.
This error can be reduced by allowing more resources (bits) to be used, up to some bound which
is determined by the details of how the algorithm is implemented. Note that the algorithm used
does not need to change when the error parameter is changed, as it merely accepts the level of
precision requested. The implementation determines the bound of machine epsilon. A similar
situation will occur in implementing approximate BosonSampling algorithms and the input
parameter ε.
The result of Aaronson and Arkhipov implies, given some plausible conjectures hold, that
the approximate BosonSampling algorithm cannot be implemented efficiently using classical
computational resources alone, just like the exact model. In other words, although the physical
device might be sampling qx rather than px, yet classically producing the samples from qx
is not efficient. Consequently, both exact and approximate BosonSampling protocols have a
computational power beyond any classical computer, demonstrating the power of (intermediate)
quantum computers.
Importantly, to preserve the hardness of the exact BosonSampling in the approximate
case, some changes are needed over that of the exact model. The size of the space of detec-
tion events is exponentially large and thus, for randomly chosen PLONs, the probability of
any particular event is going to be exponentially small. As a result, in this case, it is not
possible to follow the procedure of proving the hardness of exact BosonSampling via matrix
permanent estimation through an event’s probability without any changes. This is because,
in the worst case, a nefarious implementation would adapt the output distribution depending
on which event’s probability has encoded the matrix permanent to be estimated, and would
apply the entire error budget ε on that one event. This would increase the error of the matrix
permanent estimation drastically simplifying the complexity of the estimation. Aaronson and
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Figure 4.1: The schematic of a nonlocal BosonSampling protocol. Charlie uses m
SPDC sources and a series of dephasing channels (DC) to produce fully dephased two-mode
squeezed vacuum states, and shares the final state between two spatially separated agents. Alice
performs BosonSampling using a passive linear-optical network (PLON) and {0, 1} Fock basis
measurements, while Bob only performs {0, 1} Fock basis measurements. We showed that,
Alice and Bob can simulate their local sample statistics classically efficiently. However, they
cannot efficiently simulate the correlations between their outcomes using classical computers
and an infinite amount of classical communication, although there is no entanglement or discord
between agents at any time.
Arkhipov showed that if the estimation was performed on input matrices whose elements were
close to Gaussianly distributed, then it is possible to hide the matrix whose permanent is to
be estimated in a distribution that is close to that of Haar random unitary matrices (with di-
mensions at least equal to the square of the input matrix) but with the required matrix hidden
in a submatrix of each sample [22]. Under these conditions, the errors in applying the exact
sampling algorithm will manifest themselves as the average case error for approximate sampling
rather than the worst case. Hence, the hardness argument can be restated for the approximate
sampling scenario.
4.3.2 Nonlocal BosonSampling
We are now ready to present the main result of the present chapter. Consider two agents, Alice
and Bob, in two spatially separated laboratories, A and B, respectively. Alice is equipped with
a BosonSampling device comprised of a PLON of size m and photon-number detectors as
depicted in Fig. 4.1. She inputs her incoming modes into her BosonSampler, while Bob only
makes photon number measurements on the modes he receives. A nonlocal BosonSampling
device is defined as the joint device held by Alice and Bob.
Suppose that a third party, Charlie, is equipped with m spontaneous parametric down-
conversion (SPDC) sources. The output of the ith SPDC is a two-mode squeezed vacuum
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state, the continuous variable counterpart of a Bell state, and can be written as
|ψi〉 = (1− 2i )
1
2
∞∑
j=0
ji |j〉A;i|j〉B;i, (4.10)
where |j〉X;i is the j-photon (Fock) state and 0 < i < 1 is the squeezing strength of the ith
SPDC source. This state is entangled and thus, discordant, according to Proposition 3.1.1.
To remove these quantum correlations, Charlie applies a dephasing channel with a uniform
distribution over all phases θ ∈ [0, 2pi] on one output mode of each SPDC. Mathematically, this
results in the state
%ˆi =
∫ 2pi
0
dθRˆAi(θ)|ψi〉〈ψi|Rˆ†Ai(θ)
= (1− 2i )
∞∑
j=0
2ji |j〉A;i〈j| ⊗ |j〉B;i〈j|,
(4.11)
in which RˆAi(θ) = e
−iθa†iai is the phase shift operator acting on the mode Ai. A simple compar-
ison of the fully dephased two-mode squeezed vacuum state in Eq. (4.11) with Corollary 3.1.2
shows that this state is a two-way nondiscordant state with no quantum correlations from the
standard viewpoint of quantum information, due to the local orthogonality of Fock states. The
fully dephased two-mode squeezed vacuum state has been extensively studied by Agudelo et
al [16] showing also other interesting features: its marginals,
%ˆX;i = (1−2i )
∞∑
j=0
2ji |j〉X;i〈j|, X = A,B, (4.12)
are thermal states with mean photon number n¯th = 
2
i /(1−2i ), and thus, classical with respect
to P-function criterion; nevertheless, its global P-function contains negativities, i.e., the global
state is P-nonclassical. Most importantly, this is the only known nonclassical feature of the
fully dephased two-mode squeezed vacuum state state under consideration [16].
Next, Charlie sends the first mode of each SPDC source to Alice and the second mode to
Bob, as depicted in Fig. 4.1, each of them receiving part of the quantum state
%ˆAB = %ˆ
⊗m
i = (1− 2)m
∞∑
j1,...,jm=0
2
∑m
k=1 jk
(
m⊗
k=1
|jk〉A〈jk|
)
⊗
(
m⊗
k=1
|jk〉B〈jk|
)
. (4.13)
Here, without loss of generality, we have assumed that all the squeezing strengths are equal,
i.e.,  = 1 = · · · = m. It is now clear that the full quantum state distributed between Alice
and Bob, %ˆAB, is fully separable and fully nondiscordant with classical marginal P-functions.
Notably, the output state after the action of the PLON is also separable and nondiscordant
with respect to the Alice-Bob partitioning, and possesses P-classical marginals. This is because
the action of the PLON is local to Alice’s and Bob’s laboratory and that it maps P-classical
inputs into P-classical outputs.
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At this point, the first important result is that the local states are also computationally
classical, in the sense that they do not violate Criterion 3.3.1 given in Chapter 3.
Proposition 4.3.1. Alice and Bob can efficiently simulate their local measurement statistics
on their classical computers.
Proof. The marginal states that Alice receives for each mode is simply a thermal state possessing
a positive P-function PA;i(αi). It is well-known that BosonSampling with such input states
can be efficiently simulated on a classical computer as follows [25]:
• Interpret the P -function of the inputs, PA(α1, . . . , αm) = Πmi=1PA;i(αi), as a joint proba-
bility distribution;
• Randomly sample from the input phase-space points according to this probability distri-
bution;
• Apply the corresponding linear transformation of the PLON as given by Eq. (4.5) to the
chosen points to obtain the output phase-space points (ζ1, . . . , ζm);
• Calculate the probability of a particular sample as
p(sA|Uˆ , α1, . . . , αm) = e−
∑m
i=1 |αi|2Πmi=1|ζi|2sA;i . (4.14)
Bob also receives exactly the same state, except that his PLON is an identity transformation,
therefore, he can also efficiently simulate his local measurement statistics.
Can Alice and Bob also simulate their joint measurement statistics efficiently classically,
possibly using an infinite amount of classical communication? This is the problem of nonlocal
BosonSampling. According to our intuition from the classification of quantum correlations
in the quantum information context, we conclude that the answer is in positive. The reason is
that, from this viewpoint, there is nothing nonclassical about the correlations stored within the
output states: having access to deterministic photon sources, Alice and Bob could easily encode
the joint probability distribution pAB = {pj = Πmi=12ji } into their respective states merely
using classical communication, i.e., within the LOCC paradigm. They could also decode all the
information stored within the state using local measurements in Fock basis. This fact is reflected
in the nondiscordant form of the shared state between Alice and Bob. The PLONs have also
been applied locally, so, there is nothing nonlocal about the operations on the shared state.
There is also nothing nonlocal about the measurements; they are fully separable in a perfectly
distinguishable bases. On top of that, the events are locally classically efficiently simulatable.
Consequently, it seems reasonable not to expect any quantumness of the correlations present
in this protocol. The following theorem, however, proves our naive intuition wrong.
Theorem 4.3.1. The correlations between Alice’s and Bob’s events cannot be efficiently sim-
ulated on a classical computer.
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Proof. It is clear, due to the perfect photon number correlations between pairs of modes
shared between Alice and Bob, that Bob’s measurements outcomes sB heralds a particu-
lar configuration of single photons nA = sB to Alice’s BosonSampler with probability
p(sB|%ˆAB) = (1 − 2)m2n. Therefore, Alice’s samples statistics conditioned on Bob’s mea-
surements outcomes is given by
p(sA|%ˆAB, Uˆ , sB) = p(sA|Uˆ , sB)p(sB|%ˆAB). (4.15)
As shown in Ref. [26], this extra randomness from heralding probability does not affect the hard-
ness argument of BosonSampling mapping it onto an equivalently hard problem referred to
as scatter-shot BosonSampling, and thus, the conditional statistics p(sA|%ˆAB, Uˆ , sB) cannot
be efficiently simulated on a classical computer.
Similarly, conditioned on a particular sample from Alice’s device sA, one easily finds Bob’s
probability of a particular measurement outcome to be proportional to the permanent of a
submatrix of Alice’s PLON matrix, i.e.,
p(sB|%ˆAB, Uˆ , sA) = p(sA|%ˆAB, Uˆ)p(sB|sA)
= (1− 2)m2n|PerA(sB|sA)|2
= p(sA|%ˆAB, Uˆ , sB).
(4.16)
Consequently, we can follow the same line of proof as above to conclude that it is impossible to
efficiently classically simulate Bob’s outcomes statistics conditioned on Alice’s choice of sample.
Altogether, Alice and Bob cannot simulate the correlations between their events on their
classical computers, even by having access to an infinite amount of classical communication.
It is thus immediate to conclude the following.
Corollary 4.3.1. According to Criterion 4.1.1, nonlocal BosonSampling is a globally non-
classical process. Moreover, from Theorem 4.1.1, global P-nonclassicality is the necessary re-
source in this protocol.
We are thus encountering a similar situation as in the NDQC2 protocol of Section 3.4.1 in
which a collective quantum effect emerges as a result of the correlations, while no quantumness
is locally observable. Moreover, we spot that quantum coherence is playing the prominent role
again; this time with respect to an infinite, nonorthonormal, and overcomplete computational
basis. Accordingly, the nonlocal BosonSampling protocol unveils a new aspect of nonlocal
correlations in CV systems, that is, their computational complexity (see also Ref. [27]). In this
protocol, the quantumness of the correlations is being manifested in the contrast between the
inefficiency of all classical algorithms for simulating the correlations and the efficiency of the
nonlocal BosonSampling in a quantum setting. As noted before, the input and output states
in our protocol, as the only sources of any possible correlations, do not meet the standard crite-
rion of quantum information science, while at the same time, showing nonclassical correlations.
However, they fulfil the nonclassicality Criterion 4.1.1. This observation, together with the fact
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that the global P-nonclassicality of the input is necessary for any CV quantum computation
protocol to be inefficient to simulate classically as stated in Theorem 4.1.1, leads us to the con-
clusion that negativity of the P-function provides the resource for nonlocal BosonSampling
and can be interpreted as a signature of true quantum correlations beyond entanglement and
discord.
Finally, we emphasize here that, the protocol above and its implications can straightfor-
wardly be generalized to the approximate nonlocal BosonSampling scenario in which Alice’s
PLON corresponds to a Haar random unitary, and the squeezing parameter is chosen to be the
optimal value opt = 1/
√
n+1 [26]. Additionally, more elaborate analysis of the effects of noises
and imperfections on the physical realizations of BosonSampling protocols can be found in
Ref. [28].
4.4 Concluding Remarks
To summarize, in this chapter we explored the quantumness of correlations beyond entangle-
ment and quantum discord within CV quantum systems by considering the setting of a nonlocal
BosonSampling. We showed that there exists a bipartite quantum state containing no en-
tanglement or discord, and considered to be strictly classical within the context of quantum
information, yet makes our nonlocal BosonSampling efficient. At the same time, we showed
that sampling from the local output distributions of our device with our particular input and
output states can be efficiently classically simulated, while the joint output distribution can-
not. In short, we concluded that there exists quantum correlations within our input and output
quantum states shared between the two spatially separated parties of our protocol that are used
as a resource to outperform any classical algorithm in simulating the correlations between out-
come events. We then noticed that our state does satisfy the quantum-correlation criterion
of quantum optics, i.e., it has a P-nonclassical phase-space representation and thus, contains
global quantum coherence. We proved that such nonclassicalities are the necessary resource in
our protocol.
Our result in the CV scenario does four things. First, it provides further justification
for our generalized theory of quantum correlations presented in Chapter 3. Second, it shows
that a unification of the quantum information picture of correlations with that of quantum
optics based on a proper notion of the nonclassicality of quantum computation and quantum
coherence is possible. Third, it highlights the necessity of further research on the quantum
coherence in CV systems. In particular, the lack of an experimentally accessible and simple
to evaluate measure of quantum coherence in the CV domain is almost tangible. With the
tsunami of interest in quantum coherence, very recently there has been some research along
this line. Specifically, Theurer et al [29] have studied some properties of a coherence theory in
which the orthogonality condition has been relaxed. Note, however, that in the general case of
interest to us, the only requirement is partial linear independence, i.e., we have to yet give up
on finiteness, completeness, and purity of the extreme points of the set of free states. Last but
165
not least, the approach taken here represents a baby’s first steps who has a long way to go,
living in the hope that it may pave the way to large quantum information processing protocols
using CV systems in which such correlations are exploited as a cheap quantum resource to
carry out certain distributed quantum computational tasks on multiple quantum servers more
efficiently than any classical algorithm.
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CHAPTER 5
Conclusion and Outlook
T
he presented dissertation was dedicated to the analysis of the quantum-classical boundary
between correlations within physical systems. In particular, we accomplished two major
missions. On one hand, taking the quantumness of entanglement phenomena as granted, we
developed two techniques to overcome the problem of entanglement detection and quantifi-
cation in the presence of experimental imperfections. We introduced ultrafine entanglement
witnessing which exploits the additional existing but unused information in every standard
witnessing experiment to tighten the witnessing inequality. It also allowed for construction of
simple witnesses from experimentally available POVMs and thus, delivering witnesses that scale
polynomially with the number of parties. We also introduced measurement-device-independent
measures of entanglement that allow a referee to evaluate the amount of entanglement shared
between multiple parties in a cheating resilient protocol. We showed that this particularly
becomes very simple for the referee and agents if they are aiming to verify some amount of
negative-partial-transpose entanglement, where an arbitrary choice of the witness operator is
possible.
On the other hand, we proposed an answer to the question of existence of generalized
quantum correlations beyond entanglement and addressing some fundamental problems in dis-
criminating the boundary between classical and quantum phenomena. We initially provided a
consistent, plausible, and physically motivated definition of nonclassicality within the context
of computational science. We then analysed nonclassicality using concepts and notions devel-
oped within the resource theory of quantum coherence and showed that our computational
nonclassicality and coherence nonclassicality are equivalent. Developing one such fundamental
link allowed us to benchmark the supremacy of quantum computations for separating classical
and quantum phenomena. We then showed that the latter naturally gives rise to an augmen-
tation of the existing picture of quantum correlations. In discrete variables where a finite,
pure, orthonormal, and complete computational basis is presumed, we physically motivated
such an expansion by presenting and analysing a toy quantum computational model that was
arranged nonlocally and showed that a net global coherence provides the necessary and suf-
ficient resource empowering it beyond classical algorithms. Importantly, none of the existing
quantifiers were capable of offering a satisfactory explanation for such nonlocal nonclassical
computational advantage. We also proved that our extension to quantum correlations is con-
sistent with the existing criteria for quantum correlations. Last but not least, we showed that
our notion of quantum correlations is exactly the resource required by two distant classical
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observers to provide local computational powers for each other and thus, providing a feasible
operational interpretation for our definition and quantification.
Finally, we considered the translation of the idea that the net global coherence is a well-
defined quantifier of quantum correlations from discrete variable to continuous variable sce-
narios. We did this by introducing nonlocal BosonSampling as a nonlocal intermediate
model of quantum computation. We showed that in this case our definition leads exactly to a
well-known concept in quantum optics, namely, quantum correlations arising from global phase-
space nonclassicality. In this way, not only we do give a satisfactory explanation for the power
of distributed quantum computing protocols, but also unify the two maximally inequivalent
criteria for quantumness of correlations given in quantum information science and quantum
optics.
We hope the work we presented in this thesis offers a sketch of a modern and general por-
trait of quantum correlations. We have set together bits and pieces of a large puzzle and did
our best to keep it consistent. Yet there is a long way to go until we get to the final picture.
Specifically, within the discrete variable domain, many protocols exist (and many more could
be invented) that have to be carefully analysed. Furthermore, we require strategies to suit-
ably quantify the performance of quantum computers which is a challenging open problem in
computational science. On top of that, as we discussed in detail, the only property essential
for our characterization of quantum correlations is partial linear independence. That is, our
construction of quantum correlations will be retained in situations where one relaxes the finite-
ness, purity, orthogonality, and completeness of the computational basis. This is what happens
with regard to the continuous variable systems and in particular their phase-space representa-
tion. Nevertheless, there are even more open questions to be address in these occasions. For
instance, a well-defined additive measure of coherence with respect to the most general class of
computational basis is yet missing.
As a final word, our ultimate hope is that the class of quantum correlations beyond entangle-
ment and discord be found useful within other quantum information processing protocols. This
is particularly important because within any futuristic quantum protocol one’s ideal is to deter-
mine and exploit the cheapest resources necessary for that task, and it should be clear by now
that net global coherence is a much cheaper resource than entanglement or discord. Therefore,
protocols that merely take advantage of global coherence are generically more cost-effective
than others. Achieving this goal, however, requires the completion of the above mentioned
puzzle.
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