Abstract. We reprove Gitik's theorem that if the GCH holds and o(κ) = κ + 1 then there is a generic extension in which κ is still measurable and there is a closed unbounded subset C of κ such that every ν ∈ C is inaccessible in the ground model.
§1. Introduction. In [2] , Gitik proves the following theorem: Theorem 1.1 (Gitik) . If V satisfies the GCH and o(κ) > κ then there is a generic extension V [ C] in which κ is still measurable, but in which there is a closed, unbounded subset C κ of κ such that every member of C κ is inaccessible in V .
In this paper we we present a modification of Gitik's construction with two significant changes. Gitik's proof uses the forcing iteration which he introduced in [1] and developed in a series of later papers. This iteration is a backward Easton iteration of Prikry-style forcings, using Easton supports but allowing only finite supports for non-direct extensions, which originated as a much more elegant and tractable presentation of the ideas of [5] : the generic extension has the property that if X ⊂ κ + 1 is a set of cardinals then there is a uniform sequence of indiscernibles for the measures on cardinals in X if and only if X is a Easton support set, that is, |X ∩ δ| < δ for all inaccessible cardinals δ in V .
The variation described in this paper is designed for the forthcoming [7] , which improves the results of [4] by showing that the existence of a single repeat point is sufficient to construct a model in which the filter of closed, unbounded subsets of ω 1 forms an ultrafilter. The idea for the new proof is to replace the Radin forcing used in [4] , which required a repeat point for each new closed and unbounded subset, with Gitik's forcing from [2] . One difficulty with this plan is that the arguments in [4] depend heavily on the homogeneity of the final model, and this homogeneity in turn depends on the fact that the Radin forcing R κ used to add a closed and unbounded subset C of κ can be factored (below an appropriate condition) as R κ ∼ = R α × R α,κ , where C ∩ α is generic for R α and C \ α is generic for R α,κ .
Gitik uses a backward Easton forcing which adds a closed unbounded subset C λ of each measurable cardinal λ ≤ κ. Like any iterated forcing, Gitik's forcing R κ+1 can be factored R κ+1 = R α * Ṙ α,κ , where R α adds the lower part C α of the sequence, and R α,κ is a forcing algebra in V [ C α] which adds the upper part C (α, κ) of the sequence. Since R α,κ is not a member of the ground model, this factorization does not admit of reversing the order of the product. It does not seem to be possible to modify Gitik's construction to obtain an entirely Easton iteration. However we show that Gitik's construction can be replaced by a forcing which has an Easton factorization at all successor ordinals: for any α < κ we have R κ+1 ≡ R α+1 × R α+1,κ+1 ∼ = R α+1,κ+1 × R α+1 , where the symbol ≡ indicates equivalence as forcing algebras.
It is not clear to what extent our variant of Gitik's iteration could be used in other applications of Gitik's iteration. There is at least one application for which it does not seem to be suitable, namely in the construction of [6] , which improves theorem 1.1 by weakening Gitik's hypothesis o(κ) = κ + 1 to o(κ) = κ. The forcing of that paper, unlike both Gitik's forcing and the forcing used in this paper, adds closed and unbounded subsets of λ < κ by means of a forcing Q λ for which the direct extension ordering ≤ * is not always λ-closed. The construction used in this paper depends heavily on the fact that the direct extension ordering in the forcing Q λ at λ is λ-closed.
In our intended application of this forcing in [7] , it is useful to have something more than κ-closure of the direct extension order at κ. In Prikry's original forcing P U on a measure U on κ, the direct extension order is not only κ-closed but it is diagonally κ-closed in the following sense: if (s, A ν ) : ν < κ is a ≤ * -decreasing sequence of conditions in the Prikry forcing, and A = ∆ ν<κ A ν = α : α ∈ ν<α A ν , then (s, A \ α) ≤ * (s, A ν ) for all ν < α < κ. In Gitik's construction the direct extension ordering at κ is not even κ-closed, though it does have a modified form of diagonal κ-closure which serves as a substitute. In this paper, the direct extension ordering of the forcing at any cardinal λ is always λ-closed. By using o(λ) = λ + where Gitik uses o(λ) = λ, we also arrange that the forcing at λ is diagonally λ-closed. This is the only place in the paper where the stronger assumption is used; except for this, all of the results in this paper go through under the same hypothesis as that used by Gitik. In the intended application to [7] the stronger hypothesis is not an issue: a repeat point is much larger than o(κ) = κ + , so it makes no difference whether each of the new closed and unbounded sets requires κ + measures or only κ measures. It must be emphasized that the ideas of this paper are largely taken from those of Gitik in [2] . In the rest of this paper we will usually not attempt to distinguish Gitik's ideas from those which are new to this paper. In general, the new ideas are those which are necessary to adapt the argument to the new style of iteration.
Our notation is generally standard. If p and p are forcing conditions, then we use p ≤ p to mean that p is stronger than p. §2. Preliminaries. We assume throughout that the ground model V satisfies the GCH. In addition we assume that for each λ there is a well ordering of Hered λ + , uniformly definable over Hered λ + , of order type λ + . The natural well ordering of the core model (or of any extender model L[E]) satisfies this condition.
Definition 2.1. 1. We will write x = x↓ξ if x is the image of x under the transitive collapse of some set X ≺ 0 Hered λ + such that x ∈ X, ξ = X ∩ λ and the definition of is correct in X. The uniform definability of the well ordering ensures that x↓ξ does not depend on the choice of X. 2. If x, y ∈ Hered λ + and α < λ then we write x ∝ α y if x ∈ X for every set X ≺ Hered λ + such that α ∪ {y} ∈ X.
The generic object of our forcing is a sequence C = C λ : λ ≤ κ and λ is inaccessible , such that each set C λ is a closed subset of λ, which is unbounded in λ whenever λ is a measurable cardinal. The major obstacle to the desired factorization R κ+1 = R λ+1 × R λ+1,κ+1 is the fact that for λ < η ≤ κ the set C η is added by the forcing R λ+1,κ+1 , but has an initial segment C η ∩ λ which is a subset of λ and hence is in V R λ+1 . This means that the forcing R λ+1,κ+1 must specify a R λ+1 -term to denote C η ∩ λ, but the ordering of R λ+1,κ+1 must not depend on any information about the actual set denoted by that term. Our solution to this difficulty is to construct C as a tree sequence: Definition 2.2. A tree sequence of length η is a sequence C of closed sets C α ⊂ α, for inaccessible cardinals α < η, such that C α = C α ∩ α whenever α ≤ η and α ∈ C α .
It follows that if C is a tree sequence then C α ∩ λ is determined, given C α, by the single ordinal sup(C α ∩ λ + 1). The following definition makes this point explicit:
Definition 2.3. Suppose that C 0 and C 1 are tree sequences with domain( C 0 ) ⊂ α and domain( C 1 ) ⊂ [α, λ), and suppose that C
Then the join of C 0 and C 1 is the sequence C with domain(
Suppose C is a tree sequence of length λ and α < λ is either a successor ordinal or a cardinal such that C α is bounded in α. Then we can express C as the join of the sequence C 0 = C α and the sequence C 1 with domain( C 1 ) = domain( C) \ α which is defined by
Definition 2.4. We will say that a tree sequence C factors at α if C is the join of a R α -generic sequence and a R α,λ -generic sequence.
Our forcing will factor at any ordinal α with o(α) = 0. Gitik's construction is based on the forcing notions defined by Prikry [8] and Magidor [3] for changing cofinality of cardinals. We will say that C ⊂ α is a Prikry-Magidor set if it is generic for these forcings. More specifically, Definition 2.5. A set C ⊂ α is a Prikry-Magidor subset of α over V if (i) C is closed subset of α, (ii) o(γ) < o(α) for all γ ∈ C, and (ii) if γ ∈ C ∪ {α} and A ⊂ γ is in V then A ∩ C is unbounded in γ if and only if A ∈ U (γ, β) for some β < o(γ).
Notice that if o(α) = 0 then the empty set is the unique Prikry-Magidor subset of α.
Since we apply definition 2.5 to cardinals α with α ≤ o(α) < α + as well as to cardinals with o(α) < α, it might be more appropriate to call these sets "Prikry-Magidor-Radin sets"; however as the forcing in this range has more of the characteristics of Magidor's original forcing than it has of the characteristics of Radin forcing for o(α) ≥ α + ( [9] , see also [4, section 2]) it seems appropriate to use the shorter name.
In Gitik's forcing from [2] , the sets C α are Prikry-Magidor sets when o(α) < α, but not when o(α) = α. In our case, the requirement that C be a tree sequence implies that C α is not a Prikry-Magidor set even when o(α) < α; however the forcing Q α over V [ C α] which adds C α is equivalent to the forcing to add a Prikry-Magidor subset of α. To explain this statement, we need the following definition:
Definition 2.6. 1. Suppose that C ⊂ α is a closed set and f : α → α is a function in V . Then C f = ν ξ : ξ < θ where
and θ is the least ordinal such that ν ξ is undefined.
+ then any nontrivial condition in our forcing Q α to add C α will specify a function f and ordinal ν such that C α,ν,f is a Prikry-Magidor subset of α. Notice that since C α,ν,f is unbounded in α it follows that C α = C f (ξ) : ξ ∈ C α,ν,f , which is also equal to C ξ : ξ ∈ C α,ν,f . All of the forcing notions appearing in this paper, with one exception, are Prikry style forcings: Definition 2.7. A Prikry style forcing notion is a triple P = (P, ≤, ≤ * ) such that (P, ≤) is a partial ordering, (P, ≤ * ) is a partial ordering with ≤ * ⊂ ≤, and for all sentences σ of the forcing language and p ∈ P there is a condition p ≤ * p such that p σ.
We will say that P has the Prikry property. The usefulness of the Prikry property depends on the closure properties of the direct extension order ≤ * . None of the forcing orders used in this paper are even countably-closed, but the Prikry style forcing used at a cardinal λ has a direct extension order ≤ * which is λ-closed, and in addition has a diagonal limit for ≤ * -decreasing sequences of length λ. §3. Definition of the forcing: the limit case. In sections 4 and 6 below we define, for each measurable cardinal α, a Prikry style forcing notion Q α which adds a closed and unbounded subset of α. In this section we assume that these forcing notions Q α are given for each α < λ, and we define the forcing notions R λ by iterating the sequence of forcing notions Q α : α < λ .
The iteration we use is very much like Gitik's, but differs in that it has aspects of both Easton and backward Easton forcing. The iteration is like Easton forcing in that both the sets Q α of conditions and the direct extension orders ≤ * Qα are members of the ground model V , but is like backward Easton forcing in that the the forcing order ≤ Qα is defined in the generic extension V [H α ], where H α ⊂ R α is generic for the forcing R α below α.
is a partial ordering in the ground model, and ≤ is a R ν -name for a partial ordering extending ≤ * .
1. The conditions of R λ are the functions p such that
, and (c) p α ≤ * p α for all but finitely many α ∈ domain(p).
If p 1 and p 2 are conditions with sup(domain p 1 ) < min(domain p 2 ) then we write p = p 1 p 2 for the concatenation p = p 1 ∪ p 2 of p 1 and p 2 . This notation extends naturally to concatenations of more than two conditions. If q ∈ Q α then we will frequently identify the pair α, q with { α, q }, which is a function with domain equal to {α} and hence is a member of R α+1 . This convention is useful when using concatenation to write conditions such as p 1 α, q p 2 . Definition 3.2. We will say that a forcing notion Q α = (Q α , ≤ * , ≤) as above is suitable if it satisfies the following five conditions:
1. |Q α | ≤ α + , and Q α is trivial unless α is an Mahlo cardinal. 2. The partial order (Q α , ≤ * ) is α-closed. 3. Forcing with Q α over R α preserves α + . 4. Q α has the Prikry property: for each formula σ of the forcing language for R α+1 and each q ∈ Q α there is q ≤ * q such that Rα q Qα σ 5. For all α < α there is a ≤ * -dense subset Q * α of Q α such that if q ∈ Q * α and p ∈ R α are such that p Rα q ≤ q then p (α , α) Rα q ≤ q.
The definition of the orders Q α in sections 4 and 6 will be by recursion on α: when defining Q λ we will assume that Q α is suitable for all α < λ. Later in this section, in definitions 3.11 and 3.13, we will specify two more properties which will also be assumed as part of the recursion hypothesis.
Proof. Let R λ +1,λ be the set of p ∈ R λ such that domain(p) ∩ λ + 1 = ∅, and for each α > λ the coordinate p α is a member of the set Q * α specified by definition 3.2(5). The set R α+1,λ is ordered as in the definition for R λ . Equivalently, R α+1,λ can be defined as the result of iterating Q * ν for α < ν < λ instead of Q ν for ν < λ.
Then the map π :
Furthermore the map π preserves the order: (p , r ) ≤ (p, r) if and only if p ≤ p in R λ +1 , r α ≤ * r α for all but finitely many α ∈ domain(r), and r α R λ +1,α r α ≤ r α for all α ∈ domain(r). Because of the definition of Q * α , the last clause is equivalent to p r α Rα
If p ∈ R λ then we write p λ for p (λ , λ). The condition p λ is not necessarily a member of R λ +1,λ , but by proposition 3.3 there is always a direct extension of p λ which is in R λ +1,λ .
If o(λ ) > 0 then we will write
If H λ ⊂ R λ is generic then we will write H λ +1 for the generic set H λ ∩ R λ +1 and H λ +1,λ for the generic set H λ ∩ R λ +1,λ .
Lemma 3.5. Suppose that η < λ, p ∈ R η+1,λ and A is an open subset of R λ . Then there is a condition p ≤ * p in R η+1,λ such that for every condition r ∈ R η+1 , either r p ∈ A or else there is no p ≤ * p in R η+1,λ such that r p ∈ A.
Proof. Let τ = |R η+1 | ≤ η + , and enumerate R η+1 as r ξ : ξ < τ . Now use the fact that R η+1,λ is |R η+1 | + -closed to define a ≤ * -descending sequence of conditions p ξ ≤ * p so that for each ξ < τ either r ξ p ξ+1 ∈ A or ∀p ≤ * p ξ+1 r ξ p / ∈ A. Then p = inf ξ<τ p ξ satisfies the requirements of the lemma.
Definition 3.6. We say that a forcing (P, ≤) has the local δ-chain condition if for every antichain A ⊂ P and every p ∈ P there is p ≤ * p such that |{ q ∈ A : q is compatible with p }| < δ Proposition 3.7. If λ is Mahlo then R λ has the λ-chain condition. If λ is regular then R λ has the local λ-chain condition, and if λ is singular then R λ has the local λ + -chain condition.
Proof. The proof of the first paragraph is standard, using the Easton support condition and the fact that two incompatible conditions must differ on the intersection of their domains.
If λ is singular then let δ = cf(λ) < λ and let λ ι : ι < δ be a continuous, increasing sequence of cardinals, cofinal in λ, with λ 0 > δ. For any antichain A the required condition p is defined as the limit of a ≤ * -descending sequence p ι : ι < δ of conditions in R δ+1,λ , where p ι is defined using lemma 3.5 so that if p is any condition in R λι then either p (p ι λ ι ) ≤ r for some r ∈ A or else there is nop ≤ * (p ι λ ι ) and r ∈ A such that p p ≤ r. Since (R δ+1,λ , ≤ * ) is δ + -closed, the limit p = ι<δ p ι is defined, and it is easy to see that p satisfies the conclusion of the proposition.
The proof that R λ has the local λ-chain condition if λ is regular is similar, using a recursion of length ω. In this case the sequence λ i : i ∈ n of cardinals is defined recursively along with the conditions p i by setting λ i+1 = sup(domain p i ).
Corollary 3.8. The forcing R λ preserves all cardinals, and preserves the cofinality of all cardinals δ except possibly those at which Q δ is nontrivial.
Proof. Since |R λ+1 | = λ + we can assume δ ≤ λ. Since R δ+1,λ does not add any subsets of δ + , it will be enough to show that R δ+1 does not collapse δ + or δ, or change the confinality of δ unless Q δ is nontrivial. Clauses 2 and 4 of definition 3.2 imply that Q δ does not add any bounded subsets of δ, and clause 3 asserts that it does not collapse δ + , so it will be sufficient to show that R δ has the desired properties. By proposition 3.7 R δ has the local δ + chain condition, so δ + is preserved. If δ is a limit cardinal then δ is not collapsed since R δ can be factored as R δ = R η+1 × R η+1,δ for any η < δ, and R η+1,δ does not add any new subsets of η. If δ is regular, then δ remains regular since R δ has the local δ-chain condition by lemma 3.7.
The next aim is to prove that R λ has the Prikry property.
Lemma 3.9. The ordering R λ has the Prikry property for all ordinals λ. In addition, R η+1,λ has the Prikry property for all η + 1 < λ.
Proof. The second sentence follows from the first, since R λ = R η+1 ×R η+1,λ . We prove the first sentence by induction on λ. Assume as an induction hypothesis that R η has the Prikry property for all η < λ, let σ be a sentence of the forcing language for R λ , and let p ∈ R λ be an arbitrary condition.
If λ = η + 1 is a successor then let q ≤ * p η be the condition in Q η given by condition 3.2(4) so that Rη q Qη σ. Now take p ≤ * p η so that p Rη q Qη σ. Then p η, q ≤ * p and p η, q Rη+1 σ. The remainder of the proof is divided into two cases, depending on whether λ is regular or singular. First suppose that λ is regular, so that R λ = η<λ R η .
Let A be a maximal antichain of conditions r ∈ R λ such that r σ. By proposition 3.7 there is p ≤ * p so that if
This concludes the proof of the lemma for the case when λ is regular. Now suppose that cf(λ) = δ < λ.
Claim 3.10. If R δ+1,λ has the Prikry property, then so does R λ .
Proof. Let p ∈ R λ and σ be arbitrary. Since R δ+1,λ has the Prikry property and is |R δ+1 | + -closed, we can define p ≤ * p δ as the infinum of a ≤ * -decreasing sequence p ξ : ξ < |R δ+1 | of conditions so that ∀r ∈ R δ+1 p R δ+1,λ r R δ+1 σ and p R δ+1,λ r R δ+1 ¬σ . Now use the Prikry property in R δ+1 to pick r ≤ * p δ + 1 so that r R δ+1 p R δ+1,λ σ and r R δ+1 p R δ+1,λ ¬σ. Then r p ≤ * p. Furthermore, r p σ. To see this, let p ≤ r p be any condition such that p σ. We may assume that p σ. Then p R δ+1,λ p δ + 1 R δ+1 σ by the choice of p . By reversing the order of the forcing, we get p δ + 1 R δ+1 p R δ+1,λ σ, and thus r R δ+1 p R δ+1,λ σ by the choice of r. Now we will show that R δ+1,λ has the Prikry property. Let σ be any sentence of the forcing language for R δ+1,λ and let p be a condition in R δ+1,λ . Pick an increasing cofinal sequence (λ ξ : ξ < δ) of cardinals below λ with λ 0 > δ. We define a ≤ * -descending sequence of conditions p ξ ∈ R δ+1,λ : ξ < δ by recursion on ξ, starting with p 0 = p. If ξ is a limit ordinal then we set p ξ = ξ <ξ p ξ . Now suppose that p ξ has been defined. To define p ξ+1 , first use lemma 3.5 to find p ξ+1 λ ξ ≤ * p ξ λ ξ so that for each r ∈ R δ+1,λ ξ +1 , either r p ξ+1 λ ξ σ or else there is nop ≤ * p ξ+1 λ ξ such that r p σ. Now use the induction hypothesis to find
To see that p = ξ<δ p ξ ≤ * p decides σ, let r ≤ p be any condition such that r σ; we will show that p already decides σ. We may assume that r σ. Then there is some ξ < δ such that r λ ξ ≤ * p λ ξ ≤ * p ξ+1 λ ξ . By the choice of p ξ+1 it follows that r p ξ+1 λ ξ σ. Then, by the choice of p ξ+1 λ ξ it follows that p ξ+1 λ ξ R δ+1,λ ξ ∃r ∈Ḣ δ+1,λ ξr p ξ+1 λ ξ+1 σ, but this implies that p ξ+1 σ.
We conclude this section by stating the final two induction hypotheses for the definition of Q λ . Definition 3.11. If M is a model of set theory, C = C ν : ν < λ is a tree sequence in M , and Q is a forcing notion in M then we say that Q extends the tree C if for any M -generic set G ⊂ Q, there is a unique closed subset
If H λ is a generic subset of R λ then we define C(H λ ) = C ν (G ν ) : ν < λ , where G ν = p ν : p ∈ H λ ⊂ Q ν and C ν (G ν ) is the function specified by definition 3.11.
Proposition 3.12. Assume that for each ν < λ the forcing Q ν in V [H ν ] is suitable and extends the tree C(H ν ). Then C(H λ ) is a tree sequence, and
The following technical property will be used in the inductive proof that the forcing notions Q λ satisfy definition 3.11: Definition 3.13. We say that Q is laudable if for all q 0 , q 1 ∈ Q such that q 0 q 1 ∈Ġ, whereĠ is a name for the generic subset of Q, either there is a common ≤ * -extension q of q 0 and q 1 , or else there is no q ≤ * q 1 such that0 ∈Ġ.
Proposition 3.14. If λ is any ordinal and R α Q α is laudable for each α < λ then R λ is laudable.
Proof. Suppose that p 0 , p 1 ∈ R λ and p 0 p 1 ∈Ḣ. If p 0 and p 1 have no common ≤ * -extension then there must be α ∈ domain(p 0 )∩domain(p 1 ) such that p 0,α and p 1,α have no common ≤ * -extension in Q α . Since Q α is laudable, there is no ≤ * -extension of p 1,α which forces that p 0,α ∈Ġ α , so no direct extension of p 1 forces p 0 ∈Ḣ λ .
In the next three sections we define the forcing Q λ to be used at λ, assuming as an recursion hypothesis that Q ν is suitable and laudable, and extends the tree
The definition of Q λ breaks into two cases, depending on whether or not o(λ) < λ + . In this section we consider the case o(λ) < λ + ; the case o(λ) ≥ λ + will be covered in section 6 following some preliminaries in section 5.
We assume for this section that λ is a cardinal with o(λ) < λ + and that Q α is suitable for each α < λ. We write H λ for a generic subset of R λ , C for C(H λ ), and
Definition 4.2. The conditions in Q λ are quadruples q = (ν, A, g, f ) such that 1. Either ν = 0 or ν is an inaccessible cardinal less than λ.
If H λ is a generic subset of R λ and (ν, A, g, f ) ∈ Q α then we write val(A, g) for the subset { ν ∈ A :
Definition 4.3. If q = (ν , A , g , f ) and q = (ν, A, g, f ) are conditions in Q λ then q ≤ * q if
If Z is a generic subset of (Q α , ≤ * ) then the filter U(λ) on
This forcing order Q λ is a variant of Prikry-Magidor forcing. If we ignore the final coordinate f then it can be described as follows: first force as described above to obtain a filter F ⊃ U(λ), and then use this filter in a forcing like that of Prikry and Magidor to obtain a new branch through the tree sequence C λ.
The effect of the final coordinate f is described in definition 2.6. It is needed for the proof of the distributivity lemma 5.3, but does not significantly affect the properties of the forcing. It may be helpful, when trying to understand this forcing, to first consider the case when f is the identity function. 
is a tree sequence. We will prove in proposition 4.21 that C λ (G) extends C(H λ ) in the sense of definition 3.11.
If A is a subset of domain(f )∩domain(g) then we will generally abuse notation by writing (ν, A, g, f ) for the condition (ν, A, g A, f A).
Proposition 4.8. Suppose q = (ν, A, g, f ) ∈ Q λ and let
Then (i) the condition q = (ν, A , g, f ) is also in Q λ , and the conditions q and q are equivalent as forcing conditions; and (ii) q = (ν, A , g, f ) ≤ * q.
Hence we can freely assume that all conditions have the form of q . However we cannot make the same assumption
Thus q * α ≤ q if and only if q↓α ∈ G α and g q (α) ∈ H λ . In this case q * α is the weakest condition q ≤ q in Q λ such that q Q λ α ∈ C λ,ν q ,f q . Notice that q * α ∈ Q λ , and if q ≤ q then either q ≤ * q or else there is α ∈ A such that q ≤ * q * α < q in Q λ . We have r q (α) ≤ λ, q in R λ+1 for all α ∈ A q such that pure(q↓α) ∈ Q λ , and by proposition 4.8(i) we can assume that this is true for all α ∈ A q . The condition r q (α) forces that α is the least member ν of the Prikry-Magidor set C λ,ν q ,f q such that o λ (ν) ≥ o λ (α). Furthermore r q (α) is the weakest condition to force this: if r ≤ λ, q is any other such condition then r ≤ r q (α).
Lemma 4.10. The ordering (Q λ , ≤ * ) is λ-closed.
Proof. Suppose that q ξ : ξ < θ is a ≤ * -descending sequence of length θ < λ. Then ξ<θ q ξ = (ν, A, g, f ) where ν = ν q0 and f = f q0 A, and A = ξ<θ A q ξ \ θ and g(α) = ξ<θ g q ξ (α) for all α ∈ A. Note that we are using the fact that g q ξ (α) ∈ R α+1,λ , which is α-closed (and, in fact, (2 α ) + -closed) by proposition 3.4.
The ordering (Q λ , ≤ * ) also has a stronger closure property:
Definition 4.11. If q = q ξ : ξ < λ is a ≤ * -descending sequence of conditions in Q λ , then we write q = ∆ ξ<λ q ξ where q is the diagonal limit of q, defined by q = (ν, A, g, f ) where
Proposition 4.12. If q is as in definition 4.11 and q = ∆ ξ<λ q ξ then q * α ≤ * (q ξ ) * α for all ξ ≥ α.
Corollary 4.13. Suppose that for each inaccessible cardinal α < λ we have an open dense subset D α of (Q λ , ≤ * ) with the property that "q ∈ D α " depends only on q * α , that is, for all q ∈ Q λ we have q ∈ D α ⇐⇒ q * α ∈ D α . Then α<λ D α is also a dense open set. Proof. Fix any q 0 ∈ Q λ , and pick a ≤ * -descending sequence q ξ : ξ < λ below q 0 with q α ∈ D α for each α < λ. Now set q = (ν, A, g, f ) = ∆ α<λ q α . Then
It is an important feature of our forcing that the function g is a member of V , rather than a member of V [H λ ]. The following lemma will be used to construct the function g: Lemma 4.14. Suppose that β < o(λ), p ∈ R λ and q ∈ Q λ , and that D α is a dense open subset of (R λ+1 , ≤ * ) for each α ∈ O β := α < λ : o λ (α) = β . Then there are conditions p ≤ * p and q = (ν q , A , g , f q ) ≤ * q such that for all α ∈ A ∩ O β we have p r q (α) ≤ p λ, q , and p r
Proof. Recall that by proposition 4.8 every condition q has a direct extension q such that rq(α) ≤ λ,q for all α ∈ Aq. Hence we only need to worry about the requirement p r q (α) ∈ D α . Begin by defining a ≤ * -decreasing sequence of conditions q α : α < λ in Q λ and a function g (α) ∈ R α+1,λ by recursion on α as follows: Set q 0 = q, and q α+1 = q α . If α is a limit ordinal, then defineq α = α <α q α , and if α / ∈ O β ∩ Aq α then set q α =q α . Otherwise, pick g (α) ≤ * gq α (α) and q α ≤ * q α so that for allp ∈ R α+1
Set q = (ν, ∆ α<λ A qα , g , f ), and note that q ≤ * ∆ α<λ q α , and hence q * α ≤ * (q α ) * α . Thus the set
There areq andp such that
where
Then p and q satisfy the requirements of the lemma.
Lemma 4.15. If o(λ) < λ + then Q λ satisfies the Prikry Property, definition 3.2(4). That is, for each q ∈ Q λ and formula σ there is q ≤ * q such that R λ q Q λ σ.
Proof. We begin with a series of four claims:
Proof. Define a ≤ * -descending sequence q = q ξ : ξ < θ in Q λ and an antichain p = p ξ : ξ < θ in R λ by recursion on ξ as follows: Suppose that p η and q η have already been defined. If p η is a maximal antichain then stop, setting θ = η. Otherwise letp be any condition in R λ which is incompatible with p ξ for each ξ < η. If η = 0 then setq = q, and if η > 0 then setq = ξ<η q ξ . This limit exists since R λ has the λ-chain condition and hence η < λ. Now pick p ξ ≤p and q ξ ≤ * q so that either p ξ q ξ σ or else p ξ ∀q ≤ * q ξ q ∦ σ. This construction must stop at some η < λ, and then q = ξ<η q ξ satisfies the conclusion of the claim. For each α < λ, let D α be the set of conditions r ∈ R α,λ+1 such that it is forced in R α that one of the following three conditions hold:
Claim 4.17. For any q ∈ Q λ and any β < o(λ) there is q ≤ * q such that
Proof. By lemma 4.14 it is sufficient to show that D α is ≤ * -dense in R α,λ+1 . By claim 4.16 there is a ≤ * -dense subset of conditions q ∈ Q λ such that it is forced in R λ that either q Q λ σ or else ∀q ≤ *∦ Q λ σ. For any such condition q , the Prikry property in R α,λ implies that there is a ≤ * -dense set of conditions r ∈ R α,λ such that r decides in R α,λ the two sentences q Q λ σ and q Q λ ¬σ. But any such condition r λ, q is in D α . Let us write r q (α) * ι for r q * ι (α) = α, pure(q↓α * ι ) g q ξ (α) λ, q * α . If β < o(λ) and ι < λ then we say that q ∈ Q λ is β-steady for ι if it satisfies the following three conditions:
For each condition p ∈ R λ and each pair α , α of ordinals in A q ∩ O β such that max(ι, sup domain(p)) < α < α < λ we have
Claim 4.18. Assume that q is β-steady for ι, that α ∈ A q ∩ O β , and that r ≤ r q (α) * ι is a condition such that r λ ≤ * q * α and r σ. Then r α λ, q * ι σ.
Proof. We may assume that r σ. It is sufficient to show that r α λ, q forces that there is some α ∈ A q ∩ O β such that r q (α ) ∈Ḣ λ+1 , and for this it is sufficient to show that λ, q forces that if α is the least ordinal α ∈ C λ,ν q ,f q such that o λ (α ) ≥ β then o λ (α ) = β. This is guaranteed by the requirement in clause 1 of the definition of β-steady for ι that β ∝ α o λ (α ) for all α ∈ A q ∩ O >β .
Claim 4.19. For any β < o(λ) and ι < λ, the set of conditions q which are β-steady for ι is ≤ * -dense in Q λ .
Proof. Let q be any condition in Q λ . We can assume without loss of generality that q already satisfies clause 1 of the definition. By claim 4.17 there is a condition q ≤ * q such that r q (α) * ι ∈ D α for each α ∈ A q ∩ O β . Then there is a set A ⊂ A q ∩ O β in U(λ, β) and subsets X σ and X ¬σ of R λ such that for all α ∈ A,
Since (Q λ , ≤ * ) is λ-closed, it follows that if β and ι have length θ < λ then the set of conditionsq which are β i -steady for ι i for all i < θ is dense in (Q λ , ≤ * ). Also, by using diagonal closure we get that if ι and β have length λ, β is cofinal and nondecreasing, and ι is strictly increasing, then the set ofq such thatq is β i -steady for ι i for every i < λ is dense in (Q λ , ≤ * ). Now set δ = cf(o(λ)) and if δ > 1 then let β γ : γ < δ be a sequence which is continuous, increasing, and cofinal in o(λ). Set δ = cf(o(λ)) in the generic extension; thus δ = δ if 1 < δ < λ and δ = ω if δ = 1 or δ = λ.
Write C for the Prikry-Magidor-Radin subset C λ,ν q ,f q of C λ given by definition 2.6. We consider three cases, depending on whether 1 < δ < λ, δ = λ, or δ = 1.
Let q be any condition in Q λ . Since δ < λ, there is q ≤ * q such that q is β γ -steady for ν q for every γ < δ. Suppose for the sake of contradiction that there is p ∈ H λ such that p R λ q ∦ σ.
Define α ν : ν < δ by α ν = inf α ∈ C : o λ (α) = β ν . Then α is continuously increasing and cofinal in λ. Now let r ≤ p λ, q be any condition in R λ+1 such that r σ. Then r λ = (ν r λ , A r λ , g r λ , f r λ ) ∈ Q λ , and by taking an extension of r if necessary we can assume without loss of generality that ν r λ = f q (α γ ) for some γ < δ. We can also assume that r σ. Setᾱ = α γ . Since q is β ν -steady for ν q , it follows from r q (ᾱ) ∈ Dᾱ that r ᾱ r q (ᾱ) σ. Since q * ν q = q , it follows by claim 4.18 that r ᾱ λ, q σ, and since r ᾱ ≤ p this contradicts the choice of p.
In this case pick a ≤ * -descending sequence of conditions q ι such that q 0 ≤ * q is β 0 -steady for ν q and if 1 < ι < λ then q ι is β ι -steady for f q (ι). Then q = ∆ ι<λ q ι satisfies all of these steadiness conditions. Assume for the sake of contradiction that p ∈ H λ and p R λ q σ.
Define α n for n < ω by letting
Thus α is cofinal in C.
Now suppose that r ≤ λ, q and r σ. As before, we can assume that r σ and ν r λ = f q (α n ) for some n < ω; and we can assume that r was chosen so that n is as small as possible. Set ι = ν q if n = 0, and ι = f q (α n−1 ) otherwise. Now, by arguing as in the case 1 < δ < λ, we can show that the condition r = r α q * ι also forces σ. If n > 0 then this contradicts the minimality of n, while if n = 0 then r α q σ, contradicting the choice of p.
Case 3. o(λ) is a successor ordinal, say o(λ) = β + 1.
In this case, pick q ≤ * q as the diagonal limit of a ≤ * -decreasing sequence q = q ι : ι < λ such that q 0 is β-steady for ν q and if 0 < ι < λ then q ι is β-steady for f q (ι). Let α n : n < ω enumerate the ordinals α ∈ C ∩ O β , so that α is a Prikry sequence. Now the same argument as in the previous case shows that R λ q Q λ σ.
Proof. Clause 1 of definition 3.2 is straightforward, clause 2 was verified in lemma 4.10 and we have just verified clause 4, the Prikry property.
We verify clause 3 by showing that R λ+1 satisfies the local λ + -chain condition: Let the maximal antichain A in R λ+1 and condition q ∈ Q λ be arbitrary. We will show that there is q ≤ * q with the property that whenever the conditions p ∈ A and p λ, q ≤ λ, q are such that p λ, q ≤p, then p λ, q * α ≤p for some α ∈ A q with ν q = f q (α). Hence q ≤ * q * α , and it follows thatp is determined by p ∈ R λ and the ordinal α, and hence the set ofp ∈ A which are compatible with α, λ has cardinality at most λ.
The condition q is constructed as q = ∆ α<λ q α , where q α is defined so that for all p ∈ R λ andp ∈ A, either p q α * α ≤p or else there is no q ≤ * q α * α such that p q ≤p. The condition q α is defined by using the facts that R λ has the λ-chain condition and (Q λ , ≤ * ) is λ-closed. This completes the proof of clause 3.
We complete this section by proving that Q λ extends the tree C λ (definition 3.11) and is laudable (definition 3.13). First we use lemma 3.14, stating that R λ is laudable, to show that Q λ extends C(H λ ).
Proposition 4.21. Q λ extends the tree C(H λ ).
Proof. Suppose that H λ ⊂ R λ is generic, and
Any condition q = (ν, A, g, f ) ∈ Q λ forces that the set C λ,ν,f of definition 2.6 is a Prikry-Magidor subset of λ; and furthermore for any ν and f such that C λ,ν ,f is also a Prikry-Magidor set there is a set A ∈ U(λ) such that f A = f A and a ordinal η < λ such that C λ,ν,f \ η = C λ,ν ,f \ η.
Let ν 0 and f 0 be arbitrary so that C = C λ,ν0,f0 is a Prikry-Magidor sequence, and let G be the set of q ∈ Q λ such that (i) ν q ∈ C λ , and (ii) for all ξ ∈ C \(ν q +1) we have ξ ∈ A q , f q "ξ ⊂ ξ, and g q (ξ) ∈ H λ . We will define G λ from the parameter C; this gives a definition of G λ which uses the parameter (ν 0 , f 0 ) as well as C λ , but because of the observation in the last paragraph it will yield the same set G λ regardless of the choice of (ν 0 , f 0 ). The following claim shows that G λ is definable from H λ and C = C λ,ν0,f0 , and hence from H λ and C λ (G λ ).
Claim 4.22. A condition q is in G λ if and only if there is q ≤ q such that (i) q ∈ G and (ii) if q is any condition in G then/ ∈Ġ.
The forward direction of the claim is immediate: G λ satisfies clause (i) because each member q of G λ with ν q > ν 0 and A q ⊂ A 0 is a member of G, and any member of G λ certainly satisfies (ii).
To prove the other direction, let q 1 be a condition in G \ G λ . Then there is a condition q 0 ∈ G∩G λ such that q 0 q 1 ∈Ġ\Ġ λ . We will show that q 1 q 0 / ∈Ġ, and hence q 1 fails to satisfy condition (ii).
Since q 0 q 1 ∈Ġ we must have
so (q 1 ) * ξ ≤ q 1 . It follows that q 0 (q 1 ) * ξ ∈Ġ \Ġ λ , and if (q 1 ) * ξ q 0 / ∈Ġ then q 1 q 0 / ∈Ġ, so we could have chosen (q 1 ) * ξ in place of Aq 1 . Thus we can assume that ν q0 = ν q1 . We may also assume, by taking a direct extension of q 1 if necessary, that A q0 = A q1 and f q0 = f q1 .
∈Ġ λ , the set B of ordinals ξ such that g q0 (ξ) and g q1 (ξ) have a common ≤ * -extension is not a member of U(λ). Now we will complete the proof by finding, for any conditions p ∈ R λ and q ≤ q 1 , conditions p ≤ p and q ≤ q such that p R λ q Q λ q 0 / ∈Ġ. Since B / ∈ U(λ) there is some ξ ∈ A q \ B such that ξ > sup(domain p). Let p = p q↓ξ g q (ξ). Then p ≤ p and p q = q * ξ ≤ q . Lemma 3.14 implies that there is no r ≤ * g(ξ) such that r g q0 (ξ) ∈Ḣ λ . It follows that there is a direct extension p ≤ p such that p R λ g q0 (ξ) / ∈Ḣ λ . However, q Q λ ξ ∈ C, so it follows that
Lemma 4.23. The forcing notion Q λ is laudable.
Proof. Let q 0 and q 1 be any conditions in Q λ . We need to show that either (i) q 0 q 1 ∈Ġ λ , or (ii) q 0 and q 1 have a common ≤ * -extension, or (iii) there is no q ≤ * q 1 such that0 ∈Ġ λ . If ν q0 < ν q1 then alternative (i) holds, and if ν q0 > ν q1 then alternative (iii) holds, so we can assume ν q0 = ν q1 . Also, it is easy to verify that if
q1 ) ≤ * q 1 satisfy any of the three alternatives, then q 0 and q 1 satisfy the same alternative. Since the failure of the alternative (i) implies { ξ : f q0 (ξ) = f q1 (ξ) } ∈ U(λ) we also can assume f q0 = f q1 . If both of the alternatives (i) and (iii) fail for q 0 and q 1 , then the set A of ordinals ξ < λ for which these alternatives both fail for the pair g q0 (ξ) and g q1 (ξ) in R λ must be a member of U(λ). Since R λ is laudable by lemma 3.14, it follows that for all ξ ∈ A, the conditions g q0 (ξ) and g q1 (ξ) have a common ≤ * -extension g(ξ). It follows that (ν, A, g, f ) is a common ≤ * -extension of q 0 and q 1 , and hence alternative (ii) holds for g 1 and g 2 . §5. The forcing P λ . The forcing which we use in the case o(λ) = λ + is, like that of Gitik in the case o(λ) = λ, built on a forcing notion P λ which is contained in V λ . The forcing P λ is not a Prikry style forcing, but it is <λ-distributive under a much weaker assumption than o(λ) = λ.
Definition 5.1. Suppose that H λ ⊂ R λ is V -generic and C = C(H λ ). The conditions of P λ are the inaccessible cardinals ν < λ, and the ordering on P λ is defined in V [H λ ] by ν ν if and only if ν ∈ C ν ∪ {0, ν }.
Definition 5.2. We write D for the set of inaccessible cardinals µ such that { α < µ : o(α) = β } is stationary in µ for all β < µ.
Gitik observed in his proof of theorem 1.1 of [2] that, after the preparatory forcing, the <λ-distributive of his forcing P λ [E] follows from the assumption that λ ∈ D. Lemma 5.3 below gives the corresponding result for our P λ . Notice that lemma 5.3 requires a stronger hypothesis than Gitik's result, and that lemma 5.3 is nontrivial even for τ = 1.
Indeed, if ν < λ, τ < λ, and Ḋ ξ : ξ < τ is a sequence of R λ -terms for open dense subsets of P λ , then the set of conditions p in R ν+1,λ such that
is dense in (R ν+1,λ , ≤ * ).
Proof. Let S be the set of cardinals γ < κ such that γ = X ∩ λ for some elementary substructure (X, ∈) ≺ Hered λ ++ with { ν, γ, λ, D } ⊂ X, where Hered λ ++ is the class of sets hereditarily of cardinality less than λ ++ . By the hypothesis S = { η ∈ D ∩ S : o(η) = 1 } is unbounded in λ. We will show that for any η ∈ S there is a condition q ∈ Q η such that η, q R λ η ∈ ξ<τḊ ξ .
The lemma follows immediately: for any condition p ∈ R λ choose η ∈ S large enough that p ∈ R η , and pick q ∈ Q η such that η, q R λ η ∈ ξ<τḊ ξ . Then the condition p = p η, q ≤ * p satisfies (2).
In order to construct the required condition q, fix an arbitrary cardinal η ∈ S and for each cardinal α < η define B α to be the set of conditions r ∈ R α+1,η such that there is an ordinal α < η with r α α such that for each ξ < τ it is forced in R α+1 that one of the following two cases holds:
∀r ∈ R α+1,η ∀α < η r ≤ * r =⇒ r Rα+1,η α α and α ∈Ḋ ξ . (3b) Claim 5.4. The set B α is dense in (R α+1,η , ≤ * ) for all α < η.
The desired condition will be the limit p α + α , q α + of this sequence. We take p 0 = p and q 0 = (α, ∅, ∅, ∅). If ι is a limit ordinal then we take the limit: that is, p ι = ι <ι p ι , and q ι is defined by
Let B be the set of ν for which this was possible. If B / ∈ U (α , ι) then set
. Now let p ι+1 =p, and set A ι+1 = Aq ∪ B . Set f ι+1 Aq = f ι and g ι+1 Aq = gq, and for ν ∈ B set f ι+1 (ν) = γ ν and g ι+1 (ν) = s ν ν. To see that the condition p α + works, fix p ∈ R α+1 and ξ < τ so that p forces that (3b) does not hold. Extend p if necessary so that there are r ≤ * Corollary 5.7. Suppose that λ is as in the hypothesis of lemma 5.3, and that H λ * G is a generic subset of R λ * Ṗ λ . Then λ is regular in V [H λ ][G], and G is a closed unbounded subset of λ such that G ∩ ν = C ν for all ν ∈ G. Thus P λ extends the tree sequence C(H λ ).
Proof. As with Gitik's construction, lemma 5.3 implies that λ remains inaccessible in V [H λ , G]. The rest is straightforward. §6. Definition of Q λ for o(λ) ≥ λ. We assume throughout this section that o(λ) ≥ λ + , although everything will go through under the weaker assumption o(λ) ≥ λ except for lemma 6.7, stating that Q λ is diagonally closed. We note that, although this forcing is based closely on that of Gitik, we have modified Gitik's forcing so that (Q λ , ≤ * ) is λ-closed in addition to having changed the style of iteration.
The conditions in Q λ are pairs (β, q) such that β < λ + and q ∈ Q λ,β . 2. If q = (ν, A, f, h) then we will also write (β, q) as (β, ν, A, f, h), and we will identify a condition ν ∈ P λ with the condition (0, ν, ∅, ∅, ∅) ∈ Q λ .
3. If (β, q) and (β , q ) are in Q λ then (β , q ) ≤ * (β, q) if and only if β ≥ β and q ≤ * q with q regarded as a member of Q λ,β (definition 5.6). 4. The order ≤ on Q λ is defined in V [H λ ] as the smallest partial ordering such that
Proposition 6.2. A condition (β, q) ∈ Q λ , with β > 0, forces that there is some ξ ∈ C λ such that o(ξ) = β↓ξ and q↓ξ ∈ G(C ξ ).
Proof. If (β, q) ∈ G λ then there are conditions (0, ν , ∅, ∅, ∅) ≤ (β , q ) ≤ * (β, q) also in G λ , where the first and second inequalities follow respectively from clauses (4c) and (4a) of definition 6.1. If β = β then ξ = ν is as desired. Otherwise apply clause (ii) of definition 5.6, which implies that β ∝ ν β and henceβ = β↓ν is defined. Then q↓ν ≤ * q ↓ν ∈ G ν as a member of Q ν ,β , and it follows that there is ξ ∈ C ν with the required properties.
Any measures U (λ, β) with β ≥ λ + are ignored in the construction of Q λ . We will show in theorem 6.8 that these measures extend to normal measures in the generic extension.
Most of the work of proving that Q λ satisfies the Prikry property, definition 3.2(4), has already been done in lemma 5.3:
+ then for each condition (β, q) ∈ Q λ and each formula σ of the forcing language there is a condition (β + 1, q ) ≤ * (β, q) such that
Proof. Since P λ is a dense subset of Q λ , the forcing order (R λ + 1, ≤) is equivalent to R λ * Ṗ λ . We will work, for the moment, with the latter. Let B = { α < λ : β↓α = o(α) and q↓α ∈ Q α }. Then B ∈ U (λ, β) and by lemmas 3.9 and 5.3 there is, for each α ∈ B, a condition r α ∈ R α+1,λ and a ordinal ν α ∈ λ\α such that r α ν α α and
For each α ∈ B use definition 3.2(4) to pick q α ≤ * q↓α so that
Next, use the normality of U (λ, β) to define a set X ⊂ R λ and a condition q ≤ * q in Q λ,β such that if we set
Since R λ has the λ-chain condition, there is an η < λ such that every condition in X is compatible with some condition in X ∩ R η . Now define q ∈ Q λ,β+1 as follows: supposeq = (ν q ,Ā,ḡ,f), where we may assume that β↓α > o(α) for all α ∈Ā. Then set q = (ν q ,Ā ∪ (B \ η), g , f ) where g =ḡ ∪ { (α, r α ) : α ∈ B } and f =f ∪ { (α, ν α ) : α ∈ B }. Now suppose that H λ ⊂ R λ is generic. Then there is a condition p ∈ H λ ∩ R η such that either p ∈ X or p is incompatible with every member of X. However the condition q forces that there is some α ∈ B \ η such that r q (α) = α, q ↓α r α λ, (β + 1, q ) is in the generic subset G λ of Q λ , and p r q (α) forces either σ or ¬σ, depending on whether p ∈ X. Hence R λ (β +1, q ) Q λ σ, as required.
The next three lemmas state that the forcing Q λ has the three properties from section 3 which are needed for the recursion: Proof. Clauses 1-3 of definition 3.2 are straightforward, and clause 4 was proved in lemma 6.3. For clause 5, fix any α < λ and set Q * = { (β, q) ∈ Q λ : β > 0 and A q ∩ (α + 1) = ∅ } .
Then for any q , q ≤ q the relation q ≤ q is defined in V R α+1,λ .
Lemma 6.5. The forcing Q λ for o(λ) ≥ λ + extends C (see definition 3.11).
Proof. Corollary 5.7 states that the forcing P λ extends C(H λ ). Since P λ is dense in Q λ , it follows that Q λ also extends C(H λ ).
Lemma 6.6. The forcing Q λ for o(λ) ≥ λ + is laudable (see definition 3.13).
Proof. Let (β 0 , q 0 ) and (β 1 , q 1 ) be arbitrary members of Q λ such that (β 0 , q 0 ) (β 1 , q 1 ) ∈Ġ λ . We need to show that either (β 0 , q 0 ) and (β 1 , q 1 ) have a common ≤ * -extension, or else there is no q ≤ * q 1 such that0 ∈Ġ λ . If β 0 = β 1 then the conclusion follows from the fact that Q λ,β0 is laudable; and β 0 < β 1 would contradict the assumption that (β 0 , q 0 ) (β 1 , q 1 ) ∈Ġ λ ; so we can assume β 0 > β 1 . We will finish the proof by constructing, in this case, a condition (β 0 , q 1 ) ≤ * (β 1 , q 1 ) so that (β 0 , q 0 ) (β 0 , q 1 ) ∈Ġ λ and the pair (β 0 , q 0 ) and (β 0 , q 0 ) satisfies the conclusion if and only if the pair (β 0 , q 0 ) and (β 1 , q 1 ) does so.
To construct (β 0 , q 1 ), note that we can assume that o(α) < β 0 ↓α for all α ∈ A q0 and that β 1 ↓α ≤ o(α) < β 0 ↓α for all α ∈ A q0 \ A q1 . Now define q 1 by letting g q 1 (ξ) = g q0 (ξ) and f q 1 (ξ) = f q0 (ξ) for each ξ ∈ A q0 \ A q1 .
The following lemma is the only place where the assumption o(λ) ≥ λ + is needed. Everything else in this chapter follows from cf(o(λ)) ≥ λ.
Lemma 6.7. Suppose that q γ : γ < λ is a ≤ * -decreasing sequence of conditions in Q λ . Then there is a condition q ≤ * q 0 such that q * γ ≤ * (q γ ) * γ for all γ ≤ γ < λ.
Proof. Let q γ = (β γ , ν, A γ , f γ , g γ ) for each γ < λ, and set β = sup γ β γ < λ + . Now define A to be the set of ν ∈ λ such that o λ,β (ν) is defined, and for all γ < ν we have β γ ∝ ν β and o λ,β (γ) ≥ o λ,β (ν) =⇒ ν ∈ A γ . For ν ∈ A define g(ν) = g γ (ν) : γ < ν and o λ,β (ν) ≥ o λ,β (ν)
f (ν) = f γ (ν) for any γ < ν such that o λ,β (γ) ≥ o λ,β (ν).
Then q = (β, ν q0 , A, g, f ) is as required.
with on i U (V λ ) for each measure U = U(λ, β), then the resulting sequence of measures U * (λ, β) is coherent. The proof of theorem 6.8 heavily used the fact that the dense subset R λ * Ṗ λ ⊂ V λ of R λ+1 has cardinality λ. Indeed, this fact is needed twice: once to obtain Z ν ⊂ V ν for each ν ∈ A and hence to define the set A , and once at λ to show that D has cardinality λ + so that (T, λ) has a sufficiently generic subset in V (or, if the forcing extension is actually carried out, to show that forcing with (T, ≤) does not add new subsets of λ to V [H λ+1 ] ).
The statement of lemma 6.8 turns out to be somewhat misleading, at least with regard to the use in [7] of this forcing to construct a model in which the filter of closed and unbounded subsets of ω 1 is an ultrafilter. The original idea for that proof was to begin with a cardinal κ with a repeat point, and iterate the forcing of this paper κ + many times to add κ + new closed, unbounded subsets of κ. However this doesn't work because the iterated forcing to add a limit number η < κ + of such closed, unbounded sets does not have any dense subset of size κ. This failure of the proof is hardly suprising, since adding η many closed, unbounded subsets of κ makes κ singular. The actual argument in [7] avoids this problem by essentially incorporating the forcing (T, ≤) into the main forcing; and a similar tack is taken in this paper, where the coordinates (A, g) of the forcing Q λ can be viewed as conditions in a forcing analogous to (T, ≤) which adds an ultrafilter on P V [H λ ] in a generic extension of V [H λ ].
