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Abstract. In classic Information Retrieval systems a relevant document will not be retrieved in response to a query
if the document and query representations do not share at least one term. This problem, known as “term mismatch”,
has been recognised for a long time by the Information Retrieval community and a number of possible solutions
have been proposed. Here I present a preliminary investigation into a new class of retrieval models that attempt to
solve the term mismatch problem by exploiting complete or partial knowledge of term similarity in the term space.
The use of term similarity enables to enhance classic retrieval models by taking into account non-matching terms.
The theoretical advantages and drawbacks of these models are presented and compared with other models tackling
the same problem. A preliminary experimental investigation into the performance gain achieved by exploiting term
similarity with the proposed models is presented and discussed.
Keywords: Information Retrieval, term mismatch problem, term similarity, retrieval model.
1. Introduction
Information Retrieval (IR) is concerned with finding
from a collection of documents those that are relevant
to a user information need. The user describes his in-
formation need using a query which consists of a set of
terms. In Boolean IR systems, terms are chosen by the
user and are connected using Boolean operators (e.g.,
“and”, “or”, “not”) to construct the query. In this pa-
per I am not concerned with Boolean systems, but with
systems that extract terms (index terms) from the text
of a natural language query to build a query represen-
tation consisting of a set of weighted terms. Document
representations, constructed in a similar way, are then
matched with the query representation. Documents
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are ranked according to how well their representation
matches the query representation [24].
A fundamental problem for IR is term mismatch.
A query is usually a short and incomplete description
of the user information need, and users and authors of
documents indexed by the IR system often use different
terms to refer to the same concepts.
This paper addresses the term mismatch problem
proposing a new class of retrieval models that exploit
the knowledge of term similarity in the term space.
The term similarity is used at retrieval time to estimate
the relevance of a document in response to a query by
looking not only at matching terms, but also at non-
matching terms.
The paper is structured as follows. In section 2, I
discuss the importance of the term mismatch problem
in IR. In section 3, I present a number of solutions to
the problem that have been proposed in the past. A
common graphical interpretation of these solutions is
2 F. Crestani
used to help understand their effects on the term space.
In section 4, I address the significance of term sim-
ilarity information on the term space and the cost of
this knowledge. In section 5, I present a class of mod-
els that exploit term similarity knowledge to tackle the
term mismatch problem. The results of a preliminary
investigation into the retrieval performance of these
models are then described. These results should be
read in the context of the evaluation framework pre-
sented in section 6. The actual results of the evaluation
are presented and analysed in section 7. The paper
concludes with section 8 where a discussion on the
limitations of the experimentation is reported and di-
rections of future work are examined.
2. The Term Mismatch Problem
Representing the user information need and the docu-
ment informative content is a very difficult task in IR.
Attempts to using advanced Natural Language Pro-
cessing techniques or complex logical models have
failed to solve the problem and IR is still using the
classic technique of the “bag of terms” [21]. Terms
are automatically extracted from or manually assigned
to documents and queries. This way of representing
documents and queries is common to both the Vector
Space model [19] and the Probabilistic model [24], the
two most important models of IR. However, represent-
ing documents and queries using a set of terms has a
very serious side effect: the term mismatch problem.
Users of IR systems often use different term to de-
scribe the concepts in their queries than the authors use
to describe the same concepts in their documents. It
has been observed that two people use the same term
to describe the same concept in less than 20% of the
cases [8]. It has also been observed that this problem
is more severe for short casual queries than for long
elaborate ones because, as queries get longer, there is
a higher chance of some important term co-occurring
in the query and the relevant documents [28]. The
term mismatch problem does not have only the effect
of hindering the retrieval of relevant documents, it has
also the effect of producing bad rankings of retrieved
documents, as the following example shows.
Let us assume, for example, that a user would like
to find information about “wine of the Tuscany region
of Italy”. The user submits to the IR system the query:
q = (wine; Tuscany)
Let us consider the following three documents:
d
1
= (wine; France)
d
2
= (wine; Italy)
d
3
= (F lorence; vineyard)
Leaving aside considerations related to the indexing
weights assigned to the terms used to represent docu-
ments and query, let us consider the Retrieval Status
Value (RSV) of these documents in response to the
query q. The RSV is an estimate of the relevance of
a document with respect to a query that is performed
according to the model the IR system uses. The RSV
is used by the IR system to rank documents and present
them to the user. An IR system using a classic model
would assign to documents d
1
and d
2
a very similar
RSV (how similar depends on the indexing weights
assigned to terms), since both these documents have
one term in common with the query. These documents
would be ranked higher that document d
3
, which has
no term in common with the query. However, we can
clearly see that document d
1
is surely not relevant,
since it deals with French wine. Moreover, if we com-
pare documents d
2
and d
3
, we can argue that d
3
is
more relevant that d
2
, since d
3
deals with wine from
Florence, a particular area of Tuscany, while d
2
deals
with wine from the whole of Italy. Document d
3
is
fully relevant to the query, while document d
2
is only
partially relevant. We are therefore inclined to assign
a higher RSV to d
3
, closely followed by d
2
and then
d
1
. Such assignment of RSV is almost the opposite of
that given by the IR system.
The above example shows the effect of the term mis-
match problem. The use of advanced indexing models
only partially limits these effects. In the following
section I will briefly describe a number of proposed
solutions to the term mismatch problem.
3. Approaches to the Term Mismatch Problem
There are a number of approaches to solving the term
mismatch problem. In the following of this section I
will briefly review some of these approaches showing
how they attempt to tackle the problem. In this anal-
ysis, instead of describing one or more technique in
detail, I will try to generalise the effects on the term
space of the different techniques. On the basis of this
analysis, I will argue that none of these approaches can
completely solve the problem and each approach has
its drawbacks.
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3.1. Dimensionality Reduction
The most commonly used approach to the term mis-
match problem consists in reducing the chances that a
query and a document refer to the same concept using
different terms. This can be achieved by reducing the
number of possible ways a concept can be expressed,
or in other words, reducing the “vocabulary” used to
represent concepts.
With reference to the example of section 2, dimen-
sionality reduction could be employed to reduce the in-
dexing vocabulary of our system, so that, for example,
the terms “wine” and “vineyard” could be replaced by
only one term that expresses the concept of wine in all
its aspects. The same can be done for the terms “Tus-
cany”, “Florence”, and “Italy”, that could be replaced
by a term that expresses the general geographical con-
cept of Italy.
A number of techniques have been proposed for the
dimensionality reduction of the term space. The most
important ones are:
 manual thesauri [1];
 stemming and conflation [10];
 clustering or automatic thesauri [17, 23];
 Latent Semantic Indexing [8].
These techniques propose different strategies of term
replacement. The strategies can be based on seman-
tical considerations (manual thesauri), morphological
rules (stemming and conflation), or term co-occurrence
(clustering or Latent Semantic Indexing).
The effectiveness of dimensionality reduction tech-
niques has been debated for long time. Stemming and
term clustering, for example, have not proved to be
always effective [22, 10]. The effectiveness of these
techniques depends very much on the application do-
main and on the characteristics of the collection. In
fact, techniques like stemming, term clustering or La-
tent Semantic Indexing that have proved to be some-
what effective with collections like TREC, are not so
effective if used by Web search engines. These tech-
niques are recall-oriented and, given the very short
queries submitted to Web search engines, they would
cause the retrieval of a large number of documents to
the expenses of precision. While in TREC evaluation
(in particular in the “ad hoc” track) the first 1000 docu-
ments are used in the evaluation, very few Web search
engines’ users look beyond the first 20 retrieved doc-
uments. Nevertheless, the reduction in the indexing
space (and therefore memory space) that they produce
has brought such engines as Excite and Infoseek to
adopt them.
Another drawback of dimensionality reduction is
that it may cause an over-simplification of the term
space that may limit the expressiveness of the indexing
language and could result in incorrect classification of
unrelated terms.
3.2. Query Expansion
Another popular approach to the term mismatch prob-
lem is query expansion. This approach considers the
query as a tentative definition of the concept the user
is interested to find documents about. A number of
different techniques can then be used to expand the
original query submitted by the user to include other
terms related to that concept. Documents are then
matched against the new expanded query.
Referring to the example of section 2, query expan-
sion could be used to expand the original query by
adding terms related to the concept of wine (adding for
example the term “vineyard”) or the concept of Italy
(adding for example terms that represent geographical
regions of Italy). The difficulty in the correct applica-
tion of query expansion lies in finding the best terms to
add and in weighting in a correct way their importance.
The two most important techniques for query expan-
sion are:
 automatic, semi-automatic, or interactive query
expansion [9];
 relevance feedback [12].
Query expansion consists in automatically or semi-
automatically adding terms to the query by selecting
from the term space those that are most similar to the
ones used originally by the user. In interactive query
expansion some control is left to the user on the choice
of terms to be added to the query.
Relevance feedback enables the selection of terms to
be added to the original query terms by automatically
extracting them from documents marked as relevant by
the user.
It is commonly known that query expansion works;
in fact it is used quite extensively in top performing
TREC participating systems [13]. Nevertheless, theo-
retically speaking, this approach too has a few draw-
backs. The most important one is related to the diffi-
cult choice of terms to be added to the original query
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terms. Automatic query expansion techniques relies
on accurate ways of finding term relations. Most of
the approaches currently in use are very much domain
and application dependent and require a long tuning
process before being applied to a new domain and ap-
plication. In addition, in interactive query expansion,
it has been shown that users cannot always effectively
choose the best terms to be added to the query [15].
Finally, terms added to the query should be weighted
in such a way that their importance in the context of the
query will not modify the original concept expressed
by the user.
Complex techniques using local context, like, for
example, Local Context Analysis [28], enable to limit
some of the drawbacks of automatic query expansion.
It is not clear, however, how these techniques would
perform on such a heterogeneous and incoherent col-
lection like the Web.
3.3. Imaging
In 1986 Van Rijsbergen proposed the use in IR of
a technique called logical imaging based on non-
classical Conditional Logic [25]. Imaging enables the
estimation of the RSV as P (d! q), where the seman-
tics of the implication operator! does not need to be
explicitly defined. In 1995 Crestani and Van Rijsber-
gen proposed and experimented with a retrieval model
based on imaging [5]. This model was later generalised
and experimented more thoroughly using a technique
called general logical imaging [6]. This new technique
is generalisation of the imaging technique proposed by
Ga¨rdenfors [11] that enables a more general transfer of
the indexing weights than logical imaging.
Without entering into the details of this technique
(details that can be found in the cited papers), the
retrieval by general logical imaging model (RbGLI)
uses term-term semantic similarity to direct the trans-
fer of indexing weights at retrieval time from terms
non present in the document to terms that are present.
RbGLI transfers indexing weights to all terms present
in the document with portions that are in decreasing
order to the similarity between the “donor term” and
the “recipient term”. Terms that represent the same or
similar concepts can then be accounted for even if they
are not present in the document. Therefore, RbGLI
attempts to solve the term mismatch problem without
explicitly modifying the terms space or the query, but
by changing the indexing weights of terms present in
the document under consideration to account for terms
that are similar and that have not been used to index
the document.
Referring to the example of section 2 and looking
at document d
2
, RbGLI would transfer the index-
ing weights of terms “Florence” and “France” to the
term “Italy”, and the indexing weight of “vineyard”
to “wine”. The amount of the transfer would be de-
termined by the similarity between these terms. The
value of RSV (d
2
; q) would then be determined using
the classical way, but the term “wine” would now hold
also the weight of term “vineyard”, although this term
is not present in the document. Unfortunately, such
small example do not give full credit to the complexity
of RbGLI. With a much larger term space and longer
documents and queries the effects of the kinematics of
indexing weights produced by RbGLI on the ranking
of retrieved documents is much larger.
The major problem with RbGLI is that it is compu-
tationally very expensive [4]. Term similarity infor-
mation is used at retrieval time to find for every term
not present in the document those terms in the doc-
ument to which its probability needs to be transfered
and the relative amount involved in the transfer. This
computation needs to be done for every document in
the collection in order to produce a ranking.
4. Term Similarity
Most of the approaches to the term mismatch problem
presented in the previous section assume the availabil-
ity of a measure of the similarity between terms. A
similarity measure between pairs of terms is necessary
in order to build an automatic thesaurus or expand the
query.
Measures of similarity have been studied in IR for
a long time. They have been studied in the context of
clustering [17], ranked retrieval [24], thesauri construc-
tion [23], and other applications. Although no single
similarity measure has proved to be the best for any
kind of application, most research in this area agrees
on the fact that the estimate of a complete measure of
similarity on the term space (i.e. for each pair of terms
in the term space) is a very expensive business. How-
ever, the availability of very fast computers and more
efficient algorithms for the evaluation of similarity in
large term space is making this problem less and less
serious.
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In the context of this paper I will assume that a
measure of similarity on the terms space can be eval-
uated. This is not an unreasonable assumption. First
of all term similarity can be evaluated off-line and ef-
ficiently stored to be used at retrieval time. Second,
the retrieval models presented in the following of this
paper can also work with partial term similarity infor-
mation, making it possible to tailor the evaluation of
similarity to the available means (see section 5.5).
Let us suppose we have a measure of similarity that
enables us to evaluate for each pair of terms in the term
space T a real value which estimates how semantically
close the terms are.
8(t
i
; t
j
) 2 T; 0  Sim(t
i
; t
j
)  1
Such function Sim, should have the following proper-
ties:
1. Sim(t
i
; t
j
) = 1 iff t
i
= t
j
;
2. Sim(t
i
; t
j
) ; 1 if t
i
and t
j
are semantically
close, that is if t
i
and t
j
can be (and have been)
used to express the same concepts;
3. Sim(t
i
; t
j
) ; 0 if t
i
and t
j
are not semantically
close, that is if t
i
and t
j
cannot be (and have not
been) used to express the same concepts.
Of the above properties, property 1 is obvious, while
properties 2 and 3 although intuitive, are difficult to
verify for a given measure Sim. In fact, most measures
of similarity developed in the field of IR attempt to
follow these properties, but the information available
for the estimate of the semantic similarity between
terms is quite poor [14].
Most similarity measures used in IR attempt to esti-
mate the semantic similarity between terms by looking
at their pattern of occurrence in documents. Two terms
are considered semantically similar if they tend to co-
occur in the same context (i.e. a document, a paragraph,
or a phrase). There are many recognised drawbacks to
this assumption, but no one has been able to propose
a better and still implementable approach1. I will not
enter into a discussion about the plausibility of this
approach. In the future we may have better ways of
estimating the semantic similarity between terms, but
for the time being I will make use of the state of the art
in this area. Although the effectiveness of the models
presented in the paper depends very much on the qual-
ity of the similarity measures, the proposed models
could make use of any available similarity information
of the term space.
5. Exploiting Term Similarity at Retrieval Time
Most classic IR models evaluate the RSV of a docu-
ment with regard to a query using some variant of the
following formula:
RSV (d; q) =
X
t2q
w
d
(t) w
q
(t) (1)
where w
d
(t) is the indexing weight assigned to term t
in the context of document d, and w
q
(t) is the indexing
weight assigned to term t in the context of query q.
The sum of the product of the indexing weights is per-
formed over all terms occurring in the query, but since
some query terms may not occur in the document (for
which w
d
(t) = 0), the sum is actually performed over
all terms occurring in both the query and the document.
Normalisation factors are often employed to take into
consideration different document and query lengths.
Classic IR models fall into the term mismatch prob-
lem since they do not take into account that the same
concept could be expressed using different terms in
document and query.
Supposing we had similarity information on the term
space, we could use this information to account for the
term mismatch problem, exploiting such information
at retrieval time for the evaluation of the RSV. In fact, if
we take for example a query term for which we cannot
find a matching document term, we could use simi-
larity information to identify the semantically closest
document terms. Alternatively, if we take a document
term for which we cannot find a matching query term,
we could use similarity information to identify the se-
mantically closest query terms. In the following two
sections I present a class of models that exploit term
similarity information at retrieval time in this fashion.
These models do not have most of the drawbacks of
dimensionality reduction and query expansion, since
they do not modify the term space or the original query,
but they exploit at retrieval time the information pro-
vided by the term similarity.
5.1. The q  d Models
If we consider the point of view of a query, then we
could take a query term for which we cannot find a
matching document term and look for semantically
close document terms. In the presence of complete
similarity information on the term space, we can easily
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determine the closest document term, that is the doc-
ument term for which we have the maximum value of
similarity with the query term2. Supposing the similar-
ity measure has been normalised in the range [0; 1], we
could introduce the similarity value in the computation
of the RSV as follows:
RSV
max(qd)
(d; q) =
X
t2q
Sim(t; t

) w
d
(t

) w
q
(t)
(2)
where t 2 T is a document term for which
Sim(t; t

) = max, w
d
(t

) is the indexing weight as-
signed to term t in the context of document d, w
q
(t) is
the indexing weight assigned to term t in the context of
query q, and Sim(t; t) is the similarity value between
t and t.
Formula 2 enables to consider non-matching terms
in the evaluation of the RSV, since it considers all terms
in the query even if they are not present in the docu-
ment. Non-matching terms for which the similarity
measure is maximum will contribute to the RSV in a
measure that is proportional to their similarity value.
The formula is a generalisation of formula 1, as it can
be easily proved if we assume Sim(t; t) = 1 for
t = t
 and Sim(t; t) = 0 otherwise.
We can also consider the total value of the contribu-
tion of all non-matching terms in the evaluation of the
RSV. In this case the formula needs to be changed into
the following:
RSV
tot(qd)
(d; q) =
=
X
t
k
2q
(
X
t
j
2d
Sim(t
k
; t
j
) w
d
(t
j
)) w
q
(t
k
)
(3)
where symbols are defined as in formula 2. Again,
formula 3 is a generalisation of formula 1 for the classic
evaluation of the RSV.
Let us suppose, for example, that we have the fol-
lowing query and document:
q = (t
1
; t
3
)
d = (t
1
; t
2
; t
4
)
Let us also suppose that we have the following sim-
ilarity information:
t
1
t
2
t
3
t
4
t
1
1 :5 0 :1
t
2
:6 1 :2 :5
t
3
:8 :6 1 0
t
4
0 :4 :2 1
The above matrix S provides the similarity between
each pair of terms in the term space, that isSim(t
i
; t
j
),
where t
i
is a term in row i and t
j
is a term in col-
umn j. Notice that S satisfy the properties described
in section 4, and it is also complete (i.e., there is a
value for each pair (t
i
; t
j
)) and is non-symmetric (i.e.,
Sim(t
i
; t
j
) 6= Sim(t
j
; t
i
)).
Then:
RSV (d; q) = w
d
(t
1
) w
q
(t
1
)
while:
RSV
max(qd)
(d; q) = 1  w
q
(t
1
) w
d
(t
1
)+
+0:8 w
q
(t
3
) w
d
(t
1
)
and
RSV
tot(qd)
(d; q) = 1 w
d
(t
1
)  w
q
(t
1
)+
+0:5 w
q
(t
1
)  w
d
(t
2
)+
+0:1 w
q
(t
1
) w
d
(t
4
)+
+0:8 w
q
(t
3
) w
d
(t
1
)+
+0:6 w
q
(t
3
) w
d
(t
2
)+
+0 w
q
(t
3
) w
d
(t
4
)
As we can see from the example above,
RSV
max(qd)
(d; q) and RSV
tot(qd)
(d; q) extend the
classic RSV (d; q) by considering also non-matching
terms.
5.2. The d q Models
If we consider the point of view of a document, then
we have the d q models. The evaluation of the RSV
can then be obtained using the following formula for
the evaluation of RSV
max(dq)
(d; q):
RSV
max(dq)
(d; q) =
X
t2d
Sim(t; t

) w
d
(t) w
q
(t

)
(4)
where t 2 T is a query term for which Sim(t; t) =
max, w
d
(t) is the indexing weight assigned to term t
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in the context of document d, w
q
(t

) is the indexing
weight assigned to term t in the context of query q,
and Sim(t; t) is the similarity value between t and t.
Alternatively, we can evaluate RSV
tot(dq)
(d; q) in
a way similar to the one reported in formula 3:
RSV
tot(dq)
(d; q) =
=
X
t
j
2d
(
X
t
k
2q
Sim(t
k
; t
j
) w
q
(t
k
)) w
d
(t
j
)
(5)
Considering the same data of the example reported in
section 5.1, here we would have the following results:
RSV (d; q) = w
d
(t
1
)  w
q
(t
1
)
Notice that the classic RSV (d; q) remains the same
whatever the point of view taken.
RSV
max(dq)
(d; q) = 1 w
d
(t
1
)  w
q
(t
1
)+
+0:6 w
d
(t
2
) w
q
(t
1
)+
+0:2 w
d
(t
4
) w
q
(t
3
)
and
RSV
tot(dq)
(d; q) = 1 w
d
(t
1
) w
q
(t
1
)+
+0 w
d
(t
1
) w
q
(t
3
)+
+0:6 w
d
(t
2
) w
q
(t
1
)+
+0:2 w
d
(t
2
) w
q
(t
3
)+
+0 w
d
(t
4
) w
q
(t
1
)+
+0:2 w
d
(t
4
) w
q
(t
3
)
Notice that bothRSV
tot(dq)
andRSV
max(dq)
(d; q)
hold different results from the ones reported in sec-
tion 5.1. However, it can easily be proved that with a
symmetric similarity measure, i.e., withSim(t
i
; t
j
) =
Sim(t
j
; t
i
), forall(t
i
; t
j
) 2 T , we have the following
equility: RSV
tot(qd)
= RSV
tot(dq)
. On the other
hand, even with a symmetric similarity measure, we
generally have RSV
max(qd)
6= RSV
max(dq)
.
5.3. Relation Between the q  d and d q Models
In a related area of research, aimed at modelling the
IR retrieval process as logical model, Nie showed that
the two conditionals d ! q and q ! d have a very
interesting interpretation [16]. The conditional d! q
expresses the exhaustivity of the document to a query,
i.e. how much of a document content is specified by the
query content. In fact d ! q is intuitively equivalent
to d  q. The conditional q ! d, instead, expresses
the specificity of a document to a query, i.e. how much
of a query content is specified in the document content.
In fact, q! d is intuitively equivalent to q  d.
The models proposed in this paper can be interpreted
in this way too. In fact, the qd models, by taking the
query point of view, measure how much of the query
content is specified in the document. This is done
in a complete way by tot(q  d), or in a partial way
by max(q  d), considering only the most important
contributions. This enables to measure the specificity
of the document to the query. On the other hand, the
d  q models, by taking the document point of view,
measure how much of the document content is required
by the query. Again, this is done in a complete way by
tot(d  q), or in a partial way by max(d  q). This
enables to measure the exhaustivity of the document to
the query.
Nie proposed to combine the two measures to pro-
duce a “correspondence” measure between query and
document. This measure should estimate the relevance
of a document to a query. In this paper I did not fol-
low this approach (yet), since at this stage I am mainly
interested in analysing from an effectiveness perspec-
tive the difference between the models. A study of the
possible combination of the q  d and d  q models
will be carried out in the future.
5.4. Relation Between the q  d and d  q Models
and Other Approaches to the Term Mismatch
Problem
It is worth noticing that the proposed models differ
in principle from other approaches to the term mis-
match problem like, for example, the dimensionality
reduction and query expansion techniques presented in
section 3. While dimensionality reduction and query
expansion techniques reshape the term space or the
query, the models proposed in this paper do not alter
the original term space or query. Instead, they use in
the evaluation of the RSV additional information de-
rived from term similarity of non-matching terms. Be-
cause of this fundamental differences, the effectiveness
of the models here presented should not be compared
with that of models of IR employing dimensionality re-
duction and query expansion techniques, but with that
of classical models of IR. In fact, the q  d and d q
models could be used on top or in conjunction with
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dimensionality reduction and query expansion tech-
niques, and do not constitute an alternative to them.
5.5. Partial Similarity Information
In the above discussion I have supposed the availabil-
ity of full similarity information, i.e. the availability of
Sim(t
i
; t
j
) for every pair of terms (t
i
; t
j
) in the term
space T . This case is often unrealistic, especially for
large term spaces, given the computational burden of
the evaluation of Sim(t
i
; t
j
). The evaluation and stor-
ing of complete similarity information is in fact a very
expensive process. In most practical cases it makes
sense to evaluate and store similarity information only
for pair of terms that are most similar. These often
are a very small subset of all terms in the term space.
Moreover, this makes it possible to use a thesaurus for
the evaluation of Sim(t
i
; t
j
), since a thesaurus con-
tains information regarding only the most similar pairs
of terms. The formulas presented in the two previous
sections do not need to be modified in case of avail-
ability of only partial similarity information. They can
be used as their are.
In fact, let suppose, for example, that we have the
following matrix S 0:
t
1
t
2
t
3
t
4
t
1
1 :5 na na
t
2
:6 1 :2 na
t
3
:8 :6 1 na
t
4
na na na 1
where na indicates a non-available similarity value.
We can still evaluate the different RSVs by not consid-
ering the contributionsof those pairs of terms for which
we do not have similarity information. For example,
using S0 instead of S, we have:
RSV
max(dq)
(d; q) = 1 w
d
(t
1
) w
q
(t
1
)+
+0:6 w
d
(t
2
)  w
q
(t
1
)
and
RSV
tot(dq)
(d; q) = 1 w
d
(t
1
) w
q
(t
1
)+
+0:6 w
d
(t
2
) w
q
(t
1
)+
+0:2 w
d
(t
2
) w
q
(t
3
)
It should be noticed that the difference between the
RSVs of the q  d and d q models and the classical
IR models become smaller the smaller is the amount
of similarity information used. In fact, if the similarity
information is completely non-available, the q d and
d  q models produce the same RSVs as with the
classical IR models.
Moreover, in case of use of incomplete similar-
ity information, the availability of a symmetric sim-
ilarity measure does not assure that the equality
RSV
tot(qd)
= RSV
tot(dq)
holds.
6. Evaluation Framework
In order to carry out a preliminary evaluation of the
retrieval effectiveness of the proposed models, a suit-
able evaluation framework needs to be devised. In
such a framework it should be possible to evaluate the
contribution of the use of term similarity information
of non-matching terms to the retrieval effectiveness of
classic IR models. To this purpose, three classic re-
trieval models have been compared with the equivalent
q  d and d  q models, i.e. with models using the
same weighting schemes. Any effectiveness improve-
ments should then be attributed to the use of similarity
between non-matching terms in the evaluation of the
RSV.
6.1. Classic Retrieval Models
The computation of the classic RSV (d; q) has been
carried out according to the following three classic IR
models:
 coordination level matching model;
 coordination level matching with idf weighting
model;
 tf-idf model.
The coordination level matching simply counts the
number of terms that are present in both document and
query, that is:
RSV
c:l:
(d; q) =
X
t2q
I
d
(t)
where I
d
(t) is 1 if t is present in d and 0 otherwise.
In the coordination level matching with idf the im-
portance of the term t in the document collection, esti-
mated by the inverse document frequency weight (idf),
is added in the evaluation of the RSV :
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RSV
idf
(d; q) =
X
t2q
idf(t)
where:
idf(t) =  log
n
N
with n as the number of documents in which t occurs,
and N as the number of documents in the collection.
Finally, we have the tf-idf model, one of the most
classic model of IR, where the importance of the term
t in the context of the document d is additionally taken
into consideration:
RSV
tf idf
(d; q) =
X
t2q
tf
d
(t) idf(t)
where idf is defined as in the previous model and
tf
d
(t) =
log(freq
d
(t) + 1)
log(length
d
)
with freq
d
(t) as the frequency of term t in document
d, and length
d
as the number of unique terms in doc-
ument d.
Each one of the above models makes use of addi-
tional information relative to term distribution (in the
collection as a whole and/or in a document). Past stud-
ies of the retrieval effectiveness of the above models
have shown that the full use of information about the
term distribution, as achieved by the tf-idfmodel, gives
higher retrieval effectiveness [24].
6.2. Similarity Measure
The models proposed in this paper make use of an
additional form of information about terms in compar-
ison to classic models: term similarity. The similarity
between terms needs then to be evaluated for the term
spaces of the document collections used. The prob-
lem of defining a measure of similarity between terms
has been addressed by many researchers in the past,
both in IR [27, 26, 23] and Natural Language Process-
ing [3, 2]. It is very important to chose a good measure
since much of effectiveness of the models proposed
here depends on it. In the experiments reported in this
paper I decided to use the Expected Mutual Informa-
tion Measure (EMIM ), because it has been used with
success in the past by the author [7], and because it is
a well accepted measure in Lexicography [3].
In Information Theory EMIM (t
i
; t
j
) is often in-
terpreted as a measure of the statistical information
contained in t
i
about t
j
(or vice versa, it being a sym-
metric measure). The EMIM measure is defined as
follows:
EMIM (t
i
; t
j
) =
=
X
t
i
;t
j
P (t
i
2 d; t
j
2 d) log
P (t
i
2 d; t
j
2 d)
P (t
i
2 d)P (t
j
2 d)
(6)
where t
i
and t
j
are any two terms of the term space T .
We can efficiently estimate EMIM between two
terms using the technique proposed by Van Rijsbergen
in [24]. This technique makes use of co-occurrence
data that can be derived by a statistical analysis of the
term occurrences in the collection. Some thresholding
on the estimates has been used to make the computation
fast and efficient [4], causing the similarity information
to be incomplete.
6.3. Implementation of the q  d and d q Models
Variants of the max(d  q) and tot(q  d) models
taking into consideration different term distribution in-
formation were implemented to be comparable with
the classic retrieval models. In particular, I defined
and implemented the following models.
Max and Tot, defined respectively as:
RSV
max(qd)
(d; q) =
X
t2q
EMIM (t; t

) I
d
(t

)
where t has been defined in section 5.1, and
RSV
tot(qd)
(d; q) =
=
X
t
k
2q
(
X
t
j
2d
EMIM (t
k
; t
j
) I
d
(t
j
)) I
q
(t
k
)
These models make no use of term distribution in-
formation and are comparable to the coordination level
matching.
Max idf and Tot idf, defined respectively as:
RSV
max(qd)
(d; q) =
X
t2q
EMIM (t; t

) idf(t

)
and
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RSV
tot(qd)
(d; q) =
=
X
t
k
2q
(
X
t
j
2d
EMIM (t
k
; t
j
) idf(t
j
))
Max idf and tot idf use only collection-wide term
distribution information (the idf weight) and are com-
parable with the coordination level matching with idf.
Max tf-idf and Tot tf-idf, defined respectively as:
RSV
max(qd)
(d; q) =
=
X
t2q
EMIM (t; t

) tf
d
(t

) idf(t

)
and
RSV
tot(qd)
(d; q) =
=
X
t
k
2q
(
X
t
j
2d
EMIM (t
k
; t
j
) tf
d
(t
j
) idf(t
j
))
These last two models use all the available term
distribution information, both at document level and at
collection level. This makes them comparable to the
tf-idf model.
6.4. Test Collections and Effectiveness Measure
The evaluation of the retrieval effectiveness of both
classic and new models was carried out according to
the traditional IR methodology. The retrieval perfor-
mance were evaluated making use of some standard
test collections (see table 1) and computed using the
standard measure of precision and recall as defined
in [24].
One clear drawback of this evaluation is the rather
small size of the collections used, compared with those
currently used in the context of TREC [13]. The main
reason for the use of small collections, at this stage
of the experimentation of the proposed models, is due
to their computational burden. The examples reported
in sections 5.1 and 5.2 give a clear indication of the
size of the task. Moreover, the current implementation
of the models has not been engineered for efficiency3,
since the main interest, at this stage of this research, is
centred on the analysis of the behaviour of the models.
Evaluations with larger test collections will be carried
in the future.
Table 1. Test collections data
Data Cranfield CACM NPL
documents 1400 3204 11429
queries 225 52 93
terms in doc. 5000 7121 7492
terms in query 274 356 337
avg. doc. length 53.61 24.26 19.96
avg. query length 8.95 11.5 7.15
avg. rel. doc. 7.28 15.31 22.41
7. Results and Analysis
The models presented in section 5 were tested and
compared with classic IR models using the framework
described in section 6. The experimental analysis car-
ried out is too extensive to be reported in full in this
paper. I will only report the most interesting findings.
Tables 2 and 3 report the results of the retrieval ef-
fectiveness of the max(q  d) and tot(q  d) models,
in their various implementations, compared with those
of classic IR models. The collection used is the CACM
document collection. As it can be noticed, each q  d
model performs almost always more effectively that
the respective classic model. The same can be said
for the d q models, whose results are reported in Ta-
bles 4 and 5. Similar results were obtained for the other
test collections, with bigger differences in effectiveness
between new and classic models for the Cranfield col-
lection, while smaller differences where found for the
NPL collection. Since the max(q  d) and tot(q  d)
models use the same term distribution information of
the classic models, any increase in effectiveness can
be attributed solely to the use contribution of the non-
matching terms, ceteris paribus. Observe, also, how
the improvement in average precision increases with
the use of more and more term distribution informa-
tion.
Table 6 reports a comparison of the effectiveness
between the tf-idf model and the new models making
use of all the available information on the terms distri-
bution. Two things can be observed: (1) all the q  d
and d q models perform significantly better than the
tf-idf model; (2) all the qd and dq models perform
in a almost identical way.
The first observation is an experimental proof of
the advantages of exploiting the similarity of non-
matching terms at retrieval time. However, this result
needs to be tested with a larger collection before taking
it for certain. In IR there have been many instances
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Table 2. Performance of max(qd) using the CACM and differ-
ent weighting schemas.
Rec. % Prec. %
c.l. max idf max idf tf-idf max tf-idf
10 44 46 41 53 56 70
20 33 32 34 43 49 59
30 21 25 27 38 41 53
40 16 21 22 30 33 46
50 13 16 18 21 26 39
60 11 13 15 16 21 33
70 08 08 09 13 14 26
80 07 07 07 11 11 19
90 04 04 05 08 06 10
100 03 04 04 05 03 07
Avg. 16.0 17.6 18.2 23.8 26.0 36.2
Impr. 01.6 05.6 10.2
Table 3. Performance of tot(qd) using the CACM and different
weighting schemas.
Rec. % Prec. %
c.l. tot idf tot idf tf-idf tot tf-idf
10 44 43 41 51 56 67
20 33 30 34 43 49 58
30 21 21 27 36 41 53
40 16 17 22 28 33 47
50 13 16 18 22 26 39
60 11 13 15 17 21 33
70 08 08 09 13 14 27
80 07 06 07 10 11 20
90 04 04 05 06 06 09
100 03 03 04 05 03 07
Avg. 16.0 16.1 18.2 23.1 26.0 36.0
Impr. 00.1 04.9 10.0
of good experimental results that have not been con-
firmed by experimentation on larger test collections;
the RbGLI model presented in section 3.3 is one of
these instances [7].
The second observation can be explained consider-
ing the use of a symmetric and almost complete term
similarity information. In this case, in fact, we have:
RSV
tot(dq)
(d; q) = RSV
tot(qd)
(d; q). The thresh-
olding used in the estimate of EMIM [4] explains the
little differences in the data observed. However, this
does not explain why also the two models max(q d)
and max(d  q) performs also in an almost identical
way. An explanation of this result can be found by
Table 4. Performance of max(d q) using the CACM and differ-
ent weighting schemas.
Rec. % Prec. %
c.l. max idf max idf tf-idf max tf-idf
10 44 44 41 51 56 70
20 33 30 34 42 49 59
30 21 21 27 37 41 52
40 16 16 22 29 33 47
50 13 14 18 22 26 40
60 11 11 15 17 21 34
70 08 08 09 13 14 26
80 07 06 07 10 11 19
90 04 04 05 07 06 09
100 03 03 04 05 03 07
Avg. 16.0 15.7 18.2 23.3 26.0 36.3
Impr. -00.3 05.1 10.3
Table 5. Performance of tot(d q) using the CACM and different
weighting schemas.
Rec. % Prec. %
c.l. tot idf tot idf tf-idf tot tf-idf
10 44 43 41 52 56 70
20 33 30 34 43 49 59
30 21 21 27 36 41 52
40 16 17 22 28 33 47
50 13 16 18 22 26 40
60 11 13 15 17 21 34
70 08 08 09 13 14 26
80 07 06 07 10 11 19
90 04 04 05 07 06 09
100 03 03 04 05 03 07
Avg. 16.0 16.1 18.2 23.3 26.0 36.3
Impr. 00.1 05.1 10.3
looking at the EMIM values for the CACM collection.
Given the size of the collection, the close domain of the
documents, and the rather flat term distribution, many
pairs of terms tend to have the same EMIM values.
This results in a rather flat contribution of the similar-
ity of the non-matching terms to the RSVs that flattened
the differences between max(q d) and max(d q).
This effect was also worsen by the availability of an
almost complete term similarity information.
The availability of complete similarity information,
apart from being unrealistic for larger term spaces,
makes the situation uninteresting. It is more interest-
ing to consider the case of availability of only partial
or incomplete term similarity information. To simu-
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late such a case in the current experimentation I used
a thresholding function on the stored EMIM values.
Only the n most similar terms where stored for each
term, withn k, where k is the total number of terms
in the terms space T . In this case, if we consider, for
example, the max(q  d) model and a query term t
not present in the document, if we could not find a
document term among the n most similar terms to t,
we would not consider its contribution to the RSV.
Table 7 and 8 report the effectiveness figures for the
different q  d and d  q models using respectively
n = 10 and n = 5. It can be noticed that the ef-
fectiveness of the different models differ more largely,
and the performance of max(q  d) and max(d  q)
Table 6. Performance on the CACM document collection.
Rec. % Prec. %
tf-idf max tot max tot
(q d) (q d) (d q) (d q)
tf-idf tf-idf tf-idf tf-idf
10 56 70 67 70 70
20 49 59 58 59 59
30 41 53 53 52 52
40 33 46 47 47 47
50 26 39 39 40 40
60 21 33 33 34 34
70 14 26 27 26 26
80 11 19 20 19 19
90 06 10 09 09 09
100 03 07 07 07 07
Avg. 26.0 36.2 36.0 36.3 36.3
Table 7. Performance on the CACM document collection with
n=10.
Rec. % Prec. %
tf-idf max tot max tot
(q d) (q d) (d q) (d q)
tf-idf tf-idf tf-idf tf-idf
10 56 63 65 60 66
20 49 56 56 51 57
30 41 50 52 49 50
40 33 44 45 40 45
50 26 37 37 33 38
60 21 32 31 29 32
70 14 25 25 21 24
80 11 17 18 12 17
90 06 08 07 06 07
100 03 05 05 04 05
Avg. 26.0 33.7 34.1 30.5 34.1
are different now. The fact that max(q  d) perform
slightly better than max(d  q) can be explained by
the relatively large size of queries compared to that of
documents and by the fact that the term space is rela-
tively small. In fact it is easier for a query term to find
a similar document term than vice versa. I expect this
result to reverse in larger test collections.
Notice also that tot(q  d) and tot(q  d) tend to
perform better than max(d  q) and max(q  d) the
larger the value of n, since it is easier to find more than
one similar terms. Similar results were obtained with
the other test collections. These results should also
be valid for larger test collections, although the differ-
ence in performance may become smaller the larger
the collection. It is hoped that experiments on a larger
collection that are currently in progress will provide
further evidence for some of the above experimental
conclusions.
8. Conclusions and Future Work
I presented a new class of IR models that exploit an
available measure of similarity on the term space to
include in the evaluation of the RSV also the contri-
bution of non-matching terms. Although similar work
has been carried out by other researchers, and in par-
ticular by Richardson and Smeaton [18], the exploita-
tion of term similarity information at retrieval time
has never been formalised into a class of models and
experimented in the way presented in this paper.
The first experimental results on the effectiveness of
the proposed models, also presented in this paper, seem
Table 8. Performanceon the CACM documentcollection with n=5.
Rec. % Prec. %
tf-idf max tot max tot
(q d) (q d) (d q) (d q)
tf-idf tf-idf tf-idf tf-idf
10 56 59 63 57 63
20 49 52 54 49 54
30 41 47 49 45 49
40 33 41 43 36 42
50 26 33 35 28 36
60 21 28 30 24 30
70 14 22 23 17 22
80 11 15 16 12 15
90 06 06 06 06 06
100 03 03 03 03 03
Avg. 26.0 30.6 32.2 27.7 32.0
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to prove that the proposed models are significantly
more effective than classic IR models. Nevertheless,
the experimentation carried out so far suffers from the
following limitations:
 the term space is small;
 the similarity measure used (EMIM) is collection
dependent, and symmetric.
To prove in a more definite way the effectiveness
of the proposed models, the experimentation needs to
be carried out using larger collections (and therefore
larger terms spaces) and different measures of similar-
ity, more representative of semantic similarity between
terms than EMIM. To this purpose, I am currently:
 testing the model using a subset of the TREC col-
lection composed of the full text of articles of the
Wall Street Journal (1990-93);
 using EMIM similarity values obtained from the
full TREC collection (applying a threshold on the
minimum level of similarity to be considered) so
that the values will be only partially collection
dependent;
 studying the possibility of using a non-symmetric
measure of similarity, like for example a thesaurus.
Once this further experimentation will be concluded
it will be possible to assess the potentials of the pro-
posed models in a more complete way.
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Notes
1. Approachesusing manuallyconstructed thesauri to producesim-
ilarity information, like for example [18], rely on the availability
of these sources of semantic similarity information, that cannot
be always assured.
2. Ties at this stage, if they occur, are broken at random, to ensure
the uniqueness of the term.
3. The models are currently implemented in Perl on top of an ex-
perimental IR system developed in house at Glasgow University
for pure research purposes [20].
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