ABSTRACT Nowadays, multi-label data are ubiquitous in real-world applications, in which each instance is associated with a set of labels. Multi-label learning has attracted significant attentions from researchers and plenty of algorithms have been proposed. Among those algorithms binary relevance (BR) is a widely used framework for multi-label classification. It constructs binary classifiers for each label by means of one-vs-rest style. BR approach is a simple and straight forward way of problem transformation for multi-label learning, but it ignores label correlations totally. Stacking based BR is a feasible way to tackle this problem. The key issue of stacking based BR is how to select label subset to extend the original features for each label. Existing methods of stacking based BR usually select identical label subset for all labels. It may be suboptimal as each label has its own most related label subset. In this paper, a novel stacking based method is introduced to utilize label correlations based on Pareto Optimum for improving the performance of BR. Our method builds a stack of two layers of BR classifiers. At the first layer, a group of binary classifiers are constructed, one for a label. At the second layer, for each label we employ Pareto Optimum to select most related label subset, then augment the original features by the selected label subset. The final binary classifiers for each label are constructed based on their corresponding reconstructed feature space. Comparing to other well-established stacking multi-label learning algorithms in terms of different multi-label classification criteria, experimental results on several multi-label benchmark datasets testify the superiority of the proposed methods.
I. INTRODUCTION
In many real-word applications, each instance usually exhibits multiple concepts or semantic meanings simultaneously. For example, in text categorization, each document may belong to several topics, such as government and health [1] ; in functional genomics, each gene can perform multiple functions including metabolism, protein synthesis and transcription [2] ; in music emotion classification, the emotional clusters include happy-pleased, relaxing-calm and quiet-still [3] . In such scenarios, the multi-label classification was proposed to deal with these problems. The task of multi-label classification is to assign the label subset to
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Recently, many studies are looking for efficient algorithms to solve multi-label classification problems, which usually group into two main categories [4] : algorithm adaptation and problem transformation. Algorithm adaptation methods extend conventional single-label algorithms to cope with multi-label data directly, such as ML-kNN [5] , RankSVM [2] and BP-MLL [6] . On the other hand, problem transformation methods decompose the multi-label problem into one or more single-label classification subproblems. Problem transformation methods are convenient to employ conventional singlelabel algorithms for their subproblems, so they are widely used in multi-label learning. Binary relevance (BR) [7] is one of representative algorithm of problem transformation methods, which divides the multi-label problem into multiple VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ independent binary classification subproblems, each for a label. BR adopts one-vs-rest strategy, where instances associated with a given label are considered to be positive instances and the rest are considered to be negative ones. Then, for each label, we can use Naive Bayesian, SVM, etc. to learn the binary classification model directly. BR has two obvious advantages [8] . The first one is the fact that it has low computational complexity which scales linearly with the number of labels. The second one is that it offers the opportunity of parallel implementation. Because of those advantages, there are plenty of algorithms built under the BR framework [8] - [19] .
The main challenge in multi-label classification is label dependencies, as the instances are usually associated with a set of labels which are usually interdependent with each other. For example, a image tagged with ''desert" usually is more likely to be tagged with ''camel" than ''tree". It can be said that the correlations between ''desert'' and ''camel'' is stronger than that of ''desert'' and ''tree''. Label correlations are critical information to improve the performance of multilabel classification [16] , [20] - [25] . Many methods explore various types of label correlations between pairs of labels and work by ranking methodology [2] , [26] . On the other hand, considering label correlations usually exist in more than two labels, a number of methods exploit high-order correlation among labels. A common practice is to project the original label space to low-dimensional label space [27] , [28] . Label projecting is short of intuition and interpretation as it makes the new labels are different from original labels at all.
Recently, the concept of label specific features are utilized in multi-label classification, which was firstly proposed in LIFT [19] by Zhang et al. LIFT considers that each label is supposed to possess specific characteristics of its own. That is, each label has its most pertinent and discriminative features. For each label, its label specific features can be used to construct more discriminative binary classifier. Although LIFT achieves competitive performance, it does not consider label correlations. In order to tackle this problem to improve LIFT, some works try to incorporate label correlations in the process of extracting label specific features, such as LLSF [11] and LF-LPLC [16] .
Motivated by aforementioned works, we propose a novel method for multi-label classification, which utilizes label correlations by means of label specific features. Our method adopts stacking learning paradigm [9] , [29] based on the BR framework, in which a stack of two layers of classifiers is builded. On the first one (base level), the standard BR is performed to acquire a group of binary classifiers, each for a label. On the second layers (meta-level), each binary classifier is remodeled on the augmented feature space that includes some predicting labels of the first layer. The key of our stacking based method is selecting proper predicting label subset of the base level to extend the original feature space. Inspired by the method for extracting label specific features introduced in ParetoFS [30] , we map the output space of base level to a multi-dimensional space with the help of ReliefF algorithm [31] , then select specific label subset based on Pareto optimum [32] for each label. In the meta-level, the binary classifiers are learned based on the original features and corresponding label subsets. As the label subsets are used as additional features to train more discriminative classification models for corresponding label, they can be viewed as label specific features. Comparison with the well-established stacking based algorithms manifests the efficiency of our proposed method. The key contributions of our method are summarized as follows:
1) Unlike existing methods depending on rankings or thresholds to select label subset for a given label, our method translates the evaluating values of label correlations into a multi-dimensional space to deal with this challenge. To our knowledge, it is one of the first work for stacking based multi-label learning. 2) Our method considers label correlations in a global perspective. For each label, the relations between it and all outputting labels of base level are measured.
3) The proposed algorithm can select label specific features for each label and has no need of user-specified parameters. This is an ideal characteristic when the algorithms is applied in real-world applications. The remainder of this paper is organized as follows. Section II presents the representative works which take label correlations into account in BR framework. Section III gives formalized definition of multi-label classification and evaluation metrics. The concept of Pareto Optimum also is introduced in this section. Our proposed method is described in detail in Section IV, and then experimental results with their analysis are reported in Section V. In section VI we conclude our work and discuss the directions of future researches.
II. EXPLOITING LABEL DEPENDENCIES IN BR FRAMEWORK
There are some researches which have summarized the approaches to exploit label correlations. The reviews [4] , [33] categorized existing multi-label approaches into three main families according to the order of label correlations being considered: first order, assuming the labels are independent each other and taking no label correlations into consider [5] , [7] ; second order, considering pairwise relations between labels [16] , [34] ; and high order, considering correlations among label subsets or all the labels [8] , [35] , [36] . According to the way of utilizing label correlations in the approaches of problem transformation, Liu et al. [13] divided them into two groups: label grouping model and feature space extending model. Label grouping model groups labels into several label subsets. Then, classifiers are built over every subset, such as RAkEL [36] . Feature space extending model augments the original feature space based on certain strategies and then learns classification models based on the reconstructed feature space, such as CC [8] and stacking based BR [9] , [13] . In this paper, we mainly focus on BR framework. As BR constructs binary classifiers for each label independently, it fails to capture the label correlations. Due to this information loss, BR may lead to the poor predictive performance [8] , [37] . In BR framework there are a large number of approaches dealing with the aforementioned shortcoming. According to the ways of exploiting label dependencies these approaches can be grouped into three categories: classifier chain model, stacking learning paradigm and label specific features.
A. CLASSIFIER CHAIN MODEL
Classifier chain model utilizes high order label correlations to solve multi-label classification. It constructs a chain of binary classifiers, each for a label. Classifier chain model learns binary classifiers one by one, and in the chain each classifier is learned using the original features augmented with all labels associated to the previous classifiers in the chain. Classifier chain model maintains most of the attractive advantages of BR: it scales linearly with the number of labels and its training step can be performed in parallel. The first classifier chain model is Classifier Chains (CC) [8] . It works by a random label sequence, so its performance is serous constrained by the the choice of label order. If the previous predictions are wrong, the errors will propagate in the next steps. In order to mitigate the error propagation introduced by random order, an ensemble framework of CC named Ensemble Classifier Chains (ECC) [8] was proposed, which averaged the predictions of CC over a set of random chain ordering. Probability Classifier Chains (PCC) [38] is an extended work on CC by formulating a probabilistic interpretation, whose performance also is sensitive to the order of labels. Furthermore, PCC suffers from the exponential computational burden in the number of labels. There are several works which try to search optimal label order for classifier chain. For example, in [12] , a beam search is performed over a tree to solve the label sequence optimization problem, in which every distinct path represents a different label permutation; GA-PartCC [39] adapts genetic algorithm to search for a single optimized label ordering; OOCC [15] searches a distinct and more effective label sequence to each new instance which previously identified among its k nearest neighbours in the training data.
B. STACKING LEARNING PARADIGM
Stacking learning paradigm [29] was first introduced into multi-label learning by Godbole and Sarawagi [9] . In the learning phase, stacking method incorporates label correlations by building a stack of two layers of classifiers. On the first one (base level), the standard BR is performed to acquire a group of binary classifiers, each for a label. On the second layers (meta-level), each binary classifier is remodeled on the augmented feature space that includes all the outputting labels of the first layer. The original stacking method on BR considers label correlations share by all labels. However, effective label correlations usually exist among part of labels rather than the whole label set [16] . So extending the feature space with all labels may bring noise into meta-level classification models. Some researches attempt to use part of labels for extending the feature space, such as BR+ [40] and DBR [41] . The main shortcoming of BR+ and DBR is that, for a given label, they use all outputting labels of base level except the current label. Liu et al. [13] proposed a method RFS, in which part of the outputting labels of base level is selected for extending the feature space. But RFS needs a user-specified parameter t denoting the percentage of feature selection. In a real-world application, it is difficult to decide a appropriate value for t.
C. LABEL SPECIFIC FEATURES
In many real-word applications, the multi-label data usually have thousands of features [42] , [43] . High dimensional data may bring some disadvantages to a given learning task, such as computational burden, over-fitting, and poor performance [44] . In order to tackle those problems, a number of algorithms of dimension reduction have been proposed. Existing algorithms usually transform the original feature space into a single subspace for all labels. That is, in the discrimination processes of all labels they share the identical feature subspace.
As mentioned before, the BR framework decomposes the multi-label problem into a multiply single-label subproblems. As each label may possess specific characteristics of its own, for the BR framework a novel strategy for dimension reduction named label specific features has been presented in recent years. Label specific features are the most pertinent and discriminative features for a given label. Based on them a more discriminative classification model could be achieved for corresponding label.
Label specific features was first proposed in LIFT [19] , which applied feature extraction technology to acquire new representations of instances for each label. For a given label, LIFT firstly performs clustering analysis on its positive and negative instances, then constructs label specific features by calculating the distances between instances and those cluster centers. ML-DFL [18] observes that the clustering result of LIFT did not consider the correlations between positive and negative instances, and adapts a spectral clustering algorithm to deal with this problem. In order to improve LIFT by incorporating label correlations, LF-LPLC [16] exploits the local correlations between each pair of labels by means of nearest neighbor techniques, then expands the label-specific features by uniting the related data from other label specific features. On the other hand, there are some algorithms employing feature selection to acquire label specific features. For example, LLSF [11] assumes that each label is associated with a feature subset from the original feature set, then employs a linear regression with l norm to express the sparsity of label specific features. If the regression parameters are zeros, it indicates the corresponding features has not effect on the discrimination of the labels. That is, they are not label specific features. Otherwise, the features with non-zero regression parameters are label specific features. LLSF incorporates label correlations by guaranteeing two strongly correlated labels share more features than two weakly correlated labels. VOLUME 7, 2019 MLSF [45] constructs a affinity matrix which models label correlations from the label and instance space, and extracts meta-labels from the matrix. Then, the original label space is partitioned into multiply parts according to the meta-labels and for each part the label specific features are selected by a linear regression. ParetoFS [30] constructs a feature-label correlation matrix, then performs feature selection based on Pareto Optimum [32] . Although ParetoFS considers label correlation between features with each label individually (from this perspective, it is label specific), it selects an identical subset of features for all labels. That is, it does not separates label specific features for each label. Here each element c ij = 1 means y j is a ground truth label for the instance x i ; otherwise c ij = −1. The task of multilabel learning is to define a predictor h :
III. PRELIMINARIES
The outputs of a test instance in multi-label learning involve multiple labels simultaneously, which could be partially correct, fully wrong or fully correct. This makes the traditional single-label classification evaluation metrics, such as recall, precision and F-measure are not suitable for evaluating the performance of multi-label algorithms [46] . Therefore, a variety of evaluation metrics for multi-label learning are proposed, in which we use five widely-used evaluation metrics [4] , [46] to verify the performance in our experiments. Those metrics include Hamming Loss, One Error, Coverage, Ranking Loss and Average Precision. We let test data set
where Y i are the ground truth labels. Accordingly, we set c i = [c i1 , c i2 , . . . , c iq ] to be the ground truth label vector andĉ i = [ĉ i1 ,ĉ i2 , . . . ,ĉ iq ] to be its predicted label vector. These performance evaluation metrics are defined as follows.
1) HAMMING LOSS
Hamming Loss evaluates how many times the labels are misclassified, which returns the mean value across the test set. We compare the pairs between the predictive labels and the ground true labels. When there is a inconsistence, i.e. one label is ''1'' but the other is ''-1'', it shows the label is misclassified. Eq. (1) shows the expression of the Hamming Loss.
Hamming Loss
here · is an indication function. If logic expression in it is true, it returns 1; otherwise it return 0.
2) ONE-ERROR
One-error evaluates the ratio of instances which top-ranked label are misclassified, as defined in Eq. (2) .
here rank(x i , y k ) indicates the rank of y k for x i .
3) COVERAGE
Coverage evaluates the number of steps, on average, to go down the ranking list of predicted labels to cover all the ground true labels. It is defined as follows:
4) RANKING LOSS
Ranking Loss evaluates the average proportion of reversely ordered label pairs between the relevant labels and the irrelevant labels, as represented in Eq.(4).
where
5) AVERAGE PRECISION
Average Precision evaluates the average fraction of relevant labels ranked above a particular label y k ∈ Y i . It is formally described as
The domain of values of those evaluation metrics discussed above all vary between [0,1]. For Ranking Loss, One-error, Coverage and Hamming Loss, the smaller the values the better the performance. For Average Precision, the larger the values the better the performance.
B. PARETO OPTIMUM
Pareto Optimum [32] is a technology to deal with multi-objective problems. In recent years, Pareto Optimum receives an great attention in computer science and has become an important issue in multi-criteria decision making and user-preference queries [47] . Consider a typical twoobjective example as follows: a hotel reservations company has a list of hotel online, each with price and dist (distance to scenic spots) attributes. Bookers wish min conditions on the two attributes, that is, the hotel with minimum value on price and dist attributes is an ideal one. But if the hotel is near to scenic spots, its price is usually expensive. So price and dist come into conflict with each other. In this case, we can not find a hotel which dominate all other hotels over price and dist attributes meanwhile. Then, we can employ Pareto Optimum to get the set of non-dominated hotels. Each of hotels in the set is acceptable solution for bookers.
Shima and Pour [30] first introduced Pareto Optimum into multi-label classification and proposed a method of feature selection, named ParetoFS. ParetoFS considers that filter methods for multi-label feature selection may be not accurate. These methods usually average the effects of each features on all labels by some criteria and remove those features that do not achieve a predefined threshold. If a feature obtains high score on a specific label and gets low score on other labels, its average score would be low and it may be deleted. But in terms of the label on which the feature achieves a high score, it would be retained. ParetoFS examines the suitability of a feature separately for each label based on the Pareto Optimum. If a feature has high score on a label, it would not be dominated by other features. Therefore the feature would not be deleted.
Without losing generality, we define the concepts of Pareto Optimum with respect to max conditions. Given a q-dimensional data set S (each dimension represents a objective), we use a i (1 ≤ i ≤ q) to represent each dimension. Let p 1 and p 2 be two data points in S, then
. Pareto Optimum over data set S selects the all points that are not dominated by any other points. Let P(S) denote all non-dominated points, then P(S) = {p i ∈ S|¬∃p j ∈ S, p j p i }. Figure 1 shows a Pareto Optimum problem with two objective a 1 and a 2 , which includes 12 points. Going through the point p 10 we draw two straight lines which are perpendicular to a 1 -axis and a 2 -axis respectively. It divide the coordinate plane into four areas: A1, A2, A3 and A4. As demonstrated in figure 1(a) , p 10 can dominate all points in its lower left area A1, because p 10 (a 1 ) and p 10 (a 2 ) are greater than corresponding values of each point in A1. On the other hand, there is no point that dominate p 10 because no point exist in its top right area A3. For each point in A4 ( or A2), p 10 can not dominate it because p 10 is less than it on dimension a 2 (a 1 ). All points in A4 (or A2) also can not dominate p 10 because they are less than p 10 on dimension a 1 (a 2 ). Figure 1(b) illustrates all dominated and non-dominated points. All points in top right frontier are called Pareto-optimal set.
IV. THE PROPOSED ALGORITHM
In this section, we propose a novel algorithm for multi-label classification named SMBPO, i.e. a Stacking Model Based on Pareto Optimum. As discussed in reviews above, the basic structure of stacking model is composed of two level of BR. The key of stacking model is selecting closely related label subset for each label. Once those labels are selected, they are added into original feature space and the meta-level BR are performed on the enlarging feature space to acquire the finally binary classifiers. In the proposed algorithm SMBPO, we utilize Pareto Optimum for selecting the most pertinent and discriminative label subset for each label. Figure 2 demonstrates the structure of SMBPO. In the training phase, it consists of three steps: base level training, label selection (LS) and meta-level training. The first step is base level training, in which we follow the standard BR framework to acquire a group of binary classifiers. In the second step, label selection, we select specific label subset from the training label set for each label based on Pareto Optimum. Because this information is used both in training and testing, Here we record the indexes of those selected labels in order to indicate which labels will be used to extend the original features. In the process of meta-level training, the original training features are extended with those specific label subset, then the final binary classifiers are learned from the enlarged feature set.
Our strategy of label selection is adapted from ParetoFS [30] , which is one of the first works for introducing Pareto Optimum into multi-label learning. There are two obvious differences between ParetoFS and our strategy as follows: 1) ParetoFS evaluates the effects of each original feature on each label individually. In other words, it analyzes the interdependence between the feature space and the label space. In our strategy, the aim is selecting related label subset for each label, so the interdependence between labels rather than features is evaluated. VOLUME 7, 2019 FIGURE 2. The structure of the algorithm SMBPO. The main difference from traditional stacking based BR is that SMBPO selects specific label subset from the training label set for each label. ∪ denotes the combination operation of two sets.
2) ParetoFS selects an identical feature subset from the original feature set for all labels, while in our strategy, the most pertinent and discriminative label subset rather than original features are selected for each label. That is, each label has its specific related label subset. In the next step, those label subsets will be used as additional features to enlarge the original feature set, therefore more discriminative classifiers are learned on the enlarged feature set. Although the additional features come from label set, they are used as features rather than labels to take part in constructing corresponding binary classifiers. From this perspective, for a given label, its related label subset can be viewed as its specific features.
In the testing phase, SMBPO is composed of two steps: base level classification and meta-level classification. In the step of base level classification, the output of the base level of training phase, i.e. a group of binary classifiers are used to predict the testing instances. Their inputs are original testing features and the corresponding outputs are a set of binary labels. In the step of meta-level, according to the indexes of label specific features acquired in training phase, corresponding label subsets are selected from the outputs of the first step. Then, the original testing features together with those label subsets are inputed into corresponding binary classifiers acquired in the meta-level step of training phase for getting the final predicting results.
The key step of our proposed algorithm SMBPO is label selection, and we describe it in detail in next section. Other steps are intuitive and we describe them briefly.
A. LABEL SELECTION
As discussed in section I, in multi-label applications, labels are usually interdependent with each other. Utilizing this kind of information is helpful to improve the performance of multilabel learning. A label may has high correlations with some specific labels, but has low correlations with others. In the step of label selection, we select highly related label subset for each label. If we consider the correlations between each label with the rest of labels individually, the label selection is transformed into a multi-objective optimization problem, in which each objective is considered as correlation between a given label and another label. Then, for a multi-label problem with q labels, a q−dimensional space is built. Based on this q−dimensional space, we can employ Pareto Optimum to select highly related label subset, just as introduced in section III-B.
In order to employ Pareto Optimum to select highly related label subset, firstly we need to estimate the correlations among labels by some criteria. Here the well-known feature estimating method ReliefF [31] is used to quantify the label correlations. The key idea of ReliefF is that good features should differentiate between instances from different classes and should have the same value for instances from the same class. For a given instance x i , ReliefF searches its k−nearest neighbours from the same and different classes respectively. Then, ReliefF penalizes every feature for having different different values between x i and instances from the same class and rewards it for having different values between x i and instances from different classes. ReliefF can be employed on discrete and continuous features. Furthermore, ReliefF can deal with noisy, incomplete and multi-class data sets. Because of those characteristics, ReliefF was shown to be very efficient in estimating features. Recently ReliefF is used in multi-label learning for feature selection [13] , [48] .
Existing methods usually utilize ReliefF to estimate features. In our algorithm labels are used as additional features to construct classification models. So, we give an attempt to estimate labels by ReliefF. Similar with features, good labels should differentiate between logic vectors from different classes and should have the same value for logic vectors from the same class. Formally, For a label y l ( , c i , c j ) calculates the difference between the values of y l for two logic vectors logic vectors c i and c j . As the value of y l is discrete, the function is
We let a vector w l = [w l1 , w l2 , . . . , w lq ] T record the estimating values of all labels in terms of label y l . Each element w le (1 ≤ e ≤ q) ranges from -1 to 1, and it is initially set as 0. The larger value of w le indicates the label y e is more important for label y l . w le is repeatedly calculated for z times. For each time, we randomly select an label vector c i and search for its two k−nearest neighbour set: one from the same class, denoted by H i , and the other from different class, denoted by M i . Then w pl is updated by Eq. (7).
Now, W = [w 1 , w 2 , . . . , w q ] T forms a q− dimensional data set. As discussed in section III-B, W can construct a space with q dimensions. In this space, there are q points p 1 , p 2 , . . . , p q , each point represents a column of W . That is, the coordinates of the point p i is [w 1i , w 2i , . . . , w qi ], which consists of estimating values of label y i on all labels. As introduced in ParetoFS [30] , Pareto Optimum can be used on the q− dimensional data selecting the Pareto-optimal set. For convenience, we denote the Pareto-optimal set as PS W . Here PS W records the indexes of all non-dominated points. i ∈ PS W if and only if p i is a non-dominated point. Based on PS W , we propose a strategy to find the specific label subset for each label. In terms of label y i , the larger value of w ji indicates it is more important for classification on label y j . A intuitive idea is that, if w ji is a key element for p i to be a non-dominant point, it indicates y i is the most related label for y j . In other words, y i is a specific label for y j . Then the problem translates to how to recognize the key element in W . Our strategy is that, if p i translate from non-dominated point to dominated point in the condition of neglecting the evaluating of y i on y j , i.e. set w ji as -1, it indicates w ij is a key factor to make p i to be non-dominated point. In other words, y i is a specific label for y j . In this manner, we can select all specific labels for each label. Algorithm 1 presents the process of label selection.
B. TRAINING AND PREDICTION PHASES 1) TRAINING PHASE
For convenience, we denote the training data as a matrix X tr = [x 1 , x 2 , . . . , x n ] T ∈ R n×d , and corresponding output labels as a matrix C tr = [c 1 , c 2 , . . . , c n ] T ∈ {−1, 1} n×q .
Algorithm 1 Label Selection Based on Pareto Optimum
Input: for i = 1 : z do 4: randomly select an label vector c i and search for its two k−nearest neighbour set H i and M i ; 5: for e = 1 : q do 6: update the element w le of W according to Eq. (7); 7: end for 8: end for 9: end for 10: calculate Pareto-optimal set PS W based on W ; 11: for e = 1 : q do
12:
NewW ← W ; 13: −1 ← NewW (e, PS W ); 14: calculate Pareto-optimal set PS NewW based on NewW ; 15: LS q ← PS W − PS NewW ; 16: end for Correspondingly, the testing data is denoted as a matrix X te = [x 1 , x 2 , . . . , x n ] T ∈ R n×d . The task of base level BR is to learn q binary classifiers h bl 1 , h bl 2 , . . . , h bl q on the X tr and C tr . For a label y k ( 
then any binary learner ζ can be applied to induce the corresponding classifiers h bl k , i.e. h bl k ←− ζ (B k ). In the meta-level BR, the original features is extended with corresponding specific label subset, then binary classifiers h ml 1 , h ml 2 , . . . , h ml q are learned based on those reconstruct features. Formally, for a label
2) PREDICTION PHASE
Prediction phase also consists of two steps: base level BR and meta-level BR. In the base level BR, the binary classifier h bl k is used to predict label y k on the original testing features. In the meta-level BR, at first we need extend the original testing features with the predicts of base level BR according to LS k , then the binary classifier h ml k can be used to predict label y k on the extended features.
V. EXPERIMENTS A. DATA SETS
We carried out several experiments on six multi-label benchmark data sets with different types and sizes, which are summarized in Table 1 . ''Cardinality'' denotes the average VOLUME 7, 2019 number of label over all instances, while ''density'' is defined as the division of cardinality by the number of labels.
B. COMPARISON METHODS
The proposed SMBPO was compared with two state-of-theart stacking based approaches: 1) Original stacking BR (OSBR) [9] : It builds two level of BR. On the base level, it learns a group of binary classifiers according to BR. On the meta-level, the feature space is augmented with all the predicting labels of the base level classifiers, then learns a another group of binary classifiers. The final outputs of OSBR are the predicts of the meta-label classifiers. 2) ReliefF-based stacking(RFS) [13] : It is one of stacking BR methods. RFS employs ReliefF to measure and rank the dependencies between labels, then selected the relative label subset from the top of the sorted label sequence. RFS needs a user specified parameter t to define the percentage of feature selection. Here we set t = 0.7, as suggested in the literature. Furthermore, for fair comparison, LIBSVM [49] with linear kernel is employed as the binary learner for all algorithms. For SMBPO and RFS, they all use ReliefF with parameters z = 500 and k = 5 to measure the dependencies between labels.
C. EXPERIMENTAL RESULTS AND ANALYSIS
For all the evaluation metrics, we run each algorithm by performing 5-fold cross-validation on the training set and the average predictive performance on test sets are reported. For each evaluation metric, ''↑'' indicates the larger the value the better the performance, while ''↓'' indicates the smaller the value the better the performance. Table 2 reports the detailed experimental results. Each result consists of mean and rank. The best results over each dataset are highlighted in bold type. If two or more algorithms achieve the same performance on one data set for a given evaluation metric, the values of corresponding rank are assigned with the average result of them.
From OSBR over all six data sets; for the three metrics One-error, Ranking Loss and Coverage, SMBPO achieves the better performance than OSBR over five out of six data sets. 2) For these five performance metrics, the performances of SMBPO are better than that of RFS significantly. For example, for the metric Average Precision, SMBPO outperforms RFS over all six data sets; for the rest of four metrics, SMBPO outperforms RFS over four out of five data sets. Above observations can manifest the superiority of our proposed algorithm SMBPO. On the other hand, SMBPO and RBS all select part of labels to extend the original feature space while OSBR uses all labels to extend the original feature space. So it is interesting to compare the efficiencies between the two feature extending strategies. From table 2 we can also observe that the performances of RFS is better than that of OSBR. For example, for the metrics Average Precision, One-error, Ranking Loss and Coverage, RFS outperforms than OSBR over five out of six data sets. As discussed in section II-B, using all labels to extend the feature space may introduce noise into classification models. It is the reason that OSBR is suboptimal than RFS and SMBPO.
In order to compare the effectiveness of those algorithms more intuitively, we present the average rank of each algorithm in Figures 3 and 4 . In Figure 3 , for each metric the average rank of each algorithm over all date sets is depicted. In terms of the average performance, We can observe: 1) SMBPO is better than OSBR and RFS obviously on four of five metrics, including Average Precision, One-error, Ranking Loss and Coverage; 2) SMBPO is better than RFS on all five metrics; 3) RFS is better than OSBR obviously on four of five metrics, including Average Precision, One-error, Ranking Loss and Coverage; 4) Although SMBPO and RFS try to incorporate label correlations into classification models by a more elaborated strategy than that of OSBR, for metric Hamming Loss they are inferior to OSBR. It is in accordance with previous works suggest that Hamming Loss does not require modeling dependencies between labels [11] . Figure 4 also manifests competitive performance of our proposed method. In Figure 4 , for each algorithm, its overall average rank over all experiments is depicted. According to the overall average rank, the total order of these algorithms can be ranked as SMBPO RFS OSBR.
D. FURTHER DISCUSSION
We presented a detailed analysis on the performance between SMBPO and other stacking based algorithms in above section. In order to demonstrate the competitive performance of our proposed method, we briefly compare SMBPO with two other kinds of algorithms which do not belong to stack based category in this section: 1) CC [8] : It is representative algorithm based on BR. CC involves q binary classifiers which are liked along a chain by a random order. In order to overcomes the label independence assumption of BR, the feature space of each classifier in the chain is extended with the predicting results of all previous classifier in the chain. Although CC employs a simple strategy to take advantage of label correlation, it has proved to be one of the best algorithms. 2) ML-kNN [5] : It is a classic method by means of Bayesian inference. ML-kNN derived from the traditional k-nearest neighbor algorithm. For each test instance, its k nearest neighbours in the training data are firstly founded. Then, according to the statistical information about the ground truth labels of these neighboring instances, maximum a posteriori principle is utilized to determine which labels are associated with the test instance.
Here LIBSVM [49] with linear kernel is employed as the binary learner for SMBPO and CC. As for ML-kNN, the number of neighbours' k is set to 10.
Five-fold cross-validation is performed on each experimental data set, where Table 3 reports the average results of SMBPO, CC and ML-kNN in terms of different evaluation metrics. As shown in Table 3 , SMBPO achieves comparable results in terms of all the evaluation metrics. Specifically, on metrics Average Precision, One-error and Hamming Loss, SMBPO outperforms all other algorithms in most data sets. On metrics Ranking Loss, SMBPO achieves obvious better average rank performance than other algorithms, while on metrics Coverage no algorithm has outperformed SMBPO in terms of average rank performance.
As introduced in Section IV, our strategy of label selection is adapted from ParetoFS. In order to clearly distinguish them, we scrutinize the selection processes of them on the data set emotions. After performing ReliefF to estimate labels, we obtain a Pareto Optimum problem W with 6 points, which is shown in Table 4 . From Table 4 we can observe that there is no dominated relationship, so results of label selection of ParetoFS are the all points {p 1 , p 2 , p 3 , p 4 , p 5 , p 6 }. And, ParetoFS can not obtain specific results for a given label. According to our strategy shown in Algorithm 1, the specific results for a given label are obtained by recognizing the key element in W which makes some point to be non-dominated. For example, for label y 3 , if we neglect the element w 32 , p 2 dominate by p 5 . It indicates that y 2 is one of label specific results of y 3 . On the other hand, if we neglect the element w 31 , p 1 does not translate from non-dominated point to dominated point. It indicates that y 1 is not one of label specific results of y 3 .
VI. CONCLUSION
This paper presented a novel stacking model for multi-label classification. Our proposed algorithm, named SMBPO, differs from current extensions to the original stacking BR because it selects most related label subset by a way of multiobjective optimization that takes no parameters. In order to accomplish this task, SMBPO translates the interdependencies into a multidimensional space and obtains the corresponding Pareto-optimal set. Based on the Pareto-optimal set, we design a method to select specific label subset for each label. Then, the original features are extended with these specific label subsets and final binary classifiers are learned based on the reconstructed features. Experiments on benchmark datasets validate the superiority of SMBPO.
As future research we plan to employ the specific label subsets extracted by SMBPO to other multi-label algorithms which also model label correlations by extending the feature space, such as classifier chain. Another direction is the proposed method can easily be used as online label selection, in which labels arrive sequentially. When a new label is added to the label space, the multidimensional space is extended by a new dimension. The extended multidimensional space maybe make some dominated points to be non-dominated points. In this scenario, effective methods should be proposed to select the most related label subset for each label.
