Theorem 1.2 (Lovász et al. [6] ) Every 6-edge-connected graph has a nowhere-zero 3-flow.
Besides the edge connectivity conditions, Hou, Lai, Li and Zhang [2] studied the 3-flow property of a graph G and its complementary graph G c , providing another evidence to Tutte's 3-flow conjecture. index φ(G) of a graph G is the least rational number r such that G admits a circular r-flow. It was proved in [1] that such an index indeed exists, and the circular flow satisfies the monotonicity that for any pair of rational numbers r ≥ s, a graph admitting a circular s-flow has a circular r-flow as well. Thus circular flows are refinements of integer flows.
A modulo 3-orientation is an orientation D of G such that the outdegree is congruent to the indegree modulo 3 at each vertex. It is well-known that a graph admits a nowhere-zero 3-flow if and only if it admits a modulo 3-orientation (see [4, 11, 12] ). The study of flow index strictly less than 3 is initiated in [5] with the following theorems.
Theorem 1.4 ([5])
A graph G satisfies φ(G) < 3 if and only if G has a strongly-connected modulo 3-orientation.
Theorem 1.5 ([5])
For every 8-edge-connected graph G, the flow index φ(G) < 3.
It is worth noting that (see [4] ) if φ(G) ≤ 5/2 for every 9-edge-connected graph G, then Tutte's 5-Flow Conjecture follows, that is, φ(G) ≤ 5 for every bridgeless graph G. Since K 6 has only one modulo 3-orientation up to isomorphism which is not strongly-connected, we have φ(K 6 ) = 3, and so Theorem 1.5 cannot be extended to 5-edge-connected graphs. In [5] , it was conjectured that the 6-edge-connectivity suffices for φ(G) < 3.
Conjecture 1.6 ([5])
For every 6-edge-connected graph G, the flow index φ(G) < 3.
In this paper, we aim to extend Theorem 1.3 in the theme of flow index φ < 3. Our main result is as follows, providing further evidence to Conjecture 1.6. A graph G is Z 3 -connected if G has a β-orientation for every β ∈ Z(G, Z 3 ). It follows from the definition that every Z 3 -connected graph admits a modulo 3-orientation and hence has a nowhere-zero 3-flow. In fact, Hou et al. [2] obtained a stronger version of Theorem 1.3 on Z 3 -group connectivity. Theorem 1.8 (Hou et al. [2] ) Let G be a simple graph with
Motivated by Theorem 1.4, we develop a contractible configuration method to handle the flow index φ < 3 problem in this paper, which is analogous to the Z 3 -group connectivity.
there is a strongly-connected orientation D such that d
for every vertex v ∈ V (G). Let S 3 denote the family of all strongly-connected Z 3 -contractible graphs.
A strongly-connected Z 3 -contractible graph is called a S 3 -graph for convenience. A S 3 -graph is Z 3 -connected by definition; and it has flow index less than 3 by Theorem 1.4. Actually, it was proved in Theorem 4.2 of [5] that G ∈ S 3 for every 8-edge-connected graph G.
In this paper, we shall prove a S 3 version of Theorem 1.7. However, a directed S 3 -property like Theorem 1.8 fails, and there are some exceptions. A bad attachment of a graph G is an induced subgraph Γ with 3 ≤ |V (Γ)| ≤ 6 and there are at most 3|V (Γ)| − |E(Γ)| edges between V (Γ) and
We will see later (Remark 1 in Section 2) that if a graph G contains a bad attachment, then G / ∈ S 3 . We obtain the S 3 version of Theorem 1.7 as follows.
, then one of the following holds:
(ii) both G and G c contains a bad attachment.
Moreover, in case (ii) we have both φ(G) < 3 and φ(G c ) < 3.
In fact, if case (ii) of Theorem 1.10 occurs, we obtain a more detailed characterization of bad attachment in Theorem 3.3 of Section 3. Also, the graph obtained by deleting the bad attachment is a special kind of contractible graph for φ < 3 property to be introduced in Section 2. Furthermore, if we impose the minimal degree condition to min{δ(G), δ(G c )} ≥ 5, then an easy counting argument shows that case (ii) of Theorem 1.10 cannot happen. (See Theorem 3.3 below for more details.)
Thus we have the following corollary.
In the next section, we will present some preliminaries. The proofs of Theorems 1.7 and 1.10 will be given in Section 3. We end this section with a few more notation.
Notation. A vertex of degree at least k is called a k + -vertex. Let X, Y be disjoint subsets of vertices of graph G. We denote the set of edges between X and Y in G by E G (X, Y ), and let
, we denote by G/A the graph obtained from G by identifying the vertices of A into a single vertex and deleting the resulting loops.
Moreover, we use G/H for G/V (H) when H is a connected subgraph of G.
Preliminaries
The following observation comes straightly from Definition 1.9 of S 3 -graph. This indicates that the S 3 -property is closed under contraction and adding edges. It would also be useful to determine that some graphs are not in S 3 .
Observation 2.1 Let x, y be two vertices of G. If G ∈ S 3 , then G + xy ∈ S 3 and G/{x, y} ∈ S 3 .
Conversely, if there is a subset X V (G) of vertices such that G/X / ∈ S 3 , then G / ∈ S 3 .
Contractible configurations and 3-closure operations
Lemma 2.2 Let G be a connected graph with β ∈ Z(G, Z 3 ), and H a subgraph of G and G = G/H.
Define a boundary function β of G as follows.
where v H denotes the vertex by contracting
If H ∈ S 3 , then every strongly-connected β -orientation of G can be extended to a stronglyconnected β-orientation of G. In particular, each of the following statements holds.
(ii) If H ∈ S 3 and G/H ∈ S 3 , then G ∈ S 3 .
Proof.
, then a strongly-connected modulo 3-orientation of G/H can be extended to G.
Hence (i) follows from Theorem 1.4.
(ii) Since β is arbitrary, G ∈ S 3 by definition.
Since a graph with 3-edge-cuts cannot have a strongly-connected modulo 3-orientation, it has flow index at least 3 by Theorem 1.4. So our study of flow index φ < 3 only focuses on 4-edge-connected graphs. A graph is called (φ < 3)-contractible if for every 4-edge-connected supergraph G containing H as a subgraph, φ(G) < 3 if and only if φ(G/H) < 3. Clearly, a S 3 -graph is (φ < 3)-contractible by (i) of Lemma 2.2. We will show below that a wider class of graphs is also (φ < 3)-contractible. Lemma 2.4 Let G be a 4-edge-connected graph with β ∈ Z(G, Z 3 ) and x, y be a pair of vertices joined by a set E(x, y) of at least 3 parallel edges. Let G = G/E(x, y) and β be the resulting Z 3 boundary function, where β (v) = β(v) for any v ∈ V (G) \ {x, y}, and β (w) ≡ β(x) + β(y) (mod 3) for the contracted vertex w. If G has a strongly-connected β -orientation D , then D can be extended to a strongly-connected β-orientation D of G.
Proof. Let e 1 , e 2 be two distinct parallel edges in E(x, y). Then G − e 1 − e 2 is 2-edge-connected since G is 4-edge-connected, and hence we can extend D to a strongly-connected orientation of G − e 1 − e 2 by Lemma 2.3. Note that two parallel edges e 1 , e 2 are enough to modify the boundaries of the end vertices x, y. Now we appropriately orient e 1 , e 2 to modify the boundary β(x), β(y). This results a strongly-connected β-orientation D of G.
In particular, Lemma 2.4 indicates that the graph formed by three or more parallel edges is
The following lemma tells that if H ∈ S 3 , then cl 3 (H) is also (φ < 3)-contractible. Lemma 2.6 Let G be a 4-edge-connected graph with a subgraph H. Then each of the following statements holds.
we first extend a strongly-connected modulo 3-orientation of G/cl 3 (H) = G/H 1 to G/H 2 . By applying Lemma 2.4 recursively, we can extend a strongly-connected modulo 3-orientation of G/H i to G/H i+1 for each i = 1, 2, . . . , t. Then we apply Lemma 2.2 to extend this strongly-connected modulo 3-orientation of G/H to a strongly-connected modulo 3-orientation of G.
(ii) The proof of (ii) is similar to that of (i) with strongly-connected β-orientation replacing strongly-connected modulo 3-orientation.
Properties of contractible graphs
By Theorem 4.2 of [5] , we have the following theorem.
A graph is called trivial if it is a singleton K 1 , and nontrivial otherwise. The following lemma is due to Nash-Williams [8] in terms of matroids, and a detailed proof can be found in Theorem 2.4 of
Lemma 2.8 (Nash-Williams [8] ) Let G be a nontrivial graph and let k > 0 be an integer. If
, then G has a nontrivial subgraph H such that H contains k edge-disjoint spanning trees.
Theorem 2.7 and Lemma 2.8 immediately imply the following lemma, which shows that graphs with enough edges must have a nontrivial S 3 -subgraph.
Lemma 2.9 Let G be a simple graph with
Proof. By Lemma 2.8, G has a nontrivial subgraph H that contains 8 edge-disjoint spanning trees. Clearly, H is 8-edge-connected, and so H ∈ S 3 by Theorem 2.7. If H is a simple graph, then |V (H)| ≥ 16 follows from that H contains 8 edge-disjoint spanning trees.
On the other hand, we also show that an S 3 -graph cannot be too sparse.
Lemma 2.10 If a nontrivial graph
Remark 1: If a graph G contains a bad attachment Γ, then for X = V (G) \ V (Γ), the graph G/X has |V (Γ)| + 1 vertices and at most 3|V (Γ)| edges. Thus G/X / ∈ S 3 by Lemma 2.10, and so G / ∈ S 3 by Observation 2.1. Now we develop some techniques to find S 3 -graphs from smaller graphs. For a graph G with a 
Proof. Let β ∈ Z(G, Z 3 ). We first orient all the edges of E G (v) \ {va, vb} to modify the boundary β(v). Note that this is possible since |E G (v) \ {va, vb}| ≥ 2. Then delete the oriented edges and change the boundaries of the end vertices other than v. Specifically, for each edge vx ∈ E G (v) \ {va, vb} that we oriented, increase or decrease the boundary function of x by 1 depending on the orientation of vx is into x or out of x. This results a boundary function β of G [v,ab] . Since
, there exists a strongly-connected β -orientation D of G [v,ab] . By adding those deleted oriented edges and replacing the edge ab by av, vb (and keep their orientation), we obtain a stronglyconnected β-orientation of G. This argument holds for any β ∈ Z(G, Z 3 ), and hence G ∈ S 3 .
Lemma 2.12 Let G be a 4-edge-connected graph and u, v be two adjacent vertices in G.
Assume
Proof. If u has just one neighbor v, then there are at least 4 parallel edges between uv. By Lemmas 2.4 and 2.6, if
So we assume that u has at least two neighbors. Let c = v be a neighbor of u, and H = G−u+vc.
vertex of H, and so H ∈ S 3 by Lemma 2.11. Notice that u is a 4
Hence G ∈ S 3 by Lemma 2.11 again.
Remark 2:
The condition "e G (v, V (G) \ {u, v}) ≥ 3" in Lemma 2.12 cannot be dropped. If there are exactly two parallel edges between u and v in G and both u and v have exactly two other edges connecting V (G) \ {u, v}, then this graph G does not belong to S 3 by Observation 2.1.
Special contractible graphs
Let mK 2 be the graph with two vertices and m parallel edges. Let K (
Proof. (i) By Lemma 2.10, we have that mK 2 ∈ S 3 implies m ≥ 4. When m ≥ 4, we first orient two of the edges in the opposite direction to obtain a digon. Then there are at least two edges remaining, and we can use them to modify the boundaries of end vertices. This gives a stronglyconnected β-orientation for any given boundary function β, and so mK 2 ∈ S 3 .
(ii) For K 
Now we show that some complete bipartite graphs are in S 3 . Note that K 4,9 has 13 vertices and 36 edges, and so K 4,9 / ∈ S 3 by Lemma 2.10.
Lemma 2.14 When m ≥ 4 and n ≥ 10, we have K m,n ∈ S 3 .
Proof. We first show K 4,10 ∈ S 3 . Let (X, Y ) be a bipartition of K 4,10 with X = {x 1 , x 2 , x 3 , x 4 } and Y = {y i |1 ≤ i ≤ 10}. We apply Lemma 2.11 to delete vertices in Y and add edges in X. For 1 ≤ i ≤ 4, we delete y 2i−1 , y 2i and add two parallel edges x i x i+1 , where x 5 = x 1 . Then delete y 9 , y 10 and add edges x 1 x 3 , x 2 x 4 . Now the remaining graph is isomorphic to K * 4 ∈ S 3 . By applying Lemma 2.11 recursively, we conclude that K 4,10 ∈ S 3 .
When m ≥ 4 and n ≥ 10, K m,n is 4-edge-connected. Pick a subgraph K 4,10 in K m,n . Then it is easy to see that K m,n = cl 3 (K 4,10 ). Since K 4,10 ∈ S 3 , we have K m,n ∈ S 3 by Lemma 2.6(ii).
By Observation 2.1, if a graph G contains K m,n ∈ S 3 as a spanning subgraph with m ≥ 4 and n ≥ 10, then G ∈ S 3 . We shall prove a similar proposition below when G contains K 3,t as a spanning subgraph and t is large (t ≥ 14 suffices).
For an integer t ≥ 4, a 4-edge-connected graph on t + 3 vertices is denoted by K + 3,t if it contains K 3,t as a spanning subgraph. Proof. Let (A, B) be a bipartition of G = K + 3,t with |A| = t, |B| = 3 and E(A, B) contains a complete bipartite graph K 3,t . Denote B = {x, y, z}. Our strategy is to apply Lemmas 2.11 and 2.12 to delete vertices in A and add edges to B such that the part of B forms a graph K 1 3 ∈ S 3 . Note that in the part of B, we need to add at most 7 edges to form a K 1 3 . In the part of A , we can delete a vertex or two adjacent vertices and add any one of xy, xz, yz by using Lemmas 2.11 and 2.12. We will proceed to add two parallel edges xy, two parallel edges xz and three parallel edges yz. The only concern is that we need to keep the remaining graph 4-edge-connected. Let C 1 , C 2 , . . . , C s be all the components of G[A]. Given a component C i where 1 ≤ i ≤ s. We first note that the operations of the following cases keep the remaining graph 4-edge-connected. If |V (C i )| = 1, then it means that there are parallel edges between V (C i ) and some vertex of B, and we can delete the vertex V (C i ) and add a new edge in B by using Lemma 2.11. If |V (C i )| = 2, then there are two adjacent vertices u, v in V (C i ). Clearly, e G (v, B) ≥ 3 and Lemma 2.12 is applied.
In this case we delete V (C i ) and add a new edge in B. If |V (C i )| ≥ 3, we pick a spanning tree of C i , and then delete a pendent vertex in the tree and add a new edge in B by using Lemma 2.11 iteratively, until this component becomes two adjacent vertices. Now we use Lemma 2.12 to delete this last two vertices and add a new edge in B. In total, all those operations could add at least
edges to part B.
Therefore, we can successfully apply these operations to obtain a K 1 3 ∈ S 3 in part B, and the resulting graph is 4-edge-connected and it is formed by cl 3 (K 1 3 ). Hence it is in S 3 by (ii) of Lemma 2.6. By using Lemmas 2.11 and 2.12 recursively, we can get that K + 3,t ∈ S 3 .
As mentioned in the introduction, we have φ(K 6 ) = 3; and there is another 5-edge-connected planar graph 2C 5 · K 1 on 6 vertices with flow index exactly 3 (see Section 5 in [5] ). We shall show below that 4-edge-connected graphs with fewer vertices have flow index less than 3.
Lemma 2.16 For a 4-edge-connected graph
Proof. When n ≤ 2, it holds by (i) of Lemma 2.13. Suppose that G is a minimal counterexample of the lemma with the least vertices. Then |V (G)| ≥ 3 and G has no strongly-connected modulo 3-orientation. If G has an even degree vertex, by Mader's splitting lemma (see [7] ), we can get a smaller counterexample. So the degree of each vertex of G must be odd and |V (G)| can only be 4. By Lemma 2.4, G does not contain three parallel edges, and so each vertex v of G has exactly 3 neighbors. Thus G can only be isomorphic to the graph K * 4 , and then G ∈ S 3 by Lemma 2.13, which is a contradiction. Proof. Let E G (S,S) be an edge-cut of size at most 3 in G. Since δ(G) ≥ 4, we have
Proofs of the main results
which implies |S| ≥ 5. Similarly, we have |S| ≥ 5 as well. Since 1 2 |V (G)| ≥ 13, one of S andS has a size at least 13, say |S| ≥ 13.
In G c , consider the subgraph E G c (S,S). It is almost a complete bipartite graph with at most 3 edges deleted. Let K s,t be a maximal complete bipartite subgraph of E G c (S,S) with s = |S| ≥ 5.
Then t ≥ |S| − 3 ≥ 10. By Lemma 2.14, K s,t ∈ S 3 . Let S 1 = {x ∈S|e G c (x, S) ≤ 3}. Since |S| ≥ 5 and 3 ≥ e G (S, S) ≥ e G (S 1 , S) ≥ |S 1 ||S| − 3|S 1 |, we have |S 1 | ≤ 1. This implies that G c is 4-edge-connected since the only possible vertex in S 1 has at least 4 edges connectingS 1 . Moreover, we have that G c = cl 3 (K s,t ). Thus G c ∈ S 3 by Lemma 2.6. 
We first show the following thing: 
by Lemma 2.14.
, it contradicts (3), and hence this proves (4).
Denote X = {y ∈ Y |e G (y,Ȳ ) ≤ 1}. If |X| ≥ 5, we let X 1 be a subset of X with |X 1 | = 5. Let
. Then in G there are at most 5 vertices inȲ that are adjacent to some vertices in X 1 . So |Z 1 | ≥ |Ȳ | − 5 ≥ 10 by (4). Thus E G c (X 1 , Z 1 ) forms a complete bipartite graph
by Lemma 2.14. Now consider the 3-closure of
By (2), for each vertex z ∈Ȳ , we have e G c (X 1 , z) = |X 1 | − e G (X 1 , z) ≥ 5 − 2 = 3, and so z ∈ Y 2 by definition. This showsȲ ⊂ Y 2 , a contradiction to (3). Thus we must have |X| ≤ 4.
Since |X| ≤ 4 and |Y | ≥ 16, we let y 1 , y 2 ∈ Y \ X be two distinct vertices, that is, e G (y i ,Ȳ ) ≥ 2 for each i = 1, 2. Denote by u i , v i ∈Ȳ the two distinct neighbors of y i for each i = 1, 2. Let Z be a subset ofȲ with |Z| = 4 that contains
Then Thus we haveȲ ⊂ Y 3 , which contradicts (3). This completes the proof of Lemma 3.2.
Proof of Theorem 1.7: By Lemma 3.1, we may assume that both G and G c are 4-edge-connected.
As in (1), we may, without loss of generality, assume that We shall prove the following theorem, which is stronger than Theorem 1.10. It provides a complete characterization of the bad attachment, and it also tells that the graph deleting the bad attachment is obtained from the 3-closure of a S 3 -graph. 
(ii) both G and G c are formed from the 3-closure of a S 3 -subgraph by adding a bad attachment isomorphic to Figure 2 (c). Before proving Theorem 3.3, we will show that some more graphs are in S 3 . Each of these graphs has only one more edge than the responding bad attachment, and any graph obtained from one of them by adding edges is in S 3 by Observation 2.1. Figure 3 is in S 3 .
Lemma 3.4 Each of the graphs in
Proof. For each 1 ≤ i ≤ 9, let G = L i be a graph with v, x, b ∈ V (G) as in Figure 3 . Then it is easy to check that G [v,xb] is 4-edge-connected and G [v,xb] = cl 3 (x), and thus G [v,xb] ∈ S 3 by Lemma 2.6 (ii). It follows that G ∈ S 3 from Lemma 2.11. 
Since δ(G) ≥ 4, we also have
which, together with Lemma 3.2, shows that 3 ≤ |Ȳ | ≤ 4. We shall distinguish our discussion according to the value of |Ȳ |. In the complementary graph forms a complete bipartite graph H 2 = K 4,|X0| ∈ S 3 by Lemma 2.14. Therefore, we can always find a S 3 -subgraph H ∈ {H 1 , H 2 } in G c that containsȲ . Now consider the 3-closure of H in G c and let
we have Y \ X ⊂ Z, which isZ ⊆ X. Then by (1),
For each vertex x ∈Z, e G c (Z, x) ≤ 2, and thus e G c (Z,Z) ≤ 2s. Since min{δ(G), δ(G c )} ≥ 4 and
Since 3 ≤ s ≤ 6, we shall discuss the following cases, characterizing all the bad attachments in Theorem 3.3 (iii).
• s = 3.
By (7), we have e G c (Z,Z) = 6. Then the only possibility is thatZ induces a bad attachment isomorphic to Figure 2 (a) in G c .
• s = 4. by Lemma 2.6(ii), and so Theorem 3.3 (i) holds.
• s = 5.
By (7), we have 9 ≤ e G c (Z,Z) ≤ 10, and δ(G c ) ≥ 4 implies that G c [Z] contains a cycle C 5 or a hourglass graph T 2 which consists of two triangles with a common vertex (see Figure 4) .
If e G c (Z,Z) = 10, then the bad attachment induced byZ is isomorphic to Figure 2 • s = 6.
Then e G c (Z,Z) = 12 by (7). Define the fish graph F 2 as a 4-cycle attached to a triangle with a common vertex (see Figure 4) . 
