Convolutional neural networks (CNNs) o er great machine learning performance over a range of applications, but their operation is hard to interpret, even for experts. Various explanation algorithms have been proposed to address this issue, yet limited research e ort has been reported concerning their user evaluation. In this paper, we report on an online between-group user study designed to evaluate the performance of "saliency maps" -a popular explanation algorithm for image classi cation applications of CNNs. Our results indicate that saliency maps produced by the LRP algorithm helped participants to learn about some speci c image features the system is sensitive to. However, the maps seem to provide very limited help for participants to anticipate the network's output for new images. Drawing on our ndings, we highlight implications for design and further research on explainable AI. In particular, we argue the HCI and AI communities should look beyond instance-level explanations.
INTRODUCTION
As Machine Learning (ML) increasingly becomes an integral part of many computer programs, its impact on our society spans a wide spectrum of domains. Some systems have already been shown to outperform humans at certain tasks like lung cancer screening [4] . With the ambition to increase e ciency and reduce cost, many public and private organisations are adopting "data-driven" ML systems to support or even take decisions around applications that range from predictive policing [42] , to healthcare [11] , to social services [30] , and many others [12, 56] . erefore, there have been several calls to make such systems accountable, so that even users who are not ML experts could decide when to trust their predictions [52, 57] . However, many ML algorithms currently operate as black boxes. When trained with large amounts of data they may perform very well, but understanding the underlying process by which results are achieved is di cult, even for experts. In other words, transparency is still a fundamental and open technical challenge [39] . is is especially the case for one of the most popular, and best performing types of ML systems: deep neural networks.
We are particularly interested in image classi cation using convolutional neural networks (CNNs), as this is an area for which some of the most impressive ML results have been reported to date, e task is shown in the green box at the bottom. All participants worked on the same tasks and where shown the same examples. Conditions di ered only in terms of the additional information that was presented alongside each example. Here, saliency maps and scores are shown.
and with a broad range of applications [49] . Within this domain, a popular approach to try and make those systems explainable is to produce "saliency maps" (also called "heat-maps") that highlight which pixels were most important for the image classi cation algorithm. e claim is that such explanations are easy to interpret by both novice and expert users, and that they can help to detect unexpected behaviour [36] , and develop appropriate trust towards the system [50] . Even though several algorithms have been published to produce such saliency maps from CNNs [17] , very limited research e ort regarding their evaluation with actual users has been reported [45, 62] .
To address this research gap, in this paper we report on an online user study designed to evaluate the performance of saliency maps generated by a state of the art algorithm: layerwise relevance propagation (LRP) [5] . Overall, 64 participants were asked to predict whether an already trained CNN model would recognise an object in an image based on similar examples, and to explain their prediction -a metric previously proposed to evaluate how explainable a system is (the rationale being that if users understand how the system works, they should be able to predict its output [44] ). We used a full-factorial 2x2 between-group study design. Consequently, half of the participants were shown saliency maps for the example images, while the other half were not. Moreover, half of them were shown detailed information about the classi cation scores produced by the CNN. Our results indicate that when saliency maps were available, participants answered correctly more frequently than when they were absent (60.7% vs. 55 .1%, p = 0.045). However, the overall performance was generally low even with the presence of saliency maps.
Our data indicates that saliency maps in uenced people to notice saliency-maps-features. However, it is unclear if such explanation draw them away from considering other a ributes that are usually not highlighted by saliency maps.
Drawing on our ndings we highlight several limitations of saliency maps and the resulting implications for design and further research on explainable AI. In particular, we argue that the HCI and AI communities should explore explanation techniques beyond instance-level explanations.
RELATED WORK 2.1 Explaining Predictions with Saliency
While saliency maps have been used in several applications such as the prediction of human eye xation on images [10, 59] , in this paper, we focus on the application of saliency maps to explain the behaviour of a CNN model. A large body of literature proposed a variety of di erent solutions to improve the intelligibility of machine learning models. For literature reviews, we refer the interested reader to [2, 23, 39] . One stream in this research eld seeks to explain black-box model predictions with post-hoc explanations without uncovering the mechanisms behind them [39] . Solutions range from rendering of prototypical examples [46] , textual explanations [24] , to displaying examples that are similar to a given input [11, 27] .
A particularly popular group of techniques is feature-a ribution [39] . For a given input, a relevance score is calculated for each input feature. Several approaches for calculating the relevance of input features have been proposed. One estimation method for calculating relevance scores is sensitivity analysis [53] . For a given sample, some measure of variation (e.g. the gradient) is evaluated. is way, a relevance score can be assigned to each input variable. Given a sample, Layer-wise Relevance Propagation (LRP) [5] produces relevance scores by starting at the output of a NN and propagating the output back to the rst layer. e propagation through the network is governed by di erent propagation rules. e resulting explanations can be tuned to have di erent properties with theses rules.
Interacting with interpretable Systems
How users understand systems is a core research interest of the HCI community. Consequently, a large body of relevant literature exists. For example, re ections of the potential impact of deep neural networks (DNN) on interpretability date back as early as 1992 [16] . Other more fundamental theoretical work is centered around the theoretical construct of mental models, a users' internal representation of a system [43, 47] . If mental models are su ciently accurate, they enable an interaction with a system that is more e cient [6, 8, 26] and more satisfactory [13, 33] . However, when awed they may cause confusion, misconceptions, dissatisfaction and erroneous interactions [32, 58] . Similarly, the overestimation of a system's intelligence or capabilities has been shown to impact user interaction negatively [3, 29] . is may lead to over-reliance on a system [37] , less vigilance towards system failures [61] and unrealistic expectations [61] . Explanations for be er system understanding have been investigated in the context of information retrieval [31] , recommender systems [13, 25, 33] and context-aware systems [15, 38] .
However, currently, the research streams on Explainable, Accountable and Intelligible Systems of the AI/ML and HCI community are relatively isolated [1] . Researchers also seem to ignore the large body of work in social sciences, which provides valuable insights into explanations [41] . We seek to contribute to bridging the gap between the involved disciplines by evaluating the state of the art explanation techniques with highly complex models.
XAI User Studies
Several users studies have been conducted around explainable machine learning. For example, Poursabzi-Sangdeh et al. [48] conducted experiments with 1250 lay-users. ey found that participants performed be er at estimating the outcome of their model if there were fewer input features (2 vs. 8) and feature weights were revealed (transparent condition). However, such results cannot be generalised because predicting the outcome of a linear model is a ma er of performing a simple multiplication, which does not re ect the complexity of current machine learning models. Narayanan et al. [45] studied if a speci c presentation a ects the amount of time required for the user to perform a task. Bussone et al. [9] raised the question of when explanations could be considered harmful. In a study that targeted primary care physicians to diagnose and treat balance disorders, the system showed two versions to the users: A comprehensive version, which provides an explanation that shows inputs associated with the diagnosis and a second version, which shows fewer details. eir ndings indicate that users who received a rich explanation from the system developed an over-reliance bias, which lead them to accept results from the system despite knowing the possibility of error. Yin et al. [62] conducted a study examining how lay-users understand the performance metrics of ML models. eir work investigates various aspects of users' understanding and trust of the model performance on a hold-out set and how that maps to the post-deployment performance.
Evaluations of Saliency Map for text based classi ers
Several studies demonstrated the bene ts of techniques that explains the importance of individual words for text-based classi ers. In a study by Kulesza et al. [34] , participants improved the performance of a Naive Bayes e-mail classi er. In the study, textual explanations and bar charts conveyed the importance of individual words. In some later work [32] the authors introduced their principles for explanatory debugging. ey implemented them in a new version of the e-mail classi er. In addition to bar charts, the importance of individual words was now visualised in two other ways: A word cloud and highlighted words in the e-mail. Riberio et al. [50] conducted two experiments to evaluate an algorithm to generate saliency maps. In the rst experiment, given two classi ers, participants choose the one they believed would generalize be er. e rst classi er provided a be er test accuracy but would not generalize well. e authors concluded that explanations are useful in determining which classi er to trust regardless of the hold-out test accuracy. In the second experiment, participants were asked to improve the accuracy of the classi er by removing features that do not seem to generalize. A er multiple rounds, participants were able to enhance the post-deployment accuracy. However, both studies lacked statistical signi cant tests and did not have a baseline condition (i.e., No-explanation condition). Consequently, it remains unknown whether participants would achieve similar performance with no explanation.
Lai and Tan [35] demonstrated a trade-o between performance and human agency by exposing participants to varying levels of machine assistance (of an SVM) while they were identifying deceptive reviews. ey found that explanations without the suggestion of a label slightly improved human performance. Much higher gains were achieved by showing the predicted labels. Explicitly suggesting strong machine accuracy further improved performance. ey found that the highlighted words increased the trust of humans in machine predictions, even when they were randomly chosen. Feng and Boyd-Graber [22] studied AI-supported question-answering in a trivia game with three types of explanations. ey conducted their study with experts and novices, showing that they trust and use explanations di erently. One of their used explanation techniques highlighted matched words in the question and proposed answer. ey found that this helped participants to decide faster on whether to trust the prediction. Springer and Whi aker [55] conducted two user studies. ey used a system that predicted the emotional valence of participant's wri en experiences. eir explanation technique also used the highlighting of words. Its perceived performance was initially higher and degraded a er users interacted with the system. Explanations were distracting and caused users to realise the system operated di erently than they had initially anticipated. Most notably, users were disillusioned that the system did note take overall writing context into account. Instead, predictions were based on simple but accurate lexical weightings. e explanation techniques in the before-mentioned studies highlight words to raises the users' awareness that they were important. In that sense, they are comparable to saliency maps. At the same time, the methods used for determining those features are considerably simpler than saliency-based approaches. While such methods make controlling factors in a user study easier, they all utilise machine learning models of lower complexity which is a signi cant limitation. It raises the question of whether ndings obtained in these studies will also apply to more complex systems as those used for computer vision such as CNNs.
User Studies evaluating Saliency Maps for image classi cation
Cai et al. [11] , evaluated two kinds of example-based explanations for a sketch-recognition algorithm: normative explanations and comparative explanations. Normative explanations led to a be er understanding of the system and increased the perceived capability of the system. Comparative explanations did not always improve perceptions, possibly because they exposed limitations. While highly relevant for this work, this study did not evaluate saliency maps. Riberio et al. [50] also evaluated their algorithm for a simple image classi er. e authors intentionally trained a biased binary classi er that distinguished between wolves and huskies. Images of wolves had snow in the background, whereas images of huskies did not. e classi er was therefore biased towards snow. In the within-subject study, participants were rst shown ten incorrect predictions and asked whether or not they would trust the model. Secondly, explanations for the same predictions were shown. e explanations decreased participants trust in the model as intended. is study used a very simple scenario where a simple binary classier had an obvious bias. Again it is unclear whether results would apply to more complex scenarios like multi-class classi cation with a CNN.
To date, CNNs are becoming the default approach for many computer vision problems [49] . While numerous post-hoc explanations for CNNs exist, they are rarely evaluated with users. To the best of our knowledge, the use of saliency maps has not been evaluated with CNNs or models of comparable complexity.
METHOD
We designed a between-group online study to evaluate whether saliency maps can help users understanding of a highly complex CNN used for multi-label image classi cation. In the multi-label image classi cation problem, an image can contain multiple objects. For example, the assignment of the labels "horse, train" is considered correct if both, a horse and a train are visible in the image. We choose this problem because in this context, saliency maps have the potential to highlight speci c parts of the image that correspond to one label, as well as parts that correspond to alternative labels. e study included two independent variables that varied between groups, with a full factorial design. Both were related to the amount of information shown to participants: presence of saliency maps and presence of classi cation scores.
A screenshot of the experimental setup is shown in Figure 1 . In the following sections, we lay out a more elaborate description of the study. At this point, it is essential to point out that we needed to strike a balance between the number of participants, the duration of the study and the variation of experimental factors.
Materials
3.1.1 Dataset, CNN Model Architecture and Training. Various public datasets, algorithms and con guration options exist for the multi-class image classi cation problem. We used the PASCAL Visual Object Classes dataset (19714 images), because of its popularity, and its limited number of classes (20) .
Additionally, we used the Keras library for Python, starting from an existing Keras model trained on the ImageNet dataset [14] , utilizing the VGG16 architecture [54] 1 . We then ne-tuned the model on the train-val part of the PASCAL VOC 2012 dataset [20] , achieving an Average Precision (AP) score of 0.91 on the training-set and 0.73 on a the validation-set. On a hold-out test-set (the PASCAL VOC 2007 test data [19] ), the AP was 0.74. We did not train the model to reach state of the art performance.
is was an intentional design choice to understand how explanation techniques could facilitate user understanding about the strengths and limitations of the model.
Saliency Maps and Scores Generation.
A variety of algorithms have been proposed for generating saliency maps. In our pilot studies, we investigated two popular implementations: LIME [50] and LRP [5] . With LRP, saliency maps are not restricted to super-pixel patches but highlight contours of objects, which was preferred by most of our pilot study participants. For this reason and to simplify our se ing, we chose to focus on the LRP algorithm only. Concretly, we used the α-β propagation rule [5] with α = 2 and β = 1. Figure 2 shows a true positive (TP) example, where the model correctly predicts a train. e saliency map suggests that the red part of the image containing the rail supports the classi cation of this image as a train. Figure 3 shows a false positive (FP) example where the system falsely predicts a train. e red part of the image contains what looks like a rail. ey support the classi cation of this image as a train. e blue parts are against this classi cation. Since an image in the PASCAL VOC dataset can contain multiple objects, for each object class, the CNN computes a classi cation score between 0 and 1. Hence, a threshold needs to be de ned so that the score can be translated into an outcome: detected when the score is above the threshold, or missed otherwise. We calculated threshold values for each class (e.g. horse, cat) because the CNN performs di erently across classes. In particular, we obtained each threshold by maximising the F1-score for the class on the training dataset. In Figure 1 , the small vertical red lines represent these selected thresholds. (Figure 1 ) was implemented as a Web application, using HTML5 and Python with the Django framework. We served the application from a standard Web server. e view-port of the participant browser window needed to be at least a 1000px wide and 600px high during the study.
Tasks
e user's ability to predict the outcome of a ML classi er has been proposed as a measure to assess how transparent or explainable a system is [39] . It has also been utilised in other studies [44] .
us, we gave our participants the task to predict the classi cation outcome of the CNN described above for a xed set of 14 task images from the hold-out test set. More speci cally, for each task image, we asked them to list 2-3 features they believe the system is sensitive to and 2-3 features the system ignores. We then asked participants to predict whether the system will recognise an object of interest ('cat' or 'horse') in the given task image. We also asked them to rate their con dence in their forecast on a 4-point forced Likert item. Figure 1 depicts the interface for one task image (with a reduced number of example images). Half of the participants started with images of horses, while the other half, began with images of cats.
To increase participants engagement in the study, in addition to an £8 payment for their time, participants received an additional performance-based bonus of £0.5 for each correct answer as an incentive.
Seven task images were concerned with the class "cat" and another seven with the class "horse". For each task image, participants were shown 12 example images from the CNN training set to inform their judgement. All participants worked on the same task images and were shown the same example images.
Selection of Example
Images. We selected the example images for every task image from the PASCAL training set, based on their cosine distance from the task image in the embeddings space generated from the penultimate layer of the network. e assumption was that user understanding might bene t from looking at visually similar images. Showing the outcome of the classi er (i.e. TP, FN and FP) for the examples has been found to be important for the utility of explanation techniques [35] . For this reason, we sampled examples of di erent outcomes for each task image: We also based our decision, regarding the number of shown examples, on experience from pilot studies. We had noticed that if we presented too many examples, participants were likely to only look at a random subset of them. At the same time, if the number was too low, there was a risk that not enough information was made available to participants. For this study, we selected 12 as a compromise. We also noticed that the saliency maps of TP examples are more informative than FN and FP. us we decided to show more TP than FN or FP examples.
Selection of Task Images.
We intended our study to be no longer than 40 minutes to avoid fatigue e ects. is design choice limited the possible number of task images. Consequently, we had to choose between sampling from a variety of classes or sampling from a subset of classes. In our pilot studies, participants found predicting model behaviour very confusing when the class in question was continually switching. Furthermore, the more classes they had to reason about the more challenging the tasks became, because they were not able to "learn" much about the model's behaviour regarding a speci c class. We also wanted to capture a variety of cases where the model had given correct as well as incorrect output. For these reasons, we decided to limit our experiment to two classes but included three TP, two FN and two FP for each class.
We drew task images randomly from the hold-out test dataset, with the constraint of having a mid-range classi cation score. In our pilot studies we had found that images with a low classi cation score (close to the threshold) were almost unpredictable for participants, while images with a high score were easily predictable. Consequently, we chose to sample from the middle, as we expect to see the most performance variation this way.
Conditions
e study included the following two independent variables: 3.3.1 Presence of Saliency Maps. is factor had two levels: shown or omi ed. When shown, the saliency map for the relevant class was displayed next to each example image. It is important to note that saliency maps were not shown for the task image but only for the examples.
Presence of Classification
Scores. is factor also had two levels: shown or omi ed. When shown, a bar chart of the top 10 classi cation scores was displayed next to each example image. Classi cation scores produced by the CNN are the default sources of explanatory information on the instance level. Hence, we aimed to investigate whether visualising this additional numerical information would outperform, compliment or interact with the presence of saliency maps. e two independent variables were combined in a full factorial design, resulting in the following four conditions:
• Saliency maps not shown and scores not shown (Baseline) • Saliency maps not shown and scores shown • Saliency maps shown and scores not shown • Saliency maps shown and scores shown. Figure 1 illustrates the saliency maps shown and scores shown condition. In other conditions, the interface looked the same, except not showing the saliency maps or scores.
RESULTS

Outcome prediction accuracy
We were interested in investigating the e ect that the presence of saliency maps and scores has on the ability of participants to forecast the CNN classi cation outcomes of images. We based our performance assessment on the percentage of correct forecasts per participant. We summarized the data in Figure 4 . A Shapiro-Wilk test revealed that the percentage of correct forecasts within groups were approximately normally distributed (W = 0.957, p = 0.027). A Levene's Test showed performance variances between groups were similar (F (3,60) = 0.156, p = 0.925).
Saliency maps
shown A two-way independent ANOVA revealed a statistically signi cant main e ect of the presence of saliency maps on the performance (F (1,60) = 4.191, p = 0.045, η 2 = 0.063). In the presence of saliency maps participants were more accurate in predicting the outcome of the classi er (µ = 60.7%, σ = 11.0% vs. µ = 55.1%, σ = 10.8%).
ere was no signi cant main e ect of the presences of scores on performance (F (1,60) = 1.938, p = 0.169, η 2 = 0.029). Furthermore, there was no interaction e ect (F (1,60) = 0.060, p = 0.807, η 2 = 0.001).
Con dence
We also asked participants to rate their con dence in their forecast on a 4-point forced Likert item. Answers were coded by numbers 1-4 and summed up per participant. A one-way independent Kruskal-Wallis test showed that con dence was similar across conditions (H(3) = 1.130, p = 0.770). On average participants tended to be "slightly con dent" in their answers (Median = 3.000). We also consider participants' accuracy on the subsets of images corresponding to di erent outcomes (i.e. TP, FP, FN). Overall the accuracy was higher for TP images, on average 79.4%, it was lower for FP, on average 46.9%, and even lower for FN, on average 36.7%.
Mentioned Saliency Maps Features
Besides making a prediction, we asked participants what features they think the classi er is sensitive to and what features it ignored.
Excluded
data. An analysis of the qualitative data revealed that two participants misunderstood these tasks. Consequently, they were excluded from this analysis. It also became apparent that many of the remaining participants misinterpreted the question about the features the system ignored. erefore, we focused only on replies participants gave regarding the sensitivity of the classi er to features.
Mixed-Method Analysis of Answers.
We carried carried out a qualitative content analysis [40] on the free text replies. In the rst pass, two of the authors coded the answers inductively. Each response could be assigned several open codes based on the features or concepts it addressed. Subsequently, coders discussed their individually established codes and agreed on a shared and simpli ed codebook. We decided to assign each code to one of two mayor code groups: Saliency-Features and General-Attributes.
e Saliency-Features group included codes referring to features, which could be localized to pixels in the proximity of the object of interest and that saliency maps could highlight. e rationale for this was that we aimed to compare how frequently participants mentioned concepts related features that saliency maps could potentially highlight. Besides the somewhat obvious feature codes such as Ears and Legs, this group also included: Equipment -which applied to all objects associated with domestication such as "leash"or "saddle", Outline which applied to answers referring to the "shape" or "contour" of the object of interest and "Fur" which was used for u erances referring explicitly to the "fur", "skin" or texture pa ern on the animal. e General-A ributes group included codes that refer to u erances of generic properties of the image. An example is the code Background -which applied to answers referring generically to "surroundings" or "context" but also objects in the background such as "trees". Another example is Image ality which was used for replies addressing issues of "contrast", "blur" , "lighting condition" or "occlusion". e code Texture was assigned when answers referred to images "texture" generically (i.e. "Fur pa erns" are considered as a Saliency-Features).
For the quantitative analysis, we counted the number of Saliency-Features codes and General-A ributes codes. We noticed that some participants wrote a lot in the qualitative response and therefore mentioned a lot of features, while others did not. To prevent this from skewing the results, we calculated a ratio. We obtained the Saliency-Features ratio for each participant by dividing the number of Saliency-Features codes by the total number of Saliency-Features and General-A ribute codes that we had assigned to their answers. erefore a ratio of 0.6 means that 60% of the features that a participant mentioned were Saliency-Features. In the same fashion, we calculated ratios for all codes. e top of Figure 5 shows the ratios for the answers participants gave for images of cats, while the bo om of Figure 5 shows them for images of horses.
e Saliency-Features ratio was subjected to a statistical analysis. e data is summarized in Figure 6 . A Shapiro-Wilk test revealed that the rate of Saliency-Features within groups were approximately normally distributed (W = 0.900, p < 0.01). A Levene's Test showed that the variances between groups were signi cantly di erent (F (3,58) = 3.749, p = 0.016). To account for heteroscedasticity we ran a two-way independent measures ANOVA using whitecorrected coe cient covariance matrix [60] . It revealed a statistically signi cant main e ect of the presence of saliency maps on the rate of mentioned Saliency-Features (F (1,58) = 23.427, p < 0.01, η 2 = 0.295). Participants mentioned a larger share of Saliency-Features when saliency maps were present (M = 83.9%, SD = 15.4% vs. 54.6%, SD = 28.4%). ere was no signi cant main e ect for the presences of scores (F (1,58) = 1.384, p = 0.244, η 2 = 0.013) and no interaction e ect (F (1, 58) = 0.004, p = 0.948, η 2 = 0.001).
DISCUSSION
rough a combination of quantitative and qualitative analysis, the results of our study highlight the potential to use saliency maps as an explanatory tool for non-expert AI users, as well as their limitations. In the following subsections, we re ect on the key issues and highlight implications for design and further research.
e utility of saliency maps exists, but it is limited
Our results show that when saliency maps were shown, participants predicted the outcome of the classi er signi cantly more accurately. Scores, instead, did not have a statistically signi cant e ect. However, even with the presence of saliency maps, success rates were still relatively low (60.7%). Hence, the task of estimating the system's predictions on a new image remained challenging. is is also re ected by our participant's self-reported con dence in their answers, which was not a ected by the presence of saliency maps or scores, and was on average still quite low. To explain this moderate outcome, we investigated participants performance in more detail on subsets of images corresponding to di erent outcomes. Participants across conditions seemed to be be er in predicting the system's outcome when it was correct (true positives: 79.4%). ey were mainly struggling with the prediction of errors, performing worse than chance (false postives: 46.9% and false negatives: 36.7%). An interpretation of this result is that participants are possibly inclined to over-estimate the performance of the systems on challenging cases. Such cases are represented by FP and FN images. In fact, in 67.3% of all cases, participants predicted that the system would be correct, whereas it was only correct in 42.9% of the cases. One of the envisioned applications of explanations is aiding users in building appropriate trust into a system [9, 18] . Unexpected and unpredictable failures of a system a ect trust more negatively than those that can be understood and anticipated [18, 37] . erefore, it is important that users can understand when the system will fail. As detecting errors is a claimed utility of instance-level explanations [36, 50] , we suggest that future work should evaluate this empirically in more detail. Our study design did not allow to draw conclusions in this regard because we did not fully counterbalance the order of tasks and True Negatives (TN) were not part of the task set.
Reasoning on Examples.
In our study, we based the sampling strategy on the similarity distance between the task image and the training set. e rationale behind this was that people might learn more e ectively from examples that are similar in appearance to the task image. It might help them to re ect upon the visually similar images that the system had successfully classi ed (i.e. TPs) and images the system had classi ed incorrectly (i.e FN, FP). We hypothesised that such contrasting reasoning can help users to understand the system s causes of successes and failures. However, when considering the examples presented to participants, we noticed that the usefulness of FN saliency maps is negligible. ey usually highlight very li le evidence (see i.e. the FN example in Figure 1 ). For FN examples, the actual image and the other saliency maps (TP, FN) become the only source of information for understanding why an example has not been recognised by the system. is insight suggests that the utility of saliency maps varies according to the classi cation score. In other words, a saliency map may highlight what supports the prediction of some class, but it will fail to provide counter-factual evidence, namely, the absence of evidence.
We would like to emphasise that for a human, it is easy to spot and point to the absence of a feature concept, while it is not for a CNN. Humans can easily break down an image into meaningful regions (semantics) [21] . In contrast, CNNs look for pa erns in a sub-symbolic fashion that lead to an outcome [7, 39] . Because CNNs do not process data in a semantic fashion, other pa erns in an image (which may not belong to the concept) can contribute towards a classi cation outcome in unexpected ways [36] . An implication for the design is that we need to develop explanation algorithms that bridge the gap between humans and machines by leading the user to understand that the system is not basing its classi cation decision on higher-level semantics of the image. Furthermore, we would like to emphasise that choosing representative examples with their corresponding saliency maps, which summarise the behaviour of the system well, is an under-explored topic. New approaches for generating saliency maps and for applying them to various machine learning problems are presented (see review [2] ). However, very li le work exists that investigates for which instances users should examine salience maps. Researchers have acknowledged that users can only inspect a limited number of saliency maps [50] , but to the best of our knowledge, only two works explore sampling strategies [36, 50] -none of which where applicable for this work. An important implication, then, is that further research needs to characterise the e ect of di erent sampling strategies of saliency map examples on users interpretation of the system operation.
Saliency maps can help participants notice features
Our results clearly indicate that saliency maps in uenced our participants to notice the highlighted saliency features and to suggest that such features are important for the classi cation outcome. e ratio of mentioned Saliency-Features (e.g. legs, outline) compared to General-A ributes (e.g. color, image quality) was signi cantly higher when saliency maps were present while scores had no in uence ( Figure 6) . is e ect can be explored in more detail in Figure 5 . It shows that saliency maps seem to lead people to pay a ention to speci c parts of the object of interest. For example, Figure 5 depicts the share of mentioned features for images of horses. It is evident that some features such as legs, outline, tail and belly were mentioned much more frequently by participants exposed to saliency maps, while general-a ributes such as background and colour are mentioned more o en when the saliency maps are not shown.
Facilitating global model understanding by explaining local features.
It is worth emphasising that even when users notice features, this does not necessarily imply that they will perform be er in predicting the outcome of the CNN or reach a global understanding of the model. Saliency maps provide only a visualisation of the importance of pixels in a single image. Transferring knowledge about potential features to new images, where they are presented in di erent orientations, scales, forms and perspectives, is very challenging. Furthermore, it is hard to get a quanti able measure of the importance of individual features in an image. Again complexity increases if one a empts to quantify the importance of a feature on new images. In other words, it is di cult to estimate how the classi cation score would change if a feature would be absent. Would the score go down by a factor of 0.1, 0.2 or 0.6? Moreover, does the presence of di erent features cause an interaction e ect? It is challenging for users to reason about this, especially when considering that CNNs process the input data in a non-linear fashion [7] .
An implication for the design of explanation systems, then, is that saliency maps should be complemented by a global measure that explains how sensitive the presence of a feature is to the prediction of some class. For example, how sensitive the presence of nose is to the prediction of cat? In that regard, complementing saliency maps with this additional information could be valuable for users to build quanti able measures of saliency maps, and perhaps avoid biases that might arise from exploring an unrepresentative subset of the dataset. Kim et al. [28] proposed an algorithm in that direction, where a user can test how sensitive the model's predictions are to a global concept de ned by the user. For example, how important the strips concept is to the "zebra" class.
5.2.2
The importance of general a ributes. Another reason why noticing Saliency-features does not necessarily facilitate a be er understanding of a model is that general-a ributes (e.g. colour, contrast) might in uence the classi cation outcome. However, these general-a ributes are usually not directly highlighted by saliency maps, because as a more general image property, they can not be localised to individual pixels. is points to the previously stated limitation of the expressive capabilities of saliency maps [51] . In fact, saliency maps might even prime participants to primarily consider only highlighted features, and give less weight to other a ributes that are not highlighted but important. In contrast, users preconceptions may cause them to focus on a ributes such as the brightness of the image, even if it is not a major cause of failure. An implication for design is to develop explanations that convey the right expectation to users. We suggest that saliency maps should be complemented by more global representations of the image features. For example, saliency information could be related to global descriptors of the images, such as overall contrast or brightness measures.
LIMITATIONS
e design space for the study we presented was vast. Our design choices outlined in Section 3 introduced some limitations, which we make explicit in this section. e rst limitation is the small number of image classes we considered. We decided for this compromise considering the limited time for each session, and the limited knowledge participant would have been able to obtain about class-speci c behaviour. Future work should run a long-term evaluation (i.e. lasting several days or weeks) to allow participants to explore a large dataset with multiple classes in more depth.
Another limitation of our design is that we used one speci c network architecture (VGG16 [54] ) and one speci c technique to generate saliency maps (LRP [5] ). With a series of pilot studies, we have tried to identify a combination of both techniques which provided saliency maps that participants found to be informative. However, this also means that results might be di rent with a di erent combination of techniques.
A limitation of our analysis is that the study design did not allow us to draw conclusions about users performance for di erent outcomes types (e.g. TP, FN, FP). e reason for this was that we did fully counterbalanced tasks, and True Negatives (TN) were not part of the task set. Future studies should address this limitation and study this aspect in more detail.
Finally, our participants were required to have a technical background, but we did not control for ML expertise. We see potential to repeat our study with di erent participant populations, such as ML-experts, or lay users.
CONCLUSION AND FUTURE WORK
is paper reported on a between-group user study designed to evaluate the utility of "saliency maps" -a popular explanation algorithm for image classi cation applications of CNNs. We focused on saliency maps generated by the LRP algorithm, for one speci c architecture and dataset. Our results indicate that saliency maps can help users to learn about some speci c image features the system is sensitive to, and enhance their ability to predict the outcome of the network for new images. However, even with saliency maps present, the CNN model remained largely unpredictable for participants (60.7% prediction accuracy). For misclassi ed images, prediction accuracy remained well below chance level (43.8% for False Negatives and 49.2% for False Positives ). We argue that reaching a solid understanding of how a CNN Model classi es images is not possible with the sole use of instance-level based explanations (of which saliency maps are an example). Even with very informative examples, saliency maps can only highlight the importance of features that are localisable to pixel-regions. For these highlighted features, they do not convey a quanti able measure of their importance for future classi cations. At the same time, this focus on regions may divert users a ention from other important image properties (such as contrast or lighting conditions). We suggest using saliency maps in conjunction with other more global explanation methods. Furthermore, we view saliency maps sampling strategies as a promising direction for future research.
Overall, these ndings serve as a reminder that making AI explainable is still very much an open technical challenge, and as AI models become increasingly complex, further studies are necessary to address this topic. We argue that the HCI community is well placed to contribute to solving this challenge, and we hope that the work presented in this paper can serve as a practical example in terms of study design, and stimulate further HCI interest in this area and collaborations with the AI community.
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