We give degree of approximation results for decision regions which are de ned by polynomial parametrizations and by neural network parametrizations. The volume of the misclassi ed region is used to measure the approximation error. We use results from the degree of approximation of functions by rst constructing an intermediate function which correctly classi es almost all points. For bothclasses of approximating decision regions, we show that the degree of approximation is at least r, where r can beany n umberinthe open interval (0 1).
The learning task is to use examples of classi ed points to be able to correctly classify all possible points.
In neural network learning, decision boundaries are often represented as zero sets of certain functions, with points contained in the decision region yielding positive values of the function, and points outside the decision region yielding negative v alues 4]. In this case, the learning task is to use examples of correctly classi ed points to identify a parameter a 2 R m for which the set fx : f(a x) 0g, called the positive domain of f(a ), matches the true decision region.
For the purposes of analysing a learning algorithm, it is useful to assume that a suitable value of the parameter exists. However, there is no general reason why s u c h an assumption is satis ed in practice. Even if there is a class of functions f( ) a n d a parameter a such that the positive domain of f(a ) matches the true decision region, there is usually no way of identifying this class a priori. It is therefore useful to know how well particular classes of functions can approximate decision regions with prescribed general properties. In particular, it is important to know how fast the approximation error decreases as the approximating class becomes more complicated | e.g. as the degree of a polynomial or the number of nodes of a neural network increases.
The question of approximation of functions has been widely studied. The classical Weierstrass Theorem showed that polynomials are universal approximators 19] (in the sense that they are dense in the space of continuous functions on an interval). Many other classes have been shown to be universal approximators, including those de ned by neural networks 11]. Other theoretical questions involve determining whether or not best approximations exist and are unique, for approximating functions from particular classes 6, 26] . There are also degree of approximation results, which tell the user how complicated a class of approximating functions must bein order to guarantee a certain degree of accuracy of the best approximation. The classical Jackson Theorem 6] is the rst example of this. Hornik 12 Given that we are representing a decision region as the positive domain of a function, function approximation results do not immediately translate into the decision region context. In order to approximate a given decision region, the rst task is to identify a function g with suitable smoothness properties for which the positive domain closely matches the decision region. Function approximation then establishes the existence of a good approximation f of g, where f belongs to the desired class of functions. \Best" may bemeasured in terms of any function norm, such as the in nity norm or the 2-norm. However, such measures of good function approximation do not guarantee that the positive domain of the approximate function is close to the original decision region. For instance, there may be arbitrarily many points x where g(x) is small even though x is far from a zero of g. At these points good approximation of g may not ensure that the sign of g(x) equals the sign of the best approximation f(x), so the positive domains of g and f may not match at arbitrarily many points. Restrictions on the function g may guarantee that good function approximation will imply good decision region approximation. However, it is not clear how restrictions on the function describing a decision region translate to restrictions on the decision region itself, which is all that is given in the original problem formulation | the function g is introduced solely for the sake of solving the problem.
The problem of approximating sets, rather than functions, has received some attention in the literature. Approximation of (unparametrised) sets and curves has beenstudied for pattern recognition and computer vision purposes 2, 15, 27]. The approach is quite di erent to the approach here. Theoretical work can begrouped according to two basic approaches|namely explicit and implicit parametrisations. \Explicit parametrisation" refers to frameworks where the decision boundary is parametrised. For example if the decision region is a set in R n , the decision boundary might beconsidered the graph of a function on R n;1 , or a c o m bination of such graphs. \Implicit parametrisation" refers to frameworks (as used in this thesis) where the decision region is the positive domain of some function.
Most existing work is in terms of explicit parametrisations 16]. For instance, Korostelev and Tsybakov 17, 18] consider the estimation (from sample data) of decision regions. Although they consider non-parametric estimation, it is in fact the explicit rather than implicit framework as de ned above (they reduce the problem to estimating functions whose graphs make up parts of the decision boundary). In a similar vein, Dudley 8] and Shchebrina 23] have determined the metric entropy of certain smooth curves.
Regarding the implicit problem, Mhaskar 20] gives a u n i v ersal approximation type result for approximation by positive domains of certain neural network functions. It appears that the argument in 20] can not be used to determine the degree of approximation. Ivanov 14] summarises many problems in algebraic geometry concerned with the question of when a smooth manifold can be approximated by a real algebraic set but does not address the degree of approximation question. In work similar to that described in 14], Broglia and Tognoli 5] consider when a C 1 function can beapproximated by certain classes of functions without changing the positive domain.
In this paper we use function approximation results to determine the degree of approximation of decision regions by p o s i t i v e domains of polynomial functions. This is achieved by constructing a continuous function from the discriminant function for the decision region, using a convolution process. The continuous function can be approximated by polynomials, to a certain degree of accuracy, and this gives a bound on the distance that the boundary of the approximate decision region can be from the true decision boundary. We then use a result from di erential geometry to link this distance with the size of the misclassi ed volume. Since most learning problems can be analysed probabilistically, t h e v olume of the misclassi ed region has a natural interpretation as the probability of misclassi cation by the approximate decision region when the data are drawn from a uniform distribution over the input space.
The next section of this paper contains a formal statement of the degree of approximation problem for decision regions, and de nitions of the di erent measures of approximation error we use in the paper, along with results showing how the measures can be connected. Section 3 contains the construction of a smooth function g whose positive domain closely matches any (reasonable) decision region, by convolution of the discriminant function for the decision region with a square convolution kernel. Section 4 contains the polynomial approximation results. Our main result is Theorem 4.2, which says that the volume of the misclassi ed region when a decision region with smooth boundary is approximated by the positive domain of a polynomial of degree m, goes to zero at least as fast as m ;r , where r can bemade as close to (but less than) 1 as desired. By \smooth boundary" we mean essentially that the boundary is a nite union of n ; 1 dimensional manifolds. In Section 5 a similar result is given for decision regions de ned by neural networks and the two results are compared. Section 6 concludes.
Measuring Approximation Error

The Approximation Problem
We assume that a decision region is a closed subset D of a compact set X R n , called the sample space. Points in the sample space are classi ed positively if they are contained in the decision region, and negatively if they are not. We wish to determine how well a decision region can beapproximated by the positive domain of functions belonging to a parametrized class of functions, in the sense of minimizing the probability of misclassi cation. If points to beclassi ed are chosen uniformly throughout the sample space X, the probability of misclassi cation is equal to the volume of the misclassi ed r egion, i . e . the volume of the symmetric di erence of the two sets. For decision regions D 1 D 2 X, the volume of the misclassi ed region is
For a decision region D X and an approximate decision region X, we say that approximates D well if V (D ) is small thus most points in X are correctly classi ed by . 
Corridor Size
Let B(x ) := fz 2 R n : kx ; zk g, the closed ball with centre x and radius , where k k denotes the 2 norm (Euclidean distance) in R n . For any set D R n , @D
denotes the boundary of D.
De nition 2.1 The corridor around any set D R n is the set
The corridor size from D to is de ned to be
The corridor size is the smallest value of such that all points in the boundary of are not further than from the boundary of D. The corridor size is not a metric because it is not symmetric however it is worth noting that maxf (D ) ( D )g is the Hausdor distance between @Dand @ (which is a metric).
Relating V to
The construction in Section 4 of the approximating set gives an upper bound on the minimum corridor size from D to rather than on the minimum volume of the misclassi ed region. So in order to answer the approximation problem, it is necessary to relate the corridor size from D to to the volume of the misclassi ed region between D and . The following relationship follows immediately from the de nitions of V and .
The requirement t h a t D + is necessary because the corridor size can be small if either most points are correctly classi ed, or most points are misclassi ed. The function classes considered in Sections 4 and 5 contain complements of all of their members, so this is not a restrictive assumption. Lemma 2.2 shows it is possibleto bound the volume of the misclassi ed region by bounding the volume of the corridor around @D. This requires some knowledge of the size and smoothness of @D. For instance, if @Dis a space lling curve, then the volume of any corridor around @Dwill be equal to the volume of X, and knowledge of the size of the corridor o ers no advantage. On the other hand, if D is a ball with radius greater than the corridor size, then the volume is equal to two times the corridor size multiplied by the surface area of the ball. In order to obtain a general result, we assume that the decision boundary is nite union of hypersurfaces | (n ; 1) dimensional submanifolds of R n , and measure the size of the hypersurface using the surface area 25, 3].
De nition 2.3 A set M R n is an n ; 1 dimensional submanifold of R n if for every x 2 M, there exists an open neighbourhood U R n of x and a function f : U ! R n such that f(U) R n is open, f is a C 1 di eomorphism onto its image and either 1. f(U \ M) = f(U) \ R n;1 , or 2. f(U \ M) = f(U) \ f y R n;1 : y(1) 0g.
Here y(1) denotes the rst component of the vector y. The usual de nition of a submanifold allows only the rst case. When bothcases are allowed, M is usually called a submanifold with boundary. We a l l o w both cases because our consideration of decision regions con ned to a compact domain implies that many interesting decision boundaries are not true submanifolds. Moreover, allowing @Dto be a union of submanifolds rather than a single submanifold means D may have (well behaved) sharp edges. For instance if X = 1 1] n and the decision region is the halfspace fx 2 X : a > x 0g, then the decision boundary consists of a union of up to 2n polygonal faces. Each of these faces is an n;1 dimensional submanifold (with boundary).
De nition 2.4 Let M be a union of nitely many n ; 1 dimensional submanifolds of R n . Let the points u 2 M be locally referred to parameters u(1) : : : u (n ; 1), which are mapped to the Euclidean space R n;1 with the coordinates v (1) for all such that 0 < < .
This result is intuitively obvious, since @Dcan be locally approximated by a n n ; 1 dimensional hyper-plane, and the volume of the corridor around a piece of an n;1 dimensional hyper-plane with area a is 2 a+ O( 2 ). A rigorous proof of Lemma 2.5 can begiven using a result by Weyl that appears in 25].
If the decision boundary is a union of n ; 1 dimensional submanifolds of R n , Lemmas 2.2 and 2.5 can be employed to translate an upper bound on the minimum corridor distance into an upper bound on the minimum misclassi ed volume. Using this method, the surface area of the decision boundary does not a ect the degree of approximation of decision regions, but only the constant in the approximation bound. The smoothness properties of the decision boundary, s u c h as the curvature, do not even a ect the constant in the approximation bound, according to the result in Weyl 25] , they determine constants multiplying higher order terms in . This is in contrast with the function approximation results, where higher order smoothness of the original function does give higher degree of approximation (see Theorem 4.1). It appears unknown whether such a relationship exists for approximation of decision regions by positive domains of parametrised functions.
Construction of a Smooth Discriminant
In the following lemma we construct a Lipschitz continuous approximation to the discriminant function by convolution of the discriminant function with a function of compact support. This new function satis es sgn g(x) = y D (x) for all x su ciently far from the decision boundary. In Sections 4 and 5 we use this constructed function to apply a bound on the rate of function approximation to our problem of bounding the rate of decision region approximation.
In the following, the i-th component of any vector x 2 R n is denoted x(i), and I (x s) : = fz 2 R n : jz(i) ; x(i)j < s 2 i = 1 : : : n g is the open n-cube with centre x and side s. 
Polynomial Decision Regions
First, some notation from polynomialfunction approximation:
1. For any function f : R n ! R and any vector 2 N n 0 , we say D f = @f @x (1) (1) @x (2) (2) @x (n) (n) , where P n i=1 (i) = p (i) 0 is a p-th order derivative of f. In the following Theorem 4.1 is used to determine the degree of approximation of decision regions possessing a smooth boundary by polynomial decision regions. First it is shown that the minimum corridor distance between the true decision region and the approximating decision regions goes to zero at least as fast as d ;r , where 0 < r < 1. This boundis then used in order to obtain a b o u n d on the misclassi ed volume. which is di erentiable to (p+1)-th order such t h a t jD hj B for all 2 N n 0 such t h a t P n i=1 (i) = p + 1 . Then g is di erentiable to (p + 1)-th order and jD gj c(n) n B for all 2 N n 0 such that P n i=1 (i) = p + 1 . This bound is found by using the fact that P n i=1 (i) = p + 1 . D g = y D h (Theorem 18.4 in 28]), and that convolution involves integration over an n-cube of side 2 n ;1=2 . On the other hand the fact that h has compact support and is di erentiable to p + 1 -t h order implies that jh(x)j c(n p) p+1 M, so for all x 6 2 @D+ , jg(x)j c(n p) p+1+n M. 
Neural Network Decision Regions
Using the techniques of the last section, a result similar to Theorem 4.2 which applies when the approximating decision regions are de ned by neural networks will bederived. In order to do this, function approximation result similar to Theorem 4.1, for functions de ned by neural networks is used. First some notation: 
Concluding Remarks
We have given degree of approximation results for implicit decision region approximation which are similar to Jackson's Theorem for polynomial function approximation. The approximating decision regions are de ned by the positive domains of polynomial functions or feedforward neural networks. These results support our intuition that classes of functions which are good function approximators tend to begood implicit decision region approximators.
Many open problems remain | the most pressing being \What conditions give better degree of approximation?" In function approximation, higher order smoothness of the approximated function gives a better degree of approximation. For instance, in Theorem 4.1 if the p-th derivative is Lipschitz continuous, then the degree of approximation is at least p + 1 . We would expect that there exist restrictions on the decision region to be approximated, D, which will guarantee a better degree of approximation than our results suggest. Moreover, we would expect that there would be a series of successively tighter restrictions on D which would guarantee successively better degree of approximation results.
However, it is not clear what the right conditions are. As discussed in Section 4, using a smoother convolution kernel h to construct a smoother intermediate function f will not give a better degree of approximation using our methods. It is also clear that bounding the curvature of the boundary of D will not a ect the degree of approximation using our argument, since all information about the decision boundary other than its area a ects only higher order terms in the approximation bound, not the degree of approximation obtained in Theorem 4.2.
Perhaps the number of connected components in D is the condition we need. Or perhaps the curvature properties of the decision boundary are important, but a tighter method of bounding V (D ) than the volume of the corridor size is needed. Maybe a completely di erent proof technique is needed to get higher degree of approximation results.
