This paper has a twofold purpose: on one hand we deepen the study of slice regular functions by studying their behavior with respect to the so-called C-property and anti-C-property. We show that, for any fixed basis of the algebra of quaternions H any slice regular function decomposes into the sum of four slice regular components each of them satisfying the C-property. Then, we will use these results to show a reproducing property of the Bergman kernels of the second kind.
Introduction
In this paper we continue the study of the Bergman theory in the setting of slice regular functions started in [5] . After their definition in [15] which has been generalized to the case of functions with values in a Clifford algebra in [8] , these functions have been intensively studied during the past years and their theory, as well as the application to the functional calculus, is treated in the book [9] . In [5] we showed that the Bergman theory admits two possible formulations in this framework: the so-called formulations of the first and of the second kind. In both cases, the open sets Λ on which we construct the theory should be suitable domains. The two formulations differ since the first relies on an integral formula computed on Ω while in the second case the integral is computed on the intersection of Λ with a complex plane C i = {z = x + iy, x, y ∈ R}. The Bergman spaces in the two formulations are equipped with different inner products. Thus, it is natural to ask whether the two theories can be related and in this paper we show that the Bergman kernel of the second kind, which is characterized by a reproducing property on the complex slices, can reproduce a function on an open set in H by means of a suitable operator that we denote by M i which is studied in the last section of the article. The technical tools that we use are based on some properties of slice regular functions which depend on their behavior with respect to the quaternionic conjugation. These properties, in turn, are related to some analogous properties of holomorphic functions. More precisely, let Ω be an open set in the complex plane which is invariant under conjugation, i.e. such thatz ∈ Ω for all z ∈ Ω. Then, we consider complex valued functions f defined on Ω such that f (z) = f (z) or such that f (z) = −f (z). In the first case, we say that the function f satisfies the C-property, (f is also called intrinsic function, see [16] ). In the second case we say that f satisfy the anti-C-property ("C" stands for conjugation). These properties can be formulated also in the quaternionic setting by considering the quaternionic conjugation. We will show that holomorphic functions satisfying the C-property or anti-C-property can be extended to slice regular functions with the analogous property. Moreover, we will show a refined version of the Splitting lemma which allow to decompose the restriction of slice regular function to a complex plane into a sum of four (intrinsic) holomorphic functions. Moreover, we prove that for any fixed basis of the algebra of quaternions H, any slice regular function decomposes canonically into the sum of four slice regular functions satisfying the C-property (intrinsic, for short). Finally, we study the subsets of the Bergman spaces with respect to the C-property or anti-C-property. We decompose the Bergman kernel of the second kind in its four slice regular intrinsic components and we show their reproducing property. Finally, we discuss the relations among integral representation computed on an open set in H and on the slices. We finally mention the classical references for the Bergman theory in the complex case [1, 2] and for the sake of completeness some papers that treat the Bergman theory in the hypercomplex setting [3, 4, 11, 12, 13, 14, 17, 19, 20, 21] .
The holomorphic Bergman space and the C-property
In this section we will work with the Bergman theory in one complex variable. We start by recalling some notations and then we will discuss the so called C-property. Let Ω be an open set of the complex plane which is invariant under conjugation. A function f defined on Ω is said to have the C-property if f (z) = f (z) while it is said to have the anti-C-property if f (z) = −f (z). It can be shown that any complex function decomposes into the sum of two functions f 1 (z) and f 2 (z) having the C-property. An analogous decomposition holds with two functions satisfying the anti-C-property. This fact has some consequences at the level of the Bergman space. We discuss some immediate consequences of this decomposition, by inserting the proofs of our results for the sake of completeness. Definition 2.1. Let us denote the complex conjugation on C by Z C (z) =z, ∀z ∈ C. We will say that a domain Ω ⊂ C is Z-invariant if and only if Z C (Ω) = Ω. Definition 2.2. Let Ω ⊆ C be an open set. The space of holomorphic functions on Ω is denoted by Hol(Ω), while by A 2 (Ω), and K Ω (·, ·) we mean, respectively, the usual complex Bergman space and its Bergman kernel, both associated to Ω.
In this section, the domains Ω we consider are supposed to be Z-invariant. Note that using the Cauchy-Riemann equations, one obtains that f ∈ Hol(Λ) if and only if
Let B 2 be the unit disk. In particular, by the Bergman theory, we have that
for any f ∈ A 2 (B 2 ) and z ∈ B 2 . By setting ζ =v, z =w one obtains that
In general, as the complex conjugation Z C preserves the norm of the complex numbers and the differential element of area, then f ∈ A 2 (Ω) if and only if
Moreover, we have Remark 2.9. Let Ω ⊆ C be a Z-invariant open set. Define the operation
as follows:
and the following product of a pair with a scalar
for any λ ∈ R. We obtain an isomorphism between the real-linear spaces A 2 (Ω) and Proof. We prove that the space A 2 c (Ω) is complete, since the completeness of A 2 c (Ω) follows from the map f → if and the result for A 2 c (Ω). Let {f n } n∈N ⊂ A 2 c (Ω) be a Cauchy sequence, then there exists f ∈ A 2 (Ω) such that {f n } n∈N converges to f in norm. Lemma 1.4.1 of [18] , implies that the convergence in the norm of A 2 (Ω) implies the uniformly convergence on compact subsets of Ω. Therefore
be the Bergman kernel associated to Ω, and let R Ω (·, ·) and I Ω (·, ·) be the functions defined on Ω × Ω such that for any z ∈ Ω, one has R Ω (z, ·), I Ω (z, ·) ∈ A 2 c (Ω) and
The two functions R Ω , I Ω allow to obtain the real and imaginary part of a function f ∈ A c (Ω) as described in the following result:
and
Proof. Let us denote by φ 1 , φ 2 the two projections from C to R given by φ 1 (z) = Re z, and φ 2 (z) = Im z, ∀z ∈ C.
Since the evaluation functional φ z is bounded on A 2 (Ω), also the real-linear functionals:
The Riesz's representation theorem for real-linear Hilbert spaces implies the existence of
DenotingṘ(z, ·) = R z andİ(z, ·) = I z we can rewrite (3) and (4) as
, for any w ∈ Ω and
Applying the complex conjugation on the previous expression one gets
which means that the function K Ω is hermitian. The uniqueness of the Bergman kernel implies that K Ω = K Ω . Therefore R Ω =Ṙ and I Ω =İ by Corollary 2.7.
From now on, for the sake of simplicity, we will omit the subscript "Ω" when referring to R, I.
Proposition 2.14. (Some properties of R and I) Let Ω be a Z-invariant domain in C.
1. R(z, w) = R(z,w) and I(z, w) = I(z,w), for all w ∈ Ω.
Proof. 1. We have R(z, w) = R z (w) = R z (w) = R(z,w). The proof for the function I is similar.
The property follows from the fact that all the functions
3. It is a direct consequence of the previous facts.
The version of Theorem 2.12 which holds for functions in A 2 c (Ω) is given in the next result.
For the function I the proof is similar.
Proof. It is direct consequence of Theorem 2.12, and Proposition 2.15.
to Ω:
The previous results allow to see that the Bergman projection is the sum of two operators:
In other words, B Ω = R Ω + iI Ω , and the behavior of these new operators is given in Theorem 2.12, Proposition 2.15 and Corollary 2.16.
Proposition 2.18.
Let Ω ⊆ C be a Z-invariant open set. Then the functions R, I satisfy:
2. I(z,ζ) = −I(z, ζ) and R(z,ζ) = R(z, ζ).
Proof.
Therefore
In particular, I(z, ·) + I(z, ·) ∈ A 2 c (Ω), then
The proof of the fact R(z, ζ) = R(z, ζ) is similar to the previous reasoning.
2. Use the previous case and Corollary 2.14.
Slice regular functions and the C-property
We consider the space R 3 embedded in H as follows
where {e 0 = 1, e 1 , e 2 , e 3 } is the usual basis of the quaternions. Let S 2 be the sphere of purely imaginary unit quaternions and let i ∈ S 2 . The real space generated by {1, i}, denoted by C(i), is isomorphic, not only as a linear space but even as a field, to the field of the complex numbers. Given a domain Λ ⊂ H, let Λ i = Λ ∩ C(i) and Hol(Λ i ) represents the complex linear space of holomorphic functions from Λ i to C(i). Any nonreal quaternion q = q 0 + e 1 q 1 + e 2 q 2 + e 3 q 3 can be uniquely written in the form q = x + I q y where x = q 0 , I q =∈ S 2 , and y = q thus it belongs to the complex plane
The function f is called anti-slice regular on the right if, for any i ∈ S 2 , the function
We denote by SR(Λ) the set of slice regular functions on Ω.
The theory of slice regular functions is meaningful only if the open sets on which they are defined have suitable properties, thus we introduce the following definition.
Definition 3.2. Let Λ ⊆ H we say that Λ is axially symmetric if whenever q = x+I q y belongs to Λ all the elements x + Iy belong to Λ for all I ∈ S 2 . We say that Λ is a slice domain, or s-domain for short, if it is a domain intersecting the real axis and such that Λ ∩ C(i) is connected for all i ∈ S 2 .
In this section, i, j ∈ S 2 are mutually orthogonal vectors, and Λ ⊂ H will be an axially symmetric s-domain. Therefore for any i, the domain Λ i is Z-invariant in the complex plane C(i).
The Splitting Lemma and the Representation Formula, see [7] , imply the good definition of the following operators, which relate the slice regular space with the space of pairs of holomorphic functions on Λ i :
defined for any f ∈ Hol(Λ i ) + Hol(Λ i )j by
Moreover, we have that
where I denotes the identity operator.
In the sequel, we will use the notations for holomorphic functions with the C-and the anti-C-property, presented in the previous section.
Proposition 3.3. Let Λ be an axially symmetric s-domain and let Λ i = Λ ∩ C i .
2. If f ∈ Holc(Λ i ), then
where, for both cases, x = q 0 , y = q and the real-valued functions Re f and Im f are such that f (x + iy) = Re f (x + iy) + iIm f (x + iy).
Proof. It is a direct consequence of the C-property, anti-C-property and the Representation Formula, [7] .
is given by
where f 2 is the part of the function f which satisfies the anti-C-property.
Proof. Let f 1 , f 2 be the parts of f which satisfy, respectively, the C-property and the anti-C-property. Then
In the sequel, the quaternionic conjugation will be denoted by Z H (q) =q.
Definition 3.5. Let Λ be an axially symmetric open set in H.
1. Consider a function f ∈ SR(Λ), we say that f satisfies that quaternionic C-property if and only if f = Z H • f • Z H . We say that f satisfies the anti-C-property if and only if
2. The subset of SR(Λ) of functions satisfying the C-property (resp. the anti-C-property) will be denoted by SR c (Λ) (resp. SRc(Λ)).
Remark 3.6. Note that there exist slice regular functions which do not satisfy the quaternionic C-property or anti-C-property. For example, given a quaternion λ ∈ H \R the function f (q) = qλ is a slice regular function but f does not belong to SR c (Λ).
Remark 3.7. It is easy to verify that a slice regular function which admits power series expansion at a real point belongs to SR c (Λ) if and only if the coefficients of the power series are real numbers. Similarly, a slice regular function which admits power series expansion at a real point belongs to SRc(Λ) if and only if the coefficients of the power series are purely imaginary quaternions. In other papers, sometimes the set SR c (Λ) is denoted by N(Λ) and the functions belonging to it are called real slice regular functions (see [16] ).
Proposition 3.8. Let Λ be an axially symmetric s-domain and recall that Λ i = Λ ∩ C i .
1. Let q ∈ Λ, then Proposition 3.3 implies that
Now, we see that
2. It is based on the observation that if f ∈ Holc(Λ i ) then if satisfies the C-property. By the previous step we have
We finish the proof using the following facts:
The following result characterizes the image of Hol c (Λ i ) through P i :
Proposition 3.9. Let Λ ⊆ H be an axially symmetric open set. Then
Proof. Proposition 3.8 shows that
In particular, for any q ∈ Λ i , one has
On the other hand, the Splitting Lemma implies that for any choice of i, j ∈ S 2 with i ⊥ j there exist
and (5) implies that
Using the C-property of each function h ℓ , ℓ = 0, . . . , 3, one has that
The proof of the previous result allows to refine the Splitting Lemma, which, as we recalled above, establishes the existence of two holomorphic functions such that
In fact we have: 
This result appeared first in Remark 3 in [16] , in a more general setting, but it has been called Refined Splitting Lemma in [10] . Another useful consequence is:
Corollary 3.11. For any f, g ∈ SR c (Λ), one has f g = gf .
Proof. Proposition 3.9 implies that there exist
, and Proposition 3.3 says that for each q ∈ Λ the values f (q) = P i [h 1 ](q) and g(q) = P i [h 2 ](q) belong to the same slice, specifically to the slice generated by {1, i q }.
The next result generalizes property (1) in Corollary 2.7 to the case of slice regular functions, providing a decomposition of SR(Λ).
Proposition 3.12. Let Λ be an axially symmetric s-domain and let {1, i, j, ij} be a basis of H. Then:
Proof. Let f ∈ SR(Λ), then the Splitting Lemma implies the existence of
Thus we can write
To show that the sum is a direct sum, suppose that
. Then h 1 = h 2 i, and for any q ∈ Λ i one has The Representation Formula shows that all the slice regular functions defined on axially symmetric s-domains are of the form (see [7] )
where α, β are H-valued, such that
and they satisfying the Cauchy-Riemann system
However, one may consider functions of the form (6) satisfying (7) and (8) defined on axially symmetric open sets Λ. These functions correspond to the slice regular functions quaternion valued in the terminology of [16] , in which these functions are studied in a more general setting.
Definition 3.13. We denoted by H(Λ) the set of functions of the form (6) satisfying (7) and (8) When the axially symmetric set Λ is, in particular, an s-domain then H(Λ) = SR(Λ).
Proposition 3.14. Let f ∈ H(Λ) then consider α, β given in Definition 3.13. Then f satisfies the quaternionic C-property if and only if the functions α and β are real valued.
Proof. If the functions α and β are real valued function, it is immediate that f satisfies the C-property. Now, suppose that f satisfies the C-property. Since
applying the quaternionic conjugation one has that
That means α is a real valued function. Then the function f (x + iy) = α(x, y) + iβ(x, y) satisfies the C-property and α is a real valued function. Therefore −β(x, y) i = −iβ(x, y), or equivalently 0 = β(x, y)i +īβ(x, y) = 2 i, β(x, y) R 4 , as β does not depend of the unit vector i the previous identity is for all i ∈ S 2 . Then β is a real valued function.
The refined Splitting Lemma and Proposition 3.12 hold also in this setting. Denote by H c (Λ) ⊂ H(Λ) the set of functions satisfying the C-property. We have:
Proposition 3.15. Let Λ be an axially symmetric open set.
1. Let f ∈ H(Λ) and i, j ∈ S 2 with i ⊥ j. Then there exist four functions h ℓ ∈ Hol c (Λ i ), ℓ = 0, . . . , 3 such that
2. Let {1, i, j, ij} be a basis of H. Then:
Proof. Part 1 is immediate if one writes f (x+iy) = α(x, y)+iβ(x, y) with α(x, y) = α 0 (x, y)+ α 1 (x, y)i + α 2 (x, y)j + α 3 (x, y)ij, β(x, y) = β 0 (x, y) + β 1 (x, y)i + β 2 (x, y)j + β 3 (x, y)ij. The Cauchy-Riemann equations implies that the functions h ℓ = α ℓ + iβ ℓ (x, y) are holomorphic (this fact has been discussed also [10] ); the conditions (7) imply that h ℓ ∈ Hol c (Λ i ) for all ℓ = 0, . . . , 3.
To prove the second statement, we use the previous step to write the restriction to C(i) of a function f ∈ H(Λ) as f (x + iy) = h 0 + h 1 i + h 2 j + h 3 ij. If we now seth ℓ (x + I q y) := α ℓ (x, y) + I q β ℓ (x, y) we have thath ℓ ∈ H c (Λ). The fact that the sum is a direct sum can be obtained as in the proof of Proposition 3.12.
4 The slice regular Bergman space and the C-property
We now apply the results of the previous sections to deduce some properties of the regular Bergman spaces. Proof. Fist of all, let us recall that for any fixed i ∈ S 2 and q ∈ Λ i , the evaluation functional
is bounded on A(Λ), see [5] . Then, by setting θ n (q) = θ n (x 0 + x 1 e 1 + x 2 e 2 + x 3 e 3 ) = x n , n = 0, 1, 2, 3, one has that also the real linear functionals θ n • φ q are bounded on A c (Λ) for n = 0, 1, 2, 3. By the Riesz representation theorem in the real linear space A c (Λ), there exist L n q ∈ A c (Λ) such that
L n q (r)dσ r f (r), for n = 0, 1, 2, 3,
where dσ denotes the scalar element of area. Then we have e n f n (q) = Λ i e n L n q (r)dσ r f (r), for n = 0, 1, 2, 3.
Denoting K n (q, ·) = L n q (·) one has that e n f n (q) = f n (q)e n = Λ i K n (q, r)e n dσ r f (r), for n = 0, 1, 2, 3, and setting
we obtain f (q) = Λ i K(q, r)dσ r f (r).
Note that given r ∈ Λ, then K(r, ·) = Applying the quaternionic conjugation one has that K(r, q) = Λ i K(r, ·)dσK(q, ·) = K(q, r).
That fact proves that K(·, ·) is hermitian. Proposition 3.12, implies that any element in A(Λ) is a quaternionic right linear combination of the elements of A c (Λ), then K(·, ·) is a reproducing kernel of A(Λ). The uniqueness of slice regular Bergman kernel implies the result.
