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Abstract
A new definition of the H2 norm for linear switched systems is introduced. It is based
on appropriately defined time-domain kernels, or equivalently, on infinite controllability and
observability Gramian matrices. Furthermore, an extension of the iterative rational Krylov
algorithm to the class of linear switched systems is proposed.
1 Introduction
Hybrid systems are a class of nonlinear systems which result from the interaction of continuous
time dynamical subsystems with discrete events. Switched systems constitute a subclass of hybrid
systems, in the sense that the discrete dynamics is simplified. Hence, any discrete state transition
is allowed and the set of discrete events coincides with the set of discrete states.
In this work we analyze continuous-time linear switched systems (LSS) which have reset maps
(known also as coupling/switching matrices). The latter term refers to matrices that scale the
continuous state at the switching times. For a detailed characterization of LSS, we refer the reader
to the books [11] and [15].
Model order reduction (MOR) is a tool for approximating large and complex models character-
izing time-dependent processes by much smaller and simpler models that are still able capture the
dominant characteristics of the original process. Such reduced order models (ROM) could be used
as efficient surrogates for the original model, replacing it as a component in larger simulations.
For details on different MOR techniques, we refer the reader to the book [1] and to the surveys [6]
and [10].
One of the most prolific classes of MOR methods is represented by the projection-based tech-
niques (see [6]), including the special cases of balancing and interpolation. For the first subclass,
one chooses projectors so that the system is transformed into a balanced realization (in which
states that are hard to control or to observe can be easily removed). To construct such trans-
formation, one is required to find infinite Gramian matrices, for example by solving Lyapunov
equations. Gramians play an important role in the analysis of linear dynamical systems (see [1]).
For the second subclass, the original model is projected onto appropriate Krylov subspaces. More
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specifically, the projectors are chosen in such a way that the transfer function of the reduced model
interpolates those of the full model at selected interpolation points (see [2]).
The iterative rational Krylov algorithm, or in short IRKA, was introduced in [10]. It was
proven to be a very effective iterative procedure, which, upon convergence, yields a locally H2
optimal reduced system. By means of repeatedly applying a two-sided projection constructed in the
Petrov-Galerkin framework ([1]), the algorithm enforces interpolation-based optimality conditions
(Theorem 3.4 in [10]).
Model order reduction methods have also been applied to the class of LSS in recent years. We
mention the one in [3], which involves time-domain matching of generalized Markov parameters
and also the balanced truncation methods proposed in [14] and [11].
Next, we make a short inventory ofH2-type methods for bilinear systems (see [7] for an overview
of such systems). The motivation behind this is to familiarize the reader with some extensions
of IRKA proposed in recent years as well as to mention the inspiration that triggered the ideas
behind this current work. In many aspects, bilinear systems and LSS show similarities, some of
which are presented in Section 5.
The first attempt of extending the H2 optimal approximation framework from the class of
linear systems to that of bilinear systems, was made in [16]. Here, the so called Gramian-based
optimality conditions were extended to the bilinear case (see Section 5 in [16]). Afterwards, in
[5], the Bilinear Iterative Rational Krylov Algorithm (B-IRKA) was introduced as an iterative,
projection-based approach which extended IRKA to the bilinear case. In [9], a new framework
which enforces multipoint interpolation of the underlying Volterra series is introduced, as well as
a new derivation for the H2 norm of bilinear system.
In this paper, we focus on introducing the H2 norm as well as extending IRKA to the class of
linear switched systems. In Section 2, a brief overview on linear switched systems is presented,
including the definition of generalized time-domain kernels. Afterwards, Section 3 contains the
definition of infinite Gramians for the case in which the two subsystems are decoupled (no switching
occurs) as well as the extension to the case when the dynamics is coupled (by taking into account all
possible switching scenarios). In Section 4 the H2 norm is extended to the class of LSS. Then, the
proposed iterative algorithm is introduced in Section 5, which also contains a numerical example.
Finally, Section 6 includes the conclusions and some possible research directions.
2 Linear switched systems
A switched system is a dynamical system that consists of a finite number of subsystems and a
logical rule that orchestrates switching between these subsystems. These subsystems or discrete
modes are usually described by a collection of differential or difference equations. The discrete
events interacting with the subsystems are governed by a piecewise continuous function, i.e. the
switching signal.
For simplicity of the exposition, we only consider the case of an LSS that switches between two
modes. This situation is encountered in most of the numerical examples in the literature we came
across. Nevertheless, the theoretical concepts presented in this work, can be generalized to any
number of modes denoted with M.
Definition 2.1 Let Σ be a continuous time linear switched system (LSS), defined as
Σ :
{
x˙(t) = Aσ(t)x(t) +Bσ(t)u(t), x(t) = x0,
y(t) = Cσ(t)x(t),
(1)
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where Ω = {1, 2}, is the set of discrete modes, σ(t) is the switching signal, u is the input, x is the
state, and y is the output.
The system matrices Aq ∈ R
nq×nq , Bq ∈ Rnq×mq , Cq ∈ Rpq×nq , where q ∈ Ω, correspond to
mode q ∈ Ω, and x0 ∈ R
nq1 is the initial state. Furthermore, the transition from one mode to
another is made via the so called switching or coupling matrices Kq,s ∈ R
ns×nq where q, s ∈ Ω
(q 6= s). The case for which the coupling is made between identical modes is excluded.
The notation Σ = (n1, n2, {(Aq,Bq,Cq)|q ∈ Ω}, {K1,2,K2,1},x0) is used as a short-hand
representation for the LSS described by the equations in (1).
The restriction of the switching signal σ(t) to a finite interval of time [0, T ] can be interpreted
as finite sequence of elements of Ω× R+ of the form:
ν(σ) = (q1, t1)(q2, t2) . . . (qk, tk),
where q1, . . . , qk ∈ Ω and 0 < t1 < · · · < tk ∈ R+,
∑k
j=1 ti = T . For all time instances t ∈ [0, T ],
we have:
σ(t) =
{
q1 if t ∈ [0, T1],
qi if t ∈ (Ti−1, Ti], i > 2,
, (2)
where the switching times are defined as Ti :=
∑i
j=1 tj , with T0 := 0, Tk := T . The values tj ∈ R+
are called dwelling times.
The linear system that is activated in mode q ∈ {1, 2}, is denoted with Σq and it is a subsystem
of Σ, described by
Σq :
{
x˙(t) = Aqx(t) +Bqu(t),
y(t) = Cqx(t).
(3)
The dimension (order) of the subsystem Σq is given by the scalar nq. Denote with PC(R+,R
n),
Pc(R+,R
n), the set of all piecewise-continuous, and piecewise-constant functions, respectively.
Definition 2.2 A tuple (x,u, σ,y), where x : R+ →
⋃2
i=1R
ni, u ∈ PC(R+,
⋃2
i=1R
mi), σ ∈
Pc(R+,Ω),y ∈ PC(R+,
⋃2
i=1R
pi) is called a solution, if the following conditions simultaneously
hold:
1. The restriction of x(t) to (Ti−1, Ti] is differentiable, and satisfies x˙(t) = Aqix(t) +Bu(t).
2. When switching from mode qi to mode qi+1 at time Ti, lim
tցTi
x(t) = Kqi,qi+1x(Ti) holds.
3. For all t ∈ R, it follows that y(t) = Cσ(t)x(t).
The coupling matrices Kqi,qi+1 allow having different dimensions for the subsystems active in
different modes. If the coupling matrices are not explicitly given, it is considered that they are
identity matrices.
The input-output behavior of an LSS system can be described in time domain using the mapping
f(u, σ). This map can be written in generalized kernel representation, as suggested in [13], using
the unique family of analytic functions: gq1,...,qk : R
k
+ → R
pq1 and hq1,...,qk : R
k
+ → R
pq1×mqk with
q1, . . . , qk ∈ Ω, k > 1 such that for all pairs (u, σ) and for T = t1 + t2 + · · ·+ tk we can write:
f(u,σ)(t) = gq1,...,qk(t1, . . . , tk)+
k∑
i=1
∫ ti
0
hqi,...,qk(ti − τ, ti+1, . . . , tk)u(τ + Ti−1)dτ, (4)
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The level k functions g,h are defined for k > 1, as:
gqk,...,q1(tk, . . . , t1) =
Cqke
Aqk
tkKqk−2,qk−1 · · ·Kq1,q2e
Aq1 t1x0, (5)
hqk,...,q1(tk, . . . , t1) =
Cqke
Aqk
tkKqk−1,qk · · ·Kq1,q2e
Aq1 t1Bq1 . (6)
In this work we consider systems with zero initial conditions (x0 = 0). When this assumption does
not hold, one can incorporate x0 in, by enlarging the B matrix corresponding to the first active
mode q1, i.e. as [Bq1 x0].
The generalized kernels in (6) will be used in defining the H2 norm for LSS. For the switching
sequences of length 2, i.e. (1,2) and (2,1), write the level 2 functions in (6), as:
Level 2 :
{
h1,2(t1, t2) = C1e
A1t1K2,1e
A2t2B2,
h2,1(t1, t2) = C2e
A2t1K1,2e
A1t2B1.
3 Infinite Gramian matrices
Let Σ be an LSS with two modes, as introduced in (1). We assume both A1 and A2 matrices have
eigenvalues with negative real part, i.e. Re(λi(Ak)) < 0, k ∈ {1, 2}.
The stability of the subsystems Σk is essential for the existence of the infinite Gramains that
will be introduced in this section.
3.1 The case with no switching
Start with defining the linear Gramians for the simplified case when no switching occurs. The LSS
operates only in mode q ∈ Ω, where q can be either 1 or 2.
First introduce the controllability Gramians denoted with P
(1)
q , corresponding to mode q ∈
{1, 2}, that are defined as
P(1)q =
∫ ∞
0
gcq(t)
(
gcq(t)
)T
dt =
∫ ∞
0
eAqtBqB
T
q e
A
T
q tdt, (7)
where gcq(t) = e
AqtBq, t > 0. It is a well known result that P
(1)
q satisfies the following Lyapunov
equation:
AqP
(1)
q + P
(1)
q A
T
q +BqB
T
q = 0. (8)
Denote with Qq (or Q
(1)
q ) the linear observability Gramian Q
(1)
q corresponding to mode q ∈ Ω,
which can be written as
Q(1)q =
∫ ∞
0
(
goq(t)
)T
goq(t)dt =
∫ ∞
0
eA
T
q tCTqCqe
Aqtdt. (9)
where goq(t) = Cqe
Aqt, t > 0. Again, it is known that Qq satisfies the following Lyapunov equation:
ATqQ
(1)
q +Q
(1)
q Aq +C
T
qCq = 0. (10)
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3.2 The LSS case - constraint switching
3.2.1 Controllability Gramians
Let q1 ∈ {1, 2} be the starting operating mode. Introduce the level k energy functional denoted
with gcq1,q2,...,qk(t1, t2, . . . , tk) : R
k → Rmqk , corresponding to a switching sequence (q1, . . . , qk) ∈ Ω
k
that starts in mode q1:
gcq1,...,qk(t1, . . . , tk) = e
Aq1 t1Kq2,q1 · · ·Kqk,qk−1e
Aqk
tkBqk . (11)
In general, compute the level k infinite controllability Gramian corresponding to mode q1 ∈ {1, 2}
by calculating the inner product of the energy functional associated to the length k switching
sequence (q1, q2, . . . , qk) with itself, as
P(k)q1 =
∫ ∞
0
· · ·
∫ ∞
0
gcq1,q2,...,qk(t1, t2, . . . , tk)(
gcq1,q2,...,qk(t1, t2, . . . , tk)
)T
dt1dt2 . . . dtk. (12)
By making use of the recurrence relation
gcq1,q2,...,qk(t1, t2, . . . , tk) =(
eAq1 t1Kq2,q1
)
gcq2,q3,...,qk(t2, t3, . . . , tk),
it follows that the kth Gramian corresponding to mode 1 (or respectively mode 2) can be written
in terms of the (k − 1)th Gramian corresponding to mode 2 (or mode 1), as
P(k)q1 =
∫ ∞
0
eAq1 t1Kq2,q1P
(k−1)
q2
KTq2,q1e
ATq1
t1dt1. (13)
Proposition 3.1 The level k controllability Gramians corresponding to modes 1 and 2 can be
computed by iteratively solving the coupled systems of linear equations:
A1P
(k)
1 + P
(k)
1 A
T
1 +K2,1P
(k−1)
2 K
T
2,1 = 0, (14)
A2P
(k)
2 + P
(k)
2 A
T
2 +K1,2P
(k−1)
1 K
T
1,2 = 0, (15)
where k > 1 and the starting point is represented by the linear Gramians (with no switching) P
(1)
q1
in (8) that correspond to the first level.
Proof of Prop. 3.1. By multiplying the equality in (13) with Aq1 to the left and with A
T
q1
to the
right, we write
Aq1P
(k)
q1
+ P(k)q1 A
T
q1
=
∫ ∞
0
d
dt1
(
eAq1 t1Kq2,q1P
(k−1)
q2
KTq2,q1
eA
T
q1
t1dt1
)
= −Kq2,q1P
(k−1)
q2
KTq2,q1.
which proves the statements in (14) and (15).
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3.2.2 Observability Gramians
Introduce the level k energy functional goqk,...,q2,q1(tk, . . . , t2, t1) : R
k → Rpqk , corresponding to a
switching sequence (qk, . . . , q2, q1) ∈ Ω
k that ends in mode q1, as
goqk,...,q1(tk, . . . , t1) =
Cqke
Aqk
tkKqk−1,qk · · ·Kq1,q2e
Aq1 t1 . (16)
Compute the level k infinite Gramian corresponding to mode q1 ∈ {1, 2} by calculating the inner
product of the energy functional associated to the length k switching sequence (q1, q2, . . . , qk) with
itself, as
Q(k)q1 =
∫ ∞
0
· · ·
∫ ∞
0
(
goqk,...,q2,q1(tk, . . . , t2, t1)
)T
goqk,...,q2,q1(tk, . . . , t2, t1)dt1 . . . dtk. (17)
Proposition 3.2 The level k observability Gramians corresponding to modes 1 and 2 can be com-
puted by iteratively solving the coupled systems of linear equations (for k > 1)
AT1Q
(k)
1 +Q
(k)
1 A1 +K
T
1,2Q
(k−1)
2 K1,2 = 0, (18)
AT2Q
(k)
2 +Q
(k)
2 A2 +K
T
2,1Q
(k−1)
1 K2,1 = 0, (19)
where the starting point is represented by the Gramians Q
(1)
q in (10) that correspond to the first
level (no switching).
Proof of Prop. 3.2. Similar to the proof of Prop. 3.1.
3.3 The LSS case - general switching
Definition 3.1 Introduce the infinite controllability Gramian Pq1 corresponding to mode q1 ∈
{1, 2}, as
Pq1 =
∞∑
k=1
∫ ∞
0
· · ·
∫ ∞
0
gcq1,q2,...,qk(t1, t2, . . . , tk)
(
gcq1,q2,...,qk(t1, t2, . . . , tk)
)T
dt1 . . . dtk =
∞∑
k=1
P(k)q1 . (20)
Note that Pq1 is computed by considering the inner products of energy functionals associated to
all possible switching sequences (of any length), that start in mode q1.
Proposition 3.3 The infinite infinite controllability Gramians defined in (20), satisfy the follow-
ing system of generalizaed coupled Lyapunov equations{
A1P1 + P1A
T
1 +K2,1P2K
T
2,1 +B1B
T
1 = 0,
A2P2 + P2A
T
2 +K1,2P1K
T
1,2 +B2B
T
2 = 0.
(21)
Proof of Prop. 3.3. By adding the equalities stated in (14) and (15) for k > 2 as well as the one
corresponding to k = 1 (in (7)), the results follow directly.
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Remark 3.1 Write the matrices {Pq,Aq,Bq,Cq}, q ∈ {1, 2} and {K1,2,K2,1}, in block-diagonal
format, as
ZD =
[
Z1 0
0 Z2
]
, K D=
[
0 K1,2
K2,1 0
]
, (22)
where Z ∈ {A,B,C,P}. Hence, one can compactly write the two equations in (21) as only one
equation:
ADPD +PDA
T
D
+K DPDK
T
D
+BDB
T
D
= 0, (23)
and recover the controllability Gramians P1 and P2 as block diagonal entries of PD.
Definition 3.2 Introduce the infinite observability Gramian Qq1 corresponding to mode q1 ∈ {1, 2}
of the LSS system Σ as
Qq1 =
∞∑
k=1
∫ ∞
0
· · ·
∫ ∞
0
(
goqk,...,q2,q1(tk, . . . , t2, t1)
)T
goqk,...,q2,q1(tk, . . . , t2, t1) dt1dt2 . . . dtk =
∞∑
k=1
Q(k)q1 . (24)
Note that Qq1 is computed by considering the inner products of energy functionals associated to
all possible switching sequences (of any length) that end in mode q1.
Proposition 3.4 The infinite observability Gramians defined in (24), satisfy the following system
of generalizaed coupled Lyapunov equations{
AT1Q1 +Q1A1 +K
T
1,2Q2K1,2 +C
T
1C1 = 0
AT2Q2 +Q2A2 +K
T
2,1Q1K2,1 +C
T
2C2 = 0
(25)
Proof of Prop. 3.4. Similar to the proof of Prop. 3.3.
Remark 3.2 Additional to (22), write the matrices {Qq}, q ∈ {1, 2} in block-diagonal format, as
QD =
[
Q1 0
0 Q2
]
. Again, compactly write the equations in (25) as only one equation:
AT
D
QD +QDAD +K
T
D
QDK D+C
T
D
CD = 0, (26)
and recover the observability Gramians as the block diagonal entries of QD.
Definition 3.3 Since all eigenvalues of both A1 and A2 matrices have negative real part, the same
property applies for AD. The system x˙ = ADx is asymptotically stable , or in short, AD is stable,
if there exist real scalars β > 0 and 0 < α 6 −maxi(Re(λi(AD))), such that:
‖eADt‖ 6 βe−αt.
By using the result in Theorem 2 from [16], we address the problem of existence of the new
defined Gramians. The key condition is that the norm of the coupling matrices is sufficiently small.
Proposition 3.5 The controllability and observability Gramians in (20), (24) exist if{
AD is stable and,
‖KD‖ = max(‖K1,2‖, ‖K2,1‖) 6
√
2α
β
.
(27)
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Solving such generalized Lyapunov equations as (23) and (26) is not a straightforward task. A pos-
sible approach is to approximate these solutions with truncated sums of positive definite matrices,
as
PD ≈
H∑
k=1
P
(k)
D
, QD ≈
H∑
k=1
Q
(k)
D
, H > 1, (28)
where one can find P
(k)
D
by solving the Lyapunov equation ADP
(k)
D
+P
(k)
D
AD+K DP
(k−1)
D
KT
D
= 0,
k > 2. Similar equations can be solved to find Q
(k)
D
.
4 The H2 norm for LSS
4.1 The case with no switching
Assume as before, that the system Σ operates only in mode q ∈ {1, 2}. It follows that the H2
norm of the linear subsystem Σq can be defined in time domain, in terms of the impulse response
hq(t) = Cqe
AqtBq, as:
‖Σq‖
2
H2 = trace
(∫ ∞
0
hq(t)h
T
q (t)dt
)
. (29)
Note that one can show that the above introduced quantity can be written in terms of the Gramians
defined in (7) and (9), as follows:
‖Σq‖
2
H2 = trace(CqPqC
T
q ) = trace(B
T
qQqBq). (30)
4.2 Extension to the class of LSS
We propose an extension of the H2 norm definition in (29) for linear switched systems, by taking
into consideration all possible switching scenarios.
Definition 4.1 Let Σ be a LSS with M = 2 modes, as introduced in (1) . Consider δ =
(q1, q2, . . . , qk) ∈ Ω
k to be a switching sequence of length k > 1 and the generalized kernel functions
hδ : R
k → Rp in (6) corresponding to the sequence δ ∈ Ωk. By computing the inner products
summation of such kernels corresponding to all switching sequences, we define the following norm:
‖Σ‖2H2 = trace
( ∑
δ∈Ωk
∫ ∞
0
· · ·
∫ ∞
0
hq1,q2,...,qk(t1, t2, . . . , tk)
(
hq1,q2,...,qk(t1, t2, . . . , tk)
)T
dt1dt2 . . . dtk
)
. (31)
The explicit computation of the quantity proposed in (31) seems to be a very tedious task. To
address this issue, we propose an extension of the results in (30). The following result states that
the H2 norm can be expressed in terms of the Gramians Pq and Qq, provided that these matrices
exist. In this way, computing the proposed norm is conditioned by solving linear matrix equations.
Proposition 4.1 Let Σ be a LSS with 2 modes as in (1). Let Pq be the controllability Gramians
defined as in (20) which satisfy the equations in (21). Then we can rewrite the H2 norm of the
system Σ as follows:
‖Σ‖2H2 = trace(C1P1C
T
1 ) + trace(C2P2C
T
2 ). (32)
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Additionally, consider Qq be the observability Gramians defined in (24) that satisfy the equations
in (25). Then the following also holds:
‖Σ‖2H2 = trace(B
T
1Q1B1) + trace(B
T
2Q2B2). (33)
Proof of Prop. 4.1. Split the right hand side of the equality in (31) in two categories, corresponding
to sequences δ that start in mode 1 and respectively, in mode 2. Hence write:
‖Σ‖2H2 = trace
( ∑
δ∈Ωk ,δ1=1
∫ ∞
0
hδh
T
δ +
∑
δ∈Ωk ,δ1=2
∫ ∞
0
hδh
T
δ
)
which together with the definition of Pq in (20), directly proofs the result in (32). Similarly, by
again splitting the right hand side of (31) in two categories, corresponding to sequences δ that end
in mode 1 and respectively, in mode 2, one can also proof the result in (33).
Corollary 4.1 Additionally, by making use of the block diagonal matrices PD and QD, one can
write the H2 norm of the system Σ, in the following way:
‖Σ‖2H2 = trace
(
CDPDC
T
D
)
= trace
(
BT
D
QDBD
)
. (34)
This result directly follows from (32) and (33) by taking into account the special structure of the
matrices in (22).
5 The proposed method and its application
Linear switched systems have common features with bilinear systems. For example, the LSS kernels
in (6) have similar format to the bilinear kernels in [16] (Section 3, (14)). Moreover, given that
n1 = n2, m1 = m2 and all coupling matrices are identity matrices, it is possible to formulate an
LSS as a bilinear system with fixed inputs such as:
uˆ(t) =
{
0, t ∈ (Tk, Tk+1] so that σ(t) = 1,
1, t ∈ (Tk, Tk+1] so that σ(t) = 2.
Rewrite the dynamics of Σ, as introduced in (1), as follows:
x˙(t) = Abilx(t) +Nbil1 x(t)u(t) +N
bil
2 x(t)uˆ(t) (35)
+Nbil3 x(t)u(t)uˆ(t) +B
bil
1 u(t) +B
bil
2 uˆ(t) +B
bil
3 u(t)uˆ(t),
or equivalently, with the specific bilinear structure as,
x˙(t) = Abilx(t) +
3∑
i=1
Nbili x(t)ui(t) +
3∑
i=1
Bbili ui(t),
where Abil = A1, N
bil
2 = A2 −A1, N
bil
1 = N
bil
3 = 0, B
bil
1 = B1, B
bil
2 = 0, B
bil
3 = B2 − B1, and
the 3 control inputs are u1 = u, u2 = uˆ and u3 = uuˆ.
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5.1 An iterative algorithm for LSS MOR
Based on the above mentioned similarities, our proposed algorithm, i.e Algorithm 1 (entitled Sw-
IRKA), can be viewed as a direct extension of Algorithm 2 in [5] (entitled B-IRKA), to the class
of LSS.
In Algorithm 1, the input arguments are given by the system matrices of the original LSS in (1).
Additionally, we require the desired reduced order rj corresponding to subsystem Σj for j ∈ {1, 2}.
Furthermore, we initialize the algorithm with random matrices Aˆj ∈ R
rj×rj , Bˆj ∈ Rrj×mj , Cˆj ∈
R
pj×rj , and Kˆ1,2, KˆT2,1 ∈ R
r2×r1.
We use the same notations as in (22) for the block diagonal matrices used in Algorithm 1.
First, diagonalize the matrix AˆD, and let ΛD ∈ R
(n1+n2)×(n1+n2) be the diagonal eigenvalue matrix.
Transform the other matrices by using the eigenvector matrix UD. Next, compute projection
matrices XD,XD ∈ R
(n1+n2)×(r1+r2) by solving two generalized Lyapunov equations (see steps 4
and 5). Afterwards, modify these projectors by constructing an orthonormal basis for the range
of both XD and XD followed by imposing the condition Y
T
D
XD = Ir1+r2 . Finally, at step 7 we
project with new matrices constructed at step 6 and come up with a reduced order LSS model Σˆ
described by:
Σˆ = (r1, r2, {(Aˆq, Bˆq, Cˆq)|q ∈ Ω}, {Kˆ1,2, Kˆ2,1}, 0).
Repeat this procedure until the eigenvalues of the matrix AˆD are constant (the deviation with
respect with the previous step does not exceed a certain tolerance value ǫ > 0).
Algorithm 1 IRKA type approach for LSS: Sw-IRKA
1: procedure
Input: Aj ,Bj ,Cj ,Ki,j , Aˆj , Bˆj, Cˆj , Kˆi,j , rj , i, j ∈ {1, 2}.
Output: Aˆendj , Bˆ
end
j , Cˆ
end
j , Kˆ
end
j , j ∈ {1, 2}.
2: while (change in ΛD > ǫ) do .
3: Find AˆD = UDΛDU
−1
D
, A˜D := ΛD, B˜D = U
−1
D
BˆD, C˜D = CˆDUD, K˜ D= U
−1
D
Kˆ DUD.
4: Solve ADXD +XDA˜
T
D
+K DXDK˜
T
D
+BDB˜
T
D
= 0.
5: Solve AT
D
YD +YDA˜D +K
T
D
YDK˜ D+C
T
D
C˜D = 0.
6: XD = orth(XD),YD = orth(YD),YD = YD(X
T
D
YD)
−1.
7: AˆD = Y
T
D
ADXD, BˆD = Y
T
D
BD, CˆD = CDXD, Kˆ D= Y
T
D
K DXD.
8: end while.
9: Return Aˆend
D
= AˆD, Bˆ
end
D
= BˆD, Cˆ
end
D
= CˆD, Kˆ
end
D
= Kˆ D.
10: end procedure
5.2 A numerical example
Consider the CD player system from the benchmark examples for MOR in [8], which is a linear
system of order 120 with two inputs and two outputs. Assume that, at any given instance of time,
only one input and one output are active (the others are not functional due to, for example, a
mechanical failure). More precisely, consider mode j to be activated whenever the jth input and
the jth output are simultaneously failing (where j ∈ {1, 2}). Hence, construct a LSS system Σ
with two operational modes and stable subsystems of order n1 = n2 = 120. The impulse response
of each original subsystem Σj is depicted in Fig. 1.
The system Σ is reduced using the method described in Algorithm 1 to obtain ΣˆIR. Addi-
tionally, compute a reduced order model ΣˆBT by means of the balanced truncation (BT) method
proposed in [12]. The orders of the reduced subsystems are set to be r1 = r2 = 18 for both
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Figure 1: Impulse response of the two subsystems
reduced models. In the following numerical experiment, the continuous control input is chosen to
be u(t) = (1+ sin(πt))e−t/5, t > 0. By considering a switching sequence that starts in mode q1 = 1
with randomly chosen switching times Tj in the time interval [0, 10]s, we perform a time domain
simulation. In Fig. 2, the switching signal σ(t) is depicted in the upper part, while in the lower
part of the figure, the outputs corresponding to the original and the reduced LSS are presented.
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Original LSS
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Figure 2: The switching signal and the observed output
Furthermore, the approximation error of the original output for both MOR methods is depicted
in Fig. 3. We observe that the error corresponding to the new proposed method is in general
lower than the one produced by the BT method (for most of the time instances included in the
simulation).
1 2 3 4 5 6 7 8 9 10
Time (t)
10
-10
10
-8
10
-6
10
-4
Approximation error of the output in time domain
BT
Sw-IRKA
Figure 3: Time domain approximation error
As described in Section 5.1, the stopping criterion of the Sw-IRKA method is that the poles
of the reduced model are essentially the same (up to rounding errors quantified by a tolerance ǫ).
Since the proposed method is iterative, we present an analysis of the number of iterations needed
to reach an offset of ǫ = 10−8. As it can be observed in Fig. 4, 35 iterations were sufficient for both
subsystems.
Finally, we choose the same truncation orders for the two subsystems, i.e. r1 = r2 = r. This
value is varied in steps of 5 in between the range [5,30]. For each r, the relative H2 error is
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Figure 4: The pole offset after each iteration for both modes
computed for both analyzed methods. The results are collected in Table 1. As expected, the new
proposed method produces lower errors in all the cases.
Table 1: Relative H2 error of the two reduced LSS
r ‖ΣBT −Σ‖H2/‖Σ‖H2 ‖ΣIR −Σ‖H2/‖Σ‖H2
5 6.77 · 10−3 1.62 · 10−3
10 1.83 · 10−4 7.12 · 10−5
15 5.87 · 10−5 2.46 · 10−5
25 4.95 · 10−5 8.96 · 10−6
30 1.64 · 10−5 4.74 · 10−6
6 Conclusions and further developments
In this work, a definition of the H2 norm was proposed for the class of linear switched systems.
Although the special case of systems with two modes was considered, the results can easily be
extended to the general case of M modes. Moreover, an extension of the reduction method known
in the literature as IRKA, was introduced in Algorithm 1. The results provided in Section 5.2
show that our method could be successfully applied for a benchmark example. The approximation
quality turned out to be in general better than that of the balanced truncation method in [12].
Finding appropriate optimality conditions for the proposed LSS reduction framework (as the
ones found for the bilinear systems case, i.e. (4.5)-(4.8) in [5] as well as (4.12)-(4.13) in [9]) can be
a possibly reasonable topic of further research.
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