Compared to traditional distributed computing paradigms, a major advantage of cloud computing is the ability to provide more reliable, affordable, flexible resources for the applications (or users). The need to manage the applications in cloud computing creates the challenge of on-demand resource provisioning and allocation in response to dynamically changing workloads. Currently most of these existing methods focused on the optimization of allocating physical resources to their associated virtual resources and migrating virtual machines to achieve load balance and increase resource utilization. Unfortunately, these methods require the suspension of the cloud computing applications due to the mandatory shutdown of the associated virtual machines. In this paper, we study the resource allocation at the application level, instead of studying how to map the physical resources to virtual resources for better resource utilization in cloud computing environment. We propose a threshold-based dynamic resource allocation scheme for cloud computing that dynamically allocate the virtual resources (virtual machines) among the cloud computing applications based on their load changes (instead of allocating resources needed to meet peak demands) and can use the threshold method to optimize the decision of resource reallocation. The proposed threshold-based dynamic resource allocation scheme is implemented by using CloudSim, and experimental results show the proposed scheme can improve resource utilization and reduce the user usage cost.
Introduction
Resource allocation in traditional IT infrastructure often assigns fixed computing resources to a particular application to satisfy its peak load requirement. Such peak-load-based static resource allocation schemes often result in the underutilization of computing resources. On the other hand, average-loadOpen access under CC BY-NC-ND license.
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based static resource allocation schemes assign computing resources to applications based on their average workload, sometimes, failing to satisfy their peak load requests. The emergence of cloud computing [1, 2] offers the flexibility of managing the computing resources in a more dynamic manner because it uses the virtualization technology to abstract, encapsulate, and partition computing resources. However, this new computing paradigm has also raised new challenges to efficient resource allocation.
Recently, quite a few schemes [2] [3] [4] [5] [6] [7] [8] have been proposed to address the resource allocation problem in cloud computing. Rajkumar Buyya et al. [3] proposed a market-oriented resource allocation scheme that integrated both customer-driven service management and computational risk management to sustain service level agreement (SLA) oriented resource allocation. However this scheme requires a marketmaker to bring service providers and consumers together, and a market registry for publishing and discovering cloud service providers and their services. Another market-based resource allocation strategy, RAS-M, was proposed by You et al. [4] . This scheme is based on market economy theory, where the problem of resource allocation is transformed into finding the equilibrium price vector and corresponding equilibrium solution, and a GA-based price adjusted algorithm is introduced to deal with the problem. But RAS-M scheme is proposed for resource allocation at the physical level of the cloud computing, and it only manages the CPU resource. Jean-Marc Menaud et al. [5, 6] proposed an autonomic resource manager to control the virtualized environment which decouples the provisioning of resources from the dynamic placement of virtual machines. This manager aims to optimize a global utility function which integrates both the degree of SLA fulfillment and the operating costs. They resorted to a Constraint Programming approach to formulate and solve the optimization problem. In [7] , Fabien Hermenier et al. proposed a new approach, Entropy, in a homogeneous cluster environment, which takes into account both the problem of allocating the virtual machines (VMs) to available nodes (physical hosts) and the problem of how to migrate the VMs to these nodes. The performance overhead is determined by the time required to choose a new configuration and the time required to migrate VMs according to the configuration. The Entropy resource manager can choose migrations that can be implemented efficiently, incurring a low performance overhead. Wei et al. [8] used game theory to handle the resource allocation in cloud computing. In their approach, a Binary Integer Programming method is proposed to solve the parallel tasks allocation problem on unrelated machines connected across the Internet. Their algorithms take both optimization and fairness into account and provide a relatively good compromise resource allocation. But these methods can only be used for seeking optimal allocation solution for the complex and dynamic problems that can be divided into multiple cooperative subtasks.
Nonetheless, most of these existing methods focused on the optimization of allocating physical resources to their associated virtual resources and migrating virtual machines to achieve load balance and increase resource utilization. Unfortunately, these methods require the suspension of the cloud computing applications due to the mandatory shutdown of the associated virtual machines. To address this problem, a different approach to resource allocation in cloud computing environment has become more attractive. This new approach uses virtual machine as the minimum resource allocation unit. When a user starts an application, a virtual machine that satisfies the minimum resource requirement for the application is allocated. When workload of the application increases, a new virtual machine is allocated for this application. Unlike the existing resource allocation schemes, which allocate more physical resources (CPU, Memory, etc.) to the exiting virtual machine, this new approach does not need to shutdown the existing virtual machine for resource reallocation. This new approach is more practical [14] because most of the mission critical applications, such as online Web services, cannot afford any downtime. Therefore, this paper focuses on studying the resource allocation at the application level, instead of studying how to map the physical resources to virtual resources for better resource utilization in cloud computing environment. The goal is to dynamically allocate the virtual resources among the cloud computing applications based on their load changes to improve resource utilization and reduce the user usage cost.
The rest of the paper is organized as follows. In Section 2, we propose the threshold-based dynamic resource allocation scheme for cloud computing and discuss its principle and implementation considerations. Then, in Section 3, we discuss how to implement the proposed threshold-based dynamic resource allocation scheme under CloudSim environment. In section 4, we conduct performance studies using simulation, and analyze the performance of the proposed resource allocation scheme under different resource usage sceneries. Finally, we give our concluding remarks and discuss future studies in section 5.
Threshold-based Dynamic Resource Allocation Scheme

The principle of the threshold-based dynamic resource allocation
In general, the workload of network applications (such as Web applications) fluctuates over the application lifetime. If we use a static resource allocation scheme to assign fixed resources to an application, the application may be slowed down sometimes due to insufficient resources, or excessive resources are wasted when application is not at its peak load. Therefore, it is ideal to design a dynamic resource allocation scheme that can adjust the resources allocated to an application according to its workload, thus, improving the resource utilization.
The main idea of the proposed threshold-based dynamic resource allocation scheme is to monitor and predict the resource needs of the cloud applications and adjust the virtual resources based on application's actual needs. A dynamic resource allocation scheme needs to address two issues: when to reallocate resources and how much resource to be adjusted.
When to reallocate cloud resources
Since reallocating virtual resources for cloud applications cost computing time and physical resources, over-frequent allocation of resources may reduce the efficiency of cloud applications. Therefore, when to reallocate the virtual resources becomes critical to the efficiency of the resource allocation scheme. If the time interval between two resource re-allocation events is too large, the system may not be able to respond the load changes timely. Such a slow response may either affect the performance of certain applications or waste virtual resources. On the other hand, if the time interval between two allocation events is too short, the overhead for resource allocation is too much.
In the proposed dynamic resource allocation scheme, the interval between two consecutive allocation events is set to be adaptive to the load change of a cloud application. If the load of an application changes slowly in a steady pace, a longer interval is selected. If the load of an application changes rapidly, a shorter interval is used. However, sometimes, the load of an application oscillates during the application's lifetime. If we schedule merely based on current workload, the system may have to frequently reallocate the virtual resources, resulting extra overhead. To avoid the unnecessary overhead caused by the application's workload oscillation, a threshold is used to regulate the timing of resource reallocation.
Assume the maximum workload of a virtual machine (virtual resource) is max
is called the normal workload rate and this value is predefined by the system administrator according to application's workloads. In general, we assign physical resources to virtual machines so that applications on these virtual machines are around their normal workloads. In essential, the system reserves some virtual resources to anticipate the sudden increase of the application's load (a similar approach is used in many of the Web applications). We further define:
where K is the current number of virtual machines, threshold rate is a threshold rate ranging between 0 to 1.
A resource reallocation takes place only if the application's load changes (up or down) is over threshold L .
Threshold-based dynamic resource allocation scheme
The proposed threshold-based dynamic resource allocation scheme consists of two procedures, Datacenter and Broker. The broker procedure runs on user's machine with the application. The datacenter procedure, which works as the manager of the cloud computing resources, runs on the datacenter's central computer. These two procedures interact with each other to dynamically manage the virtual resources for cloud applications.
In this scheme, the Datacenter procedure, which manages the physical resources such as CPU and RAM, waits for requests from brokers, and provides extra virtual resources (VMs) or revoke excessive virtual resources (VMs) based on the requests from brokers. The broker procedure determines whether an application needs more virtual resources or excessive virtual resources owned by an application need to be revoked based on application's load changes. The pseudo code of these two procedures is depicted as follows: 
Performance Study
The simulation model for performance evaluation
To evaluate the efficiency of our proposed dynamic resource allocation scheme, we simulate various resource allocation sceneries under CloudSim [9] environment. We model a cloud application as a set of tasks, which have the same completion deadline, require the same amount of memory, CPU, and bandwidth, etc. The number of tasks represents the workload of the cloud application. We further model the load variation of a cloud application by varying the user task request intervals. Without losing the generality, we assume all virtual machines have the same workload capacity.
The threshold-based dynamic resource allocation scheme in CloudSim environment
In CloudSim environment, we need to implement two essential aspects of the threshold-based dynamic resource allocation scheme. First, we need to simulate the interaction between the datacenter and brokers. We also need to simulate the load variation of the cloud application by varying the user resource request and release intervals. To achieve these two tasks, we implement two simulation classes by extending the original Datacenter class and the Datacenterbroker class in the CloudSim Toolkit. We discuss the extensions we made to the original Cloudsim classes here. Compared to the original datacenter class in Cloudsim Toolkit, we added a member variable vmlist to hold the allocated virtual machines. We implemented a method createVMs() to initialize the vmlist based on the parameters for describing the virtual machines, and to allocate physical resources to these virtual machines. We also added a method askForVMs(), which is invoked when the Datacenter receives requests from brokers for more virtual machines. We note here that the virtual machines maintained in Datacenter's vmlist contain only the descriptions of virtual machines, such as the amount of memory, CPU, and bandwidth needed to create the virtual machines. However, like in the original Cloudsim Toolkit, Datacenter does not allocate physical resources to a virtual machine until broker has requested the virtual machine. Finally, we added a method releaseVMs() for the datacenter to release the virtual machine's physical resources when a broker releases a virtual machine.
2)Extended DatacenterBroker The extended DatacenterBroker class can be depicted as: public class myDatacenterBroker extends DatacenterBroker{ protected int calVMs(){...} protected void bindToVMs(){...} void resourceRequest(){…} } A broker is responsible for determining when to reallocate resources for an application and how much resource to be allocated. Three methods are added to the original DatacenterBroker class of the CloudSim ToolKit. Method calVMs() is used to determine how many virtual machines is needed for an application. It uses the capability of virtual machine, the number of tasks, and the deadline of tasks to calculate the norm workload, and then the number of virtual machines needed is determined. After determining the number of needed virtual machines using calVMs(), a broker uses method resourceRequest() to request or release virtual machines. Method bindToVMs() is added to bind a task to a specific virtual machine.
The simulation model for performance evaluation
We compare our threshold-based dynamic resource allocation scheme with a peak-load-based static resource allocation scheme in terms of the resource utilization, total resource cost, and overhead of the resource allocation. The resource utilization is defined as the number of tasks finished by all virtual machines divided by the capacity of all virtual machines. The total resource cost (TRC) is defined as Numerous studies [10, 11, 12] have shown that workloads of Internet applications can be highly dynamic with variations at multiple timescales. One popular workload variation pattern is oscillation, in which application workload varies in a small range around a certain load level. Such a workload pattern can be found in applications like as online banking, ATM machines, etc. Another popular workload variation pattern is Gaussian distribution, in which user requests increase when the application gains popularity and user interests dry down when the time goes by. This workload pattern happens in applications like movie on demand. In this paper, we simulate the proposed dynamic resource allocation scheme under these two workload sceneries and study its performance under different system conditions.
Experiment under oscillating workloads
In this experiment, we assume that the workload of cloud application follows the pattern depicted in Figure 2 . Initial workload is at 100 tasks. The number of tasks increases to 120 and drops back periodically. Occasionally, we see a workload spike and then the load drops back to the oscillating pattern after that. In one of the points of time, load dramatically increases and then goes back down and begin to oscillate again. Aiming at the oscillations in cloud application, and to avoid the extra cost created by the oscillations, we apply our threshold-based dynamic resource allocation scheme and set different thresholds for comparison.
Some parameters in this experiment are: the deadline of tasks is 150s, the capability of CPU provided by datacenter is 16000 mips, 40 available virtual machines are created, the capability of every virtual machine is 400mips. Assume that it takes 15s for a virtual machine to process a task. Thus the maximum workload ( max L ) of single virtual machine is 10 (10=150s/15s). , so the number of virtual resources committed to cloud application is still 13(does not change). At the time of 6, the application's workload change (from 100 to 180) is over threshold L , so a resource reallocation takes place and the number of virtual resources committed to cloud application is 23 (23=⌈180/8⌉). Therefore, we get the numbers of virtual resources committed to cloud application at all points of time, which are shown in Figure 3 .
Assume the norm workload rate is 0.8 and the threshold rate is 0.50. Then we calculate the numbers of virtual resources committed to cloud application based on Eq. (1), which are shown in Figure 4 . We can see that the number of virtual resources reallocated with threshold rate 0.95 is different from the case with threshold rate 0.50. If static resource allocation is applied, virtual resources committed to cloud application are required to reach 23 (for norm L =8, we can get ⌈180/8⌉=23) since the peak load is 180 tasks. Based on the definition of resource utilization, the resource utilizations of three allocations are shown in Figure 5 .
Assume the price of memory is 0.05/MB and the price of storage is 0.001/MB. For every virtual machine in experiment, the size of memory is 512MB; the size of storage is 10000MB. We calculate the resource cost of these 3 allocations based on Eq. (2). The resource cost of the dynamic allocation with threshold rate 0.95 is 5909.6, the resource cost of the dynamic allocation whose threshold rate is 0.5 is 6265.6 and the resource cost of the static allocation is 9825.6, as shown in Figure 6 . We can conclude from the experimental results: (1)The dynamic algorithm whose threshold rate is 0.95 is better than the one whose threshold rate is 0.50 in this situation, and both are better than the static algorithm. (2)The bigger the threshold rate is, the less resource is reserved. This means there could be more resources available for increasing load. And then the utilization is improved. The increase of resource utilization also reduces the cost associated with the request and exchange of virtual resources. However, it makes it less sensitive to the change of load. The reverse situation would happen if a smaller threshold rate were applied.
Experiment when workload follows a Gaussion distribution
Gaussian distribution was selected because is one of the better distributions to characterize user's reflection time [13] . We assume that the workload of cloud application follows the pattern depicted in Figure 7 . Workload changes closely approximately follow Gaussian distribution.
Some parameters in this experiment are: the deadline of tasks is 150s, 40 available virtual machines are created; the capability of every virtual machine is 400 MIPS. Assume that it takes 15s for a virtual machine to process a task. Thus the capability of single virtual machine is 10. Assume the norm workload rate is 0.8 and the threshold rate is 0.75. We can calculate the numbers of virtual resources committed to cloud application based on Eq. (1), which are shown in Figure 8 . If static resource allocation is applied, virtual resources committed to cloud application are required to reach 23 (for norm L =8, we can get ⌈180/8⌉=23) since the peak workload of cloud application is 179 tasks. Based on the definition of resource utilization, the resource utilizations of two allocation schemes are shown in Figure 9 .
We also calculated the resource cost of these two resource allocation schemes. The resource cost of the dynamic scheme is 5019.6 and the resource cost of the static scheme is 9825.6.
We can draw conclusions from the comparison:(1) The resource utilization of dynamic allocation is better than it of static allocation; (2) The resource cost of static allocation is obviously higher than it of dynamic allocation, that's because the static allocation scheme uses some certain amount of resource, thus a large part of resource may be wasted.
Overhead of Threshold-based dynamic resource allocation
In order to study the overhead of Threshold-based dynamic resource allocation, we define its overhead T as: for the overhead of Threshold-based dynamic resource allocation in the above experiments are shown in Figure 10 . We can conclude from the experimental results: (1) The overheads of dynamic resource allocation in two experiments are low (about a few seconds); (2) At the time of 5 and 6, the overhead of dynamic resource allocation in Experiment 1 is almost 0 because it does not require resource reallocation, however, the overhead of dynamic resource allocation in Experiment 2 is relatively large because it need reallocate multiple resources (virtual machines); (3) As the overheads of the resource reallocation procedure are very low, the overhead of Threshold-based dynamic resource allocation focuses on the control overhead of virtual resource.
Conclusions
Resource allocation in traditional IT infrastructure often assigns fixed computing resources to a particular application to satisfy its peak load requirement. Such peak-load-based static resource allocation schemes often result in the underutilization of computing resources. To address this problem, we propose a new approach that uses virtual machine as the minimum resource allocation unit and the thresholdbased dynamic resource allocation scheme for cloud computing that monitor and predict the resource needs of the cloud applications and adjust the virtual resources based on application's actual needs. The scheme can dynamically reconfigure the virtual resources for cloud applications according to the load changes in cloud applications, so it can save resources and increase resource utilization. The experimental results show that the proposed dynamic resource allocation scheme can improve resource utilization and reduce the user usage cost. Moreover, the proposed scheme has a simple implementation and, unlike many other approaches, it can avoid the complexity of re-allocation of physical resources.
