Abstract. This paper presents a simulation preorder for continuoustime Markov chains (CTMCs). The simulation preorder is a conservative extension of a weak variant of probabilistic simulation on fully probabilistic systems, i.e., discrete-time Markov chains. The main result of the paper is that the simulation preorder preserves safety and liveness properties expressed in continuous stochastic logic (CSL), a stochastic branching-time temporal logic interpreted over CTMCs.
Introduction
To compare the stepwise behaviour of states in transition systems, simulation (⊑) and bisimulation relations (∼) have been widely considered [29, 23] . Bisimulation relations are equivalences such that two bisimilar states exhibit identical stepwise behaviour. On the contrary, simulation relations are preorders on the state space such that if s ⊑ s ′ ("s ′ simulates s") state s ′ can mimic all stepwise behaviour of s; the converse, i.e., s ′ ⊑ s is not guaranteed, so state s ′ may perform steps that cannot be matched by s. Thus, if s ⊑ s ′ then every successor of s has a corresponding, i.e., related successor of s ′ , but the reverse does not necessarily hold. Simulation can be lifted to entire transition systems by comparing (according to ⊑) their initial states. Simulation relations are often used for verification purposes to show that one system correctly implements another, more abstract system. One of the interesting aspects of simulation relations is that they allow a verification by "local" reasoning.
In the setting of model checking, (bi)simulation relations can be used to combat the well-known state-space explosion problem [14] . Here, bisimulation relations possess the so-called strong preservation property, whereas simulation possesses weak preservation. Strong preservation means: if s ∼ s ′ , then for all formulas Φ it follows s |= Φ iff s ′ |= Φ. This property holds, for instance, for CTL (and CTL * ) and strong bisimulation [11] . The use of simulation relies on the preservation of certain classes of formulas, not of all formulas (such as for ∼). For instance, if s ⊑ s ′ then for all safety formulas Φ it follows that s ′ |= Φ implies s |= Φ.
1 Note that the converse, s ′ |= Φ, can not be used to deduce that Φ does not hold in the simulated state s; hence, the name weak preservation. As simulation equivalence -defined as mutual simulation of states -is coarser than bisimulation equivalence it yields a "better abstraction", i.e., a smaller quotient. Simulation relations are the basis for abstraction techniques where the rough idea is to replace the large system to be verified by a small abstract model and to model check the abstract system. This paper studies a simulation preorder for continuous-time Markov chains (CTMCs) [27, 34] and investigates the preservation of properties expressed in continuous stochastic logic (CSL) [3, 6] . CTMCs are an important class of stochastic processes that are widely used in practice to determine system performance and dependability characteristics. CSL is a continuous probabilistic variant of CTL and includes means to express both transient and steady-state performance measures. For instance, it allows one to stipulate that the probability of reaching a certain set of goal-states within a specified real-valued time bound, provided that all paths to these states obey certain properties, is at least/at most some probability value. Model-checking algorithms for CSL have been presented in [6, 8] , and prototypical software implementations are available: one based on sparse matrices [21] and a symbolic one based on multi-terminal BDDs [26] . Baier et al. [8] prove that lumping equivalence [12] -a continuous time variant of probabilistic bisimulation -preserves CSL; Desharnais and Panangaden [17] have recently shown the converse, namely that the equivalence induced by CSL implies lumping equivalence.
This paper proposes a novel simulation preorder (⊑ m ) for CTMCs. This notion extends probabilistic simulation (⊑ p ) on discrete-time Markov chains (DTMCs), as originally defined by Jonsson and Larsen [24] . The main result of the paper is that ⊑ m weakly preserves CSL safety and liveness properties. This means that for s ⊑ m s ′ we have that s ′ |= Φ safe implies s |= Φ safe for CSL safetyformula Φ safe , and that s |= Φ live implies s ′ |= Φ live for CSL liveness-formula Φ live . As a consequence, the validity of safety formulas and the refutation of liveness formulas carries over from the abstract state s ′ (wrt. ⊑ m ) to the concrete state s. This result can be used to verify CSL-formulas for a CTMC by verifying the same formulas on a smaller or simpler CTMC which is an abstraction of it.
Organisation of the paper. Section 2 introduces CTMCs, presents the simulation preorder for CTMCs and some of its elementary properties. Section 3 recalls CSL and introduces its safe and live fragments. Section 4 discusses weak preservation of CSL-formulas. Section 5 defines simulation equivalence and compares this to other equivalence notions. Section 6 discusses related work. Section 7 concludes the paper. Proofs of the main results are provided in the appendix.
Simulation for CTMCs
Fully probabilistic systems. Let AP be a fixed, finite set of atomic propositions. A (labelled) fully probabilistic system (FPS) D is a tuple (S, P, L) where S is a countable set of states, P : S × S → [0, 1] is a probability matrix satisfying
for all s ∈ S, and L : S → 2 AP is a labelling function which assigns to each state s ∈ S the set L(s) of atomic propositions that are valid in s. If s ′ ∈S P(s, s ′ ) = 1 for all s ∈ S, then P(s, ·) (and D) is called stochastic, otherwise it is called sub-stochastic. A (labelled) DTMC is an FPS with s ′ ∈S P(s, s ′ ) ∈ { 0, 1 } for all s ∈ S.
Continuous-time Markov chains.
where S and L are as before, and R : S × S → IR 0 is the rate matrix. (We adopt the same conventions as in [8, 6] , i.e., we do allow self-loops.) The exit rate E(s) = s ′ ∈S R(s, s ′ ) denotes that the probability of taking a transition from s within t time units equals 1 − e −E(s)·t . If R(s, s ′ ) > 0 for more than one state s ′ , a race between the outgoing transitions from s exists. That is, the probability P(s, s ′ ) of moving from s to s ′ in a single step equals the probability that the delay of going from s to s ′ "finishes before" the delays of any other outgoing transition from s; i.e., P(s, s ′ ) = R(s, s ′ )/E(s) if E(s) > 0 and 0 otherwise.
Note that, by definition, the embedded DTMC emb(M) of any CTMC M is stochastic.
E is called the uniformisation rate of M, and is determined by the state with the shortest mean residence time, since E max s∈S E(s). All rates of self-loops in the CTMC M are "normalised" with respect to E, and hence the mean residence time is uniformly set to 1/E in unif (M). In the literature [19, 22] , uniformisation is often defined by transforming CTMC M into the DTMC emb(unif (M)). For technical convenience, we here define uniformisation as a transformation from CTMCs to CTMCs basically by adding self-loops to slower states (as e.g. in [31] ).
Simulation for fully probabilistic systems. For labelled transition systems, state s ′ simulates s if for each successor t of s there is a successor t ′ of s ′ that simulates t. Simulation of two states is thus defined in terms of simulation of their successor states. In the probabilistic setting, the target of a transition is in fact a probability distribution, and thus, the simulation relation ⊑ needs to be lifted from states to distributions. This can be done using weight functions [24] . For countable set X, let Dist(X) denote the collection of all, possibly sub-stochastic, distributions on X.
where
Intuitively, a weight function ∆ shows how the probability µ(x) can be distributed among the related states y such that µ ′ (y) equals the total amount of probability it gets distributed by ∆. (Note that K 1 = K 2 = 1 for stochastic µ and µ ′ .) ∆ is a probability distribution on X × Y such that the probability to select (x, y) with x ⊑ y is one. In addition, the probability to select an element in ⊑ whose first component is x equals µ(x), and the probability to select an element in ⊑ whose second component is y equals µ ′ (y).
Note that µ and µ ′ are both sub-stochastic. For fully probabilistic systems we consider a slight variant of probabilistic simulation by Jonsson and Larsen [24] : Definition 4. For FPS (S, P, L), let ⊑ p be the coarsest binary relation on the state space S such that for all s 1 ⊑ p s 2 :
Relation ⊑ p is symmetric if the transition probabilities are stochastic [24] . In this case, the simulation preorder agrees with probabilistic bisimulation [28] . Thus, for instance, ⊑ p and probabilistic bisimulation ∼ p coincide for an embedded DTMC of a CTMC.
Simulation for CTMCs. For CTMCs we modify ⊑ p such that timing aspects are incorporated. Intuitively, we intend a simulation preorder to ensure that s 2 simulates s 1 iff (i) s 2 is "faster than" s 1 and (ii) the time-abstract behaviour of s 2 simulates that of s 1 . An obvious attempt in this direction would be to refine Def. 4 by demanding that in addition to P(s 1 , ·) P(s 2 , ·), we have E(s 1 ) E(s 2 ), i.e., s 2 should be on average at least as fast as s 1 . However, such an approach turns out not to be very useful, as this would coincide with lumping equivalence [12] for uniformised CTMCs. Therefore, we present a more involved definition, which -in return -also enables a more radical state-space aggregation, since it incorporates a notion of stuttering [11, 36] . 
, for all w ∈ S, and
Definition 6. The simulation relation ⊑ m is defined by:
The successor states of s i are grouped into the subsets U i and V i . Although we do not require that U i and V i are disjoint, to understand the definition first consider U i ∩ V i = ∅. (The fact that we allow a non-empty intersection has technical reasons that will be explained later). K i denotes the total probability to move from s i within one transition to a state in U i . Vice versa, with probability 1−K i , in state s i a transition to some state in V i is made (cf. Fig. 1 
condition states that the grouping of successor states into V i and U i is such that any state in V 2 simulates s 1 and that s 2 simulates any state in V 1 . The second and third condition require the existence of a weight function ∆ that relates the conditional probabilities to move from s 1 to a U 1 -state and the conditional probabilities for s 2 to move to a U 2 -state. Thus, ∆ is a weight function for the probability distributions δ i (·) · P(s i , ·)/K i . Finally, the fourth condition states that s 2 is "faster than" s 1 in the sense that the total rate to move from s 2 to a U 2 -state is at least the total rate to move from s 1 to a U 1 -state. Intuitively, we interpret the moves from s i to a V i -state as silent transitions (i.e., a τ -transition for action-labeled transition systems). The first condition in Def. 5 guarantees that any such transition is a "stutter" step. Vice versa, the transitions from s i to a U i -state are considered as observable moves. 
It is straightforward to check that indeed all constraints of Def. 5 are fulfilled.
In the examples so far, we have used the special case where δ i (s) ∈ { 0, 1 } for any state s. In this case, δ i is the characteristic function of U i , and the sets U i and V i are disjoint. In general, though, things are more complicated and we need to construct U i and V i using fragments of states. That is, we deal with functions δ i where 0 δ i (s) 1. Intuitively, the δ i (s)-fragment of state s belongs to U i , while the remaining part (the (1−δ i (s))-part) of s belongs to V i . The use of fragments of states is exemplified in the following example.
Example 3. Consider the two CTMCs depicted in Fig. 3 . where 2 ). Hence, the only chance to define the components in Def. 5 is V 2 = ∅ and
and s 2 are not comparable with the simulation order (as they have different labels), we would have to define U 1 = { s 2 , s 3 } and V 1 = ∅. But then, the weight-function condition is violated because s 1 moves with probability On the other hand, when we allow s 3 to be splitted: one half of s 3 belongs to
} the conditional probabilities for the U i -states are related via . Note that
It is interesting to observe what happens if s 1 ⊑ m s 2 and one of the states is absorbing. If s 2 is absorbing (i.e., E(s 2 ) = 0) then K 1 ·E(s 1 ) = 0. Hence, either s 1 has to be absorbing or K 1 = 0. In the latter case, we have δ 1 (u 1 ) = 0 for all u 1 ∈ U 1 (by condition 3. in Def. 5), i.e., all successor states of s 1 belong to V 1 and are simulated by s 2 (by condition 2. in Def. 5). Vice versa, for any state u 2 ∈ U 2 :
Thus, ∆(u 1 , u 2 ) > 0 for some u 1 ∈ U 1 . In particular, if U 2 = ∅ then U 1 = ∅, which implies that s 1 is non-absorbing. This shows that, if s 1 is absorbing then all successor states of s 2 belong to V 2 and simulate s 1 (by condition 2. of Def. 5).
The observation that an absorbing state s 1 is simulated by any state s 2 with the same labeling is natural for any type of simulation that abstracts from silent moves. The observation that any state s 2 which simulates an absorbing state s 1 can only perform stutter steps (non-observable transitions) can be viewed as the probabilistic counterpart to divergence for non-probabilistic systems. Note that in absorbing states of a CTMC just time advances. Lemma 1. ⊑ m is a preorder.
Lemma 2. For CTMC M = (S, R, L) and s 1 , s 2 ∈ S we have:
Here, the superscript of the simulation preorder indicates the CTMC on which it is considered. The proofs of these facts are in the appendix; we note here that the proof of Lemma 2 relies on the fact that sets U i and V i may overlap.
Safe and Live CSL
This section recapitulates the logic CSL and discusses two distinguished subsets of the logic that will in the sequel be shown to be weakly preserved by our simulation.
Paths in CTMCs.
A path through a CTMC is an alternating sequence σ = s 0 t 0 s 1 t 1 s 2 . . . with R(s i , s i+1 ) > 0 and t i ∈ IR >0 for all i. 2 The time stamps t i denote the amount of time spent in state s i . Let Path denote the set of paths through M. σ[i] denotes the (i+1)th state of σ, i.e. σ[i] = s i+1 . σ@t denotes the state of σ occupied at time t, i.e. σ@t = σ[i] with i the smallest index such that t i j=0 t j . Let Pr s denote the unique probability measure on sets of paths that start in s (for a definition of the Borel space see [6] ).
Continuous Stochastic Logic. CSL [6] is a branching-time temporal logicà la CTL where the state-formulas are interpreted over states of a CTMC and the path-formulas are interpreted over paths in a CTMC. CSL is a variant of the (equally named) logic by Aziz et al. [3] and incorporates (i) an operator to refer to the probability of the occurrence of particular paths, similar to PCTL [20] , a (ii) real-time until-operator, like in TCTL [1] , and (iii) a steady-state operator [6] . In this paper, we focus on a fragment of CSL (denoted CSL − ), distinguished in that we do not consider the next step and steady-state operator. (For simplicity, we also only consider time-intervals of the form [0, t] .) The omission of these operators will be justified later on. Besides the usual strong until-operator we incorporate a weak until-operator that will be used in the classification of safety and liveness properties. These properties are subjects of the weak preservation results we aim to establish.
Recall that AP is the set of atomic propositions. Let a ∈ AP, p ∈ [0, 1] and ¢ ∈ { , } and t ∈ IR 0 (or ∞). The syntax of CSL − is:
P ¢p (ϕ) asserts that the probability measure of the paths satisfying ϕ meets the bound given by ¢p. The operator P ¢p (.) replaces the usual (fair) CTL path quantifiers ∃ and ∀. The path-formula Φ U t Ψ asserts that Ψ is satisfied at some time instant before t and that at all preceding time instants Φ holds (strong until). The weak until-operator W differs in that we do not require that Ψ eventually becomes true, i.e., Φ W t Ψ means Φ U t Ψ unless always Φ in the time-interval [0, t] holds.
Semantics. The semantics of CSL for the boolean operators is identical to that for CTL and is omitted here. For the remaining state-formulas [6] :
Note that the standard (i.e., untimed) until operator is obtained by taking t equal to ∞. The semantics of the weak until operator is defined by:
The other boolean connectives are derived in the usual way, i.e., tt = a∨¬a, ff = ¬tt,
, and
Temporal operators like Q, P and their real-time variants Q t or P t can be derived, e.g.
For instance, if error is an atomic proposition that characterizes all states where a system error has occurred then P <0.001 (Q 4 error ) asserts that the probability for a system error within 4 time units is smaller than 0.001.
The until-operator and the weak until-operator are closely related. For any state s and CSL − -formula Φ and Ψ we have:
Hence, the following two formulas are equivalent:
A similar equivalence holds when the weak until-and the until-operator are exchanged. Note that a path satisfies ¬((¬Φ) U t (¬Ψ )) if Ψ always holds, a requirement that is released as soon as Φ becomes valid.
CSL safety and liveness properties. For the weak preservation results we distinguish between safety ("something bad never happens") and liveness ("something good will eventually happen") properties. In order to do so, negations may only be attached to atomic propositions. The syntax of CSL safe , the set of safety formulas, is defined by:
An example CSL safety formula is P 0.99 (P 100 ¬error ) expressing that with probability at least 0.99 no error will occur in the next hundred time units. The syntax of CSL live , the set of liveness formulas, is defined by:
As a result of the aforementioned relationship between U and W (cf. equations (1) and (2)), there is a duality between safety and liveness properties for CSL, i.e., for any formula Φ safe there is a liveness property equivalent to ¬Φ safe , and the same applies to liveness property Φ live .
Next and steady state. Neither the next operator P ¢p (XΦ), nor the steady-state operator S ¢p (Φ) of [6] can become part of a CSL fragment that enables a weak preservation result for ⊑ m . This is shown by the following example. The fact that the steady-state operator is not compatible with our simulation relation can be viewed as a specific instance of the well-known phenomenon that CTMCs cannot be ordered according to their steady-state performance [33, 10] .
Weak Preservation
This section is devoted to the main result of the paper: weak preservation of the two CSL fragments CSL safe and CSL live with respect to ⊑ m . To arrive there, requires to establish some crucial observations.
For a given CTMC M we first remark that the probability measures on CTMC M agree with those on the uniformised CTMC unif (M). For arbitrary CSL path-formula ϕ we have:
The above lemma implies that CSL satisfaction on M agrees with CSL satisfaction on unif (M). We thus may safely assume that the exit rate of each state equals E.
Proof. It is first proven that sets Sat(Φ safe ) are upward-closed, i.e., if s1 ⊑m s2 and s1 ∈ Sat(Φ safe ) then s2 ∈ Sat(Φ safe ). This is not involved and omitted here. The proof is then by induction on the formula, where the interesting cases ( U t and W t ) use Lemma 4 below. The statement for the CSL live -formulas follows then by duality of the weak until-and until-operator.
The proof of the above theorem requires to establish the following fact (Lemma 4):
where sets Sat(Φ i ) = { s ∈ S | s |= Φ i } are upward-closed. The initial proof idea for this fact is to resort to the embedded uniformised CTMC of M, using the result that:
where D = emb(unif (M)) and Φ 1 U k Φ 2 means that Φ 2 can be reached within at most k steps via a Φ 1 -path (for natural k) [20] . The advantage of this approach would be that the remaining proof obligation:
, for any k (5) could be verified by considering the discrete-time behaviour of the CTMC only. Whereas the proof of equation (4) is rather straightforward, the conjecture (5) turns out to be wrong. This is illustrated by the following (uniformised) CTMC M: 
. This contradicts (5). Thus, this initial proof attempt fails and we have to consider an alternative route. Alternative proof attempts along similar lines failed. We prove (3) therefore in a different way. The crux of the proof is to apply a number of transformations on the CTMC under consideration. The details of the proof are in the appendix; the proof sketch is given below.
Lemma 4. Let Φ 1 and Φ 2 be CSL-formulas such that the satisfaction sets Sat(Φ i ) are upward-closed, i.e., if s 1 ⊑ m s 2 and s 1 ∈ Sat(Φ i ) then s 2 ∈ Sat(Φ i ) for i = 1, 2. Then:
Proof. We only provide the proof sketch here; the full proof is given in the appendix. Through a series of transformation steps we modify M to obtain a CTMC such that for any pair s 1 ⊑ m s 2 :
-The probability to move from s 1 to a V 1 -state equals the probability for the added self-loop s 2 → s 2 . -The probability for the added self-loop s 1 → s 1 equals the probability to move from s 2 to a V 2 -state. -The probabilities to move from s 1 and s 2 to a U 1 -and U 2 -state, respectively, are equal. -s 2 is faster than s 1 , i.e., the exit rate of s 2 exceeds the exit rate of s 1 .
(The meaning of U 1 , U 2 , V 1 and V 2 is as in Def. 5.) The reasoning will then be as follows. The interesting case is s i |= Φ 1 ∧ ¬Φ 2 for i = 1, 2. Hence, all states in V 1 and V 2 satisfy Φ 1 but not Φ 2 . Thus, the only possibility for s i to fulfill the path-formula Φ 1 U t Φ 2 is to move to a U i -state. Let p(s, t, n) denote the probability for s to reach a Φ 2 -state in at most t time units within at most n transitions via Φ 1 -states. Then, P rob(s i , Φ 1 U t Φ 2 ) equals lim n→∞ p(s i , t, n). Via the introduction of (yet another) state s ′ 2 that has the same probabilistic behaviour as s 2 but the exit rate of s 1 we then establish p(s ′ 2 , t, n) p(s 2 , t, n). By induction on n it is subsequently shown that p(s 1 , t, n) p(s ′ 2 , t, n).
Simulation Equivalence
This section defines simulation equivalence (≡ m ) and relates this notion to the equivalences induced by the two CSL fragments. Furthermore, the relationship with lumping equivalence [12] , probabilistic (bi)simulation [28, 24] and weak probabilistic bisimulation [5] 
Thus, simulation is characterised by each of the two fragments of CSL we considered.
Lumping equivalence. Recall from [8] that two states s 1 and s 2 are lumping equivalent (s 1 ∼ m s 2 ) if there is some equivalence relation R on S with (s 1 , s 2 ) ∈ R satisfying that whenever (s,
and for all equivalence classes C in the quotient S/R, The converse of the above theorem does not hold. For instance, two corresponding states in a CTMC M and unif (M) simulate each other (if considered in the disjoint union of the state spaces), but are not lumping equivalent if the uniformisation rate E is chosen strictly larger than max s∈S E(s). Thus simulation equivalence strictly refines lumping equivalence.
Simulation on DTMCs. It is interesting to investigate the effect of our simulation relation if interpreted without the constraint on the total rates of states, i.e., on (embedded) DTMCs. For a given DTMC (S, P, L), let p be the preorder obtained by omitting clause 4. from Def. 5, and let ≡ p denote the induced simulation equivalence (cf. Def. 7). We have that strong probabilistic bisimulation (∼ p ) is finer than ≡ p , and so is weak probabilistic bisimulation [5] : Let ≈ p denote (state-labelled) weak probabilistic bisimulation. More specific, two states s 1 and s 2 are weakly probabilistic bisimilar (s 1 ≈ p s 2 ) if there is some equivalence relation R on S with (s 1 , s 2 ) ∈ R satisfying that whenever (s,
and for all equivalence classes C in the quotient S/R, We claim that the converse direction of this theorem holds as well in the DTMC setting (but not for FPSs) though we have not formally shown this yet. Recall that ⊑ p and ∼ p agree on DTMCs, and we feel that a similar result may be expected for p and ≈ p . Note that the probabilistic preorder is a side issue of our work since we are mainly interested in CTMC model checking.
Related Work
Preservation and bisimulation. Aziz et al. [2] have shown that Larsen-Skou probabilistic bisimulation [28] on discrete-time Markov chains fully preserves any formula in the logic Probabilistic CTL (PCTL) [20] . This result has recently been generalised towards continuous-space Markov processes by Desharnais et al. [16] . Segala and Lynch [32] reported similar results for simple probabilistic automata, a model in which probabilistic choices and non-determinism co-exist. Baier et al. [8] have shown that lumping equivalence [12] preserves CSL; Desharnais and Panangaden [17] have recently shown the converse, namely that the equivalence induced by CSL implies lumping equivalence.
Simulation preorders. Based on the seminal works by Larsen and Skou [28] and Jonsson and Larsen [24] on probabilistic (bi)simulation several variants have been proposed, see e.g., [32, 5, 7, 30, 35] . Mostly related to this paper are the simulations of [15, 32, 18] . We discuss these works briefly.
D'Argenio et al. [15] investigated simulation on discrete-time Markov decision processes, and showed preservation of (untimed) probabilistic reachability properties. Opposed to their work, our approach stays in an entirely probabilistic setting -we do not abstract away probabilistic behaviour. This has the advantage that CSL model-checking algorithms can be applied to the abstract model as well as to the concrete model. Segala and Lynch [32] presented weak and strong simulations for actionlabelled probabilistic automata and showed that these notions are pre-congruences wrt. parallel composition. For divergence-free probabilistic automata they showed that strong simulation weakly preserves a "safe" fragment of PCTL [20] . In addition, a weak preservation result for weak simulation for a fragment of (a subset of) a variant of PCTL that abstracts from internal activities is shown.
Desharnais et al. [18] studied the approximation of continuous-space Markov processes by a series of finite (rational) Markov processes. They used a simulation preorder to capture the relationship between successive finite approximants and showed that this preorder weakly preserves a subset of PML, a probabilistic variant of Hennessy-Milner logic.
Testing preorders. Another important branch of preorders are the ones based on testing, a framework in which processes are compared by their (in)ability to pass a specified set of tests. For discrete-time probabilistic systems, a whole range of testing preorders have been proposed. A recent account can be found in [25] where also the relation between probabilistic may-testing and probabilistic simulation is established. Testing preorders for continuous-time probabilistic systems have received scant attention so far. A notable exception is the work by Bernardo and Cleaveland [10] who consider testing of action-labelled CTMCs. Similar to our simulation preorder, their tests allow one to discriminate models with respect to their transient evolution. To be more precise, two testing preorders are considered, one based on the probability of executing a successful computation whose average duration is not exceeding a time bound, and one based on the probability to reach success within a time bound. It is shown that these testing preorders coincide. CSL preservation results for testing are not known to us.
Concluding Remarks
This paper presented a simulation preorder (⊑ m ) for CTMCs and provided weak preservation results for safety-and liveness-fragments of CSL. We claim that the simulation preorder can be easily extended towards Markov reward models (by requiring that rewards of simulating states are related according to ) and that weak preservation results for fragments of the logic CSRL [4] can be obtained in a similar way as shown in this paper. As a next step, we plan to work on an algorithm for deciding ⊑ m and to construct the quotient space w.r.t. simulation preorder or simulation equivalence, based on [5, 7, 9, 30] . Moreover, we will investigate whether and how the concept of simulation can help to increase the efficiency of CSL model checking using an abstraction refinement methodology as in [15] .
A Proofs
A.1 Basic results for the simulation relation Lemma 1. ⊑ m is a preorder.
Proof. Reflexivity follows directly from Def. 5. Transitivity is proven as follows. Let ⊑1,2 and ⊑2,3 be simulations on CTMC M. We show that:
is a simulation. Let s1 ⊑1,2 s2 ⊑2,3 s3. It is clear that s1 and s3 are equally labelled. We check the conditions of Def. 5 for ⊑. Let Ui,j, Vi,j, ∆i,j (with (i, j) = (1, 2) or (i, j) = (2, 3)) as in Def. 5. For simplicity, we prove the case where each successor state of s1 either belongs to U1,2 or to V1,2 but not to both, i.e., the function δ1 is the characteristic function of U1. 4 The same condition is assumed for states s2 and s3. Let U1 = U1,2, V1 = V1,2, U3 = U2,3 and V3 = V2,3. Then:
1. As ⊑1,2 and ⊑2,3 are simulations we have for any state v1 ∈ V1 that v1 ⊑1,2 s2 ⊑2,3
s3. Thus, v1 ⊑ s3. In the same way, we obtain s1 ⊑ v3 for all v3 ∈ V3. 2. Let U2 = U1,2 ∩ U2,3 and for u1 ∈ U1 and u3 ∈ U3 define ∆ : U1 × U3 → [0, 1] by:
If ∆(u1, u3) > 0 then there exists some u2 ∈ U2 with ∆1,2(u1, u2) > 0 and ∆2,3(u2, u3) > 0. Hence, u1 ⊑1,2 u2 ⊑2,3 u3, and by definition of ⊑, u1 ⊑ u3.
Then, using the above definition of ∆ we derive:
Proof. Let s1 ⊑ M m s2 and let ⊑, δi, Ui, Vi, Ki (for i = 1, 2) and ∆ as in Def. 5. The same components Ui, Vi and ∆ can be used to show that ⊑ is a simulation on unif (M) = (S, R, L). Let δ1(s) = δ1(s) if s = s1 and δ1(s1) = δ1(s1) · R(s1, s1)/R(s1, s1), and δ2 be defined similarly. We show that ⊑m is a simulation on unif (M) by checking the conditions of Def. 5. It suffices to check constraints 3 and 4; the other constraints are clear. We have:
where P(si, ui) = R(si, ui)/E are the transition probabilities from state si in
In the same way, condition 3. can be proven for state s2. 4. Then:
By a similar argument it follows that
A.2 Proving weak preservation
From Lemma 3, it follows that the values P rob(s, Φ 1 U t Φ 2 ) remain unaffected when switching from M to its uniformized CTMC. This allows us to assume w.l.o.g. that all states in M have the same exit rate: E = E(s) for all states s. For the sake of simplicity we assume E = 1 in the sequel. We first present two transformations on CTMCs that are shown to preserve probabilities for time-bounded until-formulas. and a weight function ∆ = ∆ s1,s2 as in Def. 5. Furthermore, U 1 , U 2 , V 1 , V 2 , K 1 , K 2 are as in Def. 5. In particular, we have:
, and the rate matrix:
and
In the sequel, let M ′ be constructed according to Def. 8. Let lumping equivalence (denoted ∼ m ) be defined as in Section 5. It follows by construction that for i = 1, 2:
By the results of [8] it now directly follows that this transformation leaves the probabilities for time-bounded until-formulas invariant:
Second transformation. To simplify the following exposition, we assume that:
otherwise, we work with further copies of the states that belong to both U i and V i . -s 1 / ∈ U 1 ∪ V 1 and s 2 / ∈ U 2 ∪ V 2 ; again, if these conditions are not fulfilled we may deal with additional copies of states s 1 and s 2 if they belong to U i or V i (i.e., if s i has a self-loop in M).
We now modify M ′ -constructed as in Def. 8 -by adding transitions as follows. Adding a self-loop (with arbitrary rate) does not change the transient probabilities and hence, does not change P rob
. The rough idea is to add a self-loop to state s 1 , s 2 , 1 with rate
: otherwise while s 1 , s 2 , 2 is extended by a self-loop with rate
Instead of adding a self-loop, we insert transitions from s 1 , s 2 , 1 to the copies s 1 , v 2 , 1 of state s 1 where v 2 ranges over all elements in V 2 , such that the rates of these auxiliary transitions sum up to λ. We do the same with state s 1 , s 2 , 2 for which we insert transitions to v 1 , s 2 , 2 , v 1 ∈ V 1 , with total rate µ.
as defined in Def. 8 as the transformed version of CTMC M and λ and µ as defined before, the CTMC
for all other states w.
Note that M ′′ and M ′ have the same state space and the same labellings; they only differ in the rate matrix. As we assume U i ∩ V i = ∅ we now have:
As all states s 1 , s 2 , 1 , s 1 , v 2 , 1 fall in the same lumping equivalence class, we have -again using the results of [8] -for i = 1, 2:
Thus, also the second transformation does not affect the probabilities for timebounded until-formulas. Before we continue we briefly justify the construction of M ′′ . The total exit-rates of states s 1 , s 2 , 1 and s 1 , s 2 , 2 in M ′′ are:
Note that K 1 K 2 and hence, 1/K 2 1/K 1 , if K 1 > 0. Hence:
The transition probabilities are as indicated in the informal proof sketch. The total probability for s 1 , s 2 , 1 to move to state v 1 , s 2 , 1 is
6 Here, we assume K1 < 1 and K2 < 1. If K1 = 1, we have V1 = and we do not insert auxiliary transitions. The same applies when K2 = 1. 7 Recall that all states in M have the total rate E = 1.
This equals the probability for the auxiliary transition from s 1 , s 2 , 2 to v 1 , s 2 , 2 as we have (for 0 < K 1 < 1):
Similarly, the probability for the auxiliary transition from s 1 , s 2 , 1 to s 1 , v 2 , 1 coincides with the probability for s 1 , s 2 , 2 to move to state s 1 , v 2 , 2 . Thus:
The probability for s 1 , s 2 , 1 to move to state u 1 , u 2 , 1 (where u i ∈ U i ) is (provided 0 < K 2 < 1):
The probability for s 1 , s 2 , 2 to go to state u 1 , u 2 , 2 is (provided 0 < K 1 < 1):
Hence, we have:
If K 1 = 0 or K 2 = 0 we have K 1 = K 2 = 0 and U 1 = U 2 = ∅ (because of the "weight-function condition") and λ = µ = 0. If K 1 = 1 or K 2 = 1 then λ = µ = 0. In either case the above equations for the transition probabilities also hold.
Definition 10. Let p(s, t, n) be the probability to reach a Φ 2 -state via Φ 1 -states within n (n 0) steps and time-bound t from state s. This function is defined by: p(s, t, n) = 1 if s |= Φ 2 p(s, t, n) = 0 if s |= (Φ 1 ∨ Φ 2 ) or (n = 0 and s |= Φ 2 ) p(s, t, n+1) = The last defining clause is informally justified as follows. If s satisfies Φ 1 and ¬Φ 2 , the probability of reaching a Φ 2 -state from s within t time units and n+1 steps equals the probability of reaching some direct successor s ′ of s in x time units (x t), multiplied by the probability of reaching a Φ 2 -state from s ′ in the remaining time t−x (along a Φ 1 -path) in n steps.
Lemma 6. Let M be a CTMC and M ′′ be defined according to Def. 9 and let Sat(Φ i ) be upward-closed, i.e., if s 1 ⊑ m s 2 and s 1 ∈ Sat(Φ i ) then s 2 ∈ Sat(Φ i ) for i = 1, 2. Then for any states s 1 , s 2 such that s 1 ⊑ m s 2 and any non-negative real t we have for any n 0: p( s 1 , s 2 , 1 , t, n) p( s 1 , s 2 , 2 , t, n).
Proof. The claim is clear (for all n 0) if s2 is a Φ2-state because then P rob M ′′ ( s1, s2, 1 , t, n) 1 = P rob M ′′ ( s1, s2, 2 , t, n).
(Recall that si and s1, s2, i are lumping equivalent. Hence, they satisfy the same CSL-formulas.) Similarly, if s1 |= ¬Φ1 ∧ ¬Φ2 then P rob M ′′ ( s1, s2, 1 , t, n) = 0 P rob M ′′ ( s1, s2, 2 , t, n).
The proof of the remaining case s1, s2 |= Φ1 ∧ ¬Φ2 is by induction on n.
8
The basis of induction is clear as we have p( s1, s2, 1 , t, 0) = 0 = p( s1, s2, 2 , t, 0)
Induction step n =⇒ n + 1: We extend M ′′ (yet again) by a copy of the state s1, s2, 2 . Let s1, s2, 2, slow be a new state in M ′′ which has the same successors as the states s1, s2, 2 (with the same transition probabilities) but the total rate of s1, s2, 1 . That is: P ′′ ( s1, s2, 2, slow , w) = P ′′ ( s1, s2, 2 , w)
for all states w in M ′′ and E ′′ ( s1, s2, 2, slow ) = E ′′ ( s1, s2, 1 ) = 1 + λ (The auxiliary state s1, s2, 2, slow does not have any predecessors.) As state s1, s2, 2, slow is slower than s1, s2, 2 (but has the same transition probabilities) we have:
p( s1, s2, 2, slow , t, n+1) p( s1, s2, 2 , t, n+1)
The induction hypothesis yields that p( s1, v2, 1 , y, n) p( s1, v2, 2 , y, n) p( v1, s2, 1 , y, n) p( v1, s2, 2 , y, n) p( u1, u2, 1 , y, n) p( u1, u2, 2 , y, n)
for any real number y and states v1 ∈ V1, v2 ∈ V2 and all states u1 ∈ U1, u2 ∈ U2 where ∆(u1, u2) > 0. Hence, we get:
p( s1, s2, 2 , t, n+1) p( s1, s2, 2, slow , t, n+1) = w (1 + λ) · P ′′ ( s1, s2, 2 , w) · t 0 e −(1+λ)x · p(w, t−x, n) dx (1 + λ) · P ′′ ( s1, s2, 1 , u1, u2, 1 ) · t 0 e −(1+λ)x · p( u1, u2, 1 , t−x, n) dx = p( s1, s2, 1 , t, n+1).
Proof. Using the results above and defined transformations we derive:
= { Corollary 1 and Proposition 2 } 
