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ON CYCLIC CODES OVER THE RING Zp + uZp + · · ·+ u
k−1
Zp
ABHAY KUMAR SINGH AND PRAMOD KUMAR KEWAT
Abstract. In this paper, we study cyclic codes over the ring Zp + uZp +
· · ·+uk−1Zp, where u
k = 0. We find a set of generator for these codes. We
also study the rank, the dual and the Hamming distance of these codes.
1. Introduction
Let R be a ring. A linear code of length n over R is a R submodule of Rn.
A linear code C of length n over R is cyclic if (cn−1, c1, . . . , c0) ∈ C whenever
(c0, c1, . . . , cn−1) ∈ C. We can consider a cyclic code C of length n over R as
an ideal in R[x]/ < xn − 1 > via the following correspondence
Rn −→ R[x]/ < xn − 1 >, (c0, c1, . . . , cn−1) 7→ c0 + c1x+ · · ·+ cn−1x
n−1.
In recent time, cyclic codes over rings have been studied extensively because of
their important role in algebraic coding theory. The structure of cyclic codes
of odd length over rings has been discussed in a series of papers [6, 8, 10, 12].
In [7], [9] and [11], a complete structure of cyclic codes of odd length over Z4
has been presented. In [5], Blackford studied cyclic codes of length n = 2k,
when k is odd. The cyclic codes of length a power of 2 over Z4 are studied in
[1, 2]. Bonnecaze and Udaya in [6] studied cyclic codes of odd length over R2 =
Z2+uZ2, u
2 = 0. In [3], Abualrub and Siap studied cyclic codes of an arbitrary
length over R2 = Z2 + uZ2, u
2 = 0 and over R3 = Z2 + uZ2 + u
2
Z2, u
3 = 0.
Al-Ashker and Hamoudeh in [4] extended some of the results in [3] to the ring
Rk = Z2 + uZ2 + · · ·+ u
k−1
Z2, u
k = 0.
Let Rk = Zp + uZp + · · ·+ u
k−1
Zp where p is a prime number and u
k = 0.
In this paper, we discuss the structure of cyclic codes of arbitrary length over
the ring Rk. We find a set of generators and a minimal spanning set for these
codes. We also discuss about the rank and the Hamming distance of these
codes. Recall that the Hamming weight of a codeword c is defined as the
number of non-zero enteries of c and the Hamming distance of a code C is the
smallest possible weight among all its non zero codewords.
Let C be a cyclic code over the ring Rk = Zp + uZp + · · · + u
k−1
Zp where
uk = 0. The line of arguments we have used to find a set of genertors and a
minimal spanning set of a code C are somewhat similar to those discussed in
[3, 4]. Note that some slight modification needed in our case in order to find
a set of genrator, e.g., the proofs of Lemmas 2.3 and 2.5 are slightly different
from those discussed in [3, 4] where the proof is not very clear. Again, the
line of arguments we have used to find minimum distance are similar to [3]
but slightly different.
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The paper is organized as follows. In Section 2, we give a set of generators
for the cyclic codes C over the ring Rk = Zp + uZp + · · · + u
k−1
Zp where
uk = 0. In Section 3, we find minimal spanning sets for these codes and dicuss
about the rank. In Section 4, we find the minimum distance of these codes.
In Section 5, we discuss some of the examples of these codes.
2. A generator for cyclic codes over the ring Rk
Let Rk = Zp + ukZp + · · · + u
k−1
k Zp, u
k
k = 0. A cyclic code C of length
n over Rk can be considered as an ideal in the Rk,n = Rk[x]/ < x
n − 1 >.
Let Ck be a cyclic code of length n over Rk. We also consider Ck as an ideal
in Rk,n. We define the map ψk−1 : Rk −→ Rk−1 by ψk−1(a0 + uka1 + · · · +
uk−1k ak−1) = a0 + uk−1a1 + · · ·+ u
k−2
k−1ak−2, where ai ∈ Zp. The map ψk−1 is a
ring homomorphism. We extend it to a homomorphism φk−1 : Ck −→ Rk−1,n
defined by
φk−1(c0+ c1x+ · · ·+ cn−1x
n−1) = ψk−1(c0)+ψk−1(c1)x+ · · ·+ψk−1(cn−1)x
n−1.
Let Jk−1 = {r(x) ∈ Zp[x] : u
k−1
k r(x) ∈ kerφk−1}. It is easy to see that Jk−1
is an ideal in R1,n. Since R1,n is a principal ideal ring, we have Jk−1 =<
ak−1(x) > and kerφk−1 =< u
k−1
k ak−1(x) > with ak−1(x)|(x
n − 1) mod p.
Let Ck−2 be a cyclic code of length n over Rk−2. We define the map ψk−2 :
Rk−1 −→ Rk−2 by ψk−2(a0 + uk−1a1 + · · ·+ u
k−2
k−1ak−2) = a0 + uk−2a1 + · · ·+
uk−3k−2ak−3, where ai ∈ Zp. The map ψk−2 is a ring homomorphism. We extend
it to a homomorphism φk−2 : Ck−1 −→ Rk−2,n defined by
φk−2(c0+ c1x+ · · ·+ cn−1x
n−1) = ψk−2(c0)+ψk−2(c1)x+ · · ·+ψk−2(cn−1)x
n−1.
Let Jk−2 = {r(x) ∈ Zp[x] : u
k−2
k−1r(x) ∈ kerφk−2}.We see that Jk−2 is an ideal
in R1,n. As above, we have Jk−2 =< ak−2(x) > and kerφk−2 =< u
k−2
k−1ak−2(x) >
with ak−2(x)|(x
n − 1) mod p.
We continue in the same way as above and define ψk−3, ψk−4, · · · , ψ2 and
φk−3, φk−4, · · · , φ2. We define ψ1 : R2 −→ R1 = Zp by ψk(a0 + u2a1) = a0.
The map ψ1 is a ring homomorphism. We extend ψ1 to a homomorphism
φ1 : C2 −→ R1,n defined by
φ1(c0 + c1x+ · · ·+ cn−1x
n−1) = ψ1(c0) + ψ1(c1)x+ · · ·+ ψ1(cn−1)x
n−1.
As above, we have kerφ1 =< u2a1(x) > with a1(x)|(x
n − 1) mod p. The
image of φ1 is an ideal in R1,n and hence a cyclic code in Zp. Since R1,n
is a principal ideal ring, the image of φ1 is generated by some g(x) ∈ Zp[x]
with g(x)|(xn − 1). Hence, we have C2 =< g(x) + u2p(x), u2a1(x) > for some
p(x) ∈ Zp[x]. We have
φ1(
xn − 1
g(x)
(g(x) + u2p(x)) = φ1(u2p(x)
xn − 1
g(x)
) = 0.
Therefore, u2p(x)
xn − 1
g(x)
∈ kerφ1 =< u2a1(x) >. Hence, a1(x)|p(x)
xn − 1
g(x)
.
Also we have u2g(x) ∈ kerφ1. This implies that a1(x)|g(x).
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Lemma 2.1. Let C2 be a cyclic code over R2 = Zp + uZp, u
2 = 0. If C2 =<
g(x) + up(x), ua1(x) >, and g(x) = a1(x) with deg g(x) = r, then
C2 =< g(x) + up(x) > and (g(x) + up(x))|(x
n − 1) in R2.
Proof. We have u(g(x) + up(x)) = ug(x) and g(x) = a(x). It is clear that
C2 ⊂< g(x) + up(x) > . Hence, C2 =< g(x) + up(x) >. By the division
algorithm, we have
xn − 1 = (g(x) + up(x))q(x) + r(x), where r(x) = 0 or deg r(x) < r.
Since r(x) ∈ C2, we have r(x) = 0 and hence (g(x)+up(x))|(x
n−1) in R2. 
Note that the image of φ2 is an ideal in R2,n, hence a cyclic code over R2.
Therefore, we have Im(φ2) =< g(x)+u2p1(x), u2a1(x) > with a1(x)|g(x)|(x
n−
1) and a1(x)|p1(x)(
xn − 1
g(x)
).Also, we have kerφ2 =< u
2
3a2(x) > with a2(x)|(x
n−
1) mod p and u23a1(x) ∈ kerφ2. As above, the cyclic code C3 over R3 is given
by
C3 =< g + u3p1(x) + u
2
3p2(x), u3a1(x) + u
2
3q1(x), u
2
3a2(x) >
with a2(x)|a1(x)|g(x)|(x
n−1), a1(x)|p1(x)(
xn − 1
g(x)
) mod p, a2(x)|q1(x)(
xn − 1
a1(x)
),
a2(x)|p1(x)
xn − 1
g(x)
and a2(x)|p2(x)(
xn − 1
g(x)
)(
xn − 1
a1(x)
). We may assume that deg
p2(x) < dega2(x), degq1(x) < dega2(x) and deg p1(x) < dega1(x) because
g.c.d.(a, b) = g.c.d.(a, b+ da) for any d. We have the following lemma.
Lemma 2.2. Let C3 be a cyclic code over R3 = Zp + uZp + u
2
Zp, u
3 = 0. If
C3 =< g + up1(x) + u
2p2(x), ua1(x) + u
2q1(x), u
2a2(x) >, and a2(x) = g(x),
then C3 =< g+up1(x)+u
2p2(x) > and (g+up1(x)+u
2p2(x))|(x
n−1) in R3.
Proof. Since a2(x) = g(x), we have a1(x) = a2(x) = g(x). From Lemma 2.1,
we get (g(x)+up(x)|(xn−1) in R2, and C3 =< g+up1(x)+u
2p2(x), u
2a2(x) >.
The rest of the proof is similar to Lemma 2.1. 
Lemma 2.3. Let C3 be a cyclic code over R3 = Zp + uZp + u
2
Zp, u
3 = 0. If
n is relatively prime to p, then C3 =< g(x), ua1(x), u
2a2(x) > = < g(x) +
ua1(x) + u
2a2(x) > over R3.
Proof. Since n is relatively prime to p, the polynomial xn− 1 factors uniquely
into a product of distinct irreducible polynomials. This gives,
g.c.d.(a1(x),
(xn − 1)
g(x)
) = g.c.d.(a2(x),
(xn − 1)
a1(x)
) = g.c.d.(a2(x),
(xn − 1)
g(x)
) = 1.
Since a1(x)|p1(x)(
xn − 1
g(x)
), we get a1(x)|p1(x). But degp1(x) < dega1(x),
hence p1(x) = 0.We have a2(x)|q1(x)(
xn − 1
a1(x)
) and a2(x)|p2(x)(
xn − 1
g(x)
)(
xn − 1
a1(x)
),
this gives a2(x)|q1(x) and a2(x)|p2(x). But degq1(x) < dega2(x) and degp2(x) <
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dega2(x), hence p2(x) = q1(x) = 0. So, C3 =< g(x), ua1(x), u
2a2(x) >. Let
h(x) = g(x) + ua1(x) + u
2a2(x). Then
u2h(x) = u2g(x),
xn − 1
a1(x)
h(x) =
xn − 1
a1(x)
u2a2(x), and
u
xn − 1
g(x)
h(x) =
xn − 1
g(x)
u2a1(x) ∈< h(x) > .
Since n is relatively prime to p, we have
g.c.d.
(
g(x),
(xn − 1)
g(x)
)
= g.c.d.
(
a1(x),
(xn − 1)
a(x)
)
= 1.
Hence, 1 = f1(x)
(xn − 1)
g(x)
+ f2(x)g(x), for some polynomial f1(x) and f2(x),
and 1 = m1(x)
(xn − 1)
a1(x)
+m2(x)a1(x), for some polynomial m1(x) and m2(x).
Therefore, u2a1(x) = u
2a1(x)f1(x)
(xn − 1)
g(x)
+ u2a1(x)f2(x)g(x) ∈< h(x) >,
u2a2(x) = u
2a2(x)m1(x)
(xn − 1)
a1(x)
+ u2a2(x)m2(x)a1(x) ∈< h(x) > and hence
g(x) + ua1(x) ∈< h(x) > . We have (g(x) + ua1(x))
2 = g(x)2 +2ug(x)a1(x) +
u2a1(x)
2. Since u2a1(x)
2 ∈< h(x) >, we have g(x)2 + 2ua1(x)g(x) ∈< h(x) >
and ug(x)2 + 2u2a1(x)g(x) ∈< h(x) >. So, ug(x)
2 ∈< h(x) >. We have
ug(x) = uf2(x)g(x)
2. Hence, ug(x) ∈< h(x) >. We have
xn − 1
g(x)
h(x) =
xn − 1
g(x)
ua1(x) +
xn − 1
g(x)
u2a2(x).
Since u2a2(x) ∈< h(x) >, this gives
xn − 1
g(x)
ua1(x) ∈< h(x) >. We also have
ua1(x) = f1(x)
(xn − 1)
g(x)
ua1(x) + f2(x)ug(x)a1(x).
This gives, ua1(x) ∈< h(x) > and hence g(x) ∈< h(x) >. Therefore, C3 =
< g(x), ua1(x), u
2a2(x) > = < g(x) + ua1(x) + u
2a2(x) >. 
Note that the image of φ3 is an ideal in R3,n, hence a cyclic code over R3.
Therefore, we have Im(φ3) =< g+u3p1(x)+u
2
3p2(x), u3a1(x)+u
2
3q1(x), u
2
3a2(x) >
with a2(x)|a1(x)|g(x)|(x
n−1) and a1(x)|p1(x)
(
xn−1
g(x)
)
, a2(x)|q1(x)
(
xn−1
a2(x)
)
and
a1(x)|p2(x)
(
xn−1
g(x)
)(
xn−1
a1(x)
)
. Also, we have kerφ3 =< u
3
4a3(x) > with a3(x)|(x
n−
1) mod p and u34a2(x) ∈ kerφ3. As above, the cyclic code C4 over R4 is given
by C4 =< g+u4p1(x)+u
2
4p2(x)+u
3
4p3(x), u4a1(x)+u
2
4q1(x)+u
3
4q2(x), u
2
4a2(x)+
u34l1(x), u
3
4a3(x) > with a3(x)|a2(x)|a1(x)|g(x)|(x
n − 1), a1(x)|p1(x)
(
xn−1
g(x)
)
mod p, a2(x)|q1(x)
(
xn−1
a1(x)
)
, a2(x)|p1(x)
(
xn−1
g(x)
)
, a2(x)|p2(x)
(
xn−1
g(x)
)(
xn−1
a1(x)
)
,
a3(x)|l1(x)
(
xn−1
a2(x)
)
, a3(x)|q2(x)
(
xn−1
q1(x)
)(
xn−1
a1(x)
)
and a3(x)|p3(x)
(
xn−1
g(x)
)(
xn−1
a2(x)
)
×
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xn−1
a1(x)
)
. We may assume that degp3(x) < dega3(x), degq2(x) < dega3(x),
degl1(x) < dega3(x), deg p2(x) < dega2(x), degq1(x) < dega2(x) and deg
p1(x) < dega1(x) because g.c.d.(a, b) = g.c.d.(a, b + da) for any d. We have
the following lemma.
Lemma 2.4. Let C4 be a cyclic code over R4 = Zp+uZp+u
2
Zp+u
3
Zp, u
4 = 0.
If C4 =< g+up1(x)+u
2p2(x)+u
3p3(x), ua1(x)+u
2q1(x)+u
3q2(x), u
2a2(x)+
u3l1(x), u
3a3(x) >, and a3(x) = g(x), then C4 =< g + up1(x) + u
2p2(x) +
u3p3(x) > and (g + up1(x) + u
2p2(x) + u
3p3(x))|(x
n − 1) in R4.
Proof. Since a3(x) = g(x), we have a1(x) = a2(x) = a3(x) = g(x). From
Lemma 2.2, we get (g(x) + up1(x) + u
2p2(x))|(x
n − 1) in R3, and C4 =<
g+up1(x)+u
2p2(x)+u
3p3(x), ua1(x)+u
2q1(x)+u
3q2(x), u
3a3(x) >. The rest
of the proof is similar to Lemma 2.2. 
Lemma 2.5. Let C4 be a cyclic code over R4 = Zp+uZp+u
2
Zp+u
3
Zp, u
4 = 0.
If n is relatively prime to p, then C4 =< g(x), ua1(x), u
2a2(x), u
3a3(x) > =
< g(x) + ua1(x) + u
2a2(x) + u
3a3(x) > over R4.
Proof. The proof is similar to Lemma 2.3. Since n is relatively prime to p,
the polynomial xn − 1 factors uniquely into a product of distinct irreducible
polynomials. This gives,
g.c.d.
(
a1(x),
(xn−1)
g(x)
)
= g.c.d.
(
a2(x),
(xn−1)
a1(x)
)
= g.c.d.
(
a2(x),
(xn−1)
g(x)
)
= 1,
g.c.d.
(
a3(x),
(xn−1)
a2(x)
)
= g.c.d.
(
a3(x),
(xn−1)
a1(x)
)
= g.c.d.
(
a3(x),
(xn−1)
g(x)
)
= 1.
Since a1(x)|p1(x)
(
xn−1
g(x)
)
, we get a1(x)|p1(x). But degp1(x) < dega1(x), hence
p1(x) = 0. We have a2(x)|q1(x)
(
xn−1
a1(x)
)
and a2(x)|p2(x)
(
xn−1
g(x)
)(
xn−1
a1(x)
)
, this
gives a2(x)|q1(x) and a2(x)|p2(x). But degq1(x) < dega2(x) and degp2(x) <
dega2(x), hence p2(x) = q1(x) = 0. Similarly, p3(x) = q2(x) = l1(x) = 0. So,
C4 =< g(x), ua1(x), u
2a2(x), u
3a3(x) >. Let h(x) = g(x)+ua1(x)+u
2a2(x)+
u3a3(x). Then
u3h(x) = u3g(x),
xn − 1
a2(x)
h(x) =
xn − 1
a2(x)
u3a3(x),
u
xn − 1
a1(x)
h(x) =
xn − 1
a1(x)
u3a2(x) and u
2x
n − 1
g(x)
h(x) =
xn − 1
g(x)
u3a1(x) ∈< h(x) > .
Since n is relatively prime to p, we have
g.c.d.
(
g(x), (x
n
−1)
g(x)
)
= g.c.d.
(
a1(x),
(xn−1)
a1(x)
)
= g.c.d.
(
a2(x),
(xn−1)
a2(x)
)
= 1.
Hence, 1 = f1(x)
(xn−1)
g(x)
+ f2(x)g(x), for some polynomials f1(x) and f2(x),
1 = m1(x)
(xn−1)
a1(x)
+m2(x)a1(x), for some polynomialsm1(x) andm2(x) and 1 =
n1(x)
(xn−1)
a2(x)
+ n2(x)a2(x), for some polynomials n1(x) and n2(x). Therefore,
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u3a1(x) = u
3a1(x)f1(x)
(xn−1)
g(x)
+ u3a1(x)f2(x)g(x) ∈< h(x) >,
u3a2(x) = u
3a2(x)m1(x)
(xn−1)
a1(x)
+ u3a2(x)m2(x)a1(x) ∈< h(x) > and
u3a3(x) = u
3a3(x)n1(x)
(xn−1)
a2(x)
+ u3a3(x)n2(x)a2(x) ∈< h(x) > .
Hence, g(x) + ua1(x) + u
2a2(x) ∈< h(x) > . We have (g(x) + ua1(x) +
u2a2(x))
2 = g(x)2 + u2a1(x)
2 + 2ug(x)a1(x) + 2u
2g(x)a2(x) + 2u
3a1(x)a2(x).
Since u3a2(x) ∈< h(x) >, we have g(x)
2+u2a1(x)
2+2ua1(x)g(x)+2u
2g(x)a2(x)
∈< h(x) > and hence u2g(x)2 ∈< h(x) >. We have u2g(x) = u2f2(x)g(x)
2.
Hence, u2g(x) ∈< h(x) >. We have
xn − 1
a1(x)
h(x) =
xn − 1
a1(x)
u2a2(x) +
xn − 1
a1(x)
u3a3(x) and
u
xn − 1
g(x)
h(x) =
xn − 1
g(x)
u2a1(x) +
xn − 1
g(x)
u3a2(x).
This gives,
xn − 1
g(x)
u2a1(x) ∈< h(x) > and
xn − 1
a1(x)
u2a2(x) ∈< h(x) > . We
have
u2a1(x) = f1(x)
(xn − 1)
g(x)
u2a1(x) + f2(x)u
2g(x)a1(x).
Therefore, u2a1(x) ∈< h(x) >. We also have
u2a2(x) = m1(x)
(xn − 1)
a1(x)
u2a2(x) + u
2m2(x)a1(x)a2(x).
Therefore, u2a2(x) ∈< h(x) > . Hence, g(x) + ua1(x) ∈< h(x) >. The rest
of the proof is similar to Lemma 2.3, but for readers convenience we repeat
the proof here. We have (g(x) + ua1(x))
2 = g(x)2 + 2ug(x)a1(x) + u
2a1(x)
2.
Since u2a1(x) ∈< h(x) >, we have g(x)
2 + 2ua1(x)g(x) ∈< h(x) > and
ug(x)2 + 2u2a1(x)g(x) ∈< h(x) >. So, ug(x)
2 ∈< h(x) >. We have ug(x) =
uf2(x)g(x)
2. Hence, ug(x) ∈< h(x) >. We have
xn − 1
g(x)
h(x) =
xn − 1
g(x)
ua1(x) +
xn − 1
g(x)
u2a2(x) +
xn − 1
g(x)
u3a3(x).
Since u2a2(x), u
3a3(x) ∈< h(x) >, this gives
xn − 1
g(x)
ua1(x) ∈< h(x) >. We
also have
ua1(x) = f1(x)
(xn − 1)
g(x)
ua1(x) + f2(x)ug(x)a1(x).
This gives, ua1(x) ∈< h(x) > and hence g(x) ∈< h(x) >. Therefore, C4 =
< g(x), ua1(x), u
2a2(x), u
3a3(x) > = < g(x) + ua1(x) + u
2a2(x) + u
3a3(x) > .
This proves the lemma. 
Following the same process as above and by induction on k, we get the
following theorem.
Theorem 2.6. Let Ck be a cyclic code over Rk = Zp + uZp + u
2
Zp + · · · +
+uk−1Zp, u
k = 0.
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(1) If n is relatively prime to p, then we have Ck =< g(x), ua1(x), u
2a2(x), . . . ,
uk−1ak−1(x) > = < g(x) + ua1(x) + u
2a2(x) + · · · + u
k−1ak−1(x) > over
Rk.
(2) If n is not relatively prime to p, then
(a) Ck =< g(x) + up1(x) + u
2p2(x) + · · · + u
k−1pk−1(x) > where g(x)
and pi(x) are polynomials in Zp[x] for each i = 1, 2, . . . , k − 1 with
g(x)|(xn−1) mod p, (g(x)+up1(x)+u
2p2(x)+· · ·+u
k−1pk−1(x))|(x
n−1)
in Rk and degpi < degpi−1 for all 1 ≤ i ≤ k. Or
(b) Ck =< g(x)+up1(x)+u
2p2(x)+· · ·+u
k−1pk−1(x), u
k−1ak−1(x) > where
ak−1(x)|g(x)|(x
n−1) mod p, g(x)+up(x)|(xn−1) in R2, g(x)|p1(x)
(
xn−1
g(x)
)
and ak−1(x)|p1(x)
(
xn−1
g(x)
)
, ak−1(x)|p2(x)
(
xn−1
g(x)
)(
xn−1
g(x)
)
, . . . ,
ak−1(x)|pk−1(x)
(
xn − 1
g(x)
)
· · ·
(
xn − 1
g(x)
)
︸ ︷︷ ︸
k−1 times
and degpk−1(x) < degak−1(x). Or
(c) Ck =< g+up1(x)+u
2p2(x)+· · ·+u
k−1pk−1(x), ua1(x)+u
2q1(x)+· · ·+
uk−1qk−2(x), u
2a2(x) + u
3l1(x) + · · · + u
k−1lk−3(x), . . . , u
k−2ak−2(x) +
uk−1t1(x), u
k−1ak−1(x) > with ak−1(x)|ak−2(x)| · · · |a2(x)|a1(x)|g(x)|(x
n−
1) mod p ak−2(x)|p1(x)
(
xn−1
g(x)
)
, . . . , ak−1|t1(x)
(
xn−1
ak−2(x)
)
, . . . , ak−1|pk−1×(
xn−1
g(x)
)
· · ·
(
xn−1
ak−2(x)
)
. Moreover, degpk−1(x) < degak−1(x), . . . , degt1(x) <
ak−1(x), . . . , and degp1(x) < degak−2(x).
3. Ranks and minimal spanning sets
Theorem 3.1. Let n is not relatively prime to p. Let C2 be a cyclic code of
length n over R2 = Zp + uZp, u
2 = 0.
(1) If C2 =< g(x)+up(x) > with deg g(x) = r and (g(x)+up(x))|(x
n−1), then
C2 is a free module with rank n−r and a basis B1 = {g(x)+up(x), x(g(x)+
up(x)), . . . , xn−r−1(g(x) + up(x))}, and |C2| = p
2n−2r.
(2) If C2 =< g(x) + up(x), ua(x) > with deg g(x) = r and deg a(x) = t, then
C2 has rank n−t and a minimal spanning set B2 = {g(x)+up(x), x(g(x)+
up(x)), . . . , xn−r−1(g(x)+up(x)), ua(x), xua(x), . . . , xr−t−1ua(x)}, and |C2|
= p2n−r−t.
Proof. (1) Suppose xn − 1 = (g(x) + up(x))(h(x) + uh1(x)) over R2. Let
c(x) ∈ C2 =< g(x) + up(x) >, then c(x) = (g(x) + up(x))f(x) for some
polynomial f(x). If deg f(x) ≤ n − r − 1, then c(x) can be written as linear
combinations of elements of B1. Otherwise by the division algorithm there
exist polynomials q(x) and r(x) such that
f(x) =
(
xn − 1
g(x) + up(x)
)
q(x) + r(x) where r(x) = 0 or deg r(x) ≤ n− r − 1.
8 A.K. Singh and P.K. Kewat
This gives,
(g(x) + up(x))f(x) =(g(x) + up(x))
((
xn − 1
g(x) + up(x)
)
q(x) + r(x)
)
=(g(x) + up(x))r(x).
Since deg r(x) ≤ n − r − 1, this shows that B1 spans C2. Now we only need
to show that B1 is linearly independent. Let g(x) = g0 + g1x+ · · ·+ grx
r and
p(x) = p0 + p1x+ · · ·+ plx
l, g0 ∈ Z
×
p , gi, pi−1 ∈ Zp, i ≥ 1. Suppose
(g(x) + up(x))c0 + x(g(x) + up(x))c1 + · · ·+ x
n−r−1(g(x) + up(x))cn−r−1 = 0.
By comparing the coefficients in the above equation, we get
(g0 + up0)c0 = 0. (constant coefficient)
Since (g0 + up0) is unit, we get c0 = 0. Thus,
x(g(x) + up(x))c1 + · · ·+ x
n−r−1(g(x) + up(x))cn−r−1 = 0.
Again comparing the coefficients, we get
(g0 + up0)c1 = 0. (coefficient of x).
As above, this gives c1 = 0. Continuing in this way we get that ci = 0 for all
i = 0, 1. . . . , n− r−1. Therefore, the set B1 is linearly independent and hence
a basis for C2.
(2) If C2 =< g(x) + up(x), ua(x) > with deg g(x) = r and deg a(x) = t. The
lowest degree polynomial in C2 is ua(x). It is suffices to show that B2 spans
B = {g(x)+up(x), x(g(x)+up(x)), . . . , xn−r−1(g(x)+up(x)), ua(x), xua(x), . . . ,
xn−t−1ua(x)}. We first show that uxr−ta(x) ∈ span(B2). Let the leading co-
efficients of xr−ta(x) be a0 and of g(x) + up(x) be g0. There exists a constant
c0 ∈ Zp such that a0 = c0g0. Then we have
uxr−ta(x) = uc0(g(x) + up(x)) + um(x),
where um(x) is a polynomial in C2 of degree less than r. Since C2 =< g(x) +
up(x), ua(x) >, any polynomial in C2 must have degree greater or equal to
deg a(x) = t. Hence, t ≤ deg m(x) < r and
um(x) = α0ua(x) + α1xua(x) + · · ·+ αr−t−1x
r−t−1ua(x).
Thus, uxr−ta(x) ∈ span(B2). Inductively, we can show that ux
r−t+1a(x), . . . ,
uxn−t−1a(x) ∈ span(B2). Hence B2 is a generating set. As in (1), by comparing
the coefficients we can see that B2 is linearly independent. Therefore, B2 is a
minimal spanning set and |C2| = p
2n−r−t. 
Following the same process as in the above theorem, we can find the rank
and the minimal spanning set of any cyclic code over the ring Rk, k ≥ 1.
Theorem 3.2. Let n is not relatively prime to p. Let Ck be a cyclic code of
length n over Rk = Zp+uZp+ · · ·+u
k−1
Zp, u
k = 0. We assume the constraints
on the generator polynomials of Ck as in Theorem 2.6.
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(1) If Ck =< g(x)+up1(x)+u
2p2(x)+ · · ·+u
k−1pk−1(x) > with deg g(x) = r,
then Ck is a free module with rank n−r and a basis B1 = {g(x)+up1(x)+
· · ·+ uk−1pk−1(x), x(g(x) + up1(x) + · · ·+ u
k−1pk−1(x)), . . . , x
n−r−1(g(x) +
up1(x) + · · ·+ u
k−1pk−1(x))}.
(2) If Ck =< g(x) + up1(x) + u
2p2(x) + · · ·+ u
k−1pk−1(x), ua1(x) + u
2q1(x) +
· · ·+ uk−1qk−2(x), u
2a2(x) + u
3l1(x) + · · ·+ u
k−1lk−3(x), . . . , u
k−2ak−2(x) +
uk−1t1(x), u
k−1ak−1(x) > with deg g(x) = r1, deg a1(x) = r2, deg a2(x) =
r3, . . . , deg ak−1(x) = rk, then Ck has rank n − rk and a minimal span-
ning set B2 = {g(x) + up1(x) + · · · + u
k−1pk−1(x), x(g(x) + up1(x) +
· · ·+uk−1pk−1(x)), . . . , x
n−r1−1(g(x)+up1(x)+ · · ·+u
k−1pk−1(x)), ua1(x)+
u2q1(x) + · · ·+ u
k−1qk−2(x), x(ua1(x) + u
2q1(x) + · · ·+ u
k−1qk−2(x)), . . . ,
xr1−r2−1(ua1(x) + u
2q1(x) + · · · + u
k−1qk−2(x)), u
2a2(x) + u
3l1(x) + · · · +
uk−1lk−3(x), x(u
2a2(x)+u
3l1(x)+· · ·+u
k−1lk−3(x)), . . . , x
r2−r3−1(u2a2(x)+
u3l1(x) + · · ·+ u
k−1lk−3(x)), . . . , u
k−1ak−1(x), xu
k−1ak−1(x), . . . , x
rk−1−rk−1
uk−1ak−1(x)}.
(3) If Ck =< g(x) + up1(x) + u
2p2(x) + · · ·+ u
k−1pk−1(x), u
k−1ak−1(x) > with
deg g(x) = r and deg ak−1(x) = t, then Ck has rank n− t and a minimal
spanning set B3 = {g(x) + up1(x) + u
2p2(x) + · · ·+ u
k−1pk−1(x), x(g(x) +
up1(x)+u
2p2(x)+ · · ·+u
k−1pk−1(x)), . . . , x
n−r−1(g(x)+up1(x)+u
2p2(x)+
· · ·+ uk−1pk−1(x)), u
k−1ak−1(x), xu
k−1ak−1(x), . . . ,
xr−t−1uk−1ak−1(x)}.
Proof. (1) The proof is same as in Theorem 3.1. Suppose xn − 1 =
(g(x) + up1(x) + · · ·+ u
k−1pk−1(x))(h(x) + uh1(x) + · · ·+ u
k−1hk−1(x))
over Rk. Suppose x
n − 1 = (g(x) + up(x))(h(x) + uh1(x)) over R2. Let
c(x) ∈ Ck =< g(x) + up1(x) + u
2p2(x) + · · · + u
k−1pk−1(x) >, then c(x) =
(g(x) + up1(x) + u
2p2(x) + · · ·+ u
k−1pk−1(x))f(x) for some polynomial f(x).
If deg f(x) ≤ n − r − 1, then c(x) can be written as linear combinations of
elements of B1. Otherwise by the division algorithm there exist polynomials
q(x) and r(x) such that
f(x) =
(
xn − 1
g(x) + up1(x) + · · ·+ uk−1pk−1(x)
)
q(x) + r(x)
where r(x) = 0 or deg r(x) ≤ n− r − 1. This gives,
(g(x)+up1(x)+· · ·+u
k−1pk−1(x))f(x) = (g(x)+up1(x)+· · ·+u
k−1pk−1(x))r(x).
Since deg r(x) ≤ n− r − 1, this shows that B1 spans Ck. Now we only need
to show that B1 is linearly independent. Let g(x) = g0 + g1x+ · · ·+ grx
r and
p1(x) = p1,0 + p1,1x + · · · + p1,l1x
l1 , p2(x) = p2,0 + p2,1x + · · · + p1,l2x
l2 , . . . ,
pk−1(x) = pk−1,0+pk−1,1x+ · · ·+pk−1,lk−1x
lk−1 , g0 ∈ Z
×
p , gi, pj,i−1 ∈ Zp, i, j ≥ 1.
Suppose (g(x) + up1(x) + · · · + u
k−1pk−1(x))c0 + x(g(x) + up1(x) + · · · +
uk−1pk−1(x))c1 + · · · + x
n−r−1(g(x) + up1(x) + · · · + u
k−1pk−1(x))cn−r−1 = 0.
By comparing the coefficients in the above equation, we get
(g0 + up1,0 + · · ·+ u
k−1pk−1,0)c0 = 0. (constant coefficient)
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Since (g0+up1,0+· · ·+u
k−1pk−1,0) is unit, we get c0 = 0. Thus, x(g(x)+up1(x)+
· · ·+uk−1pk−1(x))c1+· · ·+x
n−r−1(g(x)+up1(x)+· · ·+u
k−1pk−1(x))cn−r−1 = 0.
Again comparing the coefficients, we get
(g0 + up1,0 + · · ·+ u
k−1pk−1,0)c1 = 0. (coefficient of x).
As above, this gives c1 = 0. Continuing in this way we get that ci = 0 for all
i = 0, 1. . . . , n− r−1. Therefore, the set B1 is linearly independent and hence
a basis for Ck.
(2) If Ck =< g(x) + up1(x) + · · · + u
k−1pk−1(x), ua1(x) + u
2q1(x) + · · · +
uk−1qk−2(x), u
2a2(x)+u
3l1(x)+ · · ·+u
k−1lk−3(x), . . . , u
k−2ak−2(x)+u
k−1t1(x),
uk−1ak−1(x) > with deg (g(x)+up1(x)+· · ·+u
k−1pk−1(x)) = r1, deg (ua1(x)+
u2q1(x)+ · · ·+u
k−1qk−2(x)) = r2, deg (u
2a2(x)+u
3l1(x)+ · · ·+u
k−1lk−3(x)) =
r3, . . . , and deg (u
k−1ak−1(x)) = rk. The lowest degree polynomial in Ck is
uk−1ak−1(x). It is suffices to show that B2 spans B = {g(x) + up1(x) + · · ·+
uk−1pk−1(x), x(g(x)+up1(x)+ · · ·+u
k−1pk−1(x)), . . . , x
n−r1−1(g(x)+up1(x)+
· · ·+ uk−1pk−1(x)), ua1(x) + u
2q1(x) + · · ·+ u
k−1qk−2(x), x(ua1(x) + u
2q1(x) +
· · ·+uk−1qk−2(x)), . . . , x
r1−r2−1(ua1(x)+u
2q1(x)+· · ·+u
k−1qk−2(x)), u
2a2(x)+
u3l1(x)+· · ·+u
k−1lk−3(x), x(u
2a2(x)+u
3l1(x)+· · ·+u
k−1lk−3(x)), . . . , x
r2−r3−1
(u2a2(x) + u
3l1(x) + · · ·+ u
k−1lk−3(x)), . . . , u
k−1ak−1(x), xu
k−1ak−1(x), . . . ,
xn−rk−1uk−1ak−1(x)}. As in the proof of part 2 of Theorem 3.1, it is suffices
to show that uk−1xrk−1−rkak−1(x) ∈ span(B2). Let the leading coefficients of
xrk−1−rkak−1(x) be a0 and of g(x) + up1(x) + · · ·+ u
k−1pk−1(x) be g0. There
exists a constant c0 ∈ Zp such that a0 = c0g0. Then we have
uk−1xrk−1−rkak−1(x) = u
k−1c0(g(x) + up1(x) + · · ·+ u
k−1pk−1(x)) + u
k−1m(x),
where uk−1m(x) is a polynomial in Ck of degree less than rk−1. Any polynomial
in Ck must have degree greater or equal to deg (u
k−1ak−1(x)) = rk. Hence,
rk ≤ deg m(x) < rk−1 and u
k−1m(x) = α0u
k−1ak−1(x) + α1xu
k−1ak−1(x) +
· · ·+ αrk−1−rk−1x
rk−1−rk−1uk−1ak−1(x). Thus, u
k−1xrk−1−rkak−1(x) ∈ span(B2).
Hence B2 is a generating set. As in (1), by comparing the coefficients we can
see that B2 is linearly independent. Therefore, B2 is a minimal spanning set.
(3) This case is a special case of (2), so the proof is similar to case (2). 
4. Minimum distance
Let n is not relatively prime to p. Let C2 =< g(x) + up(x), ua(x) > be a
cyclic code of length n over R2 = Zp + uZp, u
2 = 0. We define C2,u = {k(x) ∈
R2,n : uk(x) ∈ C2}. It is easy to see that C2,u is a cyclic code over Zp. Let Ck
be a cyclic code of length n over Rk = Zp + uZp + · · · + u
k−1
Zp, u
k = 0. We
define Ck,uk−1 = {k(x) ∈ Rk,n : u
k−1k(x) ∈ Ck}. Again it is easy to see that
Ck,uk−1 is a cyclic code over Zp.
Theorem 4.1. Let n is not relatively prime to p. If Ck =< g(x) + up1(x) +
u2p2(x) + · · · + u
k−1pk−1(x), ua1(x) + u
2q1(x) + · · · + u
k−1qk−2(x), u
2a2(x) +
u3l1(x) + · · · + u
k−1lk−3(x), . . . , u
k−2ak−2(x) + u
k−1t1(x), u
k−1ak−1(x) > is a
cyclic code of length n over Rk = Zp + uZp + · · · + u
k−1
Zp, u
k = 0. Then
Ck,uk−1 =< ak−1(x) > and wH(Ck) = wH(Ck,uk−1).
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Proof. We have uk−1ak−1(x) ∈ Ck, thus < ak−1(x) >⊆ Ck,uk−1. If b(x) ∈
Ck,uk−1, then u
k−1b(x) ∈ Ck and hence there exist polynomials b1(x), . . . , bk(x) ∈
Zp[X ] such that u
k−1b(x) = b1(x)u
k−1g(x)+b2(x)u
k−1a1(x)+b2(x)u
k−1a2(x)+
· · · + bk(x)u
k−1ak−1(x). Since ak−1(x)|ak−2(x)| . . . |a2(x)|a1(x)|g(x), we have
uk−1b(x) = m(x)uk−1ak−1(x) for some polynomialm(x) ∈ Zp[x]. So, Ck,uk−1 ∈<
ak−1(x) >, and hence Ck,uk−1 =< ak−1(x) > . Let m(x) = m0(x) + um1(x) +
· · · + uk−1mk−1(x) ∈ Ck, where m0(x), m1(x), . . . , mk−1(x) ∈ Zp[x]. We have
uk−1m(x) = uk−1m0(x), wH(u
k−1m(x)) ≤ wH(m(x)) and u
k−1Ck is subcode of
Ck with wH(u
k−1Ck) ≤ wH(Ck). Therefore, it is sufficient to focus on the sub-
code uk−1Ck in order to prove the theorem. Since u
k−1Ck =< u
k−1ak−1(x) >,
we get wH(Ck) = wH(Ck,uk−1). 
Definition 4.2. Let m = bl−1p
l−1 + bl−2p
l−2 + · · ·+ b1p+ b0, bi ∈ Zp, 0 ≤ i ≤
l − 1, be the p-adic expansion of m.
(1) If bl−i 6= 0 for all 1 ≤ i ≤ q, q < l, and bl−i = 0 for all i, q + 1 ≤ i ≤ l,
then m is said to have a p-adic length q zero expansion.
(2) If bl−i 6= 0 for all 1 ≤ i ≤ q, q < l, bl−q−1 = 0 and bl−i 6= 0 for some
i, q+2 ≤ i ≤ l, then m is said to have p-adic length q non-zero expansion.
(3) If bl−i 6= 0 for 1 ≤ i ≤ l, then m is said to have a p-adic length l expansion
or p-adic full expansion.
Lemma 4.3. Let C be a cyclic code over Rk of length p
l where l is a positive
integer. Let C =< a(x) > where a(x) = (xp
l−1
− 1)bh(x), 1 ≤ b < p. If h(x)
generates a cyclic code of length pl−1 and minimum distance d then d(C) =
(b+ 1)d.
Proof. For c ∈ C, we have c = (xp
l−1
− 1)bh(x)m(x) for some m(x) ∈ Rk[x]
(xpl−1)
.
Since h(x) generates a cyclic code of length pl−1, we have w(c) = w((xp
l−1
−
1)bh(x)m(x)) = w(xp
l−1bh(x)m(x))+w(bC1x
pl−1(b−1)h(x)m(x))+ · · ·+w(bCb−1
xp
l−1
h(x)m(x)) + w(h(x)m(x)). Thus, d(c) = (b+ 1)d. 
Theorem 4.4. Let Ck be a cyclic code over Rk of length p
l where l is a posi-
tive integer. Then, Ck =< g(x)+up1(x)+u
2p2(x)+· · ·+u
k−1pk−1(x), ua1(x)+
u2q1(x)+· · ·+u
k−1qk−2(x), u
2a2(x)+u
3l1(x)+· · ·+u
k−1lk−3(x), . . . , u
k−2ak−2(x)+
uk−1t1(x), u
k−1ak−1(x) > where g(x) = (x−1)
t1 , a1(x) = (x−1)
t2 , . . . , ak−1(x) =
(x− 1)tk . for some t1 > t2 > · · · > tk > 0.
(1) If tk ≤ p
l−1, then d(C) = 2.
(2) If tk > p
l−1, let tk = bl−1p
l−1+bl−2p
l−2+· · ·+b1p+b0 be the p-adic expansion
of tk and ak−1(x) = (x − 1)
tk = (xp
l−1
− 1)bl−1(xp
l−2
− 1)bl−2 · · · (xp
1
−
1)b1(xp
0
− 1)b0.
(a) If tk has a p-adic length q zero expansion or full expansion (l = q).
Then, d(Ck) = (bl−1 + 1)(bl−2 + 1) · · · (bl−q + 1).
(b) If tk has a p-adic length q non-zero expansion. Then, d(Ck) = 2(bl−1+
1)(bl−2 + 1) · · · (bl−q + 1)
Proof. The first claim easily follows from Theorem 2.6. From Theorem 4.1, we
see that d(Ck) = d(u
k−1Ck) = d((x− 1)
tk). hence, we only need to determine
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the minimum weight of uk−1Ck = (x− 1)
tk .
(1) If tk ≤ p
l−1, then (x− 1)tk(x− 1)p
l−1
−tk = (x − 1)p
l−1
= (xp
l−1
− 1) ∈ Ck.
Thus, d(Ck) = 2.
(2) Let tk > p
l−1. (a) If tk has a p-adic length q zero expansion, we have
tk = bl−1p
l−1 + bl−2p
l−2 + · · · + bl−qp
l−q, and ak−1(x) = (x − 1)
tk = (xp
l−1
−
1)bl−1(xp
l−2
− 1)bl−2 · · · (xp
l−q
− 1)bl−q . Let h(x) = (xp
l−q
− 1)bl−q . Then h(x)
generates a cyclic code of length pl−q+1 and minimum distance (bl−q + 1). By
Lemma 4.3, the subcode generated by (xp
l−q+1
− 1)bl−q+1h(x) has minimum
distance (bl−q+1 + 1)(bl−q + 1). By induction on q, we can see that the code
generated by ak−1(x) has minimum distance (bl−1 + 1)(bl−2 + 1) · · · (bl−q + 1).
Thus, d(Ck) = (bl−1 + 1)(bl−2 + 1) · · · (bl−q + 1).
(b) If tk has a p-adic length q non-zero expansion, we have tk = bl−1p
l−1 +
bl−2p
l−2+ · · ·+ b1p+ b0, bl−q−1 = 0. Let r = bl−q−2p
l−q−2+ bl−q−3p
l−q−3+ · · ·+
b1p + b0 and h(x) = (x − 1)
r = (xp
l−q−2
− 1)bl−q−2(xp
l−q−3
− 1)bl−q−3 · · · (xp
1
−
1)b1(xp
0
− 1)b0. Since r < pl−q−1, we have pl−q−1 = r + j for some non-zero j.
Thus, (x− 1)p
l−q−1
−jh(x) = (xp
l−q−1
− 1) ∈ Ck. Hence, the subcode generated
by h(x) has minimum distance 2. By Lemma 4.3, the subcode generated by
(xp
l−q
− 1)bl−qh(x) has minimum distance 2(bl−q + 1). By induction on q, we
can see that the code generated by ak−1(x) has minimum distance 2(bl−1 +
1)(bl−2 + 1) · · · (bl−q + 1). Thus, d(Ck) = 2(bl−1 + 1)(bl−2 + 1) · · · (bl−q + 1).

5. Examples
Example 5.1. Cyclic codes of length 5 over R4 = Z3+uZ3+u
2
Z3+u
3
Z3, u
4 =
0: We have
x5 − 1 = (x− 1)(x4 + x3 + x2 + x+ 1) = g1g2 over R4.
The non-zero cyclic codes of length 5 over R4 with generator polynomial are
given in Table 1.
Table 1. Cyclic codes of length 5 over R4.
Non-zero generator polynomials
< 1 >,< g1 >,< g2 >
< u >,< ug1 >,< ug2 >
< u2 >,< u2g1 >,< u
2g2 >
< u3 >,< u3g1 >,< u
3g2 >
< g1, u >,< g2, u >,< g1, u
2 >,< g2, u
2 >,< g1, u
3 >,< g2, u
3 >
< ug1, u
2 >,< ug2, u
2 >
< u2g1, u
3 >,< u2g2, u
3 > .
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