The determinant of an N × N circulant matrix M = CIRC[x0, x1, . . . , xN−1] can be expanded in the form det M = Ca 0 a 1 ···a N −1 xa 0 xa 1 · · · xa N −1 . By using the generating function of a restricted, mod-N partition function, we derive a formula for the coefficients in this expansion as finite sums over products of binomial coefficients with integer variables.
where ω = e 2πi/N is an N th root of unity. The determinant of the matrix is therefore the product of these eigenvalues:
x 1 · · · x 4 x 3 . . .
. . . . . . . . . 
The product on the right in eq.(2), when expanded out, contains N N terms. There are considerably fewer terms in these examples, and show some apparent patterns in the coefficients. There appears then to be considerable cancelations occurring in the expansion of eq. (2), as there must be, since all the complex terms cancel. This suggests that there is a simpler way to calculate these determinants. In addition, expression (2) has the disadvantage of using a complex number, ω, to find integer coefficients.
This work was initiated then by the desire to derive an explicit formula for the coefficients in the expansion of the determinant, and to see if the apparent patterns in the coefficients for small N appear in the general case as well.
Near the completion of these results I discovered the monograph on circulant matrices by Wyn-jones [1], where chapters 10 and 11 are devoted to the same problem that inspired this effort, that of finding a formula for the coefficients. The formula in ref. [1] , which was first stated in a 1951 article by Ore [2] , bears some similarities to the one derived in this article; both formulas involve sums over the partitions of sets of integers, for example. But there are significant differences between the two, and Wyn-jones' proof uses a completely different method than the one presented here. In addition, it is likely that one formula is more efficient than the other for some coefficients and less efficient for others. So it seems reasonable to present this alternative one as well. Some of the other results in this article were proved in ref. [1] , but again the proofs here are by different methods.
II. PRELIMINARY RESULTS: SYMMETRIES OF THE C [a] COEFFICIENTS
As shown in the examples in Section I, the determinants can be expanded as sums over products of the matrix elements:
det [x 0 , x 1 , . . . , x N −1 ] = 0≤a0≤···≤aN−1≤N −1 C a0···aN−1 x a0 · · · x aN−1 .
(3a)
The sum can also be written in the form . One could of course use this expression to calculate these coefficients, but it is not very convenient, involving as it does a sum over a large number of complex numbers.
We will use the notations [a] , which we will denote as #Ω (k) [a] . More generally, if S is a finite set, then #S is the number of elements in S. The elements of Ω (k) [a] will be referred to as "k-mod permutations" (of [a] ). Since ω mN +k = ω k , the sum in eq.(4) reduces to the form
[a] + A
[a] ω + A
[a] ω 2 + · · · + A (N −1) [a] ω N −1
with A
[a] + · · · + A
When all the a's are equal, (a 0 = a 1 = · · · = a N −1 = a; M a = N ), S [aa···a] has just one element, so there is only one term in the sum in eq. (4) . The corresponding coefficient is C a···a = e 2πia(1+2+···+N −1)/N = e πia(N −1) = (−1) a(N −1) .
In the rest of this article we will consider coefficients with more than one multiplicity.
We have ω N = 1; more generally, (ω 
Expanding on the right, we have
and since the coefficient of z N −1 on the left is zero we get the identity,
where the mod-N Kronecker delta is defined as We can assume X to be positive; (if not, we can make the replacement X → X ′ = N − |X|). If we add the second equation repeatedly to the condition . . .
There is therefore, for each k, a sequence of one-to-one, onto mappings:
→ Ω (k) [a] induced by circular permutations of σ 0 , . . . , σ N −1 . Accordingly, , for k = 0, 1, . . . , X − 1.
If X = 1, or if X and N are relatively prime, then A
[a] = A
[a] = · · · = A (N −1) [a] , and the summation in eq.(5) for C [a] equals zero as a result of the identity (7) . If on the other hand gcd(X, N ) > 1, then M X ≡ 0 mod N for some M < N , and we have instead X sets of equalities: But since ω X = e 2πiX/N = (e 2πi/M ) x for some integer x = 0 mod N , the sum 1 + ω X + ω 2X + · · · + ω (M−1)X equals zero as a result of the identity corresponding to eq. The proofs are straightforward and we omit them.
As noted, if [a 0 , . . . , a N −1 ] satisfies the condition,
then any permutation [σ] of [a] also satisfies it. Expressed in terms of the set of multiplicities,
subject to the restriction
Since we are only interested in non-zero coefficients, unless otherwise stated we will assume that all [a]'s and [σ]'s satisfy (8a), and all [M ]'s satisfy (8b,c).
We define P to be the circular permutation operator, P (σ q ) = σ q+1 :
Let {σ} = {σ 0 , . . . , σ N −1 } denote the equivalence class under P of a k-mod permutation [σ]:
If takes the form [a p a q a r · · · a s a p · · · a s a p a q a r . . . a s ] where the sequence a p a q a r · · · a s is repeated d times, then the equivalence class containing this permutation has only N/d distinct elements. So, from eq.(5), we have
For an integer n and a permutation [ σ 0 , . . . , σ N −1 ] we define the operations
where addition and multiplication is modulo N . Further, we define |σ| to be the permutation [σ ′ ] of [σ 0 , σ 1 , . . . , σ N −1 ] that puts it into ascending order: Proof:
(A) Condition (8a) is invariant under the transformation σ k → (n + σ k ) mod N for n = 1, . . . , N − 1, while
This transformation will then give a factor of e 2πi∆/N to each term on the right side of eq.(4), so
(B) The set {1, ω n , ω 2n , . . . , ω (N −1)n } contains the same elements, up to order, as the set {1, ω, ω 2 , . . . , ω N −1 } when N and n are coprime. We can therefore make the replacement ω → ω n in all the terms and factors in the product on the right in eq.(2), since this amounts to just a re-ordering of the factors. Eq.(4) then becomes
In section IV below, we will use the two symmetry operations above to classify the coefficients, (or, equivalently, their multiplicative index sets), into "additive multiplets", in which the coefficients are related by the additive symmetry, and into "super-multiplets", in which they are related by the additive symmetry, the multiplicative symmetry, or a combination of both. We will use the notation {C [a] } or {C *
[M] } to represent the additive multiplet containing C [a] , and (C [a] ) or (C *
[M] ) to represent the corresponding super-multiplet. As a result of Proposition 2, coefficients in an additive multiplet or in a super-multiplet are equal, up to sign, and have the same multiplicities, up to order. The number of super-multiplets is thus equal to the number of coefficients that need to be calculated to solve for the determinant.
As pointed out by Wyn-jones, condition (8a) is a necessary but not sufficient condition for a coefficient to be non-zero; he gives two examples, C 001335 and C 0000111368 , which are zero despite satisfying (8a). A sufficient (but not necessary) criteria for "condition-(8)" coefficients to be zero is given in Section IIID, as a corollary to Theorem 3.
Wyn-jones did prove that, for N a prime number, condition (8a) is a sufficient condition for C [a] to be non-zero. An alternate proof of this is given as a corollary of Theorem 2 below.
The Möbius function [3] µ(n) is defined as
0 if n has one or more repeated prime factors;
(−1) k if n is the product of k distinct prime factors.
Then
Theorem 2
where, in the sum over the divisors of N, A
[a] is to be identified with A
[a] .
Proof: We define the mapping
where n is an integer that is coprime to N , by σ q → σ ′ q = σ nq mod N , (or just σ nq , with mod N multiplication understood). Under this map,
and n induces a mapping:
If n is coprime to N then so is n −1 , which induces the inverse map:
. This is therefore a one-to-one onto mapping between Ω (k) [a] and Ω (nk) [a] . These two sets have the same number of elements then, and A
for all n coprime to N . In particular, A
(1)
[a] for all n coprime to N and, if N is a prime number, A
[a] , we separate the sum in eq.(5) in the manner below:
In the sum corresponding to gcd(N, q) = d p , the summation variable q equals kd p for some k coprime to N . By the relation above, A (kdp) [a] = A (dp)
[a] for this sum. The A coefficients can therefore be brought outside:
N/dp−1
The result then follows by noting that the sum over k N/dp−1
can thus be expressed as a sum of integers, without the use of complex numbers. This expression is not very useful in calculating C [a] since it still leaves us with the need to count the number of elements in the Ω (k) [a] sets, although for fewer of these sets than appear in eq.(5).
Using this theorem though we can prove that C [a] is non-zero when N is prime, provided of course that the index set [a] satisfies condition (8a). Changing back to the previous notation A (0)
[a] , we have Corollary 4 For N prime,
Proof: The divisors of N consist of just 1 and N , so from Theorem 2
[a] . We also have in this case that
from the proof of Theorem 2 and from eq.(6). The first equality follows from these relations. To show that C [a] = 0, C a···a = (−1) (N −1)a = 0, so we need consider just the cases where all the multiplicities are less than N . For these,
N must therefore divide (N − 1)!. But this is a contradiction since N is prime and all the factors in (N − 1)! are less than N . △.
Corollary 5 in Section IIIB below, also a corollary to Theorem 3, extends the criteria for C [a] = 0, i.e., N being a prime number, to N not dividing
A. Definitions and statement of the theorem
We will denote the set of partitions of the integer p by P p , with a particular partition consisting of j parts denoted by Z = (z 1 , . . . , z j ) or, equivalently, by the set of multiplicities [k 1 , . . . , k p ]:
The set of partitions of a set of not-necessarily-distinct integers {a, b, . . . , c} will be denoted by P{ab · · · c}. For a particular partition Θ ∈ P{ab · · · c}, Θ = (θ 1 ) · · · (θ j ), where each θ k is a subset of {a, b, . . . , c}. We will express these subsets, for example, as θ = abc, in contexts where there should be no confusion. As an illustration, the set of partitions of the set {a, a, b, c}, where a = b = c, is
For a partition Θ and for any subset θ of {a, b, . . . , c}, κ θ will denote the multiplicity of θ in the partition; for θ ∈ Θ, m (θ) a will denote the multiplicity of the element a in θ. Finally, the sum of the elements of θ will be denoted as the trace of θ, Tr(θ):
The map given by z k = #θ k sends the set partition Θ = (θ 1 ) · · · (θ j ) to the integer partition Z = (z 1 , . . . , z j ). Two partitions Θ and Θ ′ in P{ab · · · c} are equivalent iff they map to the same partition Z. In this case, each θ k and θ ′ k have the same number, z k , of elements. The Θ equivalence classes can then be labeled by the partition Z, and each Θ ∈ {Z} for some Z.
We will also use the multinomial coefficient (p; k 1 , . . . , k p ) * , defined as [4] 
and the Heaviside step function H[n]:
For convenience, we will write the coefficient C a0···aN−1 as C 0···0 1···1 A1···ApAp+1 with the 0's and 1's separated off, with A 1 = a M0+M1 , A p+1 = a N −1 , and p = N − M 0 − M 1 − 1 ≥ 0. The A indices lie between 2 and N − 1, with multiplicities M 2 , M 3 , . . . , M N −1 .
With these definitions, Theorem 3 is the statement below.
Theorem 3
The coefficients with multiplicities 0 ≤ M 0 , M 1 , . . . M N −1 ≤ N − 1 in the expansion (3a) are given by
where j is the number of parts in the partition Θ, z s = #θ s is the number of elements in the part θ s , and
For each partition, the sum over the λ's has 2 j − 1 terms. However, the presence of the step function in the expression means that, for a term to be non-zero, it must satisfy the condition
As a consequence, for many coefficients, many if not most of the terms in the sum over the λ's are zero.
As an example, and as a comparison to the method used in [1], we will calculate the coefficient C 0011113788 using this theorem. In this case, the κ, m and the M k>1 multiplicities all equal 1 except for M Ap+1 . We have then
The partitions of the set {3, 7, 8} and the values of (z 1 , . . . , z j ) and (λ 1 , . . . , λ j ) for the non-zero terms are:
(378) :
(38) (7) : (z 1 , z 2 ) = (2, 1); X(38) = 9, X(7) = 3; (λ 1 , λ 2 ) = (0, 1); We will assume in the following that the indices of all coefficients considered satisfy conditions (8) and will omit writing out explicitly the mod-N Kronecker delta δ 
With the freedom we have from the circular-permutation symmetry we can choose, when counting the number of elements in each set Ω
The number of elements in Ω
is N times the number of such permutations that satisfy the condition
0···0 1···1 (N −M1) therefore equals N times the number of partitions (mod N ) of k into exactly M 1 distinct parts less than or equal to N − 1. We define Q(n; X, b) to be the restricted, mod-N partition function
i.e., the number of partitions mod N of n into X, distinct parts, with each part less than or equal to b. For n = k, X = M 1 , and b = N − 1, each such partition corresponds to a circular-permutation equivalence class
By inspection, it can be seen that the partition function Q(n; X, N − 1) has the generating function
Now referring back to eq.(2), the product over q in the equation above is, except for the missing q = 0 factor, the determinant of an N × N circulant matrix with elements 1, k, 0, . . . , 0. Using this fact and evaluating the determinant, we find
and our result for this coefficient is
Next we consider the coefficient C 0···0 1···1 A1A2···ApAp+1 , with p = N − M 0 − M 1 − 1. For given sets {p 1 , . . . , p M1 } and {q 1 , . . . , q p } of, respectively, M 1 and p distinct integers between 1 and N − 1, we assign the permutation sending
The requirement that a particular permutation be an element of Ω (k) 0···0 1···1 A1···Ap+1 is now
For the above set of distinct integers {q j }, 1 ≤ q 1 , . . . , q p ≤ N − 1, we define Q(n; X, b | q 1 , . . . , q p ) to be the mod-N restricted partition function,
As before, Q is the number of partitions mod N of n into X, distinct parts less than or equal to b, but now with the additional restrictions that none of the parts are equal to any q j . The set of all permutations in Ω
. . , q p ) over all allowed values of the q's, divided by the factorials of the multiplicities to avoid overcounting:
I.e. the sum is over all lattice points (q 1 , . . . , q p ), q i ∈ [1, N − 1] such that no coordinates are equal. In the following, we will omit explicitly writing out the limits of the summation over the q variables, with the understanding that the limits will, unless otherwise indicated, always be from 1 to N − 1.
[Note: As pointed out in a previous section, in the case where the multiplicities of an index set all have a common factor d, there are some equivalence classes that have only N/d distinct elements. The expression above is however valid in those cases as well; see Appendix B for a discussion of this issue. ] Therefore, again using eq. (5),
where we've changed the summation index to k ′ = k − Aq 1 − · · · − Aq MA−1 ; since Q uses modular arithmetic, this does not change the limits of the sum over k.
The generating function for this restricted partition function can be obtained by omitting the factors (1 + yω qj ) for j = 1, . . . , p in the product in the previous section for Q(n; X, b)'s generating function or, equivalently, by dividing that product by these factors:
.
Lemma 1
Let ω = e 2πi/N and let {q 1 , . . . , q p | 1 ≤ q i ≤ N − 1} be a set of p distinct integers. Then
For the proof of this lemma, and that of Lemma 2 below, see Appendices C and D, respectively.
Lemma 1 allows us to write eq.(10a) as,
We plan to use eq. (7) to perform the summations over the q variables in eq.(10b). This is complicated by the fact that the sum in (7) is over the complete range of q, from 1 to N − 1, but each q-sum above, while having this range, is restricted by the condition that q i = q l for all i = l. We will therefore express the restricted, p-dimensional sum in eq.(10b) by a sum over unrestricted, lower-dimensional q-sums. An elementary example of this is
for a symmetric function h(x, y). Lemma 2 below generalizes this example to higher dimensions.
We first define the p-dimensional vector q Z : For each part z k of a partition Z of p, with j parts, the p-dimensional vector u k has components
Then for variables (q 1 , q 2 , . . . , q j ), q Z is defined as
q Z thus lies on a j-dimensional sublattice determined by the partition Z.
Lemma 2
Let h(q 1 , . . . , q p ) = h(q) be a completely symmetric function of the variables q 1 , . . . , q p . Then
The function f (q 1 , . . . , q p ) that appears in eq.(10b) above,
is however not a symmetric function on account of the factor in front. To correct this we divide the sum over q 1 , . . . , q p in eq.(10b) into p! subregions:
where the sums inside the brackets correspond to the p! orderings of (q 1 , . . . , q p ). Relabeling the summation indices, this is
where f S (q 1 , . . . , q p ) is the symmetrized function,
where
we have, applying Lemma 2,
The p sums over the κ variables can be reduced to j sums over α variables, defined as
. . .
where the multiplicative factor
 is the number of compositions of α s consisting of z s or fewer parts.
Making this substitution, we can finally use eq. (7) to evaluate the sums over the q's:
We expand the product
and get, after rearranging the order of some of the sums,
Now if, for fixed (λ 1 , . . . , λ j ), a particular λ t is equal to 1, then that term will contain a factor of δ αt,X
, and we can replace the α t in the binomial coefficient by X (σ) t . The above equation can therefore be written as
Again take (λ 1 , . . . , λ j ) as fixed and assume that a particular λ t is equal to 1. The summand in the sum over the corresponding α t is then
times factors independent of α t . We can thus replace α t in the step function by X (σ) t . The sum over α t is from 0 to M 1 , and the sum over δ αt,Xz t will be zero if X (σ) t > M 1 . But, with the above replacement, the step function is also zero in this case. So the "zero condition" is enforced by H and we can simply make the replacement:
After performing the summations over all the α s 's for which λ s = 1, we are left with the sums over the α's for which λ s = 0. For
where the prime on the first sum over q means that the sum is over all q = t, and where
Summing again for λ s = 0, with
using the identity
Continuing, the effect of summing over these α t 's is to remove a (−α) from the step function and the binomial coefficient, and to add (1 − λ t )z t to both the upper and lower elements of the binomial coefficient. So, after summing over all α variables, we are left with the factor
Putting this into the equation above for the sum over f and then that into (10b), and then making the replacement (1 − λ t )z t = p − λ t z t , we arrive at
For the terms for which λ 1 = · · · = λ j = 0, the sum over Z ∈ P p , and then trivially the sum over σ ∈ S p , can be done using the identity
(this is eq.(E4) in Appendix E). Then
We now note that in the sum over S p , the set of X (σ) s 's is invariant for all σ that map a partition onto itself, σ(Θ) = Θ, since in this case σ either just reorders the elements in each θ ∈ Θ or interchanges the order of the θ's, and neither of these operations change the set {X (σ) s | s=1,...,j }. The sum over S p and P p can then be replaced by a sum over the set of partitions of the index set {12 · · · p} by multiplying each term by
With this substitution,
and we get
Expression (10d) above is an alternative expression for the coefficient to that stated in the theorem. The final expression is derived from (10d) by the replacement of the sum over P{12 · · · p} by a sum over P{A 1 · · · A p }, (which is a smaller set when the coefficients A 1 , . . . , A p are not all distinct), and then noting that if, for example, A 1 = A 2 , a partition of the form (A 1 · · · )(A 2 · · · ) · · · (· · · ) will contribute the same to the sum as the partition obtained by interchanging 1 and 2. So, replacing the sum over P{12 · · · p} by a sum over the smaller set P{A 1 · · · A p } requires that the sum be multiplied by a factor of 2, or, more generally, by the factor M A1 ! · · · M Ap !. However, for partitions of the form (
, interchanging the indices 1 and 2 does not generate additional partitions if A 1 = A 2 . To correct for this overcounting, the sum then needs to be divided by the factorials of the κ θ and the m
The proof follows by noting that every term inside the brackets in expression (10d) is an integer, and that all terms other than the first one are proportional to N .
C. Coefficients of the form C 0···0 1···1 a···ab
In the special case where A 1 = A 2 = · · · = A p = a the expression for the coefficients simplifies considerably. In this case, in eq.(10c), X (σ) s → X zs ≡ (−az s ) mod N , independent of the permutation σ. The sum over S p can then be done and, after some manipulation, so can the sum over P p .
Summing over the permutations we have, for M b = 0, 1,
We now replace the sum over (λ 1 , . . . , λ j ) by a sum over (β 1 , . . . , β p ), which we define as follows: Let the part z n have multiplicity k (= k zn ). Then, (after a possible relabeling of the parts), z n = z n+1 = · · · = z n+k−1 . For fixed (λ 1 , . . . , λ j ), let β equal the number of non-zero λ's in the subset (λ n , . . . , λ n+k−1 ); i.e., β = n+k−1 t=n λ t . β zn is thus defined for each unique part z n . This definition can be extended to all integers q ∈ [1, . . . , p] by setting β q = 0 if k q = 0.
For q ∈ [1, . . . , p], q and X q will each appear β q times in the sums over t, and the binomial coefficient
will occur β q times in the product over s. For a given (β 1 , . . . , β p ), there are
that correspond to it. Replacing the sums over (λ 1 , . . . , λ j ) in the above expression by sums over (β 1 , . . . , β p ),
and including this factor gives us
We now interchange the sums over the k's and the β's and perform the sum over the k's by using the lemma below:
(For the proof, see Appendix E.) Then our result is
for M b = 0 or 1.
As indicated, this expression is valid for b < a as well as for b ≥ a. The reason is that, in the proof of Theorem 3, in summing over the equivalence classes we have the freedom to "hide" any particular index in the σ 0 position, where it's value has no effect, (other than on the requirement that it and the other indices satisfy condition (8a)). We can therefore sum over equivalence classes of the form [b, σ 1 , . . . , σ N −1 ] for b either less than or greater than a.
D. Coefficients of the form C0···0
As previously noted, the two coefficients C 001335 and C 0000111368 , corresponding to N = 6 and 10 respectively, are zero despite satisfying condition (8a). Generalizing, we consider coefficients of the form C 0···0 1···1 A1A2A3 , with M 0 , M 1 ≥ 1 and 2 ≤ A 1 ≤ A 2 ≤ A 3 ≤ N − 1; i.e., coefficients with non-zero M 0 and M 1 that contain 3 and only 3 indices greater than 1. We are interested in the question of when coefficients of this form equal zero even if they satisfy conditions (8) . From (8b,c) we have
and from eq.(10d),
The X functions in eq.(11) are:
If A 3 (and therefore A 1 and A 2 ) is less than N − M 1 , all of the Heaviside step functions in eq.(11) are zero and the coefficient is therefore non-zero. So we will assume that A 3 ≥ N − M 1 . That leaves only 4 possibilities:
. From the discussion above and from Proposition 2, in this case,
and we need to consider only cases (1) and (2) . Setting the right side of eq.(11) to zero in these two cases gives us the corollary to Theorem 3:
By Proposition 2, all coefficients that are related to these zero coefficients by an additive-and/or a multiplicativesymmetry operator also equal zero.
For integers a and q, N in the corollary has the form N = q(q + 1)/a, with values 6, 10, 12, 14, 15, 18, . . ., corresponding to sequence A139799 in OEIS [5] .
As an example, we take N = 6. In this case N divides (M 1 + 2)(M 1 + 1) = 6, 12, 30, 42, . . ., but only the first two integers satisfy the condition N ≥ M 1 + 4. From the corollary,
are zero coefficients. Including all the coefficients generated from these by the Proposition-2 symmetries, there are a total of 12 zero coefficients.
As a second example, N = 10. N divides (M 1 + 2)(M 1 + 1) = 20, 30, and the corollary gives us the zero coefficients
Including the Proposition-2-operator-generated coefficients, there are 120 zero coefficients of this form.
IV. ADDITIONAL RESULTS: MULTIPLET STRUCTURE
Having a formula to calculate any coefficient in the expansion (3a/b), it is of interest to determine how many calculations one needs to perform to solve for the complete determinant. The number of solutions to eq.(8b,c) is given by the expression [5, 6] ,
where φ is the Euler totient function [7] . Then, except for coefficients that equal zero as a result of satisfying the criteria of Corollary 6 and any other "accidental zeros", eq. (12) gives the number of terms in the expansions (3a/b).
As The set of coefficients consist of six additive multiplets {C *
[M] } n , (where n is the number of elements), and four super-multiplets. (In this example there is only one super-multiplet for each of the allowed partitions of 5, but that is not generally the case; see the table for the N = 8 coefficients in Appendix G.)
The nonnegative integers less than N form a group under addition modulo N , which we will denote as (Z/N Z)
+ . The group (Z/N Z) + is of order N , and is a cyclic group, so all its subgroups are cyclic. The set of integers less than and relatively prime to N is the multiplicative group of integers modulo N , denoted as (Z/N Z)
× . This group has order φ(N ). The direct product of these two groups,
is thus of order N φ(N ). 
where P is the circular permutation operator defined in eq.(9). We define the symbol [ {C * M0M1···MN−1 } n ] as equal to the value of the coefficient that labels the additive multiplet:
Then, as a sum over these multiplets, the above expansion can be written as
Proposition 3 For a given N , the number g N (n) of n-element additive multiplets {C *
Operating on an index set [M ], the additive group (Z/N Z) + generates a set with N not-necessarily-distinct elements:
be an n-element additive multiplet. Then n divides N and, for d = N/n, each element in the multiplet is invariant under the action of any element of the subgroup S + d ⊆ Z/N Z + . One of the index sets in {M }, which, without loss of generality we can take to be the "labeling" set [M ], must then have the form
in which the subset {M 0 , M 1 , . . . , M n−1 } is sequentially repeated d times. We have then:
Conditions (8b,c) then require that
and
The second of these equations can only be satisfied if N − n is even. (If N − n is odd, n must then be even in order that the right side to be an integer. But then N is odd, which contradicts the requirement that n divide N .) In this case then, 
and n-member multiplets {M } n and {C *
[M] } n exist only if n is a same-parity divisor of N .
The number of solutions F N (n) is a sum over all coefficients that lie in d-element multiplets for all d that divides n and is of the same parity as n and N . Let l(d) denote the total number of coefficients C [M] for which d is the smallest integer such that
. Then the number of n-element additive multiplets, g N (n), is l(n)/n, and
where the notation d||n means that the sum is over all same-parity divisors of n. It is straightforward to show that
by considering separately the n odd and the n even cases and using Möbius inversion. Then
It remains to prove the identity
where f (q) is an arbitrary function of q. In evaluating the right-hand side of this equation, we express n as n = 2 k m, where m is an odd integer and k ≥ 0. The divisors of n are of the form b = 2 l a, where a divides m and is therefore odd, and l ≤ k. Then
We now consider the expression on the left side of eq.(16), and first take n to be odd, (k=0). Then all of its divisors are also odd, and we can make the replacement d||n → d|n. For a given divisor b, we set d = bc, c ≤ n/b, and isolate the q = b term in the sum over q: 
Eq.(16) is therefore valid for n odd.
For even n, we again set n = 2 k m, with k ≥ 1 and m odd. Its same-parity divisors are d = 2 l a, with a|m and 1 ≤ l ≤ k. Setting q = 2 s p, with 0 ≤ s ≤ l and p an odd integer that divides a, the left-hand side of (16) is
But since µ(2 K m) = 0 for any K > 1, the only non-zero terms in the sum over d||n are those for which l = k, k−1 > 0;
The two identities
where x is in both cases an odd positive integer, can be used to take the Möbius and Euler functions outside the parentheses:
The two sums from s = 0 to k − 2 cancel and we have
Now applying the "odd-n" result,
to the last expression, it becomes
in agreement with the 2nd and 3rd lines in eq.(17). △ Note that the expression
corresponds to the sequence A131868 in OEIS. So g N (n) = (A131868) n||N , and the total number of additive multiplets, n AM , is
B. The number of super-multiplets
To find the number of super-multiplets, we consider the direct product:
We will denote an element of H N either with boldface, a, or as the pair (a, b). Group multiplication of two elements of H N is defined by
In this formalism, the symmetry operations in Proposition 2 are expressed as the action of an element (a, b) on an index set [M ], which we will denote as (a, b) * [M ]:
In particular, if b = 1,
A direct-product group G 1 × G 1 is cyclic iff G 1 and G 2 are both cyclic and have orders that are relatively prime to each other. By Gauss' Theorem, (Z/N Z)
× is a cyclic group iff N is of the form 2, 4, p n or 2p n where p is an odd prime and n ≥ 1 [8] . Consequently H N is cyclic only for the case where N is a prime number.
We will denote an order-d subgroup of (Z/N Z) + as S Operating on an index set [M ] , H N generates a set with N φ(N ) elements: 
is invariant under the action of the subgroup S d;α , it is also invariant under all subgroups of S d;α . It may also be invariant under larger subgroups of H N that contain S d;α ; i.e., it may have a higher degree of symmetry than that required to be invariant under just S d;α . K(S d;α ) therefore counts these higher-symmetry sets as well. We define L(S q;β ) as the number of index sets satisfying (8b,c) for which S q;β is the largest subgroup that they are invariant under. Then
Then L(S q )/n is the number of n-element super-multiplets, and the total number, n SM , is
We can formally solve this equation by expressing the previous equation in matrix form:
where the elements of the matrix A are either 1 or 0 depending on whether or not a particular subgroup S q;β contains the subgroup S d;α or not, and the rest of the notation should be clear from the context.
Because of the more complicated structure of the multiplicative group, calculating the number of super-multiplets is more involved than for the additive multiplets. Expression (19) however simplifies in the cases where N = p or 2p, where p is an odd prime number. In Appendix A, we calculate the number of super-multiplets for these two cases.
Our results are: 
V. CONCLUSION
The expression for C a0···aN−1 in Theorem 3 constitutes in principle a complete solution to the problem of calculating the determinant of an arbitrary circulant matrix. This expression has some similarities to that of Wyn-jones, as well as some significant differences, but the proofs of the two expressions are along completely different lines.
However, Wyn-jones's method does require that one find all of the null subsets/multsets contained in a generally much larger set than the set of partitions employed in Theorem 3. And since, in applying Theorem 3, one deals only with partitions of sets that do not include any a = 1 indices, it may be that it is more efficient than the method of Wyn-jones for coefficients with M 1 >> 1.
In many cases, the number of terms in the expression for a particular coefficient can be decreased by using one or both of the symmetry operations in Proposition 2 to equate the coefficient (up to a sign) to another coefficient. This can often be done in one of two ways: By either making the new multiplicities M Consider the previous example, C 0011113788 . The missing indices are n = 2, 4, 5, 6, 9, so N + 1 − n = 9, 7, 6, 5, 2, and
Of these, C 0000267799 is the easiest to compute as there are only two partitions, (677)(29) and (677)(2)(9), that contribute to the sum.
This method of setting M 1 to zero has some similarity to Wyn-jones' method, in its reliance on the null subsets/multisets. The contributing partitions of the set {267799} would be in that case the trivial partition, (267799), and the partition (677)(299).
For C 0011113788 , the number of non-zero terms in the sum can actually be reduced further by instead multiplying the index set by (N − 1) and then adding 1. This has the effect of interchanging M 0 and M 1 :
In this case the only contribution to the sum comes from the trivial partition (334), with X(334) = 0. All other partitions correspond to values of X(θ) that are greater than M ′ 1 = 2 and therefore do not contribute.
Appendix A: Derivation of equations (20) We will use the notation
or the short-hand notation g|g d , to denote a general order-d cyclic group generated by g.
Throughout this section, p will denote a prime number greater than 2.
The proof of this proposition uses the following lemma:
Lemma 4 : Let f and g be mappings from the set of subgroups {S d } of a cyclic group G into the set of nonnegative integers Z such that
In both equations, the sums on the right are over all subgroups that contain the subgroup on the left.
Proof of Lemma 4:
Let G be of order k. Since G is cyclic, for each integer d that divides k there is one and only one subgroup of order d in G. Then we can make the replacements
are defined for all integers that divide k. Then the condition in the lemma becomes
where the sum is over all q that divides k and is divisible by d. For a given d and q that divide k let
Then the sum above becomes
Now let f (s) and g(s) be extensions off (s) andḡ(s) to the full domain of the nonnegative integers which preserve this relation but which are otherwise arbitrary:
By Möbius inversion,
Setting s = n = k/q and a = m = k/d we get
If N is a prime number then H N is cyclic and from Lemma 4 we have
where the last line follows from the eq. (18) identity. Since each divider d corresponds to one and only one subgroup S d , this sum is equal to the sum in the proposition. Now let N be equal to twice an odd prime number. In this case H N is not cyclic. We consider the element (1, b) ∈ H N , where b is any element of (Z/N Z) × , and let [M ] be an index set that is invariant under (1, b). We have
and so M 0 = M N −1 and M k = M kb −1 −1 for all k = 1, . . . , N − 1. b is an odd integer, so if k is even, (kb −1 − 1) is odd, and vice versa. Each index with an even subscript is thus equal to an index with an odd subscript, and we can write the sums in (8b, c) as sums over just the even indices:
Since by assumption N is twice an odd prime, kM k is an odd integer and is not congruent to 0 mod N . Thus, index sets that are invariant under any subgroup S d that contains an element (1, b) for any b ∈ (Z/N Z) × , (which of course includes the full group H N ), do not satisfy condition (8b) and, as a a consequence, K(S d ) = 0 for such a subgroup. Then In addition, since all index sets are invariant under the identity subgroup
We will use the lemma below to calculate n SM (N ) for N = p and N = 2p: 
For N = p, we have, from Proposition 4,
H p is cyclic. All of its subgroups are therefore cyclic and are equal to the direct product of a subgroup of (Z/pZ) + and of (Z/pZ) × . The subgroups of (Z/pZ) + are S + 1 = {0} and S + p = {0, 1, 2, . . . , p − 1}, with generators 0 and 1, respectively. The subgroups of H p are then of the form
where d divides (p − 1) and g is a generator of S
where we've used the relation
, are given by eqs.(A2) and (A1), respectively, and we have
For d > 1, we show that
To prove the first identity, we set (a, b) = (0, g) and ( 
[Note that this argument fails for d = 1 since in this case g = 1.]
To prove the second identity, we identify S 
is invariant under g * if and only if
We have
M ] that satisfies equations (A5).
Condition (8c) and the first equation above require that
so we must have that
for some integer α ∈ [0, m]; (M 0 = 0 is excluded since d > 1). For a given value of α, the set {M 1 + 1, . . . , M cm−1 + 1} is a composition of (2m − α). The number of compositions of an integer n into k parts is n − 1 k − 1 , so the number of solutions to the set of equations in (A5) which also satisfy (8c) is
Putting equations (A4) and (A6) into (A3), we get eq.(20a).
In this case,
H 2p is cyclic and its subgroups are of the form
× is a d-element cyclic subgroup generated by the odd integer g. As indicated above, S 
For d = 1 we have
The cyclic subgroup S 
Again the c k 's label the cosets of
, and conditions (8b,c) become
or
Since
The trace of S × d is a sum of d odd integers, which is odd or even depending on where d is odd or even. Since p is odd, the parity of the integer 2q/(g − 1) is the same as the parity of d. As a result,
We consider the cases d equal to an even integer and d equal to an odd integer greater than 1 separately:
where α is an integer less than or equal to 2m defined as
The set {M 1 +1, M c1 +1, . . . , M 2cm−1 +1} is then a composition of (4m−α). For each α there are (kα+2) combinations of M 0 and M p such that M 0 /2 + M p /2 = kα + 1. For k > 1, α can take on values from 0 to 2m, while for k = 1 the range of α extends downwards to -1. The total number of solutions {M 0 , M 1 , . . . , M 2cm−1 } is then
and condition (8b) requires that the sum
But since all the c k 's are odd integers, this condition becomes
for some nonnegative integer n 1 . Then from (A8a)
so that the sum M 0 + M 2 + · · · + M 2cm−1 is also even:
We define Z 1 and Z 2 as
and we re-express (A9a,b,c) as
which formally decouples the three sets of indices. The first two equations require that 0 ≤ Z 1 , Z 2 ≤ 2m. The third equation requires that 0 ≤ Z 1 + Z 2 ≤ 2m, and that Z 1 + Z 2 has the same parity as M 0 + M p . Equations (A9) however have the additional requirement that the pairs (Z 1 , M p ) and (Z 2 , M 0 ) individually have the same parity, so we must impose this by hand on the solutions to equations (A10). (If one set has the same parity, then so does the other.)
For a given (Z 1 , Z 2 ), the number of solutions to (A10c) without this restriction is  If on the other hand Z 1 + Z 2 is even, then W is odd, and there are (W ± 1)/2 such compositions for Z 1 even/odd, respectively. So, to impose the requirement that (Z 1 , M p ), (or equivalently (Z 2 , M 0 )), have the same parity we make the replacement
The number of solutions to (A10) with this requirement is then
From the (Z 1 , Z 2 ) symmetry of the summand we can replace ( (−1) Z1 + (−1) Z2 )/2 by (−1) Z1 . Evaluating this expression we get
To evaluate the remaining sum we use the following lemma:
where ⌈ ⌉ denotes the ceiling function. To prove this identity we write it in the form
These two identities can be proven by using the identity
and expressing the product
first as the product of two sums,
then as a single sum,
and then equating the even-exponent and the odd-exponent terms on the right-hand side of (A11) to those on the right-hand side of (A12).
Now setting k = Z 1 + m − 1 and X = 4m − 1 we have from this lemma
And so
Putting all these results together, we get eq.(20b).
Appendix B
We have, from the discussion in the proof of Theorem 3, that
To determine the relation between this partition function and A
0···0 1···1 A···A , we first consider the case where all multiplicities M 0 , M 1 , . . . , M N −1 have no common factor. Then, as discussed earlier, all the cyclic-permutation equivalence classes {σ 0 = A p+1 , σ 1 , . . . , σ M−1 } have N elements. The coefficient A (k) 0···0 1···1 A1···Ap+1 is then proportional to N times a sum of Q over all possible q's divided, to avoid overcounting, by the factorials of the multiplicities:
( 
, obtained by cycling the A p+1 at the q j position to the 0 position, (and the A p+1 at the 0 position to somewhere else). These permutations will also be counted in the sum over the q's, under a different set of q's and p's. Since there are (M Ap+1 − 1) such q's, each equivalence class will be counted M Ap+1 times in the sum above. We must therefore divide N by an additional M Ap+1 to get the number of distinct permutations:
For example, consider the index set [0011255] and the two equivalence classes below that appear in the sum over q 1 , q 2 :
Each of the permutations [5001125] and [5500112] are in both of these equivalence classes, so we must divide by 2.
Now let the multiplicities have a common factor d:
Then there will be some equivalence classes of the form {A p+1 x · · · y A p+1 x · · · y · · · A p+1 x · · · y} for which σ j = σ j+N/d , so that the "phrase" A p+1 x · · · y is repeated d times. These classes have only N/d distinct elements. The sum in (B1) will then consist of two sums, one over the N -element classes and one over the (N/d)-element classes, which we will express in short-hand notation as
where division by some factor X is needed to correct for overcounting due to the duplication of equivalence classes in the sum. The index A p+1 occurs M Ap+1 times in the entire index set [A p+1 x · · · y A p+1 x · · · y · · · A p+1 x · · · y], and M Ap+1 /d times in the phrase A p+1 x · · · y; M Ap+1 /d is thus the factor X by which each distinct equivalence class is overcounted:
As an example of this situation, we consider [001122333333] , with N = 12, M 0 = M 1 = M 2 = 2, M 3 = 6, d = 2, and the equivalence classes: {303312 303312} : {p 1 , p 2 } = {4, 10}; {q 1 , q 2 , q 3 , q 4 , q 5 , q 6 , q 7 } = {2, 3, 5, 6, 8, 9, 11}; {331230 331230} : {p 1 , p 2 } = {2, 8}; {q 1 , q 2 , q 3 , q 4 , q 5 , q 6 , q 7 } = {1, 3, 4, 6, 7, 9, 10}; {312303 312303} : {p 1 , p 2 } = {1, 7}; {q 1 , q 2 , q 3 , q 4 , q 5 , q 6 , q 7 } = {2, 3, 5, 6, 8, 9, 11}.
Each equivalence class has N/d = 6 distinct elements, and each class is overcounted by a factor of 3 = M 3 /d. The overall correction factor is then 6/3 = N/M 3 . (Although classes 1 and 3 have the same q values, their p values are different and will therefore be counted separately by the partition function.)
Since the correction factor is the same as for the first sum, we can use the same multiplying factor for both without any further need to consider them separately:
Appendix C: Proof of Lemma 1
For a given set {κ 1 , . . . , κ p } let
Then κ 1 = β 1 and κ j = β j − β j−1 for j ≥ 2. In the sums over the κ's in the statement of the lemma, the restriction that The proof of Lemma I, by induction on p, is more direct when stated in this form.
To prove the lemma we first set p equal to 1 on the right side, multiply that expression by (1 + yω q ), and expand:
The first sum on the right in eq.(C1) is
while the 2nd sum, after relabeling β and then m, is
The 2nd sum in expression (C2) will therefore cancel with all but the m = N − 1 term in (C3), and we have
where we've used eq.(7) to evaluate the sum over β as equal to -1. The lemma is therefore valid for p = 1.
We now assume the lemma is valid for the product of (p − 1) factors,
(1 + yω qs ) −1 , and express the product of p factors as the difference of two (p − 1) products:
In the first term inside the brackets we make the replacement β 2 → β 3 and factor out the q p , . . . , q 4 sums, so we have
The validity of the lemma for p factors then follows from the identity a n − b To remind ourselves, for a partition Z = (z 1 , z 2 , . . . , z j ) of p, the vector q Z is defined as
and the statement of the lemma is that
where h is a completely symmetric function of its arguments.
This proof is also by induction. We separate off the j = p term in the sum and write the lemma in the form q1,...,qp
with j = k 1 + · · · + k p , and the summation limits 1 ≤ q n ≤ M and 0 ≤ k n ≤ p for all q n and k n understood.
For p = 1 the equality is trivial. For p = 2, this expression reduces to q1,q2
which is clearly valid. We now assume that the lemma is valid for summation over the (p − 1)-dimensional lattice and show that it is then valid for the p-dimensional one. For clarity in the notation, we will denote a partition of (p − 1) by Y = (y 1 , y 2 
by the induction assumption. We now separate the sum over q p applied to the first term inside the brackets into sums over the p regions
and the (p − 1) boundaries
By the symmetry of the function h, the p-dimensional sum over each subregion is the same, and we can write (making the change p → j + 1, q p → q j+1 in the last sum), q1,...,qp
Now although the functions h(q 1 , q 2 , . . . , q p−1 , q 1 ), . . . h(q 1 , q 2 , . . . , q p−1 , q p−1 ) in the second term are not completely symmetric functions on the (p − 1)-dimensional lattice, the sum of these functions is symmetric, and we can apply the lemma in its (p − 1) form to it:
The notation q (k) here means, for a partition Y , q (k) is equal to the value of the k-th coordinate in the associated lattice point q Y . E.g., for Y = (3, 2, 2) and for k = 2, we have
The term on the left and the 1st term on the right are in the "correct" form for the proposition. The 2nd and 3rd terms on the right contain sums over the partitions of (p − 1) that, to complete the proof, we want to express as sums over the partitions of p. Given a partition (y 1 , . . . , y j ) of (p − 1), there are two ways a partition of p can be generated from it: one can add 1 to an individual part, y m → (y m + 1), or one can add a 1 to the total sum y 1 + · · · + y j → y 1 + · · · + y j + 1. As shown below, the 2nd term converts to a sum over the partitions of p by this first process, and the 3rd term by the second process.
We consider the 2nd term first:
For a partition Y = (y 1 , . . . , y j ) and for a particular q (s) such that 
In the sum over s, the number of s's that satisfy condition (D6) above is y d l y d , so the partition Z y d will appear y d l y d times in this sum, and we have,
where the partition Z n has multiplicities [k 1 , . . . , k p ] given by k m = l m −δ n,m , k m+1 = l m+1 +δ n,m for m = 1, . . . , p−1.
We now multiply and divide on the right by the corresponding multinomial coefficient (p; k 1 , . . . , k p ) * n :
p−1 j=1 l1,...,lp−1
we have p−1 j=1 l1,...,lp−1
In this equation, for a given partition Y , we sum over all partitions Z n . We now interchange the sums and, for a given partition Z, we sum over the corresponding Y partitions. This amounts to dropping the subscripts 'n ′ and replacing the sums over the l's by sums over k's. So, making the replacement n ′ = n + 1 and then dropping the prime, 
where we've used k 1 + 2k 2 + · · · + pk p = p in the last line.
Turning now to the 3rd term, But since k 1 = 0 if j ′ = 1, (corresponding to the partition p = p and k p = 1), the summation lower limit can be extended to j ′ = 1 and a "sum" over k p added, along with the replacement (p; k 1 , . . . , k p−1 , 0) * → (p; k 1 , . . . , k p−1 , k p ) * .
Putting (D11) and (D12) into (D5), the k 1 /p terms cancel and we get The subset of P{1234} of partitions that correspond to non-zero terms, for which 1 − λ t X(θ t ) ≥ 0 for at least some values of the λ t 's, is then:
(1234), (13)(24), (14)(23), (13)(2)(4), (14)(2)(3), (23)(1)(4) . 
C00224466
In this example M 1 = 0 and the non-zero terms are characterized by λ t X(θ t ) = 0. So only partitions Θ = (θ 1 ) · · · (θ j ) that contain at least one "null" part θ k such that X(θ k ) = 0, will contribute; for a non-null part θ q , λ q must equal zero for the term to contribute to the coefficient. When M 1 = 0, the two binomial coefficients in the formula, can both be replaced by 1. The first binomial coefficient equals 1 since, for non-zero terms, it has zero in it's lower entry; in the second coefficient, either X(θ s ) = 0 or λ s = 0. So we have 
