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Abstract
One of the current state-of-the-art multilin-
gual document embedding model LASER is
based on the bidirectional LSTM neural ma-
chine translation model. This paper presents a
transformer-based sentence/document embed-
ding model, T-LASER, which makes three
significant improvements. Firstly, the BiL-
STM encoder is replaced by the attention-
based transformer structure, which is more ca-
pable of learning sequential patterns in longer
texts. Secondly, due to the absence of recur-
rence, T-LASER enables faster parallel com-
putations in the encoder to generate the text
embedding. Thirdly, we augment the NMT
translation loss function with an additional
novel distance constraint loss. This distance
constraint loss would further bring the em-
beddings of parallel sentences close together
in the vector space; we call the T-LASER
model trained with distance constraint, cT-
LASER. Our cT-LASER model significantly
outperforms both BiLSTM-based LASER and
the simpler transformer-based T-LASER.
1 Introduction
Cross-lingual text embedding model can project
texts from different languages into a com-
mon vector space and produce a language-
independent representation of the words (Klemen-
tiev et al., 2012; Coulmance et al., 2015; Chan-
dar et al., 2014; Be´rard et al., 2016) or sen-
tences/documents(Hermann and Blunsom, 2014;
Pham et al., 2015; Mogadala and Rettinger, 2016;
Be´rard et al., 2016). Such language-independent
representation enables comparison, indexing, and
knowledge sharing between texts of different lan-
guages (Hermann and Blunsom, 2014; Chandar
et al., 2014; Mogadala and Rettinger, 2016; Be´rard
et al., 2016; Ferreira et al., 2016; Gouws et al.,
2015; Artetxe and Schwenk, 2018; Schwenk and
Li, 2018; Sinoara et al., 2019). Cross-lingual text
embedding model is especially useful when we
want to transfer knowledge from resource-rich lan-
guage to resource-scarce languages.
LASER is the current state-of-the-art mul-
tilingual sentence/document embedding model
(Schwenk and Douze, 2017; Artetxe and Schwenk,
2019); it is designed after multilingual neural ma-
chine translation (NMT). It uses a bidirectional-
LSTM (BiLSTM) encoder and an LSTM decoder,
and the sentence embedding vector is obtained
from max-pooling the encoder outputs. Its traits
(uniform dictionary, fully shared encoder, and pivot
languages) make LASER uniquely adapted to deal-
ing with a large number of languages in multilin-
gual situations (Schwenk and Douze, 2017; Artetxe
and Schwenk, 2019).
The transformer architecture enjoys two signif-
icant advantages comparing to traditional LSTM-
based architecture(Vaswani et al., 2017). Firstly,
the absence of recurrent structure makes compu-
tational parallelism possible in a transformer en-
coder, as the successive computational state does
not depend on the previous states. Secondly, the
self-attention mechanism allows learning from a
much broader context than LSTM as every state
can attend to every state in the input sequence.
Inspired by LASER and the success of the trans-
former structure like BERT and XLNet (Devlin
et al., 2018; Yang et al., 2019), this paper set two
goals. This first goal is to introduce a transformer-
based multilingual sentence embedding model (T-
LASER) and compare its performance with the
BiLSTM-based model (LASER). T-LASER will
inherit LASER’s advantage in dealing with a large
number of languages in multilingual situations. At
the same time, the new transformer-based model
structure will make it better and faster than the
BiLSTM-based baseline. Comparing to multilin-
gual BERT(Devlin et al., 2018, 2019)(mBERT),
T-LASER adopts the multilingual NMT frame-
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work instead of the token masking and sentence
entailment classification framework in BERT and
mBERT. They also have a different model structure
in the decoder part. We find that T-LASER can
better learn from parallel corpus and offers better
performance in our cross-lingual text classification
experiment.
The second goal of the paper is to present a
novel loss function that combines a distance con-
straint loss with the traditional translation loss for
cross-lingual sentence embedding and discusses
its effect on both LASER and T-LASER archi-
tecture. We would label the T-LASER model
trained with this new loss function as cT-LASER,
and the LASER model trained with this new loss
function as cLASER. The distance constraint loss
term makes two major contributions to our model.
Firstly, it can significantly raise the performance in
multilingual settings. Secondly, it can deal with the
bilingual setting where the traditional multilingual
NMT setting does not offer good performance.
Note that the most recent LASER encoder pub-
lished in (Artetxe and Schwenk, 2019) is trained
on a much larger corpus 1. We confine our pre-
training corpus to Europarl as we want to compare
our models with other models trained under similar
conditions from previous works. Using a large cor-
pus combination would increase the difficulty of
separating the impacts of the model itself and the
quality/quantity of the training data. With our lim-
ited computational resources, it is also very difficult
for us to replicate or fine-tune our models with the
93 languages corpus combination(the training of
one model would take 16 V100 GPUs for 5days).
Therefore, We re-implement the current version of
LASER according to (Artetxe and Schwenk, 2019)
and trained it with the Europarl corpus as a baseline
2. As T-LASER and our LASER implementation
are trained under the same training data and a uni-
formed training setting, it would make a fairer com-
parison to show the capability of different model
structures.
MLdoc (Schwenk and Li, 2018) dataset on
1It is the combination of Europarl, United Nations, Open-
Subtitles2018, Global Voices, Tanzil and Tatoeba corpus,
which consists of 93 input languages.
2 Europarl is large enough to support most popular large
NMT models. The subset of five languages is sufficient to
infer the quality of knowledge transfer between language pairs
as many previous publications only work on 2–5 languages
(Hermann and Blunsom, 2014; Chandar et al., 2014; Mogadala
and Rettinger, 2016; Be´rard et al., 2016; Ferreira et al., 2016;
Gouws et al., 2015; Artetxe and Schwenk, 2018; Schwenk and
Li, 2018; Sinoara et al., 2019; Schwenk and Li, 2018).
RCV1/RCV2 is used to evaluate the cross-lingual
document embedding performance of T-LASER.
MLdoc is an enhancement over the older CLDC
dataset (Lewis et al., 2004; Klementiev et al., 2012),
by addressing the class imbalance problem and in-
cluding more languages. The rationale behind the
cross-lingual sentence/document embedding mod-
els is that task-unrelated parallel data like the Eu-
roparl corpus is easy to find. At the same time,
multilingual data for a particular task/application
is difficult to obtain. If the cross-lingual document
embedding model can successfully learn how to
transfer knowledge between languages, a simple
classifier (e.g., SVM, MLP) trained on the English
embeddings, for example, would be able to clas-
sify the German embeddings in the test set. This
technology could greatly expand the user base of
particular applications from one country to another
without the need to obtain new task-specific data
of the new language.
In this paper, both T-LASER and our LASER im-
plementations are pre-trained only on the Europarl
v7 parallel corpus; no task-related data is given to
the embedding models. Some paper would label
this setting as ‘zero-shot’ (Artetxe and Schwenk,
2019).
We do not adopt the task-unrelated pre-training
and task-specific fine-tuning cross-lingual frame-
works like BERT or XLNet (Devlin et al., 2018;
Yang et al., 2019). Although the pre-training and
fine-tuning frameworks may produce better per-
formance when its encoder and classifier are opti-
mized jointly in a single network, it is much eas-
ier to compare task-agnostic pre-trained embed-
ding vectors across tasks. Moreover, the batch
production of the task-agnostic pre-trained embed-
dings can be done offline. When needed, such
pre-produced embeddings can be plugged swiftly
into many different online applications.
2 Model Architecture
Figure 1 illustrates the architecture of T-LASER.
Like LASER, T-LASER also uses shared encoder
and shared decoder for all different language pairs.
A joint byte-pair encoding (BPE) vocabulary of
size 50K is built from all training sentences in Eu-
roparl. No language tag/ID is provided to the en-
coder. As a result, it is more likely for the encoder
to build a shared embedding space for all inputting
languages.
The Multi-head attention Mhd from the original
Figure 1: Architecture of T-LASER.
transformer paper is (Vaswani et al., 2017):
hdi =
(
QWQi (KW
K
i )
T
√
dh
)
VWVi (1)
Mhd(Q,K,V) = Concat(hd1 , ..., hdh)W
O (2)
where hdi is i-th attention head, the Q, K, V
indicate the role of ‘query’, ‘key’ and ‘value’; Q,
K,V are matrix formed by sequentially arrange the
vectors of ‘query’, ‘key’ and ‘value’ ;WQi , W
K
i ,
WVi are projection matrices associated with the
i-th attention head; dh is the size of the encoder’s
hidden layers(Vaswani et al., 2017).
Unlike LASER, we use the first encoder out-
put as sentence embedding and adopt a BERT-like
strategy that eliminates left-padding. We insert a
particular ‘STR TAG’ token in the first position of
every sequential text input (which can be longer
than the sentence if the task is document embed-
ding). In this way, the model would know that the
first token is reserved for generating the sentence
embedding. Thus the embedding of ‘STR TAG’
would effectively become a learnable query fixed
for every input sentence. Due to the nature of multi-
head attention, each head will use this first token
to query every token in the input sequence to find
a weighted average of all their information from a
different perspective. After six layers of such sum-
marization and information extraction, the first to-
ken of the encoder out (H6[t0]) would be the input
text’s proper sentence embedding ~P . The parame-
ters of ‘STR TAG’ embedding and its associated
projection matrix will learn to better summarize the
overall sentence-level information during training.
The self-attention and FFN in the sixth encoder
layer are entirely dedicated to refining H6[t0] as
we do not need to produceH6[ti] (ti > 0).
Let NMTa→b be the translation of a sentence
from language a to language b, the current time
step be ti, the target outputs beY. On the decoder
side, the previous target outputsG (whereG[ti] =
Y[ti−1] ) would first concatenate with a language
embedding ~El indicating whether the current target
language b is English or Spanish and become J0[ti]
. Without the language ID input, the decoder could
generate a gibberish mixture of words from the
target languages. Then J0[ti]would first self-attend
on J0, and the resulting vectorBk[ti] would be the
query of the decoder attention at ti. It would attend
on the ~P (~P =H6[t0]) and produce an new target
output Y[ti]. More specifically, the k-th decoder
layer output Jk is:
J0[ti] = Concat(G[ti], ~El) (3)
Bk =Mhd(J
k−1,Jk−1,Jk−1) (4)
Ck =Mhd(B
k,H6[t0],H
6[t0]) (5)
Jk = FFNk(Ck) (6)
where FFNk is the feed-forward network con-
nected to the multi-head self-attention in the k-th
layer. The J0[tm] (where tm > ti) is masked out
as in an autoregressive NMT model. ‘<eos>’ is
inserted at the front of G. This NMTa→b trans-
lation path would result in the translation loss of
la→bmt . Similarly , the translation of the same sen-
tence from language b to language a (NMTb→a)
will result in the translation loss of lb→amt .
As in training LASER, the source language
would alternate among all the languages in training
T-LASER. The target language alternates between
two pivot languages, English and Spanish. For the
five languages we currently use in the Europarl cor-
pus, the training language pairs are de-en, de-es,
en-es, es-en, fr-en, fr-es, it-en, and it-es 3. Driven
by the translation loss of the English or Spanish tar-
get of the decoder, the embeddings of every parallel
input sentence (i.e., English, Spanish, French, Ital-
ian, and German translation of the same sentence)
would get closer to each other 4.
3As in conventional notation, de: German, en: English, es:
Spanish, Fr: French, it: Italian.
4While a non-pivot language such as French would have
two target languages during training, there will be only one
target language (Spanish/English) for English/Spanish.
2.1 Training With a Distance Constraint
To further encourage the sentence embeddings of
the same text but from different languages to get
as close as possible, we propose to add a novel
distance constraint loss to the training loss function.
The distance loss between parallel sentence pair dp,
unrelated (negative sampled) sentence pair dnj and
the marginal delta loss term δnj (the delta between
dp and dnj ) are computed as follows:
dp =
|~P (a) − ~P (b)|2
vnorm + 
(7)
d a→bnj =
|~P (a) − ~P (bj)|2
vnorm + 
(8)
δ a→bnj = max(0, α− (d a→bnj − dp)) (9)
where ~P (z) is the sentence embedding from a lan-
guage z, α is the margin; | · |2 is the Frobenius
norm of a matrix; vnorm is the average Frobenius
norm computed from all the sentences in a training
batch;  is a small value added to prevent divi-
sion by zero; the notation a → b indicates that a
quantity/variable is produced in the translation of
sentences from language a to language b.
The goal of (7) is to minimize the distance be-
tween the two embeddings of a related sentence
pair {~P (a), ~P (b)}. (9) is used to maximize the
distance between a related sentence pair and an un-
related sentence pair {~P (a), ~P (bj)}, where ~P (bj) is
the sentence embedding obtained from a randomly
sampled j-th sentence of language b (Hermann and
Blunsom, 2014). In (9), the maximum value of
δnj is further limited with a margin α. To reach
the marginal distance of α would be already good
enough for distinguishing the related and unrelated
sentence pairs. Further training effort could be
made to bring down the translation loss and the
paired distance loss dp. Enhancing δnj to the ex-
treme will only cause the vectors’ norm to become
unstable.
Finally, the total loss of the model for the trans-
lation of a sentence from language a to b, la→b,
is the sum of the paired sentence distance loss dp,
averaged δnj from Ns negative samplings and the
translation cost l a→bmt :
la→b = βdp+
λ
Ns
Ns∑
j=1
(δ a→bnj +δ
b→a
nj )+0.5∗l a→bmt ,
(10)
where 0 ≤ β ≤ 1, 0 ≤ λ ≤ 1 are weights to bal-
ance the translation loss and the positive (paired)
and negative (unrelated) distance loss. This novel
cost function ensures that the produced sentence
embedding vectors contain ample semantic infor-
mation and are, at the same time, very similar for
parallel sentences in a language pair. It is improved
from the traditional distance constraint loss by fur-
ther separating the roles of paired sentence distance
loss dp and marginal delta loss δnj and adding a
new dp term outside of δnj . Moreover, all the loss
terms are also balanced by the averaged vector
norm in the batch. We find these new approaches
would make the effect of the distance constraint
training better and, more importantly, much more
stable.
3 Experiments
We implement both T-LASER and LASER based
on fairseq (Ott et al., 2019) 5. Both models are
trained on the Europarl v7 corpus. We take the five
languages (en, de,fr, es, it), which are also in the
MLdoc dataset. The same Europarl five-language
subset is also used in the previous literature includ-
ing LASER(Schwenk and Li, 2018; Koehn, 2005).
For training our LASER implementation and
cLASER (LASER structure trained with distance
constraint), we adopt the same settings as in
(Artetxe and Schwenk, 2019) with the following
additional settings due to the distance constraint
loss: Ns = 20, λ = β/2, α=0.5. While other pa-
rameters are arbitrarily decided by heuristic knowl-
edge or related publication, β is the main parame-
ter for deciding the weight between the translation
loss and the distance constraint loss. We sampled
the models at the 10th epoch and chose a β=0.25
for cT-LASER and cLASER from [0.25, 0.5, 1.0]
according to their performances in the develop-
ment set in the MLdoc dataset. For training T-
LASER, we adopt the default setting as the ‘trans-
former vaswani wmt en de big’ architecture in the
fairseq(Ott et al., 2019; Vaswani et al., 2017) 6.
Note that we applied layer normalization before
each encoder/decoder block due to some NMT
studies claim it is more stable in this way (Vaswani
et al., 2017). Both our LASER implementation
and T-LASER have the same BPE dictionary with
5We borrow and modify the LASER training
codes from https://github.com/raymondhs/
fairseq-laser. The code of cT-LASER is in https:
//github.com/ever4244/tfm_laser_0520.
6 adam-betas = ’(0.9, 0.98)’, lr (learning rate) = 0.0005,
lr-scheduler = inverse sqrt, label-smoothing = 0.1, dropout =
0.3, weight-decay = 0.0001.
Table 1: The dimension of the LASER and T-LASER models.
Model dh dz r dfc #enc #dec #vob #param WPS WPSdist
LASER2018(2018) 512x2 - - 1 1
LASER 1 512x2 2048 - - 1 1 50k 209M 14.3K 12.2 K
LASER 6 512x2 2048 - - 6 1 50k 241M 12.4K 9.6K
T-LASER 1024 1024 16 4096 6 1 50k 246M 23.5K 15.2 K
50K vocabulary (Approximately 10k vocabulary
for each language.) and go through the same text
processing. Both LASER and T-LASER use a
batch size of 128K (max number of token in a
batch) and have the same uniform sampling-based
data-loader and training curriculum when alternat-
ing between languages.
Table 1 shows the model structure of the
LASER and T-LASER models. LASER 1 and
LASER 6 are implemented according to (Artetxe
and Schwenk, 2019) with 1 and 6 layers of bi-
directional LSTM (BiLSTM) in the encoder side
respectively. dh is the size of the hidden unit of the
encoder (it is also the sentence embedding size),
dz is the size of the hidden unit of the decoder.
dfc is the dimension of FFN layers in the trans-
former. Due to LASER adopts a BiLSTM encoder,
which has an LSTM of size 512 for each direction,
the embedding size on the encoder side is ‘512x2.
‘#enc, ‘#dec, and ‘#vob are the number of encoder
layers, decoder layers, and vocabulary size in the
model. LASER2018 in Table 1 is a LASER model
published in (Schwenk and Li, 2018). we use this
result to examine our LASER 1 implementation.
Compared to the standard transformer model
with six encoder and six decoder layers, our T-
LASER only has one decoder layer as this model
focuses on the information extraction from the en-
coder side. The quality of information reconstruc-
tion on the decoder side is not as important for the
document embedding task as in the translation task.
Albeit, T-LASER has a larger number of parame-
ters (‘#param). It still has faster word-per-second
(WPS) and less average time per epoch (EPT) than
LASER 6 and even LASER 1 7. This faster speed
is due to T-LASER not having recurrent units as
in LASER, thus better parallelism. WPSdist is the
WPS when doing the distance constraint training 8.
7 WPS is tested on one Titan RTX GPU, with CUDA 10.1,
Nvidia-APEX and mix precision training (–fp16).
8A new GPU optimized version of codes would bring the
WPS gap of the distance constraint training to less than 15%
comparing to conventional training. However, we would still
report the WPS of the older version of codes here as the test
performance of new codes is not fully verified yet.
A new ”Multilingual Document Classification
Corpus” (MLdoc) dataset for cross-lingual docu-
ment classification task on RCV1/RCV2 is used to
evaluate the effectiveness of T-LASER (Schwenk
and Li, 2018). Compared to the old CLDC dataset
(Lewis et al., 2004; Klementiev et al., 2012), ML-
doc has a uniform class distribution and supports
more languages. In contrast, class ‘CCAT’ only
has less than 2% of the examples in the old CLDC
dataset. The dataset is split into 1k train set, 1k
development set, and 4k test set. As in (Schwenk
and Li, 2018), we take the five testing languages
which are also in the Europarl corpus.
In a cross-lingual document classification test
English-Y between English and four other lan-
guages, for example, we take a ‘zero-shot’ test
setting (Artetxe and Schwenk, 2019). The English
FFN classifier is trained with document embed-
dings converted from 1K English train set. The
hyperparameters are optimized on the English de-
velopment set. The same English trained FFN
is then attempting to classify all other input lan-
guages (German, Spanish, French, Italian). There-
fore the classifier has never seen language other
than English during training and hyperparameters
fine-tuning 9. If the document embedding model
can successfully project different languages into a
common vector space, the FFN classifier trained
on the embeddings of one language (e.g., English)
would be able to classify the document embeddings
of another language (e.g., German) in the test set.
In the MLdoc experiment, we only use the first
750 tokens to produce T-LASER’s document em-
bedding in order to balance the GPU memory con-
sumption and test accuracy. Most document in the
dataset is shorter than 750 words. On the other
hand, we use the full-length text for LASER 1 and
LASER 6. Adopting a 750-word limitation would
have a negative impact on LASER’s result; we want
our baseline results to remain strong.
9To ensure fairness; we use the same FFN and testing
script from the LASER Github https://github.com/
facebookresearch/LASER
4 Results
Table 2: Published MLdoc classification accuracy (%)
of related models on the English-Y test.
de es fr it encross
MultiCCA (2016) 81.2 72.5 72.4 69.4 73.9
mBERT (2019) 80.2 72.6 72.6 68.9 73.6
LASER 52019 (2019) 84.8 77.3 78.0 69.4 77.4
LASER2018* (2018) 71.8 72.8 66.7 60.7 68.0
T-LASERep13* 84.6 73.8 74.9 70.5 76.0
Table 3: Published MLdoc classification accuracy (%)
of LASER2018(2018) (trained on Europarl).
Train en de fr es it Xcross
en 88.4 71.8 72.8 66.7 60.7 68.0
de 71.5 92.0 75.5 75.5 56.5 69.7
fr 76.0 78.4 89.8 70.7 63.7 72.2
es 62.7 71.1 62.7 88.3 57.9 63.6
it 67.2 66.2 65.1 67.1 82.9 66.4
all: 72.6 same: 88.3 cross: 68.0
Table 2 lists the previously published results
of related works in the MLdoc experiment. The
encross is the average classification accuracy of
the English-Y experiment, where the classifier
is trained in English and tests on four other lan-
guages10 (Y={de, fr, es, it}). Table 3 presents the
performance of LASER2018 in all five language
directions. Xcross is the average classification ac-
curacy of the X-Y experiment, where X is the clas-
sifier’s training language (see to the first column
under ‘Train’), and Y is the four other testing lan-
guages.
LASER 52019 is trained by the large 93 lan-
guages corpus combination. LASER2018 (which
has fewer encoder layers than LASER 52019) and
T-LASERep13 are trained by Europarl corpus (and
are therefore marked with ‘*’). mBERT uses a
concatenated Wikipedia corpus. Due to the huge
quality and quantity difference of training data be-
tween T-LASER, mBERT, and LASER 52019, it is
unfair to make a direct comparison between these
models. Moreover, the English-Y result is too bi-
ased towards English trained MLdoc performance
(We find in our experiments that the overall MLdoc
10 Monolingual document embedding is not this paper’s
focus; it does not require cross-lingual knowledge transfer.
Moreover, the same language test results would be decisively
affected by the vast quantity difference of pre-training data
and the vocabulary size of different models.
performance could be harmed if we tune/select the
model according to English-Y). In recent studies,
it is also found that choosing English as the default
vector space hub of cross-lingual embedding may
not be the best option and may potentially harm the
performance of downstream tasks(Anastasopoulos
and Neubig, 2019).
Therefore to make a better comparison, we re-
implemented the latest LASER model according
to LASER 52019 and trained it under the same
condition, with the same Europarl corpus subset
as T-LASER and LASER2018, and listed the av-
eraged results of all 5x5 cross-lingual test pairs
in Table 4. As a result, LASER 6 in Table 4
and LASER 52019 are essentially the same model
(except that LASER 6 has one more encoder
layer). Our LASER 6 has worse performance than
LASER 52019 only because Europarl is a smaller
subset of the massive 93 languages corpus combi-
nation.
Table 4 summarize the MLDoc performances
of the LASER and T-LASER models in one table.
‘ep.’ is the number of epochs the model is trained.
Let ‘Best’ represents the result form the best model
among 10th-20th epochs. ‘Dev.’ represents the
results from the model epochs selected by the de-
velopment set. In the tables below, we reported the
result under the ‘Dev.’ setup, which would have
lower performance than our ‘Best’ models.
‘cross’ is the average text classification accuracy
of all cross-lingual tests (e.g., the non-diagonal el-
ements in Table 3; 20 in total for five languages).
This result shows the ability of the model to em-
bed text of different languages into the same vector
space, thus transfer knowledge from train language
to test language. ‘same’ is the average text clas-
sification accuracy of five monolingual tests, in
which case the FFN is trained on one language
and tested on the test set of the same language.
This result shows the traditional monolingual text
embedding ability of the models (e.g., document
vectors (Le and Mikolov, 2014)). ‘all’ is the aver-
age text classification accuracy of all 25 train-test
pairs, encompassing twenty cross-lingual tests and
five monolingual tests.
Comparing to LASER2018 in Table 3, our
LASER 1 has 2.1 better accuracy on average.
This proves that our implementation and test-
ing pipeline is successful11. On the other hand,
11our LASER implementation uses two pivot languages ac-
cording to LASER 52019; LASER2018 could use More. Many
Table 4: Comparison of MLdoc test results from T-LASER and LASER.
Dev. Best
model name ep. cross: same: all: ep. cross: same: all: WPS
LASER2018 68.0 88.3 72.0 68.0 88.3 72.0
LASER 1 13 70.5 88.5 74.1 13 70.5 88.5 74.1 14.3K
LASER 6 10 70.1 87.8 73.7 12 70.3 87.2 73.7 12.4K
cLASER 6 11 72.6 87.8 75.6 11 72.6 87.8 75.6 9.6K
T-LASER 13 73.5 88.6 76.5 17 73.9 88.7 76.9 23.5K
cT-LASER 18 75.2 89.2 78.0 18 75.2 89.2 78.0 15.2 K
LASER 6’s performance is 1.7% better comparing
to LASER2018. Surprisingly, LASER 1 is 0.4%
better than LASER 6, even though the latter has
a deeper structure. After a more careful study, we
find that most model epochs from LASER 6 are
still better than LASER 1. This small performance
gap could be caused by randomness in training.
Our LASER implementations are trained under
a uniformed setup with T-LASER 12. Moreover, we
also control the production of embedding during
the testing stage with the same setting and process-
ing scripts. Therefore we think it is fairer to com-
pare the result between LASER 1 and LASER 6
with T-LASER and cT-LASER.
Taking consideration of the topic of this research,
cross-lingual knowledge transfer, which is mea-
sured by ‘cross’ and Xcross, are more critical per-
formance indicators for us comparing to a simple
average of ‘all’ tests. For all 25 tests, the cross-
lingual performance gap between T-LASER and
LASER2018 is about 5.5%. After adding our dis-
tance constraint loss term in training, cT-LASER
would enjoy a more significant advantage (about
7.2% ) in cross-lingual performance. T-LASER and
cT-LASER are better in all five train-test directions
comparing to both LASER 1 and LASER2018.
Although it could be argued that T-LASER has
more parameters and encoder layers comparing
to LASER 1 and LASER2018, T-LASER and cT-
LASER still have a faster training speed(WPS)
comparing to LASER 1. This is because trans-
former layer has better parallelism in GPU than
LSTM. LASER2018 would be even slower if it uses
more than two pivot languages. LASER 6 has the
same number of encoder layers and similar number
of model parameters comparing to T-LASER. How-
ever, its training speed (see to the WPS in Table
4) is only half of the T-LASER. Nevertheless, it
details are not stated in (Schwenk and Li, 2018); a difference
in batch size can also cause the performance gap .
12They share the same batch size, optimizer, fairseq frame-
work, training curriculum, random seeds, stopping criteria.
would still be outperformed by T-LASER by 3.4%
in cross-lingual tests. The performance gap be-
tween cT-LASER (trained with distance constraint)
and LASER 6 is 5.1 %.
Interestingly, the distance constraint training
will significantly contribute to cross-lingual per-
formance while making little or no contribution to
the same language performance. The cross-lingual
performance of cLASER 6 is 2.5 percent better
than the plain LASER 6. Consider the composi-
tion of our distance constraint loss; this result is
a success and reflects the goal of pulling embed-
dings of different languages closer. Note that the
above performance gains from the distance con-
straint training are relatively stable to randomness
in training. Even if we compare the ‘Dev.’ per-
formance of cT-LASER and cLASER 6 with the
‘Best’ performance of T-LASER and LASER 6, the
conclusion would still hold.
Table 5: MLdoc classification accuracy (%) of cT-
LASER for 5 languages
Train en de fr es it Xcross
en: 89.4 86.8 70.7 71.4 68.7 74.4
de: 79.0 93.0 78.4 76.6 70.0 76.0
fr: 78.2 86.9 88.5 71.7 64.9 75.4
es: 74.5 82.7 74.3 91.6 71.9 75.8
it: 76.0 79.7 68.8 73.3 83.5 74.4
all: 78.0 same: 89.2 cross: 75.2
4.1 Bilingual Experiments
Table 6: Model performance trained under bilingual
setting (10th epoch)
T-LASER cT-LASER
Train en de en de
en: 87.3 42.8 88.4 68.0
es: 60.6 91.5 67.7 91.6
same: 89.4 same: 90.0
cross: 51.7 cross: 67.9
Table 6 shows a pair of T-LASER and cT-
LASER model trained under a bilingual setting
(‘en-es, es-en’). This bilingual experiment would
demonstrate two points. Firstly, the LASER/T-
LASER framework needs pivot languages on both
the target and source sides. The ‘en-es, es -en’
training curriculum lacks the pivot language on the
source side (a common input language for the same
target language). Thus T-LASER has excellent
same-language performance and bad cross-lingual
performance. Secondly, by including the distance
constraint term, we can overcome this problem and
get much better cross-lingual performance (over
16%). In the previous five languages setting, both
the translation loss and the distance constraint loss
would drive the two document embedding closer.
In this bilingual case, due to the lack of the pivot
language on the source side, the translation loss
is mainly for the information adequacy (the same
language performance). The most important driv-
ing force between cross-lingual knowledge transfer
would be the distance constraint loss. Through this
bilingual experiment, we can examine the effec-
tiveness of the distance constraint training more
independently. Moreover, it also shows that the dis-
tance constraint training can offer a simple solution
to the cases where pivot language is absent.
5 Conclusion
In this paper, we presented a transformer-based
document embedding model cT-LASER. It is im-
proved from LASER and is further enhanced by a
novel distance constraint loss term during training.
cT-LASER is faster than the single-layer LASER 1
and has better performance than both LASER 1
and LASER 6.
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