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$X:=(X_{1}, \ldots, X_{n})$ $f(x, \theta):=\Pi_{i=1}^{n}f_{0}(x_{i}, \theta)$
$f(x, \theta)$ , $\theta$ $\theta$ $g(\theta)$
$L(\theta, d)=(d-g(\theta))^{2}$ $\theta$ (
) $q(\theta)$ $\delta$ $R(\theta, \delta)=E_{\theta}\{L(\theta, \delta)\}$





(Al) $g(\theta)$ $\delta$ $e(\theta)=E_{\theta}(\delta)$ (
$)$ :
$Var_{\theta}(\delta)\geq(e’(\theta), e"(\theta))V_{n}^{-1}(e’(\theta), e"(\theta))^{T}$ (2.1)
$V_{n}=(\begin{array}{ll}I_{n} K_{n}K_{n} J_{n}\end{array})$
$I_{n}(\theta)=E_{\theta}\{(f’/f)^{2}\},$ $J_{n}(\theta)=E_{\theta}\{(f"/f)^{2}\},$ $K_{n}(\theta)=E_{\theta}(f’f"/f^{2})$
$(n\geq 1)$ . $I_{1}(\theta)$ (2.1) Zacks
(1971)
(A2) $\theta$ $q(\theta)$ $q(a)=q(b)=0$
2.1. (Koike (2006)) (Al) (A2)
$I_{n}=nI_{1}, J_{n}=nJ_{1}+n(n-1)I_{1}^{2}, K_{n}=nK_{1}$ . (2.2)
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3.1. (Borovkov and Sakhanenko (1980)) $n=1$ (Al) (A2)
$B(q, \delta)\geq\frac{C^{2}}{C+D}$ , (3.1)
$C:= \int_{\Theta}\frac{g^{\prime 2}q}{I_{1}}d\theta, D:=\int_{\Theta}\frac{1}{q}(\frac{g’q}{I_{1}})^{\prime 2}d\theta.$
$n\geq 1$ (2.2) (3.1)
$B(q, \delta)\geq Cn^{-1}+(-D)n^{-2}+O(n^{-3}) (narrow\infty)$ (3.2)
Brown and Gajek (1990)
( )
3.2. (Brown and Gajek (1990)) $n=1$ (Al) (A2)
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3.3. (Koike (2006)) $n=1$ (Al) (A2)
$B(q, \delta)\geq(\int_{\Theta}\frac{g^{\prime 2}q}{I_{1}}d\theta, -\int_{\Theta}\frac{g’g"q}{I_{1}}d\theta)W^{-1}(\int_{\Theta}\frac{g^{\prime 2}q}{I_{1}}d\theta, -\int_{\Theta}\frac{g’g"q}{I_{1}}d\theta)^{T}$ (3.5)
$W=\{E(S_{i}S_{j})\}_{i,j=1,2}$ $2\cross 2$
$S_{i}= \frac{1}{f_{0}q}\frac{\partial^{i}}{\partial\theta^{i}}(\frac{g’qf_{0}}{I_{1}}) (i,j=1,2)$ .
3.1. (Koike (2006)) $n\geq 1$ (Al) (A2) (3.5)
$B(q, \delta)\geq Cn^{-1}+(-D+E)n^{-2}+O(n^{-3}) (narrow\infty)$ (3.6)




$b( \theta)=E_{\theta}\{\delta(X)\}-g(\theta)=\frac{b_{1}(\theta)}{n}+O(n^{-2}) (narrow\infty)$ .
(A3) Brown and Gajek (1990)
$B(q, \delta)\geq Cn^{-1}+(R_{1}+R_{2})n^{-2}+O(n^{-3}) (narrow\infty)$ (4.1)
$R_{1}:=2 \int_{\Theta}\frac{b_{1}’g’q}{I_{1}}d\theta, R_{2}:=\int_{\Theta}b_{1}^{2}qd\theta.$
Brown and Gajek (1990)
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4.1. $n=1$ (Al) (A2)
$B(q, \delta)\geq\int_{\Theta}(g’+b’, g"+b")V_{1}^{-1}(g’+b’, g"+b")^{T}qd\theta+\int_{\Theta}b^{2}qd\theta$ . (4.2)
4.1. $n\geq 1$ (Al) (A3) (4.2)
$B(q, \delta)\geq Cn^{-1}+(R_{1}+R_{2}+R_{3})n^{-2}+O(n^{-3}) (narrow\infty)$ (4.3)
$R_{3};= \int_{\Theta}\frac{(g’K_{1}-g"I_{1})^{2}}{I_{1}^{4}}qd\theta\geq 0.$
(3.3) (4.2) (4.1) (4.3)
$R_{3}n^{-2}+O(n^{-3})\geq 0 (narrow\infty)$ .
$4.1$ . Brown and Gajek (1990) 2.7 (4.3) $b_{1}$
$B(q, \delta)\geq Cn^{-1}+(-D+R_{3})n^{-2}+O(n^{-3}) (narrow\infty)$ .
$K_{1}=0$
4.2. $n=1$ (Al) (A2) $K_{1}=0$
$B(g, \delta)\geq\frac{C^{2}}{C+D}+Q_{1}(b)+Q_{2}(b)+Q_{3}(b)+Q_{4}(b)$ , (4.4)
$Q_{4}(b);= \int_{\Theta}\frac{(g"+b")^{2}}{J_{1}}qd\theta\geq 0.$
4.1. $X$ $N(\theta, 1)$ # $\theta$ $N(\mu, \sigma^{2})$
$g(\theta)=\theta^{2}$ $X$ $\theta$





$g’(\theta)=2\theta,$ $g”(\theta)=2,$ $I_{1}(\theta)=1,$ $K_{1}(\theta)=0$ 4.1
$(4.2)= \frac{2\sigma^{2}(2\sigma^{4}+2\mu^{2}\sigma^{2}+2\mu^{2}+\sigma^{2})}{(1+\sigma^{2})^{2}}.$
(4.2)
Koike (2006) $n\geq 1$
$X_{1},$
$\ldots,$




$B(q, \delta)=4(\mu^{2}+\sigma^{2})n^{-1}+\frac{-2(2\mu^{2}+3\sigma^{2})}{\sigma^{2}}n^{-2}+O(n^{-3}) (narrow\infty)$ .
4.1
$(4.3)=4( \mu^{2}+\sigma^{2})n^{-1}+\{-4(2+\frac{\mu^{2}}{\sigma^{2}})+2\}n^{-2}+O(n^{-3})$
as $narrow\infty$ . (4.3) $O(n^{-3})(narrow\infty)$
(3.6)
$4( \mu^{2}+\sigma^{2})n^{-1}+\{-4(2+\frac{\mu^{2}}{\sigma^{2}})+\frac{2\mu^{2}}{\mu^{2}+\sigma^{2}}\}n^{-2}+O(n^{-3})$ , (4.5)
(4.3) (4.5)
$(2- \frac{2\mu^{2}}{\mu^{2}+\sigma^{2}})n^{-2}+O(n^{-3}) (narrow\infty)$ , (4.6)
$2- \frac{2\mu^{2}}{\mu^{2}+\sigma^{2}}\geq 0$ (4.3) (3.6) $n^{-2}$
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4.2. $X$ $Po(\lambda)$ $\lambda$
$Ga(a, b)(a, b>0)$ $g(\theta)=e^{-\lambda}$ ($X=0$ )





$Ga(1,1)$ $2.614\cross 10^{-2}$ $4.635\cross 10^{-2}$ 4. $753\cross 10^{-2}$ $4.761\cross 10^{-2}$
$Ga(1,2)$ $1.592\cross 10^{-2}$ 3. $971\cross 10^{-2}$ $5.269\cross 10^{-2}$ $5.285\cross 10^{-2}$
$Ga(2,2) 3.312\cross 10^{-3} 1.403\cross 10^{-2} 1.490\cross 10^{-2} 1.507\cross10^{-2}$





5.1. $\epsilon>0$ $a>0$ $\theta\in(\theta_{0}-\epsilon, \theta_{0}+\epsilon)$
$0<a\leq|K_{1}(\theta)|$ (5.1)




$\theta$ $I^{*}= \sup_{\theta}I_{1}(\theta),$ $I_{*}= \inf_{\theta}I_{1}(\theta)$
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5.1. Borovkov (1998)
$\sup_{\theta\in(\theta_{0}-\epsilon,\theta_{0}+\epsilon)}E_{\theta}\{(\hat{\theta}-\theta)^{2}\}\geq\frac{1}{I^{*}}n^{-1}-\frac{\pi^{2}}{\epsilon^{2}I_{*}^{2}}n^{-2}+O(n^{-3})$ $(narrow\infty)$ . (5.3)
(5.2) (5.3) $n^{-2}$
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