The cold start emissions from gasoline fuelled vehicles are a major challenge when meeting vehicle emissions regulation. Vehicle manufacturers therefore undertake extensive design and testing of the entire exhaust and engine control systems, which is both time consuming and costly. This is particularly an issue with the growing number of control parameters in modern powertrains. This paper presents a methodology that integrates appropriate physics-based models of the engine and aftertreatment into a numerical optimisation scheme, and is proposed as a possible means of reducing this calibration effort. The methodology is demonstrated over a prescribed drive cycle by identifying the optimal spark timing trajectory that maximises fuel economy while meeting emissions constraints. The trends in the resulting control policy are explained and the results are validated where possible.
INTRODUCTION
During the 20th century the number of cars with internal combustion engines grew rapidly. The pollution released from those vehicles raised serious health and environmental issues [1] , which led to the development of legislation regulating carbon monoxide (CO), nitrogen oxides (NO X ) and hydrocarbon (HC) emissions in many countries. To improve air quality and account for the increasing number of cars, the allowable cumulative emissions limits are being continually tightened. For example, the limits on CO, NO X and HC emissions in the recent Euro-5 standard for gasoline fuelled passenger vehicles are less than half of those of Euro-3, which was first introduced in the year 2000 [2] .
Today, in most vehicles with gasoline fuelled engines these emissions limits are achieved with the use of three-way catalysts, which are part of the exhaust system. These devices are designed to convert CO, NO X and HC engine-out emissions to much less harmful CO 2 , H 2 O and N 2 . However, the conversion efficiency of catalysts is generally poor whilst their bed temperatures are low. Consequently, a significant amount of pollution is typically released into the atmosphere as a catalyst is warmed up to its light-off temperature. Cold start emissions are now viewed as one of the primary obstacles in meeting future emissions standards.
Engine control is a relatively cheap and effective approach for limiting cold start tailpipe emissions, whilst avoiding the need for additional or upgraded hardware. A common control strategy is to retard the spark timing to reduce the thermal efficiency of the engine. This enables more heat to be rejected into the exhaust, which reduces the time to catalyst light-off and also tends to reduce the overall CO, NO X and HC emitted. These improved emissions are, of course, achieved at the cost of increased fuel consumption. Maximising fuel economy, whilst meeting the required emissions standard, can thus not only help lower CO 2 emissions, which contribute significantly to global warming, but also provide car manufacturers with a competitive advantage.
The control systems of most production engines use static maps to determine engine control parameters during operation. With the growing number of control parameters in newer engines, maintenance of map-based calibration is an ongoing challenge. To reduce the number of experiments, the industry standard is to use Design of Experiment (DoE) approaches, in which fitting of black-box models to the acquired data is typically performed for subsequent off-line searching of the optima. The Matlab Model-based Calibration
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Toolbox [3] and AVL CAMEO [4] are examples of commercially available and widely used static optimisation tools in the automotive industry.
Alternative approaches aim to develop more accurate and less time consuming methods. For example, Hafner and Isermann [5] proposed using engine models in the form of neural networks, calibrated based on relatively small dynamic data sets, for optimising engine control inputs at fixed torque and speed points approximating drive cycle conditions. The model's ability to accurately reproduce the engine's behaviour, however, remains an open topic. Alternatively, Jankovic and Magner [6] and Popović et al. [7] investigated use of extremum seeking algorithms, where engine control variables are perturbed on-line and the changes in the objective function are measured to identify the direction of the search. Although these approaches can be helpful in calibrating the engine maps, current implementations of extremum seeking are still too slow to be directly applicable in real-time engine control.
However, even if the static engine maps are optimally calibrated, it remains unclear whether such point-wise calibration can yield an optimal control policy during transient engine operation. Consequently, there have been a number of studies considering minimisation of cold start fuel consumption subject to cumulative tailpipe emissions constraints under transient driving conditions. These methodologies can be purely experimental [8] , black-box [9] or phenomenological [10; 11] , or approaches that indirectly consider tailpipe emissions [12; 13; 14; 15; 16] . Whilst the experimental approach is currently the industry standard, it is often time consuming and therefore costly. Black-box and phenomenological models require more significant calibration effort. Indirect consideration of tailpipe emissions in the optimisation can yield inaccurate or misleading results. This paper proposes an alternative approach, where numerical optimisation procedures are applied to a low order, physicsbased model of a spark ignition engine, an exhaust system and a three-way catalyst [17] to identify optimal engine control strategies and trends for prescribed driving conditions. This methodology is illustrated by an example, where a cold start spark timing strategy, minimising fuel consumption under cumulative tailpipe emissions constraints, is identified. The methodology can be easily extended to enable a multi-parameter optimisation.
THE INTEGRATED MODEL
To aid the development of optimal spark ignition engine control strategies, a warm-up model, describing thermodynamic processes in a gasoline fuelled spark ignition engine, an exhaust system and a three-way catalyst is first required. The model used in this study is an extension of [17] . It additionally considers engine warm-up and friction dynamics, and includes an engine-out emissions model, which ensures that the λ-value of the exhaust composition modelled is consistent with the λ setpoint in the engine. The latter is an important change, as catalyst dynamics can be very sensitive to λ in the exhaust.
The structure of the overall model is shown in Figure 1 . It calculates instantaneous fuel consumption, as well as the mass flow rates of the legislated CO, NO X and HC tailpipe emissions under transient driving conditions, specified by engine torque and speed trajectories. Whilst other integrated models of engines and exhaust systems have been developed using mostly black-box and empirical approaches [9; 18; 19; 20; 21; 22] , this model is based largely on physical principles, making it reasonably accurate, modular, portable and more easily calibratable, but nonetheless, of low enough order to permit integration into dynamic optimisation studies or realtime simulation. Only fully warm engine maps and the results from a single transient engine test with an appropriately instrumented engine and exhaust system are required for its complete calibration.
The engine is represented by a second order mean value model very similar to that of Keynejad and Manzie [23] . It calculates the intake manifold pressure, exhaust port gas temperature and fuel consumption as a function of engine control setpoints, based on the mass and energy conservation equations, and a minimum set of empirical relations. The physics-based approach used results in a modular and portable structure with a minimum number of parameters to be calibrated.
Whilst Keynejad and Manzie [23] have used motoring friction correlations to approximate firing friction, this engine model considers firing friction directly. It is specified by a function of the engine speed and lumped engine temperature and is expected to be easily adaptable to many engine designs using a simple calibration procedure based on a single transient cold start test. Stripped down engine testing, which is often required for calibration of motoring friction relations, is avoided. Furthermore, unlike in [23], in-cylinder heat transfer coefficient parameters are calibrated based on fast exhaust port gas temperature measurements, enabling high frequency temperature dynamics to be accurately modelled using the mean value approach. These dynamics can have a significant influence on the catalyst response and are therefore important to consider. To simulate driving conditions using representative engine speed and torque trajectories, the dynamometer control system model is used. This model is implemented as a PI controller, adjusting the engine's throttle angle α to track the reference torque for some prescribed engine speed N ref .
Due to the complexity of the emissions formation mechanisms and to ensure that only relevant time scales are captured in the model, engine-out CO, NO X and HC emissions are approximated by static functions of the engine state and control setpoints. Nitrogen oxide emissions are assumed to be composed of only NO, as the amount of NO 2 released from spark ignition engines is typically very low [24] . Other emissions (O 2 and H 2 ) required by the catalyst model are estimated based on chemical equilibrium calculations, whilst ensuring consistency between the exhaust gas composition and the λ setpoint in the engine.
The exhaust manifold and the pre-catalyst connecting pipe are both modelled using a lumped parameter approach. Warm-up behaviour and heat transfer between the exhaust gas and inner surfaces, and between outer surfaces and the ambient air are considered. These models estimate the gas temperature drop from the exhaust port to the catalyst inlet.
The three-way catalyst is modelled using a one-dimensional physics-based approach similar to Pontikakis and Stamatelos [25] . The model considers substrate warm-up dynamics, heat and mass transfer between the exhaust gas and the washcoat, thermal conduction in the substrate, heat release from exothermic reactions, oxygen storage and a reduced order chemical kinetic scheme with 10 reactions. The model, which is represented by partial differential equations, can simulate temporal and spatial distribution of temperature, as well as CO, NO and HC concentrations along the length of the monolith. The solutions are developed after discretisation of the spatial coordinate and subsequent conversion of the equations to a set of ordinary differential equations. The number of nodes used in the discretisation determines the order of the model and affects the accuracy of simulated tailpipe emissions. However, it has been previously demonstrated [26] that the results obtained using low order model formulations can approach those of high order. Furthermore, these lower order models can be simulated at speeds significantly faster than real-time on a standard desktop PC. This approach is therefore adopted in this work.
The overall model is represented by a system of differential algebraic equations,
where functions F integ and G integ enclose the model equations, u is the model input vector defined by and and are state and algebraic vectors respectively for a catalyst discretised using n cat nodes.
The outputs are given by (2) 
MODEL VALIDATION
The integrated model, specified by (1), (2) and n cat = 2, was fitted to a Euro-3 engine with an aged Euro-2 under-floor catalyst. It was then validated over the first 400 seconds of the New European Drive Cycle (NEDC). This was roughly the time required for the engine to reach a fully warm state and substantially longer than the time until catalyst light-off. The model equations were solved subject to previously measured control inputs (as set by the ECU) and engine torque-speed trajectories defining the drive cycle, such that
These inputs contain high frequency information, which propagates to the tailpipe concentrations calculated. To enable easier interpretation and comparison of the modelled and measured results, the simulated instantaneous emissions have been processed using low pass filters with cut-off frequencies corresponding to those of the gas analysers. Figure 2 shows excellent agreement between simulated and measured fuel consumption. Over the 400 second period the cumulative error is only 1.6% of the total fuel consumed. The exhaust port gas temperature modelled is also in close agreement with experiment, as seen in Figure 3 . Figure 4 compares measured and calculated instantaneous and cumulative CO tailpipe emissions. The results demonstrate that the time until CO light-off is predicted well, while the overall modelling error in the cumulative CO emissions is less than 14% of the total CO emitted from the engine. The observed disagreement between the modelled and simulated emissions is primarily caused by the errors in the estimated catalyst model inputs, particularly the feedgas emissions. This is evident from the cumulative emissions plots, where the measured and modelled quantities begin to diverge prior to the catalyst light-off. Nonetheless, the agreement between the model and the experiments is reasonable and most trends are reproduced.
Similarly, NO results are presented in Figure 5 . It can be seen that shortly after a cold start tailpipe NO emissions are overestimated by the model. This is partly the result of using warm engine data for calibration of the engine-out emissions model, and thus neglecting the effect of combustion chamber wall temperatures. The observed saturation of the measured tailpipe NO concentration is the result of exceeding the maximum range of the gas analyser. This makes the measured cumulative emissions appear less than the true quantities. Differences between modelled and measured cumulative emissions are hence exaggerated.
Figure 3. Measured and calculated exhaust port gas temperature
Simulated and measured tailpipe HC emissions are shown in Figure 6 . Again, the observed discrepancies are largely caused by the errors introduced in the engine-out emissions model. However, cumulative tailpipe emissions compare well and overall are within 2% of each other with respect to measured cumulative feedgas emissions.
OPTIMAL CONTROL PROBLEM FORMULATION
Spark timing trajectories θ(t) that minimise cold start fuel consumption under cumulative tailpipe emissions constraints are identified by solving the following optimal control problem, where the cost junction J is defined as
The constraints imposed on (4) are specified by the equations of the integrated model (1) and (2), the prescribed driving conditions,
(6a) (6b)
and the cumulative tailpipe emissions limits,
with vector m tp,max defining the maximum permissible cumulative CO, NO and HC tailpipe emissions. In this study the limits in m tp,max were based on Euro-3. The spark timing was specified in the optimisation procedure by an offset from the production control strategy previously obtained during an NEDC test. The other variables in u were prescribed the respective trajectories measured during the same test,
Only the first 400 seconds of the drive cycle were considered, and thus t cyc = 400 s. This time frame encapsulated catalyst light-off and engine warm-up from a cold to an almost fully warm state. To ensure that the engine operating conditions remained within the range of data used in the calibration of the model, spark timing was constrained according to (9) except during the last 4 idle events, when the spark timing was fixed to the θ MBT (t) − 30° limit. The maximum brake torque (MBT) spark timing was specified by a static function of the form,
for p im ∈ x, λ ∈ u, N = N ref and i + j + k ≤ 2, where parameters a MBT,i,j,k were calibrated based on steady state data with spark timing sweeps for a fully warm engine.
OPTIMAL CONTROL PROBLEM SOLUTION
The dynamic optimisation problem (4) was solved using iterative dynamic programming [27] , with an evenly spaced time grid, composed of Δt = 20 second intervals. The solution is presented in Figure 7 , along with the limits (9) . The respective simulated cumulative fuel consumption and tailpipe emissions are shown in Figure 8 .
The spark timing policy is characterised by a period of initially significant retard, where it is in close proximity of Figure 7 . Optimised cold start spark timing strategy the retard limit. This is followed by a transition to near MBT timing for a fully warm engine. Note that this does not apply to the last 4 engine idle periods, as spark timing was effectively excluded from the optimisation during these intervals due to the spark timing constraints used.
The maximum indicated thermal efficiency is observed near the MBT spark advance for a warm engine. Thus, significantly retarded ignition leads to a reduction in the indicated efficiency. Under such conditions, more heat is rejected with the exhaust, which causes the exhaust enthalpy to increase and enables the catalyst warm-up time to be reduced. This strategy also tends to reduce engine-out NO and HC emissions from the engine considered, which provides additional benefits.
From Figure 8 catalyst light-off occurs roughly 60 seconds after engine start. The optimised spark timing remains retarded from MBT until approximately 130 seconds, long after light-off has occurred. The additional influx of heat appears to be required to raise the catalyst temperature further, in order to achieve higher pollutant conversion efficiencies during the acceleration event at roughly 120 seconds.
Near MBT operation later in the cycle facilitates better fuel economy at the expense of reduced exhaust enthalpy input into the catalyst. However, by that stage the catalyst is sufficiently warm to maintain a working temperature from the exothermic reactions taking place in the washcoat.
By the end of 400 seconds, cumulative HC emissions are almost at the Euro-3 limit, suggesting that further reduction in fuel consumption may be limited by the emissions constraints. This tradeoff between fuel consumption and tailpipe emissions, therefore, emphasises the opportunity to improve fuel economy if the emissions are below the limits.
The solution to the emissions constrained minimum fuel consumption problem was developed, whilst extensive and time consuming cold start experiments were avoided. Roughly a day was required to identify the strategy on a typical desktop PC. Further improvements in terms of computational speed and finer time resolution can be obtained using faster processing speeds or parallel computing. 
VALIDATION OF LOCAL OPTIMALITY
To gain confidence in the results of the optimisation the performance of the model, subject to the optimised spark timing strategy, needs to be verified. The strategy was therefore implemented on an engine. Simulated and measured results are presented in Figure 8 . Note that the observed differences are not only the result of the modelling assumptions used, but are also the consequence of imprecise control policy implementation, caused primarily by phasing errors between the spark timing strategy and the prescribed engine torque and speed trajectories. It is observed that the fuel consumption results agree well, and there is also reasonable correlation between the simulated and measured emissions. The largest errors observed are related to the NO emissions, which depend most strongly upon the combustion chamber temperatures. As already discussed, one of the causes of the discrepancy is the neglect of this temperature dependence and use of fully warm engine data for calibration of the engine-out emissions model. During engine warm-up the cylinder walls are relatively cool and the peak temperatures during combustion are lower than in a warm engine. Consequently, NO emissions, the formation of which is stimulated by the higher temperatures, are lower in a cold engine, but are are overestimated under these conditions.
In this study, errors in the simulated cumulative CO and NO tailpipe emissions were not expected to affect the optimality of the control strategy produced. Both measured and modelled quantities are well within the emission limits, and the respective constraints were inactive. As both cumulative HC tailpipe emissions and fuel consumption, the reduction of which was limited primarily by these emissions, were accurately simulated by the model, the optimality of the engine control policy produced is expected to be near the optimum, provided that the optimisation procedure converged globally.
To further validate the solution to (4), the optimised spark timing was offset by −10°, −5°, 5° and 10°. The perturbed control strategies were implemented on an engine and the results are shown in Figure 9 , where the offset of 0°c orresponds to the optimised trajectory. While the trajectories with retarded spark timing appear to satisfy the emissions constraints, they result in an overall fuel consumption increase. Conversely, trajectories with more advanced spark timing improve the fuel economy, but violate the hydrocarbon limits. The minimum achievable fuel consumption, that allows all the emissions constraints to be satisfied, corresponds roughly to an offset of 0°. Therefore, the experiments confirm the local optimality of the control policy. Of course, this is not an exhaustive evaluation of optimality, which would require an impractically large number of experiments The Engineering Meetings Board has approved this paper for publication. It has successfully completed SAE's peer review process under the supervision of the session organizer. This process requires a minimum of three (3) reviews by industry experts.
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