We show, with direct numerical simulation of three-dimensional magnetohydrodynamic turbulence with a mean magnetic field, B, that the time behavior of the dynamo α-effect is constrained by the dynamics of magnetic helicity. A time-scale t c is introduced such that for t < t c , the α-coefficient calculated from the simulation is close to the result given by Field
Introduction
The generation and amplification of magnetic field in many physical systems are often attributed to the turbulent dynamo effect. Since the seminal papers by Parker(1955) and Steenbeck, Krause and Rädler (1966) , a whole body of theory, namely, Mean Field Electrodynamics (MFE) has been developed to explain the dynamics of magnetic field generation in cyclonic or helical turbulence in a conducting fluid (Moffat 1978, Krause and Rädler, 1980) . In such a fluid, the velocity field, v, stretches the magnetic field, b, in such a way that the correlation of v and b results in an electromotive force, v × b that amplified the mean magnetic field, B, through the relation
Here, the coefficient α represents the so-called α-effect (Moffatt, 1978) ; it is calculated in MFE as α M F E ∼ −τ /3 v · ∇ × v , where τ is the correlation time of the turbulence.
MFE is a kinematic theory, in that the velocity field is prescribed and no back reaction of the magnetic field on the velocity field is considered. Therefore, its applicability to circumstances where the velocity field is affected by the growing magnetic field is questionable. Many authors have tried to modify MFE so that the quenching of the α-effect due to the back reaction of the magnetic field is considered (see Field et al , 1999 , and references therein). However, the nonlinear nature of the problem introduces so much difficulty that the effect of the back reaction is still under debate.
Two kinds of approaches have been used to tackle the nonlinearity of the problem.
The first approach is to directly simulate the MHD turbulence so that the quenching of the α-effect can be studied. The second approach is to study the dynamics of magnetic helicity A · B and and relate it to the α-effect. The dynamics of magnetic helicity has been extensively studied and applied to the dynamo problem since the pioneering work by Zeldovich (1957) on a 2D MHD system. For a 3D incompressible MHD system, we separate the vector potential A into a large-scale part A and a small-scale part a. Similarly, we write the magnetic field as B = B + b and the velocity field as V = V + v. By un-curling the induction equation for B,
we have the equation for A,
Here λ is the magnetic diffusivity and ψ is the scalar potential. Dotting (2) with a and (3) with b and summing the resulting equations together, we have the equation for the ensemble average of the small-scale magnetic helicity
where ψ ′ is the fluctuating component of the scalar potential. The third term in (4) comes from the v × B term in both (2) and (3), which represents the interaction between the small-scale velocity field v and the large-scale magnetic field B. The physics of this term can be explained as follows. The line stretching, twisting and folding of B will produce b and a, therefore affect the generation and diffusion of a · b within a volume V . The equation for the large-scale magnetic helicity, A · B, can also be derived. The equations for
Following Moffat (1978) , we assume ensemble of ensemble and have
Note that the third term in (7) has the opposite sign of the third term in (4), showing that the electromotive force v × b generates A · B of the appropriate sign. Define the following two flux terms
With (8) and (9), we may re-write (6) and (7) in the limit of λ → 0 in the form
where E = v × b is the electromotive force. The conservation of total magnetic helicity,
immediately follows from the above two equations and reads
which holds for ideal MHD. Gruzinov and Diamond (1994 related the dynamics of magnetic helicity, i.e., equation (4), to the quenching of the dynamo α−effect.
By assuming stationarity of the MHD turbulence in a closed system, they argued that
; therefore, with relation (1) and equation (4), they gave a modified α-coefficient in the form
which interpolates between the MFE result α M F E and the quenching result α = α M F E Rm(B/vrms) 2 (see also Vainshtein, 1991 and Vainshtein & Cattaneo, 1992) . Here R m is the magnetic Reynolds number. For astrophysical systems where R m ≫ 1, (13) implies a strong suppression of the α−effect. The numerical simulation by Cattaneo and Hughes (1996) with a particular R m = 100 and different values of B supports this result.
However, Blackman and Field (2000) argued that the result by Gruzinov and Diamond might be too simple for real astrophysical systems because most astrophysical objects are open systems. As they point out, the assumption that a system is closed forbids a non-zero net flux of magnetic helicity from the system. In real astrophysical systems like the Sun, the boundary is open, and magnetic helicity can flow through it. For open systems where B cannot be assumed constant, Bhattacharjee and Yuan (1995) suggested that
for R m → ∞, where J = ∇ × B and κ 2 is a positive functional of the statistical properties of the MHD turbulence.
Another assumption made by Gruzinov and Diamond, the stationarity of the MHD turbulence, is also questionable when the modified α coefficient in (13) is applied to real astrophysical systems. This is because transient phenomena such as solar flares on the Sun and supernova explosions in the Galaxy will disturb any steady state of the plasma in many astrophysical objects. For further discussions of the temporal behavior of the dynamo α−effect, we focus on a closed system and neglect the boundary effects due to ∇ · f and ∇ · F. The resulting equations for the small and large scale magnetic helicity can be written
and
where relation (1) is used. The interpretation of equations (14) and (15) is that: the production of positive/negative large-scale magnetic helicity, A · B, by the dynamo α−effect is due to the production of negative/positive small-scale magnetic helicity, a · b and to dissipation, λ B · ∇ × B . For systems with λ → 0, the total magnetic helicity, A · B+ a · b , is conserved, and dynamo α−effect can be understood as a pumping effect that transfers small-scale magnetic helicity to large scales without generating any total magnetic helicity in the (closed) system. To illustrate such a pumping effect, consider the case that at certain time the small-scale magnetic helicity is zero, a · b = 0. A dynamo α−effect with positive α coefficient will pump positive magnetic helicity from small scales to large scales, and leave negative magnetic helicity at small scales, so that after some critical time t c , a · b < 0,
A · B > 0, and a · b + A · B = 0. To quantify these effects, consider the case in (14) that λ is very small (as in astrophysics). If at t = 0, a · b = 0, the integral of the resulting equation gives
For small times, it is reasonable to assume that
the dynamical value calculated by Field et al (1999) , so
This should be valid for small values of t. However, as t increases, a · b (t) approaches the maximum that can be associated with the given small-scale magnetic energy. It can be shown from the realizability condition (Moffatt 1978) that
where L is the outer scale of the turbulence, and b rms is the rms small-scale field strength.
In light of this, (17) is valid only up to a critical time t c given by
Since α F BC ∼ O(v rms ), where v rms is the rms velocity, and L/v rms = t eddy , the eddy turnover time,
A more realistic estimate of t c should include a correction factor, which modifies the above formula to t c ∼ = Ct eddy brms B
2
. The correction factor C depends the ratio v rms /α F BC . It also depends on the ration | a · b |/2Lb 2 rms . C can be estimated from numerical simulation results, as we will do in next section.
When t > t c , because there is no further small-scale magnetic helicity to draw on,
and from (14) we have
which implies that α no longer equals α F BC , but rather is determined by the fact that the only available source for the large-scale magnetic helicity being pumped by α is that which is being dissipated at small scales with appropriate sign. Since λ is usually very small, this leads to strong suppression of α. To estimate the value of the suppressed value of α, α sp , we replace the current helicity of magnetic field, b · ∇ × b , with the value corresponding to a maximally helical small-scale field (which we assumed to result from (17) at t = t c ), which
Hence
Since |α F BC | ∼ v rms , and R m = Lv rms /λ, this can be written as
This formula is consistent with (13) when R m is large, and is identical to that of Seehafer (1995) . However, notice that unlike previous derivations, ours depends critically on time; so
In above discussion, we made the following assumptions that require further justification: (1)the system initially has certain amount of magnetic helicity that can be estimated as Lb 
Numerical Model and Simulation Results

Numerical Model
Under an external force F , the undimentionalized incompressible MHD equations can be written as (with Einstein summation convention)
where ν and λ are the molecular viscosity and magnetic diffusivity, respectively. Note that we have written b in units of √ 4πρ after dividing both sides of the Navier-Stokes equation and the induction equation by density ρ. If we use a hat, ∧, to denote discrete Fourier transform, and ⊗ to denote convolution, the above equations in Fourier space are
Here P is the projection operator defined as
In our simulation, we treat the system as a cube [0, 2π) × [0, 2π) × [0, 2π). The Cartesian coordinate of a grid point can be written as
− 1. Because we assume periodic boundary conditions, the surface terms ∇ · f and ∇ · F in equations (10) and (11) With the projection operator P, the divergence free condition (32) will be satisfied for t > 0 as long asv andb are divergence free at t = 0. All our simulations start from divergence free initial conditions. We employ a second-order Runge-Kutta(RK2) method to advance equations (30) and (31) in time. We can exploit the advantage of using RK2 in the following two aspects. First, an integral factor can be easily introduced with the transform
Second, aliasing errors can be reduced by introducing positive and negative random phase shifts at the first and second stages of RK2, respectively (Machiels and Deville, 1998) . The forcing term used in our simulation is a combination of the one used by Chen et al (1993) and the one used by Brandenberg (2000), with slight modification. Chen et al employed a forcing term that maintains the energy density values at k = 1 and k = 2 so that the energy spectrum of velocity field always follows Kolmogoroff k −5/3 law at k = 1 and k = 2.
In Brandenberg's simulation, he injected helical waves of random phases at k = 5. Because our simulations start from an established hydrodynamic turbulence, we first use the forcing by Chen et al to obtain a fully developed turbulence. Then, we stop forcing the turbulence at k = 2, and change the forcing at k = 1 to the form
Here F c is a forcing term that is similar to the one adopted by Chen et al . It is calculated by multiplying the velocity components within shell S 1 : 0.5 < |k| ≤ 1.5 by a factor, γ > 1, so that before a new step of integration starts, the kinetic energy density within this shell is reset to E 1 = 0.24. Phases of the velocity components within the shell are not changed.
This forcing is equivalent as lengthening the velocity vector within shell S 1 by a factor γ − 1. Denote the increment of a velocity vector under force F c as δv = R + iI, where R, I are the real and imaginary parts of δU. In our simulations, we need to inject kinetic helicity into the turbulence. To do this with F c , we tune the angle between R and I so that they remain perpendicular to each other. Because kinetic helicity at k can be calculated as H(k) = 2k · R × I, in doing so, we inject kinetic helicity into the turbulence. The other forcing term, F b , has the form
Here F 0 < 1 is a factor adjusted at each time step so that the kinetic energy density within shell S 1 fluctuates within 5% of E 1 .ê is an arbitrary unit vector in Fourier space.
φ(t) is a random phase. Note that F (k) * = F (−k) so it is real, and it is helical in that F · ∇ × F = −kF 2 < 0, i.e., it has maximum helicity. The advantage of using (34) as the forcing term is that we can avoid strong fluctuations of kinetic and magnetic energy density with time and maintain kinetic helicity at certain level.
Simulation Results
To simplify matters, we set ν = λ in all our simulation runs, i.e., the magnetic Prandtl number is 1. ν(= λ) and B are taken as free parameters of the numerical simulations and set up as initial conditions. As the MHD turbulence reaches steady state, we calculate the Reynolds number of the turbulence with the formula R e (= R m ) = L v rms /ν, where L is the integral length scale of the system. If E vk is the kinetic energy spectrum, L is calculated
At t = 0, we impose a B = Bŷ into a fully developed hydrodynamic turbulence, and follow the MHD turbulence thereafter. We calculate the α Table 1 lists all the simulation runs that we obtained.
In Figure 1 , we plot the evolution of kinetic energy and magnetic energy. During the kinematic phase of the development, for the first few eddy turnover time, magnetic energy density grows as ∼ t 2 , followed by an exponential growth. The growing magnetic energy density will impose Lorentz force on the velocity field. The kinematic phase ends when the Lorentz force is strong enough to significantly change the velocity field, and magnetic energy growth slows down. There is then a dynamic phase during which the magnetic energy and the kinetic energy oscillates around a certain level. During this phase, we can estimate the rms values of both the velocity field and the magnetic field. They are calculated using the formulae v rms = 2E v /3 and b rms = 2E b /3, where E v and E b are the kinetic energy density and magnetic energy density. In Figure 2 , we plot the kinetic and magnetic energy spectra for the case of B = 0.1. At scales of k < 5, the kinetic energy density surpasses the magnetic energy density, showing that near the outer scales, the turbulence is largely hydrodynamic in nature. For k ≥ 5, the kinetic energy density is smaller than the magnetic energy density by a factor less than 4. We also plot the spectra of the absolute values of the kinetic helicity spectrum K k , the current helicity spectrum C k and the magnetic helicity spectrum M k (see the caption of Figure 2 for detailed definition of these spectra). In our simulations, we always force maximally (negative) helical flow within shell S 1 : 0.5 < |k| ≤ 1.5. This explains the relation 2E vk (k = 1) = |K k (k = 1)| in the plot. For k > 1, the flow is not maximally helical. Rather, K k decreases as k increases in a way similar to E vk , as it decays into small scales (large k). The current helicity, C k , is also concentrated at large scales, k ∼ 1, and decreases as k increases. In all of our simulations, we find that 90% of each of the kinetic helicity, the current helicity and the magnetic helicity are concentrated near the outer scales of the turbulence, i.e., k ≤ 4. In deriving relations (20) and (24), we assumed that magnetic helicity and current helicity are both concentrated near the outer scales of the turbulence, and approximated the total magnetic helicity and the total current helicity with 2Lb is not valid for all of the cases. Therefore, when comparing our estimation of the suppressed dynamo α coefficient (equation (24)) with the result of Cattaneo and Hughes (1996) , i.e., equation (13), we must take this factor into account.
To study the relation between the dynamo α−effect and the dynamics of magnetic helicity, we re-write equation (14) in the form
We calculated the numerical results of each of the three quantities and the sum of them, and plotted them in Figure 3 . Panel (a) of Figure 3 is the temporal evolution of the quantity 2 v × b · B. The evolution of this quantity can be separated into two stages. For t ≤ 11, it first increases from 0 to a peak value of 0.28, then decreases until it changes sign at t ∼ 11.
After t ∼ 11, it oscillates around an averaged value of 0.0027 ± 0.0047. The second term in equation (36) The sum of all these three quantities should be zero for our closed system with periodic boundary condition, and this is shown in the bottom panel of Figure   3 .
We calculated the α coefficient with α(t) = v × b · B/B 2 and plotted it in the top panel of Figure 4 . The evolution of the small-scale magnetic helicity density, a · b , is shown in the middle panel of Figure 4 . The initial value of the small-scale magnetic helicity is assumed to be zero. After the start of simulation, negative small-scale magnetic helicity is built up by the α effect with positive α coefficient. The speed of this building-up process achieves its maximal value when the α coefficient reaches its peak value. After that, the build up of negative small-scale magnetic helicity slows down as the α coefficient decreases. As the positive α coefficient approaches zero, the second term in equation (36) Figure 3 together show that when the dissipation term becomes important, the negative magnetic helicity decays. Our estimation of α(t < t c ) is 0.12 ± 0.06, and that of α(t > t c ) is 0.008 ± 0.011. This clearly shows that the dynamo α−effect is a time-dependent quantity, and the constraint of magnetic helicity does not take effect on α until the building-up process of magnetic helicity is almost finished. Field et al (1999) gave an estimate of the α coefficient during the building-up process,
and the estimate of α coefficient after the building-up process will be that of Blackman and Field (2000) ,
α GD is an interpolation between above two formulae. To test how close these estimates to the measured α coefficient from our numerical simulation, we take R = R m B 2 /v 2 rms as a variable, and plot the measured α and the estimates of α from different models against this quantity. The results are given in Figure 5 . In panel (a) of Figure 5 , we plot α(t < t c ), , which we discussed previously in the Introduction section.
Discussion
The appearance of the electromotive force term in the equations for small-scale and large-scale magnetic helicity, i.e., (4) and (7), shows that the dynamo α−effect is related to the dynamics of magnetic helicity. But because the dynamo effect is not only determined by the induction equation but also the momentum equation of the velocity field, the external forcing term in the momentum equation will provide extra degrees of freedom to the dynamo α−effect, so that it is not completely determined by the dynamics of magnetic helicity.
Instead, as we have shown in previous sections, the dynamo α−effect is largely controlled by the velocity field during the stage that small-scale magnetic helicity of appropriate sign is being pumped into large scales. At the same time as the small-scale magnetic helicity is being pumped to large scales at this stage, the small-scale magnetic helicity of opposite sign will be built up. For closed astrophysical systems of very small magnetic diffusivity, such pumping process is in fact controlled by the dynamo α−effect, multiplied by B 2 . If the astrophysical system has very weak initial large-scale magnetic field, such building-up process can last for a very long time, provided that the α−effect can be estimated by α F BC .
Taking the Galaxy as an example, we estimate that if the initial seed field has a strength of B ∼ 10 −13 gauss (Field, 1994) , and if α ∼ α F BC ∼ v rms ∼ 10km/sec, then to build up the magnetic helicity to the current level in the interstellar medium, it will take ∼ 10 22 years.
The building-up process of magnetic helicity in the interstellar medium by α ∼ α F BC will be significantly accelerated if the large-scale magnetic field can be amplified. If we assume that the current values of small-scale and large-scale magnetic field strength are both 10 −6 gauss, then it takes only 1 million years to finish the building-up process. Hence the conclusion is that for the early years of the Galaxy when large-scale magnetic field was very weak, the α−effect was not constrained by the dynamics of magnetic helicity; however, as large-scale magnetic field was being amplified and as magnetic helicity of the appropriate sign was being built up, the constraints of magnetic helicity on the dynamo α−effect became more and more important, especially if the Galaxy were a closed system where magnetic helicity cannot escape. For open systems where magnetic helicity can escape, the constraints of the dynamics of magnetic helicity on the α−effect are different (Blackman and Field 2000) .
For this case, the boundary terms f and F in equations (10) and (11) must be taken into account, and one should use caution when applying the conclusions from studies of certain simplified models, such as the one used in this work, to real astrophysical systems.
One of the motivations of our work is the numerical study of magnetic helicity by Stribling et al (1994) . In their simulations, they find that the electromotive force is not suppressed for the first few eddy turnover times in a 3D MHD turbulence with an imposed moderately strong large-scale magnetic field and an R m → ∞. Our work is an extension of the work by Stribling et al in the following aspects: first, we introduced a critical time to seperate the non-suppressed stage from the suppressed stage of the α−effect; second, we numerically studied the dependence of the α−coefficient on the values of B, b rms , τ eddy and other quantities of the MHD turbulence. By doing so, we argued that the time behavior of the magnetic helicity dynamics plays an important role in the dynamo α−effect; therefore, one cannot simply ignore the ∂ t −terms when applying the magnetic helicity equations, (14) and (15), to real astrophysical systems.
Conclusion
We studied the constraint of magnetic helicity on the dynamo α−effect with 3D direct numerical simulation under periodic boundary conditions. The dynamics of magnetic helicity affects the dynamo α−effect only after the magnetic helicity at small scales is built up. Such building-up process can be understood as a pumping effect of the dynamo α−effect, and the α coefficient during this stage can be estimated according to the model by Field et al (1999) . As the small-scale magnetic helicity is built up to the level constrained by the realizability condition, the α−effect is quenched, and the α coefficient can be estimated according to the model by Blackman & Field (2000) . A critical time, t c ∼ t eddy b rms /B 2 , is introduced to separate these two stages.
We benefitted from our discussions with E.G. Blackman, A. Brandenberg, B. Chandran and R. Kulsrud. 
, where a is the vector potential of magnetic field; kinetic helicity spectrum of maximally helical flow, 2kE vk (k). Bottom panel: cumulative spectra of E vk , E bk , K k , C k and M k . Data are collected from Run II, averaged from time t = 52.5 to t = 62.8. For this case, L = 0.80 ± 0.02, v rms = 0.498 ± 0.008; therefore
Reynolds number is R e = R m = 29.8 ± 0.9. Table I for more details.
