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Abstract. We discuss anisotropic scaling of long-range dependent linear random fields X on
Z
2 with arbitrary dependence axis (direction in the plane along which the moving-average coef-
ficients decay at a smallest rate). The scaling limits are taken over rectangles whose sides are
parallel to the coordinate axes and increase as λ and λγ when λ→∞, for any γ > 0. The scaling
transition occurs at γX0 > 0 if the scaling limits of X are different and do not depend on γ for
γ > γX0 and γ < γ
X
0 . We prove that the fact of ‘oblique’ dependence axis (or incongruous scaling)
dramatically changes the scaling transition in the above model so that γX0 = 1 independently
of other parameters, contrasting the results in Pilipauskaite˙ and Surgailis (2017) on the scaling
transition under congruous scaling.
Keywords: random field; long-range dependence; dependence axis; anisotropic scaling limits; scaling transition; frac-
tional Brownian sheet
1 Introduction
[2, 3, 12, 13, 14, 16, 17, 19, 20] discussed scaling limits
{
A−1λ,γS
X
λ,γ(x), x ∈ R
ν
+
} fdd
−→ V Xγ , λ→∞, (1.1)
for some classes of stationary random fields (RFs) X = {X(t), t ∈ Zν}, where Aλ,γ →∞ is a normalization
and
SXλ,γ(x) :=
∑
t∈Kλ,γ(x)
X(t), x ∈ Rν+, (1.2)
1
are partial sums of RF X over rectangles Kλ,γ(x) := {t = (t1, . . . , tν)
⊤ ∈ Zν : 0 < ti ≤ λ
γixi, i = 1, . . . , ν}
and γ = (γ1, . . . , γν)
⊤ ∈ Rν+ is arbitrary. Following [13, 19] the family {V
X
γ , γ ∈ R
ν
+} of all scaling limits
in (1.1) will be called the scaling diagram of RF X. Recall that a stationary RF X with Var(X(0)) <∞ is
said long-range dependent (LRD) if
∑
t∈Zν |Cov(X(0),X(t))| = ∞, see [10, 17]. [14, 16, 17] observed that
for a large class of LRD RFs X in dimension ν = 2, the scaling diagram essentially consists of three points.
More precisely (assuming γ1 = 1, γ2 = γ w.l.g.), there exists a (nonrandom) γ
X
0 > 0 such that V
X
γ ≡ V
X
(1,γ)
do not depend on γ for γ > γX0 and γ < γ
X
0 , viz.,
V Xγ =


V X+ , γ > γ
X
0 ,
V X− , γ < γ
X
0 ,
V X0 , γ = γ
X
0 ,
(1.3)
and V X+
fdd
6= aV X− , ∀a > 0. The above fact was termed the scaling transition [16, 17], V
X
0 called the well-
balanced and V X± the unbalanced scaling limits of X. In the sequel, we shall also refer to γ
X
0 > 0 in (1.3)
as the scaling transition or the critical point. The existence of the scaling transition was established for a
wide class of planar linear and nonlinear RF models including those appearing in telecommunications and
econometrics. See the review paper [21] for further discussion and recent developments.
Particularly, [14] discussed anisotropic scaling of linear LRD RFs X on Z2 written as a moving-average
X(t) =
∑
s∈Z2
a(t − s)ε(s), t ∈ Z2, (1.4)
of standardized i.i.d. sequence {ε(t), t ∈ Z2} with deterministic coefficients
a(t) =
1
|t1|q1 + |t2|q2
(
Lsign(t2)
( t1
(|t1|q1 + |t2|q2)1/q1
)
+ o(1)
)
, |t| := |t1|+ |t2| → ∞, (1.5)
where qi > 0, i = 1, 2, satisfy
1 < Q :=
1
q1
+
1
q2
< 2 (1.6)
and L± are continuous functions on [−1, 1], L+(±1) = L−(±1) =: L0(±1). ([14, 20] use a slightly different
form of moving-average coefficients a and assume L+ = L− but their results are valid for a in (1.5). See also
Sec. 4 below.) Since a(t, 0) = O(|t|−q1), a(0, t) = O(|t|−q2), t→∞, for q1 6= q2 decay at different rate in the
horizontal and vertical directions, the ratio γ0 := q1/q2 can be regarded as ‘intrinsic (internal) scale ratio’
and the exponent γ > 0 as ‘external scale ratio’, characterizing the anisotropy of the RF X in (1.4) and the
scaling procedure in (1.1)–(1.2), respectively. Indeed, the scaling transition for the above X occurs at the
point γX0 = γ
0 where these ratios coincide [14]. Let us remark that isotropic scaling of linear and nonlinear
RFs on Zν and Rν was discussed in [5, 6, 11, 10] and other works, while the scaling limits of linear random
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processes with one-dimensional ‘time’ (case ν = 1) were identified in [4]. We also refer to the monographs
[7, 1, 8] on various probabilistic and statistical aspects of long-range dependence.
A direction in the plane (a line passing through the origin) along which the moving-average coefficients
a decay at the smallest rate may be called the dependence axis of RF X in (1.4). The rigorous definition of
dependence axis is given in Sec. 4. Due to the form in (1.5) the dependence axis agrees with the horizontal
axis if q1 < q2 and with the vertical axis if q1 > q2, see Proposition 4.4. Since the scaling in (1.1)–(1.2) is
parallel to the coordinate axes, we may say that for RF X in (1.4)–(1.5), the scaling is congruous with the
dependence axis of X and the results of [14, 20] (as well as of [16, 17]) refer to this rather specific situation.
The situation when the dependence axis does not agree with any of the two coordinate axes (the case of
incongruous scaling) seems to be more common and then one may naturally ask about the scaling transition
and the scaling transition point γX0 under incongruous scaling.
The present paper discusses the above problem for linear RF in (1.4) with the moving-average coefficients
b(t) =
1
|b1 · t|q1 + |b2 · t|q2
(
Lsign(b2·t)
( b1 · t
(|b1 · t|q1 + |b2 · t|q2)1/q1
)
+ o(1)
)
, |t| → ∞, (1.7)
where b · t := b1t1 + b2t2 is the scalar product, bi = (bi1, bi2)
⊤, i = 1, 2, are real vectors, B = (bij)i,j=1,2 is a
nondegenerate matrix and qi > 0, i = 1, 2, Q ∈ (1, 2), L± are the same as in (1.5). The dependence axis of
X with coefficients b in (1.7) is given by
b2 · t = 0 (q1 < q2) or b1 · t = 0 (q1 > q2), (1.8)
see Proposition 4.4 below, and generally does not agree with the coordinate axes, which results in incongruous
scaling in (1.1). We prove that the last fact completely changes the scaling transition. Namely, under
incongruous scaling the scaling transition point γX0 in (1.3) is always 1: γ
X
0 = 1 for any q1 > 0, q2 > 0
satisfying (1.6), and the unbalanced limits V X± are generally different from the corresponding limits in the
congruous scaling case. The main results of this paper are illustrated in Table 1. Throughout the paper we
use the notation
Q˜i := Q−
1
2qi
, H˜i := 1−
qi
2
(2−Q), Hi :=
1
2
+ qi(Q− 1), i = 1, 2, (1.9)
and BH1,H2 = {BH1,H2(x), x ∈ R
2
+} for fractional Brownian sheet (FBS) with Hurst parameters 0 < Hi ≤ 1,
i = 1, 2, defined as a Gaussian RF with zero mean and covariance EBH1,H2(x)BH1,H2(y) = (1/4)
∏2
i=1(x
2Hi
i +
y2Hii − |xi − yi|
2Hi), x,y ∈ R2+.
We expect that the results of the present paper can be extended to negatively dependent linear RFs with
coefficients as in (1.7) satisfying Q < 1 (which guarantees their summability) and the zero-sum condition∑
t∈Z2 b(t) = 0. The existence of the scaling transition for negatively dependent RFs with coefficients as in
(1.5) (i.e., under congruous scaling) was established in [20]. Let us note that the case of negative dependence
3
Parameter
region
Congruous scaling Incongruous scaling
Critical γX0 V
X
+ V
X
− Critical γ
X
0 V
X
+ V
X
−
Q˜1 ∧ Q˜2 > 1 q1/q2 B1,H˜2 BH˜1,1 1 B1,H˜1∧H˜2 BH˜1∧H˜2,1
Q˜1 < 1 < Q˜2 q1/q2 BH1,1/2 BH˜1,1 1 BH1∧H2,1/2 B1/2,H1∧H2
Q˜2 < 1 < Q˜1 q1/q2 B1,H˜2 B1/2,H2 1 BH1∧H2,1/2 B1/2,H1∧H2
Q˜1 ∨ Q˜2 < 1 q1/q2 BH1,1/2 B1/2,H2 1 BH1∧H2,1/2 B1/2,H1∧H2
Table 1: Unbalanced scaling limits V X± (without asymptotic constants) under congruous and incongruous
scaling.
is more delicate, due to the possible occurrence of edge effects, see [10, 20]. Further interesting open problems
concern incongruous scaling of nonlinear or subordinated RFs on Z2 (see [14]) and possible extensions to
Z
3 and higher dimensions. We mention that the scaling diagram of linear LRD RF on Z3 under congruous
scaling is quite complicated, see [19]; the incongruous scaling may lead to a much more simple result akin
to Table 1.
Sec. 2 contains the main results (Theorems 2.2–2.5), together with rigorous assumptions and the definitions
of the limit RFs. The proofs of these facts are given in Sec. 3. Sec. 4 (Appendix) contains the definition
and the existence of the dependence axis for moving-average coefficients b as in (1.7) (Proposition 4.4). We
also prove in Sec. 4 that the dependence axis is preserved under convolution, implying that the covariance
function of the linear RF X also decays along this axis at the smallest rate.
Notation. In what follows, C denote generic positive constants which may be different at different locations.
We write
fdd
−→ ,
fdd
= , and
fdd
6= for the weak convergence, equality, and inequality of finite-dimensional
distributions, respectively. 1 := (1, 1)⊤, 0 := (0, 0)⊤, R20 := R
2\{0}, R2+ := {x = (x1, x2)
⊤ ∈ R2 : xi > 0, i =
1, 2}, R+ := (0,∞) and (0,x] := (0, x1] × (0, x2], x = (x1, x2)
⊤ ∈ R2+. Also, ⌊x⌋ := max{k ∈ Z : k ≤ x},
⌈x⌉ := min{k ∈ Z : k ≥ x}, x ∈ R, and ⌊x⌋ := (⌊x1⌋, ⌊x2⌋)
⊤, ⌈x⌉ := (⌈x1⌉, ⌈x2⌉)
⊤, |x| := |x1| + |x2|,
x = (x1, x2)
⊤ ∈ R2. We also write f(x) = f(x1, x2), x = (x1, x2)
⊤ ∈ R2.
2 Main results
For γ > 0, we study the limit distribution in (1.1) of partial sums
Sλ,γ(x) =
∑
t∈(0,λx1]×(0,λγx2]∩Z2
X(t), x ∈ R2+, (2.1)
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over rectangles of a linear RF
X(t) =
∑
s∈Z2
b(t− s)ε(s), t ∈ Z2, (2.2)
satisfying the following assumptions.
Assumption A Innovations ε(t), t ∈ Z2, in (2.2) are i.i.d. r.v.s with Eε(0) = 0,E|ε(0)|2 = 1.
Assumption B Coefficients b(t), t ∈ Z2, in (2.2) satisfy
b(t) = ρ(Bt)−1(L(Bt) + o(1)), |t| → ∞, (2.3)
where B = (bij)i,j=1,2 is a real nondegenerate matrix, and
ρ(u) := |u1|
q1 + |u2|
q2 , u ∈ R2, (2.4)
with qi > 0, i = 1, 2, satisfying (1.6), and
L(u) := L+(u1/ρ(u)
1/q1)1(u2 ≥ 0) + L−(u1/ρ(u)
1/q1)1(u2 < 0), u ∈ R
2
0, (2.5)
where L±(x), x ∈ [−1, 1], are continuous functions such that L+(1) = L−(1), L+(−1) = L−(−1).
We note that the boundedness and continuity assumptions of the ‘angular functions’ L± in (2.5) do
not seem necessary for our results and possibly can be relaxed. Note q1 < q2 for 1 < Q < 2 implies
H1 ∧ H2 = H1, H˜1 ∧ H˜2 = H˜2. Then from Proposition 4.4 we see that {t ∈ R
2 : b2 · t = 0} with
b2 = (b21, b22)
⊤ is the dependence axis of X, which agrees with the coordinate axes if and only if b21 = 0 or
b22 = 0 leading to the two cases, namely b21 = 0 (congruous scaling) and b21b22 6= 0 (incongruous scaling).
The limit Gaussian RFs in our theorems are defined as stochastic integrals w.r.t. (real-valued) Gaussian
white noise W = {W (du), u ∈ R2} with zero mean and variance EW (du)2 = du (= the Lebesgue measure
on R2). Let
a∞(u) := ρ(u)
−1L(u), u ∈ R20, (2.6)
and
V˜D(x) := |det(B)|
− 1
2
∫
R2
{∫
(0,x]
a∞(D˜t− u)dt
}
W (du), x ∈ R2+, (2.7)
where D˜ is any 2× 2 matrix in (2.8) below:
B˜00 :=

b11 0
0 b22

 , B˜01 :=

b11 0
b21 0

 , B˜02 :=

0 b12
0 b22

 , B˜20 :=

 0 0
b21 b22

 , (2.8)
B˜11 :=

b11 0
0 0

 , B˜21 :=

 0 0
b21 0

 , B˜22 :=

0 0
0 b22

 .
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Also let
VD(x) := |det(B)|
−1
∫
R2
{∫
R2
a∞(t)1(Dt+ u ∈ (0,x])dt
}
W (du), x ∈ R2+, (2.9)
where D is any 2× 2 matrix in (2.10) below:
B01 :=
1
det(B)

 b22 0
−b21 0

 , B10 := 1
det(B)

b22 −b12
0 0

 , B20 := 1
det(B)

 0 0
−b21 b11

 , (2.10)
B11 :=
1
det(B)

 b22 0
0 0

 , B21 := 1
det(B)

 0 0
−b21 0

 , B22 := 1
det(B)

 0 0
0 b11

 .
Recall that in (2.8), (2.10) bij are entries of the matrix B in (2.3). To shorten notation, write V˜ij := V˜B˜ij ,
Vij := VBij and also define V˜0 := V˜B , V0 := VB−1 satisfying V˜0
fdd
= V0. The existence of all these RFs
in the corresponding regions of parameters q1, q2 is established in Proposition 2.1, which also identifies
some of these RFs with FBS having one of its parameters equal to 1 or 12 . Recall that stochastic integral∫
R2
h(u)W (du) =: I(h) w.r.t. Gaussian white noiseW is well-defined for any h ∈ L2(R2) and has a Gaussian
distribution with zero mean and variance E|I(h)|2 = ‖h‖2 =
∫
R2
|h(u)|2du. Recall the definitions of Q˜i, H˜i,
Hi, i = 1, 2, in (1.9). In Proposition 2.1 and Theorems 2.2–2.5 below, Assumptions A and B hold without
further notice. Let σ˜2ij := E|V˜ij(1)|
2, σ2ij := E|Vij(1)|
2.
Proposition 2.1. (i) Let q1 < q2 and Q˜1 > 1. Then RFs V˜00, V˜11, V˜20, V˜21, V˜22 are well-defined and
V˜22
fdd
= σ˜22B1,H˜2 , V˜21
fdd
= σ˜21BH˜2,1, V˜11
fdd
= σ˜11BH˜1,1. (2.11)
(ii) Let q1 < q2 and Q˜1 < 1 < Q˜2. Then RFs V˜00, V˜11, V01, V11, V21 are well-defined and
V11
fdd
= σ11BH1, 12
, V21
fdd
= σ21B 1
2
,H1
. (2.12)
(iii) Let q1 < q2 and Q˜2 < 1. Then RFs V˜00, V01, V11, V21, V22 are well-defined and
V22
fdd
= σ22B 1
2
,H2
. (2.13)
(iv) Let q1 = q2 =: q ∈ (1,
3
2). Then V˜02, V˜0 and V˜01 are well defined and
V˜01
fdd
= σ˜01BH˜,1, V˜02
fdd
= σ˜02B1,H˜ , H˜ := 2− q ∈
(1
2
, 1
)
. (2.14)
(v) Let q1 = q2 =: q ∈ (
3
2 , 2). Then V10, V0 and V20 are well defined and
V10
fdd
= σ10BH, 1
2
, V20
fdd
= σ20B 1
2
,H , H :=
5
2
− q ∈
(1
2
, 1
)
. (2.15)
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As noted above, our main results (Theorems 2.2–2.5) describe the anisotropic scaling limits and the scaling
transition of the linear RF X in (2.2), viz.,
{
A−1λ,γS
X
λ,γ(x), x ∈ R
2
+
} fdd
−→ V Xγ =


V X+ , γ > γ
X
0 ,
V X− , γ < γ
X
0 ,
V X0 , γ = γ
X
0 ,
λ→∞, (2.16)
where SXλ,γ is the partial-sum RF in (2.1).
Theorem 2.2. Let q1 < q2 and Q˜1 > 1. Then the convergence in (2.16) holds for all γ > 0 in
(i) Case b21b22 6= 0 (incongruous scaling) with γ
X
0 = 1, V
X
+ = V˜22, V
X
− = V˜21, V
X
0 = V˜20.
(ii) Case b21 = 0 (congruous scaling) with γ
X
0 =
q1
q2
, V X+ = V˜22, V
X
− = V˜11, V
X
0 = V˜00.
Theorem 2.3. Let q1 < q2 and Q˜1 < 1 < Q˜2. Then the convergence in (2.16) holds for all γ > 0 in
(i) Case b21b22 6= 0 (incongruous scaling) with γ
X
0 = 1, V
X
+ = V11, V
X
− = V21, V
X
0 = V01.
(ii) Case b21 = 0 (congruous scaling) with γ
X
0 =
q1
q2
, V X+ = V11, V
X
− = V˜11, V
X
0 = V˜00.
Theorem 2.4. Let q1 < q2 and Q˜2 < 1. Then the convergence in (2.16) holds for all γ > 0 in
(i) Case b21b22 6= 0 (incongruous scaling) with γ
X
0 , V
X
+ , V
X
− , V
X
0 the same as in Theorem 2.3 (i).
(ii) Case b21 = 0 (congruous scaling) with γ
X
0 =
q1
q2
, V X+ = V11, V
X
− = V22, V
X
0 = V˜00.
Theorem 2.5 discusses the case q1 = q2 when the dependence axis is undefined.
Theorem 2.5. Let q1 = q2 =: q and Q˜1 = Q˜2 =: Q˜. Then the convergence in (2.16) holds for all γ > 0 in
(i) Case q ∈ (1, 32 ) or Q˜ > 1 with γ
X
0 = 1, V
X
+ = V˜02, V
X
− = V˜01, V
X
0 = V˜0.
(ii) Case q ∈ (32 , 2) or Q˜ < 1 with γ
X
0 = 1, V
X
+ = V10, V
X
− = V20, V
X
0 = V0.
Remark 2.1. In the above theorems the convergence in (2.16) holds under normalization
Aλ,γ = λ
H(γ), (2.17)
where H(γ) > 0 is defined in the proof of these theorems below. Under congruous scaling b21 = 0 the
exponent H(γ) in (2.17) is the same as in the case B = I (= the identity matrix) studied in [14]. As shown
in [17], V Xγ in (2.16) satisfies the following self-similarity property:
{
V Xγ (λ
Γx), x ∈ R2+
} fdd
=
{
λH(γ)V Xγ (x), x ∈ R
2
+
}
∀λ > 0, (2.18)
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where λΓ = diag(λ, λγ) and H(γ) is the same as in (2.17). Note that an FBS BH1,H2 with Hi ∈ (0, 1],
i = 1, 2, satisfies (2.18) with
H(γ) = H1 + γH2. (2.19)
Thus, in Theorems 2.2–2.5 in the case of unbalanced (FBS) limits Aλ,γ in (2.17) can also be identified from
(2.19) and the expressions for Hi, H˜i, i = 1, 2, in (1.9).
3 Proofs of Proposition 2.1 and Theorems 2.2–2.5
For γ > 0, the limit distribution of SXλ,γ is obtained using a general criterion for the weak convergence of
linear forms in i.i.d. r.v.s towards a stochastic integral w.r.t. the white noise. Consider a linear form
S(g) :=
∑
s∈Z2
g(s)ε(s) (3.1)
with real coefficients
∑
s∈Z2 g(s)
2 <∞ and innovations satisfying Assumption A. The following proposition
extends ([8], Prop. 14.3.2), ([20], Prop. 5.1), ([19], Prop. 3.1).
Proposition 3.1. For λ > 0, let S(gλ) be as in (3.1). Assume that for some 2× 2 non-degenerate matrix
A and Λ = diag(l1, l2) with li = li(λ), i = 1, 2, such that l1 ∧ l2 →∞, λ→∞, the functions
g˜λ(u) := |det(AΛ)|
1/2gλ(⌈AΛu⌉), u ∈ R
2, λ > 0, (3.2)
tend to a limit h in L2(R2), i.e.
‖g˜λ − h‖
2 =
∫
R2
|g˜λ(u)− h(u)|
2du→ 0, λ→∞. (3.3)
Then
S(gλ)
d
−→ I(h) =
∫
R2
h(u)W (du), λ→∞. (3.4)
Proof. Denote by S(R2) the set of simple functions f : R2 → R, which are finite linear combinations of
indicator functions of disjoint squares Kk :=
∏2
i=1(ki/K, (ki + 1)/K], k ∈ Z
2, K ∈ N. The set S(R2) is
dense in L2(R2): given f ∈ L2(R2), for every ǫ > 0 there exists fǫ ∈ S(R
2) such that ‖f − fǫ‖ < ǫ. (3.4)
follows once we show that for every ǫ > 0 there exists hǫ ∈ S(R
2) such that as λ→∞, the following relations
(i)–(iii) hold: (i) E|S(gλ)− S(hǫ,λ)|
2 < ǫ, (ii) S(hǫ,λ)
d
−→ I(hǫ), (iii) E|I(hǫ)− I(h)|
2 < ǫ, where
hǫ,λ(s) := |det(AΛ)|
−1/2hǫ((AΛ)
−1s), s ∈ Z2, λ > 0. (3.5)
As for (i), note that
E|S(gλ)− S(hǫ,λ)|
2 =
∫
R2
|gλ(⌈s⌉)− hǫ,λ(⌈s⌉)|
2ds
= |det(AΛ)|
∫
R2
|gλ(⌈AΛu⌉)− hǫ,λ(⌈AΛu⌉)|
2du = ‖g˜λ − h˜ǫ,λ‖
2,
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where h˜ǫ,λ is derived from hǫ,λ in the same way as g˜λ is derived from gλ in (3.2). To prove (i) we need to
find suitable hǫ ∈ S(R
2) and thus hǫ,λ in (3.5). By (3.3), there exists λ0 > 0 such that ‖g˜λ − h‖ < ǫ/4,
∀λ ≥ λ0. Given g˜λ0 ∈ L
2(R2), there exists hǫ ∈ S(R
2) such that ‖g˜λ0 − hǫ‖ < ǫ/4. Note that
‖hǫ − h˜ǫ,λ‖
2 =
∫
R2
|hǫ(u)− hǫ((AΛ)
−1⌈AΛu⌉)|2du→ 0, λ→∞,
follows from |(AΛ)−1⌈AΛu⌉ − u| = |(AΛ)−1(⌈AΛu⌉ − AΛu)| ≤ Cmin(l1, l2)
−1 = o(1) uniformly in u ∈ R2
and the fact that hǫ is bounded and has a compact support. Thus, there exists λ1 > 0 such that ‖hǫ−h˜ǫ,λ‖ <
ǫ/4, ∀λ ≥ λ1. Hence,
‖g˜λ − h˜ǫ,λ‖ ≤ ‖g˜λ − h‖+ ‖h− g˜λ0‖+ ‖g˜λ0 − hǫ‖+ ‖hǫ − h˜ǫ,λ‖ < ǫ, ∀λ ≥ λ0 ∨ λ1,
completing the proof of (i). The above reasoning implies also (iii) since (E|I(hǫ)− I(h)|
2)1/2 = ‖hǫ − h‖ ≤
‖hǫ − g˜λ0‖+ ‖g˜λ0 − h‖ < ǫ/2.
It remains to prove (ii). The step function hǫ in the above proof of (i) can be written as hǫ(u) =∑
k∈Z2 h

K
k
ǫ 1(u ∈ Kk ), u ∈ R
2, (∃K ∈ N), where h

K
k
ǫ = 0 except for a finite number of k ∈ Z2. Then, by
(3.5),
hǫ,λ(s) = |det(AΛ)|
−1/2
∑
k∈Z2
h

K
k
ǫ 1(s ∈ AΛ
K
k ), s ∈ Z
2,
and S(hǫ,λ) =
∑
k∈Z2 h

K
k
ǫ Wλ(
K
k ), where
Wλ(
K
k ) := |det(AΛ)|
−1/2
∑
s∈AΛK
k
ε(s), k ∈ Z2.
Since the r.v.s ε(s), s ∈ Z2, are i.i.d. with Eε(0) = 0, E|ε(0)|2 = 1 and the parallelograms AΛKk ,
k ∈ Z2, are disjoint, the r.v.s Wλ(
K
k ), k ∈ Z
2, are independent and satisfy EWλ(
K
k ) = 0, E|Wλ(
K
k )|
2 =
|det(AΛ)|−1
∑
s∈Z2 1(s ∈ AΛ
K
k )→
∫

K
k
du, λ→∞. Hence, by the classical CLT, for every J ∈ N,
{
Wλ(
K
k ), k ∈ {−J, . . . , J}
2
} d
−→
{
W (Kk ), k ∈ {−J, . . . , J}
2
}
, λ→∞,
implying the convergence S(hǫ,λ)
d
−→
∑
k∈Z2 h

K
k
ǫ W (Kk ) = I(hǫ), λ→∞, or part (ii), and completing the
proof of the proposition.
We shall also need some properties of the generalized homogeneous function ρ in (2.4) for qi > 0, i = 1, 2,
with Q := 1q1 +
1
q2
. Note the elementary inequality
C1ρ(u)
1/q1 ≤ (|u1|
2 + |u2|
2q2/q1)1/2 ≤ C2ρ(u)
1/q1 , u ∈ R2, (3.6)
with Ci > 0, i = 1, 2, independent of u, see ([19], (2.16)). From (3.6) and ([14], Prop. 5.1) we obtain for any
δ > 0, ∫
R2
ρ(u)−11(ρ(u) < δ)du <∞⇐⇒ Q > 1,
∫
R2
ρ(u)−21(ρ(u) ≥ δ)du <∞⇐⇒ Q < 2. (3.7)
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Moreover, with q = max{q1, q2, 1},
ρ(u+ v)1/q ≤ ρ(u)1/q + ρ(v)1/q, u,v ∈ R2, (3.8)
see ([14], (7.1)), and, for 1 < Q < 2,
(ρ−1 ⋆ ρ−1)(u) :=
∫
R2
ρ(v)−1ρ(v + u)−1dv = ρ˜(u)−1L˜
(
|u1|/ρ˜(u)
1/q˜1
)
, u ∈ R20, (3.9)
where with q˜i := qi(2 −Q), i = 1, 2,
ρ˜(u) := |u1|
q˜1 + |u2|
q˜2 , u ∈ R2, (3.10)
and L˜(z) := (ρ−1 ⋆ ρ−1)(z, (1 − zq˜1)1/q˜2), z ∈ [0, 1], is a continuous function. Note q˜2 < 1 (respectively,
q˜1 < 1) is equivalent to Q˜1 > 1 (respectively, Q˜2 > 1). The proof of (3.9) is similar to that of ([14], (5.6))
(see also Proposition 4.5 below).
Proof of Proposition 2.1. Since V˜ij(1) = I(h˜ij), Vij(1) = I(hij), it suffices to prove
‖h˜ij‖ <∞, ‖hij‖ <∞ (3.11)
for suitable i, j in the corresponding regions of parameters q1, q2. Using the boundedness of L± in (2.6) and
(3.6) we can replace |a∞| by ρ
−1 in the subsequent proofs of (3.11). Hence and from (3.9) it follows that
‖h˜ij‖
2 ≤ C
∫
(0,1]2×(0,1]2
(ρ−1 ⋆ ρ−1)(B˜ij(t − s))dtds ≤ C
∫
(0,1]2×(0,1]2
ρ˜(B˜ij(t− s))
−1dtds. (3.12)
Existence of V˜00. Relation ‖h˜00‖
2 ≤ C
∫
[−1,1]2 ρ˜(b11t1, b22t2)
−1dt1dt2 <∞ follows from (3.7) since
1
q˜1
+ 1q˜2 =
Q
2−Q > 1 for 1 < Q < 2. This proves the existence of V˜00 in all cases (i)–(iii) of Proposition 2.1.
Existence of V˜20, V˜21, V˜22. From (3.12) we get ‖h˜20‖
2 ≤ C
∫
[−1,1]2 |b21t1 + b22t2|
−q˜2dt1dt2 <∞ since q˜2 < 1.
The proof of ‖h˜21‖ <∞, ‖h˜22‖ <∞ is completely analogous. This proves the existence of V˜20, V˜21 and V˜22
for Q˜1 > 1.
Existence of V˜11. Similarly as above, from (3.12) we get ‖h˜11‖
2 ≤ C
∫
[−1,1] |b11t|
−q˜1dt < ∞ since q˜1 > 1.
This proves the existence of V˜11 for Q˜2 > 1.
Existence of V01, V11, V21. We have
‖h01‖
2 ≤ C
∫
R2
(∫
R
|t1|
−q1(1−
1
q2
)
1
(
b22t1 + u1 ∈ (0, 1],−b21t1 + u2 ∈ (0, 1]
)
dt1
)2
du
≤ C
∫
R2
|t1|
−q1(1−
1
q2
)
|t2|
−q1(1−
1
q2
)
1(|b22(t1 − t2)| ≤ 1, |b21(t1 − t2)| ≤ 1)dt1dt2
≤ C
∫
R2
|t1|
−q1(1−
1
q2
)
|t2|
−q1(1−
1
q2
)
1(|t1 − t2| ≤ 1)dt1dt2 <∞
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since 12 < q1(1−
1
q2
) < 1 or Q˜1 < 1 < Q. The proof of ‖h11‖ <∞ and ‖h21‖ <∞ is completely analogous.
Existence of V22. Similarly as above, ‖h22‖
2 ≤ C
∫
R2
|t1|
−q2(1−
1
q1
)
|t2|
−q2(1−
1
q1
)
1(|t1 − t2| ≤ 1)dt1dt2 < ∞
since 12 < q2(1−
1
q1
) < 1 or Q˜2 < 1 < Q.
Existence of V˜02, V˜01. From (3.12) we get ‖h˜02‖
2 ≤ C
∫
[−1,1]2 ρ˜(b12t2, b22t2)
−1dt <∞ since q˜ = 2(q − 1) < 1
for q ∈ (1, 32). The proof of ‖h˜01‖ <∞ is completely analogous.
Existence of V20, V10. We have
‖h20‖
2 ≤ C
∫
R
(∫
R2
ρ(t)−11(b22t1 − b12t2 + u ∈ (0, 1])dt
)2
du
≤ C
∫
R
(∫
R
ρ
(
1 +
b12
b22
t2, t2
)−1
dt2
∫
R
|t1|
1−q1(b22t1 + u ∈ (0, 1])dt1
)2
du <∞
for q ∈ (32 , 2). The proof of ‖h10‖ <∞ is completely analogous.
Existence of V˜0, V0. Relation ‖h˜0‖
2 ≤ C
∫
[−1,1]2 ρ˜(Bt)
−1dt < ∞ follows from (3.7) since 2q˜ =
1
q−1 > 1 for
q ∈ (1, 2). We have ‖h0‖ = ‖h˜0‖ <∞.
It remains to show the relations (2.11)–(2.15), which follow from the variance expressions: for any x ∈ R2+,
we have that
E|V˜22(x)|
2 = σ˜222x
2
1x
2H˜2
2 , E|V˜21(x)|
2 = σ˜221x
2H˜2
1 x
2
2, E|V˜11(x)|
2 = σ˜211x
2H˜1
1 x
2
2, (3.13)
E|V11(x)|
2 = σ211x
2H1
1 x2, E|V21(x)|
2 = σ221x1x
2H1
2 , E|V22(x)|
2 = σ222x1x
2H2
2 ,
E|V˜01(x)|
2 = σ˜201x
2H˜
1 x
2
2, E|V˜02(x)|
2 = σ˜202x
2
1x
2H˜
2 , E|V10(x)|
2 = σ210x
2H
1 x2, E|V20(x)|
2 = σ220x1x
2H
2 .
Relations (3.13) follow by a change of variables in the corresponding integrals, using the invariance property:
λa∞(λ
1
q1 t1, λ
1
q2 t2) = a∞(t), t ∈ R
2
0, for all λ > 0. E.g., after a change of variables t2 → x2t2, u2 → x2u2,
u1 → x
q2
q1
2 u1, the first expectation in (3.13) writes as E|V˜22(x)|
2 = x21|det(B)|
−1
∫
R2
|
∫ x2
0 a∞(u1, b22t2 +
u2)dt2|
2du = x21x
2H˜2
2 σ˜
2
22, where σ˜
2
22 := |det(B)|
−1
∫
R2
|
∫ 1
0 a∞(u1, b22t2 + u2)dt2|
2du < ∞. Proposition 2.1
is proved.
Similarly as in [14, 19] and other papers, in Theorems 2.2–2.4 we restrict the proof of (2.16) to one-
dimensional convergence at x ∈ R2+. Towards this end, we use Proposition 3.1 and rewrite every λ
−H(γ)SXλ,γ(x)
= S(gλ) as a linear form in (3.1) with
gλ(u) := λ
−H(γ)
∫
(0,λx1]×(0,λγx2]
b(⌈t⌉ − u)dt, u ∈ Z2. (3.14)
In what follows, w.l.g., we set |det(B)| = 1.
Proof of Theorem 2.2. Case (i) and γ > 1 or V X+ = V˜22. Set H(γ) = 1 + γ(
3
2 +
q2
2q1
− q2) = 1 + γH˜2 in
agreement with (2.17)–(2.19). Rewrite
gλ(s) = λ
1+γ−H(γ)
∫
R2
b(⌈Λ′t⌉ − s)1(Λ′t ∈ (0, ⌊Λ′x⌋])dt, s ∈ Z2,
11
with Λ′ = diag(λ, λγ). Use Proposition 3.1 with A = B−1 and Λ = diag(l1, l2), where l1 = λ
γ
q2
q1 , l2 = λ
γ .
According to the definition in (3.2),
g˜λ(u) =
∫
R2
λγq2b(⌈Λ′t⌉ − ⌈B−1Λu⌉)1(Λ′t ∈ (0, ⌊Λ′x⌋])dt, u ∈ R2, (3.15)
for which we need to show the L2-convergence in (3.3) with h(u) replaced by
h˜22(u) :=
∫
(0,x]
a∞(B˜22t− u)dt, u ∈ R
2, (3.16)
where the integrand does not depend on t1. Note since q1 < q2 and γ > 1 that
Λ−1B(⌈Λ′t⌉ − ⌈B−1Λu⌉)→ B˜22t− u, (3.17)
point-wise for any t,u ∈ R2 and therefore, by continuity of ρ−1,
λγq2ρ
(
B(⌈Λ′t⌉ − ⌈B−1Λu⌉)
)−1
→ ρ(B˜22t− u)
−1 (3.18)
for any t,u ∈ R2 such that B˜22t− u 6= 0. Later use (2.3), (3.17), (3.18) and continuity of L± to get
λγq2b(⌈Λ′t⌉ − ⌈B−1Λu⌉)→ a∞(B˜22t− u) (3.19)
for t,u ∈ R2 such that B˜22t − u 6= 0. Therefore, g˜λ(u) → h˜22(u) for all u ∈ R
2. This point-wise
convergence can be extended to that in L2(R2) by applying Pratt’s lemma, c.f. ([14], proof of Theorem 3.2),
to the domination |g˜λ(u)| ≤ CG˜λ(u), where
G˜λ(u) :=
∫
(0,x]
ρ(Λ−1BΛ′t− u)−1dt→
∫
(0,x]
ρ(B˜22t− u)
−1dt =: G˜(u), (3.20)
for all u ∈ R2. To get this domination we use |b(s)| ≤ Cmax{ρ(Bs), 1}−1, s ∈ Z2, and by (3.8) and
ρ(Λ−1t) = λ−γq2ρ(t), we further see that
ρ(Λ−1BΛ′t− u)
≤ C
{
ρ
(
Λ−1B(⌈Λ′t⌉ − ⌈B−1Λu⌉)
)
+ ρ
(
Λ−1B(Λ′t−B−1Λu− ⌈Λ′t⌉+ ⌈B−1Λu⌉)
)}
≤ Cλ−γq2 max
{
ρ
(
B(⌈Λ′t⌉ − ⌈B−1Λu⌉)
)
, 1
}
,
where C does not depend on t,u ∈ R2. Then in view of the domination |g˜λ(u)| ≤ CG˜λ(u), u ∈ R
2,
and (3.20), the L2-convergence in (3.3) follows by Pratt’s lemma from the convergence of norms ‖G˜λ‖
2 =∫
(0,x]×(0,x](ρ
−1 ⋆ ρ−1)(Λ−1BΛ′(t − s))dtds → ‖G˜‖2. Indeed, after such a change of variables in the last
integral that b22(t2 − s2) = b22(t
′
2 − s
′
2)− λ
1−γb21(t1 − s1) we see that
‖G˜λ‖
2 =
∫
R4
(ρ−1 ⋆ ρ−1)
(
λ
1−γ
q2
q1
det(B)
b22
(t1 − s1) + λ
γ(1−
q2
q1
)
b12(t
′
2 − s
′
2), b22(t
′
2 − s
′
2)
)
×1
(
t1 ∈ (0, x1], −λ
1−γ b21
b22
t1 + t
′
2 ∈ (0, x2]
)
×1
(
s1 ∈ (0, x1], −λ
1−γ b21
b22
s1 + s
′
2 ∈ (0, x2]
)
dt1dt
′
2ds1ds
′
2
→
∫
(0,x]×(0,x]
(ρ−1 ⋆ ρ−1)(0, b22(t
′
2 − s
′
2))dt1dt
′
2ds1ds
′
2 = ‖G˜‖
2 (3.21)
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by the dominated convergence theorem using the continuity of (ρ−1 ⋆ ρ−1)(t) and (ρ−1 ⋆ ρ−1)(t) ≤ C|t2|
−q˜2
for t2 6= 0 with q˜2 = q2(2−Q) < 1, see (3.9), (3.10).
Case (i) and γ = 1 or V X0 = V˜20. Set H(γ) =
5
2 +
q2
2q1
− q2 = 1+ H˜2. The proof is similar to that in the case
(i), γ > 1 above. We use Proposition 3.1 with A = B−1, Λ′ = diag(λ, λ) and Λ = diag(λ
q2
q1 , λ). Accordingly,
we need to prove ‖g˜λ − h˜20‖ → 0, where
h˜20(u) :=
∫
(0,x]
a∞(B˜20t− u)dt, u ∈ R
2,
and g˜λ is defined as in (3.15) with γ = 1. Note that now (3.17) must be replaced by
Λ−1B(⌈Λ′t⌉ − ⌈B−1Λu⌉)→ B˜20t− u,
leading to
λq2b(⌈Λ′t⌉ − ⌈B−1Λu⌉)→ a∞(B˜20t− u)
for B˜20t−u 6= 0. Therefore, g˜λ converges to h˜20 point-wise. To prove the L
2-convergence use Pratt’s lemma
as in the case γ > 1 above, with G˜λ, G˜ defined as in (3.20) with γ = 1 and B˜22 replaced by B˜20. Then
G˜λ(u)→ G˜(u) for all u ∈ R
2 as in (3.20) and
‖G˜λ‖
2 =
∫
(0,x]×(0,x]
(ρ−1 ⋆ ρ−1)(Λ−1BΛ′(t− s))dtds
=
∫
(0,x]×(0,x]
(ρ−1 ⋆ ρ−1)
(
λ
1−
q2
q1
(
b11(t1 − s1) + b12(t2 − s2)
)
, b21(t1 − s1) + b22(t2 − s2)
)
dtds
→
∫
(0,x]×(0,x]
(ρ−1 ⋆ ρ−1)(B˜20(t− s))dtds = ‖G˜‖
2
follows similarly to (3.21).
Case (i) and γ < 1 or V X− = V˜21. Set H(γ) = γ +
3
2 +
q2
2q1
− q2 = γ + H˜2. The proof proceeds similarly as
above with A = B−1, Λ′ = diag(λ, λγ) and Λ = diag(λ
q2
q1 , λ). Then
g˜λ(u) =
∫
R2
λq2b(⌈Λ′t⌉ − ⌈B−1Λu⌉)1(Λ′t ∈ (0, ⌊Λ′x⌋])dt
→
∫
(0,x]
a∞(B˜21t− u)dt =: h˜21(u), u ∈ R
2,
in view of Λ−1B(⌈Λ′t⌉−⌈B−1Λu⌉)→ B˜21t−u and λ
q2b(⌈Λ′t⌉−⌈B−1Λu⌉)→ a∞(B˜21t−u) for B˜21t−u 6=
0. The proof of ‖g˜λ − h˜21‖ → 0 using Pratt’s lemma also follows similarly as above, with G˜λ(u) :=
13
∫
(0,x] ρ(Λ
−1BΛ′t− u)−1dt→
∫
(0,x] ρ(B˜21t− u)
−1dt =: G˜(u) for all u ∈ R2 and
‖G˜λ‖
2 =
∫
R4
(ρ−1 ⋆ ρ−1)
(
λ
1−
q2
q1 b11(t
′
1 − s
′
1)− λ
γ−
q2
q1
det(B)
b21
(t2 − s2), b21(t
′
1 − s
′
1)
)
× 1
(
t′1 − λ
γ−1 b22
b21
t2 ∈ (0, x1], t2 ∈ (0, x2]
)
× 1
(
s′1 − λ
γ−1 b22
b21
t2 ∈ (0, x1], s2 ∈ (0, x2]
)
dt′1dt2ds
′
1ds2
→
∫
(0,x]×(0,x]
(ρ−1 ⋆ ρ−1)(0, b21(t
′
1 − s
′
1))dt
′
1dt2ds
′
1ds2 = ‖G˜‖
2
as in (3.21).
Case (ii) and γ > q1q2 or V
X
+ = V˜22. Set H(γ) = 1+γH˜2. The proof of ‖g˜λ−h˜22‖ → 0 is completely analogous
to that in Case (i), γ > 1, with the same g˜λ, Λ
′, Λ, h˜22 as in (3.15), (3.16) using the fact that
Λ−1BΛ′ =

 λ1−γ
q2
q1 b11 λ
γ(1−
q2
q1
)
b12
0 b22

→ B˜22.
Case (ii) and γ = q1q2 or V
X
0 = V˜00. SetH(γ) =
3
2+
3q1
2q2
−q1 = H˜1+
q1
q2
= 1+ q1q2 H˜2, A = B
−1, Λ = Λ′ = diag(λ,
λ
q1
q2 ). The proof of ‖g˜λ − h˜00‖ → 0 with h˜00(u) :=
∫
(0,x] a∞(B˜00t − u)dt, u ∈ R
2, follows similar lines as
in the other cases. The point-wise convergence g˜λ → h˜00 uses Λ
−1B(⌈Λ′t⌉ − ⌈B−1Λu⌉) → B˜00t − u and
λq1b(⌈Λ′t⌉−⌈B−1Λu⌉)→ a∞(B˜00t−u) for B˜00t−u 6= 0. The L
2-convergence can be verified using Pratt’s
lemma with the dominating function G˜λ(u) :=
∫
(0,x] ρ(Λ
−1BΛ′t−u)−1dt→
∫
(0,x] ρ(B˜00t−u)
−1dt =: G˜(u),
u ∈ R2, satisfying
‖G˜λ‖
2 =
∫
R4
(ρ−1 ⋆ ρ−1)
(
b11(t
′
1 − s
′
1), b22(t2 − s2)
)
× 1
(
t′1 − λ
q1
q2
−1 b12
b11
t2 ∈ (0, x1], t2 ∈ (0, x2]
)
× 1
(
s′1 − λ
q1
q2
−1 b12
b11
s2 ∈ (0, x1], s2 ∈ (0, x2]
)
dt1dt2ds1ds2
→
∫
(0,x]×(0,x]
(ρ−1 ⋆ ρ−1)(b11(t
′
1 − s
′
1), b22(t2 − s2))dt
′
1dt2ds
′
1ds2 = ‖G˜‖
2,
which follows from the dominated convergence theorem using (ρ−1 ⋆ ρ−1)(t) ≤ Cρ˜(t)−1, t ∈ R20, and the
(local) integrability of the function ρ˜−1 with 1q˜1 +
1
q˜2
= Q2−Q > 1, see (3.9), (3.10) and (3.7).
We note that the above proof applies for all q1 < q2 satisfying 1 < Q < 2, hence also in Cases (ii),
V X0 = V˜00 of Theorems 2.3 and 2.4.
Case (ii) and γ < q1q2 or V
X
− = V˜11. Set H(γ) = γ +
3
2 +
q1
2q2
− q1 = γ + H˜1, A = B
−1, Λ = diag(λ, λ
q1
q2 ),
Λ′ = diag(λ, λγ). Then Λ−1B(⌈Λ′t⌉ − ⌈B−1Λu⌉)→ B˜11t− u and λ
q1b(⌈Λ′t⌉ − ⌈B−1Λu⌉)→ a∞(B˜11t− u)
for B˜11t − u 6= 0. This leads to g˜λ(u) → h11(u) :=
∫
(0,x] a∞(B˜11t − u)dt for all u ∈ R
2. The required
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convergence ‖g˜λ − h˜11‖ → 0 follows similarly as in the other cases using G˜λ(u) :=
∫
(0,x] ρ(Λ
−1BΛ′t −
u)−1dt→
∫
(0,x] ρ(B˜11t− u)
−1dt =: G˜(u) for all u ∈ R2 and
‖G˜λ‖
2 =
∫
R4
(ρ−1 ⋆ ρ−1)
(
b11(t
′
1 − s
′
1), λ
γ−
q1
q2 b22(t2 − s2)
)
×1
(
t′1 − λ
γ−1 b12
b11
t2 ∈ (0, x1], t2 ∈ (0, x2]
)
×1
(
s′1 − λ
γ−1 b12
b11
s2 ∈ (0, x1], s2 ∈ (0, x2]
)
dt′1dt2ds
′
1ds2
→
∫
(0,x]×(0,x]
(ρ−1 ⋆ ρ−1)(b11(t
′
1 − s
′
1), 0)dt
′
1dt2ds
′
1ds2 = ‖G˜‖
2
which follows from the dominated convergence theorem using (ρ−1 ⋆ ρ−1)(t) ≤ C|t1|
−q˜1 for all t1 6= 0 with
q˜1 < 1.
Note that the above proof applies for all q1 < q2 satisfying q˜1 < 1 or Q˜2 > 1 hence also in Case (ii),
V X− = V˜11 of Theorem 2.3. Theorem 2.2 is proved.
Proof of Theorem 2.3. Case (i) and γ > 1 or V X+ = V11. Set H(γ) =
3
2 +
q1
q2
− q1 +
γ
2 = H1 +
γ
2 . Rewrite
gλ(s) as
gλ(s) = λ
−H(γ)
∫
R2
b(⌈t⌉)1(⌈t⌉+ s ∈ (0, ⌊λx1⌋]× (0, ⌊λ
γx2⌋])dt
= λ
1+
q1
q2
−H(γ)
∫
R2
b(⌈B−1Λ′t⌉)1(⌈B−1Λ′t⌉+ s ∈ (0, ⌊λx1⌋]× (0, ⌊λ
γx2⌋])dt, s ∈ Z
2, (3.22)
where Λ′ := diag(λ, λ
q1
q2 ). We use Proposition 3.1 with
A :=

 1 0
− b21b22 1

 , Λ :=

 λ 0
0 λγ

 . (3.23)
Note Λ−1B−1Λ′ → B11, Λ
−1AΛ → I since γ > 1. Then, according to the definition (3.2), g˜λ(u) =∫
R2
b˜λ(u, t)dt, where
b˜λ(u, t) := λ
q1b(⌈B−1Λ′t⌉)1(⌈B−1Λ′t⌉+ ⌈AΛu⌉ ∈ (0, ⌊Λx⌋])→ a∞(t)1(B11t+ u ∈ (0,x]) (3.24)
for all u, t ∈ R2 such that t 6= 0, b22t1 + u1 6∈ {0, x1}, u2 6∈ {0, x2}. It suffices to prove that the following
point-wise convergence also holds
g˜λ(u)→ h11(u) :=
∫
R2
a∞(t)1(B11t+ u ∈ (0,x])dt in L
2(R2). (3.25)
To show (3.25), decompose g˜λ(u) = g˜λ,0(u) + g˜λ,1(u) with g˜λ,j(u) =
∫
R2
b˜λ,j(u, t)dt given by
b˜λ,0(u, t) := b˜λ(u, t)1
(
|t2| ≥ λ
1−
q1
q2
)
, b˜λ,1(u, t) := b˜λ(u, t)1
(
|t2| < λ
1−
q1
q2
)
, u, t ∈ R2.
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Then (3.25) follows from
‖g˜λ,1 − h11‖ → 0 and ‖g˜λ,0‖ → 0. (3.26)
The first relation in (3.26) follows from (3.24) and the dominated convergence theorem, as follows. To justify
the domination, combine |b(s)| ≤ Cmax{ρ(Bs), 1}−1, s ∈ Z2, and ρ(t) ≤ Cλ−q1 max{ρ(B⌈B−1Λ′t⌉), 1},
t ∈ R2, to get λq1 |b(⌈B−1Λ′t⌉)| ≤ Cρ(t)−1, t ∈ R2, λ > 1. Also note that
1
(
|t2| < λ
1−
q1
q2 , ⌈B−1Λ′t⌉+ ⌈AΛu⌉ ∈ (0, ⌊Λx⌋]
)
≤ 1
(
|t2| < λ
1−
q1
q2 , B−1Λ′t+AΛu ∈ (−2,Λx]
)
≤ 1
(
|t2| < λ
1−
q1
q2 , b22t1 − λ
q1
q2
−1
b12t2 + u1 ∈ (−
2
λ
, x1],
− λ1−γ
b21
b22
(b22t1 − λ
q1
q2
−1
b12t2 + u1) + λ
q1
q2
−γ det(B)
b22
t2 + u2 ∈ (−
2
λγ
, x2]
)
≤ 1
(
|b22t1 + u1| ≤ C1, |u2| ≤ C2
)
for some C1, C2 > 0 independent of t,u ∈ R
2 and λ > 0. Thus, |g˜λ,1(u)| ≤ g¯(u), where the dominating
function g¯(u) := C1(|u2| ≤ C2)
∫
R2
ρ(t)−11(|b22t1+u1| ≤ C1)dt ≤ C1(|u2| ≤ C2)
∫
R
|t1|
q1
q2
−q1
1(|b22t1+u1| ≤
C1)dt1, u ∈ R
2, satisfies ‖g¯‖ < ∞ since Q˜1 < 1, proving the first relation in (3.26). The second relation in
(3.26) follows by Minkowski’s inequality:
‖g˜λ,0‖ ≤ C
∫
R2
( ∫
R2
ρ(t1 −
1
b22
u1, t2)
−21
(
|t2| ≥ λ
1−
q1
q2
)
× 1
(
|b22t1 − λ
q1
q2
−1
b12t2| ≤ C1, |λ
q1
q2
−γ det(B)
b22
t2 + u2| ≤ C2
)
du
) 1
2
dt
= C
∫
R2
( ∫
R
ρ(u1, t2)
−21
(
|t2| ≥ λ
1−
q1
q2 , |b22t1 − λ
q1
q2
−1
b12t2| ≤ C1
)
du1
) 1
2
dt
= C
∫
R2
|t2|
q2(
1
2q1
−1)
1
(
|t2| ≥ λ
1−
q1
q2 , |b22t1 − λ
q1
q2
−1
b12t2| ≤ C1
)
dt
= C
∫
R
|t2|
q2(
1
2q1
−1)
1
(
|t2| ≥ λ
1−
q1
q2
)
dt2 = o(1)
since 12q1 < Q˜1 < 1. This proves (3.26) and (3.25).
We note that the above argument applies to the proof of the limit V X+ = V11 in both Cases (i) and (ii) of
Theorems 2.3 and 2.4 as well, including Case (ii) and q1q2 < γ ≤ 1, with the difference that in the latter case
we make the change of variable t→ B−1Λ′t in (3.22) with Λ′ := diag(λγ , λ
γ
q1
q2 ).
Case (i) and γ = 1 or V X+ = V01. Set H(γ) = H1 +
1
2 . The proof proceeds as in Case (i), γ > 1 above, by
writing g˜λ(u) =
∫
R2
b˜λ(u, t)dt with A as in (3.23), Λ := diag(λ, λ), Λ
′ := diag(λ, λ
q1
q2 ) in
b˜λ(u, t) := λ
q1b(⌈B−1Λ′t⌉)1(⌈B−1Λ′t⌉+ ⌈Λu⌉ ∈ (0, ⌊Λx⌋])→ a∞(t)1(B01t+ u ∈ (0,x])
for all u, t ∈ R2 such that t 6= 0, b22t1 + u1 6∈ {0, x1}, −b21t1 + u2 6∈ {0, x2}, c.f. (3.24). The details of the
convergence g˜λ(u) → h01(u) :=
∫
R2
a∞(t)1
(
B01t + u ∈ (0,x]
)
dt, u ∈ R2, in L2(R2) are similar as above
and omitted.
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We note that the above argument applies to the proof of V X0 = V01 in Case (i) of Theorem 2.4.
Case (i) and γ < 1 or V X− = V21. Set H(γ) =
1
2 + γ(
3
2 +
q1
q2
− q1) =
1
2 + γH1. Use Proposition 3.1 with
A :=

 1 − b22b21
0 1

 , Λ :=

 λ 0
0 λγ

 .
Similarly to (3.24), g˜λ(u) =
∫
R2
b˜λ(u, t)dt, where
b˜λ(u, t) := λ
γq1b(⌈B−1Λ′t⌉)1(⌈B−1Λ′t⌉+ ⌈Λu⌉ ∈ (0, ⌊Λx⌋])→ a∞(t)1(B21t+ u ∈ (0,x])
for all u, t ∈ R2 such that t 6= 0, u1 6∈ {0, x1}, −b21t1+u2 6∈ {0, x2}. It suffices to prove g˜λ(u) → h21(u) :=∫
R2
a∞(t)1
(
B21t+ u ∈ (0,x]
)
dt in L2(R2) or
‖g˜λ,1 − h21‖ → 0 and ‖g˜λ,0‖ → 0, (3.27)
where g˜λ,j(u) =
∫
R2
b˜λ,j(u, t)dt and
b˜λ,0(u, t) := b˜λ(u, t)1
(
|t2| ≥ λ
γ(1−
q1
q2
))
, b˜λ,1(u, t) := b˜λ(u, t)1
(
|t2| < λ
γ(1−
q1
q2
))
, u, t ∈ R2.
The proof of (3.27) is similar to that of (3.26) and omitted. This proves Case (i). The above proofs also
included Case (ii) of Theorem 2.3. Theorem 2.3 is proved.
Proof of Theorem 2.4. Case (ii) and γ < q1q2 or V
X
− = V22. Set H(γ) =
1
2 + γ(
3
2 +
q2
q1
− q2) =
1
2 + γH2. The
proof is similar to that in the case (i) of Theorem 2.3 using
A :=

 1 − b12b11
0 1

 , Λ :=

 λ 0
0 λγ

 , Λ′ :=

 λγ
q2
q1 0
0 λγ

 .
Accordingly, g˜λ(u) =
∫
R2
b˜λ(u, t)dt, where
b˜λ(u, t) := λ
γq2b(⌈B−1Λ′t⌉)1(⌈B−1Λ′t⌉+ ⌈Λu⌉ ∈ (0, ⌊Λx⌋])→ a∞(t)1(B22t+ u ∈ (0,x])
for all u, t ∈ R2 such that t 6= 0, u1 6∈ {0, x1}, b11t2 + u2 6∈ {0, x2}. It suffices to prove g˜λ(u) → h22(u) :=∫
R2
a∞(t)1(B22t+ u ∈ (0,x])dt in L
2(R2) or
‖g˜λ,1 − h22‖ → 0 and ‖g˜λ,0‖ → 0, (3.28)
where g˜λ,j(u) =
∫
R2
b˜λ,j(u, t)dt and
b˜λ,0(u, t) := b˜λ(u, t)1
(
|t1| ≥ λ
γ
q2
q1
−1)
, b˜λ,1(u, t) := b˜λ(u, t)1
(
|t1| < λ
γ
q2
q1
−1)
, u, t ∈ R2.
The proof of (3.28) using Q˜2 < 1 is similar to that of (3.26) and omitted. The remaining cases of Theorem 2.4
follow from Theorem 2.3, thereby completing the proof of Theorem 2.4.
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Proof of Theorem 2.5. Case (i) and γ > 1 or V X+ = V˜02. SetH(γ) = 1+γH˜. We follow the proof of Theorem
2.2, Case (i), γ > 1. Let Λ := diag(λγ , λγ), Λ′ := diag(λ, λγ). Then (3.17) and (3.19) hold with q2 = q
and B˜22 replaced by B˜02. Then the convergence g˜λ(u)→ h˜02(u) :=
∫
0,x] a∞(B˜02t− u)dt in L
2(R2) follows
similarly by Pratt’s lemma with (3.21) replaced by
‖G˜λ‖
2 =
∫
R4
(ρ−1 ⋆ ρ−1)
(
λ1−γ
det(B)
b22
(t1 − s1) + b12(t
′
2 − s
′
2), b22(t
′
2 − s
′
2)
)
×1
(
t1 ∈ (0, x1], −λ
1−γ b21
b22
t1 + t
′
2 ∈ (0, x2]
)
×1
(
s1 ∈ (0, x1], −λ
1−γ b21
b22
s1 + s
′
2 ∈ (0, x2]
)
dt1dt
′
2ds1ds
′
2
→
∫
(0,x]×(0,x]
(ρ−1 ⋆ ρ−1)(B˜22(t − s))dtds = ‖G˜‖
2.
The proof in Case (i), γ = 1 and γ < 1 is similar to that of Theorem 2.2, Case (i) and is omitted.
Case (ii) and γ > 1 or V X+ = V10. Set H(γ) = H +
γ
2 . We follow the proof of Theorem 2.3, Case (i), γ > 1,
with Λ′ := diag(λ, λ) and A,Λ as in (3.23). Then Λ−1B−1Λ′ → B10 and the result follows from ‖g˜λ −
h10‖ → 0, where h10(u) :=
∫
R2
a∞(t)1(B10t + u ∈ (0,x])dt. Following the proof of (3.25), we decompose
g˜λ(u) = g˜λ,0(u) + g˜λ,1(u) with g˜λ,j(u) =
∫
R2
b˜λ,j(u, t)dt given by
b˜λ,0(u, t) := b˜λ(u, t)1(|t2| ≥ C˜), b˜λ,1(u, t) := b˜λ(u, t)1(|t2| < C˜),
and b˜λ(u, t), u, t ∈ R
2, as in (3.24), where C˜ > 0 is a sufficiently large constant. It suffices to prove
lim
C˜→∞
lim sup
λ→∞
‖g˜λ,1 − h10‖ = 0 and lim
C˜→∞
lim sup
λ→∞
‖g˜λ,0‖ = 0. (3.29)
The proof of (3.29) mimics that of (3.27) and we omit the details. The remaining statements in Theorem 2.5,
Case (ii) also follow similarly to the proof of Theorem 2.3, Case (i). Theorem 2.5 is proved.
4 Appendix
4.1 Generalized homogeneous functions
Let qi > 0, i = 1, 2, with Q :=
1
q1
+ 1q2 .
Definition 4.1. A measurable function h : R2 → R is said to be:
(i) generalized homogeneous if for all λ > 0,
λh(λ1/q1t1, λ
1/q2t2) = h(t), t ∈ R
2
0. (4.1)
(ii) generalized invariant if λ 7→ h(λ1/q1t1, λ
1/q2t2) is a constant function on R+ for any t ∈ R
2
0.
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Proposition 4.2. Any generalized homogeneous function h can be represented as
h(t) = L(t)/ρ(t), t ∈ R20, (4.2)
where ρ(t) = |t1|
q1 + |t2|
q2 , t ∈ R2, and L is a generalized invariant function. Moreover, L can be written as
L(t) = Lsign(t2)(t1/ρ(t)
1/q1), t2 6= 0, (4.3)
where L±(z) := h(z,±(1 − |z|
q1)1/q2), z ∈ [−1, 1].
Proof. (4.2) follows from (4.1), by taking λ = 1/ρ(t). Then L(t) := h(t1/ρ(t)
1/q1 , t2/ρ(t)
1/q2) is a generalized
invariant function. Whence, (4.3) follows since t2/ρ(t)
1/q2 = sign(t2)(1− |t1/ρ(t)
1/q1 |q1)1/q2 .
The notion of generalized homogeneous function was introduced in [9]. The last paper also obtained a
representation of such functions different from (4.2). Note t 7→ (t1, ρ(t)
1/q1) is a 1-1 transformation of the
upper half-plane {t ∈ R2 : t2 ≥ 0} onto itself. Following [5], the form in (4.2) will be called the polar
representation of h. The two factors in (4.2), viz., ρ−1 and L are called the radial and angular functions,
respectively. Note that h being strictly positive and continuous on R20 is equivalent to L± both being strictly
positive and continuous on [−1, 1] with L+(±1) = L−(±1).
4.2 Dependence axis
Definition 4.3. Let g : R2 → R be a measurable function. We say that a line passing through the origin
and given by {t ∈ R2 : a · t = 0} with a ∈ R20 is the dependence axis of g if for all c ∈ R
2
0 such that
a1c2 6= c1a2,
lim inf
|t|→∞,c·t=0
log(1/|g(t)|)
log |t|
> lim sup
|t|→∞,a·t=0
log(1/|g(t)|)
log |t|
. (4.4)
We say that a line {t ∈ R2 : a · t = 0} with a ∈ R20 is the dependence axis of g : Z
2 → R if this line is the
dependence axis of g(⌊t⌋), t ∈ R2.
Proposition 4.4. Let g : Z2 → R satisfy
g(t) = ρ(Bt)−1(L(Bt) + o(1)), |t| → ∞, (4.5)
where B = (bij)i,j=1,2 is a 2 × 2 nondegenerate matrix, ρ(t) := |t1|
q1 + |t2|
q2, t ∈ R2, with qi > 0, i = 1, 2,
and L : R20 → R satisfies Assumption B. In addition,
(i) let q1 < q2 and |L+(1)| = |L−(1)| > 0, |L+(−1)| = |L−(−1)| > 0. Then the dependence axis of g is
{t ∈ R2 : b2 · t = 0} with b2 = (b21, b22)
⊤;
(ii) let q1 > q2 and |L+(0)| > 0, |L−(0)| > 0. Then the dependence axis of g is {t ∈ R
2 : b1 · t = 0} with
b1 = (b11, b12)
⊤.
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Proof. It suffices to show part (i) only since (ii) is analogous. Below we prove that
lim
|t|→∞,b2·t=0
|t|q1 |g(⌊t⌋)| =
|b2|
q1
|det(B)|q1


L±(1), b1 · t→ +∞,
L±(−1), b1 · t→ −∞,
(4.6)
lim sup
|t|→∞,c·t=0
|t|q2 |g(⌊t⌋)| <∞, ∀c ∈ R20, b21c2 6= c1b22. (4.7)
Note (4.6) implies lim|t|→∞, b2·t=0
log(1/|g(⌊t⌋)|)
log |t| = q1 while (4.7) implies lim inf |t|→∞,c·t=0
log(1/|g(⌊t⌋)|)
log |t| ≥ q2,
hence the statement of the proposition.
Let us prove (4.6). We have
b1 · t
ρ(B⌊t⌋)1/q1
=
sign(b1 · t)
(|b1 · ⌊t⌋/|b1 · t||q1 + |b2 · ⌊t⌋|q2/|b1 · t|q1)1/q1
→ ±1 as b1 · t→ ±∞
since |b2 · ⌊t⌋| = O(1) on b2 · t = 0. In a similar way, lim|t|→∞,b2·t=0 |t|
q1ρ(B⌊t⌋)−1 = ( |b21|+|b22|| det(B)| )
q1 . Whence,
(4.6) follows by the asymptotic form of g and the assumption of the continuity of L±.
Consider (4.7). In view of (4.5) and the boundedness of L± it suffices to show (4.7) for ρ(Bt)
−1 in place of
g(t), t ∈ Z2. Then |t|q2ρ(B⌊t⌋)−1 = ( |b1·⌊t⌋|
q1
|t|q2 +
|b2·⌊t⌋|q2
|t|q2 )
−1, where |b1·⌊t⌋|
q1
|t|q2 → 0 and
|b2·⌊t⌋|
|t| →
|b21c2−b22c1|
|c1|+|c2|
>
0, proving (4.7).
Below, we show that the dependence axis is preserved under ‘discrete’ convolution [g1⋆g2](t) :=
∑
u∈Z2 g1(u)
g2(u+ t), t ∈ Z
2, of two functions gi : Z
2 → R, i = 1, 2.
Proposition 4.5. For i = 1, 2, let gi : Z
2 → R satisfy
gi(t) = ρ(Bt)
−1(Li(Bt) + o(1)), |t| → ∞, (4.8)
where B is a 2 × 2 nondegenerate matrix, ρ with Q = q−11 + q
−1
2 ∈ (1, 2) and Li are functions as in
Assumption B. For i = 1, 2, let a∞,i(t) := ρ(t)
−1Li(t), t ∈ R
2
0. Then
[g1 ⋆ g2](t) = ρ˜(Bt)
−1(L˜(Bt) + o(1)), |t| → ∞, (4.9)
where ρ˜(t) := |t1|
q˜1 + |t2|
q˜2, t ∈ R2, with q˜i := qi(2−Q), i = 1, 2, and
L˜(t) := |det(B)|−1(a∞,1 ⋆ a∞,2)(t1/ρ˜(t)
1/q˜1 , t2/ρ˜(t)
1/q˜2), t ∈ R20, (4.10)
is a generalized invariant function in the sense of Definition 4.1 (ii) (with qi replaced by q˜i, i = 1, 2).
Moreover, if L1 = L2 ≥ 0 then L˜ is strictly positive.
Proof. We follow the proof in ([14], Prop. 5.1 (iii)). For t ∈ Z2, split every gi(t) as a sum of g
1
i (t) :=
gi(t)− g
0
i (t) and g
0
i (t) := (1 ∨ ρ(Bt))
−1Li(Bt) using the convention g
0
i (0) = Li(0) := 0. Then [g1 ⋆ g2](t) =∑1
k,j=0[g
k
1 ⋆ g
j
2](t) and (4.9) follows from
lim
|t|→∞
∣∣ρ˜(Bt)[g01 ⋆ g02 ](t)− L˜(Bt)∣∣ = 0 (4.11)
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and
ρ˜(Bt)[gk1 ⋆ g
j
2](t) = o(1), |t| → ∞, (k, j) 6= (0, 0). (4.12)
To prove (4.11) we write the ‘discrete’ convolution as integral [g01 ⋆ g
0
2 ](t) =
∫
R2
g01(⌈u⌉)g
0
2(⌈u⌉+ t)du, where
we change a variable: u→ B−1R ˜̺u with
t′ := Bt, ˜̺ := ρ˜(t′), R ˜̺ := diag(˜̺
1/q˜1 , ˜̺1/q˜2).
Then with Q˜ := q˜−11 + q˜
−1
2 we have
ρ˜(Bt)[g01 ⋆ g
0
2 ](t) = |det(B)|
−1 ˜̺1+Q˜
∫
R2
L1(B⌈B
−1R ˜̺u⌉)
ρ(B⌈B−1R ˜̺u⌉) ∨ 1
·
L2(B⌈B
−1R ˜̺u⌉+ t
′)
ρ(B⌈B−1R ˜̺u⌉+ t′) ∨ 1
du
= |det(B)|−1
∫
R2
g ˜̺,z(u)du, z = R
−1
˜̺ t
′,
where for all ρ˜ > 0, z ∈ R2 such that ρ˜(z) = 1, u ∈ R2,
g ˜̺,z(u) :=
L1(R
−1
˜̺ B⌈B
−1R ˜̺u⌉)
ρ(R−1˜̺ B⌈B
−1R ˜̺u⌉) ∨ ˜̺−q1/q˜1
·
L2(R
−1
˜̺ B⌈B
−1R ˜̺u⌉+ z)
ρ(R−1˜̺ B⌈B
−1R ˜̺u⌉+ z) ∨ ˜̺−q1/q˜1
and we used generalized homogeneous and generalized invariance properties of ρ and Li, i = 1, 2, and the
facts that q1/q˜1 = q2/q˜2, 1 + Q˜ = 2q1/q˜1 = 2/(2 − Q). Whence using continuity of ρ and Li, i = 1, 2, it
follows that g ˜̺,z(u) − a∞,1(u)a∞,2(u + z) → 0 as ˜̺→ ∞ or |t| → ∞ for all u ∈ R
2
0, u + z ∈ R
2
0. Then
similarly as in ([14], (7.8)) we conclude that supz∈R2:ρ(z)=1 |
∫
R2
g ˜̺,z(u)du− (a∞,1 ⋆ a∞,2)(z)| → 0, ˜̺→∞,
and (4.11) holds. The remaining details including the proof of (4.12) are similar to those in [14]. Proposition
4.5 is proved.
Corollary 4.6. Let X be a linear RF on Z2 satisfying Assumptions A, B and having a covariance function
rX(t) := EX(0)X(t) = [b ⋆ b](t), t ∈ Z
2. Then
rX(t) = ρ˜(Bt)
−1(L˜(Bt) + o(1)), |t| → ∞, (4.13)
where ρ˜, L˜ are as in (4.9), (4.10) (with a∞,1 = a∞,2 = a∞ of (2.6)). Particularly, if q1 6= q2 and L±
satisfy the conditions in Proposition 4.4, the dependence axes of the covariance function rX in (4.13) and
the moving-average coefficients b in (1.7) coincide.
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