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Classification of Alzheimer’s Disease From MRI Images
In this thesis work machine learning techniques are used to classify MRI brain scans of people
with Alzheimers Disease. This work deals with binary classification between Alzheimers Dis-
ease (AD) and Cognitively Normal (CN). Supervised learning algorithms were used to train a
classifier using MATLAB Classification Learner App in which the accuracy is being compared.
The dataset used is from The Alzheimers Disease Neuroimaging Initiative (ADNI). Histogram
is used for all slices of all images. Based on the highest performance, specific slices were se-
lected for further examination. Majority voting and weighted voting is applied in which the
accuracy is calculated and the best result is 69.5% for majority voting.
CERCS: T111 Imaging, image processing
Keywords: Computer Vision, Machine Learning, Alzheimer’s Disease, feature extraction,
magnetic resonance imaging
Alzheimeri tõve klassifitseerimine MRI-piltidest
Käesolevas töös kasutatakse masinõppe meetodeid, et klassifitseerida Alzheimeri tõvega in-
imeste MRI aju skaneeringuid. Töös rakendatakse binaarset liigitust Alzheimeri tõve (AD)
ja kognitiivse normaalsuse (CD) vahel. Kasutati juhendatud masinõppealgoritme, et treenida
klassifikaatoreid MATLAB’i klassifikaatorite õpperakenduses (Classification Learner App), kus
võrreldi algoritmi täpsust. Kasutatav andmestik pärineb ADNI andmebaasist (The Alzheimer’s
Disease Neuroimaging Initiative). Kõikidest piltidest võetud osadele arvutati histogrammid.
Kõrgeima jõudluse põhjal valiti konkreetsed osad edasiseks uurimiseks. Võtteldi enamus ja
kaalutud valikute täpsust ja parimaks tulemuseks saadi enamusvalikuid kasutades 69.5%.
CERCS: T111 Pilditehnika
Märksõnad: Arvutinägemine, masinõpe, Alzheimeri tõbi, Magnetresonantstomograafia
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Alzheimer’s Disease (AD) is a disease in the brain that causes memory loss, behaviour problems
as well as problems with thinking. Symptoms of the disease usually show early signs that
could later on develop and become fatal and affect daily activities [3]. Ron et al. (2007) [4]
reported that in 2006 there were 26.6 million people affected by Alzheimer’s Disease. They
predict that in year 2050 there will be about 106.8 million patients of Alzheimer’s [4]. AD is
form of dementia which is a term that is used to describe decline in general brain functions
like thinking or the ability to remember. Symptoms could be severe enough that it can affect
daily activities. 60 to 80 percent of cases of dementia accounts to Alzheimer’s Disease [5].
The majority of people with Alzheimer’s Disease are 65 and older. As age increases risk of
developing Alzheimer’s Disease increase as well, meanwhile it’s not a disease of old age as
younger people can be pre-diagnosed as well. As announced by the Alzheimer’s Association,
there are about 50 million people worldwide whom are living with Alzheimer’s Disease or other
form of Dementia [6].
Alzheimer’s is a progressive disease which means that over the years symptoms get worse.
The disease can be divided into stages, during the early stages a person can have mild loss
of memory, but later on as the symptoms progress, normal routine activities become difficult.
There are three main stages of Alzheimer’s disease which are mild (early stage), moderate
(middle stage) and severe (late stage) [7], these stages vary from one patient to another based
on the time it will take to develop to the next stage as well as the condition in each stage vary
as well. Preclinical Alzheimer’s disease is a term used for the time in which the brain of a
person starts to change without any signs of the disease appearing [7]. Despite the efforts done
to treat or cure Alzheimer’s Disease, at the moment there is no cure for it. Research and efforts
continue to find solutions to treat or prevent this disease and stop it from developing. There
is treatment for symptoms which are available, those treatments can’t prevent the progression
of the disease but it can temporary slow the progression of symptoms of dementia. Efforts are
made to improve the quality of life for people with Alzheimer’s. Early diagnostic of the disease
is critical to help people with Alzheimer’s. Diagnostic of Alzheimer’s Disease is made with the
help of many specialists, tests and approaches using different tools. One of these tools are brain
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imaging. One of the standard medical checkups is based on making a structural image of the
brain using magnetic resonance imaging (MRI) or computed tomography (CT) [8].
Alzheimer’s Disease causes the nerve cells in the brain to die leading to tissue loss in the brain.
The brain of a person diagnosed by Alzheimer’s Disease shrinks drastically, causing it to be
not functioning properly as shown in figure 1.1 [1]. Research has shown that as Alzheimer’s
Disease progresses the brain of a patient would shrink in size, research using structural imaging
of the brain show that some regions in the brain are more heavily affected for example the
hippocampus area in the brain. The shrinkage of the hippocampus could be an easy sign of
Alzheimers Disease. Although scientists still have not agreed about the standard in which a
shrinkage should be considered in compared to the size of a brain for each individual [9].
Figure 1.1: Illustration of brain with and without Alzheimer’s [1]
1.2 Problem Overview
Alzheimer’s Disease (AD) is a common disease that has no cure or treatment. There is a big
interest and collective efforts for early diagnostic for this disease to improve the quality of life
for those affected by this disease. In the recent years researchers have been using computational
advancements and machine learning techniques for early diagnosis of AD using image process-
ing and computer vision by finding biomarkers that indicate the presence of the disease from an
early stage. Pattern Recognition and Machine Learning could help doctors in early detection of
this disease. This thesis uses the ADNI dataset, which contains MRI scans of the brain which
are suitable for statistical analysis using machine learning techniques.
1.3 Goals
The goal of this thesis is to analyze different machine learning techniques for classification of
MRI brain scans for Alzheimer’s Disease (AD) and Cognitively Normal (CN) subjects using
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supervised learning. This research which includes improving methods for classification of AD
and CN could help in early diagnostics of AD using computer vision and machine learning.
These tools could be used by professionals to assist their decision in determining if a person is
developing Alzheimer’s Disease which could help improve the quality of life for the people af-
fected and give them a chance to choose the way they want to be taken care of in the years were
the disease progresses. Through this work the performance of multiple machine learning algo-
rithms like Support Vector Machine (SVM), Logistic Regression, and Decision Trees among
others are being compared. To deal with the large dimensionality of the used data, and to en-
hance the accuracy, different techniques like histogram representation and Principal Component
Analysis (PCA) were being studied.
1.4 Structure
• Chapter 1 gave an overview of Alzheimer’s Disease and introduced the problem definition
followed by the objective of this project.
• In chapter 2 of this thesis Magnetic Resonance Imaging (MRI) is being explained and an
overview of Machine Learning types, algorithms and methods is being presented.
• Chapter 3 is composed of literature review giving examples of previous research work
done on this topic along with their methods and results.
• In chapter 4 provides information on the experiments that are done in this research work
introducing the tools used to deal with the problem overview and also detailed information
about the database used in this thesis is given in this chapter.
• Chapter 5 includes the methods used in this research work, how the large data was han-
dled using dimensionality reduction techniques that are being described. The supervised
learning algorithms used in this work are also presented in this chapter with a brief expla-
nation. Also challenges met during this work are included at the end of this chapter.
• The results of this research work are presented in chapter 6 of the thesis, showing all the
different results that has been obtained.
• In chapter 7 the analysis of the methods and results presented in earlier chapters are being
discussed. Future work is also briefed.
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2 Alzheimer’s detection
There are several tests that are being done from physicians and specialists to determine if a
person is diagnosed with Alzheimer’s Disease or not. For the time being there isn’t a spe-
cific test that could determine the condition on its own [8]. One of the first checkups would
be that a doctor will ask about the patient’s medical history. Determining if a family member
has suffered from AD or other dementia and also ask about medications and make some phys-
ical examinations to exclude the possibility of another diseases that have the same symptoms
like AD [8]. After these examinations if the doctor suspects that the patient might have mild
cognitive impairment (MCI) or Alzheimer’s, the doctor can then use the help of other special-
ists for example refer the patient to geriatrician, neurologist, neuropsychologist and geriatric
psychiatrists. Those specialists can help in the diagnostic of Alzheimer’s Disease by making
extra examinations to determine the case [10]. The diagnostic process does not end here, a pa-
tient also undergo a mental status test in which one popular test is the Mini-Mental Status Test
(MMSE) this test determines the patient ability to answer simple everyday mental tasks [8].
Genetic testing is also one of the tests that help determine whether a person has certain genes
that could increase the risk of developing AD [8]. All these tests are followed by brain imaging
that could determine if the brain shows any signs of AD using the scan of the patient’s brain.
Brain imaging techniques have helped a lot with the diagnostic of AD and other dementia types.
It has become a necessary tool that doctors use as a guide to determine if the symptoms are of
other diseases and not AD. Researchers are working on developing brain imaging techniques to
have more information and more understanding of how AD affects the brain and also help in
determining other causes. The diagnosis of AD and MCI has a similar workup in which a set
of different tools and approaches are used by doctors, specialists and physicians to determine
the detection of the disease for a patient [2]. Judith N. and Wang S. (2011) show a table of the
workup for MCI and AD shown in figure 2.1 [2].
2.1 Data Magnetic Resonance Imaging (MRI)
Magnetic Resonance Imaging (MRI) is a type of medical scanning that is used to generate
medical images for the visualization of anatomy. MRI uses magnetic waves and radio waves to
produce detailed images of the body’s soft tissues and bones for diagnostic purposes or monitor-
ing treatment progress. On the contrary to Computed Tomography (CT) and X-ray scans, MRI
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Figure 2.1: Summary of MCI and AD workup table illustrated by Judith N. and Wang S. [2,
Table 1]
does not use ionizing radiation which makes MRI generate less hazards than CT scans [11]. A
strong magnetic field is applied in a MRI scanner, when a body is placed in MRI machine the
protons from water molecules in the tissues align to the magnetic vector along the MRI scanner
axis which is processed to produce the MRI images. When the radio frequency is switched off,
it takes time for the protons to return to equilibrium after excitation. The rate at which tissue
relaxation occurs can be measured in two ways T1 which is the longitudinal relaxation time and
T2 which is the transverse relaxation time [12]. The series of images produced from the MRI
scanner of the body is composed of three-dimensional image composed of slices of the body
that could then be analyzed by a professional in the field.
Structural imaging of the brain using Magnetic Resonance Imaging (MRI) has a big role in the
diagnosis of AD. Doctors use MRI to determine if a patient show signs of MCI or AD as well
as to check the possibility of other diseases like vascular and other non-Alzheimer neurode-
generation [13]. Brain imaging using MRI show how the brain has been damaged and what
tissue areas are shrinking in an AD patient. Such brain scans show doctors specific regions of
the brain that could be affected by AD for example the hippocampus and the entorhinal cortex
which is another area in the brain that deals with memory which are both regions in the brain
that show the progression of AD and MCI [13]. Machine Learning techniques for early detec-
tion of Alzheimer’s Disease can assist doctors during the diagnosis period to help in the process.
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This research work helps to investigate the classification of AD and CN to improve the research
in the early detection of AD.
2.2 Machine Learning
Machine Learning is a branch of artificial intelligence in which the analysis of data is taken
place without specific instructions that is given [14–16]. Machine Learning deals with training
data to find patterns and decide or predict the outcome accordingly.
Supervised, Unsupervised and Reinforcement learning
In machine learning there are three main types supervised, unsupervised and reinforcement
learning. Supervised learning can be divided into two categories, classification and regres-
sion [17]. Some of the common classification methods are Support Vector Machine (SVM),
Naı̈ve Bayes classifier and Nearest Neighbours. Some of the regression methods are Linear and
Nonlinear Regression. In regression problems the output is predicted using a continuous func-
tion in order to map a continuous input [17]. In classification problems the results are predicted
using a discrete output [17].
Supervised learning is a method in which the system is given a training data that is labeled and
by giving an adequate amount of this training set the system can then categorize another set of
test data based on the classification of the input data set. In supervised learning the output is
known based on the input of the dataset [18]. One popular method that is used in supervised
learning for classification and regression problems is Support Vector Machines (SVM) [19–22].
Another classifier used in supervised learning is Naı̈ve Bayes classifier which assumes that each
feature in the dataset is conditionally independent to make the model simpler [23].
K-nearest neighbour (kNN) algorithm is another machine learning and pattern recognition al-
gorithm used in supervised learning program in which each data point or feature is classified
based on its neighbor features by assigning a value for k that corresponds to the number of
neighbor points that is taken into consideration, also known as clustering [23]. Random forest
is another supervised learning classifier that works by choosing the best class based on com-
bining multiple decision trees [24]. Random forest is part of the ensemble method which is
a supervised learning algorithm which uses multiple trees for classification problem and then
predict the output class based on popularity [24–26].
In unsupervised learning the output results is unknown and in this case clustering is used to
group data based on relationships among the variables [18]. There is no feedback on the pre-
dicted results in unsupervised learning which make it more challenging than supervised learn-
ing. One of the most common algorithm used in unsupervised learning is neural networks.
Neural Network is an algorithm that finds patterns and connection between features in a dataset
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to learn and make conclusions using hidden layers of information [23].
Reinforcement learning is a type of machine learning that deals with taking a set of actions to
maximize the reward [27]. Unlike supervised learning in reinforcement learning there are no
labels given and the system needs to learn what is the best option based on experience [23]. Re-
inforcement learning is used in many applications for example game theory and control theory.
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3 Literature Review
A lot of research is being done to help in early diagnosis of Alzheimer’s Disease using ma-
chine learning techniques and computer vision for classification and early detection using MRI
scans. Many researchers use a selection of features to assist the classification of binary class or
multi-class for example classification of Alzheimer’s Disease (AD), Mild Cognitive Impairment
(MCI) and Cognitively Normal (CN). In this section previous research results will be discussed
and compared based on the method and performance that is addressed and table 3.1 show a
comparison of results mentioned.
Zhang and Shen (2012) proposed a method with two components, a multi-class feature selec-
tion and a multi-model support vector machine. They preformed their experiment on a data of
45 AD, 91 MCI and 50 healthy controls (HC) using MRI, FDG-PET, and cerebrospinal fluid
(CSF) data from ADNI database. Results for AD vs HC in their experiment show an accuracy of
84.8% with MRI-based, 84.5% with PET-based and 80.5% with CSF-based [28]. By aiming to
investigate magnetic resonance imaging (MRI) and cerebrospinalfluid (CSF) biomarkers, West-
man et al. (2012) included 369 subjects from ADNI database with 96 AD, 162 MCI and 111
CTL (Healthy Controls) in their study. By combining CSF and MRI they got the best results
for classifying AD vs CTL but as concerned with this paper they got 87% accuracy for MRI
for distinguishing between AD and CTL using multivariate data analysis [29]. In a study that
included 59 AD and 127 cognitively normal (CN) subjects Zhou et al. (2014) proposes classifi-
cation of AD by combining MRI data and mini-mental state examination (MMSE). For feature
selection they used FreeSurfer to calculate 55 volumetric variables. In the results without using
MMSE an accuracy of 78.2% was achieved for AD vs CN and while using MMSE the accuracy
was significantly improved to become 92.4% [30].
Gray et al. (2013) achieved 89% multi-modal classification accuracy between AD and healthy
controls using MRI volumes, voxel-based FDG-PET signal intensities, CSF biomarker mea-
sures, and categorical genetic information joined together as features. Their study included 147
participants with 37 AD and 35 healthy controls (HC). The 89% accuracy was achieved using
Random Forrest classifier [31]. In a research done by Papakostas et al. including 98 females
from OASIS dataset in which Voxel-based morphometry (VBM) and Deformation-based mor-
phometry (DBM) were used for classification of AD and Healthy Controls (HC). The study
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resulted in 85% accuracy using MSD features from the VBM model of feature extraction [32].
Zhang, Wang et al. (2011) published their results for multi-model approach by combining MRI,
PET and CSF as biomarkers for AD. Their study included 51 AD and 52 healthy controls. Com-
bination of those 3 features yielded a robust accuracy of 93.2% [33].
Mahmood et al. proposed a method for classification of MRI images using feed forward multi-
layer Neural Network in which the model was trained using 230 subjects from OASIS dataset.
By reducing the features to 150 using PCA they were able to get an accuracy of 89.22% after
testing the model on all 457 MRI subjects. When features was reduced to 100 the accuracy
decreased to 86.47% [34]. Yi Ding et al. proposed a novel approach for feature selection us-
ing VBM and texture analysis for classification of AD and normal controls (CN). The dataset
used in the study is from ADNI in which 54 AD and 58 NC patients were taken into account.
Accuracy of 92.86% was achieved using SVM with RBF kernel for classification [35].
Table 3.1: Comparison of classification between AD and healthy control subjects based on what
is reported in the literature.
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4 Problem Review
In this chapter information about the dataset used in this research is being presented in the first
section. In the second section the tools that is used in the experiments are explained as well as
the format of the images is discussed. In this bachelor thesis two classes (i.e. diagnostic groups)
were used for classification problem: Cognitively Normal (CN) and Alzheimer’s Disease (AD).
4.1 The Alzheimer’s Disease Neuroimaging Initiativ (ADNI)
The data set used in this study is from The Alzheimer’s Disease Neuroimaging Initiative (ADNI).
ADNI is one of the projects archived in the Image & Data Archive (IDA) as part of the Labo-
ratory of Neuroimaging (LONI) which collects clinical trials and research studies from neuro-
science research [36]. It collects these studies for research purposes to manage and share the
information available in this field. LONI IDA manages data collection to facilitate collaboration
between scientists all over the world in the field of neuroscience [36].
For early detection of Alzheimer’s disease (AD), ADNI uses biomarkers to develop clinical
images to enable tracking of patients cognitive health by allowing the use of this data to re-
searchers around the world. A biomarker is an indicator used to measure the state of a certain
disease [37]. The goals of ADNI are early detection of AD, support research for prevention and
treatment in very early detection of AD and making it easy for researchers and scientists around
the world to use and access the data they have [37].
The collection of data in ADNI happened over 4 phases, ADNI-1,GO,-2 and -3 starting from
2004 until 2016 [36]. In those 4 phases the subjects taking part in ADNI study were either car-
ried forward in the new phases for additional examination or new participants were also added
to continue investigation of Alzheimer’s Disease progression. Development of biomarkers for
different outcomes were measured through out the 4 phases for example measurement for clini-
cal trials, examining early stages of the disease, prediction of cognitive decline as well as study
of functional imaging techniques in clinical trials [36].
During the ADNI study four states of the disease were examined which are CN, SMC, MCI and
AD [37]. CN stands for Cognitively Normal and acted as control subjects in the ADNI study
and the participants showed no signs of dementia. SMC stands for Significant Memory Concern
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which was added in ADNI 2, participants in this category showed some memory concerns that
could develop later on [37]. It fills the gap between CN and MCI. MCI stands for Mild Cogni-
tive Impairment, participants in this category maintained daily activities but reported memory
concerns either by themselves or by a clinician in this stage there was no sign of dementia [37].
Finally the last stage is AD which stands for Alzheimer’s Dementia in which participants in this
category had dementia due to Alzheimer’s disease.
In this research work the dataset was taken from The Alzheimer’s Disease Neuroimaging Ini-
tiative (ADNI), the images used for the purpose of this bachelor thesis was take from ADNI1
phase. The MRI images in ADNI has undergone some specific pre-processing steps, each
MPRAGE image in the database at Laboratory of Neuroimaging (LONI) is accompanied with
set of descriptions remarking the pre-processing that happened on each MRI image [38]. As of
the description written on the ADNI website here are the corrections applied to the images used
in this work [38]:
1. Gradwarp: gradwarp is a system-specific correction of image geometry distortion due to
gradient non-linearity. The degree to which images are distorted due to gradient non-
linearity varies with each specific gradient model. We anticipate that most users will
prefer to use images which have been corrected for gradient non-linearity distortion in
analyses.
2. B1 non-uniformity: this correction procedure employs the B1 calibration scans noted in
the protocol above to correct the image intensity non-uniformity that results when RF
transmission is performed with a more uniform body coil while reception is performed
with a less uniform head coil.
3. N3: N3 is a histogram peak sharpening algorithm that is applied to all images. It is applied
after grad warp and after B1 correction for systems on which these two correction steps
are performed. N3 will reduce intensity non-uniformity due to the wave or the dielectric
effect at 3T. 1.5T scans also undergo N3 processing to reduce residual intensity non-
uniformity.
The ADNI database has also description about subjects for each scan regarding age, gender and
diagnostic group. The participants enrolled in the ADNI study are between 55 and 90 years
old [37]. They are recruited in 57 sites in the United States and Canada [39]. The participants
in the study are subjected to a series of initial tests that are repeated in a yearly interval, some
of the tests are clinical evaluation, neuropsychological tests, genetic testing, lumbar puncture,
and MRI and PET scans [37]. The screening schedule of intervals over the years are Screening,
Baseline, Month 3, 6, 12, 18, 24, 36, 48 and annual on-going check up [37].
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4.2 Tools and Data format
MATLAB
MATLAB is a matrix-based language developed by MathWorks for technical computing. It is
used for analyzing and visualizing data, developing algorithms, computational mathematics and
creating models and applications. To know more about MATLAB visit this page:
https://www.mathworks.com/products/matlab.html
Throughout the work of this thesis, MATLAB was used for reading the MRI images and the
classification. Prior to the classification multiple mathematical analysis were made, including
vectorization, PCA and histogram representation.
Classification Learner App in MATLAB
In this bachelor work, classification learner app on MATLAB is being used to train differ-
ent models and classify the dataset. The classification learner app can be used in training a
model using supervised learning methods. It gives wide range of classification model types
to analyze the training data and export a model for testing. Some of the training models
are decision trees, support vector machines, logistic regression and ensemble classification
among others. The classification learner app takes an input of my dataset that needed to be
analyzed by supplying the array of observations while specifying the response (i.e. labels
or classes) and applying principal component analysis if needed as well as selecting which
features to include in the model. The accuracy of the training models chosen are being pre-
sented along with confusion matrix and ROC curves. The model can then be exported in
MATLAB workspace to predict the output of the test data. For more information about the
classification learner app please visit: https://www.mathworks.com/help/stats/
train-classification-models-in-classification-learner-app.html
Neuroimaging Informatics Technology Initiative (NIfTI)
Images were downloaded in .nii NIfTI format. NIfTI stands for Neuroimaging Informatics
Technology Initiative. This initiative is sponsored by the National Institutes of Health (NIH) to
promote and support software tools in the field of neuroimaging [40]. In total the size of the
images used in this study is 27.06 GB.
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5 Methodology
In this chapter the approaches that have been used are being discussed. Dimensionality reduc-
tion techniques that were tested are presented. The machine learning algorithms that were used
are explained.
5.1 Dimensionality Reduction
In machine learning it’s generally dealing with large dataset. In large scale dataset a problem
of high-dimensional data arise. In such cases a method called dimensionality reduction is being
used to make it easier, faster or even possible to analyze this very large data samples. Dimen-
sionality reduction can be done using feature selection and feature extraction [28]. Dimension-
ality reduction is important to reduce computation time and storage space. A disadvantage of
dimensionality reduction could be the loss of some data.
The used dataset in this work has a problem of very high-dimensional data needs to be pro-
cessed. Therefor, several dimensionality reduction methods needs to be applied to be able to
process and analyze the data in hand. Each .nii file downloaded from ADNI dataset corresponds
to one subject either AD or CN. For each subject the MR image represents a number of slices
of images that make up the 3D structure of the brain. Each subjects brain is represented by a
192x192x160 pixels which makes each patients brain represented by roughly around 5 million
pixels. Including multiple subjects in this study would yield a very large data that is very com-
putationally expensive and would take very much time to process. Therefore dimensionality
reduction is necessary for the continuation of this study.
5.1.1 Principal component analysis (PCA)
Principal component analysis (PCA) is a method used for dimension reduction, in which it
converts a large set of data into a new smaller data while still retaining the information and
the correlation in the original data set [41]. It’s a mathematical procedure in which correlated
variables are converted to principal components without losing much of the information in the
original variables [23]. In PCA the first principal components keep the most variation that ex-
isted in the original data. Eigenvalues and eigenvectors are used in PCA to analyze the data [23].
More detailed mathematical treatment about PCA can be found in [41].
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To deal with the large data of this dataset each image was vectorized which is the process
of transforming a matrix into one vector array. Having to deal with MRI data of brain scans in
which images are in 3-dimensional composed of slices. All images were re-sized to 192x192x160
which is the lowest resolution in the dataset. Each image was vectorized to be transformed to
one vector array with 5898240 elements. In this research work after vectorization of images,
PCA was applied for dimensionality reduction. The function pca in MATLAB was used.
5.2 Histogram
Histogram is the representation of a continuous data by showing the frequency distribution [42].
The distribution is shown in a bar plot in which the data is divided into bins [42]. Number of
bins can be chosen according to application and needs. In this work images were converted to
8-bit images using function unit8 in MATLAB. 8-bit images have intensity values of pixels in
the range between 0 and 255. Applying histogram helped in the reduction of dimensions in the
dataset in which the number of bins were chosen to represent the features. In this study 256
features were used corresponding to 256 bins.
Figure 5.1 show a flowchart of the steps taken for the experiment of histogram based classifica-
Figure 5.1: Flowchart of histogram based classification
tion. The approach is as follows, 800 images were used in which 400 AD and 400 CN subjects
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are included in this study. For each subject the images are composed of 160 slices. The first
slice was taken from all the 800 images and histogram was applied, then a machine learning
algorithm was used to determine the accuracy of the performance for each batch. This process
was repeated for 160 times compromising the number of slices in sagittal plane.
5.3 Supervised learning algorithms:
Multiple machine learning algorithms were being used in this study. SVM methods have been
extensively used in many researches and studies and it yields promising results. Also other su-
pervised learning algorithms that has been used in this study includes, Decision Trees, Logistic
Regression, SVM, kNN and Ensemble.
While using the Classification Learner App in MATLAB 5-fold cross-validation was used.
Cross-validation is used in which data is partitioned randomly as training data and test data
to validate the performance of the model [43].
Decision Trees
Decision tree is a popular classification algorithm that uses a tree-like structure to predict the
category of a new data point. The features of the dataset are known as attributes and the tree
itself is built on nodes and branches. At each node, a certain attribute is examined and based
on the result, it splits into 2 branches. The process is continued till a label is given and at that
stage, the branch is called a leaf. [44]
Logistic Regression
Logistic Regression is a commonly used technique in binary classification problems. It usually





This function can map the values of the used features into a probability value ranging between
0 and 1 as shown in figure 5.2. Classification is done using a certain threshold to label the data
point as one of 2 classes. For example, if it’s greater than 0.5, it’s considered as one class and if
it’s less than 0.5 it’s another class. [23]
Support Vector Machine (SVM)
Support Vector Machine (SVM) is an algorithm in machine learning used to solve classifica-
tion and regression problems. SVM is more commonly used in classification challenges in
supervised learning by classifying data with similar features and separating those which are
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Figure 5.2: Sigmoid function
different. As described by Cortes and Vapnik, SVM works by finding a hyperplane in a num-
ber of dimension that corresponds to the number of features in a dataset [19]. Defining this
hyperplane is concluded so that it specifies the boundaries to give us more certainty in the de-
cision of classifying additional points in the dataset [23]. Classification in SVM is based on
linear separation which might not yield good results and in such cases SVM performance can
be improved by projecting on nonlinear function (kernel) [45]. The error is being minimized in
SVM algorithm by maximizing the margin between the features and the hyperplane separating
the two classes [45]. For mathematical description details of the algorithm, [19] includes the
mathematical foundations.
k Nearest Neighbor (kNN)
Nearest Neighbor method is a machine learning algorithm in which data is classified based on
the class of it’s neighbors [46]. For one data point that has no class a sphere is drawn around it
with k points included, the point is assigned the class with the largest class present in the other
points inside the sphere [23]. In kNN algorithm the labels must be included in the data. Cover
and Hart present detailed explanation of the algorithm [46].
Ensemble
Ensemble algorithm is a machine learning algorithm that uses multiple classifiers to make pre-
dictions on the data by combining the outcome of those classifiers [47]. Some of the main
algorithms used in the ensemble method are bagging, boosting, AdaBoost and stacked gen-
eralization [48]. Bagging predictors divide the dataset into sets of training data and train the
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same classifier on those sets; the predictions of each classifiers are combined in which the final
prediction is based on majority voting [49]. Breiman gives detailed explanation of the algo-
rithm [49]. Similar to bagging, boosting algorithm divides the training data into sets and make
final predictions using majority voting. In boosting method majority voting is done on a num-
ber of weak classifiers in which it combines the predictions of those weak classifier to result
in a strong classifier. AdaBoost method works by training a weak classifier on subsets of the
training data in which the weight of the classifier is included in the hypothesis. [48] The output
is the weighted vote of the predicted classes from the combined weak classifiers. Additional
information on ensemble techniques are found in [48].
Majority Vote:
Majority vote is a process of combining all classifiers and making predictions based on the
majority result of all the classifiers. It is a simple way of combining multiple classifiers out-
puts. [50] In case of this research work there is 2 classes, predictions of each algorithm is tested
based on trained model. All the results are combined and a final prediction from the combined
model is generated based on the majority of all the predictions using majority vote. For example
the class is 1 if more than half the predictions of the algorithms are 1 and 0 if more than half
the predictions are 0. In this thesis 22 classifiers were used in which the majority vote was done
based on having more than 11 of the same class.
Weighted Vote:
Weighted vote was also applied in this research work by assigning a certain weight for each
algorithm based on the accuracy of the trained model. The weights were used as counts for the
labels for every test data point. The final prediction is based on the label that has the maximum
counts. In this part 22 classifiers were used.
Binary classification problem:
In this study two classes were used for classification problem Cognitively Normal (CN) and
Alzheimer’s Disease (AD).
Problems during this research:
The curse of dimensionality, this term explains the case in which the number of features is way
higher than the number of subjects in the dataset [51]. In this case feature selection must be ap-
plied to minimize the number of features used to classify the data and avoid this problem. This
problem arose during the very beginning of this research work. After vectorization of images
to be transformed to one vector array composed of 5898240 elements, this number is very large
compared to the data points which were included in the first experiment.
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5.4 3D Image Representation
The images used in this research is 3-dimensional MRI brain scans which can be viewed from
three planes Axial, Sagittal and Coronal shown in figure 5.3.
Figure 5.3: Axial, Sagittal and Coronal planes shown from an image from the dataset used.
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6 Results
In this section the results of this research work is being presented. First, PCA was applied
on the vectorized images for dimensionality reduction and accuracy of training data were ob-
tained. Second, histogram was applied to vectorized images as technique to reduce data size by
selecting multiple bin sizes and accuracy of different classifiers were compared with multiple
features. Third, slices for all images were combined and histogram was applied. Accuracy
of training data for multiple classifiers is presented and specific slices are selected for further
investigation.
6.1 PCA implementation
In this section the results shown are done using 529 images with 193 AD and 336 CN.
Table 6.1 represents the accuracy of different classifiers for three set of features including 299,
385 and 422 features.
Table 6.1: Accuracy for PCA results for different number of features
6.2 Vectorized image histogram
In this section the results shown are done using 484 images with 242 AD and 242 CN.
Figure 6.1 shows part of the histogram of vectorized images used in this section.
Table 6.2 shows the accuracy of different classifiers for classification of AD and CN vectorized
images in which a comparison of the choice of bins (i.e. number of features as input for the
classifier) are being represented along with the performance of each. The highest accuracy in
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Figure 6.1: Representation of the histogram of the vectorized images
each column is in bold, Fine Gaussian SVM seem to have the highest accuracy when selecting
different number of features. Highlighted in blue is the maximum accuracy in respect to each
row which shows that the choice of 200 bins resulted in higher accuracy for the classification
problem.
Table 6.2: Accuracy for histogram of vectorized images with different classifiers comparing
different numbers of features
6.3 Histogram of slices
In this section the results shown are done using 800 images with 400 AD and 400 CN where the
3-dimensional images were represented in sagittal plane. Table 6.3 shows part of the results for
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the run of 800 subjects for 160 slices, the number of features used is 256 which are the number
of bins used in getting the histogram of the images. Performance accuracy of all 160 slices was
being studied, full table can be find in appendix A in which multiple algorithms were used in the
Classification Learner App in MATLAB in which Fine Tree, Logistic Regression, Linear SVM,
Quadratic SVM, Cubic SVM, Fine Gaussian SVM, Medium Gaussian SVM, Coarse Gaussian
SVM, Fine KNN, Medium KNN and ensemble Boosted Tress were being compared in regard
to accuracy.
Table 6.3 below shows comparison of slices between 31 and 40 in which highlighted in blue is
the highest accuracy for each classifier in regard to the whole row from slice 1 to 160 in which
slices 36 and 37 shows the highest accuracy in 6 classifiers.
Table 6.3: Performance for slices 31 - 40 (Maximum in row being bold)
In figure 6.2 the maximum accuracy for 160 slices for 800 subjects (400 AD and 400 CN)
is plotted for multiple classifiers mentioned earlier in this document. Figure 6.2 show that
the accuracy for the slices in the beginning and towards the end have lower accuracy in the
classification between AD vs CN implying that these slices are not a good examination for the
classification problem giving into account that in those slices the brain hasn’t been shown yet
and then gradually appears. Below in figure 6.3 and figure 6.4 an example is shown for slices
number 5, 10 and 15 for one of the subjects which shows no sign of the brain in the images yet
which explains why the accuracy is very low for the classification problem in the early slices,
same case is for the slices towards the end.
In figure 6.5 the maximum and minimum accuracy for 160 slices for 800 subjects (400 AD and
400 CN) is plotted for multiple classifiers mentioned earlier in this document.
Table 6.4 below shows comparison of slices between 31 and 40 in which the highest accuracy
is in bold showing the maximum of each column. It can be shown from this table that Medium
Gaussian SVM preformed highest with most of the slices. Table 6.4 is the same as Table 6.3 the
only difference is the highest accuracy highlighted in respect to the column or the row. Table
6.4 is part of the results and the full table can be shown in the appendix B.
Figure 6.6 shows the comparison of the performance of three classifiers from the data from table
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Figure 6.2: Maximum accuracy per slice for multiple classifiers
Figure 6.3: AD Image Slices 5, 10 & 15
6.4. Figure 6.6 shows the accuracy of Fine Tree, Medium Gaussian SVM and Medium kNN for
the 160 slices. As shown in the figure Medium Gaussian SVM has the highest accuracy in most
points.
Slices 36 and 37 are considered for further inspection since as shown earlier from table 6.3 and
6.4 the accuracy is the highest in those two slices in the classification between AD and CN.
Therefore, Medium Gaussian SVM for the trained model for slices 36 and 37 was used for
testing all other slices giving the following results in table 6.5.
Table 6.5 show the highest accuracy highlighted in blue for trained model for slice 36 and 37
which is used to test all other 160 slices. After testing the data for other slices using trained
model of slice 36 using Medium Gaussian SVM classifier an accuracy of 70.75% for slice
number 35 achieves highest accuracy. Respectively for trained model of slice 37 an accuracy of
70.87% was achieved for slice 36 as testing data. Full table of all slices used as testing data can
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Figure 6.4: CN Image Slices 5, 10 & 15
Figure 6.5: Maximum and minimum accuracy per slice for multiple classifiers
be found in the appendix C for trained model of slice 36 and 37.
Figure 6.7 show slices 36, 37 and 38 that are taken for further investigation as training data
showed the highest accuracy in the classification between AD and CN in those slices.
Histograms of slice 36 and 37 for all the 800 images were concatenated in one matrix of 800
rows and 512 columns (corresponding to number of features). The dataset was divided into 600
images as training data and 200 images as testing data both divided equally into AD and CN.
Training was done using the classification learner app in MATLAB and all classifiers were used
with all the 512 features. The corresponding model for each classifier was saved and tested
against the test data. A matrix of all predictions for the test data using all trained models was
formed. Majority voting was applied for all the predictions and the results were compared to
actual data labels. The accuracy of the majority vote for slice 36 and 37 is 69.5%. The same
procedure was done for concatenating slices 36, 37 and 38. For slices 36, 37 and 38 the number
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Table 6.4: Performance for slices 31 - 40 (Maximum in column being bold)
Figure 6.6: Comparison between Fine Tree, Medium Gaussian SVM and Medium kNN accu-
racy
of features is 768 and the accuracy of majority vote is in this case 64.5%. Weighted voting was
also applied for all the predictions based on the accuracy of the trained model and the results
were compared to actual data labels. The accuracy of the weighted vote for slice 36 and 37 is
67.5%. For slices 36, 37 and 38 the accuracy of weighted vote is 63.5%. Figure 6.8 shows a
comparison of the results for majority vote and weighted vote for concatenation of slices 36, 37
and slices 36, 37, 38.
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Table 6.5: Performance for testing data for slices 31 - 40 using trained model of slice 36 and 37
Figure 6.7: AD and CN image slices 36, 37 and 38
Figure 6.8: Accuracy for majority and weighted vote
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7 Conclusion and Future Work
In this thesis different machine learning algorithms were tested for classification of AD and
CN. Images of MRI brain scans were obtained from ADNI database in the format of NIfTI
files. Each file consisted of 160 slices each of 192 by 192 pixels and therefor dimensionality
reduction was needed. PCA was implemented and yielded a low accuracy. PCA experiment did
not show improvement with increasing data points. Multiple experiments were being conducted
with multiple number of data points with gradual increase but the accuracy was relatively not
changing with different number of features. The vectorized images from the previous experi-
ment were used to research applying histograms and comparing different choices of bins (i.e.
features). The results in this part show promising results when the number of bins is 400 in
which the accuracy is 69.8% for Fine Gaussian SVM algorithm which shows the highest accu-
racy.
The third main experiment of this research work is classification of slices using histogram
for data representation. Accuracy for different slices were investigated in which certain slices
showed most promising results. Slices 36 and 37 were selected based on accuracy results for
further examination. Histogram of slices resulted in accuracy of 69.5% for classification by
concatenating histogram of slices 36 and 37 as well as slices 36, 37 and 38 and using majority
voting technique. The data was divided into training data and testing data. The same procedure
was done to calculate the weighted vote and compare it to the actual labels. The weighted vote
for slice 36 and 37 resulted in accuracy of 67.5%.
This research work proves the potential of using classical machine learning approaches for clas-
sification of Alzheimer’s Disease and healthy brain. Based on results in this research work and
previous work presented in the literature, AD can be detected using various machine learning
methods in which with further research and development it could be used in real medical appli-
cations.
In continuation of this research work, deep neural network will be implemented to assess the
performance of the classification problem. The use of other biomarkers in order to improve
the accuracy of classification will be tested to help in the research of detection of Alzheimer’s
Disease in its early stage.
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800 images (400 AD + 400 CN) Accuracy
Slice number 1 2 3 4 5 6 7 8 9 10
Fine Tree 48.50% 46.50% 49.90% 51.90% 50.70% 50.60% 52.00% 49.10% 51.00% 47.90%
Logistic Regression 45.90% 50.00% 52.40% 49.80% 51.90% 49.90% 51.00% 49.80% 50.90% 51.20%
Linear SVM 49.90% 50.90% 54.40% 52.80% 51.90% 53.20% 51.70% 49.60% 50.50% 51.20%
Quadratic SVM 46.50% 48.60% 51.50% 49.00% 53.20% 55.60% 51.60% 49.40% 49.60% 51.60%
Cubic SVM 49.80% 48.90% 53.40% 48.00% 54.50% 52.60% 54.40% 47.50% 48.40% 54.00%
Fine Gaussian SVM 45.90% 45.60% 50.90% 51.10% 50.70% 53.00% 49.80% 46.40% 50.00% 50.10%
Mediam Gaussian SVM 49.50% 50.50% 53.00% 53.40% 53.10% 51.40% 53.20% 51.70% 49.40% 54.80%
Coarse Gaussian SVM 49.80% 48.10% 53.00% 53.60% 52.40% 52.20% 51.00% 48.80% 46.10% 48.80%
Fine KNN 50.10% 48.60% 49.40% 49.80% 51.00% 48.80% 50.60% 53.10% 47.50% 53.10%
Medium KNN 51.90% 51.20% 50.70% 53.20% 54.90% 52.00% 52.60% 51.10% 54.00% 55.50%
Ensemble Boosted Trees 48.90% 50.00% 53.80% 52.10% 51.90% 50.60% 53.80% 53.50% 51.70% 52.90%
800 images (400 AD + 400 CN) Accuracy
Slice number 11 12 13 14 15 16 17 18 19 20
Fine Tree 50.70% 54.20% 50.60% 55.20% 52.60% 52.20% 48.80% 50.70% 52.20% 49.40%
Logistic Regression 48.20% 49.60% 50.70% 47.00% 52.40% 49.20% 49.60% 53.50% 52.00% 47.40%
Linear SVM 48.60% 52.20% 49.10% 46.90% 52.10% 52.50% 50.00% 54.40% 51.00% 47.50%
Quadratic SVM 49.40% 51.70% 51.90% 45.20% 50.90% 49.80% 51.20% 53.80% 52.20% 51.70%
Cubic SVM 47.80% 47.90% 51.10% 44.40% 53.20% 50.00% 53.00% 53.40% 49.20% 50.50%
Fine Gaussian SVM 51.40% 50.60% 52.00% 47.40% 51.90% 46.90% 50.00% 52.60% 49.00% 51.50%
Mediam Gaussian SVM 53.00% 51.60% 46.20% 50.20% 51.60% 50.40% 48.00% 54.20% 51.10% 49.90%
Coarse Gaussian SVM 48.90% 47.00% 48.00% 50.00% 49.90% 49.50% 47.60% 49.40% 50.70% 47.20%
Fine KNN 51.00% 51.20% 50.90% 51.10% 52.10% 50.20% 52.80% 53.20% 50.60% 51.20%
Medium KNN 51.50% 52.20% 53.10% 51.40% 55.00% 53.10% 51.40% 54.80% 51.00% 50.20%
Ensemble Boosted Trees 50.10% 52.10% 49.50% 49.60% 52.00% 49.90% 50.10% 50.60% 48.50% 49.60%
800 images (400 AD + 400 CN) Accuracy
Slice number 21 22 23 24 25 26 27 28 29 30
Fine Tree 55.60% 53.80% 52.60% 52.20% 50.70% 54.90% 50.60% 53.50% 57.60% 53.60%
Logistic Regression 49.40% 50.10% 49.20% 51.70% 53.10% 47.90% 48.60% 50.70% 49.80% 48.80%
Linear SVM 51.10% 50.40% 51.40% 53.60% 50.00% 53.10% 51.20% 52.50% 52.20% 50.40%
Quadratic SVM 54.40% 54.80% 54.00% 55.60% 55.00% 53.60% 52.80% 58.20% 56.00% 58.80%
Cubic SVM 50.20% 54.90% 54.10% 56.20% 57.20% 57.60% 54.10% 55.60% 57.10% 56.90%
Fine Gaussian SVM 52.90% 53.50% 52.10% 56.90% 54.20% 56.00% 57.10% 54.00% 53.80% 54.40%
Mediam Gaussian SVM 54.20% 56.10% 55.10% 53.40% 51.10% 59.60% 56.20% 58.60% 57.40% 57.40%
Coarse Gaussian SVM 49.50% 50.40% 52.80% 54.20% 51.90% 55.20% 54.20% 52.80% 53.00% 53.50%
Fine KNN 53.40% 51.50% 53.10% 58.20% 55.80% 58.10% 56.60% 58.10% 55.60% 56.10%
Medium KNN 54.20% 54.10% 54.20% 57.40% 54.90% 61.00% 55.90% 57.10% 55.60% 55.60%
Ensemble Boosted Trees 52.50% 56.10% 52.60% 56.60% 53.50% 54.10% 55.10% 54.10% 57.00% 54.40%
800 images (400 AD + 400 CN) Accuracy
Slice number 31 32 33 34 35 36 37 38 39 40
Fine Tree 58.20% 56.00% 54.00% 54.40% 55.00% 51.20% 52.40% 54.40% 53.80% 51.70%
Logistic Regression 48.80% 48.80% 46.60% 50.10% 52.40% 54.10% 51.70% 52.10% 49.50% 52.40%
Linear SVM 54.10% 57.00% 53.60% 56.90% 59.10% 61.10% 57.90% 59.00% 57.10% 57.80%
Quadratic SVM 59.80% 60.90% 55.60% 60.50% 58.60% 61.80% 62.00% 57.80% 60.00% 59.20%
Cubic SVM 58.60% 57.50% 58.80% 61.00% 59.00% 63.50% 62.10% 58.90% 57.80% 59.90%
Fine Gaussian SVM 54.00% 55.00% 55.00% 56.10% 55.10% 52.50% 56.10% 57.20% 56.00% 52.20%
Mediam Gaussian SVM 59.20% 60.90% 59.60% 61.30% 61.60% 62.30% 64.00% 61.40% 62.30% 61.30%
Coarse Gaussian SVM 54.80% 56.80% 56.40% 56.20% 57.60% 58.90% 58.00% 57.00% 56.60% 56.00%
Fine KNN 57.20% 56.60% 57.20% 57.90% 58.10% 59.10% 61.40% 57.50% 58.40% 57.00%
Medium KNN 57.10% 57.60% 58.00% 55.50% 57.80% 62.10% 58.60% 59.20% 59.80% 55.60%
Ensemble Boosted Trees 60.00% 61.50% 57.10% 58.10% 61.50% 58.60% 58.80% 58.00% 57.40% 56.80%
Appendix
7.1 Appendix A: Slices 1 - 160 accuracy (1)
Full table of accuracy of slices 1 - 160 using histogram (Highest accuracy in row is being bold
and highlighted in blue are the maximum in the whole 160 slices)
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800 images (400 AD + 400 CN) Accuracy
Slice number 41 42 43 44 45 46 47 48 49 50
Fine Tree 53.00% 53.10% 55.20% 54.40% 54.60% 54.90% 53.20% 56.90% 54.60% 53.60%
Logistic Regression 55.50% 50.00% 55.40% 52.60% 50.90% 51.70% 47.00% 51.60% 55.00% 55.60%
Linear SVM 59.10% 58.80% 60.10% 58.20% 56.80% 56.80% 54.10% 58.90% 60.00% 58.60%
Quadratic SVM 57.60% 58.80% 59.20% 60.00% 59.00% 57.90% 58.90% 61.00% 55.50% 58.90%
Cubic SVM 61.40% 59.90% 61.00% 58.10% 60.00% 60.20% 59.10% 62.90% 57.00% 60.20%
Fine Gaussian SVM 54.80% 56.40% 54.50% 56.20% 55.60% 53.20% 54.90% 57.60% 55.20% 53.80%
Mediam Gaussian SVM 62.50% 62.00% 62.10% 59.00% 61.10% 60.50% 62.70% 62.40% 61.80% 60.20%
Coarse Gaussian SVM 55.80% 56.90% 57.80% 55.80% 55.80% 55.60% 56.80% 56.80% 56.60% 55.80%
Fine KNN 58.00% 55.00% 55.40% 56.50% 59.50% 56.10% 57.60% 57.40% 54.90% 58.00%
Medium KNN 59.90% 57.20% 57.60% 59.90% 56.40% 58.50% 59.90% 58.90% 57.90% 58.60%
Ensemble Boosted Trees 59.90% 58.40% 56.10% 59.10% 58.60% 58.80% 60.50% 60.20% 60.80% 60.20%
800 images (400 AD + 400 CN) Accuracy
Slice number 51 52 53 54 55 56 57 58 59 60
Fine Tree 55.00% 51.40% 52.00% 55.90% 53.20% 55.10% 55.10% 54.90% 55.90% 52.90%
Logistic Regression 56.00% 54.10% 53.10% 52.90% 53.80% 52.40% 49.60% 51.90% 51.40% 49.80%
Linear SVM 59.80% 58.80% 58.60% 59.20% 63.00% 59.40% 58.00% 60.00% 57.00% 58.00%
Quadratic SVM 58.80% 60.50% 56.80% 59.60% 59.80% 58.90% 58.20% 58.50% 58.50% 57.00%
Cubic SVM 60.50% 59.50% 58.40% 57.10% 56.50% 59.10% 57.10% 60.10% 58.40% 56.40%
Fine Gaussian SVM 55.90% 53.90% 53.80% 54.80% 53.40% 54.80% 54.40% 53.90% 54.90% 51.50%
Mediam Gaussian SVM 60.40% 61.00% 58.60% 60.60% 60.60% 61.30% 63.10% 59.80% 60.60% 60.90%
Coarse Gaussian SVM 57.60% 57.20% 57.20% 57.20% 56.90% 57.80% 57.00% 56.90% 58.50% 56.80%
Fine KNN 58.00% 55.80% 56.40% 60.00% 56.80% 60.60% 56.90% 57.00% 56.50% 54.60%
Medium KNN 61.50% 56.80% 57.20% 55.60% 56.50% 57.10% 56.50% 57.40% 58.20% 57.50%
Ensemble Boosted Trees 57.40% 58.10% 57.50% 58.80% 59.50% 58.50% 59.80% 57.80% 58.00% 56.90%
800 images (400 AD + 400 CN) Accuracy
Slice number 61 62 63 64 65 66 67 68 69 70
Fine Tree 51.60% 54.50% 55.20% 56.90% 55.80% 58.00% 54.40% 53.90% 50.10% 54.60%
Logistic Regression 54.80% 54.00% 48.80% 50.40% 56.60% 52.90% 50.90% 53.90% 54.50% 54.40%
Linear SVM 61.40% 59.50% 60.50% 58.00% 57.40% 60.00% 58.90% 58.20% 59.00% 59.00%
Quadratic SVM 58.50% 59.80% 56.50% 56.60% 60.20% 59.50% 56.40% 58.10% 57.40% 54.50%
Cubic SVM 57.10% 58.20% 56.40% 56.20% 56.60% 58.80% 54.60% 55.60% 58.60% 55.00%
Fine Gaussian SVM 51.70% 56.10% 52.90% 52.60% 52.20% 56.00% 53.00% 53.10% 51.50% 50.10%
Mediam Gaussian SVM 58.50% 61.80% 61.40% 61.10% 61.60% 60.00% 60.40% 57.10% 61.00% 60.40%
Coarse Gaussian SVM 56.90% 58.10% 58.40% 57.60% 57.60% 57.80% 57.60% 54.50% 55.40% 56.90%
Fine KNN 55.60% 59.50% 56.60% 56.90% 52.90% 56.80% 54.90% 53.60% 56.10% 57.90%
Medium KNN 57.90% 61.50% 56.60% 61.40% 57.90% 58.40% 56.00% 53.60% 58.50% 56.80%
Ensemble Boosted Trees 56.60% 62.10% 60.60% 58.50% 59.60% 60.40% 58.40% 57.90% 57.90% 56.50%
800 images (400 AD + 400 CN) Accuracy
Slice number 71 72 73 74 75 76 77 78 79 80
Fine Tree 52.40% 50.70% 52.80% 53.00% 55.40% 55.50% 57.40% 51.70% 52.50% 51.50%
Logistic Regression 49.90% 48.50% 51.10% 49.80% 51.50% 55.10% 50.70% 51.50% 50.90% 47.90%
Linear SVM 58.10% 55.10% 52.20% 54.80% 57.00% 55.40% 54.60% 54.10% 53.90% 49.60%
Quadratic SVM 56.20% 52.60% 52.20% 54.20% 58.50% 56.00% 52.80% 52.10% 55.90% 49.10%
Cubic SVM 56.10% 51.70% 50.60% 52.20% 56.10% 56.50% 52.40% 53.00% 54.40% 50.10%
Fine Gaussian SVM 52.20% 51.60% 53.60% 53.40% 52.20% 51.50% 53.80% 49.90% 52.00% 50.50%
Mediam Gaussian SVM 61.00% 56.80% 57.20% 53.80% 58.20% 55.90% 56.00% 55.20% 55.10% 50.20%
Coarse Gaussian SVM 56.20% 52.90% 54.20% 53.80% 52.50% 54.20% 54.80% 55.10% 53.80% 52.10%
Fine KNN 50.60% 52.40% 52.60% 53.40% 56.40% 54.00% 57.80% 51.40% 58.80% 51.90%
Medium KNN 55.50% 53.60% 53.50% 51.20% 54.60% 51.90% 54.60% 54.20% 52.20% 52.40%
Ensemble Boosted Trees 53.20% 58.00% 55.50% 56.40% 55.10% 53.80% 57.00% 53.60% 56.00% 52.90%
800 images (400 AD + 400 CN) Accuracy
Slice number 81 82 83 84 85 86 87 88 89 90
Fine Tree 50.50% 51.00% 51.40% 51.60% 52.80% 49.50% 50.90% 53.10% 52.20% 54.90%
Logistic Regression 51.60% 48.50% 53.10% 51.70% 50.60% 53.80% 48.50% 51.10% 51.90% 48.40%
Linear SVM 52.40% 52.60% 50.60% 51.60% 51.50% 55.50% 51.90% 53.60% 53.60% 56.10%
Quadratic SVM 52.00% 49.00% 49.50% 49.00% 52.20% 56.40% 53.60% 52.40% 56.20% 55.20%
Cubic SVM 53.20% 50.90% 48.10% 50.70% 54.10% 52.50% 55.00% 56.40% 54.40% 56.80%
Fine Gaussian SVM 52.90% 50.70% 48.10% 50.20% 50.00% 51.50% 50.90% 53.40% 48.90% 53.50%
Mediam Gaussian SVM 52.80% 52.20% 53.20% 52.00% 54.60% 57.00% 56.20% 55.90% 56.10% 58.40%
Coarse Gaussian SVM 54.40% 53.20% 51.90% 53.80% 52.60% 54.90% 54.20% 55.10% 52.40% 54.10%
Fine KNN 54.10% 53.50% 53.60% 52.90% 54.90% 51.10% 49.80% 52.20% 51.40% 54.90%
Medium KNN 52.40% 54.40% 50.60% 50.00% 52.10% 53.10% 55.20% 53.40% 51.70% 55.80%
Ensemble Boosted Trees 52.80% 54.00% 52.50% 52.60% 55.10% 53.00% 55.50% 58.90% 56.10% 57.50%
800 images (400 AD + 400 CN) Accuracy
Slice number 91 92 93 94 95 96 97 98 99 100
Fine Tree 54.50% 54.40% 56.50% 49.80% 51.70% 52.60% 53.90% 54.60% 51.10% 50.20%
Logistic Regression 51.90% 52.50% 52.60% 49.40% 53.60% 53.90% 52.40% 53.00% 50.60% 51.60%
Linear SVM 58.50% 57.80% 56.80% 59.10% 59.80% 56.90% 57.20% 59.10% 60.60% 58.10%
Quadratic SVM 57.20% 55.80% 54.90% 54.90% 57.10% 57.80% 53.00% 54.10% 56.50% 56.40%
Cubic SVM 56.10% 57.10% 56.60% 55.20% 57.10% 55.60% 53.80% 55.20% 53.90% 57.60%
Fine Gaussian SVM 52.50% 53.80% 54.20% 52.60% 52.80% 51.60% 51.60% 53.40% 51.40% 50.40%
Mediam Gaussian SVM 59.40% 60.10% 59.00% 58.00% 60.60% 58.50% 58.20% 61.30% 61.10% 59.80%
Coarse Gaussian SVM 57.40% 55.60% 53.20% 56.60% 56.40% 56.60% 56.10% 58.60% 57.80% 56.40%
Fine KNN 55.40% 58.10% 55.00% 56.60% 53.00% 56.90% 55.60% 57.40% 55.00% 54.10%
Medium KNN 57.10% 56.00% 57.60% 57.00% 55.60% 58.50% 54.10% 56.60% 53.10% 53.60%
Ensemble Boosted Trees 57.60% 60.80% 57.40% 59.50% 58.60% 56.50% 55.00% 57.60% 56.50% 57.10%
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800 images (400 AD + 400 CN) Accuracy
Slice number 101 102 103 104 105 106 107 108 109 110
Fine Tree 54.20% 53.80% 51.20% 54.10% 53.20% 54.50% 54.10% 54.90% 53.10% 58.60%
Logistic Regression 53.90% 51.90% 53.90% 50.60% 49.10% 55.20% 53.50% 52.60% 51.70% 50.70%
Linear SVM 60.20% 59.20% 60.50% 56.80% 57.40% 59.80% 59.20% 57.80% 59.10% 56.00%
Quadratic SVM 57.20% 58.50% 57.80% 57.60% 60.60% 60.90% 64.20% 60.20% 59.50% 56.10%
Cubic SVM 57.90% 57.80% 55.60% 57.80% 60.00% 62.50% 63.50% 57.00% 60.40% 56.80%
Fine Gaussian SVM 50.50% 53.40% 53.00% 52.40% 52.50% 53.80% 55.40% 51.20% 55.10% 54.10%
Mediam Gaussian SVM 61.50% 61.80% 61.40% 62.30% 61.40% 62.40% 63.00% 60.40% 62.60% 59.40%
Coarse Gaussian SVM 58.20% 57.90% 57.80% 57.20% 55.80% 57.40% 56.80% 55.10% 55.60% 54.00%
Fine KNN 54.20% 57.20% 54.40% 54.90% 55.20% 56.80% 57.60% 54.90% 56.00% 56.80%
Medium KNN 56.50% 56.20% 56.20% 54.20% 54.90% 59.00% 58.10% 56.20% 56.90% 53.90%
Ensemble Boosted Trees 61.10% 58.20% 59.20% 57.50% 57.40% 57.90% 62.00% 58.10% 58.80% 56.90%
800 images (400 AD + 400 CN) Accuracy
Slice number 111 112 113 114 115 116 117 118 119 120
Fine Tree 57.50% 54.10% 55.60% 54.20% 52.60% 53.60% 54.50% 53.20% 51.00% 49.50%
Logistic Regression 51.50% 52.80% 46.90% 52.60% 52.10% 53.90% 54.20% 51.90% 51.90% 54.00%
Linear SVM 58.20% 57.40% 58.80% 58.50% 58.60% 59.90% 57.60% 58.00% 55.90% 58.60%
Quadratic SVM 57.60% 57.60% 61.10% 59.50% 56.50% 59.50% 58.90% 56.40% 56.10% 59.20%
Cubic SVM 61.10% 57.50% 58.10% 60.10% 59.60% 60.40% 59.10% 55.50% 56.60% 59.20%
Fine Gaussian SVM 53.60% 52.00% 57.20% 53.60% 53.20% 57.00% 54.10% 52.80% 54.50% 53.40%
Mediam Gaussian SVM 62.90% 61.30% 62.00% 62.90% 61.00% 61.60% 60.40% 60.10% 56.40% 58.20%
Coarse Gaussian SVM 55.00% 56.40% 56.50% 57.80% 57.00% 55.20% 53.50% 54.20% 55.90% 56.00%
Fine KNN 57.20% 56.00% 57.00% 56.60% 55.40% 58.40% 56.00% 55.50% 53.50% 54.60%
Medium KNN 57.00% 57.10% 57.60% 58.90% 56.40% 60.10% 56.90% 55.80% 54.90% 56.80%
Ensemble Boosted Trees 61.00% 59.60% 59.00% 60.10% 58.20% 61.10% 61.90% 57.40% 57.10% 58.50%
800 images (400 AD + 400 CN) Accuracy
Slice number 121 122 123 124 125 126 127 128 129 130
Fine Tree 56.40% 52.60% 52.50% 51.90% 52.10% 51.20% 52.20% 51.70% 48.20% 49.60%
Logistic Regression 54.00% 54.00% 52.00% 54.00% 49.10% 48.10% 52.20% 52.10% 52.90% 47.90%
Linear SVM 59.50% 58.10% 55.50% 58.50% 57.00% 57.80% 59.10% 56.10% 58.80% 56.50%
Quadratic SVM 58.50% 55.20% 55.00% 57.60% 58.40% 57.10% 57.90% 54.10% 57.10% 53.10%
Cubic SVM 58.20% 55.60% 54.80% 57.50% 59.00% 58.00% 57.20% 54.60% 56.50% 53.20%
Fine Gaussian SVM 52.60% 51.10% 53.50% 53.20% 55.40% 52.40% 53.80% 53.00% 53.80% 52.20%
Mediam Gaussian SVM 58.40% 57.10% 57.90% 59.60% 57.80% 61.10% 58.90% 54.90% 59.40% 59.10%
Coarse Gaussian SVM 55.10% 54.80% 54.20% 55.10% 56.20% 55.50% 55.60% 55.40% 56.60% 55.80%
Fine KNN 52.90% 50.90% 54.40% 55.40% 55.40% 55.20% 56.90% 54.40% 58.00% 56.00%
Medium KNN 53.10% 54.20% 54.80% 56.90% 55.80% 55.50% 56.20% 56.50% 58.80% 57.60%
Ensemble Boosted Trees 56.10% 58.00% 56.20% 55.60% 53.60% 57.00% 59.80% 55.20% 54.00% 56.10%
800 images (400 AD + 400 CN) Accuracy
Slice number 131 132 133 134 135 136 137 138 139 140
Fine Tree 52.80% 54.40% 50.90% 51.70% 56.80% 53.00% 52.90% 53.40% 49.80% 53.40%
Logistic Regression 47.00% 50.40% 50.20% 51.50% 52.20% 49.20% 53.80% 50.60% 50.10% 49.60%
Linear SVM 54.80% 51.40% 52.60% 54.90% 52.20% 52.80% 51.70% 51.00% 49.00% 53.50%
Quadratic SVM 56.10% 49.50% 53.90% 56.50% 55.50% 54.00% 54.40% 53.50% 50.00% 53.80%
Cubic SVM 56.10% 52.10% 54.40% 57.80% 57.60% 54.80% 54.90% 54.60% 50.50% 54.80%
Fine Gaussian SVM 54.00% 54.60% 51.40% 53.80% 52.40% 49.80% 53.10% 51.60% 53.40% 53.80%
Mediam Gaussian SVM 57.80% 58.00% 57.60% 56.20% 55.90% 54.40% 55.60% 52.50% 50.10% 54.80%
Coarse Gaussian SVM 55.10% 56.10% 55.00% 52.40% 54.00% 53.90% 53.10% 49.00% 47.90% 51.90%
Fine KNN 57.50% 57.80% 58.20% 54.80% 57.50% 50.70% 56.40% 53.50% 55.10% 54.40%
Medium KNN 56.80% 60.90% 57.60% 54.00% 54.60% 53.40% 54.50% 51.70% 53.60% 57.00%
Ensemble Boosted Trees 56.40% 58.50% 55.90% 51.60% 54.20% 52.10% 55.50% 56.20% 53.00% 54.50%
800 images (400 AD + 400 CN) Accuracy
Slice number 141 142 143 144 145 146 147 148 149 150
Fine Tree 50.90% 53.90% 51.40% 50.00% 53.60% 49.40% 50.10% 51.40% 49.50% 51.00%
Logistic Regression 51.40% 52.50% 45.00% 49.90% 51.90% 47.60% 49.20% 52.60% 46.60% 50.70%
Linear SVM 53.40% 50.90% 52.00% 51.20% 50.20% 51.60% 50.50% 54.40% 51.20% 49.10%
Quadratic SVM 52.10% 53.10% 50.40% 50.70% 54.80% 49.20% 52.40% 53.00% 49.80% 50.90%
Cubic SVM 54.50% 53.10% 53.40% 54.60% 52.10% 54.40% 52.50% 53.40% 49.60% 50.20%
Fine Gaussian SVM 56.90% 53.40% 54.50% 53.60% 52.60% 54.00% 52.60% 51.70% 51.10% 53.00%
Mediam Gaussian SVM 53.20% 53.90% 54.00% 54.00% 53.10% 53.90% 51.60% 53.00% 53.80% 55.10%
Coarse Gaussian SVM 52.40% 50.20% 52.00% 51.40% 51.90% 51.60% 52.60% 53.60% 52.40% 50.00%
Fine KNN 56.10% 55.10% 57.00% 55.00% 53.90% 53.20% 52.20% 52.00% 51.60% 48.80%
Medium KNN 54.90% 57.10% 55.60% 56.60% 51.90% 55.50% 48.60% 52.40% 53.90% 52.20%
Ensemble Boosted Trees 54.20% 55.00% 54.00% 53.60% 54.50% 49.20% 50.50% 50.20% 51.90% 52.80%
800 images (400 AD + 400 CN) Accuracy
Slice number 151 152 153 154 155 156 157 158 159 160
Fine Tree 53.00% 54.10% 52.00% 52.10% 49.20% 51.20% 51.50% 49.40% 53.20% 47.90%
Logistic Regression 48.90% 47.20% 50.20% 51.70% 50.70% 47.00% 47.80% 48.90% 49.00% 44.60%
Linear SVM 53.80% 49.20% 51.00% 53.00% 49.60% 51.90% 50.00% 48.80% 52.00% 52.00%
Quadratic SVM 50.20% 52.00% 56.50% 50.90% 49.40% 51.70% 50.90% 50.20% 50.50% 47.80%
Cubic SVM 51.10% 52.00% 53.00% 48.50% 48.80% 50.20% 49.50% 46.90% 49.10% 46.40%
Fine Gaussian SVM 49.50% 52.20% 55.40% 53.10% 51.60% 51.00% 52.80% 49.20% 50.40% 48.90%
Mediam Gaussian SVM 54.20% 53.00% 52.90% 54.40% 50.60% 53.20% 51.90% 51.00% 51.50% 50.20%
Coarse Gaussian SVM 51.40% 49.00% 50.00% 52.40% 54.50% 54.10% 54.40% 52.20% 52.50% 51.90%
Fine KNN 53.20% 53.50% 53.60% 50.60% 49.10% 49.50% 48.40% 47.10% 51.40% 48.60%
Medium KNN 53.00% 54.10% 53.10% 52.90% 49.40% 54.00% 50.20% 49.50% 51.00% 49.60%
Ensemble Boosted Trees 54.50% 51.10% 52.60% 53.90% 51.60% 52.00% 50.50% 51.40% 51.10% 49.60%
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800 images (400 AD + 400 CN) Accuracy
Slice number 1 2 3 4 5 6 7 8 9 10
Fine Tree 48.50% 46.50% 49.90% 51.90% 50.70% 50.60% 52.00% 49.10% 51.00% 47.90%
Logistic Regression 45.90% 50.00% 52.40% 49.80% 51.90% 49.90% 51.00% 49.80% 50.90% 51.20%
Linear SVM 49.90% 50.90% 54.40% 52.80% 51.90% 53.20% 51.70% 49.60% 50.50% 51.20%
Quadratic SVM 46.50% 48.60% 51.50% 49.00% 53.20% 55.60% 51.60% 49.40% 49.60% 51.60%
Cubic SVM 49.80% 48.90% 53.40% 48.00% 54.50% 52.60% 54.40% 47.50% 48.40% 54.00%
Fine Gaussian SVM 45.90% 45.60% 50.90% 51.10% 50.70% 53.00% 49.80% 46.40% 50.00% 50.10%
Mediam Gaussian SVM 49.50% 50.50% 53.00% 53.40% 53.10% 51.40% 53.20% 51.70% 49.40% 54.80%
Coarse Gaussian SVM 49.80% 48.10% 53.00% 53.60% 52.40% 52.20% 51.00% 48.80% 46.10% 48.80%
Fine KNN 50.10% 48.60% 49.40% 49.80% 51.00% 48.80% 50.60% 53.10% 47.50% 53.10%
Medium KNN 51.90% 51.20% 50.70% 53.20% 54.90% 52.00% 52.60% 51.10% 54.00% 55.50%
Ensemble Boosted Trees 48.90% 50.00% 53.80% 52.10% 51.90% 50.60% 53.80% 53.50% 51.70% 52.90%
800 images (400 AD + 400 CN) Accuracy
Slice number 11 12 13 14 15 16 17 18 19 20
Fine Tree 50.70% 54.20% 50.60% 55.20% 52.60% 52.20% 48.80% 50.70% 52.20% 49.40%
Logistic Regression 48.20% 49.60% 50.70% 47.00% 52.40% 49.20% 49.60% 53.50% 52.00% 47.40%
Linear SVM 48.60% 52.20% 49.10% 46.90% 52.10% 52.50% 50.00% 54.40% 51.00% 47.50%
Quadratic SVM 49.40% 51.70% 51.90% 45.20% 50.90% 49.80% 51.20% 53.80% 52.20% 51.70%
Cubic SVM 47.80% 47.90% 51.10% 44.40% 53.20% 50.00% 53.00% 53.40% 49.20% 50.50%
Fine Gaussian SVM 51.40% 50.60% 52.00% 47.40% 51.90% 46.90% 50.00% 52.60% 49.00% 51.50%
Mediam Gaussian SVM 53.00% 51.60% 46.20% 50.20% 51.60% 50.40% 48.00% 54.20% 51.10% 49.90%
Coarse Gaussian SVM 48.90% 47.00% 48.00% 50.00% 49.90% 49.50% 47.60% 49.40% 50.70% 47.20%
Fine KNN 51.00% 51.20% 50.90% 51.10% 52.10% 50.20% 52.80% 53.20% 50.60% 51.20%
Medium KNN 51.50% 52.20% 53.10% 51.40% 55.00% 53.10% 51.40% 54.80% 51.00% 50.20%
Ensemble Boosted Trees 50.10% 52.10% 49.50% 49.60% 52.00% 49.90% 50.10% 50.60% 48.50% 49.60%
800 images (400 AD + 400 CN) Accuracy
Slice number 21 22 23 24 25 26 27 28 29 30
Fine Tree 55.60% 53.80% 52.60% 52.20% 50.70% 54.90% 50.60% 53.50% 57.60% 53.60%
Logistic Regression 49.40% 50.10% 49.20% 51.70% 53.10% 47.90% 48.60% 50.70% 49.80% 48.80%
Linear SVM 51.10% 50.40% 51.40% 53.60% 50.00% 53.10% 51.20% 52.50% 52.20% 50.40%
Quadratic SVM 54.40% 54.80% 54.00% 55.60% 55.00% 53.60% 52.80% 58.20% 56.00% 58.80%
Cubic SVM 50.20% 54.90% 54.10% 56.20% 57.20% 57.60% 54.10% 55.60% 57.10% 56.90%
Fine Gaussian SVM 52.90% 53.50% 52.10% 56.90% 54.20% 56.00% 57.10% 54.00% 53.80% 54.40%
Mediam Gaussian SVM 54.20% 56.10% 55.10% 53.40% 51.10% 59.60% 56.20% 58.60% 57.40% 57.40%
Coarse Gaussian SVM 49.50% 50.40% 52.80% 54.20% 51.90% 55.20% 54.20% 52.80% 53.00% 53.50%
Fine KNN 53.40% 51.50% 53.10% 58.20% 55.80% 58.10% 56.60% 58.10% 55.60% 56.10%
Medium KNN 54.20% 54.10% 54.20% 57.40% 54.90% 61.00% 55.90% 57.10% 55.60% 55.60%
Ensemble Boosted Trees 52.50% 56.10% 52.60% 56.60% 53.50% 54.10% 55.10% 54.10% 57.00% 54.40%
800 images (400 AD + 400 CN) Accuracy
Slice number 31 32 33 34 35 36 37 38 39 40
Fine Tree 58.20% 56.00% 54.00% 54.40% 55.00% 51.20% 52.40% 54.40% 53.80% 51.70%
Logistic Regression 48.80% 48.80% 46.60% 50.10% 52.40% 54.10% 51.70% 52.10% 49.50% 52.40%
Linear SVM 54.10% 57.00% 53.60% 56.90% 59.10% 61.10% 57.90% 59.00% 57.10% 57.80%
Quadratic SVM 59.80% 60.90% 55.60% 60.50% 58.60% 61.80% 62.00% 57.80% 60.00% 59.20%
Cubic SVM 58.60% 57.50% 58.80% 61.00% 59.00% 63.50% 62.10% 58.90% 57.80% 59.90%
Fine Gaussian SVM 54.00% 55.00% 55.00% 56.10% 55.10% 52.50% 56.10% 57.20% 56.00% 52.20%
Mediam Gaussian SVM 59.20% 60.90% 59.60% 61.30% 61.60% 62.30% 64.00% 61.40% 62.30% 61.30%
Coarse Gaussian SVM 54.80% 56.80% 56.40% 56.20% 57.60% 58.90% 58.00% 57.00% 56.60% 56.00%
Fine KNN 57.20% 56.60% 57.20% 57.90% 58.10% 59.10% 61.40% 57.50% 58.40% 57.00%
Medium KNN 57.10% 57.60% 58.00% 55.50% 57.80% 62.10% 58.60% 59.20% 59.80% 55.60%
Ensemble Boosted Trees 60.00% 61.50% 57.10% 58.10% 61.50% 58.60% 58.80% 58.00% 57.40% 56.80%
800 images (400 AD + 400 CN) Accuracy
Slice number 41 42 43 44 45 46 47 48 49 50
Fine Tree 53.00% 53.10% 55.20% 54.40% 54.60% 54.90% 53.20% 56.90% 54.60% 53.60%
Logistic Regression 55.50% 50.00% 55.40% 52.60% 50.90% 51.70% 47.00% 51.60% 55.00% 55.60%
Linear SVM 59.10% 58.80% 60.10% 58.20% 56.80% 56.80% 54.10% 58.90% 60.00% 58.60%
Quadratic SVM 57.60% 58.80% 59.20% 60.00% 59.00% 57.90% 58.90% 61.00% 55.50% 58.90%
Cubic SVM 61.40% 59.90% 61.00% 58.10% 60.00% 60.20% 59.10% 62.90% 57.00% 60.20%
Fine Gaussian SVM 54.80% 56.40% 54.50% 56.20% 55.60% 53.20% 54.90% 57.60% 55.20% 53.80%
Mediam Gaussian SVM 62.50% 62.00% 62.10% 59.00% 61.10% 60.50% 62.70% 62.40% 61.80% 60.20%
Coarse Gaussian SVM 55.80% 56.90% 57.80% 55.80% 55.80% 55.60% 56.80% 56.80% 56.60% 55.80%
Fine KNN 58.00% 55.00% 55.40% 56.50% 59.50% 56.10% 57.60% 57.40% 54.90% 58.00%
Medium KNN 59.90% 57.20% 57.60% 59.90% 56.40% 58.50% 59.90% 58.90% 57.90% 58.60%
Ensemble Boosted Trees 59.90% 58.40% 56.10% 59.10% 58.60% 58.80% 60.50% 60.20% 60.80% 60.20%
800 images (400 AD + 400 CN) Accuracy
Slice number 51 52 53 54 55 56 57 58 59 60
Fine Tree 55.00% 51.40% 52.00% 55.90% 53.20% 55.10% 55.10% 54.90% 55.90% 52.90%
Logistic Regression 56.00% 54.10% 53.10% 52.90% 53.80% 52.40% 49.60% 51.90% 51.40% 49.80%
Linear SVM 59.80% 58.80% 58.60% 59.20% 63.00% 59.40% 58.00% 60.00% 57.00% 58.00%
Quadratic SVM 58.80% 60.50% 56.80% 59.60% 59.80% 58.90% 58.20% 58.50% 58.50% 57.00%
Cubic SVM 60.50% 59.50% 58.40% 57.10% 56.50% 59.10% 57.10% 60.10% 58.40% 56.40%
Fine Gaussian SVM 55.90% 53.90% 53.80% 54.80% 53.40% 54.80% 54.40% 53.90% 54.90% 51.50%
Mediam Gaussian SVM 60.40% 61.00% 58.60% 60.60% 60.60% 61.30% 63.10% 59.80% 60.60% 60.90%
Coarse Gaussian SVM 57.60% 57.20% 57.20% 57.20% 56.90% 57.80% 57.00% 56.90% 58.50% 56.80%
Fine KNN 58.00% 55.80% 56.40% 60.00% 56.80% 60.60% 56.90% 57.00% 56.50% 54.60%
Medium KNN 61.50% 56.80% 57.20% 55.60% 56.50% 57.10% 56.50% 57.40% 58.20% 57.50%
Ensemble Boosted Trees 57.40% 58.10% 57.50% 58.80% 59.50% 58.50% 59.80% 57.80% 58.00% 56.90%
7.2 Appendix B: Slices 1 - 160 accuracy (2)
Full table of accuracy of slices 1 - 160 using histogram (Highest accuracy in column is in bold)
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800 images (400 AD + 400 CN) Accuracy
Slice number 61 62 63 64 65 66 67 68 69 70
Fine Tree 51.60% 54.50% 55.20% 56.90% 55.80% 58.00% 54.40% 53.90% 50.10% 54.60%
Logistic Regression 54.80% 54.00% 48.80% 50.40% 56.60% 52.90% 50.90% 53.90% 54.50% 54.40%
Linear SVM 61.40% 59.50% 60.50% 58.00% 57.40% 60.00% 58.90% 58.20% 59.00% 59.00%
Quadratic SVM 58.50% 59.80% 56.50% 56.60% 60.20% 59.50% 56.40% 58.10% 57.40% 54.50%
Cubic SVM 57.10% 58.20% 56.40% 56.20% 56.60% 58.80% 54.60% 55.60% 58.60% 55.00%
Fine Gaussian SVM 51.70% 56.10% 52.90% 52.60% 52.20% 56.00% 53.00% 53.10% 51.50% 50.10%
Mediam Gaussian SVM 58.50% 61.80% 61.40% 61.10% 61.60% 60.00% 60.40% 57.10% 61.00% 60.40%
Coarse Gaussian SVM 56.90% 58.10% 58.40% 57.60% 57.60% 57.80% 57.60% 54.50% 55.40% 56.90%
Fine KNN 55.60% 59.50% 56.60% 56.90% 52.90% 56.80% 54.90% 53.60% 56.10% 57.90%
Medium KNN 57.90% 61.50% 56.60% 61.40% 57.90% 58.40% 56.00% 53.60% 58.50% 56.80%
Ensemble Boosted Trees 56.60% 62.10% 60.60% 58.50% 59.60% 60.40% 58.40% 57.90% 57.90% 56.50%
800 images (400 AD + 400 CN) Accuracy
Slice number 71 72 73 74 75 76 77 78 79 80
Fine Tree 52.40% 50.70% 52.80% 53.00% 55.40% 55.50% 57.40% 51.70% 52.50% 51.50%
Logistic Regression 49.90% 48.50% 51.10% 49.80% 51.50% 55.10% 50.70% 51.50% 50.90% 47.90%
Linear SVM 58.10% 55.10% 52.20% 54.80% 57.00% 55.40% 54.60% 54.10% 53.90% 49.60%
Quadratic SVM 56.20% 52.60% 52.20% 54.20% 58.50% 56.00% 52.80% 52.10% 55.90% 49.10%
Cubic SVM 56.10% 51.70% 50.60% 52.20% 56.10% 56.50% 52.40% 53.00% 54.40% 50.10%
Fine Gaussian SVM 52.20% 51.60% 53.60% 53.40% 52.20% 51.50% 53.80% 49.90% 52.00% 50.50%
Mediam Gaussian SVM 61.00% 56.80% 57.20% 53.80% 58.20% 55.90% 56.00% 55.20% 55.10% 50.20%
Coarse Gaussian SVM 56.20% 52.90% 54.20% 53.80% 52.50% 54.20% 54.80% 55.10% 53.80% 52.10%
Fine KNN 50.60% 52.40% 52.60% 53.40% 56.40% 54.00% 57.80% 51.40% 58.80% 51.90%
Medium KNN 55.50% 53.60% 53.50% 51.20% 54.60% 51.90% 54.60% 54.20% 52.20% 52.40%
Ensemble Boosted Trees 53.20% 58.00% 55.50% 56.40% 55.10% 53.80% 57.00% 53.60% 56.00% 52.90%
800 images (400 AD + 400 CN) Accuracy
Slice number 81 82 83 84 85 86 87 88 89 90
Fine Tree 50.50% 51.00% 51.40% 51.60% 52.80% 49.50% 50.90% 53.10% 52.20% 54.90%
Logistic Regression 51.60% 48.50% 53.10% 51.70% 50.60% 53.80% 48.50% 51.10% 51.90% 48.40%
Linear SVM 52.40% 52.60% 50.60% 51.60% 51.50% 55.50% 51.90% 53.60% 53.60% 56.10%
Quadratic SVM 52.00% 49.00% 49.50% 49.00% 52.20% 56.40% 53.60% 52.40% 56.20% 55.20%
Cubic SVM 53.20% 50.90% 48.10% 50.70% 54.10% 52.50% 55.00% 56.40% 54.40% 56.80%
Fine Gaussian SVM 52.90% 50.70% 48.10% 50.20% 50.00% 51.50% 50.90% 53.40% 48.90% 53.50%
Mediam Gaussian SVM 52.80% 52.20% 53.20% 52.00% 54.60% 57.00% 56.20% 55.90% 56.10% 58.40%
Coarse Gaussian SVM 54.40% 53.20% 51.90% 53.80% 52.60% 54.90% 54.20% 55.10% 52.40% 54.10%
Fine KNN 54.10% 53.50% 53.60% 52.90% 54.90% 51.10% 49.80% 52.20% 51.40% 54.90%
Medium KNN 52.40% 54.40% 50.60% 50.00% 52.10% 53.10% 55.20% 53.40% 51.70% 55.80%
Ensemble Boosted Trees 52.80% 54.00% 52.50% 52.60% 55.10% 53.00% 55.50% 58.90% 56.10% 57.50%
800 images (400 AD + 400 CN) Accuracy
Slice number 91 92 93 94 95 96 97 98 99 100
Fine Tree 54.50% 54.40% 56.50% 49.80% 51.70% 52.60% 53.90% 54.60% 51.10% 50.20%
Logistic Regression 51.90% 52.50% 52.60% 49.40% 53.60% 53.90% 52.40% 53.00% 50.60% 51.60%
Linear SVM 58.50% 57.80% 56.80% 59.10% 59.80% 56.90% 57.20% 59.10% 60.60% 58.10%
Quadratic SVM 57.20% 55.80% 54.90% 54.90% 57.10% 57.80% 53.00% 54.10% 56.50% 56.40%
Cubic SVM 56.10% 57.10% 56.60% 55.20% 57.10% 55.60% 53.80% 55.20% 53.90% 57.60%
Fine Gaussian SVM 52.50% 53.80% 54.20% 52.60% 52.80% 51.60% 51.60% 53.40% 51.40% 50.40%
Mediam Gaussian SVM 59.40% 60.10% 59.00% 58.00% 60.60% 58.50% 58.20% 61.30% 61.10% 59.80%
Coarse Gaussian SVM 57.40% 55.60% 53.20% 56.60% 56.40% 56.60% 56.10% 58.60% 57.80% 56.40%
Fine KNN 55.40% 58.10% 55.00% 56.60% 53.00% 56.90% 55.60% 57.40% 55.00% 54.10%
Medium KNN 57.10% 56.00% 57.60% 57.00% 55.60% 58.50% 54.10% 56.60% 53.10% 53.60%
Ensemble Boosted Trees 57.60% 60.80% 57.40% 59.50% 58.60% 56.50% 55.00% 57.60% 56.50% 57.10%
800 images (400 AD + 400 CN) Accuracy
Slice number 101 102 103 104 105 106 107 108 109 110
Fine Tree 54.20% 53.80% 51.20% 54.10% 53.20% 54.50% 54.10% 54.90% 53.10% 58.60%
Logistic Regression 53.90% 51.90% 53.90% 50.60% 49.10% 55.20% 53.50% 52.60% 51.70% 50.70%
Linear SVM 60.20% 59.20% 60.50% 56.80% 57.40% 59.80% 59.20% 57.80% 59.10% 56.00%
Quadratic SVM 57.20% 58.50% 57.80% 57.60% 60.60% 60.90% 64.20% 60.20% 59.50% 56.10%
Cubic SVM 57.90% 57.80% 55.60% 57.80% 60.00% 62.50% 63.50% 57.00% 60.40% 56.80%
Fine Gaussian SVM 50.50% 53.40% 53.00% 52.40% 52.50% 53.80% 55.40% 51.20% 55.10% 54.10%
Mediam Gaussian SVM 61.50% 61.80% 61.40% 62.30% 61.40% 62.40% 63.00% 60.40% 62.60% 59.40%
Coarse Gaussian SVM 58.20% 57.90% 57.80% 57.20% 55.80% 57.40% 56.80% 55.10% 55.60% 54.00%
Fine KNN 54.20% 57.20% 54.40% 54.90% 55.20% 56.80% 57.60% 54.90% 56.00% 56.80%
Medium KNN 56.50% 56.20% 56.20% 54.20% 54.90% 59.00% 58.10% 56.20% 56.90% 53.90%
Ensemble Boosted Trees 61.10% 58.20% 59.20% 57.50% 57.40% 57.90% 62.00% 58.10% 58.80% 56.90%
800 images (400 AD + 400 CN) Accuracy
Slice number 111 112 113 114 115 116 117 118 119 120
Fine Tree 57.50% 54.10% 55.60% 54.20% 52.60% 53.60% 54.50% 53.20% 51.00% 49.50%
Logistic Regression 51.50% 52.80% 46.90% 52.60% 52.10% 53.90% 54.20% 51.90% 51.90% 54.00%
Linear SVM 58.20% 57.40% 58.80% 58.50% 58.60% 59.90% 57.60% 58.00% 55.90% 58.60%
Quadratic SVM 57.60% 57.60% 61.10% 59.50% 56.50% 59.50% 58.90% 56.40% 56.10% 59.20%
Cubic SVM 61.10% 57.50% 58.10% 60.10% 59.60% 60.40% 59.10% 55.50% 56.60% 59.20%
Fine Gaussian SVM 53.60% 52.00% 57.20% 53.60% 53.20% 57.00% 54.10% 52.80% 54.50% 53.40%
Mediam Gaussian SVM 62.90% 61.30% 62.00% 62.90% 61.00% 61.60% 60.40% 60.10% 56.40% 58.20%
Coarse Gaussian SVM 55.00% 56.40% 56.50% 57.80% 57.00% 55.20% 53.50% 54.20% 55.90% 56.00%
Fine KNN 57.20% 56.00% 57.00% 56.60% 55.40% 58.40% 56.00% 55.50% 53.50% 54.60%
Medium KNN 57.00% 57.10% 57.60% 58.90% 56.40% 60.10% 56.90% 55.80% 54.90% 56.80%
Ensemble Boosted Trees 61.00% 59.60% 59.00% 60.10% 58.20% 61.10% 61.90% 57.40% 57.10% 58.50%
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800 images (400 AD + 400 CN) Accuracy
Slice number 121 122 123 124 125 126 127 128 129 130
Fine Tree 56.40% 52.60% 52.50% 51.90% 52.10% 51.20% 52.20% 51.70% 48.20% 49.60%
Logistic Regression 54.00% 54.00% 52.00% 54.00% 49.10% 48.10% 52.20% 52.10% 52.90% 47.90%
Linear SVM 59.50% 58.10% 55.50% 58.50% 57.00% 57.80% 59.10% 56.10% 58.80% 56.50%
Quadratic SVM 58.50% 55.20% 55.00% 57.60% 58.40% 57.10% 57.90% 54.10% 57.10% 53.10%
Cubic SVM 58.20% 55.60% 54.80% 57.50% 59.00% 58.00% 57.20% 54.60% 56.50% 53.20%
Fine Gaussian SVM 52.60% 51.10% 53.50% 53.20% 55.40% 52.40% 53.80% 53.00% 53.80% 52.20%
Mediam Gaussian SVM 58.40% 57.10% 57.90% 59.60% 57.80% 61.10% 58.90% 54.90% 59.40% 59.10%
Coarse Gaussian SVM 55.10% 54.80% 54.20% 55.10% 56.20% 55.50% 55.60% 55.40% 56.60% 55.80%
Fine KNN 52.90% 50.90% 54.40% 55.40% 55.40% 55.20% 56.90% 54.40% 58.00% 56.00%
Medium KNN 53.10% 54.20% 54.80% 56.90% 55.80% 55.50% 56.20% 56.50% 58.80% 57.60%
Ensemble Boosted Trees 56.10% 58.00% 56.20% 55.60% 53.60% 57.00% 59.80% 55.20% 54.00% 56.10%
800 images (400 AD + 400 CN) Accuracy
Slice number 131 132 133 134 135 136 137 138 139 140
Fine Tree 52.80% 54.40% 50.90% 51.70% 56.80% 53.00% 52.90% 53.40% 49.80% 53.40%
Logistic Regression 47.00% 50.40% 50.20% 51.50% 52.20% 49.20% 53.80% 50.60% 50.10% 49.60%
Linear SVM 54.80% 51.40% 52.60% 54.90% 52.20% 52.80% 51.70% 51.00% 49.00% 53.50%
Quadratic SVM 56.10% 49.50% 53.90% 56.50% 55.50% 54.00% 54.40% 53.50% 50.00% 53.80%
Cubic SVM 56.10% 52.10% 54.40% 57.80% 57.60% 54.80% 54.90% 54.60% 50.50% 54.80%
Fine Gaussian SVM 54.00% 54.60% 51.40% 53.80% 52.40% 49.80% 53.10% 51.60% 53.40% 53.80%
Mediam Gaussian SVM 57.80% 58.00% 57.60% 56.20% 55.90% 54.40% 55.60% 52.50% 50.10% 54.80%
Coarse Gaussian SVM 55.10% 56.10% 55.00% 52.40% 54.00% 53.90% 53.10% 49.00% 47.90% 51.90%
Fine KNN 57.50% 57.80% 58.20% 54.80% 57.50% 50.70% 56.40% 53.50% 55.10% 54.40%
Medium KNN 56.80% 60.90% 57.60% 54.00% 54.60% 53.40% 54.50% 51.70% 53.60% 57.00%
Ensemble Boosted Trees 56.40% 58.50% 55.90% 51.60% 54.20% 52.10% 55.50% 56.20% 53.00% 54.50%
800 images (400 AD + 400 CN) Accuracy
Slice number 141 142 143 144 145 146 147 148 149 150
Fine Tree 50.90% 53.90% 51.40% 50.00% 53.60% 49.40% 50.10% 51.40% 49.50% 51.00%
Logistic Regression 51.40% 52.50% 45.00% 49.90% 51.90% 47.60% 49.20% 52.60% 46.60% 50.70%
Linear SVM 53.40% 50.90% 52.00% 51.20% 50.20% 51.60% 50.50% 54.40% 51.20% 49.10%
Quadratic SVM 52.10% 53.10% 50.40% 50.70% 54.80% 49.20% 52.40% 53.00% 49.80% 50.90%
Cubic SVM 54.50% 53.10% 53.40% 54.60% 52.10% 54.40% 52.50% 53.40% 49.60% 50.20%
Fine Gaussian SVM 56.90% 53.40% 54.50% 53.60% 52.60% 54.00% 52.60% 51.70% 51.10% 53.00%
Mediam Gaussian SVM 53.20% 53.90% 54.00% 54.00% 53.10% 53.90% 51.60% 53.00% 53.80% 55.10%
Coarse Gaussian SVM 52.40% 50.20% 52.00% 51.40% 51.90% 51.60% 52.60% 53.60% 52.40% 50.00%
Fine KNN 56.10% 55.10% 57.00% 55.00% 53.90% 53.20% 52.20% 52.00% 51.60% 48.80%
Medium KNN 54.90% 57.10% 55.60% 56.60% 51.90% 55.50% 48.60% 52.40% 53.90% 52.20%
Ensemble Boosted Trees 54.20% 55.00% 54.00% 53.60% 54.50% 49.20% 50.50% 50.20% 51.90% 52.80%
800 images (400 AD + 400 CN) Accuracy
Slice number 151 152 153 154 155 156 157 158 159 160
Fine Tree 53.00% 54.10% 52.00% 52.10% 49.20% 51.20% 51.50% 49.40% 53.20% 47.90%
Logistic Regression 48.90% 47.20% 50.20% 51.70% 50.70% 47.00% 47.80% 48.90% 49.00% 44.60%
Linear SVM 53.80% 49.20% 51.00% 53.00% 49.60% 51.90% 50.00% 48.80% 52.00% 52.00%
Quadratic SVM 50.20% 52.00% 56.50% 50.90% 49.40% 51.70% 50.90% 50.20% 50.50% 47.80%
Cubic SVM 51.10% 52.00% 53.00% 48.50% 48.80% 50.20% 49.50% 46.90% 49.10% 46.40%
Fine Gaussian SVM 49.50% 52.20% 55.40% 53.10% 51.60% 51.00% 52.80% 49.20% 50.40% 48.90%
Mediam Gaussian SVM 54.20% 53.00% 52.90% 54.40% 50.60% 53.20% 51.90% 51.00% 51.50% 50.20%
Coarse Gaussian SVM 51.40% 49.00% 50.00% 52.40% 54.50% 54.10% 54.40% 52.20% 52.50% 51.90%
Fine KNN 53.20% 53.50% 53.60% 50.60% 49.10% 49.50% 48.40% 47.10% 51.40% 48.60%
Medium KNN 53.00% 54.10% 53.10% 52.90% 49.40% 54.00% 50.20% 49.50% 51.00% 49.60%
Ensemble Boosted Trees 54.50% 51.10% 52.60% 53.90% 51.60% 52.00% 50.50% 51.40% 51.10% 49.60%
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Slice 36 Slice 37 Slice 36 Slice 37
Slice number Medium Gaussian SVM (Accuracy%) Slice number Medium Gaussian SVM (Accuracy%) Slice number Medium Gaussian SVM (Accuracy%) Slice number Medium Gaussian SVM (Accuracy%)
1 50.5 1 50.75 81 51 81 51.125
2 50 2 52 82 52.25 82 52.75
3 46.125 3 48.625 83 53 83 53.375
4 48.5 4 48.375 84 54.5 84 55.75
5 49 5 51.5 85 54.5 85 54.25
6 50.875 6 51.75 86 53.375 86 53
7 50.75 7 50.75 87 53.375 87 53.375
8 50.75 8 49.125 88 53.25 88 54.5
9 52 9 52 89 55.25 89 54.875
10 53 10 51.125 90 53.5 90 55.125
11 53.125 11 54 91 53.375 91 53.875
12 52.625 12 52.75 92 53.875 92 55.375
13 53.375 13 55.25 93 53 93 54.25
14 52 14 53 94 54 94 55
15 53.125 15 53 95 53.75 95 53.75
16 50.125 16 50.625 96 54 96 52.75
17 51.125 17 52 97 54.25 97 54.25
18 52.375 18 53.5 98 54.875 98 54.5
19 51.5 19 50.625 99 55.5 99 55
20 50.5 20 52 100 53.5 100 53.5
21 49.375 21 49.25 101 53.75 101 54.625
22 50.75 22 49.5 102 53.875 102 54.875
23 48.375 23 47.5 103 54.125 103 54.375
24 50.625 24 49.625 104 54 104 53
25 52.625 25 52.25 105 55 105 55.5
26 53.375 26 53.625 106 54.625 106 55.75
27 54.375 27 51.75 107 54.25 107 55.125
28 53.375 28 51.75 108 55.625 108 55.125
29 56.25 29 55.375 109 55.875 109 57
30 58.375 30 54.875 110 56 110 55
31 60.5 31 58.125 111 56.25 111 56
32 62.125 32 61.625 112 56.75 112 57.125
33 65.5 33 63.25 113 57.125 113 57.75
34 68.375 34 65.125 114 59.625 114 58
35 70.75 35 67.5 115 57.75 115 58.875
36 80.125 36 70.875 116 59.625 116 59.125
37 69.25 37 80 117 56.875 117 57.875
38 69 38 69.75 118 58 118 58.875
39 67.75 39 68.75 119 58.125 119 58.375
40 65.75 40 68.125 120 57.125 120 59.25
41 65.875 41 67.125 121 60.125 121 60
42 63 42 64.375 122 59 122 61
43 63 43 64 123 59.375 123 59.25
44 61.125 44 63.875 124 62.875 124 62.75
45 59.375 45 60.625 125 61 125 62.75
46 60.25 46 60.625 126 61.75 126 61.375
47 62 47 60.375 127 60.25 127 59.125
48 59.875 48 61.25 128 60.5 128 59.125
49 60 49 60.25 129 59 129 58
50 56.5 50 58.375 130 58.75 130 56.625
51 56.875 51 58 131 56.625 131 56.625
52 57.625 52 58.875 132 56.625 132 53.625
53 54.5 53 56.375 133 53.75 133 52.625
54 56.625 54 57.125 134 54.625 134 52.75
55 55.125 55 57.75 135 54.125 135 53.75
56 56.75 56 56.75 136 51.375 136 52.25
57 58.5 57 57.75 137 54 137 52.5
58 57 58 56.875 138 52.5 138 51.5
59 57.375 59 56.5 139 50 139 51.625
60 56.875 60 57 140 51.25 140 51.375
61 55.375 61 54.375 141 51 141 50.25
62 55.25 62 55.25 142 48 142 49.5
63 53.5 63 54.5 143 49.25 143 49.875
64 54.375 64 54.375 144 50.625 144 50.375
65 54.75 65 53.625 145 52.75 145 52.75
66 56 66 54.5 146 56.25 146 55.375
67 54.875 67 53.75 147 55.75 147 55.125
68 53 68 53.125 148 56 148 55.5
69 54.625 69 53.75 149 53.25 149 55.125
70 53.625 70 54 150 53.25 150 52.5
71 54.125 71 53.875 151 52.75 151 49.875
72 54.75 72 55.5 152 52.125 152 51.125
73 52.75 73 53.375 153 51.75 153 51.25
74 51.875 74 53.125 154 50.25 154 48.875
75 52.25 75 52.75 155 48.5 155 50
76 49.625 76 52.875 156 50.375 156 50.625
77 51.5 77 52.375 157 49.875 157 50
78 51.5 78 51.625 158 49.25 158 50.25
79 50.75 79 51.25 159 52.25 159 52.875
80 50.125 80 50 160 53.625 160 53.375
7.3 Appendix C: Slices 1 - 160 accuracy from trained model
Full table of accuracy of slices 1 - 160 using histogram for testing slices on trained model from
slice 36 and 37
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