We introduce a notion of amenable normal extension S of a unital ring R, encompassing the amenable algebras over a field of Gromov and Elek, the twisted crossed product by an amenable group, and the tensor product with a field extension. It is shown that every Sylvester matrix rank function rk of R preserved by S has a canonical extension to a Sylvester matrix rank function rk S for S. In the case of twisted crossed product by an amenable group, and the tensor product with a field extension, it is also shown that rk S depends on rk continuously. When an amenable group has a twisted action on a unital C * -algebra preserving a tracial state, we also show that two natural Sylvester matrix functions on the algebraic twisted crossed product constructed out of the tracial state coincide.
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Introduction
Sylvester rank functions for a given unital ring R are numerical invariants for matrices or modules over S, describing the rank or dimension of such objects. They can be described in several equivalent ways, either for rectangular matrices, or finitely presented left modules, or pairs of left modules M 1 ⊆ M 2 , or maps between finitely generated projective left modules, or maps between left modules [23, 28, 38] . They are useful for instance in the study of Kaplansky's direct finiteness conjecture [4] and L 2 -Betti numbers [18] , and have attracted much attention recently [1, 2, 14] .
Crucial questions about Sylvester rank functions are, given unital rings R ⊆ S, when a Sylvester matrix rank function rk for R can be extended to a Sylvester matrix rank function for S and when such an extension is unique. Of course one needs some conditions on the ring extension S ⊇ R. In the literature these questions have been discussed in several different situations.
For a field K, Gromov and Elek introduced the notion of amenable K-algebras [10, 17] . This includes the algebras of subexponential growth studied by Rowen [37] , and is further studied in [3, 5, 7, 13, 15] . In these works people have tried to define dimension for finitely generated modules over an amenable K-algebra S using a Følner sequence of S, but it is not clear whether one obtains a limit along the Følner sequence or not, as asked by Gromov [17, page 348] .
For a twisted crossed product R * Γ constructed out of a twisted action of a discrete amenable group Γ on R preserving rk, Ara, O'Meara, and Perera showed that rk can always be extended to a Sylvester matrix rank function rk R * Γ for R * Γ using an ultrafilter, and used it to prove Kaplansky's direct finiteness conjecture for free-by-amenable groups [4] . They didn't address the question whether rk R * Γ depends on the choice of the ultrafilter or not, equivalently, whether one obtains a limit along a Følner sequence of Γ or not.
When E/K is a field extension and R is a K-algebra, Jaikin-Zapirain showed that under some conditions rk can be extended a Sylvester matrix rank function of E⊗ K R [18] . More precisely, he constructed a natural extension of rk to E ⊗ K R when E/K is algebraic, and when E = K(t) for some t transcendental over K and rk is regular in the sense that it is induced from a Sylvester matrix rank function of a unital von Neumann regular ring R ′ and a unital ring homomorphism R → R ′ . These natural extensions are fundamental in his work on Atiyah conjecture and Lück's approximation conjecture.
In this work we give a general framework to unify the above situations. We introduce a notion of right amenable extension S of R (see Definition 3.1) . This means that we are given a collection F(S) of finitely generated free left R-submodules of S satisfying suitable conditions. Intuitively, elements of F(S) play the role of right Følner sets. Then the construction of Ara, O'Meara, and Perera also works in this general situation. Namely, given a non-principal ultrafilter ω on the setF(S) of nonzero elements in F(S), defining rk S (A) as lim W→ω rk W (A) dim(W) for each A ∈ M n,m (S) yields a Sylvester matrix rank function for S, where dim(W) is the rank of W as a free left R-module and rk W (A) is rk(B) for some matrix B over R associated to W and A.
In order to guarantee that rk S does not depend on the choice of the ultrafilter ω, we introduce a stronger notion of right amenable normal extension S of R preserving rk (see Definition 5.1) . This includes all the above cases except that for the amenable K-algebras S studied in [10, 17] one needs to assume that S has no zero-divisors. Our first main result is the following. A byproduct of our proof for Theorem 1.1 is an affirmative answer to Gromov's question in the case the amenable K-algebra S has no zero-divisors (see Corollary 6.5 and Remark 6.6). In the literature there are two well-known ways to guarantee the convergence along Følner sequences of amenable groups. The first is the strong subadditivity, implying an infimum rule, i.e. the limit is the infimum. The second is the subadditivity implying the existence of the limit via the Ornstein-Weiss lemma. In order to prove Theorem 1.1, we establish a linear infimum rule in Lemma 6.3.
The space of all Sylvester matrix rank functions for R is naturally a compact convex space. One can ask whether rk S depends on rk continuously or not. We have not been able to answer this question in full generality. At the technical level, this requires uniform convergence along some Følner sequence. For this purpose we introduce a weak quasitiling property (Definition 7.2), which is a weak analogue of the quasitiling of Ornstein and Weiss for amenable groups in [31] . Twisted crossed products R * Γ for amenable groups Γ and E ⊗ K R for field extension E/K and K-algebras R have the weak quasitiling property. Our second main result is the following. Theorem 1.2. Assume that S is a right amenable normal extension of R with the weak quasitiling property. The map from the space of Sylvester matrix rank functions of R preserved by S to the space of Sylvester matrix rank functions of S sending rk to rk S is affine and continuous.
When a unital C * -algebra A has a tracial state tr, it is well known that tr induces a Sylvester matrix rank function rk tr for A . In fact, the von Neumann rank function on group algebras of a discrete group Γ is constructed this way from the canonical tracial state of the reduced group C * -algebra C * red (Γ) and plays a fundamental role in the study of L 2 -Betti numbers [18, 27] . For a twisted action (α, u) of a discrete group Γ on A , one has the twisted crossed product C * -algebra A ⋊ α,u Γ [6, [32] [33] [34] , which contains an algebraic twisted crossed product A * Γ. If the twisted action (α, u) preserves tr, then tr extends to a tracial state tr α,u of A ⋊ α,u Γ naturally, which in turn induces a Sylvester matrix rank function rk trα,u for A ⋊ α,u Γ. If furthermore Γ is amenable, then we also have our Sylvester matrix rank function (rk tr ) A * Γ on A * Γ constructed out of rk tr . In this case we obtain two Sylvester matrix rank functions on A * Γ, namely (rk tr ) A * Γ and the restriction of rk trα,u to A * Γ. Our third main result says that these two rank functions coincide.
Theorem 1.3. Let (α, u) be a twisted action of an amenable discrete group Γ on a unital C * -algebra A preserving a tracial state tr, and let A ⋊ α,u Γ be the maximal twisted crossed product C * -algebra. Then rk tr α,u (A) = (rk tr ) A * Γ (A) for every A ∈ M n,m (A * Γ).
This article is organized as follows. In Section 2 we set up general notation and recall some basic concepts. We introduce the notation of right amenable extensions and discuss some basic properties in Section 3. The construction of Ara, O'Meara, and Perera is applied in Section 4 to right amenable extensions to yield Sylvester matrix rank functions for the extensions. We introduce the notion of right amenable normal extensions in Section 5. Theorems 1.1 and 1.2 are proven in Sections 6 and 7 respectively. In Section 8 we describe the bivariant Sylvester module rank function corresponding to rk S under the condition of weak quasitiling property. In Section 9 we discuss in detail the case of E ⊗ K R for field extensions E/K, showing that rk E⊗ K R behaves well with respect to compositions of field extensions and that our construction extends that of Jaikin-Zapirain. Theorem 1.3 is proven in Section 10.
2.1. Sylvester rank functions. In this subsection we recall the definitions and facts about Sylvester rank functions. We refer the reader to [18, 23, 28, 38] for detail. Let R be a unital ring. The following definition was given by Malcolmson [28] . Definition 2.1. A Sylvester matrix rank function for R is an R ≥0 -valued function rk on the set of rectangular matrices over R satisfying the following conditions:
(i) rk(0) = 0 and rk(1 R ) = 1.
(ii) rk(AB) ≤ min(rk(A), rk(B)).
In particular, if A ∈ M n,n (R) and C ∈ M m,m (R) are invertible, then Equipped with the pointwise operations, the space P(R) of all Sylvester matrix rank functions for R is a compact convex set. The following definition was given in [23] .
on the class of all pairs of left R-modules M 1 ⊆ M 2 satisfying the following conditions:
ranging over all finitely generated R-submodules of
There is a natural one-to-one correspondence between Sylvester matrix rank functions for R and bivariant Sylvester module rank functions for R [23, Theorems 2.4 and 3.3]. Given a bivariant Sylvester module rank function dim(·|·) for R, the corresponding Sylvester matrix rank function rk is determined by
We summarize the properties about bivariant Sylvester module rank functions which we shall need [ 
(iii) For any left R-modules M 1 ⊆ M 2 and any R-module homomorphism π :
(iv) For any left R-modules M, M 1 ⊆ M 2 with M 1 finitely generated, denoting by π M ′ the homomorphism
ranging over all finitely generated R-submodules of M.
2.2.
Group rings and twisted crossed products. In this subsection we recall the definitions of group rings and twisted crossed products. We refer the reader to [35, 36] for detail.
Let R be a unital ring and Γ a discrete group. The group ring of Γ with coefficients in R, denoted by RΓ, consists of all finitely supported functions f : Γ → R. We shall write f as s∈Γ f s s with f s ∈ R for all s ∈ Γ and f s = 0 except for finitely many s ∈ Γ. The addition and multiplication in RΓ are given by Given an action α of Γ on R via automorphisms, one can define the crossed product R ⋊ α Γ. It also consists of finitely supported functions Γ → R. The addition and multiplication in R ⋊ α Γ are given by
The group ring RΓ is the crossed product R ⋊ α Γ for the trivial action of Γ on R.
When Γ has an action β on a discrete group G via automorphisms, one has the semidirect product group G ⋊ β Γ defined. As a set, it is G × Γ. The multiplication of G ⋊ β Γ is given by (g, s)(h, t) = (gβ s (h), st). Then the group ring R(G ⋊ β Γ) is naturally isomorphic to the crossed product (RG) ⋊ α Γ, where α s ( g∈G f g g) = g∈G f g β s (g) for s ∈ Γ and g∈G f g g ∈ RG.
A twisted crossed product 1 R * Γ is a unital Γ-graded ring, i.e. R * Γ = s∈Γ V s with V s V t ⊆ V st for all s, t ∈ Γ, such that V e Γ is isomorphic to R as a unital ring and V s contains a units of R * Γ for each s ∈ Γ. We shall identify V e Γ with R. It is easily checked that for any s ∈ Γ, if some a ∈ V s is invertible in R * Γ, then its inverse lies in V s −1 . It follows thats generates V s as a free left (right resp.) R-module. Thens is unique up to multiplication by some unit in R from either left or right. Clearly crossed products are twisted crossed products. Given a normal subgroup G of Γ, it is easily checked that the group ring RΓ can be written as (RG) * (Γ/G).
2.3.
Amenable groups and amenable K-algebras. Let Γ be a discrete group. For a nonempty finite set K ⊆ Γ and ε > 0, we say a nonempty finite set F ⊆ Γ is (K, ε)-invariant if |F K| < (1 + ε)|F |. The group Γ is amenable if for any nonempty finite set K ⊆ Γ and any ε > 0 there is some (K, ε)-invariant nonempty finite set F ⊆ Γ.
Let K be a field. The notion of amenable K-algebras was introduced by Gromov [17, Section 1.11] and Elek [10] . Let S be a unital K-algebra, i.e. K lies in the center of S and 1 K = 1 S . We say that S is right amenable if for every finite subset V of S and every ε > 0 there is some finite-dimensional K-linear subspace W of S containing 1 S such that dim K (W + WV ) < (1 + ε) dim K (W) (see [3] for a discussion of the difference between requiring 1 S ∈ W or not). When S is a domain, one can drop the condition that 1 S ∈ W [3, Corollary 3.10]. Finitely generated K-algebras of subexponential growth and commutative K-algebras are right amenable [10] . For a discrete group Γ, the group ring KΓ is right amenable if and only if Γ is amenable [5, 10, 13 ].
2.4. Tracial states and Sylvester matrix rank functions. It is well known that a tracial state on a unital C * -algebra A induces a Sylvester matrix rank function for A . For example, for any discrete group Γ, the von Neumann Sylvester matrix rank function for the reduced group C * -algebras C * red (Γ) is induced from the canonical tracial state of C * red (Γ) [18, 27] . Here we recall the construction. We refer the reader to [19] for basics on C * -algebras and von Neumann algebras.
A C * -algebra is a * -algebra A over C equipped with a complete norm such that ab ≤ a · b and a * a = a 2 for all a, b ∈ A . An element a ∈ A is positive if a = b * b for some b ∈ A . A state for a unital C * -algebra A is a unital linear functional ϕ : A → C such that it is positive in the sense that it sends positive elements to positive elements. A state ϕ of A is tracial if ϕ(ab) = ϕ(ba) for all a, b ∈ A . A * -representation of A on a Hilbert space H is a * -homomorphism from A to the C * -algebra B(H) of all bounded linear operators from H to itself.
Let A be a unital C * -algebra and let ϕ be a state of A . Then one has the GNS representation π ϕ associated to ϕ as follows. The set I ϕ := {a ∈ A : ϕ(a * a) = 0} is a left ideal of A . We have an inner product on A /I ϕ defined by a + I ϕ , b + I ϕ := ϕ(b * a) for a, b ∈ A . Denote by L 2 (A , ϕ) the completion of A /I ϕ under the norm induced by this inner product. Then A has a * -representation π ϕ on L 2 (A , ϕ) determined by π ϕ (a)(b + I ϕ ) = ab + I ϕ for all a, b ∈ A . Denote by A ′′ ϕ the von Neumann algebra generated by π ϕ (A ), i.e. the closure of π ϕ (A ) in B(L 2 (A , ϕ)) under the weak operator topology. Put
Note that ϕ ′′ extends ϕ in the sense that ϕ(a) = ϕ ′′ (π ϕ (a)) for all a ∈ A . Now assume that tr is a tracial state of A . It is easily checked that tr ′′ is a tracial state on A ′′ tr . We extend tr ′′ to square matrices over A ′′ tr by
for all A ∈ M n (A ′′ tr ). Then tr ′′ (AB) = tr ′′ (BA) for all A ∈ M n,m (A ′′ tr ) and B ∈ M m,n (A ′′ tr ), and tr ′′ (A * A) ≥ 0 for all A ∈ M n,m (A ′′ tr ). Let A ∈ M n,m (A ). It follows from von Neumann's double commutant theorem that the orthogonal projection P imπtr(A) from L 2 (A , tr) n×1 to imπ tr (A) = π tr (A) · L 2 (A , tr) m×1 lies in M n (A ′′ tr ). Thus we may define rk tr (A) := tr ′′ (P imπtr(A) ) ≥ 0.
Using the polar decomposition of A we find some T ∈ M n,m (A ′′ tr ) such that T * T = P imπtr(A * ) and T T * = P imπtr(A) . Thus rk tr (A) = rk tr (A * ).
Denote by ker π tr (A) the set of x ∈ L 2 (A , tr) m×1 satisfying π tr (A)x = 0, and by P ker πtr(A) the orthogonal projection from L 2 (A , tr) m×1 to ker π tr (A). Then P ker πtr(A) lies in M m (A ′′ tr ), and P ker πtr(A) + P imπtr(A * ) = I m . Thus rk tr (A) = rk tr (A * ) = tr ′′ (I m − P ker πtr(A) ) = m − tr ′′ (P ker πtr(A) ).
For convenience of the reader, we give a proof of the following proposition. Proposition 2.4. Let tr be a tracial state of a unital C * -algebra A . Then rk tr defined via (1) is a Sylvester matrix rank function for A .
Proof. Clearly rk tr (0) = 0 and rk tr (1 A ) = 1. This verifies the condition (i) in Definition 2.1.
Let A ∈ M n,m (A ) and B ∈ M m,k (A ). Then imπ tr (AB) ⊆ imπ tr (A). Thus P imπtr(AB) ≤ P imπtr(A) , and hence rk tr (AB) ≤ rk tr (A). We also have rk tr (AB) (2) = rk tr (B * A * ) ≤ rk tr (B * ) (2) = rk tr (B). This verifies the condition (iv) in Definition 2.1.
2.5.
Twisted crossed product C * -algebras. In this subsection we recall some basic facts about twisted crossed product C * -algebras. We refer the reader to [6, [32] [33] [34] for more information.
Let A be a unital C * -algebra. An element u ∈ A is a unitary if u * u = uu * = 1 A . For each unitary u ∈ A , we have the inner automorphism Ad (u) of A sending a to uau * . Denote by Aut(A ) the automorphism group of A , and by U(A ) the unitary group of A . Let Γ be a discrete group with identity element e Γ . A twisted action of Γ on A [6, Definition 2.1] is a pair (α, u) of maps α : Γ → Aut(A ) and u : Γ × Γ → U(A ) such that (i) α e Γ = id and u e Γ ,s = u s,e Γ = 1 A for all s ∈ Γ;
(ii) α s α t = Ad (u s,t )α st for all s, t ∈ Γ; (iii) α γ (u s,t )u γ,st = u γ,s u γs,t for all γ, s, t ∈ Γ. Let (α, u) be a twisted action of Γ on A . Define A * Γ as the space of finitely supported functions f : Γ → A . We shall write f ∈ A * Γ as s∈Γ f ss . Then A * Γ is a * -algebra with the algebraic operations defined by
Clearly A * Γ is a twisted crossed product in the sense of Section 2.2. Define a seminorm on A * Γ by
for π ranging over all unital * -representations of A * Γ on Hilbert spaces. As we shall see below, this is actually a norm on A * Γ. The maximal twisted crossed product C * -algebra for (α, u) is the completion of A * Γ under this norm, and will be denoted by A ⋊ α,u Γ.
Let π : A → B(H) be a unital * -representation of A on a Hilbert space H. Denote by ℓ 2 (Γ, H) the space of all functions x : Γ → H satisfying t∈Γ x t 2 < +∞. We shall write x ∈ ℓ 2 (Γ, H) as t∈Γ x t t. Then ℓ 2 (Γ, H) is a Hilbert space equipped with the inner product t∈Γ x t t, t∈Γ y t t := t∈Γ x t , y t and the associated norm
Then π α,u is a unital * -representation of A * Γ on ℓ 2 (Γ, H). When π is injective (such π always exists), π α,u is also injective and hence (4) does define a norm. In general, π α,u extends to a unital * -representation of A ⋊ α,u Γ on ℓ 2 (Γ, H), which we still denote by π α,u .
Take an injective unital * -representation π of A on some Hilbert space H. Denote by T the isometric embedding H → ℓ 2 (Γ, H) sending x to xe Γ . Then T * π α,u (A ⋊ α,u Γ)T = π(A ). For each a ∈ A ⋊ α,u Γ, denote by E(a) the unique element in A satisfying T * π α,u (a)T = π(E(a)). Then E is a unital positive linear map from A ⋊ α,u Γ to A satisfying E(ae Γ ) = a for all a ∈ A and E(as) = 0 for all a ∈ A and s ∈ Γ \ {e Γ }. In particular, E does not depend on the choice of π.
Amenable extensions
In this section we define amenable extensions and give some basic examples. A unital ring R is said to have invariant basis number (IBN) or unique rank property (URP) if for any distinct n, m ∈ N, the left R-modules R n and R m are not isomorphic, or equivalently, the right R-modules R n and R m are not isomorphic [21, page 3] . When R has IBN, for any finitely generated free left R-module M we write dim(M) for the nonnegative integer satisfying M ∼ = R dim(M) . Note that if R has a Sylvester matrix rank function, then it has IBN.
Let R be a unital ring and S be a unital ring containing R with 1 R = 1 S .
is called a finite approximation system if the following conditions hold:
. Denote byF(S) the set of nonzero elements in F(S). We say that S is a right amenable extension of R with finite approximation system F(S) if furthermore Example 3.4. Let K be a field and S a unital K-algebra. Let F(S) be the set of all finite-dimensional K-linear subspaces of S. Then F(S) is a finite approximation system for S. If S is right amenable over K in the sense of Gromov and Elek as in Section 2.3, then clearly S is a right amenable extension of K with the above F(S). When S is a domain, the converse also holds.
Example 3.5. Let K be a field and E a field containing K. Let R be a K-algebra
We shall use the following elementary lemma a few times.
Lemma 3.6. Let F(S) be a finite approximation system. The following are true.
(ii). We argue by induction on n. This is trivial when n = 1. Suppose that it holds for n.
where in the equality we apply part (i) and in the last inequality we apply the inductive hypothesis.
Sylvester matrix rank function for amenable extensions
In this section we give the Ara-O'Meara-Perera construction of Sylvester matrix rank functions for amenable extensions using ultralimits in [4] . They did the construction for twisted crossed products in Example 3.3, but their method works for general case easily.
Let R be a unital ring. Let rk be a Sylvester matrix rank function for R, and dim(·|·) the corresponding bivariant Sylvester module rank function for R. Let S be a unital ring containing R with 1 R = 1 S , and let F(S) be a finite approximation system.
Let A ∈ M n,m (S) and W ∈F(S). By the condition (iv) of Definition 3.1 there is someW ∈F(S) such that WA i,j ⊆W for all 1 ≤ i ≤ n and 1 ≤ j ≤ m. Then we have W n A ⊆W m . Take an R-basis w 1 , . . . , w l for W n , and an R-basisw 1 , . . . ,w p forW m . Then we have 
By the condition (iv) of Definition 3.1 every finitely generated left R-submodule of S m is contained in V m for some V ∈F(S). Therefore
where in the first line M ranges over all finitely generated left R-submodules of S m containing W n A.
We record some basic properties of rk W in the following obvious lemma which we leave for the reader to check.
Recall that for a nonempty set J, a nonempty family ω of subsets of J is called a filter if it is closed under taking finite intersections, ∅ ∈ J, and for any X ∈ ω and X ⊆ Y ⊆ J one has Y ∈ ω. An ultrafilter on J is a maximal proper filter ω, i.e. for any proper filter ω ′ on J containing ω, one has ω = ω ′ . Given any ultrafilter ω on J and any map f from J to a compact Hausdorff space Z, there is a unique z 0 ∈ Z such that for every neighborhood U of z 0 in Z, the set f −1 (U) is in ω. We shall write z 0 as lim j→ω f (j). Now we assume that S is a right amenable extension of R with F(S). We say that an ultrafilter ω onF(S) is non-principal if for any finite subset V of S and any ε > 0, the set of all (V, ε)-invariant W ∈F(S) is an element of ω. By Zorn's lemma there are non-principal ultrafilters onF(S). Fix a non-principal ultrafilter ω onF(S).
The following lemma is an immediate consequence of Lemma 4.2.(v).
It follows from Lemmas 4.2 and 4.3 that rk S is a Sylvester matrix rank function for S.
If R has a unique Sylvester matrix rank function rk, then rk S extends rk. In general, in order for rk S to extend rk, we need to assume some extra conditions, which we shall discuss in Section 5.
Amenable normal extensions
In this section we define amenable normal extensions and discuss some basic examples. Let R be a unital ring with IBN, and let S be a unital ring containing R
is an automorphism of R.
Definition 5.1. We say that a finite approximation system F(S) for S is normal if there is a multiplicative subset U(S) of N S (R) such that:
(i) Each W ∈ F(S) has a basis consisting of elements in U(S).
(ii) For each g ∈ U(S), Rg is in F(S).
(iii) For any g ∈ U(S) and W ∈ F(S) with W ⊆ Sg, one has {x ∈ S : xg ∈ W} ∈ F(S). The conditions (i) and (ii) imply that for any g ∈ U(S) and W ∈ F(S) one has gW, Wg ∈ F(S). Thus the conditions (i) and (ii) imply (iii) when U(S) is a group.
We call S a right amenable normal extension of R if it is right amenable with some normal finite approximation system F(S), and given a Sylvester matrix rank function rk for R, call S a right amenable normal extension of R preserving rk if furthermore rk is σ g -invariant for every g ∈ U(S).
Example 5.2. Let K, Γ, and F(KΓ) be as in Example 3.2. Then F(KΓ) is normal with U(KΓ) = Γ, where we identify Γ with its image under the natural embedding Γ ֒→ KΓ. Since K has a unique Sylvester matrix rank function rk, when Γ is amenable, KΓ is a right amenable normal extension of K preserving rk. Example 5.4. Let K be a field and S a unital K-algebra without zero-divisors. Let F(S) be as in Example 3.4. Then F(S) is normal with U(S) equal to the set of nonzero elements in S. Since K has a unique Sylvester matrix rank function rk, if S is right amenable over K in the sense of Gromov and Elek as in Section 2.3, then S is a right amenable normal extension of K preserving rk.
For any Sylvester matrix rank function rk of R, E ⊗ K R is a right amenable normal extension of R preserving rk.
Remark 5.6. If rk is a Sylvester matrix rank function for R and S is a right amenable normal extension of R preserving rk, then clearly rk S constructed in Section 4 extends rk. 
where π M ′ denotes the quotient map N → N/M ′ for every R-submodule M ′ of N. In particular,
. Then clearly dim σ (·|·) satisfies the conditions in Definition 2.2, and thus is a bivariant Sylvester module rank function for R. Let A ∈ M n,m (R). Denote by e 1 , . . . , e m the standard basis of R m . Then e 1 , . . . , e m is an R-basis of (R m ) σ . Clearly (R n A) σ is the R-submodule of (R m ) σ generated by m j=1 σ(A i,j )e j for i = 1, . . . , n. Therefore dim σ (R n A|R m ) = dim((R n A) σ |(R m ) σ ) = rk(σ(A)) = rk(A).
Consequently, dim σ (·|·) is the bivariant Sylvester module rank function for R corresponding to rk, and hence dim σ (·|·) = dim(·|·).
(ii). Denote by ϕ the R-module homomorphism N σ → N sendingx to gx. Then ϕ(M σ 1 ) = gM 1 and ϕ(M σ 2 ) = gM 2 . Thus we get an induced R-module homomorphism
where in the 2nd inequality we apply Theorem 2.3.(iii) and in the 4th equality we apply part (i).
Linear infimum rule
In this section we prove Theorem 6.7, showing that for a right amenable normal extension preserving rk, the Sylvester matrix rank function rk S constructed in Section 4 is actually a limit and an infimum, so does not depend on the choice of the ultrafilter. For this we establish an infimum rule in Lemma 6.3.
To motivate Lemma 6.3, we recall what happens for amenable groups. Let Γ be an amenable group. Denote by F(Γ) the set of all finite subsets of Γ, and byF(Γ) the set of all nonempty finite subsets of Γ. For an R-valued function ψ defined on F(Γ) orF(Γ), we say that ψ(F ) converges to L ∈ [−∞, +∞] when F becomes more and more right invariant, written as lim F ψ(F ) = L, if for any neighborhood U of L in [−∞, +∞] there are some K ∈F(Γ) and δ > 0 such that for any (K, δ)-invariant F ∈F(Γ) one has ψ(F ) ∈ U.
There are two well-known results yielding the convergence of ψ(F ). The first one is the so-called "infimum rule", showing that actually lim F ψ(F ) = inf F ∈F(Γ) ψ(F ). Below is one of its forms [ (i) ϕ(∅) = 0, (ii) ϕ(sF ) = ϕ(F ) for every F ∈ F(Γ) and s ∈ Γ,
Now let R be a unital ring with IBN and let S be a right amenable normal extension of R with F(S) and U(S). Recall that for any W, V ∈ F(S), WV denotes the set of finite sums of elements of the form wv for w ∈ W and v ∈ V, and hence WV ∈ F(S). Here is the linear version of the above definition of limit. 
dim(V) < r − 2ε is nonempty. Take a V in this set with smallest dim(V), and put C :
We claim that ϕ(WV) ≤ C dim(WV) for every W ∈ F(S). We prove it by induction on dim(W). The case dim(W) = 0 follows from the condition (i). When dim(W) = 1, we have W = Rg for some g ∈ U(S) and hence
where the inequality comes from the condition (ii). Suppose that the claim holds when dim(W) = n. Let W ∈ F(S) with dim(W) = n + 1. Write W as W 1 ⊕ W 2 with W 1 , W 2 ∈ F(S) such that dim(W 1 ) = n and dim(W 2 ) = 1. Then W 2 = Rg for some g ∈ U(S). By induction hypothesis we have ϕ(
Thus we may assume that
. By the condition (iii) we have
where the 2nd equality comes from Lemma 3.6.(i). This proves our claim. From the condition (ii) we have ϕ(Rg) = ϕ(gR) ≤ ϕ(R) for every g ∈ U(S). Then from the conditions (i) and (iii) we have ϕ(W) ≤ ϕ(R) dim(W) for all W ∈ F(S).
Take
where in the 2nd equality we apply Lemma 3.6.(i). Set
We conclude that
where the 1st inequality comes from the condition (iii).
If we take R to be a field K and S to be the group ring KΓ of an amenable group Γ in Example 5.2, then Lemma 6.3 yields a new proof of Lemma 6.1. Now let rk be a Sylvester matrix rank function for R and dim(·|·) the corresponding bivariant Sylvester module rank function for R. We assume further that S is a right amenable normal extension of R preserving rk. Lemma 6.4. Let N 1 ⊆ N 2 be left S-modules such that N 1 is finitely generated. Let M 1 be a finitely generated R-submodule of N 1 generating N 1 as an S-module. Then
This limit does not depend on the choice of M 1 . We denote it by dim S (N 1 |N 2 ).
Proof. Consider the function ϕ M 1 on F(S) defined by ϕ M 1 (V) = dim(VM 1 |N 2 ). Let's check that it satisfies the conditions in Lemma 6.3. Clearly ϕ M 1 ({0}) = dim({0}|N 2 ) = 0. For any g ∈ U(S) and V ∈ F(S), by Lemma 5.7.(ii) we have
For any V, W ∈ F(S), by Theorem 2.3.(ii) we have 
This shows that when W ∈F(S) becomes more and more right invariant, so does WV ′ . Also clearly lim W dim(WV ′ ) dim(W) = 1. Therefore
When R is a field K, it has a unique Sylvester matrix rank function rk, and the corresponding bivariant Sylvester module rank function is dim(M 1 |M 2 ) = dim K (M 1 ) for all left R-modules M 1 ⊆ M 2 , where dim K (M 1 ) is the usual dimension for K-vector spaces and we put dim K (M 1 ) = ∞ whenever M 1 is infinite-dimensional. Taking S to be a unital right amenable K-algebra without zero-divisors in Example 5.4, we obtain the following consequence of Lemma 6.4. Corollary 6.5. Let K be a field and let S be a unital right amenable K-algebra without zero-divisors. Put F(S) to be the set of all finite-dimensional K-linear subspaces of S. For any finitely generated left S-module N and any finite-dimensional K-linear subspace M of N generating N as an S-module, the limit lim W dim K (WM) dim K (W) exists. Remark 6.6. In [17, page 348] Gromov asked whether the limit lim W dim K (WM) dim K (W) exists for every unital right amenable K-algebra S. In [10, page 477] Elek constructed an example showing that in general the limit does not exist. In this example, S is the unital K-algebra generated by x and y subject to x 2 = 0 and xy = 0. The left S-module N is the S-submodule of S generated by x and y, and one can take M = Kx + Ky. Corollary 6.5 answers Gromov's question affirmatively in the case S is a domain. Theorem 1.1 is part of the following result. Put N 1 = S n A and N 2 = S m . Now the theorem follows from Lemma 6.4.
Continuity of extension
In this section we prove Theorem 7.8, establishing the continuity of the map rk → rk S . For this purpose we need to assume some linear quasitiling property. To motivate this property, we recall first the Ornstein-Weiss quasitiling theorem for amenable groups [31] [20, Theorem 4.36].
Theorem 7.1. Let Γ be an amenable group. Let 0 < ε < 1 and K ∈F(Γ). Then there are some n ∈ N, (K, ε)-invariant F 1 , . . . , F n ∈F(Γ), δ > 0 and K ′ ∈F(Γ) such that every (K ′ , δ)-invariant F ∈F(Γ) can be ε-quasitiled by F 1 , . . . , F n in the sense that there are C 1 , . . . , C n ⊆ F and F j,c ⊆ G for each 1 ≤ j ≤ n and c ∈ C j satisfying the following conditions:
(i) For each 1 ≤ j ≤ n and c ∈ C j , one has F j,c ⊆ F j and |F j,c | ≥ (1 − ε)|F j |.
(ii) The sets cF j,c for 1 ≤ j ≤ n and c ∈ C j are pairwise disjoint.
(iii) 1≤j≤n c∈C j cF j ⊆ F and 1≤j≤n c∈C j cF j ≥ (1 − ε)|F |.
Let R be a unital ring with IBN, and let S be a right amenable normal extension of R with F(S) and U(S). Here is our linear version of a weak form of the quasitiling in Theorem 7.1.
Definition 7.2. We say that (F(S), U(S)) has the weak quasitiling property if for any 0 < ε < 1 and V ∈F(S) there are some n ∈ N and (V, ε)-invariant W 1 , . . . , W n ∈ F(S) such that for any δ > 0 and V ′ ∈F(S), there is a (V ′ , δ)-invariant W ∈F(S) which can be ε-quasitiled by W 1 , . . . , W n in the sense that there are C 1 , . . . , C n ⊆ U(S) ∩ W and W j,c ∈ F(S) for each 1 ≤ j ≤ n and c ∈ C j satisfying the following conditions:
(i) For each 1 ≤ j ≤ n and c ∈ C j , one has W j,c ⊆ W j and dim(W j,c ) ≥ (1 − ε) dim(W j ). (ii) The left R-modules cW j,c for 1 ≤ j ≤ n and c ∈ C j are linearly independent. (iii) 1≤j≤n c∈C j cW j ⊆ W and dim( 1≤j≤n c∈C j cW j ) ≥ (1 − ε) dim(W). Example 7.3. Let Γ, R, R * Γ, F(R * Γ) and U(R * Γ) be as in Example 5.3. If Γ is amenable, then from Theorem 7.1 we know that (F(R * Γ), U(R * Γ)) has the weak quasitiling property. In fact, Theorem 7.1 implies that (F(R * Γ), U(R * Γ)) satisfies some property stronger than the weak quasitiling property, namely for any 0 < ε < 1 and V ∈F(R * Γ) there are some n ∈ N, (V, ε)-invariant W 1 , . . . , W n ∈F(R * Γ), δ > 0 and V ′ ∈F(R * Γ) such that every (V ′ , δ)-invariant W ∈F(R * Γ) can be ε-quasitiled by W 1 , . . . , W n . Lemma 7.4. Let K be a field and E a field containing K. Denote byF(E) the set of nonzero finite-dimensional K-linear subspaces of E. For any V ∈F(E) and ε > 0, there is some (V, ε)-invariant W 1 ∈F(E) such that for any V ′ ∈F(E) and δ > 0 there are some (V ′ , δ)-invariant W ∈F(E) and a finite set C 1 of nonzero elements in W with W = c∈C 1 cW 1 .
Proof. If E is algebraic over K, then we may take W 1 to be the subfield of E generated by K ∪ V, W to be the subfield of E generated by K ∪ V ∪ V ′ , and C 1 to be a W 1 -basis of W. Thus we may assume that E is not algebraic over K.
We may assume that 1 K ∈ V. Let X be a maximal set of elements in E being algebraically independent over K. Then X is nonempty. Denote by E 1 the subfield of E generated by X and K. Then E is algebraic over E 1 . We may identify E 1 with the field of rational functions with coefficients in K and indeterminants in X. Denote by P the set of all polynomials with coefficients in K and indeterminants in X.
Take a finite field extension F of E 1 contained in E such that V ⊆ F. Take a K-basis A for V, and take an E 1 -basis B for F with 1 E ∈ B. Then we can find some nonzero h ∈ P such that for any a ∈ A and b ∈ B one has hba
Let Y be a finite subset of X containing all the indeterminants appearing in f a,b,b ′ for all a ∈ A and b, b ′ ∈ B. Denote by m the maximum of the degree of each y ∈ Y in f a,b,b ′ for a ranging over elements of A and b, b ′ ranging over elements of B. For each n ∈ N, denote by Q Y,n the set of polynomials with coefficients in K and indeterminants in Y and degree at most n − 1 in each y ∈ Y .
Then
1 as above for V ′ and δ. We may choose F ′ ⊇ F. Take an F-basis Z for F ′ containing 1 E . We may choose B ′ to the set of bz for all b ∈ B and z ∈ Z. We may also choose Y ′ ⊇ Y and n ′ to be a multiple of n. Denote by C 1 the set of gz for all z ∈ Z and monomials g in Y ′ such that in g each y ∈ Y has degree ℓ y n for some integer 0 ≤ ℓ y < n ′ /n and each y ′ ∈ Y ′ \ Y has degree at most n ′ − 1. Then
Putting W = W ′ 1 finishes the proof. Example 7.5. Let K, E, R, F(E ⊗ K R) and U(E ⊗ K R) be as in Example 5.5. It follows from Lemma 7.4 that (F(E ⊗ K R), U(E ⊗ K R)) has the weak quasitiling property.
Question 7.6. Does every right amenable normal extension have the weak quasitiling property?
For any V ∈F(S), we say W 1 , 
with the pointwise convergence topology. Assume that (F(S), U(S)) has the weak quasitiling property. Then the function ϕ → lim W
Proof. From the conditions (i) and (vii) we know that every
If f (ϕ) = 0, then f (ϕ ′ ) ≥ f (ϕ) for all ϕ ′ ∈ U 1 . Thus we may assume f (ϕ) > 0 and ε < f (ϕ)/4. Take δ > 0 such that 2Cδ dim(V) < ε. Also take 0 < θ < δ such that (f (ϕ) − 2ε)(1 − θ) > f (ϕ) − 3ε. By assumption we can find some n ∈ N and (V, δ)-invariant W 1 , . . . , W n ∈F(S) such that for any V 1 ∈F(S) and δ 1 > 0 there is
This is an open neighborhood of ϕ in Φ C,V . Let ϕ ′ ∈ U 2 . There are some V 1 ∈F(S) and δ 1 > 0 such that for any (V 1 , δ 1 )-invariant W ∈F(S) one has ϕ ′ (W) dim(W) ≤ f (ϕ ′ ) + ε. Take a (V 1 , δ 1 )-invariant W ∈F(S) which can be θ-quasitiled by W 1 , . . . , W n . Then we have C 1 , . . . , C n and W j,c for 1 ≤ j ≤ n and c ∈ C j as in Definition 7.2. Take an R-basis v 1 , . . . , v dim(V) of V in U(S). For each 1 ≤ j ≤ n, c ∈ C j , and 1 ≤ i ≤ dim(V), denote by W j,c,i the set of w ∈ W j satisfying wv i ∈ W j,c ∩ W j v i . Then W j,c,i ∈ F(S) and dim(W j,c,i ) = dim(W j,c ∩ W j v i ). Note that
where in the equality we apply Lemma 3.6.
where in the first inequality we apply Lemma 3.6.(ii). We have
where in the first equality we apply the condition (iv) and in the 5th inequality we apply Lemma 3.6.(i). Therefore
It follows that f is continuous on Φ C,V .
Denote by P U(S) (R) the set of rk ∈ P(R) which is σ g -invariant for all g ∈ U(S). This is a compact convex subset of P(R).
The following is a restatement of Theorem 1.2.
Theorem 7.8. Assume that (F(S), U(S)) has the weak quasitiling property. The map P U(S) (R) → P(S) sending rk to rk S is affine and continuous.
Proof. Clearly this map is affine. We just need to show that it is continuous.
Let A ∈ M n,m (S). Take V ∈F(S) with A i,j ∈ V for all 1 ≤ i ≤ n and 1 ≤ j ≤ m. Put C = n. We have Φ C,V in Lemma 7.7. Now it suffices to show that for each rk ∈ P U(S) (R), the function ϕ : F(S) → R ≥0 sending W ∈F(S) to rk W (A) and {0} to 0 lies in Φ C,V .
Denote by M 1 the left R-submodule of S m generated by the rows of A. Put N 2 = S m . It was shown in the proof of Lemma 6.4 that the function W → dim(WM 1 |N 2 ) on F(S) satisfies the conditions (i)-(iii) in Lemma 6.3. Note that W n A = WM 1 for every W ∈ F(S). By Lemma 4.1 we have ϕ(W) = rk W (A) = dim(WM 1 |N 2 ) for every W ∈F(S). Thus ϕ(W) = dim(WM 1 |N 2 ) for every W ∈ F(S). Therefore ϕ satisfies the conditions (i)-(iii) in Lemma 6.3.
Let
Thus we may assume that W 1 , W 2 ∈F(S). Since V = {0}, we have W 1 ∩ W 2 = {0}. Take an R-basis w 1 , . . . , w l for W n 1 , an R-basis w l+1 , . . . , w l+r for W n 2 , an R-basisw 1 , . . . ,w p for (W 1 V) m , and an R-basisw p+1 , . . . ,w p+q for (W 2 V) m . Then w 1 , . . . , w l , w l+1 , . . . , w l+r is an R-basis for (W 1 +W 2 ) n , andw 1 , . . . ,w p ,w p+1 , . . . ,w p+q is an R-basis for (
Thus
This verifies the condition (iv) of Lemma 7.7. Let g ∈ U(S). If W 1 = {0}, then ϕ(gW 1 ) = ϕ({0}) = ϕ(W 1 ). Thus we may assume W 1 ∈F(S). Then gw 1 , . . . , gw l is an R-basis of (gW 1 ) n , and gw 1 , . . . , gw p is an R-basis for (gW 1 V) m . Note that
Thus ϕ(gW 1 ) = rk(σ g (B 1 )) = rk(B 1 ) = ϕ(W 1 ). This verifies the condition (v) of Lemma 7.7.
For any W ∈ F(S) we have ϕ(W) ≤ dim(W n ) = n dim(W), verifying the condition (vi) of Lemma 7.7.
For any W 1 , W 2 ∈ F(S) with W 1 ⊆ W 2 , we have
verifying the condition (vii) of Lemma 7.7.
Bivariant Sylvester module rank function for amenable normal extensions
In this section we describe the bivariant Sylvester module rank function corresponding to the Sylvester matrix rank function rk S . Throughout this section we assume that R is a unital ring with a Sylvester matrix rank function rk, and S is a right amenable normal extension of R with F(S) and U(S) preserving rk. Then we have the Sylvester matrix rank function rk S for S extending rk. In Lemma 6.4 we have defined dim S (N 1 |N 2 ) for left S-modules N 1 ⊆ N 2 in the case N 1 is finitely generated.
Taking A = (1 S ) in Theorem 6.7 we get dim S (S|S) = 1.
Lemma 8.1. Let N 1 ⊆ N 2 be left S-modules such that N 1 is finitely generated. Then
for N ♯ 2 ranging over finitely generated S-submodules of N 2 containing N 1 .
Proof. Clearly dim S (N 1 |N 2 ) ≤ dim S (N 1 |N ♯ 2 ) for every S-submodule N ♯ 2 of N 2 containing N 1 . Take a finitely generated R-submodule M 1 of N 1 generating N 1 as an S-module. Let ε > 0. Take a V ∈F(S) with
Take a finitely generated R-submodule
Denote by N ♯ 2 the S-submodule of N 2 generated by M 2 . Then N 1 ⊆ N ♯ 2 , and
For any left S-modules N 1 ⊆ N 2 ⊆ N 3 with N 1 , N 2 finitely generated, clearly we have dim S (N 1 |N 3 ) ≤ dim S (N 2 |N 3 ). For any left S-modules N 1 ⊆ N 2 , we define
for N ♯ 1 ranging over finitely generated S-submodules of N 1 . Then dim S (·|·) clearly satisfies all the conditions in Definition 2.2 except the condition (vi).
Lemma 8.2. For any left S-modules
Proof. Denote by π the quotient map N 3 → N 3 /N 1 . Let M j be a finitely generated R-submodule of N j for j = 1, 2. It suffices to show
For each R-submodule M of N 3 denote by π M the quotient map
where the equality comes from Theorem 2.3.(i) and the inequality comes from Theorem 2.3.(iii) and the fact that π factors through π WM 1 . Now (7) follows immediately.
Theorem 8.3. Assume that (F(S), U(S)) has the weak quasitiling property. Then dim S (·|·) is the bivariant Sylvester module rank function for S corresponding to rk S .
Proof. We shall show that for any left S-modules
Denote by π the quotient map N 3 → N 3 /N 1 . Then it suffices to show
Note that
By assumption we can find some n ∈ N and W 1 , . . . , W n ∈F(S) with
for all 1 ≤ j ≤ n such that for any V ∈F(S) and δ > 0 there is some (V, δ)-invariant W ∈F(S) which can be θ-quasitiled by W 1 , · · · , W n .
By parts (iv) and (iii) of Theorem 2.3 we can find a finitely generated R-submodule
for all 1 ≤ j ≤ n. Denote by N ♯ 1 the S-submodule of N 1 generated by M 1 . By Theorem 2.3.(i) we have
Then there are some V ∈F(S) and δ > 0 such that for every (V, δ)-invariant W ∈F(S) one has
Take a (V, δ)-invariant W ∈F(S) such that W can be θ-quasitiled by W 1 , . . . , W n . Then (11) holds. Let C 1 , . . . , C n ⊆ U(S) ∩ W and W j,c for 1 ≤ j ≤ n and c ∈ C j be as in Definition 7.2. Then
where the first inequality comes from Theorem 2.3.(ii), the 2nd inequality comes from Theorem 2.3.(iii), and the 3rd inequality comes from Lemma 5.7.(ii), and hence 
Letting ε → 0 we obtain (8) as desired. Therefore dim S (·|·) is a bivariant Sylvester module rank function for S. By Theorem 6.7 we have rk S (A) = dim S (S n A|S m ) for every A ∈ M n,m (S). Thus dim S (·|·) corresponds to rk S . 
Sylvester rank function for field extensions
In this section we study the field extension in Example 5.5 in more detail. We show that rk E⊗ K R behaves well with respect to composition of field extensions, and that it extends the construction of Jaikin-Zapirain in [18] . 9.1. Composition. Let K be a field and let E be a field containing K. Let R be a K-algebra with a Sylvester matrix rank function rk and the corresponding bivariant Sylvester module rank function dim(·|·). Then E ⊗ K R is a right amenable normal extension of R preserving rk with F(E⊗ K R) and U(E⊗ K R) as in Example 5.5. Thus we have the Sylvester matrix rank function rk E⊗ K R for E⊗ K R, and we shall denote it by rk E/K in this subsection. We denote the corresponding bivariant Sylvester module rank function by dim E/K (·|·).
Let E ′ be a field containing E. Then we have the Sylvester matrix rank function
and we shall denote it by rk E ′ /E . We denote the corresponding bivariant Sylvester module rank function by dim E ′ /E (·|·).
Treating E ′ as an extension of K, we also have the Sylvester matrix rank function rk E ′ ⊗ K R for E ′ ⊗ K R, and we shall denote it by rk E ′ /K . We denote the corresponding bivariant Sylvester module rank function by dim E ′ /K (·|·). Proposition 9.1. We have rk E ′ /E = rk E ′ /K . Proof. It suffices to show dim E ′ /E (N 1 |N 2 ) = dim E ′ /K (N 1 |N 2 ) for all left E ′ ⊗ K Rmodules N 1 ⊆ N 2 with N 1 finitely generated. Take a finitely generated R-submodule M 1 of N 1 generating N 1 as an E ′ ⊗ K R-module. Let ε > 0. Then there are a finite-dimensional K-linear subspace V of E ′ containing 1 K and δ > 0 such that for any nonzero finite
Take η > 0 with (1 + η) 2 
Take an E-basis B for U and an E-basis B ′ for UEV with B ⊆ B ′ . Then there is some nonzero finite
Therefore (13) holds. Note that (W ⊗ K R)
≤ dim E ′ /E (N 1 |N 2 ) + 2ε,
Comparing (13) and (16) we get
Letting ε → 0 we obtain dim E ′ /E (N 1 |N 2 ) = dim E ′ /K (N 1 |N 2 ). 9.2. Comparison with construction of Jaikin-Zapirain. Let K be a field and E a field containing K. Let R be a unital K-algebra with a Sylvester matrix rank function rk. Then we have F(E ⊗ K R) in Example 3.5, and the Sylvester matrix rank function rk E⊗ K R for E ⊗ K R.
When E is an algebraic extension of K, Jaikin-Zapirain constructed a Sylvester matrix rank function rk E⊗ K R for E ⊗ K R extending rk [18, Section 7.5] . Let A ∈ M n,m (E ⊗ K R). Then there is a finite subextension E 0 /K of E/K such that A ∈ M n,m (E 0 ⊗ K R). Take an R-basis w 1 , . . . , w l of (E 0 ⊗ K R) n as a left R-module and an R-basisw 1 , . . . ,w p of (E 0 ⊗ K R) m as a left R-module. One has
and does not depend on the choice of E 0 .
Proposition 9.2. We have rk E⊗ K R = rk E⊗ K R .
Proof. Let A ∈ M n,m (E ⊗ K R). For any finite-dimensional K-linear subspace V of E, take a finite subextension E 0 /K of E/K such that A ∈ M n,m (E 0 ⊗ K R) and V ⊆ E 0 . Then W := E 0 ⊗ K R is inF(E ⊗ K R) and is (V ⊗ K R, ε)-invariant for every ε > 0. Clearly
From Theorem 6.7 we conclude rk E⊗ K R (A) = rk E⊗ K R (A).
A unital ring R 1 is called von Neumann regular if for any a ∈ R 1 there is some b ∈ R 1 such that aba = a [16] [22, page 61]. The Sylvester matrix rank function rk for R is called regular if there are a ring homomorphism ϕ from R to some von Neumann regular ring R 1 and a Sylvester matrix rank function rk 1 for R 1 such that rk(A) = rk 1 (ϕ(A)) for all A ∈ M n,m (R).
When E = K(t) is a transcendental extension of K and rk is regular, Jaikin-Zapirain constructed a Sylvester matrix rank function rk K(t)⊗ K R for K(t) ⊗ K R extending rk [18, Section 7.2] . Let A ∈ M n,m (R[t]). For each i ∈ N denote by π i the quotient map
. Take an R-basis w i,1 , . . . , w i,in of (R[t]/t i R[t]) n as a left R-module and an R-basisw i,1 , . . . ,w i,im of (
. . .
. . . 
It is easily checked that for every V ∈ F(E(t) ⊗ K R) and ε > 0, when i ∈ N is large enough, W i is (V, ε)-invariant. From Theorem 6.7 we conclude
We remark that Corollary 7.8 and Proposition 7.13 of [18] are consequences of Theorem 7.8 and Propositions 9.3 and 9.2. Question 9.4. Consider the case E = K(t) is a transcendental extension of K. Let (x j ) j∈N be a sequence of distinct elements in K. For each j ∈ N denote by π j the quotient map R[t] → R sending f (t) to f (x j ). When rk is regular, Jaikin-Zapirain showed that [18, Corollary 7.9] for every A ∈ M n,m (R[t]) one has rk K(t)⊗ K R (A) = lim j→∞ rk(π j (A)).
When rk is not regular, for every A ∈ M n,m (R[t]) do we still have rk K(t)⊗ K R (A) = lim j→∞ rk(π j (A))?
Extension for twisted crossed product C * -algebras
In this section we prove Theorem 1.3. Let (α, u) be a twisted action of a discrete group Γ on a unital C * -algebra A , and let A ⋊ α,u Γ be the maximal twisted crossed product C * -algebra as in Section 2.5. We may think of A as a subalgebra of A ⋊ α,u Γ via the embedding a → ae Γ . We say that (α, u) preserves a tracial state tr of A if tr is preserved by α s for every s ∈ Γ. Fix a tracial state tr of A preserved by (α, u).
We observe first that tr • E is a tracial state of A ⋊ α,u Γ extending tr. Since tr α,u (as) = 0 for all a ∈ A and s ∈ Γ\{e Γ }, it follows that tr α,u (f g) = tr α,u (gf ) for all f, g ∈ A * Γ. As tr α,u is continuous and A * Γ is dense in A ⋊ α,u Γ, we conclude that tr α,u (f g) = tr α,u (gf ) for all f, g ∈ A ⋊ α,u Γ. For any a, b ∈ A and distinct s, t ∈ F , we have¨as + I trα,u , bt + I trα,u ∂ = 0. Now the lemma follows easily.
We are ready to prove Theorem 1.3.
Proof of Theorem 1.3. For any vector space V and r ∈ N, any v ∈ V , and any 1 ≤ k ≤ r, we write v ⊗ δ k for the vector in V r being v at the k-th column and 0 everywhere else, and write v ⊗ δ k for the vector in V r×1 being v at the k-th row and 0 everywhere else.
For each nonempty finite subset F of Γ, put W F = s∈F As ∈F(A * Γ). Our argument is similar to the proof of Elek for Linnell's analytic zero-divisor conjecture in the amenable group case [11] . Take a finite subset K of Γ containing e Γ such that A jk ∈ W K for all 1 ≤ j ≤ n and 1 ≤ k ≤ m. Let F be a nonempty finite subset of Γ. Take an A -basis w 1 , . . . , w n|F | for W n F consisting ofs ⊗ δ j for s ∈ F and 1 ≤ j ≤ n, and an A -basisw 1 , . . . ,w m|F K| for W m F K consisting ofs ⊗ δ k for s ∈ F K and 1 ≤ k ≤ m. Then we have a matrix B ∈ M n|F |,m|F K| (A ) determined by 
Here (s⊗δ j ) * = u * s −1 ,s s −1 ⊗δ j for s ∈ F and 1 ≤ j ≤ n, and (s⊗δ k ) * = u * s −1 ,s s −1 ⊗δ k for s ∈ F K and 1 ≤ k ≤ m. Also note that for any a ∈ A and s ∈ Γ, if we write u * s −1 ,s s −1 a as bs −1 , then b = u * s −1 ,s α s −1 (a) and hence α s (b)u s,s −1 = α s (u * s −1 ,s )u s,s −1 au * s,s −1 u s,s −1 = u * s,s −1 u s,s −1 a = a. Denote by V F −1 ,n the bijective linear map (W F −1 ) n×1 → A n|F |×1 sending bs −1 ⊗ δ j for b ∈ A , s ∈ F and 1 ≤ j ≤ n to α s (b)u s,s −1 ⊗ δ q such that w q =s ⊗ δ j , and by V (F K) −1 ,m the bijective linear map (W (F K) −1 ) m×1 → A m|F K|×1 sending bs −1 ⊗ δ k for b ∈ A , s ∈ F K and 1 ≤ k ≤ m to α s (b)u s,s −1 ⊗ δ p such thatw p =s ⊗ δ k . Then V F −1 ,n ((w * 1 , . . . , w * n|F | )y) = y for all y ∈ A n|F |×1 , and V (F K) −1 ,m ((w * 1 , . . . ,w * m|F K| )x) = x for all x ∈ A m|F K|×1 . Now for every y ∈ A n|F |×1 we have A * (w * 1 , . . . , w * n|F | )y = (A * w * 1 , . . . , A * w * n|F | )y (17) = (w * 1 , . . . ,w * m|F K| )B * y, and hence From (18) we have U (F K) −1 ,m π trα,u (A * ) = π tr (B * )U F −1 ,n on W F −1 + I trα,u n×1 . Therefore U F −1 ,n (W F −1 + I trα,u n×1 ∩ ker π trα,u (A * )) = ker π tr (B * ). (19) and U (F K) −1 ,m (H) = π tr (B * ) · L 2 (A , tr) n|F |×1 = imπ tr (B * ). (20) Denote by C ♯ the diagonal matrix in M n|F | (A ) such that C ♯= u s,s −1 for 1 ≤ q ≤ n|F | and s ∈ F satisfying w q =s ⊗ δ j , and by C the diagonal matrix in M m|F K| (A ) such that C pp = u s,s −1 for 1 ≤ p ≤ m|F K| and s ∈ F K satisfyingw p =s ⊗ δ k .
Denote by Q (Q resp.) the orthogonal projection from L 2 (A ⋊ α,u Γ, tr α,u ) m×1 (W (F K) −1 + I trα,u m×1 resp.) to H. Then H ⊆ imπ trα,u (A * ), and hence Q ≤ P imπtr α,u (A * ) .
Also from (20) we have U (F K) −1 ,mQ U * (F K) −1 ,m = P imπtr(B * ) . Thus rk trα,u (A * ) = tr ′′ α,u (P imπtr α,u (A * ) ) = 1 |F K| t∈(F K) −1 tr ′′ α,u (π tr α,u (t * )P imπtr α,u (A * ) π tr α,u (t)) = 1 |F K| t∈(F K) −1 m k=1 π trα,u (t * )P imπtr α,u (A * ) π trα,u (t)(ξ trα,u ⊗ δ k ), ξ trα,u ⊗ δ k Denote by Q ♯ (Q † resp.) the orthogonal projection from L 2 (A ⋊ α,u Γ, tr α,u ) n×1 (W F −1 + I trα,u n×1 resp.) to W F −1 + I trα,u n×1 ∩ker π trα,u (A * ). Then Q ♯ ≤ P ker πtr α,u (A * ) .
Also from (19) we have U F −1 ,n Q † U * F −1 ,n = P ker πtr(B * ) . Thus tr ′′ α,u (P ker πtr α,u (A * ) ) = 1 |F | t∈F −1 tr ′′ α,u (π trα,u (t * )P ker πtr α,u (A * ) π trα,u (t)) We conclude that rk trα,u (A) (2) = rk trα,u (A * ) = (rk tr ) A * Γ (A).
