There has been a recent interest in understanding the power of local algorithms for optimization and inference problems on sparse graphs. Gamarnik and Sudan (2014) showed that local algorithms are weaker than global algorithms for finding large independent sets in sparse random regular graphs thus refuting a conjecture by Hatami, Lovász, and Szegedy (2012) . Montanari (2015) showed that local algorithms are suboptimal for finding a community with high connectivity in the sparse Erdős-Rényi random graphs. For the symmetric planted partition problem (also named community detection for the block models) on sparse graphs, a simple observation is that local algorithms cannot have non-trivial performance.
suboptimal for finding a community with high connectivity in the sparse Erdős-Rényi random graphs. For the symmetric planted partition problem (also named community detection for the block models) on sparse graphs, a simple observation is that local algorithms cannot have non-trivial performance.
In this work we consider the effect of side information on local algorithms for community detection under the binary symmetric stochastic block model. In the block model with side information each of the n vertices is labeled + or − independently and uniformly at random; each pair of vertices is connected independently with probability a/n if both of them have the same label or b/n otherwise. The goal is to estimate the underlying vertex labeling given 1) the graph structure and 2) side information in the form of a vertex labeling positively correlated with the true one. Assuming that the ratio between in and out degree a/b is Θ(1) and the average degree (a + b)/2 = n o(1) , we show that a local algorithm, namely, belief propagation run on the local neighborhoods, maximizes the expected fraction of vertices labeled correctly in the following three regimes:
• |a − b| < 2 and all 0 < α < 1/2
2 > C(a + b) for some constant C and all 0 < α < 1/2
• For all a, b if the probability that each given vertex label is incorrect is at most α * for some constant α * ∈ (0, 1/2). * A full version of this paper is available at arXiv:1508.02344.
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To complement our results, in the large degree limit a → ∞, we give a formula of the expected fraction of vertices labeled correctly by the local belief propagation, in terms of a fixed point of a recursion derived from the density evolution analysis with Gaussian approximations.
INTRODUCTION
In this work we study the performance of local algorithms for community detection in sparse graphs thus combining two lines of work which saw recent breakthroughs.
The optimality of the performance of local algorithm for optimization problems on large graphs was raised by Hatami, Lovász, and Szegedy [26] in the context of a theory of graph limits for sparse graphs. The conjecture, regarding the optimality for finding independent sets in random graphs was refuted by Gamarnik and Sudan [20] . More recently, local algorithms are shown to be strictly suboptimal comparing to the maximum likelihood estimator for finding a community of higher connectivity than the background Erdős-Rényi random graph [35, 25] .
In a different direction, following a beautiful conjecture from physics [17] , new efficient algorithms for the stochastic block models (i.e. planted partition) were developed and shown to detect the blocks whenever this is information theoretically possible [39, 37, 32, 9] . It is easy to (see e.g. [29] ) that no local algorithm with access to neighborhoods of radius o(log n) can have non-trivial performance for this problem.
Our interest in this paper is in the application of local algorithms for community detection with side information on community structures. We show that unlike the cases of independent sets on regular graphs or the case of community detection on sparse random graphs, local algorithms do have optimal performance.
Local algorithms
Local algorithms for optimization problems on sparse graphs are algorithms that determine if each vertex belongs to the solution or not based only on a small radius neighborhood around the node. Such algorithms are allowed to have an access to independent random variables associated to each node.
A simple example for a local algorithm is the following classical algorithm for finding independent sets in graphs. Attach to each node v an independent uniform random variable Uv. Let the independent set consist of all the vertices whose Uv value is greater than that of all of their neighbors. See Definition 2 for a formal definition of a local algorithm and [31, 26, 20, 35] for more background on local algorithms.
There are many motivations for studying local algorithms. These algorithms are efficient. For example, for bounded degree graphs they run in linear time in the size of the graph n and for graphs with maximal degree polylog(n) they run in time O(n × polylog(n)). Moreover, by design, these algorithms are easy to run in a distributed fashion. In addition, the optimality of local algorithms implies correlation decay properties that are of interest in statistical physics, graph limit theory and ergodic theory. Loosely speaking, correlation decay means that the solution in one part of the graph is asymptotically independent of the solution in a far away part, see [31, 26, 20] for a more formal and comprehensive discussion.
A striking conjecture of Hatami, Lovász, and Szegedy [26] stated that local algorithms are able to find independent sets of the maximal possible density in random regular graphs. This conjecture was refuted by Gamarnik and Sudan [20] . The work of Gamarnik and Sudan [20] highlights the role of long range correlation and clustering in the solution space as obstacles for the optimality of local algorithms. Refining the methods of Gamarnik and Sudan, Rahman and Virag [44] showed that local algorithms cannot find independent sets of size larger than half of the optimal density.
Community detection in sparse graphs
The stochastic block model is one of the most popular models for networks with clusters. The model has been extensively studied in statistics [27, 46, 8, 22, 10, 50, 21] , computer science (where it is called the planted partition problem) [19, 28, 16, 33, 14, 15, 12, 4, 13, 48] and theoretical statistical physics [17, 51, 18] . In the simplest binary symmetric form, it assumes that n vertices are assigned into two clusters, or equivalently labeled with + or −, independently and uniformly at random; each pair of vertices is connected independently with probability a/n if both of them are in the same cluster or b/n otherwise.
In the dense regime with a = Ω(log n), it is possible to exactly recover the clusters from the observation of the graph. A sharp exact recovery threshold has been found in [1, 38] and it is further shown that semi-definite programming can achieve the sharp threshold in [23, 5] . More recently, exact recovery thresholds have been identified in a more general setting with a fixed number of clusters [24, 49] , and with heterogeneous cluster sizes and edge probabilities [2, 43] .
Real networks are often sparse with bounded average degrees. In the sparse setting with a = Θ(1), exact recovery of the clusters from the graph becomes hopeless as the resulting graph under the stochastic block model will have many isolated vertices. Moreover, it is easy to see that even vertices with constant degree cannot be labeled accurately given all the other vertices' labels are revealed. Thus the goal in the sparse regime is to find a labeling that has a non-trivial or maximal correlation with the true one (up to permutation of cluster labels). It was conjectured in [17] and proven in [39, 37, 32] that nontrivial detection is feasible if and only if (a − b)
2 > 2(a + b). A spectral method based on the nonbacktracking matrix is shown to achieve the sharp threshold in [9] . In contrast, a simple argument in [29] shows that no local algorithm running on neighborhoods of radius o(log n) can attain nontrivial detection.
Community detection with side information
The community detection problem under stochastic block model is an idealization of a network inference problem. In many realistic settings, in addition to network information, some partial information about vertices' labels is also available. There has been much recent work in the machine learning and applied networks communities on combining vertex and network information (see for example [11, 6, 7, 42] ). In this paper, we ask the following natural but fundamental question:
With the help of partial information about vertices' labels, can local algorithms achieve the optimal detection probability?
This question has two motivations: 1) from a theoretical perspective we would like to understand how side information affects the existence of optimal local algorithms; 2) from the application perspective, it is important to develop fast community detection algorithms which exploit side information in addition to the graph structure.
There are two natural models for side information of community structures. A model where a small random fraction of the vertices' labels is given accurately. This model was considered in a number of recent works in physics and computer science [17, 47, 3, 52, 29] . The emerging conjectured picture is that in the case of the binary symmetric stochastic block model, the local application of BP is able to achieve the optimal detection probability. This is stated formally as one of the main conjectures of [29] , where it is proven in an asymptotic regime where the fraction of revealed information goes to 0 and assuming (a − b)
2 > C(a + b) for some large constant C.
The model considered in this paper is where noisy information is provided for each vertex. Specifically, for each vertex, we observe a noisy label which is the same as its true label with probability 1 − α and different with probability α, independently at random, for some α ∈ [0, 1/2). For this model, by assuming that a/b = Θ(1) and the average degree (a + b)/2 = n o(1) is smaller than all powers of n, we prove that local application of belief propagation maximizes the expected fraction of vertices labelled correctly, i.e., achieving the optimal detection probability, in the following three regimes: 1) |a − b| < 2; 2)(a − b)
2 > C(a + b) for some constant C; 3) α ≤ α * for some constant 0 < α * < 1/2. Note that this proves the conjectured picture in a wide range of the parameters. In particular, compared to the results of [29] , we prove the conjecture in the whole regime [29] the result is only proven for the limiting interval of this region
, where each vertex's true label is revealed with probability α .
In the large degree limit a → ∞ we further provide a simple formula of the expected fraction of vertices labeled correctly by BP, in terms of a fixed point of a recursion, based on the density evolution analysis. Density evolution has been used for the analysis of sparse graph codes [45, 34] , and more recently for the analysis of finding a single community in a sparse graph [35] .
In closing, we remark that the proofs of our main theorems are sketched in this paper. The excluded proofs can be found in the arXiv version of the paper [41] .
MODEL AND MAIN RESULTS
We next present a formal definition of the model followed by a formal statement of the main results.
Model
We consider the binary symmetric stochastic block model with two clusters. This is a random graph model on n vertices, where we first independently assign each vertex into one of the clusters uniformly at random, and then independently draw an edge between each pair of vertices with probability a/n if two vertices are in the same clusters or b/n otherwise. Let σi = + if vertex i is in the first cluster and σi = − otherwise.
Let G = Gn = (V, E) denote the observed graph (without the labels σ). Let σ be an α noisy version of σ: for each vertex i independently, σi = σi with probability 1 − α and σi = −σi with probability α, where α ∈ [0, 1/2) is a fixed constant. Hence, σ can be viewed as the side information for the cluster structure.
Definition 1. The detection problem with side information is the inference problem of inferring σ from the observation of (G, σ). The estimation accuracy for an estimator σ is defined by
which equals to the expected fraction of vertices labeled correctly. Let p * Gn denote the optimal estimation accuracy.
The optimal estimator in maximizing the success probability P {σi = σi} is the maximum a posterior (MAP) estimator, which is given by 2 × 1 {P{σ i =+|G, σ}≥P{σ i =−|G, σ}} − 1, and the maximum success probability is
Hence, the optimal estimation accuracy p * Gn is given by
where the second equality holds due to the symmetry. However, computing the MAP estimator is computationally intractable in general, and it is unclear whether the optimal estimation accuracy p * Gn can be achieved by some estimator computable in polynomial-time.
In this paper, we focus on the regime:
where c0 is a fixed positive constant. It is well known that in the regime a = n o(1) , a local neighborhood of a vertex is with high probability a tree. Thus, it is natural to study the performance of local algorithms. We next present a formal definition of local algorithms which is a slight variant of the definition in [35] .
Let G * denote the space of graphs with one distinguished vertex and labels + or − on each vertex. For an estimator σ, it can be viewed as a function σ : G * → {±}, which maps (G, σ, u) to σu for every (G, σ, u) ∈ G * .
where G t u is the subgraph of G induced by vertices whose distance to u is at most t; the distinguished vertex is u, and each vertex i in G t u has label σi; σ G t u is the restriction of σ to vertices in G t u . Moreover, we call an estimator σ local, if it is t-local for some fixed t, regardless of the graph size n.
We can potentially allow local algorithms to access local independent uniform random variables as defined in [26, 20] . Since our main results show that the local BP algorithm which does not need to access external randomness, is already optimal, the extra randomness is not needed in our context.
Local belief propagation algorithm
It is known that, see e.g. [35, Lemma 4.3] , local belief propagation algorithm as defined in Algorithm 1 maximizes the estimation accuracy among local algorithms, provided that the graph is locally tree-like. Thus we focus on studying the local BP. Specifically, let ∂i denote the set of neighbors of i and F (x) = tanh −1 (tanh(β) tanh(x)) with β = 1 2 log a b , and define
with initial conditions R 
Algorithm 1 Local belief propagation with side information 1: Input: n ∈ N, a > b > 0, α ∈ [0, 1/2), adjacency matrix A ∈ {0, 1} n×n , and t ∈ N. We remark that in each BP iteration, each vertex i needs to transmit the outgoing message R t i→j to its neighbor j according to (4) . To do so, vertex i can first compute R t i as per (5) and then subtract neighbor j's contribution from it to get the desired message R t i→j . In this way, each vertex i needs O(|∂i|) basic operations and the total time complexity of one BP iteration is O(|E|). As a consequence, σ t BP is computable in time O(t|E|).
Main results
Theorem 1. Consider the detection problem with side information assuming that a/b = Θ(1) and that a = n o(1) . Let σ t BP denote the estimator given by Belief Propagation applied for t iterations, as defined in Algorithm 1. Then
in the following three regimes:
• |a − b| < 2,
In other words, in each of these regimes a local application of belief propagation provides an optimal detection probability.
The above results should be contrasted with the case with no side information available, where it is known, see e.g. [29] , that BP applied for t = o(log n) iterations cannot recover a partition better than random, i.e., achieving the non-trivial detection.
In the large degree regime, we further derive an asymptotic formula for pG n ( σ t BP ) in terms of a fixed point of a recursion.
Theorem 2. Consider the regime (3). Assume further that as n → ∞, a → ∞ and
, where Z ∼ N (0, 1); U is independent of Z and U = γ with probability 1 − α and U = −γ with probability α, where γ = h(v), respectively. let σBP denote the estimator given by Belief Propagation applied for t iterations, as defined in Algorithm 1. Then,
where
Gn in the following three regimes:
• |µ| < 2,
• |µ| > C for some constant C,
• α ≤ α * for some 0 < α * < 1/2.
Proof ideas
The complete proofs can be found in the arXiv version of the paper [41] . The proof of Theorem 1 follows ideas from [39, 36] .
• To bound from above the accuracy of an arbitrary estimator, we bound its accuracy for a specific random vertex u. Following [39] , we consider an estimator, which in addition to the graph structure and the noisy labels, the exact labels of all vertices at distance exactly t from u is also given. As in [39] , it is possible to show that the best estimator in this case is given by BP for t levels using the exact labels at distance t.
• The only difference between our application of BP and the BP upper bound above is the quality of information at distance exactly t from vertex u.
Our goal is to now analyze the recursion of random variables defining BP in both cases and show they converge to the same value given exact or noisy information at level t.
• In the two cases where 1) (a − b) 2 > C(a + b) and 2) where α is small, our proof follows the pattern of [36] . We note however that the paper [36] did not consider side information and the adaptation of the proof is far from trivial. Similar to the setup in [36] , the noisy labels at the boundary, i.e., level t, play the role as an initialization of the recursion. However, the noisy labels inside the tree results in less symmetric recursions that need to be controlled. Finally in the case where α is small they play a novel role as the reason behind the contraction of the recursion.
• The case where a−b < 2 corresponds to the uniqueness regime. Here the recursion converges to the same value if all the vertices at level t are + or all vertices at level t are −. This implies that it converges to the same value for all possible values at level t.
The proof of Theorem 2 instead follows the idea of density evolution [45, 34] , which was recently used for analyzing the problem of finding a single community in a sparse graph [35] .
• The neighborhood of a vertex u is locally tree-like and thus the incoming messages to vertex u from its neighbors in BP iterations are independent. In the large degree limit, the sum of incoming messages is distributed as Gaussian conditional on its label. Moreover, its mean and variance admit a simple recursion over t, which converge to a fixed point as t → ∞.
• As we pointed out earlier, the only difference between our application of BP and the BP upper bound discussed above is the quality of information at distance exactly t from vertex u. Hence, the mean and variance for both BPs satisfy the same recursion but with different initialization. If there is a unique fixed point of the recursion for mean and variance, then the mean and variance for both BPs converge to the same values as t → ∞.
• The case |µ| < 2 exactly corresponds to the regime below the Kesten-Stigum bound [30] . In this case, we can show that the recursion is a contraction mapping and thus has a unique fixed point.
Conjectures and open problems
There are many interesting conjectures and open problems resulting from this work. First, we believe that local BP with side information always achieves optimal estimation accuracy. In the large degree regime with a → ∞, a = n o(1) , and a−b √ b → µ, Theorem 2 implies that the above conjecture is true if v = µ 2 h(v)/4 always has a unique fixed point. Through simulations, we find that v = µ 2 h(v)/4 seems to have a unique fixed point for all µ and α, and the asymptotically optimal estimation accuracy is depicted in Fig. 1 . We are only able to show h(v) has a unique fixed point if |µ| < 2, but we believe that it is true for all µ.
Conjecture 2. For all |µ| ≥ 2 and α ∈ (0, 1/2), v = µ 2 h(v)/4 has a unique fixed point.
It is tempting to prove Conjecture 2 by showing that h(v)
is concave in v for all α ∈ (0, 1/2). However, through numerical experiments depicted in Fig. 2 , we find that h(v) is convex around v = 0 when α ≤ 0.1. In this work, we assume that there is a noisy label for every vertex in the graph. Previous work [29] instead assumes that a fraction of vertices have true labels. However, in practice, it is neither easy to get noisy labels for every vertex or true labels. Thus, there arises an interesting question: are local algorithms still optimal with noisy labels available only for a small fraction of vertices?
Moreover, we only studied the binary symmetric stochastic block model as a starting point. It would be of great interest to study to what extent our results generalize to the case with multiple clusters. Finally, the local algorithms are powerless in the symmetric stochastic block model simply because the local neighborhoods are statistically uncorrelated with the cluster structure. It is intriguing to investigate whether the local algorithms are optimal when the clusters are of different sizes or connectivities; such attempt has been recently pursued in [40] .
INFERENCE PROBLEMS ON GALTON-WATSON TREE MODEL
A key to understanding the inference problem on the graph is understanding the corresponding inference problem on Galton-Watson trees. We introduce the problem now.
Definition 3. For a vertex u, we denote by (Tu, τ, τ ) the following Poisson two-type branching process tree rooted at u, where τ is a ± labeling of the vertices of T . Let τu is chosen from {±} uniformly at random. Now recursively for each vertex i in Tu, given its label τi, i will have Li ∼ Pois(a/2) children j with τj = +τi and Mi ∼ Pois(b/2) children j with τj = −τi. Finally for each vertex i, let τi = τi with probability 1 − α and τi = −τi with probability α.
It follows that the distribution of τ conditional on τ and a finite Tu is given by
, and i ∼ j means that i and j are connected in Tu. Observe that P {τ | τ , Tu} is an Ising distribution on tree Tu with external fields given by h.
Let T t i denote the subtree of Tu rooted at vertex i of depth t, and ∂T t i denote the set of vertices at the boundary of T t i . With a bit abuse of notation, let τA denote the vector consisting of labels of vertices in A, where A could be either a set of vertices or a subgraph in Tu. Similarly we define τA. We first consider the problem of estimating τu given observation of T ) is defined by
Let p * T t denote the optimal success probability.
It is well-known that the optimal estimator in maximizing p t T , is the maximum a posterior (MAP) estimator. Since the prior distribution of τu is uniform over {±}, the MAP estimator is the same as the maximum likelihood (ML) estimator, which can be expressed in terms of log likelihood ratio:
for all i in Tu. Moreover, the optimal success probability p * T t is given by
where X t i is known as magnetization given by
for all i in Tu. In view of the identity tanh −1 (x) = ) is defined by
Let q * T t denote the optimal success probability. We remark that the only difference between Definition 4 and Definition 5 is that the exact labels at the boundary of the tree is revealed to estimators in the former and hidden in the latter. The optimal estimator in maximizing q T t can be also expressed in terms of log likelihood ratio:
for all i in Tu. Moreover, the optimal success probability q * T t is given by
where magnetization Y t i is given by
for all i in Tu. Again we have that tanh −1 (Y Lemma 1. Define F (x) = tanh −1 (tanh(β) tanh(x)). Then for t ≥ 1,
It follows that for t ≥ 1.
As a corollary of Lemma 1, Λu is monotone with respect to the boundary conditions. For any vertex i in Tu, let
where ξ ∈ {±} 
Connection between the graph problem and tree problems
For the detection problem on graph, recall that pG n ( σ t BP ) denote the estimation accuracy of σ t BP as per (1); p * Gn is the optimal estimation accuracy. For the detection problems on tree, recall that p * T t is the optimal estimation accuracy of estimating τu based on T as per (7) . In this section, we show that pG n ( σ t BP ) equals to q * T t asymptotically, and p * Gn is bounded by p * T t from above for any t ≥ 1. Notice that the dependency of q * T t and p * T t on n is only through the dependency of a and b on n. Hence, if a and b are fixed constants, then both q * T t and p * T t do not depend on n. A key ingredient is to show G is locally tree-like in the regime a = n o(1) . Let G t u denote the subgraph of G induced by vertices whose distance to u is at most t and let ∂G t u denote the set of vertices whose distance from u is precisely t. With a bit abuse of notation, let σA denote the vector consisting of labels of vertices in A, where A could be either a set of vertices or a subgraph in G. Similarly we define σA. The following lemma proved in [39] shows that we can construct a coupling such that (G t , σ G t , σ G t ) = (T t , τ T t , τ T t ) with probability converging to 1 when a t = n o(1) .
Lemma 2. For t = t(n) such that a t = n o(1) , there exists a coupling between (G, σ, σ) and (T, τ, τ ) such that with probability converging to 1,
In the following, for ease of notation, we write T 
, then by comparing BP iterations (4) and (5) with the recursions of log likelihood ratio Γ t (9), we find that R t u exactly equals to Γ t u . In other words, when local neighborhood of u is a tree, the BP algorithm defined in Algorithm 1 exactly computes the log likelihood ratio Γ t u for the tree model. Building upon this intuition, the following lemma shows that pG n ( σ t BP ) equals to q * T t asymptotically.
We are going to show that as n → ∞, p * Gn is bounded by p * T t from above for any t ≥ 1. Before that, we need a key lemma which shows that conditional on (G t , σ G t , σ ∂G t ), σu is almost independent of the graph structure and noisy labels outside of G t .
Lemma 4. For t = t(n) such that a t = n o(1) , there exists a sequence of events En such that P {En} → 1 as n → ∞, and on event En, for all x ∈ {±},
Moreover, on event En,
The following is a simple corollary of Lemma 3 and Lemma 5.
The above corollary implies that σ t BP achieves the optimal estimation accuracy p * Gn asymptotically, provided that p * T t − q * T t converges to 0, or equivalently, E |X t u − Y t u | converges to 0. Notice that the only difference between p * T t and q * T t is that in the former, exact label information is revealed at the boundary of T t , while in the latter, only noisy label information at level t is available. In the next three sections, we provide three different sufficient conditions under which E |X 
OPTIMALITY OF LOCAL BELIEF PROP-AGATION
Recall that Λ t u is a function of τ ∂T t u , i.e., the labels of vertices at the boundary of T Theorem 4. There exists a constant C depending only on c0 given in (3) 
2 is a contraction:
Finally, we prove that when |θ| is large, the recursion of
The partition of analysis of recursions into small |θ| and large |θ| cases, and the study of different moments of |X The following theorem shows that local BP is optimal if the side information is very accurate. Its proof is similar to the proof of Theorem 4.
Theorem 5. There exists a constant 0 < α * < 1/2 depending only on c0 given in (3) such that if α ≤ α * , then
The excluded proofs can be found in the arXiv version of the paper [41] .
DENSITY EVOLUTION IN THE LARGE DEGREE REGIME
In this section, we consider the regime (3) and further assume that as n → ∞,
where µ is a fixed constant. For t ≥ 1, define
where Φ t } ∈∂u are independent and identically distributed conditional on τu. Thus {Φ t−1 } ∈∂u ({Ψ t−1 } ∈∂u ) are independent and identically distributed conditional on τu. As a consequence, when the expected degree of u tends to infinity, due to the central limit theorem, we expect that the distribution of Φ 
, where Z ∼ N (0, 1) and U = γ with probability 1 − α and U = −γ with probability α, where γ = We are about to prove Theorem 2 based on Lemma 7. Before that, we need a lemma showing that h is monotone. We prove that vt+1 ≥ vt for t ≥ 0 by induction. Recall that v0 = 0 ≤ v1 = (1 − 2α) 2 µ 2 /4 = µ 2 h(v0)/4. Suppose vt+1 ≥ vt holds; we shall show the claim also holds for t + 1. In particular, since h is continuous on [0, ∞) and differential on (0, ∞), it follows from the mean value theorem that
for some x ∈ (vt, vt+1). Lemma 8 implies that h (x) ≥ 0 for x ∈ (0, ∞), it follows that vt+2 ≥ vt+1. Hence, vt is nondecreasing in t. Next we argue that vt ≤ v for all t ≥ 0 by induction, where v is the smallest fixed point of v = Recall that w1 = µ 2 /4 ≥ wt. By the same argument of proving vt is non-decreasing, one can show that wt is nonincreasing in t. Also, by the same argument of proving vt is upper bounded by v, one can show that wt is lower bounded by v, where v is the largest fixed point of v = where the last inequality holds because 0 ≤ h (x) ≤ 1. If |µ| < 2, then µ 2 /4 ≤ 1 − for some > 0. Hence, (wt+1 − vt+1) ≤ (1− )(wt−vt). Since w1−v1 = µ 2 α(1−α), it follows that limt→∞(wt − vt) = 0 and thus v = v. If instead |µ| ≥ C for some sufficiently large constant C or α ≤ α * for some sufficiently small constant 0 < α * < 1/2, then it follows from Theorem 4 and Theorem 5 that limt→∞ limn→∞ p * T t = limt→∞ limn→∞ q * T t . As a consequence, v = v.
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