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Abstract 
The Next Generation Networks (NGN) are required to support the seamless delivery of voice, video and data with 
high quality. One of the most important key features of NGN is Quality of Service (QoS), which has been a focal 
point of NGN research, development and standardization. In this work, we propose and demonstrate an efficient 
NGN QoS control method, which guarantees the QoS requirements expressed in terms of per-service traffic flow 
authorized queuing delay. Multiple service levels are used in order to provide differentiated services and prioritize 
traffic requiring high-level QoS. The advantages of the proposed method are demonstrated through modeling of the 
QoS queuing delay parameters. Simulation results are generated to evaluate the performance of the proposed method 
in terms of supporting the QoS and improving the network scalability based on queuing delay control and adjustment. 
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1. Introduction 
Despite their demonstrated success and numerous practical advantages, NGNs are not without limitations and are 
the subject of continuous research and development. Over the past decade, several International Standardization and 
Development Organizations have dedicated their efforts to standardizing NGNs and have achieved significant 
breakthroughs, such as PacketCable, 3GPP, ETSI, MSF, and ITU-T1,2,3,4,5,6. One of the most important key features 
of NGN is QoS, which has been a focal point in NGN research. In particular, the end-to-end delay is considered as 
one of the most important factors of the NGN multiservice QoS guarantee. The most significant component of this 
QoS parameter is the queuing delay which depends especially on the number of packets waiting for service. Some of 
efforts which focused on developing efficient mechanisms to control this queuing delay, are reported in7,8,9,10. These 
Active Queue Management (AQM) schemes were designed in order to overcome the various drawbacks of the 
traditional buffer management scheme in packet-switched networks, the Tail-Drop (TD) algorithm16. 
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In this work, we build on previous contributions, as in7,8,9,10,11,12,13 and propose an exhaustive methodology for 
guaranteeing NGNs QoS and achieving the desired improvement through the queuing delay control and adjustment 
techniques. The proposed method is applied, under the control of an NGN resource and admission control and 
management sub-layer, for controlling the queuing delay mainly through adjusting the arrival rate. The aim is to 
control queuing delay through the buffer at the specified waiting delay value, so that the QoS delay for real time 
services may be guaranteed. This is required when the measured queuing delay reaches or exceeds the required QoS 
constraint delay value. In such cases, the traffic flow growth shall be limited in order to stay within the specified 
QoS constraint delay. The proposed method also extends the NGN architecture functionalities and defines additional 
rules and policies, which deliver high-level quality session-based services.  
For practical purposes, we present modeling and simulation scenarios in order to assess and evaluate the 
performance of the proposed QoS control method in terms of queuing delay.  
This paper is organized in three sections. The first section is this introduction. The details of the QoS control 
method architecture and application are outlined in section 2. Section 3 presents the experimental results and their 
analysis. Brief summary and concluding remarks are presented in last section. 
2. QoS Control and Management Method  
In this section, we outline the proposed queuing delay control and adjustment method and its integration within 
the NGN resource and admission control and management architecture, as detailed in our previous work17, 18. 
2.1. NGN Resource and Admission Control and Management Architecture 
As we detailed in our previous works17, 18, when an end-to-end connection with specified QoS request is received, 
the CS processes the demand of service as well as its associated QoS parameters, and sends a QoS resource 
authorization and reservation request to the Resource and Admission Control Manager (RACM). As illustrated Fig. 1, 
this entity, which represents the main component in this issue, determines the resource availability, the network 
topology and performs the CAC procedures and QoS guarantee rules17,22. The Service Policy Decision Manager 
(SPDM) consults the Transport Resource Control Manager (TRCM) in order to determine the network resource 
availability to satisfy the request. The first TRCM instance interacts with its neighboring TRCMs to determine the 
requested edge to edge QoS resource in the involved domains. Accordingly, the SPDM calculates the CAC decision 
based on the resource occupation state received from the TRCMs. It enables an access gate and applies the traffic 
control rules in the edge level and the bandwidth allocation in the transport level, or it rejects the incoming request.  
 
2.2. QoS Control Method Architecture 
QoS control method architecture consists of two mains parts: the RACM and the QoS-Aware NGN transport 
Edge routers (Fig. 2). The RACM is composed of a set of SPDMs and TRCMs, where the TRCM communicates 
with the QoS-Aware edge and core routers20 and informs the SPDM of the network state. A QoS-Aware router 
manages data streams as separate flows. As shown in several contributions17,20,21, flow-aware routers significantly 
improves the QoS and utilization of an IP-based network by memorizing and analyzing the flow state information 
and then handling and managing each flow. It achieves a QoS guarantee by discarding packets if the incoming flow 
exceeds the agreed rate by some burst tolerance. It records the current level of guaranteed traffic and rejects new 
incoming flows if the agreed bandwidth capacity is in use in order to implement the admission control. Practically, a 
QoS-Aware router consists of an incoming packets buffer component, a class-based routing component, which 
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Fig. 1. Peer to peer NGN resource and admission control and management architecture.
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serves as a conventional router and a flow-based routing component, which supports QoS for real time traffic flow 
and controls the available bandwidth. It deploys a "Classifier" to communicate with the TRCM periodically in order 
to obtain a classification policy and rules and report real information about packets arrival and handling rate, "Flow-
Based Processor" to handle high-level priority streams, and "Class-Based Processor" to handle the rest of general 
data traffic. The traffic quality level and the bandwidth allocation in a QoS-Aware router are decided and carried out 
by the SPDM based on subscriber and service information. It determines which stream levels should move into 
class-based or Flow-based Processing Buffers and sends information to the Classifier. Accordingly, the latter 
controls and manages bandwidth and handles packet streams in the transport level.  
 
In order to control and reduce the queuing delay and guarantee the QoS for real time traffic, a periodically fine-
tuning may be necessary for controlling the queuing delay in the flow-based buffer. Hence, the QoS-Aware edge 
routers shall determine the flow-based buffer average queuing delay, and dynamically adjust and fix an appropriate 
arrival rate in order to improve the queuing delay.   
Next, we present the queuing model state transition. 
2.3. Queuing Model and Analysis 
The NGN traffic modeling depends essentially on traffic intensity, waiting delay, priority level and number of 
available servers. This modeling is used for surveying different traffic carried by NGN networks and dimensioning 
the corresponding resources. In this work, we assume that the users’ traffic arrival process used in the discrete-time 
queuing model are based on Bernoulli process and the service process follows an Exponential distribution. Under 
these conditions, the system behavior can be described using Markov Transition Model11,12,13.  
Analysis and State Transition Model  
In this subsection, we focus on the traffic state transition queuing model analysis. The flow-based queue of the 
proposed control system is modelled by a simple discrete-time queuing model that contains one server. For this 
model, Į
 
represents the arrival probability according to a Bernoulli process and ȕ denotes the service probability 
over each Time Slot (TS) (cf. Fig. 2). This queuing model is in equilibrium state, and the queue length process is a 
Markov chain in discrete-time, with a finite state space. The system may contain a maximum of k customers and the 
queuing discipline is first-come first-served (FCFS). Indeed, every TS, the system checks the incoming packets 
waiting queue in order to serve the next packet waiting in the queue. If the server is busy and the number of packets 
in the system has reached the determined (the threshold for) flow-based processing queue length, any incoming new 
packets may be delayed in the incoming packet waiting queue or rejected if there is no enough free space, and the 
RACM will be signalled to adjust the overall arrival rate. The discrete-time queuing process is analysed to derive the 
relationship between the target queuing delay and the corresponding arrival rate. This relationship must meet the 
constraint that mean value of the queuing delay can be set to the required value as a function of arrival rate 
adjustment. Therefore, the mean queuing delay is periodically (every Time Slot) determined and the resulting 
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information is used, for adjusting the value of the arrival rate, and limiting the delay at the required value. This 
largely improves the provided QoS in the NGN transport level.  
Furthermore, the general state transition diagram as illustrated in the Fig. 3, is generated given that the packet 
arrival probability in a Time Slot is Į and the packet departure probability in a Time Slot is ȕ.  
The balance equations of the finite-state discrete time Markov Chain are given by: 
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• Case 2: Į<ȕ 
For the case of ߙ<ߚǡ equation (7) is a discrete time difference equation with general solution of the form:  
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Fig. 3. State transition-rate diagram
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By using the normalizing equation (13) as well as the stationary equilibrium probabilities, ʌ0 may be expressed, 
as follows:  
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Once the stationary probabilities and ʌ0 are determined, we can compute the mean number of clients in this finite 
queue at the steady state, which is defined as follows: 
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• Case 3: Į>ȕ 
For this case, the mean queuing length converges steadily to k. In this case, the number of packets in the system 
will gradually reach the determined threshold for the flow-based processing queue. The proposed system will react, 
and any newly arriving packets will be delayed in the incoming packet waiting queue or rejected if there is not 
enough space. Also, the RACM will be instructed to adjust the overall arrival rate. 
Once the average queuing length is determined, the throughput 14,15 and the mean queuing delay may be given by:  
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The throughput may be estimated as the number of packets that have been successfully passed through the 
queuing system. Equations (10), (17) and (20), yield the mean number of clients in the finite queue and the 
corresponding queuing delay. The latter can largely be improved by adjusting the arrival rate, as illustrated in the 
simulation results presented in the next section. 
Note that in order to ensure the existence of a unique stationary probability distribution; it is important to show 
that the modeled Markov chain is irreducible, recurrent non-null. This is in fact the case since Į>0 and ȕ>0, and the 
state space is finite (of size k+1 states). The irreducibility is ensured by the fact that Į> 0 and ȕ> 0, which implies 
that each state i communicates with neighboring states i-1 and i+1. In addition, this irreducibility E < +∞
implies that the chain is positive recurrent. 
3. Experimental Results and Discussion 
In this section, we present and discuss simulation results, which illustrate the method, used for controlling the 
queuing delay mainly through adjusting the arrival probability. We will illustrate also additional simulation scenarios, 
for evaluating the performance of an NGN edge node in terms of queuing delay. We will outline and discuss 
experimental results that show the effects of the proposed method in terms of performance gain and QoS benefits.  
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3.1. Queuing Delay as a Function of Arrival Probability  
This sub-section examines how the average queuing delay can be controlled and the required QoS may be 
reached by comparing a controlled queuing delay method with an uncontrolled one. For our simulation, we wrote 
MATLAB programs for implementing the proposed method presented in the theoretical model, as derived in (10), 
(17) and (20) above. We simulated the treatment ensured by an NGN edge node under the control of a RACM, 
which receives packets from different traffic sources. We examined the performance of the proposed NGN QoS 
control method based on case study comparisons. 
Measurements of the queuing delay are obtained from simulation experiments. The proposed method is applied 
in a discrete-time environment, which is based on a specified basic time slot length. For each Time Slot (TS), 
packets arrive and then dispatched according to the packet arrival probability Į and the packet departure probability 
ȕ. Accordingly, the queuing system computes the current average queuing delay, and adjusts the arrival probability 
for the forthcoming time slot. 
For the simulation parameters, we varied the value of the arrival probability, Į, as illustrated by Fig.4.(a). Also, 
we initialized the other parameters’ values as listed in Table 1. 
 
The Uncontrolled Case:  
First we examine the variation of the mean packet queuing delay in terms of the arrival probability, Į, in the 
uncontrolled case. As illustrated in Fig.4.(a), mean queuing delay QDelay increases at higher rates for larger values of 
the arrival probability (Į>0.80). It then exceeds the required QoSDelay as more packets enter the queue. As the 
probability of arrival Į exceeds the probability of service ȕ, the QDelay converges to a steady and stationary state. 
This is the case because as the queue becomes full, newly arriving packets are delayed in the incoming packet 
waiting queue or rejected. 
 
Fig.4.(b) illustrates how the mean number of packets in the queue increases at higher rates for larger values of the 
arrival probability (Į>0.80) until the queue becomes full. Beyond that point, any incoming packets are delayed or 
rejected.  
In this uncontrolled case, Fig.4.(a) shows that the mean queuing delay increases and exceeds the required 
QoSDelay as the probability of the arrival rate, Į, exceeds 0.9. Next, we shall examine the controlled queue case. 
Table 1. Simulation Parameters 
Parameter Definition Variable/Fixed Value(s) 
Į Arrival 
probability 
variable Interval [0,1] 
ȕ Service 
probability  
Fixed 0.9 
k The queue size Fixed 150 
QoSDelay The QoS 
constraint delay 
Fixed 100 
a                                                                                                      b 
                 
Fig. 4. (a) Queuing delay as a function of the arrival probability; (b) Number of clients as a function of the arrival probability
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The Controlled Case 
For this case, the input parameters are kept the same, as illustrated in Table 1. However, we shall now implement 
a control system, which reacts if and when the mean queuing delay QDelay exceeds the QoS constraint delay QoSDelay. 
In such case, the control system shall adjust the arrival rate by adjusting the arrival probability, Į, as explained next. 
Fig.5.(a) illustrates the average queuing delay QDelay variation as a function of the arrival probability Į. Note how 
the average queuing delay QDelay increases smoothly until it reaches the required QoS constraint delay QoSDelay. 
Beyond this point, the control system computes the mean number of clients in the queue and the resulting average 
queuing delay by using the value of Ƚǡ   Ƚȗǡ  for which QDelay = QoSDelay. Basically, the control systems 
adjust the probability of the arrival rate Į:   
** αααα =≥ choosethenIf  
As such, the control system adjusts the arrival rate, as needed, in order to maintain the required average queuing 
delay in the queue. Accordingly, this ensures that the variation of the average queuing delay will always meet the 
required QoSDelay specification:   QDelay ≤  QoSDelay 
 
In view of Fig.5.(b), we observe that as the probability of the arrival rate, (Į), increases, the mean number of 
packets in the queue increases progressively until it reaches a controlled limit. Thereafter this variation becomes 
well maintained and limited to a fixed value. This imposed queue length limit may be considered as a threshold 
installed in the queue and used for controlling and adjusting the required average queuing delay for real time 
services. We also observe that the simulated variation of the mean number of packets in the queue as a function of Į 
are consistent with the expected results as studied in the theoretical model. This ensures that the simulated delay is 
constrained by the required QoS waiting value, as illustrated in Fig.5.(a). 
Fig.5.(a) and Fig.5.(b) illustrate that the mean number of packets in the queue and the corresponding average 
queuing delay are low when Į<ȕ. This implies that, in this case, the system is in a stationary state and it delivers a 
higher QoS for clients. 
For the controlled case, the simulation results show that the average waiting delay can be adjusted in order to 
meet the QoSDelay by employing a suitable queuing delay control system.  
In this controlled case, it is important to note that for each QoS constraint delay (QoSDelay) and a fixed service 
rate, for example Ⱦ=0.9, the proposed method may set an appropriate and corresponding arrival probability and 
average queue length (threshold) in order to respect the requested QoS constraint delay, as illustrated Table 2. 
 
a                                                                                                      b 
                
Fig. 5. (a) Queuing delay as a function of the arrival probability; (b) Number of clients as a function of the arrival probability
Table 2. Arrival Probability and Queue Length as a Function of the 
QoS Constraint Delay 
QoSDelay  (ms) 20  40 60 80 100 
Arrival 
probability (Į)
0.89472 0.89763 0.89884 0.89974 0.89995 
Queue length 
(Packets) 
18 36 54 72 90 
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In this section, we presented and discussed simulation results, which illustrate the importance of the proposed 
queuing delay control method through adjusting the arrival rate (Į). 
4. Conclusion 
In this work, we proposed a queuing delay control and adjustment method, which guarantees the required QoS 
for the transport of real-time multi-service traffic in NGN networks. It controls the queuing delay at the specified 
waiting delay value mainly by adjusting the arrival probability, so that the QoS delay for real-time services may be 
always achieved and guaranteed. This is applied when the measured queuing delay reaches or exceeds the required 
QoS constraint delay value in order to limit the traffic flow growth and stay within the specified QoS constraint 
delay. The proposed method also extends the NGN architecture functionalities and defines additional rules and 
policies, which deliver high-level quality session-based services. It is applied at the edge level under the control of 
the RACM as a basis component for the proposed large scale QoS guarantee method. 
In order to evaluate the performance of the proposed method, we derived theoretical models and generated and 
discussed simulation results from these models. The performance of the proposed method is assessed and evaluated 
in terms of queuing delay over an NGN transport network. The determined results illustrate the advantages of the 
proposed method in terms of performance gains and QoS benefits and provision. They present the relationship 
between the arrival rate and buffer capacity control and QoS requirement and guarantee.  
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