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ABSTRACT
While deep learning has achieved a huge success across different disciplines
from computer vision and natural language processing to computational bi-
ology and physical sciences, training such models is known to require signif-
icant amounts of data. One possible reason is that structural properties of
the data and problem are not modeled explicitly. Effectively exploiting the
structure can help build more efficient and performing models. The complex-
ity of the structure requires models with enough representation capabilities.
However, increased structured model complexity usually leads to increased
inference complexity and trickier learning procedures. Also, making progress
on real-world applications requires learning paradigms that circumvent the
limitation of evaluating the partition function and scale to high-dimensional
datasets.
In this dissertation, we develop more scalable structured models, i.e., mod-
els with inference procedures that can handle complex dependencies between
variables efficiently, and learning algorithms that operate in high-dimensional
spaces. First, we extend Gaussian conditional random fields, tradition-
ally unimodal and only capturing pairwise variables interactions, to model
multi-modal distributions with high-order dependencies between the output
space variables, while enabling exact inference and incorporating external
constraints at runtime. We show compelling results on the task of diverse
gray-image colorization. Then, we introduce a reinforcement learning-based
method for solving inference in models with general higher-order potentials,
that are intractable with traditional techniques. We show promising results
on semantic segmentation. Finally, we propose a new loss, max-sliced score
matching (MSSM), for learning structured models at scale. We assess our
model on estimation of densities and scores for implicit distributions in Vari-
ational and Wasserstein auto-encoders.
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The focus of this dissertation is building structured models with more scal-
able inference and learning procedures. Structure refers to statistical de-
pendence between either the input entities in a dataset, e.g., correlations
between neighboring pixels in images or consecutive words in sentences, or
the output entities in a given problem, e.g., co-occurrence patterns of labels
in a multi-label classification task. Structured models explicitly take these
inter-dependencies into account to make globally consistent decisions. This is
achieved by operating on structured objects, where the relationships between
the variables are represented as sequences, grids or general graphs.
Although structured models have demonstrated success across a wide range
of applications, including natural language processing, information extrac-
tion, computer vision and computational biology in the previous few decades,
inference is only tractable for relatively simple structured objects and learn-
ing is only feasible for low-dimensional datasets.
In this dissertation, we leverage recent progress in deep learning research
to build more scalable structured models, i.e., we design inference procedures
that handle complex structures efficiently, and learning algorithms that scale
to high-dimensional datasets.
1.1 Applications of Structured Models
To illustrate the need for more scalable structured models, we present ex-
amples of the complex structure in data and tasks across different machine
learning application fields.
Natural Language Processing (NLP):
In NLP tasks, structure arises from the syntax and semantics rules of the
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Figure 1.1: (a) Diverse colorization of a gray-level image. More globally con-
sistent results are obtained when using a structured model [1]. (b) Prediction of
3D protein structure from the amino-acid sequence. Every protein is made-up of
a sequence of amino-acids bounded together. These amino-acids interact locally
to form shapes like helices and sheets. The shapes fold-up on large scale to form
three-dimensional protein structures. Proteins can interact with other proteins
performing functions such as signalling and transcribing DNA [2]. (c) Examples
of two structured prediction tasks in natural language processing: part of speech
tagging and phrase translation. The target phrase or POS tag in blue is the correct
output. (d) Spammer detection in social networks using patterns of communica-
tion. The dots on the graph represent assigned or inferred IP addresses, which
have been mined from Microsoft’s Hotmail servers [3].
language. A classical application where the model’s success depends on its
ability to capture the complex linguistic structures is part-of-speech (POS)
tagging: given a sentence of words, the model outputs a sequence of POS
tags, one for each word in the input sentence. Without a proper modeling of
the context, assigning the right tag to words that can have different functions
in the sentence (e.g., the word “much” in Figure 1.1(c)) is not obvious. The
same requirements are valid for tasks like machine translation (Figure 1.1
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(c)), question answering and co-reference resolution. Other examples include
vision and language tasks, reasoning about images and text simultaneously,
e.g., image captioning, visual question answering, image retrieval using com-
plex text queries or image generation from textual descriptions. Such prob-
lems require capturing relationships between visual and linguistic concepts.
Computer Vision
In computer vision, structure arises from the spacial arrangement of pixels
and/or objects. A classical example is semantic segmentation, which aims
at predicting a semantic label (e.g., cat, dog) for every pixel in the image.
Spacial constraints include label consistency between neighboring pixels and
co-occurrence patterns of labels (e.g., boat and sea labels are more likely
to occur jointly than boat and grass labels). Another example is gray-level
image colorization. Enforcing pixels with similar intensities to have sim-
ilar colors leads to more consistent colorization as illustrated in Figure 1.1
(a). Beyond pixel-level patterns, capturing object similarities across different
frames in a video enables identifying and tracking objects across the video
in the context of multi-object tracking.
Computational Biology
The amino-acid sequence in a protein determines its 3D structure. Protein
structure prediction (PSP) is one of the most important unsolved problems
in biophysics and computational biology today (Figure 1.1 (b)). To give
another example, precision medicine, based on tailoring the medical treat-
ment to the patient’s genomics make-up, relies on capturing the correlation
between a wide array of variables including genomic mutations, blood tests,
lifestyle and nutrition, medical history and demographics.
Recommender Systems and Social Networks
In recommender systems, structure consists in the patterns in past interac-
tions between users and items, e.g., products frequently bought jointly or
users with similar purchase history. Recommender systems leverages these
relationships to produce new recommendations. For example, an e-commerce
platform like Amazon would suggest to buyers articles that are usually jointly
purchased with other items that they have in their cart, and a social network
one like Facebook would suggest friends or group that have common friends
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or subscriptions. Also, leveraging communication patterns social network
graphs can reveal spammers (Figure 1.1), or most influential user in a par-
ticular network [4]. Companies are interested in this information in order to
decide who they may hire as marketing influencer.
Generative Modeling
Capturing structure in the data leads to more accurate object generation
and diversity. For example, in image generation, explicitly learning the spa-
tial layout and semantic relations between objects would lead to generating
images of complicated scenes.
1.2 Problem Statement
Problems and data in spirit similar to the aforementioned examples require
models with high expressivity to laverage the inherent complex structure.
Deepnets, although capable of implicitly capturing such complexities, they
suffer from sample efficiency. Structure is a compact way of representing
large amounts of data. Therefore, it is beneficial to integrate the advances
in deep learning with structured prediction frameworks. However, the time
complexity of exact inference depends on the complexity (expressivity) of
model capturing the dependency structure between the variables. Efficient
solutions exist only when this structure is very simple, e.g., a tree with small
width. In the general case, inference is NP hard and learning is #P -hard
due to the computation of partition function. Therefore, the core research
challenge in structured prediction is (1) scaling inference procedures to ef-
ficiently handle expressive models and (2) scaling the learning to leverage
high-dimensional datasets.
In the first two chapters of the dissertation, we are attempting to push
state-of-the-art on the first challenge, i.e., devising efficient inference algo-
rithms for expressive models with higher-order potentials, i.e., terms model-
ing complex interactions between more than two variables? First, we were
wondering if we can extend models with efficient inference to have more ex-
pressive power without increasing the inference complexity. In particular, we
are interested in the class of Gaussian conditional random fields (G-CRF),
characterized by exact inference that is reduced to solving a linear system
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of equations, but uni-modal and limited to capturing pairwise correlations
between the variables. Furthermore, we were wondering, if we can learn
inference procedures for general graphical models types and orders using
reinforcement learning. Intuitively, instances of similar problems are often
solved repeatedly. While humans have uncovered impressive heuristics, data
driven techniques are likely to uncover even more compelling mechanisms.
What would be the best way to define the different components of a Markov
decision process (MDP) to learn heuristics for solving inference in graphical
models? In particular, how should the reward function be designed so that
maximizing the expected future reward translates into solving the inference
problem?
To address the second challenge, i.e., scaling the learning to leverage high-
dimensional datasets, we propose a new loss, i.e., max-sliced score matching
(MSSM), that improves upon score matching losses. Specifically, the score
matching loss (SM) circumvents the computation of the partition function
but introduces a new challenge, i.e., the evaluation of the trace of the Hessian
of the log-likelihood. Sliced score matching (SSM) avoids the computation
of the trace via projecting the scores into random directions before compar-
ing them. We are interested in improving upon SSM by finding the most
informative projection directions.
1.3 Contributions
In this dissertation, we present a collection of methods for scalable infer-
ence and learning in structured models. We summarize the contributions as
follows:
• Deep Gaussian conditional random field based variational auto-
encoders: (Chapter 3) We extend Gaussian conditional random field,
traditionally uni-modal and only limited to modeling pairwise interac-
tions, to (1) model multi-modal distributions for the tasks of diverse
gray-level image colorization via endowing them with variational au-
toencoders, (2) capture high-order potentials and (3) incorporate ex-
ternal constraints at runtime, e.g., user edits in form of color strokes,
while (4) keeping the inference exact. We demonstrate that our method
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obtains more diverse and globally consistent colorizations on the LFW,
LSUN-Church and ILSVRC-2015 datasets.
• Learning heuristics to solve inference in general graphical mod-
els using reinforcement learning (Chapter 4). We show that we
can learn program heuristics for solving inference in higher-order con-
ditional random fields for the task of semantic segmentation, using re-
inforcement learning. We show compelling results on the Pascal VOC
and MOTS datasets, while scaling linearly with potential orders and
number of variables.
• Max-sliced score matching for learning structured models at
scale (Chapter 5). We propose a new loss for learning scalable struc-
tured models, i.e., max-sliced score matching (MSSM), which improves
upon sliced score matching (SSM). We prove that MSSM is consistent,
asymptotically normal and has lower variance than SSM. We assess
these models on estimation of densities and scores for implicit distri-
butions in Variational and Wasserstein auto-encoders.
1.4 Relationship to Published Work
Following is a list of publications related to this proposal:
1. Chapter 3: Safa Messaoud, David Forsyth, Alexander Schwing. Struc-
tural Consistency and Controllability for Diverse Colorization. ECCV
2018.
2. Chapter 3: Safa Messaoud, Alexander Schwing. G-CRF VAE: A
Structured Output Space Variational Auto-Encoder with Deep Gaus-
sian Conditional Random Fields for Diverse and Globally Consistent
Colorization. WiML Workshop at NeurIPS 2017.
3. Chapter 4: Safa Messaoud, Maghav Kumar, Alexander Schwing.
Can We Learn Heuristics For Graphical Model Inference Using Rein-
forcement Learning? CVPR 2020 (Oral), WiCV at CVPR 2020
(Oral), Deep Vision Workshop at CVPR 2020.
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4. Chapter 5: Safa Messaoud, Kuan-Chieh Wang, Alexander Schwing.
Max-Sliced Score Matching. Submitted to ICML 2021
During this Ph.D., we also worked on few other directions that are not di-
rectly related to the dissertation topic, and therefore not presented in the dis-
sertation, including: multi-video summarization, electronic medical records
analysis [5, 6], genomics data analysis for demystifying the cause of Alzheimer
disease [7] and designing customized processors for accelerating genomics
pipelines [8, 9].
1.5 Outline of the Dissertation
After reviewing related work in Chapter 2, we subsequently present the afore-
mentioned contributions in Chapters 3-5. In Chapter 3, we scale Gaussian
conditional random field to model multi-modal distributions with higher-
order potentials, while ensuring exact inference and enabling the incorpora-
tion of external constraints at runtime. We apply the proposed model to the
task of diverse gray-level image colorization. In Chapter 4, we learn policies
to solve inference in conditional random fields with arbitrary potential types
and orders using reinforcement learning. We set the reward function to be
the negative of the energy function. We explore different formulations for the
Markov decision process parameters. Specifically, we study different reward
functions and learning algorithms. On the task of semantic segmentation, we
show that we scale to setups with thousands of variables and a label space of
size 21 (Pascal VOC dataset). Beyond scalable inference, we propose a new
loss, max-sliced score matching (MSSM) for scalable learning of structured
models in high-dimensional spaces, in Chapter 5. We show that our loss out-
performs other score matching losses on estimation of densities and scores
for implicit distributions in Variational and Wasserstein auto-encoders.
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CHAPTER 2
BACKGROUND AND RELATED WORK
Having highlighted the need for more scalable structured models, in the fol-
lowing, we formally define structured models (Section 2.1), then review the
literature on inference (Section 2.2), learning (Section 2.3), structured deep
learning frameworks (Section 2.4) as well as on learning combinatorial opti-
mization (Section 2.5).
2.1 Structured Models
Structured models can either be discriminative, i.e., mapping structured in-
puts to a structured output, or generative, i.e., capturing the structure in
the input space distribution. In the following, we will describe the notation
for the discriminative case. The generative case follows the same formula-
tion. We denote by X the space of structured inputs and by Y the space of
structured outputs. We assume that each structured output y ∈ Y is rep-
resented by N discrete or continuous variables, i.e., y = (y1, · · · , yN), and
each variable yi can take candidate values from a set or a range L(yi). Also,
we assume the availability of a joint feature function φ : X ×Y → Rd, that
computes d-dimensional feature representations for any pair (x,y). Think-
ing of Part of Speech Tagging (POS), a structured input x is a sequence of
words, the structured output y is a sequence of POS tags each corresponding
to a word in the input sequence, L(yi) is the list of all candidate POS tags
for a word xi, and φ(x,y) can represent unary features defined on single
variables, e.g., word and tag embeddings, and structural features defined on
a set of variables, e.g., tags co-occurence statistics.
Frequently, an energy function E(x,y;θ) = θTφ(x,y) is used to score a


















Figure 2.1: Semantic segmentation structured models with increasing expressiv-
ity and inference complexity. (a) Original image. (b) Segmentation mask. (c)
Energy function with independent output variable (unary potentials). (c) Energy
with inter-dependant output variables (higher-order potentials).
is a parameter. The order of the energy function corresponds to the maxi-
mum number of interdependent variables described by the features φ(x,y).
Usually, the energy is factorized into potentials fc(x,y;θc) = θ
T
c φc(x,y)
based on the order. Here, c ∈ C denotes the set of indices of inter-dependant
variables, i.e., a clique. C is the set of all cliques. For example, the following














where V ⊆ C is the set of indices i of all variables yi and E ⊆ C is the set
of indices (i, j) off all pairs of correlated variables yi and yj. A prediction is




Learning consists of estimating the parameters θ and possibly also the
structure φ(x,y) from the data. In the following, we will drop the depen-
dency on θ for simplicity of the notation.
The key challenge in building structured models is the time complexity
of the inference procedure. Exact inference has exponential complexity in
size of the output. Efficient methods only exist for special structures (Sec-
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tion 2.2). Generally, the higher the order, the more expressive is the model
and the harder is the inference. To give a concrete example, consider the
semantic segmentation problem illustrated in Figure 2.1. A common energy
function for the task decomposes into unary and pairwise potentials as in
Equation 2.1. The structure is defined by an undirected graph G = (V ,E)
(Figure 2.1 (c)), where each node i ∈ V in the graph corresponds to an out-
put variable yi, which in turn refers to the label of pixel xi. Edges (i, j) ∈ E
connect neighboring nodes to enforce local smoothness in the labeling, i.e.,
labels should vary smoothly in the spatial domain as defined by the con-
nectivity of the graph. The complexity of exact inference is O(|L|N) as it
envolves a greedy search over the entire space of output configurations Y .
However, for the structure in Figure 2.1 (d), with only unary potentials, i.e.,
independent output variable, the complexity drops to O(N |L|), as inference
can be run in parallel, for every pixel separately. In general, this difficulty in
inference also causes challenges in learning, as learning a structured model
usually has the inference engine as a subroutine.
The introduced energy-based model can be interpreted probabilistically, as
characterizing a Gibbs distribution:








is equivalent to finding the configuration with the minimum energy E(x,y)
as the denominator is independent of y. A different interpretation comes
from the area of probabilistic graphical models [10, 11], where relationships
between the variables in the distributions are specified through graphs. Undi-
rected models are called Markov random fields (MRFs). When used to model
conditional distributions they are called conditional random fields (CRFs).
As illustrated in Figure 2.1, nodes represent the variables and edges the sta-
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Here, ψc(x,yc) are potential functions modeling statistical dependence be-
tween the nodes, i.e., variables yc = (yi)i∈c within a clique c. The CRF
formulation can be easily converted into the Gibbs distribution from Equa-
tion 2.3 by setting ψc(x,yc) = exp(fc(x,yc)).
2.2 Inference in Structured Models
Maximum-a-posteriori (MAP) inference is widely used in structured predic-
tion tasks for finding the optimal configuration y∗ with the highest posterior




In the following, we review inference techniques for both discrete and con-
tinuous output variables y.
2.2.1 Structured Models with Discrete Variables
In the discrete case, the program in Equation 2.6 is a combinatorial opti-
mization problem of NP hard complexity, as it requires the enumeration and
evaluation of an exponential number of configurations. However, in special
cases with simple structure, inference can be run efficiently. In the following,
we go through the most popular models with tractable inference.
Tree Structure
The output variables yi are connected to each others in a tree structure.
Pairwise potentials fi,j are defined over edges of the tree and unary potentials
11







fi,j(x, yi, yj). (2.7)
The optimum solution y∗ can be computed exactly and efficiently using dy-
namic programming [12] via breaking the max-operator recursively across
the sub-trees. Starting from the leaves upwards until reaching the root y1, at
every sub-tree root, we compute and store the maximum over all potentials
in the sub-tree. At the tree root y1, computing the maximum over the sub-
trees values results in determining maxy∈Y E(x,y). The optimum solution
y∗ can then be retrieved through back-tracing from root to leaves. Formally,
the recursion formula is:










m(y1). The described algorithm is of poly-
nomial complexity, i.e., O(N |L|). The auxiliary variables are called mes-
sages as dynamic programming falls under the umbrella of message passing
algorithms [13]. Applications with tree-structured energy function include
pose estimation, sequence alignment in bio-informatics and temporal pat-
tern recognition such as speech or handwriting recognition.
Sub-Modular Potentials








s.t. fi,j(x, yi, yj) ≤ fi(x, yi) + fj(x, yi), ∀(i, j) ∈ E .
(2.9)
Under the sub-modularity constraint, a graph can be constructed out of the
potentials. In the binary case, the graph construction is given by [14]. In the
multi-label case, the construction is introduced in [15]. Minimizing such en-
ergies can be solved exactly and efficiently via max-flow/min-cut algorithms
[16] with a runtime complexity O(|E |N log(N)). Approximate solutions exist
for pairwise potentials satisfying the semi-metric property (swap-move algo-
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rithms, e.g., α-β swap) or the metric property (expansion algorithms, e.g.,
α expansion) [16]. Applications leveraging sub-modular energy functions in-
clude for-ground extraction [17] and video cutout [18].
Sparse Patterns Potentials
Sparse patterns potentials are higher-order potentials with tractable infer-
ence. For a given potential fc(yc), only a small number of assignments is






Score(yc) if yc = lc, ∀lc ∈ L̄(yc)
0 Otherwise
, (2.10)
with L̄(yc) ⊂ L(yc) and |L̄(yc)| ≪ |L(yc)|. This family of potentials is
surprisingly useful in practice, as we are in general only interested in explor-
ing configurations that occur in real data. For example, in a handwriting
recognition task, we are only interested in letter combinations that occur in
a dictionary. That is a small number, relative to 26N combinations for an
English word with N letters.
Cardinality Potentials
Cardinality potentials on a set of binary variables y ∈ {0, 1}N are higher-
order functions of the number of turned-on variables, i.e., fc(
∑
i∈c yi). These
potentials are sparse as well, as there are only N possible values that fc can
take in total. It turns out, that these potentials can be useful in quite a
number of different application [19, 20, 21]. For example, in message de-
coding, parody constraints check the number of yi’s that are on. In image
segmentation, it might be useful to have a prior on the number of pixels in
a given category, e.g., the pixels labeled sky should be between 30% and 70%.
Decomposition Methods
Decomposition methods are usually used when the energy function is hard to
optimize, but can be decomposed into potentials with special structure (e.g.,
tree, sub-modular, sparse) that are easy to optimize separately. Assume that







f(x,yc1) + f(x,yc2). (2.11)
If the potentials are coupled, i.e., there exist some variables yc1∩c2 that ap-
pear in both cliques c1 and c2, optimizing f(x,yc1) and f(x,yc2) separately
is only meaningful if an additional constraint ensuring the consistency be-




c1∩c2) appearing in c1 and c2 is
added to the program above, i.e.,
max
yc1
f(yc1 ,x) + max
yc2
f(yc2 ,x)




This program is then solved via dual optimization. If the optimal solution
to two sub-problems agree on the value of yc1∩c2 , the optimal y
∗ for the dual
equals the one for the primal. Otherwise, a wide range of techniques have
been developed to recover an approximate solution for y∗, e.g., performing
a majority vote on each of the coupling variables or just evaluating all the
solutions from the sub-problems on the primal objective and picking the best
one. An example application where inference with dual decomposition has
shown success include 3D cell reconstruction [22, 23].
Next, we discuss approximate MAP inference techniques applied to general
graphs.
Integer Linear Programming (ILP)
By introducing indicator variables bc(lc) for every clique c and label configu-
ration lc ∈ L(yc), the MAP objective miny∈Y
∑









s.t. bc(lc) ∈ {0, 1}, ∀c ∈ C, ∀lc ∈ L(yc)
∑
lc∈L(yc)
bc(lc) = 1, ∀c ∈ C
∑
lj ,j∈c\i
bc(lc) = bc(li), ∀c ∈ C
. (2.13)
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This ILP program is NP-hard. However, there has been recently work on
improving ILP search mechanism by learning heuristics to efficiently search
in the solution space [24, 25, 26].
Linear Programming (LP)
One approximate technique for solving the ILP program from above is round-
ing, i.e., relaxing the binary constraints such that bc(lc) ∈ [0, 1] [27, 28, 29].
This results in a relaxed program of polynomial complexity. Convergence
and tightness of LP relaxations for special classes of problems have been
studied extensively in recent years and bounds have been derived for some
structures [30, 31, 32, 33, 34, 35]. Convergence to the global optimum is only
guaranteed when the resulting program is augmented to be convex, e.g., by
smoothing or augmented Lagrangian methods [36, 37, 38, 39, 40, 41, 42].
Also, sub-gradient [43] or bundle [42] methods directly consider the original
function and converge to the global optimum by constructing polyhedral ap-
proximations based on sub-gradients.
Amortized Inference
Amortized inference [44, 45] is a technique that leverages the structure across
data instances. Instead of running inference solver independently on each in-
put example, a set of solutions of previously solved problems are stored and
reused for new inference problems, without calling the inference solver (e.g.,
ILP) when certain theoretical conditions are met. Amortized inference has
shown to yield significant savings in diverse NLP applications like POS tag
sequences, parse trees and semantic parses, due to the fact that many sen-
tences in the data corpus have identical structured outputs.
Probabilistic MAP Inference
Probabilistic MAP Inference is another approach to MAP inference that











This adds a notion of uncertainty to the MAP inference procedure. Max-
product algorithm solves the program above by computing the max-marginals
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fi,j(x, yi, yj), (2.16)
and using a serial schedule, we compute the messages mi→j between nodes i
and j for (i, j) ∈ E as follows:












For recovering the MAP assignment, we also store the argmax for every
message, i.e., δi→j(x, yj) = argmaxyi mi→j(x, yj). We start backtracing by
computing y∗i = argmaxyi p(yi|x) for an arbitrary node i. Then, for every
node j ∈ N (i), we compute y∗j = δi→j(x, y∗i ). Intuitively, this simulates
computing y∗j = argmaxyj p(yj|x, y∗i ).
Variational inference is another methods that converts the probabilistic in-
ference problem from Equation 2.14 into an optimization one. The main idea
is to approximate p(y|x) with another distribution q(y|x) that has a sim-
pler structure. KL-divergence, KLD(q(y|x)||p(y|x)) = ∑y q(y|x) log q(y|x)p(y|x) ,
is minimized to optimize the parameters of q(y|x). Mean-field inference
is a special case, where we assume that the variational distribution q(y|x)
factorizes over the variable yi, i.e., q(y|x) =
∏
i qi(yi|x). Considering a dis-
tribution p(y|x) characterized by an energy E(x,y) = ∑c fc(x,y), we set












Here, Ci is the set of cliques that include node yi. MAP inference under
this setup is reduced to computing the best assignment for every yi variable
separately as y∗i = argmaxyi qi(yi|x).
To summarize, exact MAP inference in the discrete case is an NP hard
combinatorial optimization problem that is only tractable for special simple
structures. Approximate methods are efficient but only come with guaran-
teed in special cases. In Chapter 4, we propose learning inference engines
for general energy functions with discrete variables and higher-order poten-
tials using reinforcement learning. We show that we scale linearly with the
potential order and number of nodes.
2.2.2 Structured Models with Continuous Variables
Energy-based models with continuous variables (e.g., temperature, location
or distance) arise in many applications like stereo-estimation [46], body
and/or hand tracking [47, 48]. However, inference in structured models with
continuous variables is trickier than in the discrete case. In fact, using dis-
crete optimization techniques for the continuous case is not obvious, e.g.,
defining factors over continuous variables and replacing summation with in-
tegration, in the sum-product algorithm is not guaranteed to lead to a correct
answer. This is mainly due to two challenges: First, unlike in the discrete
case, there is no universal representation of a factor over continuous vari-
ables. Picking parametric factors for each factor does not solve the problem
as multiplying or marginalizing factors would change the distribution. Sec-
ond, integration introduces new subtleties as the integral might be infinite or
ill defined or requires the use of numerical integration methods, which might
lead to approximation errors [11].
Discretization
The most straightforward way to cope with continuous variables is to dis-
critize them and use techniques described in Section 2.2.1. As the variables
are interdependent, it has been shown that joint discretization works better
than discretizing every variable independently [49, 50, 51]. Some approaches
define an energy function that scores both the discritization and the struc-
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ture [49, 51]. However, this results in additional complexity to the model.
Also, choosing the criterion to optimize to determine the best discretization
is not obvious. Besides, discritization results in a loss of information, e.g.,
dependent continuous random variables may become independent when dis-
cretized. To mitigate this issue, Margaritis et al. [52] propose to compute
independence tests at several different discretization resolutions.
Parametric Models
An important subset of continuous MRFs that has been well studied is Gaus-
sian MRFs [53]. Inference in this setup corresponds to determining the vari-
ance and mean of the distribution. Exact inference is possible in case of
Gaussian networks through a simple modification of the sum-product algo-
rithm. Under some constraints, loopy belief propagation is guaranteed to
return the correct means for the variables [11]. An extension to the purely
Gaussian case is non-Gaussian continuous densities: intermediate factors in
the computation are approximated as Gaussians (approximate marginaliza-
tion) [11]. MAP assignment can be determined either via sampling or via
coordinate/gradient descent. Also, mean-field inference for Gaussian condi-
tional random field has been proposed in [54]. Gaussian Markov random fields
have been used in the past for different computer vision applications includ-
ing semantic segmentation [55, 56], human part segmentation and saliency
estimation [56], image labeling [57] and image denoising [58, 59]. A sparse
Gaussian conditional random field trained with a LEARCH framework has
been proposed for colorization in [60].
Other classes of parametric densities include polynomial densities, where
inference has been solved via augmented Lagrangian, dual decomposition or
semi-definite programming, for applications like non-rigid image registration,
deformable surface 3D reconstruction, shape from shading, optical flow esti-
mation and image denoising [61, 62].
Particle-Based Methods
Particle-based method is an approximation approach that makes no para-
metric assumptions about the distribution. Instead, it approximates the
distribution as a set of instantiations to all or some variables, referred to as
particles. For instance, to estimate p(y = c), the probability of a random vari-
able y being equal to some value c ∈ R, we generate particles, i.e., samples,
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sampling, usually MCMC methods or importance sampling are used. Various
message passing algorithms have been suggested [63, 64] based on discrete
approximations in the form of particles. Extensions include non-parametric
belief propagation [65], max-product versions [66] and Stein variational mes-
sage passing [67]. The primary disadvantage of this approach is the fact that
a very large number of particles might be required for a good approximation.
Fusion Moves
Fusion moves [68, 69] are inference methods for pairwise random fields that
generalize move making algorithms like α-expansion or α-β swap. The main
idea is to fuse various sub-optimal solutions, i.e., proposals, into a better
one. Hence, the process relies on the generation of good proposals, a task
that is often difficult in practice.
In summary, inference with continuous variables is mostly approximate
and only exact in special cases of simple parametric distributions. This limits
the models expressivity. In Chapter 3, we extend Gaussian conditional ran-
dom field to model higher-order inter-dependencies as well as multi-modality
for the task of gray-image colorization, while enabling exact inference as well
as the integration of external constraints in form of user color strokes at run
time.
2.3 Learning Structured Models
Learning consists in estimating the parameters θ of the energy E(x,y;θ)
function given the training data D = {(x(i),y(i))}|D|i=1. Different objectives
have been studied.
2.3.1 Structured SVM Loss (SSVM)
SSMV or the max-margin loss [70, 71] is used in discriminative models. It
aims at finding the parameters θ such that the difference between the energy
E(x(i),y(i);θ) of the desired ground-truth solution y(i), ∀i ∈ [1, · · · , |D|] and
the energy E(x(i),y;θ) of any other solution y ∈ Y\y(i) is at most△(y,y(i))
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via solving
E(x(i),y(i);θ) ≤ E(x(i),y;θ) +△(y(i),y). (2.20)
Here, △(y(i),y) is the task loss measuring the discrepancy between the pre-
diction y and the ground-truth y(i). The Hamming distance is a frequent
choice for the task loss, i.e., △(y(i),y) = 1y 6=y(i) [72, 73] as it can be decom-
posed into a sum of unary terms and integrated easily in the MRF energy













Gradient descent can be used to solve the objective above. At every training




then, the weights are updated by computing the gradients:









Here, α ∈ R is the learning rate.
2.3.2 Log-Likelihood Loss (LL)
Another option to learn the parameters θ of the energy E(x,y;θ) is to


















via gradient descent, resulting in the update rule:


















is intractable as it involves
the summation over a very large number of configurations. In the following,
we cover methods that have been developed to overcome this issue.
Pseudo-Likelihood
Pseudo-likelihood estimators [74] factorize the joint distribution into prod-
uct of conditional distributions, i.e., p(x;θ) =
∏





































with N (i) denoting the neighbor of node i in the MRF graph. Although the
partition functions of the single factors are less computationally expensive
than the original one, the complexity still scales with the potentials order
and the size of the label space.
Sampling Methods
Sampling techniques rely on MCMC to estimate the likelihood and its gra-
dients. A prominant example is Contrastive divergence [75, 76, 77], which
approximates the gradient of the log-likelihood by a stochastic estimator that











However, this process is still challenging as it results in biased gradients.
This is mainly attributed to the infinite number of steps required to draw
samples from an unormalized density. In practice, when a finite number of
steps is used, the distribution of the sampler can be arbitrarily far away
from the distribution parametrized by the model. Also, the process is sen-
sitive to the sampler parameters like the step size, number of steps and the
initialization. Recent approaches propose learning the sampler distribution
end-to-end [79, 80, 81].
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Noise-Contrastive Estimation (NCE)
Noise-contrastive estimation [82] recasts learning as a binary classification
proxy problem, that uses the same parameters but requires statistics that
are easier to compute. Specifically, NCE tries to distinguish samples from
the data distribution, from samples xn generated by a noisy easy to sample







log(h(x(i);θ)) + log(1− h(x(i)n ;θ)), (2.28)
with h(x;θ) = p(x;θ)
p(x;θ)+pn(x)
, and p(x;θ) being the model distribution. The
choice of the noise distribution is tricky as pn(xn) needs to have an ana-
lytically tractable density, be easy to draw samples from while being close
to the data distribution. In high-dimensional space, it is hard to satisfy all
three requirements. Mostly, the noise distribution is far from the data one
which results in an easy classification problem and p(x;θ) not learning much.
Score Methods
Score methods use surrogate objectives which have similar optima to the
maximum likelihood objective. Notably, score matching (SM) [83] minimizes







with sd(x) = ∇x log(pd(x)) is the score of the unknown data distribution
and sm(x;θ) = ∇x log(p(x;θ)) is the score of the model distribution. By
applying integration by parts, Hyvarinen et al. [83] show that the program







with tr(∇xsm(x;θ)) being the trace of the Hessian ∇xsm(x;θ). While this
formulation avoids the computation of the partition function, it introduces a
new challenge, i.e., computing the trace of the Hessian, which scales quadrat-
ically with the input dimensions. This renders the application of score match-
ing slow and unpractical for real applications with high-dimensional data.
Different methods have been proposed to approximate the trace. Notably,
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Approximate Backpropagation [84] only limits the backpropagation to the di-
agonal of the Hessian instead of computing the full matrix. The method has
no guarantees on the approximation errors and no direct support in modern
automatic differentiation frameworks. Another approach is Curvature prop-
agation (CP) by Martens et al. [85]. The proposed estimator introduces
noise for each node in the network which leads to high variance. Besides,
it requires manually modifying the backpropagation code to handle complex
numbers in neural networks.
Denoising score matching (DSM) [86, 87] is a different method for scaling
score matching, that completely circumvents the Hessian. DSM applies the





Eqσ(x̃|x)pd(x)[‖sm(x̃;θ)−∇x̃ log qσ(x̃|x)‖2]. (2.31)
Here, qσ(x̃|x) is a noise distribution. Song et al. [87] choose qσ(x̃|x) to be a
Gaussian distribution N (x̃|x, σ2I). The noisy samples in this case are gen-
erated by injecting Gaussian noise to the original samples, i.e., x̃ = x+ ǫσ2,
ǫ ∼ N (0, I). DSM has the following limitations: (1) it can only recover the
noise corrupted data distribution, (2) its performance is very sensitive to the
choice of σ and which is non-trivial and based on heuristics.
Sliced Score Matching (SSM) [88] is another method aiming at scaling Equa-
tion 2.30 via projecting sd(x) and sm(x;θ) onto some random direction v






T sm(x;θ)− vT sd(x))2], (2.32)
with pv satisfying Epv [vv
T ] = I. Song et al. [88] show, via integration by









Intuitively, the first term in the loss is at its lowest if x a stationary point of
log p(x;θ). The second term pushes the Hessian ∇xsm(x;θ) toward negative
definiteness, to ensure that log p(x;θ) is concave in x, i.e., x is a maximum
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of log p(x;θ). Note that vT∇xsm(x;θ)v with Epv [vvT ] is the Hutchinson
estimator [89] of the trace of the Hessian ∇xsm(x;θ). The second derivative
order derivative term vT∇xsm(x,w)v can be efficiently computed using two
gradient operations for a single v, as illustrated in Algorithm 1. If we aver-
age over M directions, M + 1 gradient operations are required. In contrast,
estimating the trace requires N differentiations. Hence, M < N should be
ensured to achieve the advantage of the method. SSM’s main limitation is
high variance due to the small number of the projection directions. In Chap-
ter 5, we propose a new score matching objective, max-sliced score matching
(MSSM), that replaces the averaging over random projection directions with
computing the most informative one.
Algorithm 1: Slice Score Matching
1: input: Energy E(·;θ), x, v
2: sm(x;θ)← −∇xE(x;θ)
3: vT∇xsm(x;θ)← ∇x(vTsm(x;θ))
4: J(θ)← vT∇xsm(x;θ)v + 12‖sm(x;θ)‖2
5: return J(θ)




Ep(x;θ)[h(x)∇x log p(x;θ)T +∇xh(x)], (2.34)
where p(x;θ) is a continuously differentiable density and h(x) is a func-
tion satisfying some regularity conditions. Different choices of h(x) led to
different versions of Stein discrepancy. For instance, Li et al. [91] propose
setting h(x) as the feature map of some kernel in the Stein class [92] of q(x),
and solving a finite-sample version of Equation 2.34 to obtain estimates of
∇x log p(x) at the sample points. Shi et al. [93] adopt a different approach:
they build their estimator by expanding ∇x log q(x) as a spectral series of
eigenfunctions and solve for the coefficients using the generalized Stein dis-
crepancy’s form above.
To summarize, learning structured models at scale is as challenging as
learning scalable inference techniques. Additional complications arise from
using approximate inference algorithms as subroutines in the learning pro-
cedure. Recently introduced deep learning platforms alleviate this issue by
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jointly reasoning about inference and learning in an end to end fashion.
2.4 Deep Structured Models
Structured models were initially used in a post-processing stage [94, 95].
In a first stage, deepnets were trained to produce local evidence for every
output yi. In a second step, local evidence was fixed and correlations were
learned [96, 97, 98, 99, 100, 101, 102]. While leading to impressive results,
a two-step training procedure seemed counterintuitive. Subsequently unified
frameworks for learning and inference have been proposed. Different compo-
nents were parametrized as deepnets.
Deep Potentials
Given an explicitly specified energy function, potentials are parametrized
via deepnets. Classical inference techniques are then leveraged to solve the
inference task. For instance, Tompson et al. [103] learn unaries and pair-
wise terms using convolutional nets (CNN) for the task of pose estimation.
Jaderberg et al. [104] propose an energy-based model for text recognition
and learn the unaries using a CNN that predicts characters at each position
of the output and higher-order potentials via another CNN that detects the
presence of N-grams. To give another example, Chandra et al. [105] learn
the covariance matrix and mean of a Gaussian conditional random field using
CNNs, for the task of semantic segmentation.
Deep Energy Function
Different frameworks learning an energy function parametrized by a deepnet
have been recenly proposed [106, 107, 108, 109]. For instance, Structured
Prediction Networks (SPEN) [106] relaxes all output variables to be con-
tinuous, performs inference via gradient descent and uses the SSVM loss
for learning. SPEN is however prone to overfitting and has no guarantees
learning the desired structure. To enforce structural constraints, Graber et
al. [107, 108], include graphical model inference inside the deepnet. Intu-
itively, this increases the expressivity of the model without incurring the cost
of including higher-order potentials within the explicit structure. Another
framework operating on deep energies is Deep Value Networks (SVN) [109].
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Instead of the SSVM loss, they learn to estimate the task loss on different
output configurations for a given input. For examples, when applied to image
segmentation, the value network takes an image and a segmentation mask
as inputs and predicts a scalar estimating the intersection over union (IoU)
metric between the input and ground truth masks.
Deep Inference Engine
Deepnets were used to approximate parts of classical inference algorithms or
output the inference solution y∗. Chen et al. [110] propose a platform where
model parameters θ are learned such that a single message passing iteration
is enough for learning. Zheng et al. [111] formulate inference with Gaussian
pairwise potentials as Recurrent Neural Networks [111]. Liu et al. [112] pro-
pose learning to approximate mean-field inference using convolutional and
pooling operations only, and do not rely on iterative refinement of the so-
lution. Another model is InfNet [113], it uses the same objective as SPEN
but replaces the gradient descent inference with a network that produces the
output of inference problem.
Autoregressive Models represent another class of deep structured frame-
works. Specifically, they define an order over the output variables and pre-
dict one variable at a time conditioned on the previous ones. This mimicks
a chain rule on a distribution. RNNs are notable examples, that have been
successfully applied to a range of sequence prediction problems, including
speech recognition [114, 115], language modeling [116, 117], machine trans-
lation [118, 119]. A few variants of RNNs also exist that enhances its ability
to handle longer sequences [120, 121, 122, 123].
2.5 Learning-Based Combinatorial Optimization
Decades of research on combinatorial optimization, often also referred to as
discrete optimization, uncovered a large amount of valuable exact, approxi-
mate and heuristic algorithms. Already in the early 2000s, but more promi-
nently recently [124, 125, 126, 127, 128, 129], learning based algorithms have
been suggested for combinatorial optimization. They are based on the intu-
ition that instances of similar problems are often solved repeatedly. While
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humans have uncovered impressive heuristics, data driven techniques are
likely to uncover even more compelling mechanisms. It is beyond the scope
of this dissertation to review the vast literature on combinatorial optimiza-
tion. Instead, we subsequently focus on learning based methods. Among the
first, is work by Boyan and Moore [125], discussing how to learn to predict
the outcome of a local search algorithm in order to bias future search trajec-
tories. Around the same time, reinforcement learning techniques were used to
solve resource-constrained scheduling tasks [124]. Reinforcement learning is
also the technique of choice for recent approaches addressing NP-hard tasks
[127, 128, 129, 130] like the traveling salesman, knapsack, maximum cut, and
minimum vertex cover problems. Similarly, promising results exist for struc-
tured prediction problems like dialog generation [131, 132, 133], program
synthesis [134, 135, 136], semantic parsing [137], architecture search [138],
chunking and parsing [139], machine translation [140, 141, 142], summariza-
tion [143], image captioning [144], knowledge graph reasoning [145], query
rewriting [146, 147] and information extraction [148, 149]. Instead of directly
learning to solve a given program, machine learning techniques have also been
applied to parts of combinatorial solvers, e.g., to speed up branch-and-bound
rules [150, 151, 152, 153]. We also want to highlight recent work on learning
to optimize for continuous problems [154, 155].
Given those impressive results on challenging real-world problems, we won-
der: Can we learn programs for solving higher-order CRFs? Since CRF in-
ference is typically formulated as a combinatorial optimization problem, we
want to know how recent advances in learning based combinatorial optimiza-
tion can be leveraged. We present a technique for learning heuristics for






In this chapter, we present a conditional random field (CRF) based varia-
tional auto-encoder (VAE) formulation which is able to model multi-modal
distributions while efficiently taking into account structural consistency, via
higher-order potentials with exact inference procedure. Moreover, we intro-
duce a controllability mechanism that enables incorporating external con-
straints from diverse sources, at runtime. We apply our model to gray-level
image colorization. We illustrate visually appealing results on the Labeled
Faces in the Wild (LFW) [156], LSUN-Church [157] and ILSVRC-2015 [158]
datasets and assess the photo-realism aspect with a user study.
3.1 Related Work
Before discussing the details of our proposed model, we briefly review the
areas of colorization and variational auto-encoders subsequently.
Colorization: Colorizing a given gray-level image is an important task in
the media and advertising industry. It requires to predict the two missing
channels of a provided gray-level input. Similar to other computer vision
tasks like monocular depth-prediction or semantic segmentation, coloriza-
tion is ill-posed. However, unlike the aforementioned tasks, colorization is
also ambiguous, i.e., many different colorizations are perfectly plausible. For
instance, differently colored shirts or cars are very reasonable, while there is
certainly less diversity in shades of façades. Capturing these subtleties is a
non-trivial problem. Early colorization methods rely on user-interaction in
the form of a reference image or scribbles [164, 165, 166, 167, 168, 169]. First
attempts to automate the colorization process [170] rely on classifiers trained
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Figure 3.1: Diverse colorizations of the ground truth (GT) generated by c-
GAN [159], MLN-GAN [160], BicycleGAN [161], PIC [162], VAE-MDN [163] and
our approach.
on datasets containing a few tens to a few thousands of images. Naturally,
recent deepnet based methods scaled to much larger datasets containing mil-
lions of images [171, 172, 173, 174, 175, 176]. All these methods operate on
a provided intensity field and produce a single color image which does not
embrace the ambiguity of the task. To address ambiguity, Royer et al. [162]
use a PixelCNN [177] to learn a conditional model p(x|g) of the color field
x given the gray-level image g, and draw multiple samples from this distri-
bution to obtain different colorizations. In addition to compelling results,
failure modes are reported due to ignored complex long-range pixel interac-
tions, e.g., if an object is split due to occlusion. Similarly, Guadarrama et
al. [178] use PixelCNNs to learn multiple embeddings z of the gray-level
image, before a convolutional refinement network is trained to obtain the
final image. Note that in this case, instead of learning p(x|g) directly, the
color field x is represented by a low-dimensional embedding z. Although,
the aforementioned PixelCNN based approaches yield diverse colorization,
they lack large-scale spatial coherence and are prohibitively slow due to the
auto-regressive, i.e., sequential, nature of the model. Another conditional
latent variable approach for diverse colorization was proposed by Deshpande
et al. [163]. The authors train a variational auto-encoder to produce a low-
dimensional embedding of the color field. Then, a Mixture Density Network
(MDN) [179] is used to learn a multi-modal distribution p(z|g) over the la-
tent codes. Latent samples are afterwards converted to multiple color fields
using a decoder. This approach offers an efficient sampling mechanism. How-
ever, the output is often speckled because colors are sampled independently
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for each pixel. Beyond the aforementioned probabilistic formulations, condi-
tional generative adversarial networks [159] have been used to produce diverse
colorizations. However, mode collapse, which results in the model producing
one color version of the gray-level image, is a frequent concern in addition to
consistency. This is mainly due to the generator learning to largely ignore
the random noise vector when conditioned on a relevant context. Cao et al.
[160] address the former issue by concatenating the input noise channel with
several convolutional layers of the generator. A second solution is proposed
by Zhu et al. [161], where the connection between the output and latent
code is encouraged to be invertible to avoid many to one mappings. These
models show compelling results when tested on datasets with strong align-
ment between the samples, e.g., the LSUN bedroom dataset [157] in [160]
and image-to-image translation datasets [180, 181, 159, 182, 183] in [161].
We will demonstrate in Section 3.3 that they lack global consistency on
more complex datasets. The above mentioned generative techniques often
lack structural consistency, e.g., parts of a shirt differ in color or the car
is speckled. Inconsistencies are due to the fact that structural coherence is
only encouraged implicitly when using deepnet based generative methods.
For example, in results obtained from [163, 159, 162, 160, 161] illustrated
in Figure 3.1, the color of the shoulder and neck differ as these models are
sensitive to occlusion. In addition, existing diverse colorization techniques
often lack a form of controllability permitting to interfere while maintaining
structural consistency. Our proposed model addressed all the above men-
tioned challenges, i.e., diversity, structural consistency and controllability.
To this end we formulate the colorization task by augmenting variational
auto-encoder models with Gaussian Conditional Random Fields (G-CRFs).
Variational Auto-Encoders: Variational auto-encoders (VAEs) [184] and
conditional variants [185], i.e., conditional VAEs (CVAEs), have been used
to model ambiguity in a variety of tasks [186, 187]. They are based on the
manifold assumption stating that a high-dimensional data point x, such as
a color image, can be modeled based on a low-dimensional embedding z and
some auxiliary data g, such as a gray-level image. Formally, existence of a
low-dimensional embedding space and a transformation via the conditional
pθ(x|z, g) is assumed. Given a dataset D containing pairs of conditioning
information g and desired output x, i.e., given D = {(g(i),x(i))}|D|i=1, CVAEs
formulate maximization of the conditional log-likelihood ln pθ(x|g), param-
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eterized by θ, by considering the following identity:
ln pθ(x|g)−DKL(qφ(z|x, g), pθ(z|x, g)) = (3.1)
−DKL(qφ(z|x, g), p(z|g)) + Eqφ(z|x,g)[ln pθ(x|g, z)].
Hereby, DKL(·, ·) denotes the Kullback-Leibler (KL) divergence between two
distributions, and qφ(z|x, g) is used to approximate the intractable poste-
rior pθ(z|x, g) of a deepnet which models the conditional pθ(x|g, z). The
approximation of the posterior, i.e., qφ(z|x, g), is referred to as the encoder,
while the deepnet used for reconstruction, i.e., for modeling the conditional
pθ(x|g, z), is typically called the decoder. Since the KL-divergence is non-
negative, we obtain a lower bound on the data log-likelihood ln pθ(x|g) when
considering the right-hand side of the identity given in Eq. 3.1. CVAEs min-








ln pθ(x|g, z(i)), (3.2)
where Eqφ(z|x,g) is approximated via N samples z
(i) ∼ qφ(z|x, g). For sim-
plicity of the exposition, we ignored the summation over the samples in the
dataset D, and provide the objective for training of a single pair (x, g).
We next discuss how we combine those ingredients for diverse, controllable
yet structurally coherent colorization.
3.2 Approach
Our proposed colorization model has several appealing properties: (1) diver-
sity, i.e., it generates diverse and realistic colorizations for a single gray-level
image; (2) global coherence, enforced by explicitly modeling the output-space
distribution of the generated color field using a fully connected Gaussian
conditional random field (G-CRF); (3) controllability, i.e., our model can
consider external constraints at runtime efficiently. For example, the user
can enforce a given object to have a specific color or two separated regions
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Figure 3.2: A fully connected Gaussian conditional random field (G-CRF) based
VAE for diverse and globally coherent colorization. To generate diverse coloriza-
tions, we use a mixture density network (MDN) to represent the multi-modal
distribution of the color field embedding z given the gray-level image g. At test
time, we sample multiple embeddings that are subsequently decoded to generate
different colorizations. To ensure global consistency, we model the output space
distribution of the decoder using a G-CRF.
3.2.1 Overview
We provide an overview of our approach in Figure 3.2. Given a gray-level
image g with P pixels, our goal is to produce different color fields y ∈ R2P
consisting of two channels ya ∈ RP and yb ∈ RP in the Lab color space.
In addition, we enforce spatial coherence at a global scale and enable con-
trollability using a Gaussian conditional random field which models the out-
put space distribution. To produce a diverse colorization, given a dataset
D = {x(i), g(i)}|D|i=1, we want to learn a multi-modal conditional distribution
p(x|g) of the color field x given the gray-level image g. However, learn-
ing this conditional is challenging since the color field x and the intensity
field g are high dimensional. Hence, training samples for learning p(x|g)
are sparsely scattered and the distribution is difficult to capture, even when
using large datasets. Therefore, we assume the manifold hypothesis to hold,
and we choose to learn a conditional p(x|z, g) based on low-dimensional em-
beddings z captured from x and g, by using a variational auto-encoder which
approximates the intractable posterior p(z|x, g) via an encoder. Deshpande
et al. [163] demonstrated that sampling from the approximation of the pos-
terior results in low variance of the generated images. Following Deshpande
et al. [163], we opt for a multi-stage training procedure to directly sample
from p(z|g) as follows. To capture the low-dimensional embedding, in a first
training stage, we use a variational auto-encoder to learn a parametric uni-
modal Gaussian encoder distribution qφ(z|x, g) ∼ N (µφ, σ2φI) of the color
field embedding z given both the gray-level image g and the color image x





















































Figure 3.3: Overview of the model architecture and the training procedure.
In the first training stage, we learn a low-dimensional embedding z of the color
field x conditioned on the gray-level image g using a VAE. To disentangle color
from structure, we first learn the unary term B in phase 1, then in phase 2,
learn a precision matrix that encodes the structure of the image by imposing the
constraint that pixels with similar intensities should have similar colorizations.
To enable controllability, we use a training schedule specified in the matrix H
to incrementally mask the decoded pixel colors in the unary term B and hence
gradually rely on the A matrix to restore the colorization from the unary term.
In the second training stage, we use an MDN to learn a multi-modal distribution
of the latent embedding given the gray-level image.
pθ(y|z, g). Importantly, we note that the encoder qφ(z|x, g) takes advan-
tage of both the color image x and the gray-level intensities g when mapping
to the latent representation z. Due to the use of the color image, we expect
that this mapping can be captured to a reasonable degree using a uni-modal
distribution, i.e., we use a Gaussian.
However, multiple colorizations can be obtained from a gray-scale image
g during inference. Hence, following Deshpande et al. [163], we do not
expect a uni-modal distribution p(z|g) to be accurate during testing, when
only conditioning on the gray-level image g.
To address this issue, in a second training stage, we train a mixture den-
sity network (MDN) pψ(z|g) to maximize the log-likelihood of embeddings z
sampled from qφ(z|x, g) (Figure 3.3 (b)). Intuitively, for a gray-level image,
the MDN predicts the parameters of M Gaussian components each corre-
sponding to a different colorization. The embedding z that was learned in
the first stage is then tied to one of these components. The remaining com-
ponents are optimized by close-by gray-level image embeddings.
At test time, N different embeddings {z}Nk=1 are sampled from the MDN
pψ(z|g) and transformed by the decoder into diverse colorizations, as we
show in Figure 3.2.
To encourage globally coherent colorizations and to ensure controllability,
we use a fully connected G-CRF layer to model the output space distribution.
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It captures unary and higher-order correlations (HOCs) between the pixels’
colors for the a and b channels. Intuitively, the joint G-CRF enables the
model to capture more global image statistics which turn out to yield more
spatially coherent colorizations as we will show in the results section. The
unary term Bz,g is obtained from the VAE decoder and encodes the color
per pixel. The HOC term Ag = f(A
T
gAg) is responsible for encoding the
structure of the input image. It is a function of the inner product of low-rank
pixel embeddings Ag, learned from the gray-level image and measuring the
pairwise similarity between the pixels’ intensities. The intuition is that pixels
with similar intensities should have similar colorizations. The HOC term is
shared between the different colorizations obtained at test time. Beyond
global consistency, it also enables controllability by propagating user edits
encoded in the unary term properly. Due to the symmetry of the HOC term,
the quadratic energy function has a unique global minimum that can be
obtained by solving the system of linear equations:
Agy = Bz,g. (3.4)
Subsequently, we drop the dependency of A and B on g and z for notational
simplicity.
We now discuss how to perform inference in our model and how to learn
the model parameters such that colorization and structure are disentangled
and controllability is enabled by propagating user strokes.
3.2.2 Inference
In order to ensure a globally consistent colorization, we take advantage of
the structure in the image. To this end, we encourage two pixels to have
similar colors if their intensities are similar. Thus, we want to minimize the
difference between the color field y for the a and b channels and the weighted
average of the colors at similar pixels. More formally, we want to encourage
the equalities ya = Ŝya and yb = Ŝyb, where Ŝ = softmax(A
TA) is a
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similarity matrix obtained from applying a softmax function to every row of
the matrix resulting from ATA. To simplify, we use the block-structured
matrix S = diag(Ŝ, Ŝ).
In addition to capturing the structure, we obtain the color prior and con-
trollability by encoding the user input in the computed unary termB. Hence,
we add the constraint Hy = α, where H is a diagonal matrix with 0 and
1 entries corresponding to whether the pixel’s value is not or is specified by
the user, and α a vector encoding the color each pixel should be set to.
With the aforementioned intuition at hand we obtain the quadratic energy






β being a hyper-parameter. This corresponds to a quadratic energy function
of the form 1
2
yTAy + By + C, where A = (S − I)T (S − I) + βHTH ,
B = −2βαTH and C = βαTα. It is immediately apparent that the unary
term only encodes color statistics while the HOC term is only responsible for
structural consistency. Intuitively, the conditional pθ(x|g, z) is interpreted
as a Gaussian multi-variate density:
pθ(y|z, g) ∝ exp(−Eθ,g,z(y)), (3.5)
parametrized by the above defined energy function Eθ,g,z. It can be easily
checked that A is a positive definite full rank matrix. Hence, for a strictly
positive definite matrix, inference is reduced to solving a linear system of
equations:
((I − S)T (I − S) + βHTH)y = βHTα. (3.6)
We solve the linear system above using the LU decomposition of the A ma-
trix. Empirically, we observe that the linear system above is well-conditioned
and led to stable learning. How to learn the terms α and S will be explained
in the following.
3.2.3 Learning
We now present the two training stages illustrated in Figure 3.3 to ensure
color and structure disentanglement and to produce diverse colorizations. We
also discuss the modifications to the loss given in Equation 3.2 during each
stage.
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Figure 3.4: Controllability: Given a gray-level image, we learn to disentangle
structure from colorization. The HOC term is used to propagate sparse user edits
encoded in the H and α terms.
Stage 1: Training a Structured Output Space Variational Auto-
Encoder: During the first training stage, we use the variational auto-encoder
formulation to learn a low-dimensional embedding for a given color field.
This stage is divided into two phases to ensure color and structure disentan-
glement. In a first phase, we learn the unary term produced by the VAE
decoder. In the second phase, we fix the weights of the VAE apart from the
decoder’s two top-most layers and learn a D-dimensional embedding matrix
A ∈ RD×P for the P pixels from the gray-level image. The matrix Ŝ ob-
tained from applying a softmax to every row of ATA is used to encourage
a smoothness prior y = Sy for the a and b channels. In order to ensure
that the S matrix learns the structure required for the controllability stage,
where sparse user edits need to be propagated, we follow a training schedule
where the unary terms are masked gradually using theH matrix. The input
image is reconstructed from the sparse unary entries using the learned struc-
ture. When colorization from sparse user edits is desired, we solve the linear
system from Equation 3.6 for the learned HOC term, an H matrix and α
term encoding the user edits, as illustrated in Figure 3.4. We explain the
details of the training schedule in the experimental section. Given the new













Subsequently we use the term L to refer to the objective function of this
program.
Stage 2: Training a Mixture Density Network (MDN): Since a color
image x is not available during testing, in the second training stage, we
capture the approximate posterior qφ(z|x, g), a Gaussian which was learned
in the first training stage, using a parametric distribution pψ(z|g). Due to
the dependence on the color image x we expect the approximate posterior
qφ(z|x, g) to be easier to model than pψ(z|g). Therefore, we let pψ(z|g) be a
Gaussian mixture model (GMM) with M components. Its means, variances,
and component weights are parameterized via a mixture density network
(MDN) with parameters ψ. Intuitively, for a given gray-level image, we
expect the M components to correspond to different colorizations. The col-
orfield embedding z learned from the first training stage is mapped to one of
the components by minimizing the negative conditional log-likelihood, i.e.,
by minimizing:












g,ψ and σ refer to, respectively, the mixture coefficients,
the means and a fixed co-variance of the GMM learned by an MDN net-
work parametrized by ψ. However, minimizing − ln pψ(z|g) is hard as it
involves the computation of the logarithm of a summation over the differ-
ent exponential components. To avoid this, we explicitly assign the code
z to that Gaussian component m, which has its mean closest to z, i.e.,
m = argmin
i
‖z − µ(i)g,ψ‖. Hence, the negative log-likelihood loss − ln pψ(z|g)
is reduced to solving the following program:
min
ψ







z ∼ qφ(z|x, g) = N (µφ,σ2φI)
m = argmin
i∈{1,...,M}
‖z − µ(i)g,ψ‖ (3.9)
Note that the latent samples z are obtained from the approximate posterior
qφ(z|x, g) learned in the first stage. Next, we show that the gradient of
the loss with respect of A and B can be computed efficiently via evaluating
closed-form expressions.
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Figure 3.5: Qualitative comparison of diverse colorizations obtained from c-
GAN [159], MLN-GAN [160], BicycleGAN [161], PIC [162], VAE-MDN [163] and
our approach.
Gradients of the G-CRF Parameters: During the first training phase’s
forward pass, the G-CRF receives the unary term B and the HOC term
A, and outputs the reconstructed color field after solving the linear system
Ay = B. In the backward pass, the G-CRF layer receives the gradient of
the objective function L of the program given in Equation 3.7 with respect
to x and computes closed-form expressions for the gradient of the loss with
respect to A and B. Using the chain rule, the gradients of the remaining












taking Equation 3.4 into account, we compute ∂B
∂y
= A. Hence, it can be
easily verified that a closed-form expression of the gradient of the loss with










Table 3.1: Results of the user study (% of the model in bold winning).
Ours vs VAE-MDN Ours vs PIC VAE-MDN vs PIC
LFW 61.12 % 59.04 % 57.17 %
LSUN-Church 66.89 % 71.61 % 54.46 %
ILSVRC-2015 54.79 % 66.98 % 62.88%



















Next, we present quantitative and qualitative results on three datasets of
increasing color field complexity: (1) the Labeled Faces in the Wild dataset
(LFW) [156], which consists of 13,233 face images aligned by deep funnel-
ing [188]; (2) the LSUN-Church dataset [157] containing 126,227 images and
(3) the validation set of ILSVRC-2015 (ImageNet-Val) [158] with 50,000 im-
ages. We compare the diverse colorizations obtained by our model with
three baselines representing three different generative models: (1) the con-
ditional generative adversarial network [159, 160, 161]; (2) the variational
auto-encoder with MDN [163]; and (3) the probabilistic image colorization
model [162] based on PixelCNN. Note that Deshpande et al. [163] presents
a comparison between VAE-MDN and a conditional VAE, demonstrating the
benefits of the VAE-MDN approach.
3.3.1 Baselines
Conditional Generative Adversarial Network: We compare our ap-
proach with three GAN models: the c-GAN architecture proposed by Isola
et al. [159], the GAN with multi-layer noise by Cao et al. [160] and the
Bicycle GAN by Zhu et al. [161].
Variational Auto-Encoder with Mixture Density Network (VAE-
MDN): The architecture by Deshpande et al. [163] trains an MDN based
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Table 3.2: Quantitaive comparison with baselines. We use the error-of-best per
pixel (Eob), the variance (Var), the mean structural similarity SSIM across all pairs




eob. Var. SSIM. Train. eob. Var. SSIM. Train. eob. Var. SSIM. Train.
c-GAN[?] .047 8.40e−6 .92 ∼4h .048 6.20e−6 .94 ∼39h .048 8.88e−6 .91 ∼18h
MLN-GAN[160] .057 2.83e−2 .12 ∼4h .051 2.48e−2 .34 ∼39h .063 1.73e−2 .38 ∼18h
BicycleGAN[161] .045 6.50e−3 .51 ∼4h .048 2.20e−2 .38 ∼39h .042 2.20e−2 .15 ∼18h
VAE-MDN[163] .035 1.81e−2 .49 ∼4h .028 1.05e−2 .77 ∼39h .033 7.17e−3 .48 ∼18h
PIC[162] .043 5.32e−2 .36 ∼48h .047 7.40e−5 .91 ∼144h .035 6.74e−2 .19 ∼96h
Ours 11e−5 8.86e−3 .61 ∼4h 93e−6 1.17e−2 .83 ∼39h 12e−5 8.80e−3 .52 ∼18h
auto-encoder to generate different colorizations. It is the basis for our method.
Probabilistic Image Colorization (PIC): The PIC model proposed by
Royer et al. [162] uses a CNN network to learn an embedding of a gray-level
images, which is then used as input for a PixelCNN network.
3.3.2 Architecture and Implementation Details
In this section, we discuss the architecture of the encoder, the MDN, the
decoder, the structure encoder and the G-CRF layer. We introduce the
following notation for describing the different architectures. We denote by
Ca(k, s, n) a convolutional layer with kernel size k, stride s, n output channels
and activation a. We write B for a batch normalization layer, U(f) for
bilinear up-sampling with scale factor f and FC(n) for fully connected layer
with n output channels. To regularize, we use dropout for fully connected
layers.
Encoder: The encoder network learns an approximate posterior qφ(z|x, g)
conditioned on the gray-level image representation and the color image. Its
input is a colorfield of size 64 × 64 × 2 and it generates an embedding z of
size 64. The architecture is as follows: 64 × 64 × 2 → CReLU(5, 2, 128) →
B → CReLU(5, 2, 256) → B → CReLU(5, 2, 512) → B → CReLU(4, 2, 1024) →
B → FC(64).
MDN: The MDN ’s input is a 28 × 28 × 512 gray-level feature embedding
from [48]. It predicts the parameters of 8 Gaussian components, namely 8
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Table 3.3: Average PSNR (dB) (higher is better) vs. number of revealed points (|H|).
Levin et al. [165] Endo et al. [189] Barron et al. [190] Zhang et al. [175] Ours
|H| 10 50 100 10 50 100 10 50 100 10 50 100 10 50 100
PSNR 26.5 28.5 30 24.8 25.9 26 25.3 28 29 28 30.2 31.5 26.7 29.3 30.4
means of size 64, and 8 mixture weights. We use a fixed spherical variance σ
equal to 0.1. The MDN network is constructed as follows: 28× 28× 512→
CReLU(5, 1, 384) → B → CReLU(5, 1, 320) → B → CReLU(5, 1, 288) → B →
CReLU(5, 2, 256) → B → CReLU(5, 1, 128) → B → FC(4096) → FC(8 ×
64 + 8).
Decoder: During training, the decoder ’s input is the embedding of size
64 generated by the encoder. At test time, the input is a 64-dimensional
latent code sampled from one of the Gaussian components of the MDN. The
decoder generates a vector B of unary terms of size (32× 32× 2). It consists
of operations of bilinear up-sampling and convolutions. During training, we
learn four feature maps f1, f2, f3 and f4 of the gray-level image of sizes 4×4×
1024, 8×8×512, 16×16×256 and 32×32×128, respectively. We concatenate
these representations with the ones learned by the decoder, after every up-
sampling operation, i.e., f1 is concatenated with the decoder’s representation
after the first up-sampling, f2 after the second upsampling and so on. The
architecture is described as follows: 1×1×64→ U(4)→ CReLU(4, 1, 1024)→
B → U(2) → CReLU(5, 1, 512) → B → U(2) → CReLU(5, 1, 256) → B →
CReLU(5, 1, 128) → B → U(2) → CReLU(5, 1, 64) → B → CReLU(5, 1, 2) →
(32× 32× 2).
Structure Encoder: The structure encoder learns a 512-dimensional em-
bedding for every node in the down-sampled gray-level image of size 32×32×
1. It consists of stacked convolutional layers: (32×32×1)→ CReLU(5, 1, 16)→
B → CReLU(5, 1, 32) → B → CReLU(5, 1, 64) → B → CReLU(5, 1, 128) →
B → CReLU(5, 1, 256)→ B → CReLU(5, 1, 512)→ 512× (32× 32).
G-CRF Layer: The G-CRF is implemented as an additional layer that has
as input the unary term B and the embedding matrix A produced by the
structure encoder. During the forward pass, it outputs a color field of size
32×32×2 by solving the linear system in Equation 3.4 for the channels a and
b separately. During the backward pass, it generates the gradient of the loss
with respect to the unary term and the the embedding matrix respectively.
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Figure 3.6: Controllability. Colorization from sparse user edits.
To compute the gradient of B, we solve the linear system in Equation 3.10.
The gradient of A is given in Equation 3.11.
3.3.3 Comparison with Baselines
We qualitatively compare the diversity and global spatial consistency of the
colorizations obtained by our models with the ones generated by the afore-
mentioned baselines, in Figures 3.1 and 3.5. We observe that our approach is
the only one which generates a consistent colorization of the skin of the girl
in Figure 3.1. We are also able to uniformly color the ground, the snake,
and the actor’s coat in Figure 3.5.
For global consistency evaluation, we perform a user study, presented in
Table 3.1, where participants are asked to select the more realistic image from
a pair of images at a time. We restrict the study to the three approaches
with the overall lowest error-of-best (eob) per pixel reported in Table 3.2,
namely VAE-MDN, PIC and our model. We use the clicking speed to filter
out inattentive participants. Participants did neither know the paper content
nor were the methods revealed to them. We gathered 5,374 votes from 271
unique users. The results show that users prefer colorizations obtained with
the proposed approach.
To evaluate diversity, we use two metrics: (1) the variance of diverse col-
orizations and (2) the mean structural similarity SSIM [191] across all pairs
of colorizations generated for one image. We report our results in Table 3.2.
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Figure 3.7: Visualization of the unary term. The first row corresponds to the
ground truth image. We visualize one possible colorization in the third row and
its corresponding unary term in the second row.
3.3.4 Global Consistency
Our model noticeably outperforms all the baselines in producing spatially co-
herent results as demonstrated by the user study. PIC generates very diver-
sified samples for the LFW and ILSVRC-2015 datasets but lacks long-range
spatial dependencies because of the auto-regressive nature of the model. For
example, the snake in the second row of Figure 3.5 has different colors for the
head and the tail, and the woman’s skin tone is inconsistent in Figure 3.1.
The VAE-MDN, Bicycle GAN and MLN-GAN outputs are sometimes speck-
led and objects are not uniformly colored. For example, parts of the dome
of the building in the second row of Figure 3.5 are confused to be part of
the sky and the shirt in the third row is speckled. In contrast, our model is
capable of capturing complex long-range dependencies. This is confirmed by
the user study.
3.3.5 Diversity
Across all datasets, c-GAN suffers from mode collapse and is frequently un-
able to produce diverse colorizations. The PIC, MLN-GAN and Bicycle GAN
models yield the most diverse results at the expense of photo-realism. Our
model produces diverse results while ensuring long-range spatial consistency.
3.3.6 Controllability
For the controllably experiments, we set the β hyper-parameter to 1 during










Figure 3.8: Visualization of the HOC term. For every example, we show the
ground truth image and three HOC terms corresponding to three different pixels
marked in red.
to force the model to encode the structure required to propagate sparse user
inputs in the controllability experiments: We train the unary branch for
15 epochs (Stage1, Phase1), then train the HOC term for 15 epochs as well
(Stage1, Phase2). We use the diagonal matrixH to randomly specify L pixels
which colors are encoded by the unary branch α. We decrease L following a
training schedule from 100% to 75%, 50%, 25% then 10% of the total number
of pixels after respectively epochs 2, 4, 6, 8, 10 and 12. Note that additional
stages could be added to the training schedule to accommodate for complex
datasets where very sparse user input is desired. In Figure 3.6, we show that
with two edits (E1 and E2), we colorize a face in green (Zhang et al. [175]
use three edits) and the sky and the building in different colors. With three
user edits (E1, E2 and E3), we show that we can colorize more complex
images. We show the edits E using red markers. We visualize the attention
weights per pixel, corresponding to the pixel’s row in the similarity matrix
S, in blue, where darker shades correspond to stronger correlations.
Quantitatively, we report the average PSNR for 10, 50 and 100 edits on
the ImageNet test set in Table 3.3, where edits (points) corresponding to
randomly selected 7 × 7 patches are revealed to the algorithm. We observe
that our method achieves slightly better results than the one proposed by
Levin et al. [165] as our algorithm learns, for every pixel color, an “attention
mechanism” over all the pixels in the image while Levin et al. impose local
smoothness.
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3.3.7 Visualization of the HOC and Unary Terms
In order to obtain more insights into the model’s dynamics, we visualize the
unary terms, B, and the similarity matrix S, in respectively Figure 3.7 and
Figure 3.8. As illustrated in Figure 3.8, the HOC term has learned com-
plex long-range pixel affinities through end-to-end training. The results in
Figure 3.7 further suggest that the unary term outputs a colorization with
possibly some noise or inconsistencies that the HOC term fixes to ensure
global coherency. For example, for the picture in the second column in Fig-
ure 3.7, the colors of the face, chest and shoulder predicted by the unary
term are not consistent, and were fixed by the binary term which captured
the long-range correlation as it is shown in Figure 3.8 (c).
We notice different interesting strategies for encoding the long-range corre-
lations: On the LSUN-Church dataset, the model encourages local smooth-
ness as every pixel seems to be strongly correlated to its neighbors. This
is the case for the sky in Figure 3.8 (e). The model trained on the LFW
dataset, however encoded long-range correlation. To ensure consistency over
a large area, it chooses some reference pixels and correlates every pixel in the
area, as can be seen in Figure 3.8 (c). We provide more results in Section B.
3.4 Conclusion
We proposed a Gaussian conditional random field based variational auto-
encoder formulation for colorization and illustrated its efficacy on a variety
of benchmark datasets, outperforming existing methods. The developed ap-
proach goes beyond existing methods in that it does not only model the
ambiguity which is inherent to the colorization task, but also takes into
account structural consistency, via incorporating higher potentials. The for-
mulation enables a controllability mechanism that allows integrating external
constraints. Inference with these potentials is performed exactly, via solving




INFERENCE IN GENERAL GRAPHICAL
MODELS USING REINFORCEMENT
LEARNING
In Chapter 3, we introduced a Gaussian conditional random field modeling
higher-order correlations between the output space variables, while ensur-
ing exact inference. In this chapter, we use reinforcement learning to learn
heuristics for inference in general energy-based models without imposing any
constraints on the potentials types and orders. We assess our method on
the task of semantic segmentation. We show that we can efficiently solve
higher-order potentials that are untractable with traditional techniques. We
present compelling results on MOTS multi-object tracking and segmentation
dataset [192] (3 classes) and scale to Pascal VOC semantic segmentation
dataset [193] (21 classes). We start by reviewing work on semantic segmen-
tation.
4.1 Related Work
In early 2000, classifiers were locally applied to images to generate segmen-
tations [197] which resulted in a noisy output. To address this concern, as
early as 2004, He et al. [198] applied conditional random fields (CRFs) [199]
and multi-layer perceptron features. For inference, Gibbs sampling was used,
since MAP inference is NP-hard due to the combinatorial nature of the pro-
gram. Progress in combinatorial optimization for flow-based problems in the
1990s and early 2000s [200, 201, 202, 203, 204, 205, 206, 207] showed that
min-cut solvers can find the MAP solution of sub-modular energy functions
















































Figure 4.1: Pipeline of the proposed approach. Inference in a higher-order CRF
is solved using reinforcement learning for the task of semantic segmentation. For
Pascal VOC, unaries are obtained from PSPNet [194], pairwise potentials are com-
puted using hypercolumns from VGG16 [99] and higher-order potentials are based
on detection bounding boxes from YoloV2 [195]. The policy network is modeled as
a graph embedding network [196] following the CRF graph structure. It sequen-
tially produces the labeling of every node (superpixel).
swap-moves and α-expansion [206] were developed to extend applicability of
min-cut solvers to more than two labels. Semantic segmentation was fur-
ther popularized by combining random forests with CRFs [208]. Recently,
the performance on standard semantic segmentation benchmarks like Pascal
VOC 2012 [193] has been dramatically boosted by convolutional networks.
Both deeper [209] and wider [210, 211, 212] network architectures have been
proposed. Advances like spatial pyramid pooling [194] and atrous spatial
pyramid pooling [213] emerged to remedy limited receptive fields. Other ap-
proaches jointly train deepnets with CRFs [214, 215, 216, 217, 218, 95, 219]
to better capture the rich structure present in natural scenes.
4.2 Approach
We first present an overview of our approach before we discuss the individual
components in greater detail.
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4.2.1 Overview
Finding the optimal semantic segmentation configuration, i.e., finding the
minimizing argument of the energy, generally involves solving an NP-hard
combinatorial optimization problem. Notable exceptions include energies
with sub-modular co-occurrence terms. Instead of using classical directions,
here, we assess suitability of learning based combinatorial optimization. In-
tuitively, we argue that CRF inference for the task of semantic segmentation
exhibits an inherent similarity which can be exploited by learning based
algorithms. We therefore first provide an overview of the developed ap-
proach, outlined in Figure 4.1. Just like classical approaches, we also use
local evidence and co-occurrence information, obtained from deepnets. This
information is consequently used to form an energy function defined over a
conditional random field (CRF). An example of a CRF with variables cor-
responding to superpixels (circles), pairwise potentials (edges) and higher-
order potentials obtained from object detections (fully connected cliques) is
illustrated in Figure 4.1. However, different from classical methods, we find
the minimizing configuration of the energy by repeatedly applying a learned
policy network. In every iteration, the policy network selects a random vari-
able, i.e., the pixel and its label by computing a probability distribution
over all currently unlabeled pixels and their labels. Specifically, the pixel
and label are determined by choosing the highest scoring entry in a matrix
where the number of rows and columns correspond to the currently unla-
beled pixels and the available labels respectively, as illustrated in Figure 4.2.
Differently, from the RL-based inference approach proposed in the previous
chapter, where rewards are obtained after the entire solution (summary) is
generated, we propose schemes for training with denser rewards, with the
goal of improving the scalability and performance of the inference engine.
4.2.2 Problem Formulation
Formally, given an image x, we are interested in predicting the semantic
segmentation y = (y1, . . . , yN) ∈ Y . Hereby, N denotes the total number
of pixels or superpixels, and the semantic segmentation of a superpixel i ∈
{1, . . . , N} is referred to via yi ∈ L = {1, . . . , |L|}, which can be assigned










































Figure 4.2: Illustration of one iteration of reinforcement learning for the infer-
ence task. The policy network samples an action a1 = (i
∗
1, yi∗1) from the learned
distribution π(a1|s1) ∈ RN×|L| at iteration t = 1.
Classical techniques obtain local evidence fi(yi) for every pixel or su-
perpixel, and co-occurrence information in the form of pairwise potentials
fij(yi, yj) and higher-order potentials fc(yc). The latter assigns an energy to
a clique c ⊆ {1, . . . , N} of variables yc = (yi)i∈c. For readability, we drop the
dependence of the energies fi, fij and fc on the image x and the parameters
of the employed deepnets. The goal of energy-based semantic segmentation













Hereby, the sets E and C subsume respectively the captured set of pairwise
and higher-order co-occurrence patterns. Details about the potentials are
presented in Section 4.2.6.
Solving the combinatorial program given in Equation 4.1, i.e., inferring
the optimal configuration y∗ is generally NP-hard. Different from existing
methods, we develop a learning based combinatorial optimization heuristic
for semantic segmentation with the intention to better capture the intrica-
cies of energy minimization than can be done by hand-crafting rules. The
developed heuristic sequentially labels one variable yi, i ∈ {1, . . . , N}, at a
time.
Formally, selection of one superpixel at a time can be formulated in a
reinforcement learning context, as shown in Figure 4.2. Specifically, an agent
operates in t ∈ {1, . . . , N} time-steps according to a policy π(at|st) which
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encodes a probability distribution over actions at ∈ At given the current state
st. The current state subsumes in selection order the indices of all currently
labeled variables It ⊆ {1, . . . , N} as well as their labels yIt = (yi)i∈It , i.e.,
st ∈ {(It,yIt) : It ⊆ {1, . . . , N},yIt ∈ L|It|}. We start with s1 = ∅. The
set of possible actions At is the concatenation of the label spaces L for all




emphasize the difference between the concatenation operator and the product
operator used to obtain the semantic segmentation output space Y = LN ,
i.e., the proposed approach does not operate in the product space.
As mentioned before, the policy π(at|st) results in a probability distribu-
tion over actions at ∈ At from which we greedily select the most probable
action
a∗t = arg max
at∈At
π(at|st).
The most probable action a∗t can be decomposed into the index for the se-
lected variable, i.e., i∗t and its state yi∗t ∈ L. We obtain the subsequent
state st+1 by combining the extracted variable index i
∗
t and its labeling with
the previous state st. Specifically, we obtain st+1 = st ⊕ (i∗t , yi∗t ) by slightly
abusing the ⊕-operator to mean concatenation to a set and a list maintained
within a state.
Algorithm 2: Inference Procedure
1 s1 = ∅;
2 for t = 1 to N do
3 a∗t = argmaxat∈At π(at|st)
4 (i∗t , yi∗t )← a∗t
5 st+1 = st ⊕ (i∗t , yi∗t )
6 Return: ŷ ← sN+1
Formally, we summarize the developed reinforcement learning based se-
mantic segmentation algorithm used for inferring a labeling ŷ in Algorithm 6.
In the following, we describe the policy function πθ(at|st), which we found
to work well for semantic segmentation, and different variants to learn its
parameters θ.
50
Table 4.1: Illustration of the energy reward computation following the two proposed
reward schemes on a fully connected graph with 3 nodes.
t it Et rt = −(Et − Et−1) rt = ±1 Graph
0 − 0 − −
1 2 3
1 1 f1(y1) −f1(y1) −1+2· 1{(Et(y1)<Et(ŷ1))∀ŷ1}
1 2 3
2 2 f1(y1)+f2(y2) −f2(y2)−f12(y1, y2) −1+2· 1{(Et(y1,y2)<Et(y1,ŷ2))∀ŷ2}
1 2 3
+f12(y1, y2)
3 3 f1(y1)+f2(y2) + f3(y3) −f3(y3)−f23(y2, y3) −1+2· 1{(Et(y1,y2,y3)<Et(y1,y2,ŷ3))∀ŷ3}
1 2 3
+f12(y1, y2)+f23(y2, y3) −f13(y1, y3)
+f13(y1, y3)+f13(y1, y3) −f{1,2,3}(y1, y2, y3)
+f{1,2,3}(y1, y2, y3)
4.2.3 Policy Function
Wemodel the policy function πθ(at|st) using a graph embedding network [196].
The input to the network is a weighted graph G(V ,E , w), where nodes
V = {1, . . . , N}, correspond to variables, i.e., in our case superpixels, E is a
set of edges connecting neighboring superpixels, as illustrated in Figure 4.1
and w : E → R+ is the edge weight function. The weights {w(i, j)}{j:(i,j)∈E}
on the edges between a given node i and its neighbors {j : (i, j) ∈ E} form
a distribution, obtained by normalizing the dot product between the hyper-
columns [99] gi and gj via a softmax across neighbors. At every iteration,
the state st is encoded in the graph G by tagging node i ∈ V with a scalar
hi = 1 if the node is part of the already labeled set It, i.e., if i ∈ It and 0
otherwise. Moreover, a one-hot encoding ỹi ∈ {0, 1}|L| encodes the selected
label of nodes i ∈ It. We set ỹi to equal the all zeros vector if node i has not
been selected yet.
Every node i ∈ V is represented by a p-dimensional embedding, where p is
a hyperparameter. The embedding is composed of ỹi, hi as well as superpixel
features bi ∈ RF which encode appearance and bounding box characteristics
that we discuss in detail in Section 4.3.
The output of the network is a |L|-dimensional vector πi for each node
i ∈ V , representing the scores of the |L| different labels for variable i.
The network iteratively generates a new representation µ
(k+1)
i for every
node i ∈ V by aggregating the current embeddings µ(k)i according to the
graph structure E starting from µ
(0)
i = 0, ∀i ∈ V . After K steps, the
embedding captures long range interactions between the graph features as
well as the graph properties necessary to minimize the energy function E.
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1 ∈ Rp, θ(k)2 ∈ Rp×|L| , θ(k)3 ∈ Rp×F and θ(k)4 ∈ Rp×p are trainable




i ∀i ∈ {1, . . . , N} \ It, (4.3)
where θ5 ∈ R|L|×p is another trainable model parameter. We illustrate the
policy function πθ(at|st) and one iteration of inference in Figure 4.2.
4.2.4 Reward Function
At step t, we define the reward as the difference between the value of the
negative new energy Et and the negative energy from the previous step Et−1,
i.e., rt(st, at) = Et−1(yIt−1) − Et(yIt), where E0 = 0. Note that, with this
design choice for the reward function rt(st, at), the cumulative reward coin-
cides exactly with the objective function that we aim at maximizing, i.e.,
∑N
t=1 rt(st, at) = −E(ŷ), where ŷ is extracted from sN+1. Potentials de-
pending on variables that are not labeled at time t are not incorporated in
the evaluation of Et(yIt).
We also study a second scheme, where the reward is truncated to +1 or
−1, i.e., rt(st, at) ∈ {−1, 1}. For every selected node it, with label yit , we
compare the energy function Et(yIt) with the one obtained when using all
other labels ŷit ∈ L \ yit . If the chosen label yit results in the lowest energy,
the obtained reward is +1, otherwise it is −1.
Note that the unary potentials result in a reward for every time step.
Pairwise and high-order potentials result in a sparse reward as their value is
only available once all the superpixels forming the pair or clique are labeled.
We illustrate the energy and reward computation on a graph with three fully
connected nodes in Table 4.1.
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4.2.5 Learning Policy Parameters
To learn the parameters θ of the policy function πθ(at|st), a plethora of rein-
forcement learning algorithms are applicable. To provide a careful assessment
of the developed approach, we study two different techniques, Q-learning and
Monte-Carlo Tree Search, both of which we describe next.
Q-learning: In the context of Q-learning, we interpret the |L|-dimensional
policy network output vector corresponding to a currently unlabeled node
i ∈ {1, . . . , N} \ It as the Q-values Q(st, at;θ) associated to the action at of
selecting node i and assigning label yi ∈ L. Since we only consider actions to
label currently unlabeled nodes we obtain a total of |At| different Q-values.
We perform standard Q-learning and minimize the L2-loss (z−Q(st, at;θ))2,
where we use target z = γmaxa′ Q(st+1, a
′;θ) + rt(st, at) for a non-terminal
state. The reward is denoted rt and detailed above. The terminal state is
reached when all the nodes are labeled.
Instead of updating the Q-function based on the current sample
(st, at, rt(st, at), st+1), we use a replay memory populated with samples (graphs)
from previous episodes. In every iteration, we select a batch of samples and
perform stochastic gradient descent on the squared loss.
During the exploration phase, beyond random actions, we encourage the
following three different sets of actions to generate more informative rewards
for training: (1) M
(t)
1 : Nodes that are adjacent to the already selected ones
in the graph. Otherwise, the reward will only be based on the unary terms
as the pairwise ones are only evaluated if the neighbors are labeled (t = 2
in Table 4.1). We assign a score M1(st, at) to every available action at =
(it, yit) ∈ At to encourage the exploration of the set M(t)1 :
M1(st, at) =
|{j : (j /∈ It) and (it, j) ∈ E}|




2 : Nodes with the lowest unary distribution entropy at iteration t.
The low entropy indicates a high confidence of the unary deepnet. Hence, the
labels of the corresponding nodes are more likely to be correct and provide
useful information to neighbors with higher entropy in the upcoming itera-
tions. We assign a scoreM2(st, at) to every available action at = (it, yit) ∈ At
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Here, Sit denotes the entropy of the unary distribution evaluated at node it.
(3) M
(t)
3 : Nodes with the same label as neighbouring nodes belonging to the



















Q(st, at;θ) with probability ǫ
argmax
at∈At
M1(st, at) with probability (1− ǫ)/4
argmax
at∈At
M2(st, at) with probability (1− ǫ)/4
argmax
at∈At
M3(st, at) with probability (1− ǫ)/4
Random with probability (1− ǫ)/4
. (4.7)
Here ǫ is a fixed probability modeling the exploration-exploitation tradeoff.
At test time, a∗t = argmax
at∈At
Q(st, at;θ).
Monte-Carlo Tree Search: While DQN tries to learn a policy from looking
at samples representing one action at a time, MCTS has the inherent ability
to update its policy after looking multiple steps ahead via a tree search
procedure. At training time, through extensive simulations, MCTS builds a
statistics tree, reflecting an empirical distribution πMCTS(at|st). Specifically,
for a given image, a node in the search tree corresponds to the state st in our
formulation and an edge corresponds to a possible action at. The root node
is initialized to s1 = ∅. The statistics stored at every node correspond to
(1) N(st): the number of times state st has been reached, (2) N(at|st): the
number of times action at was chosen in state st in all previous simulations, as
well as (3) r̃t(st, at): the averaged reward across all simulations starting at st
and taking action at. The MCTS policy is defined as π
MCTS(at|st) = N(at|st)N(st) .
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A simulation involves three steps: 1) selection, 2) expansion and 3) value
backup. Selection corresponds to choosing the next action given the current
node st, based on four factors: 1) a variant of the probabilistic upper confi-












2 and 4) M
(t)






U(st, at;θ) +M1(st, at) with probability
1
3
U(st, at;θ) +M2(st, at) with probability
1
3




Expansion consists of constructing a child node for every possible action from
the parent node st. The possible actions include the nodes which have not
been labeled. The child nodes’ cumulative rewards and counts are initialized
to 0. Note that selection and expansion are limited to a depth dsim starting
from the root node in a simulation. Value backup refers to back-propagating
the reward from the current node on the path to the root of the sub-tree.
The visit counts of all the nodes in the path are incremented as well. Once
nsim simulations are completed, we compute π
MCTS for every node. The next
action at from the root node is decided according to π
MCTS(at|st) : at ∼
πMCTS(at|st) at train time and at = argmaxat∈At πMCTS(at|st) at inference.
The next node becomes the root of the sub-tree. The experience (st, π
MCTS)
is stored in the replay buffer. The whole process is repeated until all N nodes
in the graph G are labeled. The policy network is then trained through a







to match the empirically constructed distribution. Here, the second sum is
over all valid actions from a state s sampled from the replay buffer. We
summarize the MCTS training procedure below in Algorithm 3. Note that
we run 10 episodes per graph during training, but for simplicity we present
the training for a single episode per graph.
The replay-memory for both DQN and MCTS is divided into two blocks.
The first block corresponds to the unary potential, while the second block
corresponds to the overall energy function. A node is assigned to the sec-
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Algorithm 3: Monte Carlo Tree Search Training
input : Head node: s1, nsim: number of simulations, dsim : depth of
simulations
output: A labeling y ∈ Y for all the nodes V
// Looping over the graphs from the dataset
1 for all G(V ,E , w) do
// Initialization
2 s1 = ∅
3 r̃(si, a) = 0, ∀si, i ∈ {1, . . . , N}, ∀a
// Looping over graph nodes V
4 for t = 1 to N do
// Running simulations
5 for n = 1 to nsim do
// Create and expand a sub-tree
6 for j = t to t+ dsim do
7 Select aj according to Equation 4.8 and advance
temporary state in sub-tree.
8 Backup rewards along the visited nodes in the simulations.
9 Update node visit counts.
10 Compute tree policy πMCTS with visit counts.
11 Select the next action at ∼ πMCTS(at|st).
12 Update the root node st+1 ← st ⊕ at.
13 Store (st,π
MCTS) in Replay Buffer.
14 Sample M examples from Replay Buffer to update neural
network parameters using Equation 4.9.
ond block if its associated reward is higher than the one obtained from its
unary labeling. This ensures positive rewards from all the potentials during
training. Every block is further divided into |L| categories corresponding to
the |L| classes of the selected node. This guarantees a balanced sampling of
the label classes in every batch during training. Beyond DQN and MCTS,
we experimented with policy gradients but could not get it to work as it is
an on-policy algorithm. Reusing experiences for the structured replay buffer
was crucial for success of the learning algorithm.
4.2.6 Energy Function
Finally we provide details on the energy function E given in Equation 4.1.
The unary potentials fi(yi) ∈ R|L| are obtained from a semantic segmentation
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deepnet. The pairwise potential encodes smoothness and is computed as
follows:
fi,j(yi, yj) = ψ(yi, yj) · αp · ✶|gTi gj |<βp , (4.10)
where ψ(yi, yj) is the label compatibility function describing the co-occurrence





1 if yi 6= yj
0 otherwise
. (4.11)
Moreover, |gTi gj| is the above defined unnormalized weight w(i, j) for the
edge connecting the ith and jth nodes, i.e., superpixels. Intuitively, if the dot
product between the hypercolumns gi and gj is smaller than a threshold βp
and the two superpixels are labeled differently, a penalty of value αp incurs.
While the pairwise term mitigates boundary errors, we address recogni-
tion errors with two detection-based higher-order potentials [221]. For this
purpose, we use the YoloV2 bounding box object detector [195] as it en-
sures a good trade-off between speed and accuracy. Every bounding box b
is presented by a tuple (lb, cb, Ib), where lb is the class label of the detected
object, cb is the confidence score of the detection and Ib ⊆ {1, . . . , N} is
the set of superpixels that belong to the foreground detection obtained via
Grab-Cut [17].
The first higher-order potential (HOP1) encourages superpixels within a
bounding box to take the bounding box label, while enabling recovery from
false detections that do not agree with other energy types. For this purpose,
we add an auxiliary variable zb for every bounding box b. We use zb = 1, if
the bounding box is inferred to be valid, otherwise zb = 0. Formally,




wb · cb ·
∑
i∈Ib
✶yi=lb if zb = 0
wb · cb ·
∑
i∈Ib
✶yi 6=lb if zb = 1
, (4.12)
where, wb ∈ R is a weight parameter. This potential can be simplified into a
sum of pairwise potentials between zb and each yi with i ∈ Ib, i.e., f(yIb , zb) =
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Table 4.2: Performance results for the minimizing the energy function Et under reward





























DQN MCTS DQN MCTS DQN MCTS DQN MCTS
5









C IoU (p) 69.05 72.56 70.77 71.99 72.56 72.56 72.43 72.43 72.43 72.43 72.43 38.54 38.75 72.16 72.43
2
5
0 IoU (sp) 83.54 88.01 87.29 88.01 88.01 88.01 88.10 88.10 88.10 88.10 88.10 88.06 88.22 88.56 88.52
IoU (p) 75.88 80.64 80.47 80.64 80.64 80.64 80.68 80.68 80.68 80.68 80.68 80.54 80.86 80.84 80.75
5
0
0 IoU (sp) 84.91 87.39 87.34 87.39 87.39 87.39 87.55 87.55 87.56 87.55 87.55 82.23 83.67 87.80 87.84








0 IoU (sp) 82.49 82.64 80.98 82.64 82.64 82.64 82.64 82.64 82.64 82.64 82.64 80.39 82.64 82.65 82.64








wb · cb · ✶yi=lb if zb = 0
wb · cb · ✶yi 6=lb if zb = 1
. (4.13)
This simplification enables solving the higher-order potential using tradi-
tional techniques like mean field inference [221].
To show the merit of the RL framework, we introduce another higher-order
potential (HOP2) that can not be seamlessly reduced to a pairwise one:
f(yIb) = λb · ✶(∑i∈Ib yi=l)< |Ib|C
, (4.14)
with λb and C being scalar parameters. This potential is evaluated for bound-
ing boxes with special characteristics to encourage the superpixels in the
bounding box to be of label l. Intuitively, if the number of superpixels i ∈ Ib
having label l is less than a threshold |Ib|
C
, a penalty λb incurs. For Pas-
cal VOC, we evaluate the potential on bounding boxes b included in larger
bounding boxes, as we noticed that the unaries frequently miss small objects
overlapping with other larger objects in the image (l = lb). For MOTS, we
evaluate this potential on bounding boxes of type “pedestrians” overlapping
with bounding boxes of type “bicycle”. As cyclists should not be labeled
as pedestrians, we set l to be the background class. Transforming this term
into a pairwise one to enable using traditional inference techniques requires
an exponential number of auxiliary variables.
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Table 4.3: Performance results for the minimizing the energy function Et under reward











s Unary + Pairwise + HOP1
Unary + Pairwise
+ HOP1+ HOP2








DQN MCTS DQN MCTS DQN MCTS DQN MCTS
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C IoU (p) 72.59 72.59 72.59 72.60 72.35 51.88 53.71 72.83 72.85 50.53 51.71 72.94 72.95
2
5
0 IoU (sp) 88.54 88.53 88.55 88.54 88.07 60.60 64.82 88.94 88.91 82.19 81.89 89.30 89.57
IoU (p) 80.91 80.91 80.93 80.91 80.65 57.36 59.73 81.07 81.05 74.94 74.77 81.23 81.33
5
0
0 IoU (sp) 87.95 87.96 87.96 87.95 87.54 37.80 57.66 88.73 88.69 43.99 45.67 88.43 88.21








0 IoU (sp) 83.17 83.17 83.17 83.17 83.16 83.14 83.30 83.27 83.28 83.13 83.19 83.29 83.29
IoU (p) 81.21 81.21 81.21 81.21 81.17 80.61 81.92 82.68 82.69 80.61 80.63 82.77 82.77
4.3 Experiments
In the following, we evaluate our learning based inference algorithm on Pascal
VOC [193] and MOTS [193] datasets. The original Pascal VOC dataset
contains 1464 training and 1449 validation images. In addition to this data,
we make use of the annotations provided by [222], resulting in a total of 10582
training instances. The number of classes is 21. MOTS is a multi-object
tracking and segmentation dataset for cars and pedestrians (2 classes). It
consists of 12 training sequences (5027 frames) and 9 validation ones (2981
frames). In this work, we perform semantic segmentation at the level of
superpixels, generated using SLIC [223]. Every superpixel corresponds to a
node i in the graph as illustrated in Figure 4.1. The unary potentials at
the pixel level are obtained from PSPNet [194] for Pascal VOC and TrackR-
CNN [192] for MOTS. The superpixels’ unaries are the average of the unaries
of all the pixels that belong to that superpixel. The higher-order potential
is based on the YoloV2 [195] bounding box detector.
PSPNet, TrackR-CNN and the hypercolumns from VGGNet are not fine-
tuned. Only the graph policy net is trained. For MOTS, we apply our model
to every frame of the video. For MCTS, we set the number of simulations
during exploration to 50 and the simulation depth to 4. At test time, we
run 20 simulations with a depth of 4. The models are trained for 10 epochs,
equivalent to around 375, 000 training iterations for Pascal VOC and 188, 000
for MOTS. The parameters of the energy function, αp, βp, wb, cb, λb and C,
are obtained via a grid search on a subset of 500 nodes from the training
data. The number of iterations K of the graph neural network is set to
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Image SLIC TrackR-CNN GT DQN MCTS
Image SLIC GT PSPNet DQN Image SLIC GT PSPNet DQN MCTSMCTS
Figure 4.3: Success cases.
3. The dimension F of the node features bi equals 85 for Pascal VOC and
30 for MOTS, consisting of the unary distribution, the unary distribution
entropy, and features of the bounding box. The bounding box features are the
confidence and label of the bounding box, its unary composition at the pixel
level, percentage of overlap with other bounding boxes and their associated
labels and confidence. The embedding dimension p is 32 for Pascal VOC and
16 for MOTS. As an optimizer, we use Adam with a learning rate of 0.001.
Evaluation Metrics: As evaluation metrics, we use intersection over union
(IoU) computed at the level of both superpixels (sp) and pixels (p). IoU (p)
is obtained after mapping the superpixel level labels to the corresponding set
of pixels.
Baselines: We compare our results to the segmentations obtained by five
different solvers from three main categories: (1) message passing algorithms,
i.e., Belief propagation (BP) [224] and Tree-reweighted Belief Propagation
(TBP) [225], (2) a Lagrangian relaxation method, i.e., Dual Decomposition
Subgradient (DD) [42], and (3) move making algorithms, i.e., Lazy Flipper
(LFlip) [226] and α-expansion as implemented in [227]. Note that these
solvers cannot optimize our HOP2 potential. Besides, we train a supervised
model that predicts the node label from the provided node features.
Performance Evaluation: We show the results of solving the program
given in Equation 4.1 in Table 4.2 and Table 4.3, for unary (Col. 5), unary
plus pairwise (Col. 6), unary plus pairwise plus HOP1 (Col. 7) and unary
plus pairwise plus HOP1 and HOP2 (Col. 8) potentials. For every poten-
tial type, we report results on graphs with superpixel numbers 50, 250 and
500 for Pascal VOC and 2000 for MOTS, obtained from DQN and MCTS,
trained each with the two reward schemes discussed in Section 4.2.5. Since
MOTS has small objects, we opt for a higher number of superpixels. It
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is remarkable to observe that DQN and MCTS are able to learn heuristics
which outperform the baselines. Interestingly, the policy has learned to pro-
duce better semantic segmentations than the ones obtained via MRF energy
minimization. Guided by a reward derived just from the energy function,
the graph neural network (the policy) learns characteristic node embeddings
for every semantic class by leveraging the hypercolumn and bounding box
features as well as the neighborhood characteristics. The supervised baseline
shows low performance, which proves the merit of the learned policies. Over-
all MCTS performance is comparable to the DQN one. This is mainly due to
the learned policies being somewhat local and focusing on object boundaries,
not necessitating a large multi-step look-ahead, as we will show in the follow-
ing. In Figure 4.3, we report success cases of the RL algorithms. Smoothness
modeled by our proposed energy fixed the bottle segmentation in the first
image. Furthermore, our model detects missing parts of the table in the
second image in the first row and a car in the image in the second row, that
were missed by the unaries. Also, we show that we fix a mis-labeling of a
truck as a car in the image in the third row.
Flexibility of Potentials: In Figure 4.4, we show examples of improved
segmentations when using the pairwise, HOP1 and HOP2 potentials respec-
tively. The motorcycle driver segmentation improved incrementally with
every potential (first image) and the cyclist is not detected anymore as a
pedestrian (second image).
Image SLIC GT PSPNet Unaries Pairwise
HOP1
HOP2HOP1
Figure 4.4: Output of our method for different potentials.
Generalization and Scalability: The graph embedding network enables
training and testing on graphs with different number of nodes, since the same
parameters are used. We investigate how models trained on graphs with few
nodes perform on larger graphs. As shown in Table 4.4, compelling accuracy
and IoU values for generalization to graphs with up to 500, 1000, 2000, and
10000 nodes are observed when using a policy trained on graphs of 250 nodes
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for Pascal VOC, and to graphs with up to 5000 and 10000 nodes when using
a policy trained on 2000 nodes for MOTS. Here, we consider the energy
consisting of the combined potentials (unary, pairwise, HOP1 and HOP2).
Note that we outperform PSPNet at the pixel level for Pascal VOC.
Table 4.4: Generalization of the learned policy.










DQN MCTS DQN MCTS DQN MCTS DQN MCTS
IoU (sp) − 88.74 88.73 87.58 87.61 86.36 86.39 84.66 84.67
IoU (p) 82.61 83.06 83.01 83.71 83.73 83.74 83.78 83.80 83.82
TrackR-CNN 5000 10000





IoU (sp) − 79.81 79.80 76.73 76.69
IoU (p) 84.98 83.49 83.46 84.69 84.63
Runtime Efficiency: In Table 4.5, we show the inference runtime for re-
spectively the baselines, DQN and MCTS. The runtime scales linearly with
the number of nodes and does not even depend on the potential type/order in
case of DQN, as inference is reduced to a forward pass of the policy network
at every iteration (Figure 4.2). DQN is faster than all the solvers apart from
α-exp. However, performance-wise, α-expansion has worse results (Table 4.2
and Table 4.3). MCTS is slower as it performs multiple simulations per node
and requires computation of the reward at every step.





s U+P U+P+HOP1 U+P+HOP1
+HOP2
BP TBP DD L-Flip α-Exp DQN MCTS BP TBP DD L-Flip α-Exp DQN MCTS DQN MCTS
50 0.14 0.52 0.28 0.12 0.01 0.04 0.20 0.15 0.62 0.31 0.187 0.01 0.04 0.23 0.04 0.24
250 1.56 2.13 1.26 0.53 0.04 0.22 2.22 1.70 2.77 1.65 0.59 0.07 0.22 2.89 0.22 3.01
500 3.26 4.76 2.82 1.07 0.12 0.52 7.27 3.37 5.37 3.70 0.97 0.22 0.53 9.17 0.52 9.69
1000 6.63 9.65 6.84 1.80 0.30 0.78 18.5 7.22 10.4 7.47 2.25 0.36 0.78 21.6 0.78 22.8
2000 12.3 19.9 14.8 3.57 0.70 1.70 38.3 12.7 23.9 15.1 4.47 0.72 1.70 43.2 1.72 46.2
10000 72.8 130.9 143.7 22.6 4.81 8.23 202.1 88.7 140.1 106.9 23.5 4.72 8.25 209.7 8.20 210.3
Learned Policies: In Figure 4.5, we show the probability map across con-
secutive time steps. The selected nodes are in white. The darker the su-
perpixel, the smaller the probability of selecting it next. The probabil-
ity maps are obtained by first computing an N -dimensional score vector
φθ((i, ·)|st) =
∑
y∈L πθ((i, y)|st) ∀i ∈ {1, . . . , N} by summing over all the
label scores per node and then normalizing φ to a probability distribution
over the non selected superpixels i ∈ {1, . . . , N} \ It. We found that the
heuristic learns a notion of smoothness, choosing nodes that are in close
62
Image                    Entropy                    GT                            t = 10                       t = 47        t = 103                      t = 147                    t = 185
t = 1        t = 4                          t = 6                          t = 14                      t = 27
Figure 4.5: Visualization of the learned policy.
proximity and of the same label as the selected ones. Also, the policy learns
to start labeling the nodes with low unary distribution entropy first, then
decides on the ones with higher entropy.
Comparing Reward Schemes: In Table 4.2 and Table 4.3 , we observe
that the second reward scheme (rt = ±1) generally outperforms the first one
(rt = −Et+Et−1). This is due to the fact that, the rewards for wrong actions,
in this scheme, can be higher than the ones for good actions. Specifically, in
Figure 4.6 we plot the distribution of the rewards of good actions (in blue)
and the one of wrong actions (in orange) for 50, 000 randomly chosen actions
from the replay memory. To better illustrate the cause, we consider the unary
energy case and visualize the class distribution of two nodes i and j. If we
label node i to be of class 0 (good action), and node j to be of class 1 (wrong
action), the resulting rewards are fi(0) for node i and fj(1) for node j. Note
that fi(0) < fj(1), since the distribution of the labels in case of node i is
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Figure 4.6: Explanation of the low performance of the first reward scheme (rt =
−Et + Et−1).
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Visualization of Learned Embeddings: In Table 4.2 and Table 4.3,
we observe that our model can produce better segmentations than the ones
obtained by just optimizing energies. Guided by the reward and due to
network regularization, the policy net captures contextualized embeddings
of classes beyond energy minimization. Intuitively, a well calibrated energy
function yields rewards that are well correlated with F1-scores for segmen-
tation. When TSNE-projecting the policy nets node embeddings for Pascal
VOC data into a 2D space, we observe that they cluster in 21 groups, as
illustrated in Figure 4.7.


























Figure 4.7: Visualization of the learned embeddings.
Limitations: Our method is based on super-pixels, hence datasets with
small objects require a large number of nodes and a longer runtime (MOTS
vs Pascal VOC). Also, our method is sensitive to bounding box class errors,
as illustrated in Figure 4.8 (first example), and to the parameters calibration
of the energy function, as shown in the second example of the same figure.
We plan to address the latter concern in future work via end-to-end training.
Furthermore, little is know about deep reinforcement learning convergence.
Nevertheless, it has been successfully applied to solve combinatorial programs
by leveraging the structure in the data. We show that in our case as well, it
converges to reasonable policies. We provide additional results in Section B.
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Image SLIC PSPNet DQN MCTS
Figure 4.8: Failure cases.
4.4 Conclusion
We study how to solve higher-order CRF inference for semantic segmenta-
tion with reinforcement learning with dense rewards. The approach is able to
scale to problems with a large label space, deal with potentials that are too
expensive to optimize using conventional techniques and outperforms tradi-
tional approaches while being more efficient. Hence, the proposed approach
offers more flexibility and scalability for energy functions while scaling lin-
early with the number of nodes and the potential order. To answer our
question: can we learn heuristics for graphical model inference? We think
we can but we also want to note that a lot of manual work is required to find
suitable features and graph structures. For this reason we think more re-
search is needed to truly automate learning of heuristics for graphical model
inference. Also, we encourage further investigation of more global and dense
reward schemes. We hope the research community will join us in this quest.
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CHAPTER 5
MAX-SLICED SCORE MATCHING FOR
LEARNING STRUCTURED MODELS AT
SCALE
In the previous chapters, we proposed several techniques for scalable infer-
ence in graphical models. In this chapter, we introduce a new loss for learn-
ing structured models: max-sliced score matching (MSSM) improving upon
sliced score matching (SSM) loss. Unlike SSM that projects the data and
model scores into random directions and computes their average difference
along those directions, MSSM only considers the most informative direction.
We plan to assess our model on (1) estimating densities, specifically for the
class of Deep Kernel Exponential Families (DKEF) [228] and NICE flow
models [229]), as well as on (2) estimating scores for implicit distributions in
variational inference applications, in particular, for image generation using
variational auto-encoders (VAE) [184] and Wasserstein auto-encoders (WAE)
[230] with implicit encoders. Related work on score matching is reviewed in
Section 2.3.2.
5.1 Approach
Given a dataset D = {x(i)}|D|i=1 of samples x ∼ pd(x) drawn from an unknown
data distribution pd(x), the goal of density estimation is to find the parame-
ters θ of a model distribution pm(x;θ) which best fits the samples D drawn
from the unknown data distribution pd(x).
Energy-based models (EBMs) are frequently used for this purpose, repre-









Data distribution Model distribution Projection Directions
Figure 5.1: Visualization of the effect of slicing. sd(x), and sm(x) are the scores,
i.e., gradients of the log density of the data and model distributions respectively.
Sliced score matching depends on projecting the difference in scores to a scalar. A
random projection vrand could make the difference in scores appear smaller than it
is. Our work aims to select the projection that maximizes the difference in scores
(see vmax). We find this to make learning more efficient.
where Z is referred to as the normalizing constant, or partition function.
The most popular techniques for learning an EBM consist in approximat-
ing the maximum likelihood gradient (see, e.g., work by Du et al. [231]
and references therein), or in using surrogate objectives like score matching.
The first approach suffers from having to approximate the intractable parti-
tion function. Score matching methods circumvent this by only looking at the
scores s(x), i.e., the gradient of the unnormalized density s(x) = ∇x log p(x).
Hyvärinen et al. [83] proposed the Score Matching (SM) objective (Equa-
tion 2.30) for learning EBMs, but the Hessian term scales quadratically with
the input dimensions. To reduce computation, Song et al. [88] proposed







where sm(·) and sd(·) are the scores of the model and data distributions
respectively. Intuitively, the SSM objective applies random projections to
the scores in the Fisher divergence (Equation 2.29).
We observe, the random nature of the projections v to make learning
inefficient. To address this, we study a method which finds projections along
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Algorithm 4: Max-Sliced Score Matching
1 Input: Update frequency F of V ; Number of sampled eigenvectors
M per training iteration; Data distribution pd(x); projection
direction distribution p̂v(v); Model distribution pm(x;θ).
2 step ← 0
3 repeat
4 Sample x ∼ pd(x)
5 sm(x;θ)← ∇x log pm(x;θ)
6 LMSSM(x;θ)← 12‖sm(x;θ)‖2
7 if ( step % F ) ==0 then
8 V ← eig(∇xsm(x;θ))
9 end
10 for i← 1 to M do
11 LMSSM(x;θ)← LMSSM(x;θ) + p̂v(vi)M vTi ∇x(sm(x;θ)vi)
12 end
13 Update θ via backpropagation
14 step ← step + 1
15 Return θ





Ex∼pd [‖V T (sd(x)− sm(x;θ))‖2],
s.t. V V T = I,
(5.1)
where V ∈ Rd×d, denotes the matrix with its i-th column vi ∈ Rd being a
projection direction. We use ‖ · ‖ to denote the 2-norm of a vector. The
constraint V V T = I is introduced to ensure that we make most use of the
space by requiring orthogonality. Beneficially, the constraint ensures bound-
edness of the loss (vectors vi cannot be scaled so that maximization reaches
infinity). We refer to this objective as MSSM. In Figure 5.1, we illustrate
the scores sm(x;θ), sd(x) as well as the projection directions for a Gaussian
mixture model. Since sd(x) cannot be computed (the data distribution is
unknown), we follow Hyvärinen et al. [83] and use integration-by-parts to
obtain an objective without sd(x) whose only difference from Equation 5.1
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Algorithm 5: Lanczos Algorithm for Score Matching
1 Input: Number of iterations K. The score sm(x;θ).
2 Initial q0 ∼ N (0, I).
3 Choose r = q0
4 β0 = ‖q0‖




7 r = ∇x(sm(x;θ)Tqk)
8 r = r − qk−1βk−1
9 αk = q
T
k r
10 r = r − qkαk












14 QK = [q0, · · · , qK ]
15 SK = eig(TK)
16 Return V ∗ = QKSK












s.t. V V T = I. (5.2)
We defer the proof of equivalence to Section C.2.
Consistency: In the following, we denote by θ̂N the parameter resulting
from optimizing the empirical mean of the objective in Equation 5.2 using a
batch size N . Also, we call θ∗ the optimal parameter under the assumption
of a well-specified model distribution pm(x;θ), i.e., pd(x) = pm(x;θ
∗) and
pm(x;θ) 6= pm(x;θ∗) whenever θ 6= θ∗. Furthermore, suppose that the
parameter space is compact, and that for all samples x and configurations
θ, we have: ‖sm(x;θ)‖ < ∞, as well as ‖∇x log sm(x;θ)‖∞ < ∞. Then,
we show that MSSM is consistent, i.e., as the sample size N increases, the
sampling distribution of the estimator θ̂N becomes increasingly concentrated
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Parkinson (𝑑 = 15)RedWine (𝑑 = 11)WhiteWine (𝑑 = 11)
MSSM (Lanczos) MSSM (Lanczos) MSSM (Lanczos)
Digits (𝑑 = 64)
MSSM (Lanczos)
Plants (𝑑 = 192)
MSSM (Lanczos)
Figure 5.2: Log-likelihoods after training DKEF models on UCI datasets with
different loss functions. Higher is better.
at the true parameter value θ∗. Formally,
θ̂N
p−→ θ∗, N →∞.
The proof is detailed in Section C.1.1.
Asymptotic Normality: Suppose that the parameter space is compact,
θ̂N
p−→ θ∗, log pm(x;θ) is twice continuously differentiable with respect to
θ, J(θ∗) is invertible at θ∗, and for all samples x and configurations θ,
‖∇2θ‖∇x log pm(x;θ)‖2‖∞ < ∞, as well as ‖∇2θ[∇2x log pm(x;θ)]ii‖∞ < ∞,
∀i ∈ {1,· · ·, d}. Then, θ̂N is asymptotically normally distributed around the
true parameter θ∗ when the batch size N becomes very large, i.e.,
√
N(θ̂N − θ∗) d−→ N (0,Σ), N →∞.
Here, Σ is the covariance matrix. In Section C.1.2, we show that the asymp-
totic variance of our MSSM estimator is equal the score matching asymptotic
variance and less than the sliced score matching one.
Furthermore, we argue that MSSM leads to a better maximum likelihood
estimation than SSM. We show in Section C.3, that MSSM allows a better
approximation of the partition function, as d vectors are needed for estimat-
ing the trace exactly, whereas 2d vectors are needed for the sum.
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Table 5.1: Log-likelihoods for NICE models trained on MNIST.
MLE SSM DSM CP Approx. MSSM
-Plain- -Staged- σ=0.1 σ=1.74 BP Exact Laczos Laczos Laczos
F=100 F=200 F=500
-791 -3355 -1102 -4363 -8082 -1517 -2288 -1044 -1067 -1085 -1235
Optimization for MSSM: In the following we first discuss how to address
the program in Equation 5.2 before elaborating on efficiency.
Claim: The solution to the inner maximization problem in Equation 5.2 is
the eigenvector basis of the Hessian Ex[∇xsm(x;θ)].







i=1 λi(‖vi‖2−1) with vTi vj = 0,
(∀i 6= j). For a given vi, ∂L(vi;θ)∂vi = 0 is equivalent to Ex[∇xsm(x;θ)]vi =
λivi. Hence, the direction vi that solves the linear system corresponds to the
eigenvector of the symmetric Hessian Ex[∇xsm(x;θ)] with the eigenvalue λi.
The condition vTi vj = 0 is satisfied since the eigenvectors are orthogonal to
each other. This concludes the proof. 
Unlike log-densities log pd(x), which decrease as we move away from the
data-manifold, the magnitude of the scores ∇x log pd(x) generally increases
as we move away from the manifold. Hence, a good score estimation re-
quires projection directions that encompass the entire space. The MSSM
formulation uses a basis of d vectors to cover different directions in the d-
dimensional space. As mentioned before, this is more efficient than sampling
a large number of random directions to properly estimate the expectation in
Equation 2.32.
However, computing the eigenvectors using traditional eigenvector decom-
position is very expensive and requires explicit computation and storage of
the Hessian ∇xsm(x;θ), which defies the purpose of Score Matching. To
address this concern we study the combination of three ideas: (1) use of the
Lanczos algorithm [232] with K iterations to find the K most important di-
rections V ∈ Rd×K , while adapting the Lanczos algorithm to only operate on
Hessian-vector products; (2) importance sampling following a distribution
p̂v(v) to approximate the sum in Equation 5.2 which reduces the number
of backpropagations; and (3) computing these vectors with a frequency F
instead of at every iteration. Those ideas are summarized in Algorithm 4
and we discuss details next.
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Table 5.2: Log-likelihoods on MNIST, estimated by AIS.
VAE WAE
Latent Dim 8 32 8 32
ELBO -96.87 -89.06 N/A N/A
SSM -95.50 -89.25 -98.24 -90.37
Stein -96.71 -91.84 -99.05 -91.70
Spectral -96.60 -94.67 -98.81 -92.55
MSSM (Exact) -95.61 -89.26 -97.62 -89.53
MSSM (Laczos) -95.75 -88.99 -98.25 -89.46
Lanczos Algorithm: The Lanczos algorithm [232] computes the spectrum
of a symmetric matrix A ∈ Rd×d by first reducing it to a tridiagonal form
TK ∈ RK×K and then computing the spectrum SK ∈ RK×K of that matrix
instead. The computation of the spectrum of a tridiagonal matrix is very
efficient. The algorithm works in steps k ∈ {1, . . . , K} and progressively
builds an adapted orthonormal basis Qk = [q0, . . . , qk] ∈ Rd×k, that satisfies
at each iteration QTkAQk = Tk. Each of the k iterations of the algorithm
requires a single Hessian-vector multiplication, that we compute implicitly
in two steps: (1) First, we compute sm(x;θ) = ∇x log pm(x;θ); then (2) the
derivative of the vector product ∇x(vTsm(x;θ)). Overall, for K steps, K+1
backpropagations are needed. The Lanczos algorithm is memory efficient as
it only stores three vectors at every iteration k, i.e., qk−1, qk and qk+1. The
eigenvectors V ∗ of the matrix A are then obtained via V ∗ = QKSK ∈ Rd×K ,
as illustrated in Algorithm 5. Note that we use V ∗ to denote the optimal
directions obtained when using K steps of the Lanczos algorithm.
Sampling: After solving for the eigenvectors V ∗ of ∇xsm(x;θ) obtained
from Algorithm 5, we use importance sampling to avoid computing the sum
over the projection directions in Equation 5.2, as this requires K backprop-















We choose p̂v(v) to be the uniform distribution over the set of the computed
eigenvectors V ∗. Note that the distribution p̂v differs from the distribution
pv over the space of all possible vectors v which is used for sliced score
matching in Equation 2.32.
Overall the method requires O(M + K
F
) backpropagations. Here, M is
the number of sampled vectors to approximate the expectation over v in
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ELBO SSM MSSM (exact) Stein SpectralMSSM (Lanczos)
Figure 5.3: VAE generated samples on MNIST for a latent dimension z = 32.
ELBO SSM Stein SpectralMSSM (exact) MSSM (Lanczos)
Figure 5.4: VAE generated samples on CelebA for a latent dimension z = 32.
Equation 5.3. In practice, we chose M = 1.
5.2 Experiments
We study the MSSM approach on estimating (1) densities (Section 5.2.1)
and (2) scores for modeling implicit distributions (Section 5.2.2). Following
Song et al. [88], we set the number of vectors M to be 1 in Equation 5.3.
5.2.1 Density Estimation
We consider two density estimation experiments: (1) estimating the pa-
rameters of an energy-based model, i.e., “deep kernel exponential families”
(DKEF) and (2) learning a deepflow model.
Baselines: We use the following baselines: (1) Score matching (SM) [83],
(2) Sliced score matching with reduced variance (SSM) and a multivariate
Rademacher distribution pv [88], (3) Denoising score matching (DSM) [86],
(4) Approximate backpropagation (approx. BP) [84] and (5) Curvature prop-
agation (CP) [85]. We report results of MSSM with exact eigenvector com-
putation and with an approximate one using the Lanczos algorithm.
Metric: As evaluation metric we use maximum likelihood which directly
relates to the score matching loss, as explained in Section C.3.
Deep Kernel Exponential Families (DKEF): DKEF parameterizes the
unnormalized log-likelihood via log pf (x) =
∑L




(a) Log-likelihoods of VAE on MNIST.
Dim:8
Dim:32
(b) Log-likelihoods of WAE on MNIST.
Figure 5.5: Log-likelihoods of VAE and WAE with implicit distributions trained
on MNIST dataset.
q0(x) is a fixed function, αl are weights, and k(x, zl) is a mixture of R
Gaussian kernels defined on the feature space φr of a deepnet and evaluated










The training parameters include the inducing points zl, the deep net φr,
length scales σr and the non-negative mixture coefficients ρr. A closed-form
expression for the weights αl can be derived as a function of the other model
parameters (see Section C.4 for training details). We follow the same setup
as [88]. All models are trained with 15 different random seeds and training
is stopped when the validation loss does not improve for 200 steps.
The obtained log-likelihoods on RedWine (d = 11), WhiteWine (d = 11),
Parkinsons (d = 15), Digits (d = 64) and Plants (d = 192) datasets [233]
are presented in Figure 5.2. Note that the likelihoods are estimated using
AIS [234], using a zero mean Gaussian proposal distribution N (0, 2I) and
1,000,000 samples. We observe that MSSM performance is comparable to
SSM for datasets with small dimensionality, i.e., RedWine, WhiteWine and
Parkinsons. MSSM however scales better to the high-dimensional datasets,
i.e., Digits and Plants. Exact MSSM is consistently better than the Lanczos
version. This is expected as we limit the number of iterations of the Lanczos
algorithm to K, which may lead to smaller eigenvalues not converging. As
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SSM MSSM (exact) MSSM (Lanczos) Stein Spectral
Figure 5.6: WAE generated samples on MNIST for a latent dimension z = 32.
SpectralSteinMSSM (exact)SSM MSSM (Lanczos)
Figure 5.7: WAE generated samples on CelebA for a latent dimension z = 32.
we increase the frequency F of the eigenvector computation, MSSM (Lanc-
zos) performance decreases. This is expected as well, since the computed
eigenvectors are no longer accurate and SSM ends-up sampling more diverse
directions in the space. Our MSSM models, both exact and Lanczos-based
with small update frequencies F , have lower variance than SSM for RedWine,
WhiteWine, Parkinsons and Digits datasets. DSM performance strongly de-
pends on the choice of the noise rate σ, which is hard to tune. Similarly
to work by Song et al. [88], we run a grid search over a range of values.
CP performance is constantly worse as it injects noise to each node in the
computation graph. This is not efficient for training large deepnet models.
Computing the exact score matching loss becomes already prohibitively slow
for the digits and plants datasets. We omit the results for approx. BP, as the
log-likelihoods were smaller than −106 for all datasets.
Deep Flow Models: Since Deep flow models enable access to a tractable
maximum likelihood, we train a NICE [229] model to better understand the
relationship between MSSM, SSM and MLE. For this we consider MNIST
data (d = 728) generation. Results are reported in Table 5.1. Since score
matching is a weak form of MLE, as explained in Section C.3, we obtain a
better maximum likelihood when applying score matching loss on the inter-
mediate layers of the flow model (SSM-staged). When trained with the SSM
loss applied only to the last layer, the log-likelihood fluctuates and the best
achieved performance does not correspond to the one at the end of training.
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Table 5.3: FID scores of different methods versus number of training iterations on the
CelebA dataset.
10k 40k 70k 100k




SSM 108.52 70.28 66.52 62.50
Stein 126.60 118.87 120.51 126.76
Spectral 131.90 125.04 128.36 133.93
MSSM (exact) 100.09 69.17 64.37 60.68
MSSM (Lanczos, F=1) 100.26 64.14 65.45 60.78
MSSM (Lanczos, F=2) 98.38 65.34 64.91 62.46
MSSM (Lanczos, F=8) 101.15 65.34 65.78 63.76
MSSM (Lanczos, F=16) 100.65 64.71 62.68 63.33




SSM 84.11 61.09 56.23 54.33
Stein 82.93 63.46 58.53 57.61
Spectral 82.30 62.47 58.03 55.96
MSSM (exact) 87.12 60.93 56.17 53.98
MSSM (Lanczos, F=1) 84.08 71.68 57.29 54.03
MSSM (Lanczos, F=2) 82.33 71.00 60.66 54.23
MSSM (Lanczos, F=8) 82.92 73.37 59.48 54.98
MSSM (Lanczos, F=16) 82.21 73.48 59.62 58.49
MSSM (Lanczos, F=32) 83.75 70.54 59.37 59.27
Indeed, Song et al. [88] report results from the best checkpoint. To further
improve upon SSM-staged, we replace the SSM loss with MSSM at the output
layer. We observe that the log-likelihood training curve has a monotonically
increasing behavior. We improve upon SSM-staged at the end of the training
when using MSSM (exact) or MSSM with eigenvectors computed every 100
or 200 iterations using the Lanczos algorithm.
5.2.2 Score Estimation
We consider replacing simple explicit encoder distributions in Variational
Auto-Encoders (VAE) and Wasserstein Auto-Encoders (WAE), with more
expressive implicit ones that we train with an additional score matching
loss. As baselines, we consider Stein [91] and Spectral [93] score estimation
techniques.




Epd(x) Eqφ(z|x)[− log pθ(x|z)− log p(z) + log qφ(z|x)]. (5.5)
Here, p(z) is the prior distribution, qφ(z|x) is the encoder distribution and
pθ(x|z) is the decoder one. In order to compute a closed form of the loss,
qφ(z|x) is usually chosen to be a simple explicit distribution (e.g., a Gaus-
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sian). This obviously limits the expressivity of the model. Extending ELBO
with a score matching loss permits to model arbitrarily complex distributions
qφ(z|x) implicitly. This better captures the multi-modality and intricacies
of common dataset. The latter is achieved by replacing the entropy term
−Ez∼qφ(z|x) log qφ(z|x) with the term −Ez∼qφ(z|x)[∇z log qφ(z|x)(z|x)Tz]. It







The gradient ∇z log qφ(z|x) is approximated with a deepnet sψ(z|x) using
a score matching loss, circumventing the computation of qφ(z|x). The ob-













s.t. V V T = I.
We report negative log-likelihoods on MNIST, as estimated by AIS [234]
with 1000 intermediate distributions, in Table 5.2 for latent dimensions of
size 8 and 32. We present samples in Figure 5.3. In Figure 5.5 (a), we
present results for different Lanczos update frequencies. We observe MSSM
to perform comparably to SSM. Both MSSM and SSM outperform the ELBO,
which emphasizes the expressive power of an implicit encoder qφ(z|x).
In Table 5.3, we evaluate sample quality on CelebA with FID scores [235]
computed after 10k, 40k, 70k and 100k iterations respectively. We observe
that MSSM and its variants all converge faster, having low FID scores after
10k iterations already. In contrast, SSM does not perform as well early
during training. Three MSSM variants outperform the ELBO loss. Samples
are presented in Figure 5.4.
WAE with Implicit Encoders: While VAE computes a KL-divergence
between the encoder distribution qφ(z|x) of each sample and the prior dis-
tribution p(z), WAE compares the distribution of the entire encoder space
qφ(z) to the prior p(z). This alleviates the issue of erroneous reconstruction
due to overlapping latent codes z originating from different samples x. It also
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reduces the prior-hole problem. Concretely, WAE minimizes the objective:
min
θ,φ
Epd(x) Eqφ(z)[c(x, pθ(x|z))− λ log p(z)− λqφ(z)],
composed of the reconstruction loss c(x, pθ(x|z)) and the KL-divergence be-
tween the prior p(z) and the encoder distribution qφ(z|x). We model qφ(z)
implicitly. Following the VAE case we approximate ∇zqφ(z) using a deepnet











s.t. V V T = I.
On MNIST, MSSM achieves the best log-likelihoods for both latent dimen-
sions across all baselines (Table 5.2, Figure 5.5 (b), as well as the best FID
scores for CelebA data (Table 5.3). We visualize generated samples obtained
from training on MNIST data in Figure 5.6. Samples after training on CelebA
are given in Figure 5.7.
5.3 Conclusion
We propose max-sliced score matching (MSSM) which improves upon sliced
score matching (SSM) by finding the most informative projection directions
for minimizing the difference between the data and model scores. We show
that these directions correspond to the eigenvectors of the Hessian of the
log-likelihood, which can be computed efficiently using the Lanczos algo-
rithm, importance sampling to approximate the sum over the eigenvectors as
well as a schedule for updating the eigenvectors at specific frequencies. We
show improved performance on learning unnormalized statistical models and
estimating scores for implicit distributions in VAEs and WAEs.
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CHAPTER 6
CONCLUSION AND FUTURE WORK
6.1 Main Message
In the preceding chapters, we proposed different models for scaling inference
(Chapter 3, Chapter 4) to higher-order potentials and learning (Chapter 5)
to high-dimensional spaces, in structured models. In Chapter 3, we extended
Gaussian conditional random fields, traditionally uni-modal and only limited
to modeling pairwise interactions, to model multi-modal distributions, cap-
ture higher-order potentials and incorporate external constraints at run-time,
while keeping the inference exact. We demonstrated compelling results on
the task of diverse image colorization. In Chapter 4, we showed that we
can learn heuristics for solving inference in higher-order conditional random
fields for the task of semantic segmentation, using reinforcement learning,
while scaling linearly with potential orders and number of variables. Finally,
in Chapter 5, we proposed a new loss, max-sliced score matching (MSSM)
for learning scalable structured models. Unlike sliced score matching (SSM)
that projects the data and model scores into random directions and computes
their average difference along those directions, MSSM only considers the most
informative directions. We proved that MSSM is consistent, asymptotically
normal and has lower variance than SSM. We showed empirically improved
performance on estimation of densities and scores for implicit distributions
in Variational and Wasserstein auto-encoders. In the following, we discuss a
few future directions to improve the proposed models.
6.2 Future Work
Numerous extensions for future work, certainly not limited to the directions
summarized subsequently, are possible.
79
Applications. We showed compelling results of the proposed Gaussian
Conditional Random Field and the RL-based inference engine for the tasks
of diverse image colorization and semantic segmentation, respectively. We,
however, think that those models could be useful for many more challenges
where higher-order potentials encoding prior knowledge, would lead to bet-
ter capturing of the structure of the input/output spaces. For instance,
image captioning [236], holistic scene understanding [237], stereo estimation
[46] and 3D reconstruction [238]. Generalizing our models to these applica-
tions would require further exploration into learning the right embeddings
for the entities (e.g., words, pixels) over which the structure is defined, such
that these embeddings can capture features useful for minimizing the energy
function of interest.
Spacio-temporal VAE based G-CRFs. While in Chapter 3, we only
showed results on learning diverse image colorization, it would be interest-
ing to extend the model to capture correlations in the temporal dimension,
i.e., modeling spatial distance between pixels in different frames. To achieve
a good performance at this scale, it might be useful to include spacial dis-
tances between the pixels in different frames. This would lead to placing
more confidence on the short-range connections than on the long-range ones.
This could be achieved by weighting the terms in the A matrix differently,
or learning approximate spatio-temporal distance between two pixels using
feature embeddings as in [239].
Better rewards and learning algorithms for RL-based minimization
of the energy function. In Chapter 4, we studied two schemes for gen-
erating rewards to minimize the energy function. We showed that the first
scheme where rewards are the difference between the current energy value
and the previous one did not lead to good performance. The second scheme,
where rewards are discretized to +1 in case the selected label leads to the
lowest energy compared to all other possible labels and −1 otherwise, led to
much better segmentations. However, this scheme does not necessarily lead
to rewards that reflect the ground-truth labels. Also, assigning a reward for
the entire segmentation mask to fix this issue, for instance in the context
of policy gradients, is not efficient due to the large state space that scales
linearly with the number of nodes and labels. An interesting future direction
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to explore is using imitation learning. In particular, it might be possible
to learn better rewards with inverse-reinforcement learning. Specifically, the
solution of the energy minimization obtained by an exact solver on small
instances of the problem can be used to learn reward functions, which then
would allow learning a good policy.
More efficient RL-based inference engine. The proposed RL-base in-
ference engine in Chapter 4, labels the superpixels in the image sequentially.
This procedure could be accelerated by labeling groups of superpixels at once
(e.g., superpixels with similar embeddings within the same bounding box in
semantic segmentation), similarly to move-making algorithms. Hierarchical
reinforcement learning methods could be applicable. Besides, this would
make the training of the inference engine faster, which would enable using it
as a subroutine inside of a learning loop, hence enabling end-to-end learning
of the models parameters. Currently, the energy is calibrated on a held-out
set of the training data, which is sub-optimal.
A score matching loss with better maximum-likelihood approxi-
mation. While we were able to improve upon slices score matching by
finding more informative projection directions in Chapter 5, we did to beat
the maximum likelihood results, as demonstrated by the flow model exper-
iments. This is due to score matching being a “weaker” form of maximum
likelihood, since it corresponds to the second-order Taylor approximation of
the contrastive divergence loss with 1-step Langevin Monte-Carlo as a sam-
pler, as explained in Section C.3. Empirically, we noticed that the variance of
the score matching estimator is due to the absence of contrastive term which
ensures that the scores are correct outside of the manifold, i.e., larger in
magnitude and the Hessian being positive definite. Intuitively, score match-
ing variants enforce the concavity of the log-likelihood at the data samples.
When clusters are close, in the presence of outliers, we observed that this
does not lead to learning the right curvature of the log-likelihood outside
of the manifold, which results in a lot variance across different runs of the
same experiment. Extending score matching with a contrastive loss, e.g., an
adversarial loss, might help better learning of scores outside of the manifold,






We use a variational auto-encoder model enriched with a mixture density
network and a Gaussian conditional random field to generate diverse and
globally consistent colorizations while enabling controllability through sparse
user edits. In this appendix, we present additional results on the LFW,
LSUN-Church, ILSVRC-2015 and ImageNet datasets (Section A.1). We also
explore endowing VAE and BEGAN [240] with a structured output-space
distribution through the G-CRF formulation, for the task of image generation
(Section A.2).
A.1 Additional Results
Figure A.1: Qualitative comparison of our results with the baselines on LFW.
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Figure A.2: Qualitative comparison of our results with the baselines on LSUN.












Figure A.5: Qualitative comparison of our results with the baselines on the Shoes
dataset [241].
A.2 G-CRF for Structured Generative Models
Beyond colorization, we explore the effect of endowing two different genera-
tive models, namely variational auto-encoders and boundary equilibrium gen-
erative adversarial network (BEGAN) [240] with a structured output space
through our G-CRF formulation. We show the results in Figure A.6 and
Figure A.7 using the Toronto Face Dataset (TFD) [242]. Quantitative results
are reported in Table A.1 using (1) KL divergence between the distributions
of generated and real data, (2) sharpness by gradient magnitude, (3) by edge
width and (4) by variance of the Laplacian. The results are normalized with
respect to real data measurements.
For the variational auto-encoder model, The G-CRF is added on top of
the decoder. Additionally, the reconstruction loss is augmented with the
feature loss from [243]. We compare our results with the ones obtained from
a classical VAE and a VAE trained with the feature loss without the G-CRF
layer. Figure A.6 shows that our model results in sharper, higher-quality
and more diverse faces.
For the BEGAN model, we add our G-CRF layer on top of the discrimi-
nator. Hence, the model implicitly penalizes generated samples which have
different statistics than the real samples, at the output layer level. In Fig-
ure A.7, we compare our results with the classical BEGAN for the hyper-
parameter γ set to 0.5 after approx. 120,000 iterations. We observe our model
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to generate diverse and better quality samples.
(a) (b) (c)
Figure A.6: Randomly generated samples from (a) a classical VAE [184], (b)
a deep feature consistent VAE [243] and (c) our structured output space feature
consistent VAE, trained on TFD.
(a) (b)
Figure A.7: Randomly generated samples from (a) a classical BEGAN [240] and
(b) our BEGAN with a structured output space discriminator trained on TFD.
Table A.1: Results of the CRF extension for generative models.
KLD Gradient Edge width Laplacian
Classical VAE 0.33 66.5% 52.65% 16.3%
Feature Consistent VAE 0.16 91.5% 72.9% 30.17%
S-VAE (Ours) 0.13 97%. 95.5% 92.%
BEGAN 0.09 98.54 % 99.4 % 96.37%
S-BEGAN (Ours) 0.07 99.1% 100.% 98.76%
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APPENDIX B
INFERENCE IN GENERAL GRAPHICAL
MODELS USING REINFORCEMENT
LEARNING
In Chapter 4, we show that we can learn program heuristics, i.e., policies,
for solving inference in higher-order CRFs for the task of semantic seg-
mentation, using reinforcement learning with dense rewards. Our method
solves inference tasks efficiently without imposing any constraints on the
form of the potentials. In Figure B.1 and Figure B.2, we present further seg-
mentation results of our model on examples from the Pascal VOC and the
MOTS datasets respectively. The pairwise potential, together with the su-
perpixel segmentation helped reduce inconsistencies in the unaries obtained
from PSPNet/TrackR-CNN across all the examples. HOP1 resulted in better
learning the boundaries of the objects. The energy with the HOP2 potential
provides the best results across all energies as it helped better segment over-
lapping objects. We include additional results comparing PSPNet/TrackR-
CNN, DQN and MCTS outputs for the energy function with unary, pair-
wise, HOP1 and HOP2 potentials in Figure B.6 and Figure B.5. The policies
trained with DQN/MCTS improve over the PSPNet/TrackR-CNN results
across almost all our experiments. Additional failure cases are presented in
Figure B.3 and Figure B.4. Figure B.7 presents results further visualizations
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Figure B.4: Additional failure cases on Pascal VOC.
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Figure B.6: Additional success cases on Pascal VOC.
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Figure B.7: Visualization of our learned policy.
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APPENDIX C
MAX-SLICED SCORE MATCHING FOR
LEARNING STRUCTURED MODELS AT
SCALE
Sliced score matching (SSM) enabled scaling score matching (SM) to more
complex problems and high-dimensional datasets. The main idea: instead
of directly matching the high-dimensional scores, we match their projections





Here, pd(x) and pm(x;θ) denote the data and the model distributions re-
spectively. Moreover, sd(x) = ∇x log pd(x) and sm(x;θ) = ∇x log p(x;θ)
are the corresponding scores. Currently, high variance is the major draw-
back for the SSM loss. In order to address this, we propose Max-Sliced Score
Matching (MSSM), a variant of SSM that chooses the most informative pro-
jection directions V ∈ Rd×d instead of averaging over random ones. We start





Ex∼pd [‖V T (sm(x;θ)− sd(x))‖2], (C.2)
s.t. V V T = I.
Since the score of the data distribution sd(x) is unknown, our MSSM opti-












s.t. V V T = I,
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where vi is the i-th column vector of matrix V . Note, Equation C.2 and
Equation C.3 are the same as Equation 5.1 and Equation 5.2 in the main
text.
In the following, we denote by L(θ) the MSSM loss from Equation C.3, i.e.,
L(θ) = max
V
Ex∼pd [‖V T (sm(x;θ)− sd(x))‖2], (C.4)










and by JN(θ) the loss estimator resulting from empirically evaluating J(θ)













Here, vi is the i-th column vector of V . We also assume that pm(x;θ) is well
specified, and that θ∗ is the parameter of the data distribution, i.e., pd(x) =
pm(x;θ
∗). We denote by θ, θ̂ and θ̂N the estimates resulting from minimizing
L(θ), J(θ) and JN(θ) under the constraint V V T = I, respectively, i.e.,
θ = argmin
θ
L(θ) s.t. V V T = I, (C.7)
θ̂ = argmin
θ
J(θ) s.t. V V T = I, (C.8)
θ̂N = argmin
θ
JN(θ) s.t. V V
T = I. (C.9)








Here, V ∗ is the optimal basis obtained from solving the inner optimiza-









In Section C.1, we prove consistency and asymptotic-normality of the
MSSM objective. In Section C.2, we derive an equivalent version of the
MSSM objective that does not depend on the unknown data score sd(x).
We derive the relationship between MSSM loss and MLE loss in Section C.3.
Further training details are presented in Section C.4.
C.1 Proof: Consistency and Asymptotic Normality
In the following, we show consistency and asymptotic normality of MSSM.
This is important to assess the convergence and asymptotic variance of the
estimated parameters around the true parameters.
C.1.1 Consistency
We will show that θ̂N is consistent, i.e., as the sample size N increases, the
sampling distribution of the estimator θ̂N becomes increasingly concentrated
at the true parameter value θ∗. Formally,
θ̂N
p−→ θ∗, N →∞.
Here, “
p−→” denotes convergence in probability, i.e., lim
n→∞
P (|θ̂N−θ∗| > ǫ) = 0,
∀ǫ > 0. The proof follows two steps:
1. First, we prove that θ̂ = θ∗, in Lemma 1 and Theorem 1.
2. Second, in Theorem 2, we prove that θ̂N
p−→ θ̂ when N → ∞. For
this, we show that under the assumptions: (a) the parameter space Θ
is compact, (b) ‖sm(x;θ)‖ <∞ and (c) ‖∇x log sm(x;θ)‖∞ <∞, we
have |f(θ;x,V ∗)| <∞. As a result, the conditions in Lemma 2.4 [244]
are satisfied. So, supθ |JN(θ) − J(θ)|
p−→ 0. Thus, from Theorem 2.1
[244], we conclude θ̂N
p−→ θ̂.
Lemma 1 Assume that pm(x;θ) is well specified, i.e., pd(x) = pm(x;θ
∗),
and pm(x;θ) 6= pm(x;θ∗) whenever θ 6= θ∗. In the following, we show that,
when Equation C.2 converges to 0, θ converges to θ∗, i.e.,
max
V
Ex∼pd [‖V Tsm(x;θ)− V Tsd(x)‖2] = 0 ⇐⇒ θ = θ∗.
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Proof : The proof is based on the following sequence of equivalences:
max
V







(sm(x;θ)−sd(x))TV V T (sm(x;θ)−sd(x))=0,∀x∼pd(x),
s.t. V V T =I
(i)⇔‖sm(x;θ)− sd(x)‖2 = 0, ∀x ∼ pd(x)
⇔sm(x;θ) = sd(x), ∀x ∼ pd(x)
⇔ log pm(x;θ) = log pd(x) + Const., ∀x ∼ pd(x)
(ii)⇔pd(x) = pm(x;θ), ∀x ∼ pd(x)
Note, (i) holds because V V T = I. Further, (ii) holds as pm(x,θ) and pd(x)
are normalized probability density functions. Finally, θ = θ∗ is a simple proof
by contradiction. Suppose θ 6= θ∗ is true, then it implies pd(x) 6= pm(x;θ∗)
according to our assumption. This is not true, so θ = θ∗.
Theorem 1 Assume the results from Lemma 1. Given the equivalence Equa-
tion C.2 ⇐⇒ Equation C.3 (Section C.2), the equality θ̂ = θ∗ holds.
Proof : In Lemma 1, we proved that θ = θ∗ holds. Besides, in Section C.2,
we show that the programs in Equation C.2 and Equation C.3 are equivalent.
This results in the equivalence θ = θ̂. As a result, θ̂ = θ∗.
Theorem 2 Assume, (1) the parameter space Θ is compact, (2) f(θ;x,V ∗)
is continuous, (3) ‖sm(x;θ)‖ < ∞ and (4) ‖∇xsm(x;θ)‖∞ < ∞. Then,
θ̂N
p−→ θ̂.
Proof : We start by showing that |f(θ;x,V ∗)| <∞. Given that ‖vj‖2 = 1
∀j ∈ {1, · · · , K}, then |v(k)j v(l)j | < 1, ∀k, l ∈ {1, · · · , d}. Since ‖∇xsm(x;θ)‖ <
∞, we conclude |v∗Tj ∇xsm(x;θ)v∗j | < ∞, ∀j. Besides, since ‖sm(x;θ)‖2 <
∞, we conclude that |f(θ;x,V ∗)| < ∞. Hence, all the assumptions for
Lemma 2.4 [244] are satisfied. So, supθ |JN(θ) − J(θ)|
p−→ 0. Thus, from




We start by introducing some notation. We denote by Hij a matrix that
depends on pm(x;θ) as follows:




(∇θ[∇2x log pm(x;θ∗)]jj +
1
2
∇θ([∇x log pm(x;θ∗)]j)2)T ],
where, [∇2x log pm(x;θ)]ii is the ii-th entry of the matrix ∇2xpm(x;θ) and
[∇x log pm(x;θ)]i is the i-th entry of the vector ∇x log pm(x;θ). Also, we
denote ∇x log pm(x;θ)|θ=θ∗ and J(θ)|θ=θ∗ as ∇x log pm(x;θ∗), and J(θ∗),
respectively.
In the following, we show that θ̂N is asymptotically normally distributed
around the true parameter θ∗ when the batch size N becomes very large,
i.e., √
N(θ̂N − θ∗) d−→ N (0,Σ).
Here “
d−→” denotes a convergence in distribution and Σ is the covariance
matrix. Specifically, we prove the theorem:
Theorem 3 If (1) Θ is compact, (2) θ̂N
p−→ θ∗, (3) log pm(x;θ) is twice
continuously differentiable with respect to θ, (4) J(θ∗) is invertible at θ∗,
(5) ‖∇2θ‖∇x log pm(x;θ)‖2‖∞ <∞, and (6) ‖∇2θ[∇2x log pm(x;θ)]ii‖∞ <∞,
∀i ∈ {1,· · ·, d}, then,
√














N∇θJN(θ∗) d−→ N (0,
∑d
i,j=1Hij), in Lemma 2.
2. supθ |∇2θJN(x;θ) − ∇2θJ(x;θ)|
p−→ 0 in Lemma 3. Note that the ab-
solute value is applied element wise to all the elements of the matrix.
Lemma 2 If log pm(x;θ) is twice continuously differentiable with respect to
θ, then,
√









∇θf(θ∗;x,V ∗) d−→ N (0,Var[∇θf(θ∗;x,V ∗)]).
Note that E[∇θf(θ;x,V )] = 0 as θ∗ is the optimal parameter for f(θ;x,V ∗).
We compute Var[∇θf(θ∗;x,V ∗)] as follows:

































N∇θJN(θ∗) d−→ N (0,
∑d
i,j=1Hij).
Lemma 3 Assuming Θ is compact and pm(x;θ) being twice continuously













By assumption, we have (1) ‖∇2θ[∇2x log pm(x;θ)]ii‖∞ <∞, as well as (2)
‖∇2θ‖∇x log pm(x;θ)‖2‖∞ < ∞. Hence, ‖∇2θf(θ∗;x,V ∗)‖ < ∞. The as-







∇2θf(θ∗;x,V ∗)− Ex∼pd [∇2θf(θ∗;x,V ∗)]|
p−→ 0,
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Combining Theorem 3 assumptions with Lemma 2 and Lemma 3 results,
satisfies all the assumptions of Theorem 3.1 [244]. Hence,
√











Remark: As a result, the asymptotic variance of MSSM is the same as SM’s
asymptotic variance and smaller than the one for SSM. Proofs are presented
in Appendix B.4 by Song et al. [88]:































Wij = Epd [(∇θ[∇2x log pm(x;θ∗)]ij+
1
2
∇θ([∇x log pm(x;θ∗)]i[∇x log pm(x;θ∗)]j))
(∇θ[∇2x log pm(x;θ∗)]ij +
1
2
∇θ[∇x log pm(x;θ∗)]i[∇x log pm(x;θ∗)]j)T ].
• SSM with projection directions following a Rademacher distribution:
√





















• SM (Equation 2.33):
√












C.2 Proof: Equation C.2 ⇔ Equation C.3
We assume that the model’s and data score functions, i.e., sm(x,θ) and
sd(x) respectively, are differentiable and satisfy Ex∼pd [‖sd(x)‖2] < ∞ and
Ex∼pd [‖sm(x;θ)‖2] < ∞. Besides, we assume that the boundary condition
holds, i.e., lim
x→+∞

















s.t. V V T = I.
Proof: We show how to derive a loss that doesn’t depend on the unknown
distribution pd(x) using: (1) the constraint V V
T = I and (2) Integration
















‖sm(x;θ)‖2 + 12‖sd(x)‖2−(V Tsm(x;θ))T (V Tsd(x))],


























s.t. V V T = I.
Note, (i) is due to the fact that V V T = I. Further, (iii) is due to the fact
that sd(x) does not depend on either θ or V . Moreover, (ii) is due to the
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Note, (iv) is due to partial integration. Further, (v) is the boundary condi-















C.3 Proof: MSSM Relationship to MLE






tr(∇xsm(x;θ)), can be derived using the 2nd-order Taylor approximation of
the contrastive divergence loss:
LCD(x;θ) = Ex∼pd(x)[log pm(x;θ)− Ex′|x[log pm(x′;θ)]],
with a 1-step Langevin Monte-Carlo as the sampler from the model distri-






µσ, σ ∼ N (0, I).
The Taylor expansion gives:
log pm(x

























Leveraging the fact that E[σ] = 0 and E[σσT ] = I, we obtain:
Ex′|x[pm(x















‖sm(x;θ)‖2 + µ tr(∇xsm(x;θ))+O(µ2)].
SSM approximates the trace operator via the Hutchinson’s trick, i.e., the
trace operator tr(∇xsm(x;θ)) is replaced with Epv [vT∇xsm(x;θ)v], such
that Epv [vv
T ] = I. In case the projection directions follow a Rademacher
distribution, i.e., v ∈ {−1, 1}d, 2d vectors are needed to exactly estimate
the trace operator. However for MSSM, the equality tr(∇xsm(x;θ)) =∑d
i=1 v
T∇xsm(x;θ)v holds when only considering d vectors.
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C.4 Training Details
We closely follow the training setup of Song et al. [88] for the different
applications. In the following, we derive a closed form expression for the
weight parameters α = {αl}Ll=1 of the Kernel Exponential Families (DKEF)
model, in case of the MSSM loss. DKEF parameterizes the unnormalized
log-likelihood via log pf (x) = log q0(x)+
∑L
l=1 αlk(x, zl), where q0(x) is a
fixed function, and k(x, zl) is a mixture of R Gaussian kernels defined on the











The kernel parameters {ρr}Rr=1,{σr}Rr=1, {φr}Rr=1 and the inducing points
{zl}Ll=1 are learned via gradient descent. We prove that for fixed ρr, σr,
φr, zl and V


























is equivalent to solving a linear system:
(G+ λαI)α = −b− c,























∇x(i)q0(x(i))Tk(x(i), z), ∀l ∈ [1, L].
Note, N is the batch size and d is the number of eigenvectors.
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Proof:
In the following, we express the quadratic (J1) and squared norm (J2) terms















































































[v∗Tj ∇2x(i) log pf (x(i))v∗j +
1
2
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[99] B. Hariharan, P. Arbeláez, R. Girshick, and J. Malik, “Hypercolumns
for object segmentation and fine-grained localization,” in Procs. CVPR,
2015.
[100] P. Pinheiro and R. Collobert, “Recurrent convolutional neural networks
for scene labeling,” in Procs. ICML, 2014.
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