A sequence of symbols a1, a2 . . . is called square-free if it does not contain a subsequence of consecutive terms of the form x1, . . . , xm, x1, . . . , xm. A century ago Thue showed that there exist arbitrarily long square-free sequences using only three symbols. Sequences can be thought of as colors on the vertices of a path. Following the paper of Alon, Grytczuk, Ha luszczak and Riordan, we examine graph colorings for which the color sequence is square-free on any path. The main result is that the vertices of any k-tree have a coloring of this kind using O(c k ) colors if c > 6. Alon et al. conjectured that a fixed number of colors suffices for any planar graph. We support this conjecture by showing that this number is at most 12 for outerplanar graphs. On the other hand we prove that some outerplanar graphs require at least 7 colors. Using this latter we construct planar graphs, for which at least 10 colors are necessary.
Introduction
A sequence of symbols a 1 , a 2 . . . is called square-free if it does not contain a square -a subsequence of consecutive terms of the form XX = x 1 , . . . , x m , x 1 , . . . , x m . Square-free sequences were first studied by Thue [10] .
He proved that there exists an infinite square-free sequence consisting of three symbols. This topic has a vast literature, for more information and references see [9] .
Recently several generalizations to graphs have been suggested in [1] and [4] . The notions and names are still flexible, so we do not follow our predecessors completely. We use some notations and labels, that we found resonable and descriptive. Let G be a graph. A vertex coloring of G is called squarefree if the sequence of colors is not a square on any path. The minimum number of colors needed for a square-free coloring is denoted by τ (G).
Notice that the condition for paths of length two means that adjacent vertices must get different colors, thus a square-free coloring is a proper coloring, in the classical sense.
If we consider Z 0 as a graph, where two integers are adjacent if and only if their difference is 1, then in this context, Thue's theorem states that τ (Z 0 ) = 3. With a slight modification, Thue's construction gives a two-way infinite square-free sequence using three symbols, thus τ (Z) = 3, where Z is defined similarly to Z 0 . Currie [5] showed that τ (C n ) = 3 if n 18, where C n is the cycle of length n. He uses the language of edge-colorings, but in the case of cycles this coincides with our notion. Alon at al. [1] proved that τ (T ) 4 for any tree T . They asked whether a similar constant upper bound can be given for the class of planar graphs. We believe that the answer is positive, and support this conjecture in Section 3 by showing that τ (G) 12 for any outerplanar graph G. Our main result is presented in Section 4, that there exists an upper bound for τ (G) in terms of the tree-width of G.
There is an other natural way to define square-free colorings, which is sometimes easier to handle. Namely, we can also forbid the color sequence to be a square on some walks not just on paths. If a walk goes through the same vertices two times in the same order, then a square color sequence is unavoidable on it. Therefore we call a walk with vertex sequence w 1 , w 2 , . . . , w 2n admissible if w i = w i+n for some 1 i n. Let σ(G) denote the minimum number of colors needed to color the vertices of G such that the sequence of colors is not a square on any admissible walk. To distinguish between the two kind of colorings, we call them τ -coloring and σ-coloring respectively. To simplify the explanations, those walks on which the sequence of colors is a square, are called square walks. For instance non-admissible walks are always square walks, and a coloring is a σ-coloring if and only if every square walk is non-admissible.
A sequence is palindrome-free if it does not contain a palindrome, that is a subsequence which is equal to its own reflection. For instance 1231321 is a palindrome, and 123123123 is palindrome-free. Notice, that a sequence is palindrome-free if and only if any two consecutive symbols and the symbols of distance 2 are different.
We recall a sequence from [1] avoiding both squares and palindromes. We start with a square-free sequence, for instance with Thue's construction. It begins with 123121312321323132 etc. Then we insert a fourth symbol after every second item of the previous sequence: 124314214314234214324314324 etc. It is easy to see that we get a σ-coloring of any path if we color the consecutive vertices with this square-and palindrome-free sequence. Thus σ(Z 0 ) = 4, and similarly σ(Z) = 4.
Let w 1 , w 2 and w 3 be consecutive vertices of a path of length three. If w 1 and w 3 has the same color, then the colors on the walk w 1 , w 2 , w 3 , w 2 form a square. Hence, in a σ-coloring not just adjacent vertices, but also vertices of distance 2 have different colors. Thus σ-colorings are so-called L(1, 1)-labelings (see the definition below). If ∆ is the maximum degree of G, then σ(G) ∆ + 1. This is a significant difference between σ and τ , as for instance τ (K 1,n ) = 2 and σ(K 1,n ) n + 1 for the stars K 1,n . In fact, τ (G) = O(∆ 2 ) was proved in [1] . As far as the authors know there is no similar upper bound for σ in terms of ∆. In Section 4 we give upper bounds for σ in terms of ∆ and the tree-width of the graph.
Basic properties of σ-colorings
A vertex coloring is called an L(1, 1)-labeling, if x, y, z get different colors, whenever they are consecutive vertices on a path.
If we have an L(1, 1)-labeling and a square walk, then by comparing only two of its vertices, we can easily decide whether this walk is admissible. In indirect arguments we often consider admissible square walks of minimal length.
Lemma 2.2. Consider an L(1, 1)-labeling c of the vertices. Let x 1 , x 2 , . . . , x k , x k+1 , . . . , x 2k be the sequence of vertices of an admissible square walk W of minimal length. Then x i−1 = x i+1 for any 1 < i < 2k.
Proof. Assume to the contrary that x i−1 = x i+1 for some i. We may assume that i k.
First case: i < k. Since the colors constitute a square, c(x k+i−1 ) = c(x k+i+1 ). The coloring is also an L(1, 1)-labeling, which implies x k+i−1 = x k+i+1 . By Lemma 2.1, we have x 1 = x k+1 . Thus removing the vertices x i , x i+1 , x k+i , x k+i+1 from W yields a shorter square walk, which must be a non-admissible walk by minimality. Now Lemma 2.1 implies x 1 = x k+1 , a contradiction.
Second case:
Thus by removing the vertices x k−1 , x k , x 2k−1 , x 2k , we get a shorter square walk, which is a contradiction.
As a first application, we prove the following proposition. Similar results concerning edge colorings can be found in [4] . Here G H denotes the strong product of G and H, that is V (G H) = V (G) × V (H) and the vertices (u 1 , v 1 ) and (u 2 , v 2 ) are adjacent if and only if u 1 = u 2 and
Proof. Let g and h be σ-colorings of G and H. Our aim is to prove that the 'product' coloring µ defined by
Notice, that µ is an L(1, 1)-labeling. Indeed, if the distance of (v 1 , u 1 ) and (v 2 , u 2 ) is at most 2, then the distance of v 1 and v 2 in G, and the distance of u 1 and u 2 in H is at most 2. This yields that µ(
Assume to the contrary that
is an admissible square walk in G H. Removing consecutive occurrences of the same vertex from v 1 , . . . , v n , v n+1 , . . . , v 2n , and removing v 2n if v n = v n+1 we get a square walk in G. This walk must be a non-admissible walk, thus by Lemma 2.1 v 1 = v n+1 . A similar argument shows u 1 = u n+1 . Using Lemma 2.1 again, we get that W is a non-admissible walk, which is a contradiction.
For instance σ(Z Z) 16, since σ(Z) = 4. The infinite square grid (Z Z) and the infinite triangular grid are subgraphs of Z Z, yielding a coloring with 16 colors. We do not know a σ-coloring of these graphs with fewer colors, not even a τ -coloring.
Outerplanar and planar graphs
Alon et al. [1] asked whether τ is bounded by an absolute constant for planar graphs. After long considerations we believe the answer is affirmative, so we formulate it here in a positive statement, and give some evidences below. Notice here, that σ can be arbitrary large for planar graphs, since σ(G) ∆(G) + 1. We can prove Conjecture 3.1 for outerplanar graphs with a rather small constant.
Theorem 3.2. Let G be an outerplanar graph. Then τ (G) 12.
Proof. Let H be the graph defined recursively as follows. We start with an edge, and say that the depth of its endvertices is 0. In step s 1, for each edge e, whose both endvertices are of depth s − 1, we add an infinite path . . . w −1,e , w 0,e , w 1,e . . . to H. Then we set the depth of these new vertices to be s. Let u be the 'left' and v be the 'right' endvertex of e. We connect w m,e to u if m < 0, to v if m > 0, and to both u and v if m = 0. Each edge is adjacent to exactly two triangles in H, except the first one. Using this fact one can prove by induction that every finite outerplanar graph is a subgraph of H. Thus to complete the proof of the theorem, it is enough to give a τ -coloring of H with 12 colors. Let h(v) denote the depth of vertex v.
Assume that a(0), a(1), a(2), . . . is a σ-coloring of Z 0 with 4 colors. We color H with an ordered pair (κ, ). We first set κ(v) = a h(v) for v ∈ V (H). Let be a coloring with 3 colors such that paths going through vertices of the same depth are square-free. We claim that (κ, ) is a τ -coloring.
Assume to the contrary that W = v 1 , v 2 , . . . , v n , v n+1 , v n+2 , . . . , v 2n is a square path of minimal length. By the choice of , the sequence h(v 1 ), h(v 2 ), . . . , h(v 2n ) is not constant. Supressing the consecutive identical symbols into one symbol in the sequence κ(v 1 ), . . . , κ(v 2n ) we either get a square, or a sequence such that removing its last symbol yields a square. Actually consecutive identical symbols can only occur if W goes through some vertices of the same depth. By the definition of κ the corresponding sequence of depths must be a non-admissible walk in the graph Z 0 . Thus h(v i ) = h(v n+i ) for all 1 i n. Now we separate two cases. First case: there are indices 1 s < t n such that s + 1 < t, and the vertices v i are of maximal depth for s < i < t, and h(v s ) = h(v t ) = h(v s+1 ) − 1. Therefore the vertices v i+n are also of maximal depth for s < i < t, and h(v s+n ) = h(v t+n ) = h(v s+1+n ) − 1. By definition, v s and v t (as well as v s+n and v t+n ) are adjacent, thus removing the vertices v s+1 , . . . , v t−1 and v s+1+n , . . . , v t−1+n yields a shorter square path.
Second case: there are indices 1 s < n < t 2n such that the vertices v i are of maximal depth for s < i < t, and h(v s ) = h(v t ) = h(v s+1 ) − 1. Removing the vertices v 1 , . . . , v t−n−1 , v s+1 , . . . , v t−1 and v s+n+1 , . . . , v 2n we get a shorter square path again. In case of t = n + 1 the vertex v 1 should not be removed.
These contradictions prove the claim.
To show the sharpness of the result above, we show that some outerplanar graphs need at least seven colors. Proof. We claim that the graph H defined in the previous proof needs at least seven colors in a τ -coloring. That also means that there exists a finite outerplanar graph with the same property. Assume that we used only six colors. To simplify the explanations, we orient the edges between vertices of different depth toward the vertex of greater depth. First we show that the out-neighbourhood of each vertex is colored with at least 4 colors.
Assume to the contrary that the out-neighbourhood of v is colored with only 3 colors.
Let v be the 'right' endvertex of an undirected edge e. We may assume that v gets color 1 and its out-neighbourhood is colored with 2, 3, 4. All three colors must appear infinitely many times in a τ -coloring of the neighbourhood containing an infinite path. Hence none of the out-neighbours of the vertices v m,e gets color 1 for m > 0. Otherwise, we could find a path on which the sequence of colors is 1, x, 1, x, where x ∈ {2, 3, 4}. The out-neighbourhood of any vertex v m,e is colored with at least three colors, thus there is an out-neighbour u m colored 2, 3 or 4. Since a square-free 3-coloring of an infinite path contains a palindrome subsequence, we may assume that v s−1,e and v s+1,e are colored 3 and v s,e gets color 2. Then v s+2,e (u s+1 ) gets color 4, otherwise v s−1,e , v s,e , v s+1,e , v s+2,e or v s+1,e , v s+2,e (v s−1,e , v s,e , v s+1,e , u s+1 or v s+1,e , u s+1 ) would be a square path. Similarly v s+3,e and u s+2 are colored 2, v s+4,e and u s+3 are colored 3, and v s+5,e is colored 4. But this is a contradiction, for v s,e , . . . , v s+5,e is now a square path.
Fig. 2. Three colors do not suffice
Taking a closer look, we find that in the out-neighborhood of each vertex at least four colors appear infinitely many times. As we have only six colors, the out-neighbourhood of each vertex contains at least one of the colors 1, 2, 3. Thus we can find a directed path w 1 , w 2 , . . . colored with 1, 2, 3. The out-neighbourhood of each vertex uses at least 4 different colors. Therefore any vertex w m has an out-neighbour other than w m+1 , which is colored 1, 2 or 3. We get a contradiction using the argument above again, and the proof is complete.
Using this lower bound construction, we give a similar constructive lower bound on planar graphs. This provides more information on Conjecture 3.1.
Proposition 3.4. There exists a planar graph G with τ (G) 10.
Proof. Let G 0 be an outerplanar graph with vertex set v 1 , . . . , v n and τ (G 0 ) > 6. For any vertex v i ∈ V (G 0 ) let G i,1 , G i,2 . . . , G i,m be copies of G 0 , where m is sufficiently large. Let v i be adjacent to all vertices of G i,1 , G i,2 , . . . , G i,m for all i. Repeat this procedure with G 1,1 , . . . , G 1,m , G 2,1 , . . . , G n,m , and continue this way. Notice, that we can draw the hole graph, call it G, in the plane.
Assume to the contrary that τ (G) 9. Then in any copy of G 0 , we have to use at least seven colors, thus we can avoid at most two colors. This implies, that we find a large tree in G, whose vertices are colored with 1, 2 and 3. But this is impossible without creating a square path.
Bounded tree-width
An ordering of the vertices of a graph is a k-elimination scheme, if for any vertex v, the neighbours preceding v form a clique of size at most k. A graph G is a k-tree, if G has a k-elimination scheme. The tree-width of a graph G (tw(G) in notation) is the minimal k such that G can be embedded into a k-tree. A graph is chordal if it does not contain a cycle of length greater than 3 as an induced subgraph. The class of chordal graphs coincides with the union of k-trees, for k = 1, 2, etc. For the proof of this fact, and general reference on tree-width, we refer to [6] .
Following [2] , we say that a tournament T has the property S k if and only if any k vertices v 1 , v 2 , . . . , v k have a common out-neighbour. Let f (k) be the smallest natural number such that there exists a tournament on f (k) vertices with property S k .
We recall the following statement giving an upper bound for f (k):
Lemma 4.1 [2] . There exists a tournament T (k) on at most k 2 · 2 k · (ln 2) 1 + o(1) vertices with property S k . Our goal is to show that graphs of bounded tree-width have bounded square-free vertex coloring parameters.
If G is a k-tree, then it has a k-elimination scheme. Orient the edges of G in each step of the scheme such that all vertices of the clique dominate the new vertex. In such a directed k-tree there is exactly one source in each connected component. One may prove this by induction on the number of vertices.
We prepare the proof of the theorem with the following essential part, concentrating on the directed paths instead of all paths and walks.
Lemma 4.4. Let the edges of a k-tree G be oriented according to the kelimination scheme. Then the vertices of G have a 3 k -coloring such that the sequence of colors on any simple directed path is not a square.
Proof. If k = 0, then G consists of isolated vertices, and the claim is clear.
Assume now that k 1 and the lemma holds for k − 1. For any vertex v ∈ G, let (v) be the length of the shortest directed path from the source (of the connected component) to v. Proof. Assume to the contrary that (w) < (v), and (w) is a minimal counterexample. On a minimal directed path to w, let the predecessor of w be u. Clearly (u) = (w) − 1. The dominators of w contain u and v. If u dominates v, then (v) (u) + 1 = (w) is a contradiction. If v dominates u, then (u) < (w) < (v) implies that (u) is a counterexample smaller than (w).
We color the vertices of G with a pair of colorings c 1 , c 2 as follows. Let A = a(1)a(2)a(3) . . . be a fixed square-free sequence on three symbols (i.e. a τ -coloring of Z >0 ). For any vertex v, let c 1 (v) be a (v) . Assume that
is a square. Then c 1 (v i ) = c 1 (v i+n ) for 1 i n. By Proposition 4.5 the sequence (v i ) is non-decreasing, and the difference between adjacent members is at most 1. Suppressing the consecutive identical symbols into one symbol in the sequence c 1 (v 1 ), c 1 (v 2 ) , . . . , c 1 (v 2n ) yields a sub-sequence S of A. If  c 1 (v 1 ), c 1 (v 2 ) , . . . , c 1 (v 2n ) was a square, then either so is S, or removing the last element of S yields a square or the empty sequence. This implies that S contains just one symbol, and thus (v 1 ) = (v 2 ) = . . . = (v 2n ).
Our aim is to construct a coloring c 2 that destroys the square paths above. For any t 0, let G t be the subgraph of G induced by the vertices v with (v) = t. The induced in-degree of the vertices of G t is at most k − 1, and their in-neighbourhood is complete, and also G t is acyclic. Thus ordering the vertices of G in such a way that every vertex is preceded by its dominators, we get a (k − 1)-elimination scheme. Applying the induction hypothesis to G t , we get an appropriate 3 k−1 -coloring c 2 . Combining it with c 1 , we get the desired result.
Proof of Theorem 4.3. We prove the two statements simultaneously. We color the vertices of G with pairs κ(v), (v) in the case of τ , and with triples κ(v), (v), ν(v) in the case of σ. Let the edges of the k-tree G be oriented according to a k-elimination scheme, and let κ be a coloring satisfying the properties of Lemma 4.4.
We use the vertices of T (k) of Lemma 4.1 as colors. We want to construct with the following property: if uv is an arc of G, then (u) (v) is an arc of T (k). We can construct such a coloring inductively using the kelimination scheme. The existence of is guaranteed by the properties of
Let ν be an L(1, 1)-labeling of G with λ colors. Assume to the contrary that this is not a τ (σ) coloring and First case: i < n. We deduce immediately that v i+n−1 v i+n and v i+n v i+n+1 are directed toward v i+n . Using that the in-neighborhood of any vertex is a clique, the edges v i−1 v i+1 and v i+n−1 v i+n+1 exist. Replac-
we get a shorter square walk W . In the case of a τ -coloring, this walk is a path, thus a shorter counterexample. The case of a σ-coloring needs more explanation. By Lemma 2.1 v i−1 = v i+1 and v i+n−1 = v i+n+1 , thus W is a walk indeed. If we assume, that W is admissible, then by Lemma 2.2 we get v 1 = v n+1 . This implies that W is admissible too, which is a contradiction.
Second case: i = n. Consider the walk W = v 1 , v 2 , . . . , v n−1 , v n+1 , v n+2 , . . . , v 2n−1 . An argument similar to the one above shows that in both cases this is again a counterexample shorter than W .
As we used 3 k colors for the first component, f (k) for the second and λ for the third, the proof is complete. Since the graphs with tree-width k are subgraphs of k-trees, we get the following Fig. 3 . An invalid σ-coloring Corollary 4.7. Let G be a graph with tree-width at most k. Then
In connection with Conjecture 3.1 we deduce Corollary 4.8. Let G be a series-parallel graph. Then τ (G) 63.
Proof. Any such graph G has tree-width at most 2, so we can use Corollary 4.7 with k = 2. Combining it with f (2) = 7, we get that τ (G) 63.
Corollary 4.7 does not answer Conjecture 3.1, since there are planar graphs with arbitrary large tree-width. The best-known examples are the square grids; the n × n grid has tree-width n. However, we can color them with 16 colors using another construction, see the discussion at the end of Section 2.
We would also like to deduce an upper bound for σ(G) similar to Corollary 4.7. We have to deal with the following problem. Let tw(G) = k. Embedding G into a k-tree can increase the maximum degree enormously. That makes λ huge. We go another route, since we do not know any results making these speculations precise.
We choose the following mixed technique: we embed G into a k -tree H with k > k such that ∆(H) remains bounded by a function of ∆(G) and k. Lemma 4.9. Let G be a graph with tree-width k and maximum degree ∆. (i) There exists a chordal graph H such that G H, tw(H) = O(k2 k ) and ∆(H) = O k2 k 3 2 k ∆ .
(ii) There exists a chordal graph H such that G H, tw(H) = O(k∆ 2 ) and ∆(H) = O(k∆ 2 ).
Proof. (i) We use Theorem 1.3 of [7] , that is every graph G of treewidth k has a tree-decomposition of width at most O(k2 k ) such that any vertex of G is contained in at most O ∆3 2 k parts of the decomposition.
Let us add all possible edges within each part of this decomposition. This process results in a chordal graph H without changing the width of the decomposition. Hence H satisfies all the claims.
(ii) This statement follows from Theorem 3.1 of [3] . That is G has a tree-decomposition of width at most O(k∆ 2 ) such that any vertex of G is contained in at most two parts of the decomposition. Adding all the possible edges within the parts, we get the desired graph H.
Combining these upper bounds with Theorem 4.3 and Lemma 4.1, we get the following bounds depending on tree-width and maximum degree. 2 using λ = χ(H 2 ) + 1 and Brooks' theorem. We can leave out the lower order terms by choosing a larger constant.
(ii) In the second part of Lemma 4.9 tree-width of H is bounded by a function depending also on the maximum degree. Therefore ∆ 2 is present in the exponent. Hence the above calculation of λ is irrelevant.
We pose here the question, whether σ(G) can be bounded by a function solely of ∆(G). 
Added in proof

