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This paper proposes a new prognosis model based on the technique for health state estimation of machines for 
accurate assessment of the remnant life. For the evaluation of health stages of machines, the Support Vector 
Machine (SVM) classifier was employed to obtain the probability of each health state. Two case studies 
involving bearing failures were used to validate the proposed model. Simulated bearing failure data and 
experimental data from an accelerated bearing test rig were used to train and test the model. The result obtained 
is very encouraging and shows that the proposed prognostic model produces promising results and has the 
potential to be used as an estimation tool for machine remnant life prediction. 
Key Words: Prognosis, Bearing degradation state, Support vector machines (SVMs), Remaining useful life 
(RUL) 
1 INTRODUCTION 
The ability to accurately predict the remaining useful life of a machine system is critical for its operation and can also be 
used to improve productivity and enhance system safety. In condition-based maintenance, maintenance is usually performed 
based on an assessment or prediction of the machine health instead of its service time, which leads to intended usage of the 
machine, reduced down time and enhanced operation safety. An effective prognostics program will provide ample time for 
maintenance engineers to schedule a repair and to acquire replacement components before catastrophic failures occur. 
Although today’s expert diagnostic engineers have significant information and experience about machine failure and health 
states by continuously monitoring and analysing of machine condition in industry, well understood systematic methodologies 
and support systems on how to predict machine remnant life are still not available. The task still relies on human expert 
knowledge and experience. Therefore, there is an urgent need to continuously develop and improve prognostic models which 
can be implemented in intelligent maintenance systems with minimum human involvement. 
An effective prognosis requires performance assessment, development of degradation models, failure analysis, health 
management and prediction, feature extraction and historical knowledge of faults [1]. For an accurate prognosis, it is essential 
to conduct a prior analysis of the system’s degradation process, failure patterns and event history of the machine as well as 
obtain quality machine condition data. In addition, to accurately predict remaining useful life, an ability to provide long-term 
prediction is one of the challenges in implementing predictive maintenance strategies in real application. Liu et al. [2] 
suggested the similarity based method for manufacturing process performance prediction and diagnosis. In their paper, 
similarities with historical data were used to predict the probabilities of failure over time by evaluating the overlaps between 
predicted feature distributions and feature distributions related to unacceptable equipment behaviour for long-term prediction 
of process performance. However, they only considered two degradation processes namely, a normal process behaviour and a 
faulty process behaviour.  
For accurate assessment of machine health, a significant amount of a priori knowledge of the assessed machine is required 
because the corresponding failure modes must be known in advance and well-described in order to assess the current machine 
performance [3]. In general, each machine system has its inherent characteristics that could be used to identify the source of 
failure. Therefore, prior analysis of machine and knowledge of failure pattern could lead to more accurate prediction of 
remnant life. Li et al. [4] suggested that a reliable diagnostic model is essential for the overall performance of a prognostics 
system. Diagnostics also provides information on obtaining reliable event data and acquiring feedback for system redesign. 
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In this paper, for long-term prediction of the remnant life of machine, the authors propose a machine prognostic model 
based on health state estimation using a modified SVM classifier. In this model, prior historical knowledge is embedded in the 
closed-loop prognostic system together with the classification of faults and health state estimation. The historical knowledge 
includes prior knowledge of the machinery degradation process, failure patterns and maintenance history. This model proposes 
an integration of diagnosis module to prognostics. By using an integrated system of diagnosis and prognosis, pre-determined 
dominant fault obtained in the diagnostic process can be used to improve the accuracy of prognostics in estimating the remnant 
life. In addition, an integrated system can also deals with different types of faults in a machine system. 
The health state estimation is carried out by exploring a full failure degradation process of the machine by optimal selection 
of the various health states over time from new to final failure stages. In terms of the historical knowledge, historical failure 
data and events will be applied to identify the failure patterns. This approach produces an effective feature extraction and the 
construction of fault degradation steps for impending faults. In this research, the authors aim to develop a practical prognostics 
model which could be used in on-line condition monitoring to predict the remnant life of a failing component. 
Fault diagnosis and different health states estimation are performed using the classification ability of SVM, with 
subsequent machine prognostics being conducted based on the probabilities of each health states. To validate the feasibility of 
the proposed model, the authors simulated progressive bearing degradation data and conducted experimental tests of bearing 
run-to-failure. To select effective features for the classification of health states, the effectiveness of features were examined 
and calculated. Then, the probabilities of each health states were obtained using the SVM classifier to estimate the machine’s 
remaining useful life (RUL). The results show that the proposed prognosis model has the potential to be used as an estimation 
tool for machine remnant life prediction. 
The remaining part of the paper is organised as follows. Section 2 presents the proposed prognosis model-based approach 
utilising health state estimation with embedded historical knowledge. In Section 3, describes the basic principle of SVM 
employed in this research.  Section 4 presents the results of first case study using simulated progressive bearing fault data. 
Section 5 presents the second case study results from the experimental bearing failure data which is followed by the 
conclusions in Section 6. 
2 PROGNOSTICS MODEL BASED ON HEALTH STATE ESTIMATION 
In this research, an innovative prognostics model based on health state estimation with embedded historical knowledge is 
proposed. 
 
Figure 1. A closed loop prognostic system. 
Figure 1 illustrates the closed loop prognostic model with an embedded historical knowledge in the centre of the closed 
loop circle. Basically, this model integrates condition monitoring data and historical knowledge with prognosis. The entire 
sequence includes condition monitoring, fault identification (diagnosis), health state estimation and prognosis by linking them 
to case based historical knowledge (data). The historical data and knowledge are used to provide useful information for the 
selection of suitable condition monitoring techniques such as sensor (data) type and signal processing techniques. In this 
system, the feature extraction and selection techniques in the diagnosis module are linked with the historical knowledge in the 
system. The pre-determined failure degradation stage of machine embedded in the historical knowledge module can be used to 
estimate the health state of the machine. The final output of the prognosis module on certain impending fault can also be 
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accumulated in the case based data as historical knowledge. This accumulated historical knowledge can then be used for 
system updating and improving for the prognosis model. 
 
Figure 2. Framework of the Prognostics System Based on Health State Estimation. 
Figure 2 presents the framework of the prognostics model based on health state estimation using SVM. The proposed 
system consists of three sub-systems, namely, historical knowledge, diagnostics and prognostics. Through failure pattern 
analysis of the historical data and events, failure degradation stages can be determined to estimate the health state of the 
machine. In this model, prior historical knowledge is related to signal processing, feature extraction and selection in the 
diagnosis and prognosis sub-systems as depicted in Figure 2. First, historical condition monitoring data are used in failure 
pattern analysis in the historical knowledge sub-system. With this prior analysis, major failure patterns that affect the entire life 
of the machine are identified for diagnostics and prognostics. The failure degradation stages are also determined in historical 
data analysis. This historical knowledge to be used in diagnostics and prognostics will provide key information on the 
organisation of this system. In the diagnostics sub-system, the condition monitoring data of machine are collected where 
significant features of machine faults can be extracted. In general, raw data acquired from sensors require signal processing to 
obtain appropriate features. A range of features is calculated to cover the preliminary impending faults of the machine system. 
The effective selection of features is required in order to avoid the problem of dimensionality and high training error value 
which may cause computer overload and overfit of data training in the pattern recognition techniques. The goal of 
dimensionality reduction is to reduce high-dimensional data samples in a low-dimensional space while most of the intrinsic 
information contained in the data is preserved. Once dimensionality reduction is carried out appropriately, compact 
representation of the data for various succeeding tasks such as visualization and classification can be utilised. An effective 
feature selection can be used to provide a better performance of predictor, cost-effective predictors and a better understanding 
of the underlying process that generated the data [5]. After feature extraction (feature selection), predetermined major fault 
data are trained using SVM multi classifier. Through this training of major faults of machine system, current impending faults 
can be isolated and identified in the diagnostic system. However, this diagnostic system does not provide the severity of fault. 
After identifying the impending fault, the failure degradation stages determined in prior historical knowledge module are 
employed in health state estimation module as depicted in Figure 2. In this step, predetermined failure stages were trained 
before testing the current health state. Through prior training of each failure degradation stage, current health condition can be 
obtained in terms of the probabilities of each health state of the machine. The remaining useful life (RUL) obtained according 
to the probabilities of each health states and historical operation time can be expressed as (1) accordingly. 
 (1) 
Where P is a probability of health state, S is health state, N is number of states and T is operation hours. 
In this paper, the prognostic sub-system is used to estimate the RUL since the feasibilities of SVM for the fault 
classification have been introduced in the recent literature. 
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3 SUPPORT VECTOR MACHINES 
Support vector machines (SVMs) have been employed to conduct fault diagnosis and prognosis of machine because of its 
excellent ability in classification and regression. As an intelligent technique, SVM can train a given data set and save the result 
as weights, and then use the weights to perform classification. Traditionally, SVM is used for classification of linear data into 
two classes. However, by using Kernel mapping, SVM can be used to perform the training process and classification of 
nonlinear data. Furthermore, by optimizing the hyper-plane, SVM can solve the classification and regression problems. 
Nambura et al. [6] presented the possibility of fault severity estimation via SVM for the mode-invariant fault diagnosis of 
automotive engines. This section provides a brief summary of the standard SVM for pattern recognition. 
SVM is based on the statistical learning theory introduced by Vapnik and his co-workers [7,8]. SVM is also known as 
maximum margin classifier with the abilities of simultaneously minimizing the empirical classification error and maximizing 
the geometric margin. Given data input xi (i = 1, 2… M), where M is the number of samples having corresponding labels yi  
{-1, 1}. In the case of linear data, it is possible to determine the hyperplane f(x) = 0 that separates the given input data. 
∑
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Where ξi is the noise with slack variables and C is the penalty parameter of error term. This problem can be reduced to dual 
quadratic optimization problem as follows which practically we solve: 
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Thus, by solving the dual optimization problem, this leads to the non-linear decision function as follows: 
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SVM can also be used in non-linear classification tasks with application of kernel functions. The data to be classified is 
mapped onto a high-dimensional feature space, where the linear classification is possible. Using the non-linear vector function 
Φ(x) = (Φ1(x), …, Φl(x)) to map the n-dimensional input vector x onto l-dimensional feature space, the linear decision function 
in dual form is given by 
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Working in the high-dimensional feature space enables the expression of complex functions, but it also generates other 
problems. Computational problems can occur due to the large vectors and over-fitting can also exists due to the high-
dimensionality. The latter problem can be solved by using the kernel function. The Kernel is a function that returns a dot 
product of the feature space mappings of the original data points, stated as K (xi , xj) = (ΦT(xi) Φ(xj)). When applying a kernel 
function, learning in the feature space does not require explicit evaluation of Φ and the decision function will be 
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Any function that satisfies Mercer’s theorem [9] can be used as a kernel function to compute a dot product in feature space. 
There are different kernel functions used in SVM, such as linear, polynomial and Gaussian RBF. The kernel defines the feature 
space in which the training set examples will be classified. In this research, the polynomial function ((γ xT·xj +r)d , γ > 0) was 
employed for classification of health states. 
SVMs were originally designed for binary classification and there are several methods that have been addressed for multi-
class classification, such as ‘‘one-against-one’’, ‘‘one-against-all’’, and directed acyclic graph (DAG). Hsu and Lin [10] 
presented a comparison of these methods and pointed out that the ‘‘one-against-one’’ method is more suitable for practical use 
than other methods. Consequently, in this study, the authors have adopted the ‘‘one-against-one’’ method to classify the six 
failure degradation stages. 
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4 CASE STUDY USING SIMULATED BEARING FAULT DATA 
4.1 Simulation of progressive bearing fault data 
In general, a prognostic model requires numerous sets of failure data for training and testing. Unfortunately it takes a long 
time to fail a bearing, even in accelerated run-to-failure tests. To resolve this dilemma, simulation of progressive bearing 
degradation data was developed as a substitute of real life testing data derived in our previous work [11]. This simulated data 
provides numerous sets of data and truncations were randomly imposed on a portion of the datasets for the validation of 
prognostic model. 
In this work, a vibration waveform generated by a rolling element bearing under constant radial load with a single point 
defect is first modelled using the MATLAB software and then repeatedly generated while increasing the defect severity 
exponentially with some added discontinuities. To describe the waveform generated by a rolling element bearing under 
constant radial load with a single localised defect, the vibration signature can be expressed as 
( ) ( ) ( ) ( ) ( )tytytytytyty nerqd ⋅⋅⋅⋅=)(  (10) 
where yd(t) is a series of impulses at the bearing fault frequency, yq(t) the bearing radial load distribution, yr(t) the bearing-
induced resonant frequency and ye(t) the exponential decay due to damping [12,13]. The last component, yn(t), represents the 
noise added to corrupt the signal. 
According to this method, outer race fault, inner race fault, ball fault and a combination of multiple faults were simulated. 
To simulate random degradation data, these simulated signals had defect impulses that increase at different rates and 
discontinuities. Figure 3 shows the simulated time domain signal of a bearing with an outer race, an inner race and a ball defect 
with shaft frequency set at 600rpm. For the training and test of proposed prognostic model, two random progressive 
degradation data were simulated as shown in Table 1. 
 
 
 
Figure 3. Simulated time domain signal with increasing defect impulse. 
Table 1. Simulated progressive bearing degradation data set 
Data No Number of Sample RPM Sampling frequency Applied bearing faults 
1 100 600 20,000 BPFI, BPFO, BSF 
2 100 600 20,000 BPFI, BPFO, BSF 
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4.2 Feature calculation and selection 
In this paper, the authors calculated 10 statistical parameters from the time domain data. These feature parameters were 
mean, rms, shape factor, skewness, kurtosis, crest factor, entropy estimation, entropy estimation error, histogram lower and 
upper. In addition to these parameters, four parameters (rms frequency, frequency centre, root variance frequency and peak) in 
the frequency domain were calculated. A total of 14 features were calculated as shown in Table 2. 
Table 2. Statistical feature parameters and attributed label 
Time Domain Parameters Frequency Domain Parameters 
Mean[1], RMS[2], Shape factor[3], Skewness[4], 
Kurtosis[5], Crest factor[6], Entropy estimation value[7], 
Entropy estimation error[8], Histogram upper[9] and 
Histogram lower[10] 
 RMS frequency value[11],  
Frequency centre value[12],  
Root variance frequency[13] and 
Peak value[14] 
In this paper, for the better performance of SVM and the reduction of computational effort, effective features were selected 
using the evaluation method of feature effectiveness introduced by Knerr et al [14-16] as depicted below. 
Step 1: calculation of relative distance ( ) of each other data in same states 
                                                                                                              (11) 
Step 2: calculation of relative distance ( ) of each other data among different states 
                                                                                                                     (12) 
Step 3: calculation of effectiveness factor (relative distance) of each parameter 
                                                                                                                                                          (13) 
where, m, n = 1, 2, , N,  m ≠  n,  Pi,j: eigen value, i: data index,  j: state index,  N: number of feature,  M: number of state 
Table 3 shows the effectiveness factor (  values calculated from 14 features and ten states. 
Table 3. The effectiveness factor of features 
Label of feature 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
Effectiveness value (  3.58 4.33 0.482 6.47 6.47 5.22 5.12 5.82 4.35 4.34 6.14 6.07 6.53 4.37
The authors selected four features (Skewness[4], Kurtosis[5], RMS frequency value[11] and Root variance frequency 
value[13]) which had high effectiveness factor values as compared with other features. High effectiveness value relates to 
those features which have low dispersibility in the same state and high dispersibility among different states. Therefore, it could 
minimise the classification training error of each bearing degradation stage. 
4.3 Health state estimation and prediction of remnant life 
As the basic kernel function of SVM, a polynomial was used. Multi-class classification using one-against-one was applied 
to perform the classification of bearing degradation. Sequential minimal optimization (SMO) proposed by Platt [17] was used 
to solve the SVM classification problem. For selection of optimal kernel parameters (C, γ, d), the authors used the cross-
validation technique in order to obtain effective classification of performance suggested by Hsu et al. [18] so as to avoid over-
fitting or under-fitting. 
In this paper, simulated degradation data were divided into ten degradation stages for the estimation of health state and 
prediction of remnant life using selected four features. Once the ten states were trained using the selected four features of 
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Data1, the full data sets of Data1 (100 samples) were tested to obtain the each health state’s probabilities using the result of 
multi-classification test for the ten degradation stages. Figure 4 shows the probabilities of each stage of simulated data1 that 
was also used for training of the ten degradation states. The first stage probability started with 100% and decreased as long as 
next stage probability increased. Although there were some overlaps in the middle zone of the display, the probabilities of each 
health states well explain the sequence of ten degradation states over the entire sample. Especially, initial and final states are 
distinctly separated. 
 
Figure 4. Probabilities of each state [Simulated data1] 
 
Figure 5. Comparison of real remaining life and estimated life [Simulated data1] 
For the estimation of remaining useful life (RUL), the expected life was calculated by using the time of each training data 
set and their probabilities of each health state as be expressed in (1). Figure 5 shows the result of estimated remnant life and the 
comparison between real remaining life and estimated life. The overall trend of the estimated life follows the real remaining 
life of bearing failure. And the average prediction value was 95.05% in entire range of data set. The average of prediction 
value was calculated using the following equation. 
                                                                                                             (14) 
Where N: number of data, :real remaining life, : expected life. 
Using identical training data (Data1), second simulated bearing failure data (Data2) which consisted of 100 sample sets was 
also tested to verify the proposed model. Figure 6 shows the probabilities of each state of Data2. Compared with Data1, the 
first state is more lasted and the final state probability not reached high probability than former state. Figure 7 shows 
comparison result the estimated life which was also calculated by using the time of each training data set and their probabilities 
of each health state. Although there are some margins in initial states, the estimated life in the latter half of samples closely 
matches the real remaining life of bearing failure. And the average prediction value was 92.5% in entire range of data set. 
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Figure 6. Probabilities of each state [Simulated data2] 
 
Figure 7. Comparison of real remaining life and estimated life [Simulated data2] 
5 CASE STUDY USING EXPERIMENTAL BEARING FAILURE DATA 
5.1 Experimental setup and acquisition of accelerated bearing failure data 
In order to validate the proposed prognostic model, bearing run-to-failure tests were performed under controlled load 
conditions on a specially designed test rig which can facilitate accelerated bearing life tests. This test rig will simultaneously 
host four test bearings on a shaft driven by an AC motor. Coupling used so that when a bearing fails, it can be extracted and 
replaced easily without having to move the other bearings on the shaft. A spring was designed to spring load the two middle 
bearings. The load can be adjusted accordingly by tightening or loosening screw on the spring mechanism. The schematic of 
the test rig is depicted in Figures 8. 
 
Figure 8. Schematic of the bearing test rig 
The two bearings at each shaft end will undergo the same amount of load as the middle bearings due to the reactant force at 
support. An accelerometer, an acoustic emission sensor and a thermocouple were attached to middle bearing housing for 
measurement reading. SMT 61806 single row deep groove ball bearings were used for the run-to-failure test at constant 1300 
rpm of rotation speed. The data sampling rate is 250 kHz and data collections were conducted by a National Instruments 
Bearing 2 Bearing 3 
Motor 
Radial load 
Bearing 1 Bearing 4 
Accelerometers 
Thermocouple 
AE sensors 
Proceedings of the 4th World Congress on Engineering Asset Management 
Athens, Greece 
28 - 30 September 2009 
 9
LabVIEW program. Two bearing failure data were collected with identical condition for the proposed model validation. Table 
4 summarizes the collected vibration data set. In this work, authors only used the vibration signals from this bearing test. 
Table 4. Experimental bearing failure data set 
Test No Number of Sample Bearing Position RPM Sampling frequency Total operation time 
1 912 3 1300 250K 683 Min 
2 810 3 1300 250K 579 Min 
5.2 Feature calculation and selection 
Using experimental test data, authors also calculated 14 features from time domain and frequency domain data. Moreover, 
the same feature evaluation method as depicted in Section 4 was used for the selection of effective features on the 
classification of health state subsequently. As a result of this test, four features, RMS, entropy estimation value, histogram 
upper value and peak value were selected to test the proposed model. 
5.3 Health state estimation and prediction of remnant life 
In this work, the bearing run-to-failure data were divided into six degradation stages for the estimation of health state and 
the prediction test of RUL performed using selected four features. Figure 9 shows the probabilities of each stage of the 
experimental data1 that was also used for training of the health states. The probability variation of each state was occurred after 
278 samples because an abnormal condition of bearing was detected at this point of time. And the entire probabilities of each 
stage well explain the sequence of six degradation states after starting of abnormal condition, which are distinctly separated as 
shown in Figure 9. The training error value was about 1.7% for six health states. The expected life was also calculated by using 
the time of each training data set and their probabilities of each health state as be expressed in (1). 
 
Figure 9. Probabilities of each state [Experimental test1] 
 
Figure 10. Comparison of real remaining life and estimated life [Experimental test1] 
Figure 10 shows the comparison between real remaining life and estimated life. Due to the lasting a long time of normal 
condition, there were high margins between the real remaining life and the estimated life in initial state. However, the 
estimated life were closely followed the real remaining life after 278 samples as shown in Figure 10. The average of prediction 
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value was also calculated using same equation (14).Although the average prediction value was 86.32% in entire range of data 
set, the average prediction value after starting of abnormal condition was 97.67%. 
The second experimental test data which consisted of 810 sample sets also employed for the validation of model using 
identical training data (Experimental data1). Figure 11, 12 shows the test results of probabilities of each state and the 
comparison between the real remaining life and the predicted life. As shown in Figure 11, the probability variations were 
begun after around 600 samples because an abnormal condition stated at the time of 600 samples in case of second test data. 
Compared with former result (Test 1), the probability of five states indicated a low value relatively and hard to find out in the 
display. Therefore, the estimated life of second test data also started to follow the real remaining life after the beginning of 
abnormal bearing condition. In this case, the average prediction value was 38.93% in entire range of data set and 95.5% after 
starting of abnormal condition. Furthermore, the difference of beginning time between the real remaining life time and the 
estimated time at initial degradation state was originated from the different life time between training data (Test 1, 683 
minutes) and test data (Test 2, 579 minutes). 
 
Figure 11. Probabilities of each state [Experimental test 2] 
 
Figure 12. Comparison of real remaining life and estimated life [Experimental test 2] 
6 CONCLUSION 
This paper addresses the prognosis of bearing failure based on health state estimation using an SVM classifier. The proposed 
model is based on historical data in terms of historical knowledge to determine failure degradation states for use in the 
estimation of the machine health state. Initially, progressive bearing fault data were simulated and followed by experimental 
bearing run-to-failure tests were conducted to validate the proposed model. To increase the performance of SVM classifier, 
effective features were selected using an evaluation method of feature effectiveness. The results from two actual case studies 
indicate that accurate estimation of health states is achievable which would provide long-term prediction of machine remnant 
life and early warning of abnormal machine conditions. However, knowledge of failure patterns and physical degradation from 
historical data for diverse types of faults still needs further investigation. 
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