We show that adding ǫ-Bernoulli percolation to an everywhere percolating subgraph of Z 2 results in a graph which has large scale geometry similar to that of supercritical Bernoulli percolation, in various specific senses. We conjecture similar behavior in higher dimensions.
Introduction
A subset X of the edges of the standard d-dimensional cubic lattice Z d is said to be percolating everywhere if every vertex of Z d is contained in an infinite connected component of X. Examples of such subgraphs are foliations by lines, and spanning forests. In this note we study the effect of adding small noise to the geometry of such subgraphs of Z d . We will argue that if X is percolating everywhere, then adding ǫ-Bernoulli percolation acts as a unifying operation on the geometric structure of the subgraph; see Conjecture 1.2 and Theorem 1.3 below. By "adding ǫ-Bernoulli percolation", we mean that each edge that is not in X, is added independently with probability ǫ.
So far, we can prove our claims only in dimension two. Our proofs make crucial use of planar duality, so that new ideas clearly are needed to make progress in higher dimensions.
Here is some motivation for our study. By p-Bernoulli percolation on an infinite graph G, we mean the usual bond percolation process, where each edge is removed with probability 1−p and kept with probability p. By p c (G), we denote the infimum over all p ∈ [0, 1] such that p-Bernoulli percolation on G has infinite clusters with positive probability. An outstanding open problem in percolation theory (see e.g. Grimmett (1989) ) is to determine whether at criticality p = p c there are infinite clusters; the answer is believed to be no for all d ≥ 2. Meditating over this problem, one is naturally lead to a search for conditions on X ⊂ Z d which guarantee p c (X) < 1. If it could be shown that infinite Bernoulli-percolation clusters W satisfy p c (W ) < 1, then it would follow that there are no infinite clusters at p = p c . In particular, a negative answer to the following question would answer the problem of the existence of infinite clusters at p c . Newman and Schulman (1982) , and is the same as deletion and insertion tolerance in the sense of Lyons and Schramm (1999) : deletion (resp. insertion) tolerance means that the conditional probability that an edge is absent (resp. present) given the status of all other edges is strictly positive. One way of constructing examples of insertion tolerance percolation is to add independent ǫ-Bernoulli percolation to any given percolation process. In Section 3, we will give an an example of an invariant insertion tolerant percolation process X obtained via adding ǫ-Bernoulli percolation, which percolates but for which p c (X) = 1. In that example, large chunks of vertices in Z d are in finite connected components of the percolation. This observation led us to Conjecture 1.2. Let X be a fixed everywhere percolating subgraph of Z d , and let Y = Y (X, ǫ) be obtained from X by adding ǫ-Bernoulli percolation. For any ǫ > 0, we have
(iii) Y percolates in the upper half-space a.s. Remark 1.5. Say that a subgraph X of Z d is densely percolating, if there is some R > 0 such that any ball of radius R in Z d intersects an infinite connected component of X. A straightforward extension of our arguments show that an analogue of Theorem 1.3 holds for densely percolating subsets of Z 2 (note that property (i) of course has to be replaced by uniqueness of the infinite cluster, and the definition of renormalization in (iv) has to be modified slightly to allow e.g. the point nx to be replaced by some percolating point in its R-neighborhood).
Proofs
A main ingredient in our proofs is the use of planar duality. For a (possibly random) edge configuration X in Z 2 , let X * denote the edge configuration in the planar dual Z Proof of Theorem 1.3 (i): If X is percolating everywhere, then it contains no finite connected components, so that the dual X * contains no circuits. Hence, for any fixed x, y ∈ Z 2 dual , there is at most one self-avoiding path in X * connecting them. This path has, of course, length at least |x − y| 1 , where
That Y is obtained from X via ǫ-Bernoulli addition of edges, is the same as saying that Y * is obtained from X * by randomly deleting each edge in X * independently with probability ǫ. Letting Y * ←→ denote connectivity in the Y * configuration, we get for any x, y ∈ Z 2 dual that
For any x ∈ Z 2 dual and any k ≥ 1, there are exactly 4k vertices in Z 2 dual at L 1 -distance k from x. Summing (1) over all y ∈ Z 2 , we get that the expected number of vertices that are connected to x in Y * is at most
Hence the connected component of Y * containing x is finite a.s., and Y * is therefore a.s. a forest of finite trees. This implies that Y is connected a.s. QED Our next task will be to prove Theorem 1.3 (iv); once this is done, properties (ii) and (iii) will be simple corollaries. For the proof of (iv), the following lemma is useful.
Lemma 2.1. For any nearest neighbors x and y in Z 2 , let E x,y k denote the event that x and y are not connected by any path in Y that is contained in the box Λ(x, k). There exists a constant c > 0 (depending only on ǫ) such that
for all k.
Proof: Here is a particular way of finding a path in Y from x to y: If the edge x, y is present in Y , then use that edge. If that edge is not present, then the corresponding edge x, y * is present in Y * . We can then find a path from x to y in Y by going around the Y * -component T * x,y containing x, y * clockwise, following the outer boundary of T * (x, y). If T * x,y is contained in Λ(x, k − 1), then the path we just constructed is contained in Λ(x, k). By inspecting the summands in (2), we see that the probability that T * x,y is not contained in Λ(x, k − 1) decays exponentially in k, which is what we needed. QED Proof of Theorem 1.3 (iv): Let x and y be nearest neighbors in Z 2 , and let A x,y n be the event that xn and yn are closely connected. Let z 0 = x, z 1 , z 2 , . . . , z n−1 , z n = y be the vertices on the unique shortest path from nx to ny in Z 2 . Clearly,
(where c is as in Lemma 2.1). Hence P(A n ) ≥ 1 − ne −cn , which tends to 1 as n → ∞. Therefore, the probability that an edge in the renormalized processỸ n is present tends to 1 as n tends to infinity. This observation does not immediately imply the desired stochastic domination, because the edges do not appear inỸ n independently.
However,Ỹ n is easily seen to be a 1-dependent percolation process, meaning the following: if B 1 , B 2 ⊂ Z 2 are two disjoint edge sets where no edge in B 1 shares an endpoint with an edge in B 2 , thenỸ n (B 1 ) andỸ n (B 2 ) are independent (this is simply becauseỸ n (B 1 ) andỸ n (B 2 ) depend on disjoint edge sets in Y ). Theorem 6.5 of Liggett, Schonmann and Stacey (1997) tells us that for any p < 1, we can find a p ′ < 1 such that any 1-dependent percolation processes with edge marginals greater than p ′ dominates p-Bernoulli percolation. So now we only need to pick p ∈ (p c (Z 2 ), 1), then pick p ′ as in the Liggett-Schonmann-Stacey theorem, and finally pick n large enough to guarantee that the edge marginals inỸ n are greater than p ′ . QED
Proof of Theorem 1.3 (ii): Pick n large enough so that property (iv) holds, i.e. so thatỸ n dominates p-Bernoulli percolation for some p > p c (Z 2 ). For q ∈ (0, 1), let W q be an independent q-Bernoulli percolation on Z 2 , so that Y ∩ W q is a q-Bernoulli percolation on Y . Pick q close enough to 1, so that for any x the probability that there is an edge in Λ(x, n) \ W q is at most (p − p c (Z 2 ))/4. If we now thinỸ n by removing any edge x, y inỸ n such that some edge in Λ(nx, n) ∪ Λ(ny, n) is not in W q , then the thinned Y n -process dominates Bernoulli percolation with parameter (p + p c (Z 2 ))/2, so it still percolates. But if the thinnedỸ n -process percolates, then, clearly, so does Y ∩ W q . QED
Proof of Theorem 1.3 (iii): This is immediate from property (iv) and the fact that supercritical Bernoulli percolation on Z 2 percolates also in the upper half-plane; the latter result can be found e.g. in Kesten (1982) . QED
An example
We finally present an example of an invariant percolation X ⊂ Z d (d ≥ 2), which has infinite clusters, and nevertheless also has the property that for
Vaguely speaking, X will be constructed by taking the full configuration (all edges present), and removing edges from large annuli (of drastically different sizes) in such a way that the outside and the inside connect only by a thin thread. The annuli are spread out randomly, in such a way that the origin is a.s. surrounded by infinitely many of them. X then percolates, but the threads are cut when doing Bernoulli-thinning of X, and adding ǫ-Bernoulli percolation doesn't help in bridging the annuli.
The precise construction of X is as follows. Consider independent random variables a(x, n) : (x, n) ∈ Z d × {1, 2, . . . } where
where, as before, Λ(x, n) = x + [− n 2 , n 2 ] d . Let b(x, n) be the indicator of the event that a(y, k) = 0 for every (y, k) = (x, n) such that n ≥ k and W (y, k) ∩ W (x, n) = ∅. Let W ′ (x, n) be the set of edges of the grid Z d which are inside W (x, n), except those on the line x + R × {0} × · · · × {0}. Finally, let X consist of all edges of Z 2 that are not in the set W ′ (x, n) : (x, n) ∈ Z d × {1, 2, . . . }, a(x, n) = b(x, n) = 1 .
It is immediate that a.s. X has an infinite connected component, and it is also straightforward to verify that if in (3) we replace W ′ with W , then a.s. no infinite cluster remains. Furthermore, using the (well-known, see e.g. Grimmett (1989)) exponential tail of the cluster size distribution for subcritical Bernoulli percolation on Z d , we see that for ǫ < p c (Z d ) the probability of bridging an annulus W (x, n) tends to 0 as n → ∞. It follows easily that p c Y (X, ǫ) = 1 for any ǫ < p c (Z d ).
