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Abstract - This contribution is concerned with the development, analysis and implementation
of Adaptive Finite Element Methods (AFEMs) for distributed and boundary control problems
with control constraints. AFEMs consist of successive loops of the cycle ’SOLVE’, ’ESTIMATE’,
’MARK’, and ’REFINE’. Emphasis will be on the steps ’SOLVE’ and ’ESTIMATE’. In this con-
text, ’SOLVE’ stands for the efficient solution of the finite element discretized problems and the
following step ’ESTIMATE’ is devoted to a residual-type a posteriori error estimation of the global
discretization errors in the state, the co-state, the control and the co-control. A bulk criterion is
the core of the step ’MARK’ to indicate selected edges and elements for refinement. The final step
’REFINE’ deals with the technical realization of the refinement process itself. The efficient solution
of the underlying constrained minimization problems is achieved by employing a primal-dual active
set strategy. This method is equivalent to a class of semismooth Newton algorithms and converges
locally at a superlinear rate. The a posteriori error analysis features convergence in the states,
co-states, controls, and co-controls and addresses the issue of a guaranteed error reduction. Finally,
numerical results for distributed as well as boundary control problems will be discussed. The test
problems under consideration also include the case of lack of strict complementarity.
Keywords: a posteriori error analysis, boundary control, distributed control, control constraints,
adaptive finite element methods, residual-type a posteriori error estimators, data oscillations
1 Introduction
Adaptive finite element methods have proved to be significant tools for the efficient numerical
solution of boundary and initial-boundary value problems for partial differential equations as
documented by a series of monographs on this subject [2, 4, 5, 14, 33, 34]. These methods are
based on appropriately chosen a posteriori error estimators. The concepts for the a posteriori
error analysis include residual-type estimators [3, 4, 34], hierarchical-type estimators [6, 25,
26], the so-called goal oriented dual weighted approach [5, 14], and functional type error
majorants [33].
However, significantly less work has been performed in the framework of an a posteriori
error analysis of adaptive finite element schemes for optimal control problems associated
with partial differential equations. In the unconstrained case, we refer to [5, 7]. Residual-
type a posteriori error estimators for control constrained distributed and boundary control
problems have been derived and analyzed in [21, 24, 28, 30, 31]. In contrast to the approach
used in [28, 30, 31], the error analysis in [21, 24] includes the error in the state, the co-state,
the control, and the co-control and also takes data oscillations into account which may sig-
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2nificantly contribute to the error and thus have to be considered in the adaptive refinement
process. This paper contains a survey of the results from [17, 21] and [24]. It is organized
as follows:
In section 2, we introduce classes of distributed and boundary control problems for a two-
dimensional, second order elliptic equation with a quadratic objective functional and bilat-
eral constraints on the control variable. The optimality conditions are given in terms of the
state, the co-state, the control, and the Lagrangian multiplier for the control which will be
referred to as the co-control. The control problems are discretized with respect to a family
of shape regular, simplicial triangulations of the computational domain using continuous,
piecewise linear finite elements for the state and the co-state and elementwise constant ap-
proximations of the control and the co-control. Section 3 is devoted to the description of
an efficient solver for the underlying constrained minimization problems. By means of a
nonlinear complementarity problem function the complementarity system involved in first
order optimality conditions for inequality constrained problems is reformulated as a single
not necessarily Fre´chet-differentiable equality. Employing a generalized Newton methodol-
ogy, the solution procedure is shown to be equivalent to a primal-dual active set strategy.
The method converges locally at a superlinear rate in the original function space setting
as well as after appropriate discretization in finite dimensional space. In Section 4, we are
concerned with an a posteriori error analysis of residual-type error estimators for the global
discretization errors in the state, the co-state, the control, and the co-control. We address
the important issue of data oscillations and the so-called bulk criteria for an appropriate
selection of elements and edges for refinement. We provide the reliability and the discrete
local efficiency of the error estimators which are the basic tools to establish convergence
results and to derive error reduction properties. Finally, section 5 contains numerical results
for selected test examples illustrating the performance of the adaptive approach.
2 Distributed and boundary control problems
We suppose Ω ⊂ lR2 to be a bounded, polygonal domain with boundary Γ := ∂Ω. We adopt
standard notation from Lebesgue and Sobolev space theory (see, e.g., [1]) and refer to (·, ·)k,D
and | · |k,Ω, ‖ · ‖k,D, k ∈ lN0, D ⊆ Ω, as the Hk(D)-inner product and associated semi-norm
and norm, respectively. For given ud, yd ∈ L2(Ω), f ∈ L2(Ω), ψ(ν) ∈ L∞(Ω), 1 ≤ ν ≤ 2, and
α, c ∈ lR+, we consider the following distributed optimal control problem with constraints
on the controls
minimize J(y, u) :=
1
2
‖y − yd‖20,Ω +
α
2
‖u− ud‖20,Ω (2.1a)
over (y, u) ∈ V ×W := H10 (Ω)× L2(Ω),
subject to −∆y + cy = f + u , (2.1b)
u ∈ K := {v ∈ L2(Ω) | ψ(1) ≤ v ≤ ψ(2) a.e.} . (2.1c)
We also consider the constrained boundary control problem
minimize J(y, u) :=
1
2
‖y − yd‖20,Ω +
α
2
‖u− ud‖20,Γ1 (2.2a)
over (y, u) ∈ V ×W := H10,Γ2(Ω)× L2(Γ1),
subject to −∆y + cy = f in Ω , (2.2b)
n · ∇y = u on Γ1 ,
u ∈ K := {v ∈ L2(Γ1) | ψ(1) ≤ v ≤ ψ(2) a.e.} . (2.2c)
3Here, Γ = Γ1 ∪ Γ2,Γ1 ∩ Γ2 = ∅ and ud ∈ L2(Γ1), ψ(ν) ∈ L∞(Γ1), 1 ≤ ν ≤ 2, whereas yd, c, f
and α are given as in (2.1a)-(2.1c).
It is well-known that (2.1a)-(2.1c) and (2.2a)-(2.2c) admit a unique solution (y, u) ∈ V ×K
(cf., e.g., [16, 29, 30]), respectively. The optimality conditions involve the existence of a
co-state p ∈ H10 (Ω) and and a co-control σ ∈ L2+(Ω) resp. σ ∈ L2+(Γ1) such that y, p, u, σ
satisfy
a(y, v) = (f, v)0,Ω + `1(u, v) , v ∈ V , (2.3a)
a(p, v) = (yd, v)0,Ω − `2(y, v) , v ∈ H10 (Ω) , (2.3b)
u− ud = 1
α
(p− σ) , (2.3c)
σ ∈ ∂IK(u) . (2.3d)
Here, a(·, ·) stands for the bilinear form
a(w, z) := (∇w,∇z)0,Ω + (cw, z)0,Ω , w, z ∈ V .
The functionals `1 :W × V → lR and `2 : V × V → lR are given by
`1(u, v) := (u, v)0,Ω , v ∈ V
for the distributed control problem and
`1(u, v) := (u, v)0,Γ1 , v ∈ V
for the boundary control problem as well as
`2(y, v) := (y, v)0,Ω , v ∈ V
for both problems. Moreover, ∂IK denotes the subdifferential of the indicator function IK
of the constraint set K (cf., e.g., [23]).
We define the active control sets A(ν)(u), 1 ≤ ν ≤ 2, as the maximal open sets A(ν) ⊂ Ω
resp. A(ν) ⊂ Γ1 such that u(x) = ψ(ν)(x) a.e. and the inactive control set I(u) according to
I(u) := ⋃ε>0Bε, where Bε is the maximal open set B ⊂ Γ1 such that ψ(1)(x) + ε ≤ u(x) ≤
ψ(2)(x) − ε f.a.a. x. Then, the inclusion (2.3d) can be equivalently stated by means of the
complementarity conditions:
σ(x)
 ≤ 0 , f.a.a. x ∈ A
(1)(u) ,
= 0 , f.a.a. x ∈ I(u) ,
≥ 0 , f.a.a. x ∈ A(2)(u)
. (2.4)
In particular, we may split the co-control σ according to
σ = σ(1) + σ(2) , (2.5)
where σ(1) ∈ L2−(Ω) resp. σ(1) ∈ L2−(Γ1) with supp(σ(1)) = cl(A(1)(u)) and σ(2) ∈ L2+(Ω)
resp. σ(2) ∈ L2+(Γ1) with supp(σ(2)) = cl(A(2)(u)). It follows from (2.4) that σ(ν), 1 ≤ ν ≤ 2,
satisfy the complementarity conditions
(σ(1), u− ψ(1))0,Λ = 0 , (σ(2), ψ(2) − u)0,Λ = 0 , (2.6)
where Λ = Ω for the distributed control problem and Λ = Γ1 in case of the boundary control
problem.
We assume that {T`}`∈lN0 is a family of shape-regular simplicial triangulations of Ω such that
in case of the boundary control problem the subsets Γν ⊂ Γ, 1 ≤ ν ≤ 2, inherit geometrically
4conforming triangulations T`(Γν). For D ⊆ Ω, we denote by Pk(D), k ∈ lN0, the linear space
of polynomials of degree k on D and we refer to N`(D), E`(D) and T`(D) , D ⊆ Ω, as the
sets of vertices, edges and elements of T` in D. We set h := max{hT |T ∈ T`}, where hT
denotes the diameter of an element and we further denote by hE the length of an edge
E ∈ E`(Ω). For an interior edge E ∈ E`(Ω) with E = T1 ∩ T2, Tν ∈ T`, 1 ≤ ν ≤ 2, we refer to
ωE = T1 ∪ T2 as the patch formed by the union of the two elements sharing E as a common
edge.
We refer to V` ⊂ V as the finite element space of continuous, piecewise linear finite elements
with respect to T`
V` := {v` ∈ C(Ω) | v`|T ∈ P1(T ) , v`|∂T∩Γ∗ = 0 , T ∈ T`} ,
where Γ∗ = Γ for the distributed control problem and Γ∗ = Γ2 for the boundary control
problem. We further define W` ⊂ L2(Ω) resp. W` ⊂ L2(Γ1) as the linear space of piecewise
constants with respect to T` resp. E`(Γ1)
W` := {w` ∈ L2(Ω) | w`|T ∈ P0(T ) , T ∈ T`} resp.
W` := {w` ∈ L2(Γ1) | w`|E ∈ P0(E) , E ∈ E`(Γ1)} .
We define f`, yd` ∈ W` by f`|T := fT , yd` |T := ydT ∈ P0(T ), T ∈ T`, where fT is given by
the integral mean with respect to T , i.e., fT := |T |−1
∫
T
f dx, and ydT ∈ P0(T ) is given
analogously. We further define ud` ∈W` in case of distributed control by ud` |T = udT , T ∈ T`,
and by ud` |E = udE , E ∈ E`(Γ1), in the boundary control case, where udE ∈ P0(E) is the
integral mean of ud with respect to E, i.e., udE := h
−1
E
∫
E
ud ds.
The lower bound ψ(1) and the upper bound ψ(2) for the boundary controls are approximated
by ψ(ν)` ∈ W`, 1 ≤ ν ≤ 2 such that ψ(1)T := ψ(1)` |T < ψ(2)` |T =: ψ(2)T , T ∈ T`, for distributed
control and ψ(1)E := ψ
(1)
` |E < ψ(2)` |E =: ψ(2)E , E ∈ E`(Γ1), in case of boundary control.
Then, the finite element approximations of the control problems (2.1a)-(2.1c) resp. (2.2a)-
(2.2c) amount to the computation of (y`, u`) ∈ V` × K` as the solution of the constrained
finite dimensional minimization problem
minimize J`(y`, u`) :=
1
2
‖y` − yd‖20,Ω +
α
2
‖u` − ud‖20,Λ , (2.7a)
over (y`, u`) ∈ V` ×K` , (2.7b)
subject to a(y`, v`) = ``,1(u`, v`) . v` ∈ V` . (2.7c)
Here, Λ := Ω for distributed control and Λ := Γ1 for boundary control, whereas K` denotes
the discrete constraint set for the controls
K` := { w` ∈W` | ψ(1)` ≤ w` ≤ ψ(2)` } . (2.8)
Moreover, the functional ``,1 :W` × V` → lR is given by
``,1(u`, v`) := (u`, v`)0,Ω , v` ∈ V`, resp.
``,1(u`, v`) := (u`, v`)0,Γ1 , v` ∈ V` .
The optimality conditions for (2.7a)-(2.7c) involve the existence of a discrete co-state p` ∈ V`
and of a discrete co-control σ` ∈W` such that
a(y`, v`) = (f, v`)0,Ω + ``,1(u`, v`) , v` ∈ V` , (2.9a)
a(p`, v`) = (yd, v`)0,Ω − ``,2(y`, v`) , v` ∈ V` , (2.9b)
u` = ud` +
1
α
(M`p` − σ`) , (2.9c)
σ` ∈ ∂IK`(u`) . (2.9d)
5Here, ``,2 : V` × V` → lR stands for the functional
``,2(y`, v`) :=
∫
Ω
y`v` dx , v` ∈ V`
and M` : V` →W` is the averaging operator given by
M`v`|T := |T |−1
∫
T
v` dx , T ∈ T` resp. (2.10)
M`v`|E := h−1E
∫
E
v` ds , E ∈ E`(Γ1) .
We define A(ν)(u`), 1 ≤ ν ≤ 2, and I(u`) as the discrete active and inactive control sets
according to
A(1)(u`) :=
⋃
{ T ∈ T` | u`|T = ψ(1)T } , (2.11a)
A(2)(u`) :=
⋃
{ T ∈ T` | u`|T = ψ(2)T } , (2.11b)
I(u`) :=
⋃
{ T ∈ T` | ψ(1)T < u`|T < ψ(2)T } (2.11c)
in case of distributed control and analogously for boundary control.
As in the continuous regime, we split the adjoint control σh by means of
σ` = σ
(1)
` + σ
(2)
` , (2.12)
with supp(σ(1)` ) = A(1)(u`) and supp(σ(2)` ) = A(2)(u`) such that
σ
(1)
` |D ≤ 0 , D ∈ A(1)(u`) , σ(2)` |D ≥ 0 , D ∈ A(2)(u`)) , (2.13)
where D = T for distributed control and D = E in case of boundary control.
The inclusion (2.9d) implies that σ(ν)` , 1 ≤ ν ≤ 2, satisfy the complementarity conditions
(σ(1)` , u` − ψ(1)` )0,Λ = 0 , (σ(2)` , ψ(2)` − u`)0,Λ = 0 , (2.14)
where Λ := Ω for distributed control and Λ := Γ1 in case of boundary control.
3 Prima-dual active set strategies
For the computation of the solution of (2.9a)-(2.9d) we use the primal-dual active set strate-
gies as described in [8] and [20], respectively. These methods are based on an alternative
representation of the complementarity system (2.14) and
σ
(1)
` ≥ 0, uh ≥ ψ(1)` , (3.1a)
σ
(2)
` ≥ 0, uh ≤ ψ(2)` . (3.1b)
In fact, a simple calculation shows that (2.14) and (3.1) are equivalent to
σ` = min(0, σ` + c(u` − ψ(1)` )) + max(0, σ` + c(u` − ψ(2)` )), (3.2)
with some arbitrarily fixed real c > 0. From nonsmooth analysis (see, e.g., [23]) it is
known that the max- and min-operations in (3.2) are generalized differentiable in the sense
6of Clarke. Particular generalized derivatives of (u`, σ`) 7→ min(0, σ` + c(u` − ψ(1)` )) and
(u`, σ`) 7→ max(0, σ` + c(u` − ψ(2)` )) are given by
Gmin` (u`, σ`)(x) =
{
(c, 1)> if (σ` + c(u` − ψ(1)` ))(x) < 0,
(0, 0)> else,
(3.3)
and
Gmaxh (u`, σ`)(x) =
{
(c, 1)> if (σ` + c(u` − ψ(2)` ))(x) > 0,
(0, 0)> else,
(3.4)
respectively.
The primal-dual active set strategy is obtained by performing a generalized Newton step
with respect to (2.9a)–(2.9c) and (3.2). This amounts to setting the linearization of (2.9a)–
(2.9c) and (3.2) at a current estimate (or iterate in an algorithmic process) (yk` , u
k
` , p
k
` , σ
k
` ) of
(y`, u`, p`, σ`) in direction (δy`, δu`, δp`, δσ`) equal to zero. This gives the following system
a(δy`, v`)− ``,1(δu`, v`) = (f, v`)0,Ω − a(yk` , v`) + ``,1(uk` , v`) ∀v` ∈ V`, (3.5a)
a(δp`, v`) + ``,2(δy`, v`) = (yd, v`)0,Ω − ``,2(yk` , v`) ∀v` ∈ V`, (3.5b)
δu` − 1
α
M`δp` + δσ` = ud` − uk` +
1
α
(M`pk` − σk` ) (3.5c)
δσ` −Gmin` (uk` , σk` )(δu`, δσ`)−Gmax` (uk` , σk` )(δu`, δσ`) =
= −σk` +min(0, σk` + c(uk` − ψ(1)` )) + max(0, σk` + c(uk` − ψ(2)` )). (3.5d)
Let us next closer analyze (3.5d). For this purpose we define the sets
A(1),k` :=
⋃
{T ∈ T` | σk` |T + c(uk` |T − ψ(1)T ) < 0}, (3.6a)
A(2),k` :=
⋃
{T ∈ T` | σk` |T + c(uk` |T − ψ(2)T ) > 0}, (3.6b)
I ,k` := Th \ (A(1),k` ∪ A(2),k` ), (3.6c)
and analogously for the boundary control case. Based on the current iterate (yk` , u
k
` , p
k
` , σ
k
` ),
these sets provide approximations of the true active and inactive sets, respectively, defined
in (2.11). From (3.5d) we infer
(uk` + δu`)|T = ψ(1)T ∀T ∈ A(1),k` , (3.7a)
(uk` + δu`)|T = ψ(2)T ∀T ∈ A(2),k` , (3.7b)
(σk` + δσ`)|T = 0 ∀T ∈ Ik` . (3.7c)
These observations imply the following algorithmic procedure.
Algorithm 1. (Primal-dual active set strategy)
(i) Choose (y0` , u
0
` , p
0
` , σ
0
` ), c > 0, and set k := 0.
(ii) Unless some stopping rule is satisfied, determine the active set estimates A(ν),k` , 1 ≤
ν ≤ 2, and the inactive set estimate Ik` by (3.6).
7(iii) Solve for (δy`, δu`, δp`, δσ`):
a(δy`, v`)− ``,1(δu`, v`) = (f, v`)0,Ω − a(yk` , v`) + ``,1(uk` , v`) ∀v` ∈ V`,
a(δp`, v`) + ``,2(δy`, v`) = (yd, v`)0,Ω − ``,2(yk` , v`) ∀v` ∈ V`,
δu` − 1
α
M`δp` + δσ` = ud` − uk` +
1
α
(M`pk` − σk` )
(uk` + δu`)|T = ψ(1)T ∀T ∈ A(1),k` ,
(uk` + δu`)|T = ψ(2)T ∀T ∈ A(2),k` ,
(σk` + δσ`)|T = 0 ∀T ∈ Ik` .
(iv) Set (yk+1` , u
k+1
` , p
k+1
` , σ
k+1
` ) := (y
k
` , u
k
` , p
k
` , σ
k
` ) + (δy`, δu`, δp`, δσ`), k := k + 1 and
return to (ii).
A few comments on the algorithm are in order. The primal-dual active set strategy is
rather stable with respect to its initialization. A practical choice is given by
u0` = ψ
(1)
` (or u
0
` = ψ
(2)
` ),
a(y0` , v`)− ``,1(u0` , v`) = (f, v`)0,Ω ∀v` ∈ V`,
a(p0` , v`) + ``,2(y
0
` , v`) = (y
d, v`)0,Ω ∀v` ∈ V`,
σ0` = α(u
d
` − u0`) +M`p0` .
But other choices are possible. Concerning the selection of c we argue below that the best
choice is given by c = α > 0. It is related to the function space specific convergence analysis
of the algorithm. As far as the stopping rule is concerned, it can be shown [8, 20] that if
A(1),k` = A(1),k−1` and A(2),k` = A(2),k−1` for k ≥ 1, (3.8)
then (yk` , u
k
` , p
k
` , σ
k
` ) = (y`, u`, p`, σ`), the solution of the discrete optimal control problem.
This suggests to use (3.8) as our stopping criterion. Alternatively, assuming that the primal
and the adjoint equations are satisfied to sufficient accuracy, then one may use
‖σk` −min(0, σk` + α(uk` − ψ(1)` ))−max(0, σk` + α(uk` − ψ(2)` ))‖0,Ω ≤ ²c
instead of (3.8). Here, ²c > 0 represents a user-specified stopping tolerance which needs
to be aligned with stopping tolerances for iterative solvers of the discrete state and adjoint
equations. Also notice that due to the settings of δuh on A(1),k` ∪ A(2),k` the system in
step (iii) can be reduced to a system on Ik` , only. The multiplier update δσ` can be easily
obtained from the third equation in (iii) upon solving the linear system on Ik` . Especially in
the distributed control case this may result in a significant reduction of the computational
effort per iteration.
Finally let us spend a few words on the (local) convergence theory for the primal-dual
active set strategy. As we can see from the derivation of the method, it is tightly related
to generalized Newton methods. Moreover, it is known that the max- and min-operations
involved in (3.5d) are semismooth, i.e., they satisfy
‖min(0, σ` + δσ` + α(u` + δu` − ψ(1)` ))−min(0, σ` + α(u` − ψ(1)` ))
−Gmin` (u` + δu`, σ` + δσ`)(δu`, δσ`)‖ = O(‖(δu`, δσ`)‖) (3.9)
as ‖(δu`, δσ`)‖ → 0 and analogously for max(0, σ` + α(u` − ψ(2)` )). As a consequence the
primal-dual active set strategy, which is—as we have just argued—equivalent to a semi-
smooth Newton method, converges locally at a q-superlinear rate. For a proof and further
8details in the context of constrained optimal control problems we refer to [22]. For general
problems in finite dimensional space see [15, 27].
The function space counterpart of Algorithm 1 uses the active and inactive set prediction
according to
A(1),k := {x ∈ Ω | (σk + α(uk − ψ(1))) < 0}, (3.10a)
A(2),k := {x ∈ Ω | (σk + α(uk − ψ(2))) > 0}, (3.10b)
Ik := Ω \ (A(1),k ∪ A(2),k). (3.10c)
The derivation of these settings is similar to the one in finite dimensions. In fact, first
observe that the function space analogue of (3.5c) yields
σk = α(ud − uk) + pk,
where pk solves the adjoint equation. Using this expression in σk+α(uk−ψ(ν)), 1 ≤ ν ≤ 2,
we obtain
σk = α(ud − uk) + pk = α(ud − ψ(ν)) + p(uk),
where we emphasize that the adjoint state pk = p(uk) depends on uk via yk = y(uk), which
solves the state equation. Due to our choice c = α, the above expression only consists of
(fixed) data terms and the adjoint state, which, considered as a function of the control,
satisfies p : L2(Ω) → H10 (Ω). Thus, it is a smoothing operation. Further note that the
reformulation of the complementarity system (i.e., the function space counterpart of (3.5d))
is considered in L2(Ω). In [22] it was observed that the smoothing property of the control-
to-adjoint-state mapping and the particular choice of c are prerequisites for the min- and
max-operations to be generalized differentiable as mappings from L2(Ω) to L2(Ω) and the
satisfaction of the analogue of (3.9) in L2(Ω), respectively. As a consequence, using the
derivatives analogous to (3.3) and (3.4) the function space version of Algorithm 1, with
(3.10) in step (ii), again is equivalent to a semismooth Newton method and, hence, converges
locally at a q-superlinear rate. For proof details we refer to [22].
Finally we mention that in [20] a global convergence result for Algorithm 1 is established.
The techniques used in this work for bilaterally constrained boundary control problems also
apply to distributed control. The key aspect is the fact that, regardless of the initial choice,
a modified augmented Lagrangian merit function is shown to be strictly decreasing along the
iteration sequence produced by the primal-dual active set strategy. This yields the global
convergence of the method.
4 A posteriori error analysis
This section is devoted to the steps ’ESTIMATE’, ’MARK’, and ’REFINE’ of the adaptive
loop. Furthermore, it contains a convergence analysis of the AFEMs including convergence
of the states, co-states, controls, and co-controls and - under some non-degeneracy assump-
tions on the continuous and discrete problems - a guaranteed reduction of the weighted
discretization errors as given by
|||z − z`|||2κ := κ1‖y − y`‖21,Ω + κ2‖p− p`‖21,Ω + κ3‖u− u`‖20,Ω + κ4‖σ − σ`‖20,Ω (4.1)
for distributed control problems and by
|||z − z`|||2κ := κ1‖y − y`‖21,Ω + κ2‖p− p`‖21,Ω + κ3‖u− u`‖20,Γ1 + κ4‖σ − σ`‖20,Γ2 (4.2)
in case of boundary control, where κi > 0, 1 ≤ i ≤ 4, in (4.1) (resp. (4.2)) are weighting
factors that only depend on the data of the problems, the shape regularity of the triangula-
tions, and on some universal constants in the selection of edges and elements for refinement
in the step ’MARK’ of the adaptive loop. We write ||| · |||1 for κi = 1, 1 ≤ i ≤ 4.
9We use residual type a posteriori error estimators consisting of edge and element resid-
uals. For distributed control problems, the estimator is of the form
η :=
(
η2y + η
2
p
)1/2
, (4.3)
ηy :=
( ∑
T∈T`
η2y,T +
∑
E∈E`
η2y,E
)1/2
, (4.4)
ηp :=
( ∑
T∈T`
2∑
i=1
(η(i)p,T )
2 +
∑
E∈E`
η2p,E
)1/2
, (4.5)
where for T ∈ T` the element residuals ηy,T and η(i)p,T , 1 ≤ i ≤ 2, are given by
ηy,T := hT ‖f + uh − cy`‖0,T , (4.6)
η
(1)
p,T := hT ‖yd − y` − cp`‖0,T , η(2)p,T := ‖M`p` − p`‖0,T . (4.7)
On the other hand, for an interior edge E = T1 ∩ T2, Tν ∈ T`, 1 ≤ ν ≤ 2, and νE denoting
the exterior unit normal vector on E directed towards T2 the edge residuals ηy,E , ηp,E are
as follows
ηy,E := h
1/2
E ‖νE · [∇y`]‖0,E , ηp,E := h1/2E ‖νE · [∇p`]‖0,E , (4.8)
where [∇y`] and [∇p`] denote the jumps of ∇y`,∇p` across E.
The error analysis further has to take into account oscillations
osc` :=
(
µ2`(u
d) +
2∑
ν=1
µ2`(ψ
(ν)) + osc2`(y
d) + osc2`(f)
)1/2 (4.9)
in the data ud, ψ(ν), 1 ≤ ν ≤ 2, and yd, f , where
µ`(ud) :=
( ∑
T∈T`
µT (ud)2
)1/2
, µT (ud) := ‖ud − udT ‖0,T , (4.10a)
µ`(ψ(ν)) :=
( ∑
T∈T`
µT (ψ(ν))2
)1/2
, µT (ψ(ν)) := ‖ψ(ν) − ψ(ν)T ‖0,T , (4.10b)
osc`(yd) :=
( ∑
T∈T`
oscT (yd)2
)1/2
, oscT (yd) := hT ‖yd − ydT ‖0,T , (4.10c)
osc`(f) :=
( ∑
T∈T`
oscT (f)2
)1/2
, oscT (f) := hT ‖f − fT ‖0,T . (4.10d)
The residual type error estimator η for the finite element approximation of the boundary
control problem (2.2a)-(2.2c) is defined according to
η :=
(
η2y + η
2
p
)1/2
, (4.11a)
ηy :=
( ∑
T∈T`
η2y,T +
∑
E∈E`(Ω)
(ηinty,E)
2 +
∑
E∈E`(Γ1)
(ηΓ1y,E)
2
)1/2
, (4.11b)
ηp :=
( ∑
T∈T`
η2p,T +
∑
E∈E`(Ω)
(ηintp,E)
2 +
∑
E∈E`(Γ1)
2∑
ν=1
(ηΓ1,νp,E )
2
)1/2
, (4.11c)
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where the element residuals ηy,T , ηp,T , T ∈ T`, and the edge residuals ηinty,E , ηintp,E associated
with the interior edges E ∈ Eh(Ω) as well as the edge residuals ηΓ1y,E , ηΓ1,νp,E , 1 ≤ ν ≤ 2, with
respect to the boundary edges E ∈ E`(Γ1) are given as follows
ηy,T := hT ‖f − cy`‖0,T , T ∈ T` , (4.12a)
ηp,T := hT ‖yd − y` − cp`‖0,T , T ∈ T` , (4.12b)
ηinty,E := h
1/2
E ‖νE · [∇y`]‖0,E , E ∈ E`(Ω) , (4.12c)
ηintp,E := h
1/2
E ‖νE · [∇p`]‖0,E , E ∈ E`(Ω) , (4.12d)
ηΓ1y,E := h
1/2
E ‖u` − νE · ∇y`‖0,E , E ∈ E`(Γ1) , (4.12e)
ηΓ1,1p,E := h
1/2
E ‖νE · ∇p`‖0,E , E ∈ E`(Γ1) , (4.12f)
ηΓ1,2p,E := ‖M`p` − p`‖0,E , E ∈ E`(Γ1) . (4.12g)
The data oscillations read as follows
µ`(ud) :=
( ∑
E∈E`(Γ1)
µE(ud)2
)1/2
, µE(ud) := ‖ud − udE‖0,E , (4.13a)
µ`(ψ(ν)) :=
( ∑
E∈E`(Γ1)
2∑
ν=1
µE(ψ(ν))2
)1/2
, µE(ψ(ν)) := ‖ψ(ν) − ψ(ν)E ‖0,E , (4.13b)
osc`(yd) :=
( ∑
T∈T`
oscT (yd)2
)1/2
, oscT (yd) := hT ‖yd − ydT ‖0,T , (4.13c)
osc`(f) :=
( ∑
T∈T`
oscT (f)2
)1/2
, oscT (f) := hT ‖f − fT ‖0,T . (4.13d)
In the step ’MARK’ of the adaptive loop, the selection of edges and elements is realized by
means of bulk criteria originally suggested in [13]. In particular, given universal constants
Θi, 1 ≤ i ≤ 2 with 0 < Θi < 1, in case of distributed control problems we select a set of
edges ME` ⊂ E`(Ω) and a set of elements MT` ⊂ T` such that
Θ1
∑
E∈E`(Ω)
(η2y,E + η
2
p,E) ≤
∑
E∈ME`
(η2y,E + η
2
p,E) , (4.14)
Θ2
( ∑
T∈T`
(η2y,T + (η
(1)
p,T )
2 + (η(2)p,T )
2)
)
≤
∑
T∈MT`
(η2y,T + (η
(1)
p,T )
2 + (η(2)p,T )
2) . (4.15)
Obvious modifications apply for boundary control problems.
In practice, we also include the data oscillations in the bulk criteria which are realized by
a greedy algorithm (cf., e.g., [24]). For the implementation of the refinement process in the
step ’REFINE’ of the adaptive loop, we proceed as follows: If an element T or at least one
of its edges E has been selected in the bulk criterion, we refine T in such a way that T
contains at least one interior nodal point. Bisection is used in case of newly created nodes
at midpoint of edges not contained in ME` in order to provide a geometrically conforming
refined triangulation.
The a posteriori error analysis will be performed exemplarily for distributed control. The
case of boundary control can be treated analogously. Basic tools are the reliability of the
estimator and its discrete local efficiency. The reliability states that up to oscillations of the
lower and upper bounds ψ(ν), 1 ≤ ν ≤ 2, for the control the total error |||z − z`|||1 can be
bounded from above by the residual-type error estimator η.
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Lemma 1. Let (y, p, u, σ) and (y`, p`, u`, σ`) be the solutions of (2.3a)-(2.3d), and let η and
µ`(ud), µ`(ψν)), 1 ≤ ν ≤ 2, be the residual error estimator and the data oscillations as given
by (4.3) and (4.10a),(4.10b), respectively. Then, there exists a constant C1 > 1, depending
only on α and on the shape regularity of the triangulations, such that
|||z − z`|||21 ≤ C1
(
η2 + µ2`(u
d) + µ2`(ψ
(1)) + µ2`(ψ
(2))
)
. (4.16)
Proof. In case of an upper obstacle for the control, the proof has been established in [21].
It can be easily generalized to bilateral constraints.
The discrete local efficiency of the estimator means that, again up to data oscillations,
for refined elements T and edges E the local components of the estimator can be bounded
from above by the norms of the differences of the fine and coarse mesh approximations on T
and the patches ωE , respectively. Then, forming the sum over all refined edges and elements,
we end up with:
Lemma 2. Let (y, p, u, σ) and (yk, pk, uk, σk), k ∈ {`, ` + 1}, be the solutions of (2.3a)-
(2.3d) and (2.9a)-(2.9d), and let η and osc`(yd), osc`(f) be the residual error estimator and
the data oscillations as given by (4.3) and (4.10c),(4.10d), respectively. Then, there exists
a constant C2 > 1, depending only on the constants Θi, 1 ≤ i ≤ 2, in the bulk criteria
(4.14),(4.15), and on the shape regularity of the triangulations, such that∑
T∈MT`
(
η2y,T + (η
(1)
p,T )
2 + (η(2)p,T )
2
)
+
∑
E∈ME`
(
η2y,E + η
2
p,E
) ≤ (4.17)
≤ C2
(‖y` − y`+1‖21,Ω + ‖p` − p`+1‖21,Ω + α2‖u` − u`+1‖20,Ω +
+ ‖σ` − σ`+1‖20,Ω + osc2`(yd) + osc2`(f)
)
.
Proof. The idea of proof is to replace the element resp. edge bubble functions as used in
the proof of the efficiency of the estimators [21, 24] by suitably scaled nodal basis functions
associated with interior nodal points in N`+1(T ) resp. N`+1(E) that are admissible test
functions of the fine mesh finite element approximation (2.9a)-(2.9d). For details, we refer
to [17].
Theorem 3. Let (y, p, u, σ) and (y`, p`, u`, σ`) be the solutions of (2.3a)-(2.3d) and (2.9a)-
(2.9d) and let osck, k ∈ {`, `+ 1} be given by (4.9). Assume further that for some constant
0 ≤ ξ < 1
osc2`+1 ≤ ξ osc2` . (4.18)
Then, there holds
|||z − z`|||1 → 0 for `→∞ . (4.19)
Proof. Using the reliability of the estimator (Lemma 1), the discrete local efficiency (Lemma
2) and a perturbed Galerin orthogonality (cf. [17]; Lemma 5.1 and Lemma 5.2), it can be
shown that there exists a constant Λ > 0, depending on the data of the problem, the
constants Θi, 1 ≤ i ≤ 2, in the bulk criteria (4.14),(4.15) and on the shape regularity of the
triangulations, such that
∞∑
`=0
|||z − z`|||2 ≤ Λ , (4.20)
which gives the assertion.
As far as guaranteed error reductions are concerned, we observe an error reduction of
the objective functional J in the sense that for some 0 ≤ ρ < 1 and C > 0(
δ`+1
osc2`+1
)
≤
(
ρ C
0 ξ
)(
δ`
osc2`
)
, (4.21)
12
where δk := J(yk, uk) − J(y, u), k ∈ {`, ` + 1}. On the other hand, we can not expect a
reduction of the discretization errors in the state, the co-state, the control, and the co-control,
unless the continuous free boundary is sufficiently resolved by its discrete counterparts. To
this end, we define the sets
Aˆ(ν)(u`) := int
(⋃{T ∈ T` | u`|T ′ = ψ(ν)` |T ′ , T ′ ∈ T`, T ′ ∩ T 6= ∅}) , 1 ≤ ν ≤ 2 ,(4.22)
Iˆ(u`) := int
(⋃{T ∈ T` | ψ(1)` |T + εˆ ≤ u`|T ≤ ψ(2)` |T − εˆ}) , (4.23)
Fˆ(u`) := Ω \
( 2⋃
ν=1
Aˆ(ν)(u`) ∪ Iˆ(u`)
)
(4.24)
for some εˆ > 0 in (4.23) and enhance the resolution of the free boundary by the following
extension of the bulk criteria (4.14)-(4.15):
(E) In the step ’MARK’ of the adaptive loop, all edges E ∈ E`(Fˆ(u`)) are mar-
ked for refinement.
We assume that there exists some `∗ ∈ lN such that for all ` ≥ `∗
Iˆ(u`) ⊆ I(u) , Aˆ(ν)(u`) ⊆ A(u) , 1 ≤ ν ≤ 2 . (4.25)
Theorem 4. Let (y, p, u, σ) and (y`, p`, u`, σ`) be the solutions of (2.3a)-(2.3d) and (2.9a)-
(2.9d) and let osck, k ∈ {`, ` + 1}, be the data oscillations given by (4.9). Assume that the
extension (E) of the bulk criteria (4.14),(4.15) is implemented and that (4.18) and (4.25)
hold true. Then, there exist constants 0 ≤ ρ < 1 and C > 0, depending on the data of the
problem, the constants Θi, 1 ≤ i ≤ 2, in the bulk criteria and on the shape regularity of the
triangulations, such that( |||z − z`+1|||2κ
osc2`+1
)
≤
(
ρ1 C
0 ξ
)( |||z − z`|||2κ
osc2`
)
.
Proof. The assumption (4.25) allows to find constants 0 < κi < 1, 1 ≤ i ≤ 4, and 0 ≤ ρ <
1, C > 0 such that (cf. [17]; Theorem 6.4)
|||z − z`+1|||2κ ≤ ρ1 |||z − z`|||2κ + C osc2` ,
which together with (4.18) gives the assertion.
Remark. As has been shown in [17], the condition (4.25) is satisfied under the as-
sumption of strict complementarity σ|I(u) 0 of the continuous problem (2.3a)-(2.3d) and the
following non-degeneracy assumptions for the discrete problems (2.9a)-(2.9d): There exist
ε∗i > 0, γi, 1 ≤ i ≤ 3, such that for all 0 < ε < ε∗i and for all sufficiently large ` ∈ lN
meas({x ∈ I(u`) | 0 < ψ`(x)− u`(x) < ε2}) < γ1 ε ,
{x ∈ I(u`) | 0 < ψ`(x)− u`(x) < ε2} ⊆ {x ∈ I(u`) | dist(x,F`) < γ2ε} ,
{x ∈ I(u`) | dist(x,F`) < ε} ⊆ {x ∈ I(u`) | 0 < ψ`(x)− u`(x) < γ3ε2} .
5 Numerical results
The first two examples illustrate the performance of the adaptive finite element approxima-
tion for distributed optimal control problems. The first one focuses on the dependence on
the regularization parameter α in the objective functional, whereas the second one features
lack of strict complementarity.
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Example 1: Distributed control (dependence on α)
The data in (2.1a)-(2.1c) have been chosen as follows:
Ω = (0, 1)2 , ud = f = 0 , ψ = 1 , α = 10−k , 1 ≤ k ≤ 5 ,
yd :=
{
200x1x2(x1 − 1/2)2(1− x2) , 0 ≤ x1 ≤ 1/2
200(x1 − 1)x2(x1 − 1/2)2(1− x2) , 1/2 < x1 ≤ 1 .
Figure 1 shows a visualization of the optimal state and the optimal control for various
values of α. The flat region in the visualization of the control corresponds to the active set.
Figure 1: Visualization of the optimal state y and the optimal control u for α = 0.01 (top),
α = 0.001 (middle) and α = 0.00001 (bottom)
The initial simplicial triangulation T0 was chosen according to a subdivision of Ω by
joining the four vertices resulting in one interior nodal point and four congruent triangles.
Since ud, f and ψ are constant, we have osc`(ud) = osc`(f) = osc`(ψ) = 0, ` ∈ lN0.
For various values of α, Figure 2 displays the adaptively generated triangulations after
six refinement steps with Θi = 0.6, 1 ≤ i ≤ 2, in the bulk criteria. In case α = 0.01,
the elliptically shaped area in the left part represents the active set. We observe that the
active set is growing for decreasing α. The continuous free boundary between the active and
inactive sets, displayed by a black curve, is well resolved by the adaptive refinement due to
the extension (E) of the bulk criteria.
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Table 1: Total discretization error, discretization errors in the state, co-state, control, and
co-control (Example 1, α = 0.01)
l Ndof ‖|z− z`|‖1 |y − y`|1 |p− p`|1 ‖u− u`‖0 ‖σ − σ`‖0
1 13 9.38e-02 5.69e-02 3.18e-02 4.17e-01 1.37e-03
2 41 5.37e-02 3.35e-02 1.76e-02 2.07e-01 6.63e-04
3 134 3.02e-02 1.89e-02 9.67e-03 1.30e-01 3.24e-04
4 319 2.24e-02 1.39e-02 7.47e-03 8.07e-02 1.98e-04
5 795 1.47e-02 9.14e-03 4.84e-03 5.92e-02 1.10e-04
6 1998 1.02e-02 6.35e-03 3.33e-03 3.87e-02 9.16e-05
7 4373 7.16e-03 4.46e-03 2.37e-03 2.69e-02 6.70e-05
8 10612 4.93e-03 3.08e-03 1.61e-03 1.83e-02 4.60e-05
9 23019 3.44e-03 2.14e-03 1.13e-04 1.32e-02 3.24e-05
Table 2: Components of the error estimator and data oscillations (Example 1, α = 0.01)
l Ndof ηy,T,` ηp,T,` ηy,E,` ηp,E,` osc`(y
d)
1 13 2.54e-01 2.23e-01 1.56e-01 9.97e-02 9.76e-02
2 41 1.70e-01 1.10e-01 1.09e-01 6.50e-02 2.88e-02
3 134 1.03e-01 5.86e-02 6.63e-02 3.63e-02 1.03e-02
4 319 6.43e-02 3.83e-02 4.74e-02 2.63e-02 5.09e-03
5 795 4.18e-02 2.48e-02 3.25e-02 1.78e-02 2.21e-03
6 1998 2.80e-02 1.66e-02 2.30e-02 1.24e-02 1.02e-03
7 4373 1.90e-02 1.15e-02 1.64e-02 8.95e-03 5.01e-04
8 10612 1.28e-02 7.63e-03 1.15e-02 6.14e-03 2.53e-04
9 23019 8.75e-03 5.30e-03 8.35e-03 4.41e-03 1.30e-04
Table 3: Percentages of elements/edges selected for refinement by the bulk criteria and its
extension (Example 1, α = 0.01)
l Ndof Mη,T Mη,E Mosc,E Mfb,E
0 5 50.0 75.0 75.0 0.0
1 13 25.0 20.0 43.8 0.0
2 41 23.4 20.5 29.7 21.9
3 134 18.8 20.6 10.3 13.2
4 319 17.5 13.2 8.7 10.4
5 795 16.0 13.6 6.6 8.2
6 1998 15.4 11.8 5.8 6.4
7 4373 16.3 13.0 5.0 5.8
8 10612 15.7 12.5 2.6 4.7
9 23019 15.2 11.8 1.8 4.4
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Figure 2: Adaptively generated grids after 6 refinement steps (α = 0.01 (top left), α = 0.001
(top right), α = 0.0001 (bottom left) and α = 0.00001 (bottom right))
More detailed information is given in Table 1 - Table 3. In particular, Table 1 displays
the error reduction in the total error
‖|z − z`|‖ := (|y − y`|21,Ω + |p− p`|21,Ω‖u− u`‖20,Ω + ‖σ − σ`‖20,Ω)1/2
and the errors in the state, the co-state, the control, and the co-control, whereas the actual
element and edge related components of the residual type a posteriori error estimator are
given in Table 2. Table 3 contains the percentages of elements and edges that have been
marked for refinement according to the bulk criteria and their extension (E). Here, Mη,T
stands for the level l elements marked for refinement due to the element residuals and the
data oscillations. On the other hand, Mη,E ,Mosc,Eand Mfb,E refer to the edges marked
for refinement with regard to the edge residuals, data oscillations and the extension (E)
of the bulk criteria (resolution of the free boundary). On the coarsest grid, the sum of
the percentages exceeds 100 %, since an edge may satisfy more than one criterion in the
adaptive refinement process. The refinement is initially dominated by the resolution of the
free boundary and the data oscillations, whereas at a later stage edge and element residuals
dominate.
The second example is a unilaterally control constrained distributed control problem
which features a lack of strict complementarity in a vicinity of the free boundary between
the active and the inactive sets.
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Example 2: Distributed control (lack of strict complementarity)
The data in (2.1a)-(2.1c) have been chosen as follows:
Ω := (0, 1)2 , yd := 0 , ud := uˆ+ α−1 (σˆ +∆−2uˆ) ,
ψ(2) :=
{
(x1 − 0.5)8 , (x1, x2) ∈ Ω1
(x1 − 0.5)2 , otherwise , α := 0.1 , f := 0 .
Here, uˆ and σˆ are given by
uˆ :=
{
ψ(2)(x1, x2) , (x1, x2) ∈ Ω1 ∪ Ω2
−1.01 ψ(2)(x1, x2) , otherwise ,
σˆ :=
{
2.25 (x1 − 0.75) · 10−4 , (x1, x2) ∈ Ω2
0 , otherwise
with Ω1 and Ω2 specified as follows
Ω1 := {(x1, x2) ∈ Ω | ((x1 − 0.5)2 + (x2 − 0.5)2)1/2 ≤ 0.15} ,
Ω2 := {(x1, x2) ∈ Ω | x1 ≥ 0.75} .
Figure 3: Example 2: Visualization of the optimal state y (left) and the optimal co-state p
(right))
Figure 4: Example 2: Visualization of the optimal control u (left) and the optimal co-control
σ (right))
Figures 3 and 4 display the optimal state y, the optimal co-state p, the optimal control
u = uˆ, and the optimal co-control σ = σˆ, respectively.
The initial simplicial triangulation Th0 has been chosen according to a subdivision of Ω by
joining the four vertices resulting in one interior nodal point and four congruent triangles.
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The parameters Θi in the bulk criterion have been specified according to Θi = 0.7, 1 ≤ i ≤ 2.
Figure 5 shows the adaptively generated triangulations after six (left) and eight (right)
refinement steps. We observe that the continuous free boundary F := {(x1, x2) ∈ Ω | x1 =
0.75} and the boundary layer at the left vertical boundary of the computational domain (cf.
Figure 3) are well resolved by the adaptive solution process.
Figure 5: Example 2: Adaptively generated grid after 6 (left) and 8 (right) refinement steps,
Θi = 0.7
10-3
10-2
102 103 104 105
Ndof
|||z - zh|||
θ = 0.6
uniform
10-3
10-2
102 103 104 105
Ndof
|||z - zh|||
θ = 0.7
uniform
Figure 6: Example 2: Adaptive versus uniform refinement, Θi = 0.6 (left) and Θi = 0.7
(right)
Figure 6 displays the benefit of adaptive versus uniform refinement. In particular, the total
discretization error in the state, co-state, control, and co-control is shown as a function of
the total number of degrees of freedom.
More detailed information is given in Table 4 - Table 6. In particular, Table 4 displays
the error reduction in the total error |||z − zh||| and the errors in the state, the co-state,
the control, and the co-control, respectively. On the other hand, the actual components
of the residual type a posteriori error estimator and data oscillations are given in Table
5. Finally, Table 6 lists the percentages of elements and edges that have been marked for
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refinement according to the bulk criterion. Here, Mfb,T ,Mη,T and Mµ,T stand for the level
l elements marked for refinement due to the resolution of the free boundary, the element
residuals, and the data oscillations, respectively, whereas Mη,E refers to the edges marked
for refinement with regard to the edge residuals. On the coarsest grid, the sum of the
percentages exceeds 100 %, since an element T ∈ Th may satisfy more than one criterion
in the adaptive refinement process. We observe a pronounced refinement for the resolution
of the free boundary at the beginning of the refinement process, whereas edge and element
residuals dominate at a later stage.
Table 4: Total error, errors in the state, co-state, control, and co-control (Example 2)
l Ndof |||z− z`|||1 |y − y`|1 |p− p`|1 ‖u− u`‖0 ‖σ − σ`‖0
1 13 5.36e-02 6.85e-03 1.04e-04 4.66e-02 8.86e-06
2 41 3.12e-02 3.83e-03 5.99e-05 2.74e-02 4.63e-06
3 102 2.10e-02 2.39e-03 4.10e-05 1.85e-02 2.29e-06
4 291 1.41e-02 1.58e-03 2.94e-05 1.24e-02 1.39e-06
5 873 9.31e-03 9.73e-04 1.93e-05 8.32e-03 8.41e-07
6 2325 6.33e-03 6.17e-04 1.22e-05 5.70e-03 5.60e-07
7 5816 4.38e-03 4.02e-04 7.62e-06 3.97e-03 3.76e-07
8 14524 3.03e-03 2.66e-04 5.26e-06 2.76e-03 2.42e-07
9 38364 1.97e-03 1.71e-04 3.42e-06 1.80e-03 1.54e-07
Table 5: Components of the error estimator and data oscillations (Example 2)
l Ndof ηy ηp µh(u
d) µh(ψ)
1 13 5.45e-02 5.76e-04 4.77e-02 3.93e-02
2 41 2.99e-02 3.30e-04 2.64e-02 2.06e-02
3 102 1.72e-02 2.71e-04 1.83e-02 1.34e-02
4 291 1.01e-02 1.80e-04 1.21e-02 8.62e-03
5 873 6.10e-03 1.21e-04 8.33e-03 5.49e-03
6 2325 3.93e-03 7.50e-05 5.74e-03 3.73e-03
7 5816 2.54e-03 4.84e-05 4.22e-03 2.34e-03
8 14524 1.65e-03 3.23e-05 3.08e-03 1.55e-03
9 38364 1.07e-03 2.17e-05 2.34e-03 1.02e-03
Table 6: Percentages of elements/edges marked for refinement (Example 2)
l Ndof Mfb,T Mη,E Mη,T Mµ,T
1 13 37.5 25.0 25.0 43.8
2 41 18.8 9.1 21.9 34.4
3 102 14.0 12.8 31.4 23.3
4 291 9.1 14.0 35.7 16.7
5 873 5.8 14.6 32.5 9.6
6 2325 4.3 12.8 28.7 7.4
7 5816 3.4 13.6 29.1 3.4
8 14524 2.7 16.1 32.0 1.5
9 38364 2.0 14.6 28.6 0.9
19
Example 3: Boundary control problem (constant constraints)
The data in (2.2a)-(2.2c) have been chosen as follows:
Ω = (0, 1)2 , Γ1 = (0, 1)× {0} , c = 1 ,
yd = sin(2pix1)sin(2pix2)exp(2x1) , ud = cos(5pix21) , α = 10
−5 ,
f := 0 , ψ(1) = −0.75 , ψ(2) = 0.75 .
Figure 7: Example 3: Visualization of the optimal state y (left) and of the optimal co-state
p (right))
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Figure 8: Example 3: Visualization of the optimal control u (left) and of the optimal co-
control σ (right)). The lower and upper bounds on the control are shown as ’dashed’ and
’dotted’ lines,respectively.
Figures 7 and 8 show a visualization of the optimal state, the optimal co-state, the optimal
control, and the optimal co-control, respectively. The optimal control switches from the
lower to the upper bound in a very narrow region which corresponds to the inactive set
associated with the optimal control.
The initial simplicial triangulation Th0 was chosen according to a subdivision of Ω by joining
the four vertices resulting in one interior nodal point and four congruent triangles. Since
f = 0 and the lower and upper bounds ψ(ν), 1 ≤ ν ≤ 2, are constant, we have µh(ψ(ν)) = 0
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and osch(f) = 0. Figure 9 displays the adaptively generated triangulations after four (left)
and eight (right) refinement steps with Θi = 0.8 in the bulk criteria. It should be emphasized
that we are working with only one grid for both the state and the co-state. Consequently,
the grid reflects regions of substantial change in these variables.
Figure 10 (left) displays the actual size of the state and co-state related components of the
error estimator as well as the relevant data oscillations as functions of the number of levels
in the hierarchy of adaptively generated grids for Θi = 0.7 (left) and Θi = 0.8 (right). As
can be expected, µh(ud) is dominant due to the highly oscillatory character of ud.
Figure 9: Example 3: Adaptively generated grid after 4 (left) and 8 (right) refinement steps
(Θi = 0.8, 1 ≤ i ≤ 5, in the bulk criteria)
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Figure 10: Example 3: Components of the error estimator and data oscillations for Θi =
0.8, 1 ≤ i ≤ 5(left), norm of the total error as a function of the number of grid points for
uniform and adaptive refinement (right)
Table 7 - Table 9 reflect the history of the refinement process. In particular, Table 7 displays
the error reduction in the total error
‖|z − zh|‖ := (|y − yh|21,Ω + |p− ph|21,Ω + ‖u− uh‖20,Γ1 + ‖σ − σh‖20,Γ1)1/2
and the errors in the state, the co-state, the control, and the co-control, respectively. On the
other hand, the values of the components of the residual type a posteriori error estimator
and of the relevant data oscillations are given in Table 8. Table 9 lists the percentages of
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elements and edges that have been marked for refinement according to the bulk criteria.
Here, Mη,T and Mosc,T stand for the level l elements marked for refinement due to the
element residuals and the data oscillations, whereas Mη,E ,Mη,E,Γ1 and Mµ,E,Γ1 refer to the
edges marked for refinement with regard to the interior edge residuals. the edge residuals on
Γ1 and the data oscillations on Γ1. We note that the sum of the percentages may exceed 100
%, since an element or edge may satisfy more than one of the bulk criteria in the adaptive
refinement process. We see that the refinement is initially dominated by the data oscillation
µh(ud). whereas at a later stage the element residuals dominate.
Table 7: Total error, errors in the state, co-state, control, and co-control (Example 3)
l Ndof ‖|z− z`|‖1 |y − y`|1 |p− p`|1 ‖u− u`‖0 ‖σ − σ`‖0
0 5 1.05e+00 2.80e-01 3.26e-02 7.29e-01 3.38e-03
1 13 8.21e-01 2.66e-01 1.71e-02 5.35e-01 3.14e-03
2 38 5.07e-01 1.58e-01 1.38e-02 3.33e-01 1.74e-03
3 106 2.79e-01 9.75e-02 8.81e-03 1.72e-01 8.45e-04
4 331 1.73e-01 5.59e-02 5.41e-03 1.11e-01 4.27e-04
5 1053 8.97e-02 3.14e-02 3.33e-03 5.46e-02 2.77e-04
6 3311 4.68e-02 1.83e-02 2.05e-03 2.64e-02 1.61e-04
7 9986 3.31e-02 1.07e-02 1.47e-03 2.09e-02 1.10e-04
8 29751 2.29e-02 5.86e-03 8.59e-04 1.61e-02 5.96e-05
Table 8: Components of the error estimator and data oscillations (Example 3)
l Ndof ηy ηp µh(u
d) osch(y
d)
0 5 3.14e-02 1.44e-01 7.73e-01 1.42e-01
1 13 4.25e-01 9.28e-02 4.52e-01 5.60e-02
2 38 3.99e-01 5.54e-02 7.26e-01 1.48e-02
3 106 2.98e-01 3.45e-02 5.69e-01 5.28e-03
4 331 1.90e-01 2.11e-02 4.10e-01 1.79e-03
5 1053 1.18e-01 1.30e-02 2.71e-01 6.64e-04
6 3311 7.27e-02 8.43e-03 1.75e-01 2.53e-04
7 9986 4.43e-02 6.33e-03 1.07e-01 1.01e-04
8 29751 2.67e-02 4.05e-03 6.57e-02 3.90e-05
Table 9: Percentages of elements/edges marked for refinement (Example 3)
l Ndof Mη,T Mosc,T Mη,E Mη,E,Γ1 Mµ,E,Γ1
0 5 75.0 75.0 100.0 100.0 100.0
1 13 50.0 50.0 20.0 50.0 100.0
2 38 32.2 44.1 11.1 75.0 75.0
3 106 35.0 34.4 13.4 50.0 62.5
4 331 39.4 21.4 12.5 33.3 53.3
5 1053 44.7 17.6 10.7 36.0 40.0
6 3311 48.6 12.7 9.3 33.3 35.7
7 9986 49.6 8.2 9.6 23.2 33.3
8 29751 43.4 5.7 10.0 21.3 38.0
Example 4: Boundary control problem (highly oscillating constraints)
In this example, the lower and upper bounds for the boundary control represent highly
oscillatory functions on the control boundary. In particular, the data in (2.2a)-(2.2c) have
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been chosen as follows:
Ω = (0, 1)2 , Γ1 = (0, 1)× {0} , c = 1 ,
yd =
 0 , x1 ≤ 0.5 ,1 , 0.5 < x1 ≤ 0.75 ,−1 , 0.75 < x1 , ud = 0 , α = 10−3 ,
f := 0 , ψ(1) = sin(9pix1)| , ψ(2) = 2 + cos(pi/2 + 8x1) .
Figure 11: Example 4: Visualization of the optimal state y (left) and of the optimal co-state
p (right))
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Figure 12: Example 4: Visualization of the optimal control u (left) and of the optimal co-
control σ (right)). The lower and upper bounds on the control are shown as ’dashed’ and
’dotted’ lines,respectively.
Figures 11 and 12 display the optimal state y, the optimal co-state p, the optimal control
u, and the optimal co-control σ, respectively. We observe an almost ’bang-bang’ type of
optimal control which switches from the lower to the upper bound and back again to the
lower bound on Γ1.
The initial simplicial triangulation Th0 and the parameters Θi in the bulk criterion have been
chosen as in Example 1. Figure 13 shows the adaptively generated triangulations after four
(left) and eight (right) refinement steps. Figure 14 (left) shows the components of the error
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Figure 13: Example 4: Adaptively generated grid after 4 (left) and 8 (right) refinement
steps (Θi = 0.7, 1 ≤ i ≤ 2, in the bulk criteria)
estimator and the relevant data oscillations as functions of the number of levels of the grid
hierarchy (Θi = 0.7, 1 ≤ i ≤ 2, in the bulk criteria). Furthermore, Figure 14 (right) displays
the total discretization error in the state, co-state, control, and co-control as a function of
the total number of degrees of freedom. The benefits of adaptive versus uniform refinement
set in, once the highly oscillatory bounds ψ(ν), 1 ≤ ν ≤ 2, have been sufficiently resolved.
This is also reflected by the results in Table 10 - Table 12. The refinement process is at the
very beginning clearly dominated by the edge residuals associated with ψ(1) and ψ(2).
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Figure 14: Example 4: Components of the error estimator and data oscillations for Θi =
0.8, 1 ≤ i ≤ 5 (left), adaptive versus uniform refinement (right).
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Table 10: Total error, errors in the state, co-state, control, and co-control (Example 4)
l Ndof ‖|z− z`|‖1 |y − y`|1 |p− p`|1 ‖u− u`‖0 ‖σ − σ`‖0
1 13 1.79e+00 3.70e-01 5.34e-02 1.37e+00 4.47e-03
2 31 1.13e+00 2.75e-01 3.48e-02 8.12e-01 4.17e-03
3 92 9.39e-01 1.87e-01 2.28e-02 7.27e-01 2.10e-03
4 251 7.24e-01 1.37e-01 1.42e-02 5.71e-01 1.17e-03
5 574 4.07e-01 8.52e-02 9.28e-03 3.12e-01 7.32e-04
6 1296 2.52e-01 5.35e-02 7.31e-03 1.91e-01 5.75e-04
7 3452 1.55e-01 3.39e-02 4.77e-03 1.16e-01 3.23e-04
8 7372 1.05e-01 2.29e-02 3.44e-03 7.81e-02 2.14e-04
Table 11: Components of the error estimator and data oscillations (Example 4)
l Ndof ηy ηp µh(ψ
(1)) µh(ψ
(2)) osch(y
d)
1 13 1.35e+00 1.76e-01 5.53e-01 5.53e-01 1.05e-01
2 31 7.11e-01 1.30e-01 3.17e-01 3.17e-01 4.36e-02
3 92 4.63e-01 8.72e-02 7.13e-01 7.13e-01 1.88e-02
4 251 3.33e-01 5.80e-02 5.92e-01 5.92e-01 9.05e-03
5 574 2.47e-01 4.01e-02 4.28e-01 4.28e-01 3.92e-03
6 1296 1.82e-01 3.06e-02 3.03e-01 3.03e-01 2.03e-03
7 3452 1.31e-01 2.03e-02 2.07e-01 2.07e-01 9.04e-04
8 7372 9.70e-02 1.58e-02 1.44e-01 1.44e-01 4.58e-04
Table 12: Percentages of elements/edges marked for refinement (Example 4)
l Ndof Mη,T Mosc,T Mη,E Mη,E,Γ1 Mµ,E,Γ1
1 13 37.5 18.8 15.0 100.0 100.0
2 31 42.6 14.9 18.8 50.0 75.0
3 92 37.8 5.8 12.7 37.5 75.0
4 251 24.4 1.7 10.0 35.7 64.3
5 574 24.9 1.6 9.5 24.0 28.0
6 1296 39.1 1.6 10.3 32.5 27.5
7 3452 24.8 0.8 8.1 25.8 18.2
8 7372 29.9 0.7 7.7 25.5 29.9
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