Document enrichment focuses on retrieving relevant knowledge from external resources, which is essential because text is generally replete with gaps. Since conventional work primarily relies on special resources, we instead use triples of Subject, Predicate, Object as knowledge and incorporate distributional semantics to rank them. Our model first extracts these triples automatically from raw text and converts them into real-valued vectors based on the word semantics captured by Latent Dirichlet Allocation. We then represent these triples, together with the source document that is to be enriched, as a graph of triples, and adopt a global iterative algorithm to propagate relevance weight from source document to these triples so as to select the most relevant ones. Evaluated as a ranking problem, our model significantly outperforms multiple strong baselines. Moreover, we conduct a task-based evaluation by incorporating these triples as additional features into document classification and enhances the performance by 3.02%.
Introduction
Document enrichment is the task of acquiring relevant background knowledge from external resources for a given document. This task is essential because, during the writing of text, some basic but well-known information is usually omitted by the author to make the document more concise. For example, Baghdad is the capital of Iraq is omitted in Figure 1a . A human will fill these gaps automatically with the background knowledge in his mind. However, the machine lacks both the necessary background knowledge and the ability to select. The task of document enrichment is proposed to tackle this problem, and has been proved helpful in many NLP tasks such as web search (Pantel and Fuxman, 2011) , coreference resolution (Bryl et al., 2010) , document cluster (Hu et al., 2009 ) and entity disambiguation (Sen, 2012) .
We can classify previous work into two classes according to the resources they rely on. The first line of work uses Wikipedia, the largest on-line encyclopedia, as a resource and introduces the content of Wikipedia pages as external knowledge (Cucerzan, 2007; Kataria et al., 2011; He et al., 2013) . Most research in this area relies on the text similarity (Zheng et al., 2010; Hoffart et al., 2011) and structure information (Kulkarni et al., 2009; Sen, 2012; He et al., 2013) between the mention and the Wikipedia page. Despite the apparent success of these methods, most Wikipedia pages contain too much information, most of which is not relevant enough to the source document, and this causes a noise problem. Another line of work tries to improve the accuracy by introducing ontologies (Fodeh et al., 2011; Kumar and Salim, 2012) and structured knowledge bases such as WordNet (Nastase et al., 2010) , which provide semantic information about words such as synonym and antonym (Sansonnet and Bouchet, 2010) . However, these methods primarily rely on special resources constructed with supervision or even manually, which are difficult to expand and in turn limit their applications in practice.
In contrast, we wish to seek the benefits of both coverage and accuracy from a better representation of background knowledge: triples of Subject, Predicate, Object (SPO). According to Hoffart et al. (2013) , these triples, such as LeonardCohen, wasBornIn, Montreal, can be extracted automatically from Wikipedia and other sources, which is compatible with the RDF data model (Staab and Studer, 2009 A source document about a U.S. air strike omitting two important pieces of background knowledge which are acquired by our framework.
triples from multiple sources, we also get better coverage. Therefore, one can expect that this representation is helpful for better document enrichment by incorporating both accuracy and coverage. In fact, there is already evidence that this representation is helpful. Zhang et al. (2014) proposed a triple-based document enrichment framework which uses triples of SPO as background knowledge. They first proposed a search enginebased method to evaluate the relatedness between every pair of triples, and then an iterative propagation algorithm was introduced to select the most relevant triples to a given source document (see Section 2), which achieved a good performance. However, to evaluate the semantic relatedness between two triples, Zhang et al. (2014) primarily relied on the text of triples and used search engines, which makes their method difficult to re-implement and in turn limits its application in practice. Moreover, they did not carry out any task-based evaluation, which makes it uncertain whether their method will be helpful in real applications. Therefore, we instead use topic models, especially Latent Dirichlet Allocation (LDA), to encode distributional semantics of words and convert every triple into a real-valued vector, which is then used to evaluate the relatedness between a pair of triples. We then incorporate these triples into the given source document and represent them together as a graph of triples. Then a modified iterative propagation is carried out over the entire graph to select the most relevant triples of background knowledge to the given source document.
To evaluate our model, we conduct two series of experiments: (1) evaluation as a ranking problem, and (2) task-based evaluation. We first treat this task as a ranking problem which inputs one document and outputs the top N most-relevant triples of background knowledge. Second, we carry out a task-based evaluation by incorporating these relevant triples acquired by our model into the original model of document classification as additional features. We then perform a direct comparison between the classification models with and without these triples, to determine whether they are helpful or not. On the first series of experiments, we achieve a MAP of 0.6494 and a P@N of 0.5597 in the best situation, which outperforms the strongest baseline by 5.87% and 17.21%. In the task-based evaluation, the enriched model derived from the triples of background knowledge performs better by 3.02%, which demonstrates the effectiveness of our framework in real NLP applications.
Background
The most closely related work in this area is our own (Zhang et al., 2014) , which used the triples of SPO as background knowledge. In that work, we first proposed a triple graph to represent the source document and then used a search enginebased iterative algorithm to rank all the triples. We describe this work in detail below.
Triple graph Zhang et al. (2014) proposed the triple graph as a document representation, where the triples of SPO serve as nodes, and the edges between nodes indicate their semantic relatedness. There are two kinds of nodes in the triple graph:
(1) source document nodes (sd-nodes), which are triples extracted from source documents, and (2) background knowledge nodes (bk-nodes), which are triples extracted from external sources. Both of them are extracted automatically with Reverb, a well-known Open Information Extraction system (Etzioni et al., 2011) . There are also two kinds of edges: (1) an edge between a pair of sd-nodes, and (2) an edge between one sd-node and another bk-node, both of which are unidirectional. In the original representation, there are no edges between two bk-nodes because they treat the bk-nodes as recipients of relevance weight only. In this paper, we modify this setup and connect every pair of bknodes with an edge, so the bk-nodes serve as intermediate nodes during the iterative propagation process and contribute to the final performance too as shown in our experiments (see Section 5.1).
Relevance evaluation To compute the weight of a edge, Zhang et al. (2014) evaluate the semantic relatedness between two nodes with a search engine-based method. They first convert every node, which is a triple of SPO, into a query by combining the text of Subject and Object together. Then for every pair of nodes t i and t j , they construct three queries: p, q, and p ∩ q, which correspond to the queries of t i , t j , and t j ∩ t j , the combination of t i and t j . All these queries are put into a search engine to get H(p), H(q), and H(p ∩ q), the numbers of returned pages for query p, p, and p ∩ q. Then the WebJaccard Coefficient (Bollegala et al., 2007 ) is used to evaluate r(i, j), the relatedness between t i and t j , according to Formula 1.
otherwise.
(1)
Using r(i, j), Zhang et al. (2014) further define p(i, j), the probability of t i and t j propagating to each other, as shown in Formula 2. Here N is the set of all nodes, and δ (i, j) denotes whether an edge exists between two nodes or not.
Iterative propagation Considering that the source document D is represented as a graph of sd-nodes, so the relevance of background knowledge t b to D is naturally converted into that of t b to the graph of sd-nodes. Zhang et al. (2014) evaluate this relevance by propagating relevance weight from sd-nodes to t b iteratively. After convergence, the relevance weight of t b will be treated as the final relevance to D. There are in total n × n pairs of nodes, and their p(i, j) are stored in a matrix P. Zhang et al. (2014) use W = (w 1 , w 2 , . . . , w n ) to denote the relevance weights of nodes, where w i indicates the relevance of t i to D. At the beginning, each w i of bk-nodes is initialized to 0, and each that of sd-nodes is initialized to its importance to D. Then W is updated to W after every iteration according to Formula 3. They keep updating the weights of both sd-nodes and bk-nodes until convergence and do not distinguish them explicitly.
Methodology
The key idea behind this work is that every document is composed of several units of information, which can be extracted into triples automatically. For every unit of background knowledge b, the more units that are relevant to b and the more relevant they are, the more relevant b will be to the source document. Based on this intuition, we first present both source document information and background knowledge together as a document-level triple graph as illustrated in Section 2. Then we use LDA to capture the distributional semantics of a triple by representing it as a vector of distributional probabilities over k topics and evaluate the relatedness between two triples with cosine-similarity. Finally, we propose a modified iterative process to propagate the relevance score from the source document information to the background knowledge and select the top n relevant ones.
Encoding distributional semantics
LDA LDA is a popular generative probabilistic model, which was first introduced by Blei et al. (2003) . LDA views every document as a mixture over underlying topics, and each topic as a distribution over words. Both the document-topic and the topic-word distributions are assumed to have a Dirichlet prior. Given a set of documents and a number of topics, the model returns θ d , the topic distribution for each document d, and φ z , the word distribution for every topic z.
LDA assumes the following generative process for each document in a corpus D:
Choose θ ∼ Dir(α).
(a) Choose a topic z n ∼ Multinomial(θ ).
(b) Choose a word w n from p(w n |z n , β ) conditioned on the topic z n .
Here the dimensionality k of the Dirichlet distribution (and thus the dimensionality of the topic vari- able z) is assumed to be known and fixed; θ is a kdimensional Dirichlet random variable, where the parameter α is a k-vector with components α i > 0; and the β indicates the word probabilities over topics, which is a matrix with β i j = p(w j = 1|z i = 1). Figure 2 shows the representation of LDA as a probabilistic graphical model with three levels. There are two corpus-level parameters α and β , which are assumed to be sampled once in the process of generating a corpus; one document-level variable θ d , which is sampled once per document; and two word-level variables z dn and w dn , which are sampled once for each word in each document. We employ the publicly available implementation of LDA, JGibbLDA2 1 (Phan et al., 2008) , which has two main execution methods: parameter estimation (model building) and inference for new data (classification of a new document).
Relevance evaluation Given a set of documents and the number of topics k, LDA will return φ z , the word distribution over the topic z. So for every word w n , we get k distributional probabilities over k topics. We use p w n z i to denote the probability that w n appears in the i th topic z i , where i ≤ k, z i ∈ Z, the set of k topics. Then we combine these k possibilities together as a real-valued vector v w n to represent w n as shown in Formula 4.
After getting the vectors of words, we employ an intuitive method to compute the vector of a triple t, by accumulating all the corresponding vectors of words appearing in t according to Formula 5. Considering that the elements of this newly generated vector indicate the distributional probabilities of t over k topics, we then normalize it according to Formula 6 so that its elements sum to 1. This gives us v t , the real-valued vector of triple t, which captures its distributional probabilities over k topics. Here t corresponds to a triple of background knowledge or of source document, p tz i indicates the possibility of t to appear in the i th topic z i , and w n ∈ t means that w n appears in t.
Using the vectors of triples, we can easily compute the semantic relatedness between a pair of triples as their cosine-similarity according to Formula 7. Here A, B correspond to the real-valued vectors of two triples, r(A, B) denotes their semantic relatedness, and k is the number of topics, which is also the length of A (or B). A high value of r(A, B) usually indicates a close relatedness between A and B, and thus a higher probability of propagating to each other in the following modified iterative propagation illustrated in Section 3.2.
Modified iterative propagation
In this part, we propose a modified iterative propagation based ranking model to select the mostrelevant triples of background knowledge. There are three primary modifications to the original model of Zhang et al. (2014) , all of which are shown more powerful in our experiments.
First of all, the original model (Zhang et al., 2014) does not reset the relevance weight of sdnodes after every iteration. This results in a continued decrease of the relevance weight of sd-nodes, which weakens the effect of sd-nodes during the iterative propagation and in turn affects the final performance. To tackle this problem, we decrease the relevance weight of bk-nodes and increase that of sd-nodes according to a fixed ratio after every iteration, so as to ensure that the total weight of sd-nodes is always higher than that of bk-nodes. Note that although the relevance weights of bk-nodes are changed after the redistribution, the corresponding ranking of them is not changed because the redistribution is carried out over all nodes accordingly. In our experiments, we tried different ratios and finally chose 10:1, with sd-nodes corresponding to 10 and bk-nodes to 1, which achieved the best performance. In addition, we also modify the triple graph, the representation of a document illustrated in Section 2, by connecting every pair of bk-nodes with an edge, which is not allowed in the original model. This modification was motivated by the intuition that the relatedness between bk-nodes also contributes to the better evaluation of relevance to the source document, because the bk-nodes can serve as the intermediate nodes during the iterative propagation over the entire graph. Figure 3 shows an example, where the bk-node John Lennon is close to both the sd-node Beatles and to another bknode Yoko Ono, so the relatedness between two bk-nodes John Lennon and Yoko Ono helps in better evaluation of the relatedness between the bknode Yoko Ono and the sd-node Beatles.
We also modify the definition of p(i, j), the probability of two nodes t i and t j propagating to each other. Zhang et al. (2014) compute this probability according to Formula 2, which highlights the number of neighbors, but weakens the relatedness between nodes, due to the normalization. For instance, if a node t x has only one neighbor t y , no matter how low their relatedness is, their p(x, y) will still be equal to 1 in the original model, while another node with two equally but closely related neighbors will only get a probability of 0.5 for each neighbor. We modify this setup by removing the normalization process and computing p(i, j) as the relatedness between t i and t j directly, which is evaluated according to Formula 1 .
Encoding background knowledge into document classification
In this part, we demonstrate that the introduction of relevant knowledge could be helpful to real NLP applications. In particular, we choose the document classification task as a demonstration, which aims to classify documents into predefined categories automatically (Sebastiani, 2002 ). We choose this task for two reasons: (1) This task has witnessed a booming interest in the last 20 years, due to the increased availability of documents in digital form and the ensuing need to organize them, so it is important in both research and application. (2) The state-of-the-art performance of this task is achieved by a series of topic modelbased methods, which rely on the same model as we do, but make use of source document information only. However, there is always some omitted information and relevant knowledge, which cannot be captured from the source document. Intuitively, the recovery of this information will be helpful. If we can improve the performance by introducing extra background knowledge into existing framework of document classification, we can inference naturally that the improvement benefits from the introduction of this knowledge.
Traditional methods primarily use topic models to represent a document as a topic vector. Then a SVM classifier takes this vector as input and outputs the class of the document. In this work, we propose a new framework for document classification to incorporate extra knowledge. Given a document to be classified, we select the top N mostrelevant triples of background knowledge with our model introduced in Section 3, all of which are represented as vectors of v t = (p tz 1 , p tz 2 , . . . , p tz k ). Then we combine these N triples as a new vector v t , which is then incorporated into the original framework of document classification. Another SVM classifier takes v t , together with the original features extracted from the source document, as input and outputs the category of the source document. To combine N triples as one, we employ an intuitive method by computing the average of N corresponding vectors in every dimension.
One possible problem is how to decide N, the number of triples to be introduced. We first introduce a fixed amount of triples for every document. Moreover, we also select the triples according to their relevance weight to the source document (see Section 3.2) by setting a threshold of relevance weight first and selecting the triples whose weights are higher than the threshold. We further discuss the impact of different thresholds in Section 5.2.
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To evaluate our model, we conduct two series of experiments: (1) We first treat this task as a ranking problem, which takes a document as input and outputs the ranked triples of background knowledge, and evaluate the ranking performance by computing the scores of MAP and P@N. (2) We also conduct a task-based evaluation, where document classification (see Section 4) is chosen as a demonstration, by enriching the background knowledge to the original framework as additional features and performing a direct comparison.
Evaluation as a ranking problem
Data preparation The data is composed of two parts: source documents and background knowledge. For source documents, we use a publicly available Chinese corpus which consists of 17,199 documents and 13,719,428 tokens extracted from Internet news 2 including 9 topics: Finance, IT, Health, Sports, Travel, Education, Jobs, Art, Military. We then randomly but equally select 600 articles as the set of source documents from 9 topics without data bias. We use all the other 16,599 documents of the same corpus as the source of background knowledge, and then introduce a wellknown Chinese open source tool (Che et al., 2010) to extract the triples of background knowledge from the raw text automatically. So the background knowledge also distributes evenly across the same 9 topics. We use the same tool to extract the triples of source documents too.
Baseline systems As Zhang et al. (2014) argued, it is difficult to use the methods in traditional ranking tasks, such as information retrieval (Manning et al., 2008) and entity linking (Han et al., 2011; Sen, 2012) , as baselines in this task, because our model takes triples as basic input and thus lacks some crucial information such as link structure. For better comparison, we implement three methods as baselines, which have been proved effective in relevance evaluation: (1) Vector Space Model (VSM), (2) Word Embedding (WE), and (3) Latent Dirichlet Allocation (LDA). Note that our model captures the distributional semantics of triples with LDA, while WE serves as a baseline only, where the word embeddings are acquired over the same corpus mentioned previously with 2 http://www.sogou.com/labs/dl/c.html the publicly available tool word2vec 3 .
Here we use t i , D, and w i to denote a triple of background knowledge, a source document, and the relevance of t i to D. For VSM, we represent both t i and D with a tf-idf scheme first (Salton and McGill, 1986) and compute w i as their cosinesimilarity. For WE, we first convert both t i and the triples extracted from D into real-valued vectors with WE and then compute w i by accumulating all the cosine-similarities between t i and every triple from D. For LDA, we represent t i as a vector with our model introduced in Section 3.1 and get the vector of D directly with LDA. Then we evaluate their relevance of t i to D by computing the cosinesimilarity of two corresponding vectors.
Moreover, to determine whether our modified iterative propagation is helpful or not, we also compare our full model (Ours) against a simplified version without iterative propagation (Ours-S). In Ours-S, we represent both t i and the triples extracted from D as real-valued vectors with our model introduced in Section 3.1. Then we compute w i by accumulating all the cosine-similarities between t i and the triples extracted from D. For all the baselines, we rank the triples of background knowledge according to w i , their relevance to D.
Experimental setup Previous research relies on manual annotation to evaluate the ranking performance (Zhang et al., 2014) , which costs a lot, and in which it is difficult to get high consistency. In this paper, we carry out an automatic evaluation. The corpus we used consists of 9 different classes, from which we extract triples of background knowledge. So correspondingly, there will be 9 sets of triples too. Then we randomly select 200 triples from every class and mix 200 × 9 = 1800 triples together as S, the set of triples of background knowledge. For every document D to be enriched, our model selects the top N mostrelevant triples from S and returns them to D as enrichments. We treat a triple t i selected by our model as positive only if t i is extracted from the same class as D. We evaluate the performance of our model with two well-known criteria in ranking problem: MAP and P@N (Voorhees et al., 2005) . Statistically significant differences of performance are determined using the two-tailed paired t-test computed at a 95% confidence level based on the average performance per source document. The performance evaluated as a ranking task. Here Ours corresponds to our full model, while Ours-S is a simplified version of our model without iterative propagation (see Section 3.2).
Results The performance of multiple models is shown in Table 1 . Overall, our full model Ours outperforms all the baseline systems significantly in every metric. When evaluating the top 10 triples with the highest relevance weight, our framework outperforms the best baseline LDA by 4.4% in MAP and by 3.91% in P@N. When evaluating the top 5 triples, our framework performs even better and significantly outperforms the best baseline by 5.87% in MAP and by 17.21% in P@N.
To analyze the results further, Ours-S, the simplified version of our model without iterative propagation, outperforms two strong baselines VSM and WE, which indicates the effectiveness of encoding distributional semantics. However, the performance of this simplified model is not as good as that of LDA, because Ours-S evaluates the relevance with simple accumulation, which fails to capture the relatedness between multiple triples from the source document. We tackle this problem by incorporating the modified iterative propagation over the entire triple graph into Ours, which achieves the best performance. One possible problem is why WE has a poor performance, the reason of which lies in the setup of our evaluation, where we label positive and negative instances according to the class information of triples and documents. This is better fit for topic model-based methods.
Discussion We further analyze the impact of the three modifications we made to the original model (see Section 3.2). We first focus on the impact of decreasing the relevance weight of bk-nodes and increasing that of sd-nodes after every iteration. As mentioned previously, we change their relevance weight according to a fixed ratio, which is important to the performance. Figure 4 shows the performance of models with different ratios. With any increase of the ratio, our model improves its performance in every metric, which shows the effectiveness of this setup. The performance remains stable from the value of 10:1, which is thus chosen as the final value in our experiments. We then turn to the other two modifications about the edges between bk-nodes and the setup of propagation probability. Table 2 shows the performance of our full model and the simplified models without these two modifications. With the edges between bk-nodes, our model improves the performance by 1.48% in MAP 5 and by 1.82% in P@5. With the modified iterative propagation, we achieve a even greater improvement of 13.99% in MAP 5 and 24.27% in P@5. All these improvements are statistically significant, which indicates the effectiveness of these modifications to the original model. Table 2 : The performance of our full model (Full) and two simplified models without modifications:
(1) without edges between bk-nodes (Full−bb), (2) without the newly proposed definition of propagation probability between nodes (Full−p).
Task-based evaluation
Data preparation To carry out the task-based evaluation, we use the same Chinese corpus as that in previous experiments, which consists of 17,199 documents extracted from Internet news in 9 topics. We also use the same tool (Che et al., 2010) We also evaluate the impact of knowledge quality by proposing two different models to introduce background knowledge: our full model introduced in Section 3 (Ours), and a simplified version of our model without iterative propagation (Ours-S). They have different performances on introducing background knowledge as shown in previous experiments (see Section 5.1). We then conduct a direct comparison between the document classification models with these conditions, whose differing performances demonstrates the impact of different qualities of background knowledge on this task.
Results Table 3 shows the results. We use P, R, F to evaluate the performance, which are computed as the micro-average over 9 topics. Both models with background knowledge (LDA+SVM+Ours-S, LDA+SVM+Ours) outperform systems without knowledge, which shows that the introduction of background knowledge helps in better classifica- The performance of document classification models with different thresholds. The knowledge whose relevance weight to the source document exceeds the threshold will be introduced as background knowledge.
tion of documents. The system with the simplified version of our model without iterative propagation (LDA+SVM+Ours-S) achieves a F-value of 0.8501, which outperforms the other baselines without knowledge too. Moreover, the system with our full model (LDA+SVM+Ours) achieves the best performance, a F-value of 0.8691, and outperforms the best baseline LDA+SVM significantly. This shows that introducing better quality of background knowledge is helpful to the better classification of documents. Statistical significance is also verified using the two-tailed paired t-test computed at a 95% confidence level based on the results of classification over the test set.
Discussion One important question here is how much background knowledge to include. As mentioned in Section 4, we have tried two different solutions: (1) introducing a fixed amount of background knowledge for every document, and (2) setting a threshold and selecting knowledge whose relevance weight exceeds the threshold. The results are shown in Table 4 , where the systems with threshold outperform that with fixed amount, which shows that the threshold helps in better introduction of background knowledge. Table 4 : The performance of document classification with the full model (Ours) and the simplified model (Ours-S) to introduce knowledge.
We also evaluate the impact of different thresholds as shown in Figure 5 . The performance keeps improving as the threshold increases up to 6.4 and becomes steady from 6.4 to 6.7, while it begins to decline sharply from 6.7. This is reasonable because at the beginning, as the threshold increases, we recall more background knowledge and provide more information. However, with the further increase of the threshold, we introduce more noise, which decreases the performance. In our experiments, we choose 6.4 as the final threshold.
Conclusion and Future Work
This study encodes distributional semantics into the triple-based background knowledge ranking model (Zhang et al., 2014) for better document enrichment. We first use LDA to represent every triple as a real-valued vector, which is used to evaluate the relatedness between triples, and then propose a modified iterative propagation model to rank all the triples of background knowledge. For evaluation, we conduct two series of experiments: (1) evaluation as ranking problem, and (2) taskbased evaluation, especially for document classification. In the first set of experiments, our model outperforms multiple strong baselines based on VSM, LDA, and WE. In the second set of experiments, our full model with background knowledge outperforms the state-of-the-art systems significantly. Moreover, we also explore the impact of knowledge quality and show its importance.
In our future work, we wish to explore a better way to encode distributional semantics by proposing a modified LDA for better triples representation. In addition, we also want to explore the effect of introducing background knowledge in conjunction with other NLP tasks, especially with discourse parsing (Marcu, 2000; Pitler et al., 2009 ).
