In recent years, a number of authors have studied entropy generation in Wells turbines. This is potentially a very interesting topic, as it can provide important insights into the irreversibilities of the system, as well as a methodology for identifying, and possibly minimizing, the main sources of loss. Unfortunately, the approach used in these studies contains some crude simplifications that lead to a severe underestimation of entropy generation and, more importantly, to misleading conclusions. This paper contains a re-examination of the mechanisms for entropy generation in fluid flow, with a particular emphasis on RANS equations. An appropriate methodology for estimating entropy generation in isolated airfoils and Wells turbines is presented. Results are verified for different flow conditions, and a comparison with theoretical values is presented.
Introduction
Sea-wave energy has the highest availability among renewable energy sources, and could provide an important contribution to meeting the demand for electricity worldwide, while reducing the dependency on fossil fuels [55] . An effective method for converting sea-wave energy into electrical energy consists of the combination of a chamber that produces an alternating motion of a mass of air (an Oscillating Water Column, or OWC, system [11, 12] ), and a turbine that converts this energy into shaft power [75, 73, 16] ). Typically, the latter is achieved with a Wells turbine [80, 58, 23] , defined by a simple but reliable layout: a rotor with symmetric blades staggered at 90 degrees with respect to the incoming flow. This configuration provides equal performance in both outflow (air is flowing out of the chamber), and inflow (air flowing into the chamber). same approach of [43] is used in [19] , where it is extended to turbulent combustion flows. Adeyinka and Naterer [3] and Iandoli et al. [37] use the Boussinesq's hypothesis to estimate the entropy production in two-and three-dimensional turbomachinery flows: local and global entropy production values are compared with overall isentropic efficiencies, with reasonable agreement. The validity of this assumption is discussed in detail by Asinari et al. [5] , with particular emphasis on the k − ǫ model. All these studies pointed out the importance of turbulent entropy production: even at moderate Reynolds numbers (∼10 4 ), the entropy produced by turbulent fluctuation is considerable, and neglecting it would lead to an underestimation of losses. Nevertheless, in a large body of literature, entropy generation in the presence of turbulent flows is calculated considering only the contribution of the mean flow. This simplification has been adopted for Wells turbines [66, 67, 68, 69, 71] , pipe flows [61, 44] , and turbine blades [51] . Herwig et al. [34] demonstrated how neglecting the entropy produced by turbulent fluctuation may lead to errors in the global entropy production, as well as to misleading conclusions.
In light of the growing interest in second-law methods in turbomachinery analysis and optimisation, and of the questionable assumptions of several recent works, this paper presents a re-examination of entropy generation in Wells turbines. Particular attention is dedicated to the mechanisms of entropy generation and to its numerical modeling through the solution of RANS equations. A methodology for entropy quantification is presented and applied to two test cases [66, 71] , already studied in the past by other authors, with assumptions and simplifications that led to incorrect and physically implausible results.
This manuscript is organized as follows: Section 2 presents a review of entropy generation analysis with the Navier-Stokes equations. Section 3 presents an analysis of the effect of Reynolds averaging on Navier-Stokes equations and entropy production. Section 4 introduces an intermediate test case, i.e. the flow around an isolated airfoil, which provides an ideal problem to verify the theoretical analysis. Section 5 presents the numerical approach, Section 6 presents the findings of this work. Finally, Section 7 draws some conclusions.
Entropy Generation in Fluid Flow
In any point of a convective field, irreversibilities are produced by two distinct mechanisms: heat flow and friction. Bejan [8] , Adeyinka and Naterer [3] and Asinari et al. [5] give comprehensive reviews of the theory. A brief summary is presented here.
The laws of conservation of mass, momentum and energy, in differential 3 form, can be expressed as follows:
where ρ is the fluid density (assumed constant), u is the fluid velocity, p is the pressure, Π is the viscous part of the stress tensor, h is the enthalpy, q is the thermal flux, and a is an external acceleration (e.g. gravity). The previous system of equations is not closed, and some empirical expressions are required for q and Π. Assuming the thermal flux to obey Fourier's law and the flow to be Newtonian:
where λ is the thermal conductivity, µ the dynamic viscosity (both assumed constant) and T the flow temperature. The system of equations can now be closed with two equations of state linking p, T , and h. Entropy can be related to other thermodynamic properties by Gibbs' relation:
Substituting equations (3, 4, 5) into equation (6) :
The same can be also written as:
or equivalently:
where:
are the entropy production rates per unit mass due to heat transfer and fluid flow, respectively. In accordance with the second law of thermodynamics, both terms are non-negative by definition. Equation (3) can be also rewritten as:
where it appears clear that velocity gradients act to dissipate kinetic energy into internal energy. The term 2(∇ S u) 2 is often called dissipation function and referred to with the greek letter Φ. 
Similar considerations can be drawn in the case of compressible flows, as reported in [4] , but are outside the scope of this work.
Estimating Entropy Generation by Means of Computational Fluid Dynamics
While equations (1, 2, 3, 9) are of general validity, in the presence of a turbulent flow, which is the case for the vast majority of problems of industrial interest, viscous dissipation occurs at different scales, ranging from large scales, of the same order of magnitude as the problem under investigation, to the Kolmogorov scales, which can be remarkably small, especially in the presence of high-Reynolds-number flows [46] . Under these conditions, the solution of the Navier-Stokes equations would require a spatial mesh and a time step sufficiently small to resolve even the smallest turbulent eddies and the fastest fluctuations (this is the approach of a DNS). This is impractical in most cases, and the governing equations are either time-averaged (leading to the RANS equations) or spatially filtered (leading to LES): in either case, not all of the turbulent scales are solved and at least a fraction (in LES, or all in RANS) of them and of their effect on the mean flow need to be modeled. The treatment of turbulence in RANS equations is described in the following section.
Turbulence Modeling in RANS Equations
RANS equations are based on the assumption that every variable can be expressed as the sum of a mean and a fluctuating component with zero mean 
where
and
Substituting in equations (1, 2, 3) , and performing a time average of the conservation equations, leads to the derivation of the RANS equations for flows of constant density and viscosity:
The terms ρ∇ · u ′ ⊗ u ′ , ρ∇ · u ′ h ′ , and Π ′ : ∇u ′ represent the effects of turbulent fluctuations (not resolved by the RANS approach) on the mean flow, and need somehow to be modeled. Linear eddy viscosity models are the most common approach to turbulence closure and link the above terms to the gradients of the mean variables (the so-called Boussinesq's hypothesis):
where Π R = −ρu ′ ⊗ u ′ is the Reynolds' stress tensor. More models are required to estimate turbulent viscosity and diffusivity, based on additional transport equations: the most well-known models are k − ǫ, which solves two partial differential equations for turbulent kinetic energy and its rate of dissipation, and k − ω, which uses turbulent kinetic energy and specific dissipation rate. The interested reader is referred to [78, 20] for more details.
Substituting in equations (17, 18, 19) :
Similarly, entropy generation in a turbulent flow is affected by turbulent fluctuations, and, if these are not directly resolved by the numerical approach (i.e. in a DNS), their effect needs to be modeled. A time average of the entropy generation rate can be obtained starting from equations (10, 11) :
Terms involving fluctuations of flow variables in equation (26) need to be modeled. Moore and Moore [49, 50] suggest the following correlations for mean entropy production, thermal diffusion and viscous dissipation, respectively:
Hence, in a turbulent flow, mean entropy generation rate per unit mass due to heat transfer and flow friction can be estimated with:
In equations (31, 32) contributions to thermal and viscous entropy production due to mean flow and turbulent fluctuations have been separated. As already noted, turbulent fluctuations in momentum and energy equations are modeled through the appearance of new stress terms (the Reynolds' stresses) and similar terms in the energy equation, modeled by replacing dynamic viscosity µ and thermal diffusivity λ with an effective viscosity µ ef f = µ + µ t and an effective thermal diffusivity λ ef f = λ+λ t . Similarly, the terms resulting from fluctuating quantities in the entropy conservation equation can be modeled by increasing the local entropy production rate by two factors proportional to turbulent viscosity and diffusivity. It should be noted that the above assumptions, in particular equation (30), entail a local equilibrium between production and dissipation of kinetic energy. When using RANS approaches in conjunction with two-equation turbulence models, the turbulent dissipation per unit mass is directly available (it is the ǫ of the k−ǫ model, or can be readily calculated from k and ω in a k−ω method) [34] . While it is possible to use ǫ directly to estimate the turbulent energy dissipation (ρǫ = Π ′ · ∇u ′ ), this would also include the dissipation of turbulent kinetic energy entering the domain, which is not linked to a loss of mean energy. The hypothesis of local equilibrium between production and dissipation of kinetic energy is an acceptable assumption, as will be shown in Section 6, and does not require a separation between the different loss sources [54, 81] .
The validity of this approach has been verified by [49] for a flat plate boundary layer. The same assumption has been used by [37, 5, 38] , while different models have been used by [43, 19, 42] . Jin and Herwig [38] showed the importance of the choice of turbulence model on the evaluation of entropy generation (or turbulent dissipation). This comes as no surprise, as the turbulence model can have a significant impact on any quantity of interested evaluated from RANS approaches. However, the focus of this paper is on the relative impact of entropy generation from mean flow and turbulence fluctuations, and on the fact that neglecting the latter can lead to significant errors and misleading conclusions [66, 67, 71] .
Regardless of the specific approach, it appears clear that the contribution of turbulent dissipation to entropy production is in most cases not negligible and, unless directly found by the CFD model, it needs to be accounted for.
Entropy Generation from Isolated Airfoils: the Equivalence between Entropy and Drag
In CFD, aerodynamic forces are usually calculated by integrating pressure and viscous forces on the surface of the body of interest (near-field method ). They can also be calculated with two alternative approaches [45] :
(a) from an integration on a surface surrounding the body (far-field method ), by applying the conservation of momentum to the volume enclosed between the two surfaces [29, 36, 54, 81] ; (b) from an integration in the volume enclosed between the two previously defined surfaces (mid-field method ), by application of the Gauss theorem to the integral in (a) [54, 81, 14, 21] .
A schematic of near-field, far-field and mid-field for a typical aerodynamic problem is shown in Figure 1 . One of the main advantages of the mid-field method is that it allows the drag to be decomposed and visualized. The total drag can be expressed in terms of an integral of the local entropy production rate, and specific regions of the flow field can be tailored by design and optimization methods for a more effective result [81, 10] . Using the near-field method, the aerodynamic forces acting on the body represented in Figure 1 are given by:
Assuming steady flow, the far-field method gives:
If the surface S 2 is sufficiently far from the airfoil for the wake to have dissipated (i.e. p ≃ p ∞ and Π = 0), the component of the force in the direction of the incoming flow (i.e. the drag D) can be calculated as follows:
It can be shown [54, 81, 21] that the above integral is equivalent to:
∆s is the specific entropy (relative to a reference value that can be taken as the value for the free-stream flow), c p is the specific heat capacity at constant pressure, γ is the ratio of specific heats, M ∞ is the free-stream Mach number, and ∆H is the total enthalpy relative to the free-stream value. Assuming ∆s/c p << 1 and approximating the exponential in the previous equation with a first-order expansion:
The drag D is hence proportional to the net entropy flux through the far-field surface.
The usual equation for the mid-field method can be found by considering that, in steady conditions, the net-flux of entropy through the far-field surface is equal to the entropy generated per unit time inside the mid-field volume Ω (Ṡ G ):
where σ T and σ V are entropy generation rates per unit mass due to heat transfer and viscous dissipation, respectively (see equations (10, 11) , or (31, 32) , for a turbulent flow). Even though dynamic effects are negligible for the cases considered in this work (this will be discussed in detail in Section 6.3), it should be noted that the mid-field method (also known as drag-decomposition or breakdown method) has recently been extended to unsteady flows [22, 77] . In addition, considering that M ∞ = u ∞ / √ γRT ∞ and that the drag can be expressed via the drag coefficient c d , equation (37) can be expressed as:
A non-dimensional entropy generation coefficient KṠ G can be defined as follows:
From equation (40) and the above definition
Under the above assumptions the non-dimensional global entropy production rate KṠ G is simply equal to the drag coefficient c d . In the following sections, the validity of equation (42) will be assessed for an isolated NACA0012 profile, before applying this methodology to quantify the losses in a Wells turbine.
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Numerical simulations have been performed to analyze entropy generation in Wells turbines, and in particular the relative importance of entropy produced by mean flow and turbulent fluctuations. These results have been compared to those presented by [66, 71] , who calculated entropy generation in Wells turbines, neglecting the contribution of turbulent fluctuations and reaching plainly unphysical conclusions, such as the reduction of entropy production (hence losses) with incidence angle.
In addition, since the work of [66] simulates a Wells turbine as an isolated airfoil (perhaps with a questionable simplification), the numerical analysis will be extended to a similar case. The comparison with the results of [66] provides an opportunity to understand the impact of turbulence on the entropy production in a problem where it can be readily linked to aerodynamic drag, a concept aerodynamicists and researchers are probably more familiar with.
The k − ω turbulence model has been used in this work, as it performed better than other models in the prediction of forces for the Wells turbine under evaluation [27] . It is important to highlight that any other model could have been chosen, and would have produced similar results, as the focus of this work is the evaluation of the relative importance of the entropy generation rates produced by mean flow and turbulent fluctuations, rather than a precise evaluation of the overall entropy generation rate.
It is also worth noting that all results have been calculated using steady-state simulations. This has been possible due to the negligible contribution of dynamic effects for both isolated airfoils [13, 47] and Wells turbines [26, 27, 28] , at the reduced frequencies Wells turbines typically operate at (k = (πf c)/u ∞ < 10 −3 ). This point will be discussed in detail in Section 6.3.
For all simulations, forces (and hence force coefficients) and entropy generation rates have always been calculated directly. This means that forces have been derived by integrating pressure and viscous forces on blade surfaces, while entropy generation rates have been found using a volume integral of local values of σ v (see equations (11) and (32)). Due to the assumption of adiabatic incompressible flow, contributions due to heat transfer (equation (10) , or (31)) have been neglected. The analogy between entropy and drag (see Section 4) has then been used to verify the approach. In addition, entropy generation ratė S G , defined in equation (38) , has been divided into the two contributions due to mean flow (Ṡ G,mf ) and turbulent fluctuations (Ṡ G,t ), as follows:
Similarly, the non-dimensional entropy generation rate KṠ 
Part I: Isolated NACA0012 Airfoil
Simulations on an isolated NACA0012 airfoil have been performed with ANSYS Fluent, using a k − ω SST turbulence model with low-Reynolds-correction. The SIMPLEC algorithm has been used for pressure-velocity coupling, a secondorder upwind scheme for discretizing convective terms and a second-order centered scheme for pressure and viscous terms. A schematic of the computational domain is shown in Figure 5 .1, together with the conditions set at the boundaries, which have been placed at a distance of 15 chords from the airfoil. A multi-block structured mesh has been used, with particular attention to the boundary layer region (the maximum non-dimensionalized wall distance y + is of the order of 1). The detail of the mesh near the airfoil is reported in Figure 5.1 .
Steady simulations have been performed, for different angles of attack and Reynolds numbers, while keeping the Mach number fixed (M ∞ = 0.1), to preserve the validity of the incompressibility assumption.
Part II: Wells Turbine
The Wells turbine of Setoguchi et al. [64] has been studied using the same geometrical simplification of [62] , recently adopted also by [71] . This means that only the duct that houses the turbine is modeled, as reported in Figure 3 , together with the boundary conditions used. A summary of the main geometric parameters and operating conditions is reported in Table 1 .
A multi-block structured grid ( Figure 4 ) was used to discretize the governing equations. A C-grid around the blade was able to capture the complex boundary layer flow, with an H-mesh structure in the rest of domain. A grid sensitivity study was conducted to verify the choice of the numerical mesh. For the basic mesh, 260 points were used around the blade profile, and 70 between successive blades (in the wake region). In the spanwise direction, 35 points cover the blade span, while 10 points were employed in the tip gap region, for a total of about 10 6 cells. The maximum y + is of the order of 1 to ensure a good resolution of the boundary layer.
Steady-state simulations were performed for different values of the flow coefficient φ, defined in equation (50) . The k − ω SST model was selected for turbulence closure. The SIMPLEC algorithm was used for pressure-velocity coupling, a second-order upwind scheme for discretizing convective terms and a second-order centered scheme for pressure and viscous terms. Multiple reference frames allow the interaction between stationary and rotating regions to be simulated. More details about validation and verification, including turbulence closure and dynamic effects, can be found in [27] . 
Part I: Isolated Airfoil
The drag coefficient c d and the non-dimensional entropy generation rate KṠ G for the NACA0012 profile are presented in Figure 5 , as a function of the incidence angle, for different Reynolds numbers. The c d − α plots follow well-known trends (see [1] as an example): for a given Reynolds number, the drag coefficient c d grows steadily with the angle of attack, up to a critical angle, when a dramatic rise is caused by the rapid increase in boundary layer thickness leading to a large separation. Increasing the Reynolds number has two effects: it reduces boundary layer thickness (and hence c d ) and, thanks to a more energetic boundary layer, it postpones the occurrence of separation, increasing the value of the critical angle of attack.
The KṠ G − α plots follow the same trends. Aside from proving the theoretical results presented in Sections 2 and 4, this also demonstrates the correctness of the numerical approach, as well as the validity of hypothesis of local equilibrium between production and dissipation of turbulent kinetic energy. Small differences can be attributed to the simplifications adopted (e.g. the size of the domain) or to numerical errors (most numerical schemes do not conserve entropy, hence the entropy downstream of the airfoil can be polluted by spurious entropy generation [21] ). However, discrepancies are never larger than a few percent.
In Figure 6 , the non-dimensional entropy generation rate KṠ G has been subdivided into the two contributions due to mean flow and turbulent fluctuations (KṠ G,mf and KṠ
G,t
). Results are reported as a function of the incidence angle, for three values of Reynolds number. The relative contribution of turbulent fluctuations increases both for larger Reynolds numbers and larger incidence angles, due to the larger turbulent dissipation that is present in these conditions. Even at the lowest value of Reynolds number studied here (6.25e4), the contribution of turbulent fluctuations cannot be neglected: at low angles of attack, it is about 1/3 of the total, at 6
• it equals the contribution of mean flow, and grows dramatically for larger incidence angles (due to the appearance of extensive separation regions). Neglecting the contribution of turbulent fluctuations leads not only to incorrect values of entropy generation, but more importantly to misleading conclusions, such as that an airfoil at very large incidence angles produces less entropy than the same airfoil at low angles of attack (as incorrectly reported in [66] ). It is clear, from the results presented in Figure 6 , that an optimization that accounts only for the entropy generated from the mean flow can lead to wrong results. practice, some authors [66] have presented entropy generation rates for airfoils in this form, perhaps thereby concealing important errors. Figure 8 presents the entropy generation rateṠ G as a function of the Reynolds number, for a given airfoil.Ṡ G increases rapidly, as it is proportional to the third power of Re, or of u ∞ , for a given geometry. Separating the contributions of mean flow and turbulent fluctuations, as in Figure 9 , highlights again how considering only the contribution of mean flow would lead to a severe underestimation of the rate of increase of entropy generation with Reynolds number, or flow velocity.
The identification of local entropy generation rates can be important to isolate the main loss sources, and to improve performance. where T is the torque, ∆P the pressure drop across the rotor, V a is the mean axial flow velocity upstream of the rotor, ω its rotational speed and r tip its tip radius. The experimental data present a hysteresis due to the capacitive behavior of the OWC system, discussed in detail in [27] . The numerical results (at different flow coefficients within the operating range) reproduce the experimental behavior satisfactorily. More details about mesh independence, turbulence closure, and dynamic effects can be found in [27] and are not reported here. Figure 14 reports the non-dimensional global entropy generation rate KṠ ). The blade tip speed has been used as the reference velocity to non-dimensionalize global entropy generation rate values (equations (46, 47, 49) ).
Part II: Wells Turbine
It is clear that the entropy production increases rapidly for larger flow coefficients, for the same reasons already explained in the case of the isolated airfoil, as the flow coefficient for a Wells turbine is a measure of the incidence angle (α = tan −1 (φ)). Similarly, in this case also, the contribution of the mean flow to the global entropy production is limited, even for low values of φ (about one third of the total). At larger flow coefficients, the contribution of turbulent fluctuations dominates, becoming about 85% at φ = 0.23. Figures 15 and 16 present contours of non-dimensional local entropy generation rates at different locations along the blade span. This analysis can provide important information about the main sources of entropy generation. Contributions due to mean flow and to turbulent fluctuations are presented, and the latter appear significantly larger at every spanwise position. The appearance of a large region of separated flow near the tip of the blade, characterized by a large entropy generation rate, is evident, together with the effect of the wake generated by preceding blades. Neglecting the contribution of turbulent fluctuations to entropy generation could lead to misleading conclusions, such as those reported in [71] , where entropy generation (and therefore losses) do not increase for larger flow coefficients.
Figures 17 and 18 present the same results on planes located at different tangential positions (perpendicular to the machine axis). This analysis highlights the main sources of entropy generation, such as boundary layer and secondary flows (tip vortex and horseshoe vortices). The strength of the tip vortex grows for larger flow coefficients and moving towards the trailing edge of the blade, and the presence of the tip vortex generated by the preceding blade is also evident. The horseshoe vortex, generated near the leading edge, loses its strength towards the trailing edge. The boundary layer thickness grows due to the adverse pressure gradient on the blade, and for the larger flow coefficient (φ = 0.23) it appears on the verge of separation. The wake generated by the preceding blade is also evident, at least for the lower value of flow coefficient (φ = 0.12), while the situation becomes more confused at the highest φ, due to the larger wake that covers most of the scene and the mixing with other large secondary flow structures. All these flow features appear significantly less evident when looking at the contribution from the mean flow, which, as mentioned, is almost negligible when compared with the contribution of turbulent fluctuations.
Part III: Unsteady Effects
The results presented in Sections 6.1 and 6.2 were obtained with steady CFD simulations. As mentioned in Section 5, a Wells turbine operates at nondimensional frequencies lower than 10 −3 , not sufficient to generate appreciable dynamic effects [27] .
Several authors have discussed the presence of hysteresis in Wells turbines [41, 62, 66, 67, 35] . However, the authors of this article have shown in previous works how the alleged aerodynamic hysteresis was caused by an incorrect temporal discretization [27, 28] : the real cause of the hysteresis shown in the experimental analyses [65] is the capacitive behavior of the OWC system [27, 25] .
To reinforce these statements, unsteady simulations have been performed for the geometry presented in Figure 3 . The velocity at the inflow boundary was set as a periodic function of time, to produce a sinusoidal variation of the flow coefficient, with a period of 6 s, corresponding to a non-dimensional frequency k = 1.4 × 10 −3 . Three periods were simulated to ensure periodically stable reults.
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The unsteady RANS equations were solved using a first-order implicit method for the temporal discretization, with a time step of 10 −4 and 20 sub-iterations, chosen after a careful sensitivity analysis to avoid the presence of spurious phase delays, which would result in a false hysteresis. More information on the complete verification and validation process is reported in [27] . Figure 19 presents a comparison of non-dimensional torque and pressuredrop coefficients T * and P * , as a function of φ, for steady and periodic simulations. As expected, dynamic effects are negligible. Figure 20 presents a similar comparison for the non-dimensional entropy generation rate KṠ G : again, in this case, hysteretic effects are minimal, and insufficient to generate any appreciable differences in the integral values of force coefficients.
Conclusions
In recent years, a few authors have started to analyze entropy generation in Wells turbines, as a means to improve the overall performance of the system. To the best of the authors' knowledge, all the applications of second law analyses to Wells turbines to date contain errors that lead to incorrect and unphysical results, such as an underestimation of the gradient of the entropy generation vs. velocity curve, or a reduction in losses for large incidence angles. These unphysical results are caused by an incorrect evaluation of the local entropy generation rate in Reynolds averaged conservation equations. This paper presents a critical analysis of the entropy generation mechanisms in fluid flow, with a focus on the effect of Reynolds averaging on conservation equations and on entropy generation in particular. The importance of turbulent fluctuations, previously neglected by other authors, is highlighted and a methodology for estimating their impact on entropy generation is presented.
This theoretical analysis is then validated on two test cases: an isolated NACA0012 airfoil at different Reynolds numbers and incidence angles, and a Wells turbine. As for isolated airfoils a simple relationship between entropy generation and drag exists, this test case allows the approach to be verified before it is applied to a more complex problem. Most of the analyses are performed using steady simulations, given the low values of non-dimensional frequency Wells turbines operate at, which are not sufficient to produce appreciable dynamic effects. A comparison between a steady and an unsteady (periodic) analysis is presented in Section 6.3 to demonstrate the validity of this hypothesis.
The results highlight how in both cases the contribution of turbulent fluctuations is significant and cannot be neglected. Even more importantly, in the presence of regions of separated flow, the vast majority of entropy generation is due to turbulent dissipation, and considering only the contribution of the mean flow, as done in [66, 71] , would lead to the complete neglect of the main source of irreversibility, and hence decidedly incorrect results.
The use of second law analyses in CFD methods allows the identification of the main sources of irreversibility in a fluid system. The paper demonstrates that this method, when correctly applied, can become an important basis for the analysis and optimization of the performance of Wells turbines and, in general, of turbomachinery. .5e-4 2.5e-2 2.5e0
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