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We provide a new spatial search algorithm by continuous-time quantum walk which can find
a marked node on any ergodic, reversible Markov chain P , in a time that is quadratically faster
than the corresponding classical random walk on P . In the scenario where multiple nodes are
marked, the running time of our algorithm scales as the square root of a quantity known as the
extended hitting time. This solves an open problem concerning the difference between the running
time of spatial search by discrete-time and continuous-time quantum walk. We also show that the
widely used Childs and Goldstone algorithm for spatial search by continuous-time quantum walk is
quite restrictive: we identify limitations in its applicability whenever P is not state-transitive. We
subsequently improve and extend this algorithm to be applicable for any P . Our generalizations
imply that most hitherto published results on the performance of quantum spatial search in the
Childs and Goldstone framework on specific graphs are particular cases of our result. However, we
prove that the running time of the Childs and Goldstone algorithm and its subsequent improvement
is suboptimal: our spatial search algorithm outperforms it. Our results can be adapted to a number
of Markov chain-based quantum algorithms and will lead to exploring other connections between
discrete-time and continuous-time quantum walks.
I. INTRODUCTION
The problem of finding a set of marked nodes in a graph, known as the spatial search problem, can be tackled using
a random walk. The expected number of steps required by the walker to find a node within this marked set is known
as the hitting time of the random walk. Quantum walks, which are quantum analogues of classical random walks,
also provide a natural framework to tackle this problem. For discrete-time quantum walks (DTQW), it has been
established that the time required to find a single marked node on any reversible, ergodic Markov chain is the square
root of the hitting time [1]. However, such a general result has been missing for continuous-time quantum walks
(CTQW). In this article, we close this gap by proposing a spatial search algorithm by CTQW that finds a marked
node on any ergodic, reversible Markov chain, quadratically faster than its classical counterpart.
Childs and Goldstone [2] introduced the first CTQW-based algorithm to tackle the spatial search problem. They
showed that the algorithm (which we shall refer to as the CG algorithm) could find a marked node in O(√n) time
for certain graphs with n nodes such as the complete graph, hybercube and d-dimensional lattices with d > 4. When
d = 4, the running time of their algorithm is O(√n logn) whereas there is no substantial speedup for d < 4. Since
then a plethora of results have been published exhibiting a O(√n) running time on certain specific graphs [3–8]. In
Refs. [9, 10], the authors proved that the CG algorithm takes O(√n logn) time to find a marked node on 2d-lattices
using a different oracular Hamiltonian. In Ref. [11] it was shown that if the underlying graph is regular and has a
constant spectral gap, the running time of this algorithm is O(√n). However the answer to the question of whether
this algorithm provides a quadratic speedup for any ergodic, reversible Markov chain has been unknown.
As mentioned earlier, the results for spatial search by DTQW are quite general. Consider an ergodic, reversible
Markov chain P with M being the set of marked vertices. Inspired by Ambainis’ algorithm for element distinctness
[12], Szegedy provided a general technique to construct a quantum analogue of any Markov chain P [13]. This resulted
in subsequent works on DTQW-based spatial search algorithms [14, 15], leading to the work of Krovi et al. [1]. The
algorithm in Ref. [1] finds a marked vertex in a time that is square root of a quantity known as the extended hitting
time. As extended hitting time is the same as hitting time for a single marked node, this implied a full quadratic
speedup in this scenario.
In this article we close this apparent gap between the running time of spatial search in the discrete-time and the
continuous-time framework. Drawing inspiration from the framework of Ref. [1], we provide a new spatial search
algorithm by CTQW that runs in a time that is square root of the extended hitting time on any ergodic reversible
Markov chain P with a set of M marked vertices. Just as Refs. [1, 16], given P , we construct quantum analogues
of the interpolating Markov Chain, P (s) = (1 − s)P + sP ′, where P ′ is obtained from P by replacing all outgoing
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2edges from M by self loops. Namely, we construct a Hamiltonian H(s) based on the formalism developed by Somma
and Ortiz, whose spectrum is related to that of P (s) [17]. We fix a value of s and evolve this time-independent
Hamiltonian for a time that is chosen uniformly at random in the interval [0, T ] and measure in the basis of the state
space of the underlying Markov chain. We prove that provided T (which is also the expected running time of our
algorithm) scales as the square root of the extended hitting time, the set of marked nodes can be obtained with a high
probability. In Ref. [16], the same Hamiltonian was used to solve the spatial search problem by adiabatic evolution.
In fact, it was shown that by adiabatically changing the search Hamiltonian from H(0) to H(1), the spatial search
problem can be solved in square root of the extended hitting time. Here we prove that it is possible to bypass the
adiabatic evolution altogether and still obtain the same running time.
We also prove generic expressions for the running time of the CG algorithm and state necessary conditions for it to
be optimal. We show that unless the underlying Markov chain is state-transitive, certain parameters of the algorithm
need to be fine tuned requiring the prior knowledge of the solution node, which in general, is not possible. Moreover,
even for state-transitive Markov chains, our algorithm outperforms the CG algorithm, which we elucidate through an
example.
We also extend the CG algorithm to be applicable to any ergodic, reversible Markov chain P . The Hamiltonian
constructed by the formalism of Somma and Ortiz [17] encodes P and is used in addition with the oracular Hamiltonian
defined in Refs. [9, 10]. Henceforth, we shall refer to this extension of the CG algorithm as the CG′ algorithm.
One can show that whenever the original CG algorithm runs optimally for a given state-transitive Markov chain,
so does the CG′ algorithm. Interestingly, the CG′ algorithm, when applied to 2d-lattices, has a running time of the
algorithm is Θ(
√
n log n), recovering the results of Refs. [9, 10]. In fact, most hitherto published results on the
optimality of this algorithm on specific graphs can be obtained as specific instances of our general results. However,
the running time of the CG′ algorithm is also worse than our algorithm in general. Moreover, in this framework, the
generalization to spatial search with multiple marked nodes is unknown.
So, our spatial search algorithm can find a set of marked nodes on any ergodic, reversible Markov chain in the square
root of extended hitting time and outperforms both the CG and CG′ algorithm.
II. THE SEARCH HAMILTONIAN
CTQW on a graph involves evolving a time-independent Hamiltonian (that encodes the connectivity of the graph),
starting from some initial state, for some time, following which a measurement is made in the basis of the nodes of
the graph. Given an ergodic, reversible Markov chain, we will first show how to obtain the search Hamiltonian.
A Markov chain on a discrete state space X , such that |X | = n, can be described by a n×n stochastic matrix P [18].
The discriminant matrix of P is defined as D(P ) =
√
P ◦ PT , where ◦ indicates the Hadamard product. Let M ⊂ X
denote the set of marked vertices. Then we denote the hitting time of P with respect to M by HT (P,M). Let P ′
be a Markov chain obtained from P by replacing all outgoing edges from M by self-loops. As mentioned earlier, we
shall concern ourselves with the interpolating Markov chain P (s) = (1 − s)P + sP ′, which is parametrized by s such
that 0 ≤ s ≤ 1. As P is ergodic, so is P (s) for 0 ≤ s < 1. Let the row vector π(s) denote the stationary state of P (s),
i.e. π(s)P (s) = π(s). For s = 1, any state that has a support over M is a stationary state and so P (1) is not ergodic.
Also, as P is reversible, so is P (s). Note that although the eigenvalues of P (s) are between −1 and 1, throughout the
paper, we will work with the Markov chain corresponding to the lazy walk, i.e. (I + P (s))/2 so that the eigenvalues
are between 0 and 1 [19]. We denote them as 0 ≤ λ1(s) ≤ λ2(s) ≤ · · · ≤ λn−1(s) < λn(s) = 1. We shall concern
ourselves with the discriminant matrix D(P (s)), whose spectral decomposition D(P (s)) =
∑
i λi(s)|vi(s)〉〈vi(s)|. As
P (s) is reversible, D(P (s)) is similar to P (s), implying they have the same eigenvalues. The highest eigenstate of
D(P (s)), |vn(s)〉 is related to π(s): the entries of |vn(s)〉 are the same as that of
√
π(s)T . One can express |vn(s)〉
as
|vn(s)〉 =
√
(1− s)(1 − pM )
1− s(1 − pM ) |U〉+
√
pM
1− s(1− pM ) |M〉, (1)
where pM =
∑
x∈M πx such that
√
πx = 〈x|π(0)〉 and
|U〉 = 1√
1− pM
∑
x/∈M
√
πx|x〉, |M〉 = 1√
pM
∑
x∈M
√
πx|x〉. (2)
Let pxy(s) denote the (x, y)
th-entry of P (s). Then one can define a unitary V (s) such that
V (s)|x, 0〉 =
∑
y∈X
√
pxy(s)|x, y〉, (3)
3and the swap operator S|x, y〉 = |y, x〉. Observe that 〈x, 0|V (s)†SV (s)|y, 0〉 = √pyx(s)pxy(s) = Dxy(P (s)). Then, if
Π0 = I ⊗ |0〉〈0|, we have,
V †(s)SV (s)Π0|y, 0〉 =
∑
x∈X
√
pyx(s)pxy(s)|x, 0〉+ |Φ〉⊥, (4)
so that Π0|Φ〉⊥ = 0. We define the search Hamiltonian as
H(s) = i[V (s)†SV (s),Π0]. (5)
Having defined the search Hamiltonian, we will now show that it corresponds to a quantum walk on the edges of the
underlying Markov chain.
A. Quantum walk corresponding to H(s)
Given the ergodic Markov chain P (s), we show that H(s) expressed in a rotated basis corresponds to a quantum walk
on the edges of P (s).
First observe that
H(s) = V (s)H(s)V (s)† (6)
= i[S, VΠ0V
†] (7)
= i
∑
x′,y′,x,y∈X
(δxy′
√
py′x′(s)pxy(s)− δx′y
√
px′y′(s)pyx(s))|x′, y′〉〈x, y|, (8)
where δxy is the Kronecker-Delta function. Each entry of the Hamiltonian in this new basis
〈x′, y′|H(s)|x, y〉 = i
∑
x′,y′,x,y∈X
(
δx,y′
√
py′x′(s)pxy(s)− δx′,y
√
px′y′(s)pyx(s)
)
. (9)
So, H(s) corresponds to a quantum walk on the edges of P (s). That is, if the walker is localized in a directed edge
from node x to node y, i.e. |x, y〉, then the walker can move to a superposition of outgoing edges from node y of the
form |y, .〉.
Thus, the Hamiltonian H(s) has a non-zero entry corresponding to two edges if there exists a common node between
the edges such that one edge is incoming to the common node while the other is an outgoing edge from the common
node. More precisely, for two edges (x′, y′) and (x, y),
(i) if x = y′ and x′ 6= y, 〈x′, x|H(s)|x, y〉 = i√pxx′(s)pxy(s).
(ii) if x 6= y′ and x′ = y, 〈y, y′|H(s)|x, y〉 = −i√pyy′(s)pyx(s).
(iii) if x = y′ and x′ = y, 〈y, x|H(s)|x, y〉 = i(pxy(s)− pyx(s)).
The entries 〈x′, y′|H(s)|x, y〉 = 0 for all other scenarios.
Note that our quantum spatial search algorithm (See Sec. III) could be implemented using the Hamiltonian H(s)
instead of H(s). In such a case, we need to apply the same rotation to the initial state of the algorithm. However,
subsequently we shall be working with H(s) as it simplifies the analysis considerably. In the next section, we will
characterize the spectrum of H(s).
B. Spectrum of H(s)
The spectrum of H(s) is related to that of D(P (s)) and in particular, the state |vn(s), 0〉 is an eigenstate of H(s)
with eigenvalue zero. The spectrum of H(s) has been explicitly described in Ref. [16] and we mention it here for
completeness. The total Hilbert space of H(s) can be divided into the following set of invariant subspaces:
4Bk(s) = span{|vk(s), 0〉, V (s)†SV (s)|vk(s), 0〉}, 1 ≤ k ≤ n− 1 (10)
Bn(s) = span{|vn(s), 0〉} (11)
B⊥(s) = (⊕nk=1Bk)⊥. (12)
Now, observe that
Π0V (s)
†SV (s)|vn(s), 0〉 = |vn(s), 0〉 (13)
V (s)†SV (s)Π0|vn(s), 0〉 = |vn(s), 0〉. (14)
This implies
H(s)|vn(s), 0〉 = 0, (15)
i.e. |vn(s), 0〉 is an eigenstate with eigenvalue 0.
On the other hand, note that for 1 ≤ k ≤ n− 1, we have 〈vk(s), 0|V (s)†SV (s)|vk(s), 0〉 = λk(s). So,
V (s)†SV (s)Π0|vk(s), 0〉 = λk(s)|vk(s), 0〉+
√
1− λk(s)2|vk(s), 0〉⊥ (16)
Π0V (s)
†SV (s)|vk(s), 0〉 = λk(s)|vk(s), 0〉 (17)
V (s)†SV (s)Π0|vk(s), 0〉⊥ = 0 (18)
Π0V (s)
†SV (s)|vk(s), 0〉⊥ =
√
1− λk(s)2|vk(s), 0〉. (19)
Here |vk(s), 0〉⊥ is a quantum state that is in Bk(s) such that Π0|vk(s), 0〉⊥ = 0. This implies the following
H(s)|vk(s), 0〉 = i
√
1− λk(s)2|vk(s), 0〉⊥ (20)
H(s)|vk(s), 0〉⊥ = −i
√
1− λk(s)2|vk(s), 0〉 (21)
So this helps us write down the eigenstates of H(s) in Bk. Notice that H(s) acts as σy between |vk(s), 0〉 and
|vk(s), 0〉⊥. Thus the eigenstates and eigenvalues of H(s) in Bk(s) are
|Ψ±k (s)〉 =
|vk(s), 0〉 ± i|vk(s), 0〉⊥√
2
, E±k (s) = ±
√
1− λk(s)2. (22)
Now there are n2 eigenvalues of H(s) out of which 2n− 1 belong to Bk(s)∪Bn(s). The remaining (n− 1)2 eigenvalues
are 0 and belong to B⊥(s) which is the orthogonal complement of the union of the invariant subspaces. We need
not care about this subspace as we start from a state that has no support on B⊥(s) which is an invariant subspace
of H(s). Thus, throughout the evolution under H(s), our dynamics will be restricted to Bk(s) ∪ Bn(s). In the next
subsection, we will consider the time evolution of a quantum state under H(s).
C. Evolution under H(s)
We will now consider the time evolution of the state |vn(0), 0〉, where |vn(0)〉 encodes the stationary state of the
Markov chain P . From Eq. (1), the state |vn(0)〉 can be written as
|vn(0)〉 =
√
1− pM |U〉+√pM |M〉. (23)
Let us look at the time evolution of |vn(0), 0〉 under the action of H(s). We have that
|ψ(t)〉 = CM,θ|vn(s), 0〉+
n−1∑
j=1,σ=±
e−itE
σ
j (s)|Ψσj (s)〉〈Ψσj (s)|vn(0), 0〉, (24)
where
CM,θ = 〈vn(s), 0|vn(0), 0〉 =
√
1− pM cos θ(s) +√pM sin θ(s). (25)
5Also, let
αj = 〈Ψ±j |vn(0), 0〉 (26)
=
〈vj(s), 0|vn(0), 0〉 ± i⊥〈vj(s), 0|vn(0), 0〉√
2
(27)
=
√
1− pM 〈vj(s)|U〉+√pM 〈vj(s)|M〉√
2
(28)
This gives us that
|ψ(t)〉 = CM,θ|vn(s), 0〉+
n−1∑
j=1
αj(cos(t
√
1− λj(s)2)|vj(s), 0〉+ sin(t
√
1− λj(s)2)|vj(s), 0〉⊥). (29)
III. OUR QUANTUM SPATIAL SEARCH ALGORITHM
Now we are in a position to state our algorithm. We prove the following lemma:
Lemma 1 Let P be an ergodic, reversible Markov chain with P (s) being the corresponding interpolating Markov chain.
Define H(s) = i[V (s)†SV (s),Π0] to be the search Hamiltonian. Then for s = s∗ = 1− pM1−pM , evolving the state
|vn(0), 0〉 =
√
1− pM |U, 0〉+√pM |M, 0〉,
under H(s∗) for a time chosen uniformly at random in the interval between [0, T ], results in a state ρ(T ) such that
Tr[(ΠM ⊗ I)ρ(T )] ≥ 1/4 − ε, provided T ≥
√
HT+(P,M)
ε
√
2
, where ΠM =
∑
x∈M |x〉〈x| and HT+(P,M) is the extended
hitting time of P .
Proof: See Sec. A2 of the Appendix.
The key idea is to simulate approximate idealized projective measurements onto an eigenstate of H(s) by evolv-
ing some initial state under H(s) for random times, a technique known as quantum phase randomization [20] (See
Sec. A2 of the Appendix).
In this scenario, evolving the state |vn(0), 0〉 under H(s) for a random time chosen uniformly in the interval [0, T ],
will simulate the effect of dephasing in its eigenbasis. If T is appropriately chosen, this will damp the coherence terms
between the 0-eigenstate, i.e. |vn(s), 0〉, and the rest. This gives a technique to approximately prepare |vn(s), 0〉, with
probability |〈vn(s)|π(0)〉|2. Our choice of s = s∗ ensures that |〈vn(s∗)|π(0)〉|2 = Θ(1), as long as pM ≤ 1/4.
Also from Eq. (1), |vn(s∗)〉 = (|U〉 + |M〉)/
√
2. Hence, the overlap between |vn(s∗), 0〉 and the marked subspace is
1/
√
2. We prove in Appendix A6 that provided T = Θ(
√
HT+(P,M)), one can obtain |vn(s∗), 0〉 and subsequently,
a marked node with a constant probability. The expected running time of this algorithm is simply T . Finally, the
overall algorithm can be summarized as
Algorithm 1: Quantum spatial search by quantum phase randomization
1 Prepare the state |vn(0), 0〉.
2 For s∗ = 1− pM/(1− pM ), ε ∈ (0, 1/4) and T = Θ( 1ε
√
HT+(P,M)/2), evolve according to H(s∗) for a time chosen
uniformly at random between [0, T ].
3 Measure in the basis spanned by the state space, in the first register.
For |M | = 1, HT (P,M) = HT+(P,M) and so a full quadratic speedup over the hitting time of classical random
walks is obtained in this scenario. However for |M | > 1, HT+(P,M) > HT (P,M) and hence the problem of whether
a full quadratic speedup is possible in the case of multiple marked vertices is still open, just as in the discrete-time
case.
Subsequently, we shall compare the running time of our algorithm with that of the standard algorithm for spatial
search by continuous-time quantum walk (CG algorithm). As mentioned earlier, this algorithm is known to be optimal
for a handful of graphs. In the following section, we will state the necessary conditions for the optimality of the Childs
and Goldstone algorithm for spatial search by CTQW for any Hamiltonian encoding the structure of the underlying
graph.
6IV. THE OPTIMALITY OF THE CHILDS AND GOLDSTONE ALGORITHM FOR QUANTUM
SPATIAL SEARCH
We show that the CG algorithm [2] is more restrictive than our algorithm and in fact is suboptimal in general. In
this framework, given a Hamiltonian H1 that encodes the connectivity of the underlying graph (such as the graph
adjacency matrix), the search Hamiltonian is given by Hsearch = Horacle + rH1, where Horacle is the oracular Hamil-
tonian that singles out the marked node |w〉. The most widely used version of the CG algorithm considers that
Horacle = |w〉〈w|. The algorithm involves choosing the right value of r 6= 0 such that, starting from a state that is
oblivious to the presence of |w〉, ends up in a state with a high overlap with |w〉 in the shortest possible time. We
prove the following Lemma:
Lemma 2 Let H1 be a Hamiltonian with eigenvalues λ1 = 1 > λ2 = 1 − ∆ ≥ . . . ≥ λk ≥ 0 (∆ > 0) such that
H1|vi〉 = λi|vi〉. Let Horacle = |w〉〈w| with |w〉 =
∑
i ai|vi〉 and |〈w|v1〉| = |a1| =
√
ǫ. Let r =
∑
i6=1
|ai|2
1−λi and ν =∑
i6=1
|ai|
2
1−λi√∑
i6=1
|ai|
2
(1−λi)
2
. Provided
√
ǫ≪ r∆/ν, then evolving the state |v1〉, under the Hamiltonian H = rH1+Horacle for time
T = Θ
(
1√
ǫν
)
, results in a state |f〉 with |〈w|f〉| ≈ ν.
Proof: See Sec. A4 of the Appendix.
From Lemma 2, we find that the running time of the algorithm crucially depends on the parameter ν. Firstly,
as the overlap between the final state with the marked node is ν, applying Θ(1/ν)-rounds of amplitude amplification
would amplify the success probability to close to one. The overall running time in that case would be
Tsearch = Θ
(
1
ν2
√
ǫ
)
. (30)
Henceforth, we shall compare Tsearch to the running time of our algorithm which, for the case of a single marked node
is square root of the hitting time. We now discuss the conditions for the optimality of the algorithm. We obtain the
following corollary immediately from Lemma 2:
Corollary 3 If ν is as defined in Lemma 2, whenever ν = Θ(1), the marked vertex |w〉 is obtained in Θ(1/√ǫ) time,
with a constant probability. For an ergodic, reversible, state-transitive Markov chain, if ν = Θ(1), the marked vertex
is obtained in Θ(
√
n) time.
It is worth noting that most hitherto published results showing that this algorithm is optimal on specific graphs
correspond to the ν = Θ(1) case. In particular, for an ergodic, reversible, state-transitive Markov chain as ǫ = 1/n,
whenever ν = Θ(1), the running time of the spatial search algorithm is O(√n). Moreover, the algorithm has a
quadratic advantage over classical hitting time. To see this, first note that the hitting time of any ergodic, reversible,
state-transitive Markov chain with transition matrix P with |X | = n is given by
HT (P, {w}) =
n∑
i=2
1
1− λi , (31)
where the eigenvalues of P are λ1 = 1 > λ2 ≥ · · · ≥ λn, and HT (P, {w}) is the hitting time [21].
Also observe that √√√√ n∑
k=2
1
(1 − λk)2 ≥
√√√√ n∑
k=2
1
1− λk =
√
HT (P, {w}).
Thus,
ν ≤
√
HT (P, {w})
n
. (32)
7So when ν = Θ(1), we have that HT (P, {w}) = Θ(n) which in turn implies that the optimal running time is
Θ
(√
HT (P, {w})
)
= Θ(
√
n). Thus the algorithm of Childs and Goldstone is optimal whenever ν = Θ(1). This is the
case, for example, when H1 has a constant spectral gap, i.e. ∆ = Θ(1). If H1 is the (normalized) adjacency matrix
of any regular graph (ǫ = 1/n) with a constant spectral gap, the running time of the algorithm is Θ(
√
n), which is
optimal and could be concluded from Lemma 1 of Ref. [11]. This also holds for highly symmetrical graphs such as
complete bipartite graphs even though they are not state-transitive in general. However, it is possible that ν = Θ(1),
even when ∆ is not constant. For d-dimensional lattices, the spectral gap ∆ ∼ n−2/d, and when d > 4, ν = Θ(1),
implying that the running time of the algorithm is Θ(
√
n) in such a case. At d = 4, one obtains that ν = Θ(1/
√
logn),
which implies that Tsearch = Θ(
√
n logn) as demonstrated in Ref. [2].
Let us now come to the drawbacks that follow directly from Lemma 2. One severe drawback of the CG algorithm
is that in order to obtain the critical value of r, one requires information about |ai| = |〈w|vi〉|. Since the marked
vertex is unknown, ai is unknown, unless the underlying Markov chain is state-transitive or the underlying graph
has a strong symmetry. Thus predicting r apriori is impossible in general, without the knowledge of |w〉. Also, this
approach breaks down unless
√
ǫ≪ r∆/ν. This implies that for low dimensional lattices (dimension less than four),
this approach leads to suboptimal running time, unless additional degrees of freedom are introduced [22]. We also
obtain explicitly, the upper and lower bounds of the amplitude ν. We obtain the following corollary:
Corollary 4 If ν is defined as in Lemma 2, then
Ω
(√
∆
)
≤ ν < 1.
Moreover, in the scenario where |ai| = 1/
√
n, ∀i, there exists a Hamiltonian for which ν = Θ(√∆).
Proof: See Sec. A5 of the Appendix.
So for example, if P is symmetric (P = PT ) and also state-transitive, whenever ν = Θ(
√
∆), the overall run-
ning time Tsearch = Θ(
1
∆
√
ǫ
), which is worse than the running time of our algorithm as the square root of hitting time
is Θ(1/
√
∆ǫ).
In the next section, we provide an explicit example where the running time of the CG algorithm is worse than our
algorithm, namely the quantum walk of a rook on a rectangular chessboard.
V. QUANTUM WALK OF A ROOK ON A RECTANGULAR CHESSBOARD
We consider the Cartesian product of two complete graphs: a regular graph that is also vertex-transitive. To better
understand the structure of the graph, we analogize the walk on this graph to the movement of a rook in a rectangular
chessboard of n1 columns and n2 rows. The position of the rook on the chessboard is defined by the tuple (i↔, jl),
where i↔ ∈ [n1] and jl ∈ [n2]. From any given position, the rook can move horizontally (left or right) to any of the
available n1 positions or it can move vertically (forward and backward) to any of the available n2 positions. Suppose
the rook accesses one of these available positions uniformly at random. Let p be the probability of the rook to move
vertically and 1− p be its probability to move horizontally.
If every cell of the chessboard is a node, then, the vertical movement of the rook is a walk on a complete graph of n2
nodes and the horizontal movement corresponds to a walk on the complete graph of n1 nodes. So, overall there are
n2 − 1 number of cliques (complete subgraph) of n1 nodes such that each node of an n1-sized clique is connected to
the corresponding node in n2 − 1 other cliques. The resulting graph has n = n1n2 vertices and each node has degree
d = n1 + n2 − 2. Then the probability of the rook to move vertically is
p =
n2 − 1
n1 + n2 − 2 ,
such that
1− p = n1 − 1
n1 + n2 − 2 .
The resulting walk operator is the adjacency matrix of the entire graph which is given by
AG = (1 − p)An1CG ⊗ In2 + pIn1 ⊗An2CG. (33)
8Furthermore assume that n1 = n
1−c and n2 = nc where 0 < c < 1. Then
p =
nc − 1
nc + n1−c − 2 ≈
nc
nc + n1−c
.
The spectrum of AG contains four distinct eigenvalues
λ′1 = 1, λ
′
2 =
n1−c − 1
nc + n1−c
, λ′3 =
nc − 1
nc + n1−c
, λ′4 = −
2
nc + n1−c
,
where the multiplicity of λ′1 is one, multiplicity of λ′2 is n2 − 1 = nc − 1, multiplicity of λ′3 is n1 − 1 = n1−c − 1
and that of λ′4 is (n
c − 1)(n1−c − 1). First, we shift and rescale AG so that its spectrum is between 0 and 1. So the
Hamiltonian we consider is the rescaled and shifted version of AG given by
H1 =
1
1 + J
(AG + JIn), (34)
where J = 2/(nc + n1−c). The spectrum of H is
λ1 = 1, λ2 = 1− n
c + 1
nc + n1−c + 2
, λ3 = 1− n
1−c + 1
nc + n1−c + 2
, λ4 = 0,
where the multiplicity of λj is the same as that of λ
′
j . When c < 1/2, λ2 is the second highest eigenvalue, while for
c > 1/2, λ3 is the second highest eigenvalue. For c = 1/2, we have that λ2 = λ3 and there are only three distinct
eigenvalues.
To calculate the running time for the algorithm on this graph, we need to calculate ν, ǫ and the spectral gap ∆. First
observe that the resultant graph is symmetric and vertex-transitive, i.e. |ai| = 1/
√
n, ∀i, where ai is as defined in
Lemma 2. So ǫ = 1/n. Thus we have that
ν =
1√
n
∑n
j=2
1
1−λj√∑n
j=2
1
(1−λj)2
. (35)
First let us assume that 0 < c ≤ 1/2. In that case, the spectral gap
∆ = Θ
(
1
n1−2c
)
.
When c = 1/2, ∆ is constant and hence ν = Θ(1) implying quantum spatial search in optimal time. Now we compute
ν for the other cases.
We have that
n∑
j=2
1
1− λj =
nc + n1−c + 2
nc + 1
(nc − 1) + n
c + n1−c + 2
n1−c + 1
(n1−c − 1) + (nc − 1)(n1−c − 1) (36)
= Θ
(
nc + n1−c + n
)
(37)
= Θ(n). (38)
On the other hand,
n∑
j=2
1
(1 − λj)2 =
(
nc + n1−c + 2
nc + 1
)2
(nc − 1) +
(
nc + n1−c + 2
n1−c + 1
)2
(n1−c − 1) + (nc − 1)(n1−c − 1) (39)
= Θ
(
n2−3c + n3c−1 + n
)
. (40)
Note that when 0 < c ≤ 1/2, we have that n2−3c ≥ n3c−1, implying that
n∑
j=2
1
(1− λj)2 = Θ
(
n2−3c + n
)
.
9Thus we have
n∑
j=2
1
(1 − λj)2 =
{
Θ
(
n2−3c
)
, for 0 < c ≤ 1/3
Θ(n), for 1/3 ≤ n < 1/2
Consequently,
ν =
{
Θ
(
n(3c−1)/2
)
, for 0 < c ≤ 1/3
Θ(1), for 1/3 ≤ n < 1/2 (41)
Clearly, when 1/3 < c ≤ 1/2, ν = Θ(1) and hence the overall search time is given by Θ(1/√ǫ) = Θ(√n).
Finally, when 0 < c ≤ 1/3, in order for Lemma 2 to be applied, we need to ensure that √ǫ ≪ r∆/ν, which in turn
implies that the algorithm by Childs and Goldstone is applicable when c > 0. For c = 0, this condition is violated.
So how close can c be to zero? Consider the case where c = logK/ logn, i.e. n1 = n
K and n2 = K. In that case we
find that ∆ = Θ(K2/n), r = Θ(1) and ν = Θ(1/
√
n). So as long as K ≫ 1, we can apply the Childs and Goldstone
algorithm. So when 0 < c ≤ 1/3 overall running time of the Childs and Goldstone algorithm is given by
Tsearch = Θ
(
1
ν2
√
ǫ
)
= Θ
(
n1.5−3c
)
. (42)
Note that from Eq. (31), the hitting time of a classical random walk on H is given by HT (P, {w}) = Θ(n). So, our
spatial search algorithm using the Somma-Ortiz Hamiltonian has a running time of Θ(
√
n), irrespective of c. Note
that when c = logK/ logn such that K ≫ 1, Tsearch = Θ(n3/2), which gives the maximum possible separation between
the CG algorithm and the algorithm we proposed.
For c > 1/2, we λ3 becomes the second largest eigenvalue and we obtain the results by replacing c with 1 − c. We
summarize these results in Table I by comparing our running time with that of the CG algorithm for different regimes
of c.
Range of c Our approach CG algorithm
0 < c < 1/3 Θ(
√
n) Θ(n1.5−3c)
1/3 ≤ c ≤ 2/3 Θ(√n) Θ(√n)
2/3 < c < 1 Θ(
√
n) Θ(n3c−1.5)
TABLE I: Quantum walk corresponding to the movement of a rook on a rectangular chessboard: comparison of the
running time of spatial search by CTQW using our approach with that of the CG algorithm. Consider that each cell
of a chessboard of length nc and breadth n1−c corresponds to the node of a graph, such that 0 < c ≤ 1. Then the
movement of a rook that moves to one of its available positions uniformly at random, corresponds to a quantum walk
of graph that is a Cartesian product of two complete graphs. The resulting graph of n nodes is Θ(nc+n1−c)-regular.
Our algorithm requires a running time that is square root of the hitting time which is Θ(
√
n). The CG algorithm
performs optimally only for those regimes of c where ν = Θ(1). Outside this range, the algorithm either fares worse
than our algorithm.
VI. CHILDS AND GOLDSTONE ALGORITHM FOR ANY ERGODIC, REVERSIBLE MARKOV
CHAIN
In Sec. IV, we discussed how the CG algorithm is applicable to only state-transitive Markov Chains. In this section,
we provide a new quantum algorithm, which we call the CG′ algorithm that circumvents some of the problems with
the CG algorithm. The CG′ algorithm still works in the framework of the CG algorithm, i.e. the search Hamiltonian
is a sum of an oracular Hamiltonian (Horacle) and a Hamiltonian that encodes the connectivity of the underlying
Markov chain (H1). However in this case, Horacle and H1 are both defined differently from the CG algorithm. This
enables the CG′ algorithm to be applicable to any ergodic, reversible Markov chain.
We define the oracle Hamiltonian is defined similar to that in Refs. [9, 10], which was used to demonstrate that
the running time of the CG algorithm on 2d-graphene lattices and 2d-crystal lattices is Θ(√n logn). Therein, given
a Hamiltonian H1 and a marked node |w〉, Horacle = −|w〉〈w|H1 − H1|w〉〈w|. When H1 is the adjacency matrix
of a graph, Horacle removes the edges that are connected to the solution. The dynamics of the algorithm leads to
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the localization of the wavefunction on the neighbours of the solution node after a certain time. In Sec. A6 of the
Appendix, we generalize the CG algorithm using this oracle so that the results of Refs. [9, 10] are particular cases of
our proof.
Next we come to the definition of H1. Given an ergodic, reversible Markov chain P , we construct the search Hamil-
tonian similar to Sec. II. However, we do not make use of an interpolating Markov chain and as such we are in the
scenario where s = 0. By using the unitary V (0), as defined in Eq. (3), we obtain the search Hamiltonian H(0) which
will be the Hamiltonian H1. As we are always in the s = 0 scenario, we will simply replace V (0) with V and define
H1 = i[V
†SV,Π0]. Thus the 0-eigenstate of H1 is the state |vn(0), 0〉, which we refer to as |vn, 0〉 for convenience.
If we express H1 in a rotated basis as in Sec. II A, then Horacle affects the outgoing edges from |w〉 and those from
nearest neighbours of |w〉.
We prove the following Lemma:
Lemma 5 Let the spectral decomposition of the discriminant matrix of an ergodic, reversible Markov chain P be
D(P ) =
∑n
i=1 λi|vi〉〈vi| with λn = 1 > λn−1 ≥ · · · ≥ λ1 > 0 and 1−λn−1 = ∆. Let |w〉 =
∑n
i=1 ai|vi〉 with |an| =
√
ǫ.
Suppose µ =
√∑
i6=n
|ai|2
1−λ2
i
and |w˜〉 = H1|w,0〉‖H1|w,0〉‖ . Also suppose H1 = i[V †SV,Π0] and Horacle = −|w, 0〉〈w, 0|H1 −
H1|w, 0〉〈w, 0|. Then provided
√
ǫ ≪ µ√∆, evolving the state |vn, 0〉, under the Hamiltonian H = H1 +Horacle for a
time T = Θ(µ/
√
ǫ), results in a state |f〉 such that |〈w˜|f〉| ≈ Ω(1/µ).
Proof: See Sec. A6 of the Appendix.
Observe that the initial state |vn, 0〉 corresponds to the stationary state of P and is same as the initial state of
this algorithm is the same as that of Algorithm 1.
Also, as in the case of Lemma 2, the use of O(µ)-rounds of amplitude amplification results in the overall state being
approximately |w˜〉 in time Tsearch = O(µ2/
√
ǫ). The solution state can be obtained from |w˜〉 by using O(µ) queries
to the oracle. Other than the fact that Lemma 5 can be applied to any ergodic, reversible Markov chain, the value of
r is 1, irrespective of the underlying Hamiltonian.
If P is state-transitive, we can show that Tsearch = O(HT (P, {w})/
√
n) (See Sec. A6 of the Appendix). So the CG′
algorithm is optimal for all state-transitive Markov chains with hitting time Θ(n).
Let us now compare the CG algorithm and the CG′ algorithm. If given a symmetric, state-transitive Markov chain,
ν = Θ(1) in Lemma 2, HT (P, {w}) = Θ(n) [21]. This implies that whenever the CG algorithm leads to optimal
running time, so does the CG′ algorithm. However, the CG algorithm could have a suboptimal running time when
HT (P, {w}) = Θ(n), such as the example for the walk on the Cartesian product of two complete graphs.
Note that Lemma 5 requires that
√
ǫ ≪ µ√∆. The quadratic improvement in the tolerance in ∆ as compared to
Lemma 2 implies that the CG′ algorithm can also be applied to low dimensional lattices. For example, if P is the
adjacency matrix of a 2d-lattice (can be hypercubic lattices, crystal lattices, graphene lattices) µ = Θ(1/
√
logn),
resulting in an overall running time Tsearch = Θ(
√
n logn). However, for any state-transitive Markov chain with
average hitting time greater than Θ(n), this algorithm fares worse than the spatial search algorithm we proposed
(such as the 2d-lattice).
VII. DISCUSSION
Given an ergodic, reversible Markov chain, we proposed a new quantum algorithm for spatial search by CTQW
such that its running time is equal to Θ
(√
HT+(P,M)
)
. This implies a full quadratic speedup over its classical
counterpart in the scenario where a single node is marked. This closes a long standing open problem regarding the
difference of running time between spatial search problem algorithms based on CTQW and DTQW.
We have also shown that the CG algorithm to find a marked node on a graph is suboptimal. We have highlighted
its limitations and provided examples where our algorithm outperforms it. We have extended this algorithm to be
applicable to any ergodic, reversible Markov chain and also provided general conditions for the algorithm to be optimal
on any graph, thereby reducing most published results on the optimality of this algorithm on specific graphs to special
cases of our lemmas. On the other hand, our spatial search algorithm not only outperforms both these algorithms
but is also analyzable in the scenario of multiple marked nodes.
Our results could lead to several new quantum algorithms. For example, it can be used to obtain analog quantum
algorithms to prepare the stationary state of any ergodic, reversible Markov chain, a task that is used, for example by
Google to rank webpages [23]. In fact, the algorithm in Lemma 5 immediately leads to such an algorithm by simply
reversing the unitary evolution. One can now initialize the algorithm to start from the state |w˜〉 to end up in the state
|vn, 0〉, which is proportional to the stationary state of P . This algorithm is relatively simpler than existing quantum
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algorithms for the same problem [24, 25]. One could also use the algorithm in Lemma 1 to achieve the same. Our
results could also lead to new quantum algorithms for quantum metropolis sampling [26–28].
Furthermore, our results use a novel approach for CTQW and would help in exploring the relationship between CTQW
and DTQW. For example, it has been recently observed that DTQW, in the framework of Ref. [1], can fast-forward
a reversible Markov chain [29]. It would be natural to ask whether the same holds for CTQW as well. Finally, our
work, just as in the discrete-time case, leaves open the problem of obtaining a full quadratic speedup over classical
random walks for the spatial search algorithm when multiple nodes are marked.
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Appendix
A1. PRELIMINARIES
A. Basics on Markov chains
A Markov chain on a discrete state space X , such that |X | = n, can be described by a n × n stochastic matrix P
[18]. A Markov chain is irreducible if any state can be reached from any other state in a finite number of steps. Any
irreducible Markov chain is aperiodic if there exists no integer greater than one that divides the length of every directed
cycle of the graph. A Markov chain is ergodic if it is both irreducible and aperiodic. Henceforth we shall assume that
P is ergodic. By Perron-Frobenius Theorem, we have that P has a unique stationary state π such that πP = π. We
shall also assume that P is reversible. If pxy is the (x, y)
th entry of P , then P is reversible if it satisfies the detailed
balance condition, i.e. πxpxy = πypyx, ∀(x, y) ∈ X. The discriminant matrix of P is defined as D(P ) =
√
P ◦ PT ,
where ◦ indicates the Hadamard product. The eigenvalues of any ergodic, reversible Markov chain P lie between −1
and 1. However, throughout the Appendix, we shall consider the Markov chain corresponding to the lazy walk, i.e.
(I + P )/2, whose eigenvalues lie between 0 and 1.
B. The spatial search problem
Consider a graph G(X,E) with |X | = n vertices and |E| = e edges. Consider a subset M ⊂ X of vertices that are
marked such that |M | = m. Then the spatial search problem involves finding any of the marked vertices in M . This
problem can be solved by both classical random walks and quantum walks.
Given an ergodic and reversible Markov chain P with a stationary state π, the random walk based algorithm to solve
the spatial search problem is
1. Sample a vertex x ∈ X from the stationary state π of P .
2. Check if x ∈M .
3. If x is marked, output x.
4. Otherwise update x according to P and go to step 2.
The hitting time of P with respect to M is the expected number of times step 4 of the aforementioned algorithm is
executed. Let us denote this by HT (P,M). Thus, the random walk based algorithm finds a marked vertex in time
O(HT (P,M)). Note that the random walk algorithm stops as soon as a marked element is reached. Thus, this is
equivalent to applying an absorbing Markov chain P ′ that is obtained by replacing all the outgoing edges from the
marked vertices of P by self loops. By arranging the elements of X so that the marked elements are the last ones, we
can express P and P ′ as follows
P =
[
PUU PUM
PMU PMM
]
, P ′ =
[
PUU PUM
0 I
]
. (A1)
Furthermore, we define pM =
∑
x∈M πx as well as the l1-normalized states
πU =
1
1− pM (π1, π2, · · · , πn−m), (A2)
πM =
1
pM
(πn−m+1, πn−m+2, · · · , πn). (A3)
This way, the stationary state π can be written as
π = ((1− pM )πU pMπM ). (A4)
Also, any stationary state of P ′ has support only on the marked vertices, such as
π′ = (0 πM ). (A5)
The expression for the hitting time is given by the following lemma.
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Definition 6 (Hitting time of a Markov chain) The hitting time of any Markov chain P with respect to a set of
marked elements M can be expressed as
HT (P,M) =
n−m∑
j=1
|〈v′j |U〉|2
1− λ′j
, (A6)
where λ′j and |v′j〉 are the eigenvalues and eigenvectors of the matrix D(P ′) while the state
|U〉 = 1√
1− pM
∑
x 6=M
√
πx|x〉,
where pM is the probability of obtaining a marked vertex from the stationary state of P .
We will consider the Markov chain which is an interpolation of P and P ′, i.e.
P (s) = (1− s)P + sP ′, (A7)
such that 0 ≤ s ≤ 1. So, P (0) = P and P (1) = P ′. If P is ergodic then P (s) is ergodic for 0 ≤ s < 1. The stationary
state of P (s) is
π(s) =
1
1− s(1− pM ) ((1− s)(1 − pM )πU pMπM ). (A8)
The discriminant matrix, D(P (s)) =
√
P (s) ◦ P (s)T of a reversible Markov chain has the same set of eigenvalues as
P (s) and
√
π(s)T is an eigenvector of D(s) with eigenvalue 1. All its eigenvalues lie between 0 and 1 (since we are
considering the lazy walk).
For the spatial search algorithm, we shall find that the quantity that is of interest is the extended hitting time. The
extended hitting time of P with respect to a set M of marked elements is given by
HT+(P,M) = lim
s→1
HT (s), (A9)
where the interpolated hitting time HT (s) is given by
HT (s) =
n−1∑
j=1
|〈vj(s)|U〉|2
1− λj(s) . (A10)
Clearly for m = 1, we have that HT+(P,M) = HT (P,M). Krovi et al. proved an explicit relationship between
HT (s) and HT+(P,M) [1]. They showed that
HT (s) =
p2M
(1− s(1− pM ))2
HT+(P,M). (A11)
A2. A BRIEF OVERVIEW ON QUANTUM PHASE RANDOMIZATION
We shall now briefly discuss the technique of quantum phase randomization introduced by Boixo et al. [20]. The
main idea is that one can approximate idealized projective measurements by randomized evolutions.
Consider a Hamiltonian H with eigenvalues, λ1 ≥ λ2 ≥ · · · ≥ λn−1 > λn = 0 and the corresponding eigenvectors,
|λ1〉, · · · , |λn〉, respectively. Let ρ0 = |ψ0〉〈ψ0|, where |ψ0〉 =
∑n
k=1 ck|λk〉. Also let U t(ρ) be the quantum operation
corresponding to evolving a state ρ under H for a time t. So for the state ρ0, this results in the following quantum
state
U t(ρ0) = |ψ(t)〉〈ψ(t)| = e−iHt|ψ0〉〈ψ0|eiHt (A12)
= |cn|2|λn〉〈λn|+
n∑
k=1
eiλktcnc
∗
k|λn〉〈λk|+
∑
k,l 6=n
e−it(λk−λl)ckc∗l |λk〉〈λl|+ h.c. (A13)
Now consider an idealized measurement process with POVM {|λn〉〈λn|, I − |λn〉〈λn|}, followed by an operation E ,
that has no effect on |λn〉 (acts on the space orthogonal to |λn〉). That is,
MEn(ρ) = |λn〉〈λn|ρ0|λn〉〈λn|+ E [(I − |λn〉〈λn|)ρ0(I − |λn〉〈λn|)]. (A14)
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If E is the time evolution operation, i.e. E = U t, then we obtain that
MUtn (ρ) = |cn|2|λn〉〈λn|+
∑
k,l 6=n
e−i(λk−λl)tckc∗l |λk〉〈λl|+ h.c. (A15)
Clearly, one obtains the eigenstate |λn〉 with probability |cn|2. Observe that∥∥∥U t(ρo)−MUtn (ρo)∥∥∥ =
∥∥∥∥∥∑
k
eiλktcnc
∗
k|λn〉〈λk|
∥∥∥∥∥, (A16)
i.e. they differ only in the coherences. In what follows, we show how to bound these coherences, i.e. the RHS of
Eq. (A16) by a small constant ε in order to approximate the idealized operationMUn (ρ0) by U t(ρ0) up to an error ε.
To achieve this, we will consider that the time of evolution, i.e. t is a random variable from some probability distribution
µ. Such a randomized time evolution introduces dephasing in the eigenbasis of the Hamiltonian. In such a scenario,
Boixo et al. show that is possible to bound the coherences in terms of the characteristic function of the underlying
distribution. When t is a random variable, we have that the randomized time evolution
U(ρ0) =
∫
U t(ρ0)dµ, (A17)
with µ being the probability distribution of t. Then,∥∥∥U(ρ0)−MUn (ρ0)∥∥∥ =
∥∥∥∥∥∑
k
∫
eiλktcnc
∗
k|λn〉〈λk|dµ
∥∥∥∥∥ (A18)
=
∥∥∥∥∥∑
k
cnc
∗
kΦ(λk)|λn〉〈λk|dµ
∥∥∥∥∥, (A19)
where Φ(ω) =
∫
eiωt dµ is the characteristic function of the random variable t. Consider the Frobenius norm and
then we have
∥∥∥U(ρ0)−MUn (ρ0)∥∥∥
F
=
√√√√∣∣∣∣∣∑
k
cnc∗kΦ(λk)
∣∣∣∣∣
2
. (A20)
In the following section we will show that by choosing a uniform distribution in a large enough time interval this term
can be bounded. The average cost of randomized time evolution is 〈t〉.
A3. PROOF OF LEMMA 1
For the spatial search algorithm, the initial state is ρ0 = |vn(0), 0〉〈vn(0), 0|. From Sec. II C, we have that the evolution
of |vn(0), 0〉 for time t under H(s) results in the state
|ψ(t)〉 = CM,θ|vn(s), 0〉+
n−1∑
j=1
αj(cos(t
√
1− λj(s)2)|vj(s), 0〉+ sin(t
√
1− λj(s)2)|vj(s), 0〉⊥), (A21)
where,
CM,θ = 〈vn(s), 0|vn(0), 0〉 =
√
1− pM cos θ(s) +√pM sin θ(s), and αj =
√
1− pM 〈vj(s)|U〉+√pM 〈vj(s)|M〉√
2
.
For a particular value of s (which we shall choose later), we evolve H(s) for a time picked uniformly at random in the
interval [0, T ]. Let us denote this randomized time evolution as UT . The resulting time-averaged density matrix is
ρ(T ) =
1
T
∫ T
0
|ψ(t)〉〈ψ(t)| dt = |CM,Θ|2|vn(s), 0〉〈vn(s), 0|+ 1
T
n−1∑
j=1
σ=±
∫ T
0
α∗jCM,Θe
itEσj |vn(s), 0〉〈Ψσj (s)|dt
+
1
T
n−1∑
k,l=1
σ=±
∫ T
0
αkα
∗
l e
−it(Eσk−Eσl )|Ψσk(s)〉〈Ψσl (s)|dt+ h.c.
(A22)
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Let φk =
√
1− λk(s)2. From the phase randomization procedure discussed in Sec. A2, we choose a time T for which
the following quantity is bounded
∥∥∥UT (ρ0)−MUTn (ρ0)∥∥∥ =
∥∥∥∥∥∥ 1T
n−1∑
j=1
∫ T
0
dt α∗jCM,Θe
itEσj |vn(s), 0〉〈Ψσj (s)|
∥∥∥∥∥∥ (A23)
=
∥∥∥∥∥∥
n−1∑
j=1
α∗jCM,Θ
T
(∫ T
0
eiE
+
j
t|vn(s), 0〉〈Ψ+j (s)|+
∫ T
0
eiE
−
j
t|vn(s), 0〉〈Ψ−j (s)|
)∥∥∥∥∥∥ (A24)
=
∥∥∥∥∥∥
n−1∑
j=1
α∗jCM,Θ
φjT
(
(1 − eiTφj )|vn(s), 0〉〈Ψ+j (s)|+ (1− e−iTφj )|vn(s), 0〉〈Ψ−j (s)|
)∥∥∥∥∥∥ (A25)
= 2
√√√√2 n−1∑
j=1
|α∗jCM,Θ|2
φ2jT
2
sin2(φjT/2) (A26)
≤ 2
√√√√ 2
T 2
n−1∑
j=1
|α∗jCM,Θ|2
1− λj(s)2 (A27)
We have
|αj |2 = 1− pM
2
|〈vj(s)|U〉|2 + pM
2
|〈vj(s)|M〉|2 +
√
2pM (1− pM )|〈vj(s)|U〉〈vj(s)|M〉|.
Also, from Eq. (25), we have
|CM,Θ|2 = (1− pM ) cos2 θ(s) + pM sin2 θ(s) + 2
√
pM (1− pM ) sin θ(s) cos θ(s).
Recollect that we want to choose a value of s such that the 0-eigenstate of H(s) has a constant overlap with the
marked subspace. We show that this is ensured by choosing
s = s∗ = 1− pM
1− pM ,
as was the choice in Ref. [1]. This results in sin θ(s∗) = cos θ(s∗) = 1/
√
2 and
|vn(s∗)〉 = |U〉+ |M〉√
2
.
For any 1 ≤ j ≤ n− 1, we have 〈vj(s∗)|vn(s∗)〉 = 0 and so 〈vj(s∗)|U〉 = −〈vn(s∗)|M〉. Combining these two facts we
have that when s = s∗,
|αj |2 =
(
1
2
−
√
2pM (1 − pM )
)
|〈vj(s∗)|U〉|2 ≤
(
1
2
−
√
pM (1− pM )
)
|〈vj(s∗)|U〉|2.
Also,
|CM,Θ|2 = 1
2
+
√
pM (1− pM ).
Thus,
∥∥∥UT (ρ0)−MUTn (ρ0)∥∥∥ ≤
√√√√ (1/4− pM (1− pM ))
T 2
∑
j
8|〈vj(s∗)|U〉|2
1− λj(s∗)2 (A28)
≤
√√√√ (1− 4pM (1− pM ))
T 2
∑
j
2|〈vj(s∗)|U〉|2
1− λj(s∗) (A29)
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It is fair to assume that pM < 1/4, otherwise, one could simply prepare the state |π〉 and measure, thereby obtaining,
with a high probability, a marked vertex. By choosing T ≥ 1
ε
√∑n−1
j=1
2|〈vj(s∗)|U〉|2
1− λj(s∗) ,∥∥UT (ρ0)−MUn (ρ0)∥∥ ≤ ε. (A30)
So, after a time T , we have that the time averaged density matrix
ρ(T ) ≈ |CM,Θ|2|vn(s∗), 0〉〈vn(s∗), 0|+ 1
T
n−1∑
k,l=1
σ=±
∫ T
0
αkα
∗
l e
−it(Eσk−Eσl )|Ψσk(s∗)〉〈Ψσl (s∗)|dt+ h.c., (A31)
and ∥∥ρ(T )−MU (ρ0)∥∥ ≤ ε.
Observe that
T ≥
√
2HT (s∗)
ε
,
and that from Eq. (A11), HT (s∗) = HT+(P,M)/4. Thus,
T ≥ 1
ε
√
HT+(P,M)
2
.
So the probability of observing a marked vertex (success probability), when a projective measurement is made (in the
basis spanned by the state space of the Markov chain) in the first register is lower bounded as
psucc = Tr((ΠM ⊗ I)ρ(T ))− ε (A32)
≥ |CM,Θ|2 sin2 θ(s∗)− ε (A33)
≥ 1/4− ε. (A34)
A4. PROOF OF LEMMA 2
Proof. As the Hamiltonian H1 is transformed to H
′
1 := rH1, we have that its eigenvalues undergo the transformation
λi → λ′i := rλi. First, we express the solution state |w〉 in terms of the eigenstates of H1. We have
|w〉 =
k∑
i=1
ai|vi〉, (A35)
such that |a1| =
√
ǫ. Now we find the condition for which any quantum state |v〉 defined as
|v〉 =
k∑
i=1
bi|vi〉, (A36)
is an eigenstate of H = rH1 +Horacle. That is,
H |v〉 = λ|v〉 (A37)
=⇒
∑
i
λ′ibi|vi〉+ 〈w|v〉︸ ︷︷ ︸
=:γ
|w〉 = λ|v〉 (A38)
=⇒
∑
i
(λ′ibi + γai)|vi〉 =
∑
i
λbi|vi〉. (A39)
This implies that
bi =
γai
λ− λ′i
. (A40)
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Note that
γ = 〈w|v〉 =
∑
i
a∗i bi
where we substitute for bi to get
1 =
∑
i
|ai|2
λ− λ′i
. (A41)
The condition for λ to be an eigenvalue is given by Eq. (A41). Each interval [λ′i, λ
′
i−1] contains exactly one eigenvalue.
We are interested in the eigenvalues λ that lie between [λ′2, λ
′
1] and [λ
′
1,∞). We call these eigenvalues as λ+ and λ−,
with the corresponding eigenstates being |v+〉 and |v−〉. We consider that λ = λ′1 + δ (where δ is positive for λ+ and
negative for λ−). From Eq. (A41), we have
|a1|2
δ
+
∑
i>1
|ai|2
λ′1 − λ′i + δ
= 1. (A42)
Now we assume |δ| ≪ |λ′1 − λ′i| = r(λ1 − λi) for all i > 1, and so by Taylor expansion
|a1|2
δ
+
∑
i>1
|ai|2
λ′1 − λ′i
(
1− δ
λ′1 − λ′i
)
≈ 1 (A43)
=⇒ |a1|
2
δ
−
∑
i>1
δ|ai|2
(λ′1 − λ′i)2
≈ 1−
∑
i>1
|ai|2
r(1 − λi) . (A44)
If we choose,
r =
∑
i>1
|ai|2
1− λi , (A45)
the RHS of Eq. (A44) is 0. From the LHS we can now evaluate
δ ≈ ± |a1|√∑
i>1
|ai|2
(λ′1−λ′i)
2
= ±|a1|
∑
i>1
|ai|2
1−λi√∑
i>1
|ai|2
(1−λi)2
= ±|a1|ν (A46)
(A47)
The Taylor expansion holds as long as |δ| ≪ λ′1 − λ′i. Thus
|a1|√∑
i>1
|ai|2
(1−λi)2
≪ 1− λi (A48)
⇐⇒ |a1| ≪
√∑
i>1
|ai|2
(1− λi)2
∆ (A49)
⇐⇒ |a1| ≪ r∆/ν (A50)
⇐⇒ √ǫ≪ r∆/ν. (A51)
We have ∑
|bi|2 = 1 =⇒
∑
i
|γai|2
(λ− λ′i)2
= 1 (A52)
=⇒ 1|γ| =
√∑
i
|ai|2
(λ− λ′i)2
≈ ±
√√√√√√
|a1|2
δ2
+
∑
i>1
|ai|2
(λ′1 − λ′i)2︸ ︷︷ ︸
≈(a1/δ)2
≈
√
2
a1
δ
(A53)
=⇒ |γ| ≈ δ√
2a1
. (A54)
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We denote with |v±〉 the eigenvectors corresponding to the eigenvalues λ± = λ′1 ± |δ|. Note that
〈v1|v±〉 = b±1 = ±
∣∣∣γ a1
δ
∣∣∣ ≈ ± 1√
2
. (A55)
So the starting state is
|v1〉 ≈ 1√
2
(|v+〉 − |v−〉). (A56)
Evolving under H for a time t results in
e−iHt|v1〉 ≈ 1√
2
e−iλ
′
1t
(
e−iδt|v+〉 − eiδt|v−〉
)
. (A57)
Thus after a time T = π2δ = Θ(
1√
ǫν
), up to a global phase, we end up in the state
|f〉 ≈ |v+〉+ |v−〉√
2
.
The overlap of the final state with the solution state is given by
〈w|f〉 =
√
2|γ| ≈
∣∣∣∣ δa1
∣∣∣∣ = ν. (A58)

A. Validity of the Taylor expansion
We will now show that it suffices to truncate the Taylor series at the first order in the proof of Lemma. 2. We prove
the following Lemma.
Lemma 7 Let ∆i = 1 − λi so that ∆2 = ∆ and let δ0 = ±|a1|ν. Furthermore assume that ε ∈ (0, 1/2). Then if
δ0 ≤ εr∆, the equation
|a1|2
δ
+
∑
i>1
|ai|2
r∆i + δ
= 1,
admits solutions δ± such that |δ±| ∈ [(1 − ε)δ0, (1 + ε)δ0].
Proof. Let
F (δ) =
|a1|2
δ
+
∑
i>1
|ai|2
r∆i + δ
− 1. (A59)
Then, we have the following observations:
• F (δ) admits poles at δ = 0 and δ = −r∆i, ∀i, but is otherwise monotonically decreasing.
• F (δ) admits one zero in each interval [∆i,∆i+1] as well as in the interval [∆n,∞).
From this it suffices to show that F (δ) is positive at (1−ε)δ0 and −(1−ε)δ0, and negative at (1+ε)δ0 and −(1+ε)δ0.
We have that
F (δ) =
|a1|2
δ
+
∑
i>1
|ai|2
r∆i + δ
− 1 (A60)
=
|a1|2
δ
+
∑
i>1
|ai|2
r∆i
1− δ
r∆i
+
∞∑
j=1
( −δ
r∆i
)j− 1 (A61)
=
|a1|2
δ
− δ
∑
i>1
|ai|2
r2∆2i
+
∑
i>1
|ai|2δ2
r3∆3i
1
1 + δr∆i
(A62)
=
|a1|2
δ
{(
1− δ
2
δ20
)
+
∑
i>1
|ai|2δ3
|a1|2r3∆3i
1
1 + δr∆i
}
(A63)
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Let δ = Kδ0, where K = ±(1± ε). Then,
F (δ) =
|a1|2
δ
{(
1−K2)+∑
i>1
K3|ai|2δ30
|a1|2r3∆3i
1
1 + Kδ0r∆i
}
(A64)
=
|a1|2
δ
{(
1−K2)+K3|a1| ∑i>1 |ai|2/∆3i∑
i>1(|ai|2/∆2i )
3/2
1
1 + Kδ0r∆i
}
(A65)
=
|a1|2
δ
(±2ε− ε2 + f(K)), (A66)
where
f(K) = K3|a1|
∑
i>1 |ai|2/∆3i∑
i>1(|ai|2/∆2i )
3/2
1
1 + Kδ0r∆i
(A67)
=⇒ |f(K)| ≤ |K|
3δ0
r∆
1
1− |K|δ0r∆i
(A68)
≤ |K|3 ε
1− |K|ε (A69)
≤ |K|3ε(1 + |K|ε) (A70)
≤ ε− ε2. (A71)
This shows that F (δ) is positive at (1− ε)δ0 and −(1− ε)δ0, and negative at (1 + ε)δ0 and −(1 + ε)δ0. 
So now H = rH1 + Horacle has eigenvalues λ± = rλ1 + δ±, where |δ±| ∈ [(1 − ε)δ, (1 + ε)δ], δ+ > 0 and δ− < 0.
The corresponding eigenvectors are |v±〉 =
∑
i b
±
i |vi〉. One can see how the error ε propagates. We have that now
|γ| = δ√
2|a1| (1 +O(ε)) and subsequently b
±
1 = ± 1√2 (1 +O(ε)).
This that the state
|v1〉 = |v
+〉 − |v−〉√
2
+O(ε),
rotates to the state
|f〉 = |v
+〉+ |v−〉√
2
+O(ε),
in time T = π2|δ0| such that |〈w|f〉| = ν(1 ±O(ε)). So as long as ε ≪ 1, |〈w|f〉| ≈ ν. This shows that the first order
truncation of the Taylor series in Lemma 2 is valid.
A5. PROOF OF COROLLARY 4
Proof. The lower bound is obtained in a straightforward manner. Observe that
ν =
∑
i6=1
|ai|2
1−λi√∑
i6=1
|ai|2
(1−λi)2
(A72)
≥
√√√√∆∑
i6=1
|ai|2
1− λi ≥
√
∆(1 − ǫ) = Ω
(√
∆
)
. (A73)
We will show soon that this is in fact tight.
To prove the upper bound, we show that ν2 < 1, for which it suffices to prove that
∑
i6=1
|ai|2
(1− λi)2 −
∑
i6=1
|ai|2
1− λi
2 > 0.
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Consider the left hand side of this equation. We have that(
|a1|2 +
∑
k>1
|ak|2
)∑
i6=1
|ai|2
(1− λi)2 −
∑
i,k 6=1
|ai|2|ak|2
(1− λi)(1− λk) (A74)
= |a1|2
∑
i6=1
|ai|2
(1 − λi)2 +
∑
i,k 6=1
( |ai|2|ak|2
(1− λi)2 −
|ai|2|ak|2
(1− λi)(1 − λk)
)
. (A75)
The first term of Eq. (A75) is positive unless |a1| =
√
ǫ = 1, which corresponds to the trivial case where the underlying
graph corresponds to a single isolated node disconnected from the rest. So we now show that the second term is also
non-negative. The second term of Eq. (A75) can be written as
∑
i,k 6=1
( |ai|2|ak|2
(1 − λi)2 −
|ai|2|ak|2
(1− λi)(1 − λk)
)
(A76)
=
1
2
∑
i,k 6=1
( |ai|2|ak|2
(1− λi)2 −
|ai|2|ak|2
(1 − λi)(1− λk)
)
+
∑
k,i6=1
( |ai|2|ak|2
(1 − λk)2 −
|ai|2|ak|2
(1− λi)(1 − λk)
) (A77)
=
1
2
∑
i,k 6=1
|ai|2|ak|2
(
1
(1− λi)2 +
1
(1− λk)2 −
2
(1 − λi)(1− λk)
) (A78)
=
1
2
∑
i,k 6=1
|ai|2|ak|2 (λk − λi)
2
(1− λi)2(1− λk)2
 ≥ 0. (A79)
This implies that ν2 < 1 and hence ν < 1.
We shall now show that the lower bound is in fact tight by providing a Hamiltonian where this is attained. Note that
now we have |ai| = 1/
√
n, ∀i.
First let
xi =
1
1− λi ,
where each xi ∈ [1, 1/∆]. Then we have that
ν =
1√
n
∑
i,k>1 xi√∑
i>1 x
2
i
. (A80)
Consider the vector
~x = (x2, · · · , xn).
Then we have that
ν =
1√
n
‖~x‖1
‖~x‖2
. (A81)
We solve the following optimization problem
νmin =
1√
n
min
1≤xi≤1/∆
‖~x‖1
‖~x‖2
. (A82)
The strategy to solve this optimization problem involves first fixing the value of ‖x‖1 to be upper bounded by say c
and then maximizing ‖x‖2 as a function of c. That is we solve
κ = max
~x,c
‖~x‖22
c2
, s.t. ‖~x‖1 ≤ c & 1 ≤ xi ≤ 1/∆, ∀i, (A83)
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where νmin ≥ 1/
√
nκ. This converts the problem to a one-parameter optimization problem and finally, we maximize
over c to obtain the solution. First, we solve the following problem
max
~x
‖~x‖22, s.t. ‖~x‖1 ≤ c & 1 ≤ xi ≤ 1/∆, ∀i (A84)
=max
~x
∑
i
x2i , s.t.
∑
i
xi ≤ c & 1 ≤ xi ≤ 1/∆, ∀i. (A85)
Intuitively, this occurs when most of the entries (as many as possible) of ~x are assigned the maximum possible value
while the remaining ones are assigned the lowest value so that the sum of all the entries of ~x (the one-norm) turns
out to be as close as possible to c. Let us assume that k entries of ~x are assigned 1/∆ and the remaining (n− k − 1)
entries are assigned 1 such that we require
k
∆
+ (n− k − 1) ≤ c (A86)
=⇒ k ≤ (1 + c− n)∆
1−∆ , (A87)
=⇒ k =
⌊
(1 + c− n)∆
1−∆
⌋
. (A88)
This gives us that
‖~x‖2 =
k
∆2
+ n− k − 1 (A89)
=
1 + c− n+ (n− 1)∆− c∆2
∆(1 −∆) (A90)
=
c(1 + ∆)− (n− 1)
∆
(A91)
From Eq. (A83), the one parameter optimization problem that we now need to solve is
κ(c) =
1
∆
max
c
[
1 + ∆
c
− n− 1
c2
]
. (A92)
The maximum value occurs at c∗ = 2(n− 1)/(1 + ∆) and
κ(c∗) =
(1 + ∆)2
4(n− 1)∆ .
This implies that
νmin ≥ 1√
nκ
= 2
√
∆
1 +∆
√
1− 1
n
= Θ
(√
∆
)
, (A93)
and
k =
⌊
(n− 1)∆
1 +∆
⌋
.
The Hamiltonian for which ν = Θ(
√
∆), is one whose spectrum is as follows
λ1 = 1, λ2 = · · · = λk = 1−∆, λk+1 = · · · = λn = 0, (A94)
where k =
⌊
(n− 1)∆
1 +∆
⌋
. 
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A6. PROOF OF LEMMA 5
First we provide a general lemma for the algorithm to be optimal on any graph using the alternative oracle defined
in Lemma. 5. We assume that the Hamiltonian that encodes the structure of the underlying graph has a spectrum
that is symmetric around 0.
Lemma 8 Consider a Hamiltonian H1 such that ‖H1‖ = 1. Suppose the eigenstates of H1 are |vn〉 and |vi〉, for
1 ≤ i ≤ n − 1 and the corresponding eigenvalues are λn = 0 and λi such that λi = −λn−i. Let mini |λi| = ∆. Let
|w〉 =∑i ai|vi〉 such that |an| = √ǫ, |ai| = |an−i|, 〈w|H1|w〉 = 0 and |w˜〉 = H1|w〉/‖H1|w〉‖.
Also let Horacle = −|w〉〈w|H1 −H1|w〉〈w|. Then provided
√
ǫ ≪ ∆µ, evolving the state |vn〉 under the Hamiltonian
H = Horacle +H1, for time
T = Θ
(
µ√
ǫ
)
,
results in a state |f〉 such that
|〈w˜|f〉| ≈ 1
µ‖H1|w〉‖ ,
where
µ =
√√√√∑
i6=n
|ai|2
λ2i
.
Proof. The proof is similar to that of Lemma 2. Observe that as 〈w|H1|w〉 = 0, we have that H |w〉 = 0. As in
Lemma 2, we want to find the conditions for which any vector |v〉 = ∑i bi|vi〉 is an eigenstate of H with non-zero
eigenvalue λ. That is,
H |v〉 = λ|v〉. (A95)
For any such |v〉, we have 〈w|H |v〉 = λ〈w|v〉 = 0, implying that 〈w|v〉 = 0. Using this fact and following the same
steps as Lemma 2, we obtain from Eq. (A95) that
bi =
γai
λi − λ, (A96)
where
γ = 〈w|H1|v〉 =
∑
i
λia
∗
i bi. (A97)
From Eq. (A96) and Eq. (A97), we obtain that ∑
i
|ai|2λi
λi − λ = 1. (A98)
We shall concern ourselves with the eigenvalue λ = δ and eigenvectors |v±〉 such that δ is positive for |v+〉 and negative
for |v−〉. Assuming that |δ| ≪ |λi|, ∀i 6= n, from Eq. (A98) we have∑
i6=n
|ai|2
(1− δ/λi) = 1 (A99)
=⇒
∑
i6=n
|ai|2
(
1 +
δ
λi
+
δ2
λ2i
)
≈ 1. (A100)
Observe from the spectrum of H1 that
∑
i6=n
|ai|2δ
λi
= 0. This implies,
δ ≈ ± |an|√∑
i6=n
|ai|2
λ2i
= ±
√
ǫ
µ
. (A101)
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The Taylor series expansion holds as long as
√
ǫ≪ ∆µ. As in the proof of Lemma 2, we have that
|vn〉 ≈ |v+〉 − |v−〉√
2
, (A102)
and after a time t = π2|δ| = Θ(
µ√
ǫ
),
e−iHt|vn〉 ≈ |f〉, (A103)
where |f〉 = |v+〉+ |v−〉√
2
. Then observe that
|〈w˜|f〉| ≈ 1
µ‖H1|w〉‖ . (A104)

The truncation of the Taylor series is valid following arguments similar to Lemma 7. Applying Θ(µ‖H1|w〉‖)-rounds
of amplitude amplification to the output state results in the state |w˜〉 in overall time
Tsearch = Θ
(
µ2‖H1|w〉‖√
ǫ
)
. (A105)
Observe that as ‖H1‖ = 1, we have ‖H1|w〉‖ ≤ 1. On the other hand, as
‖H1|w〉‖ =
√
〈w|H21 |w〉 =
√∑
i6=n
|ai|2λ2i ,
using Cauchy-Schwarz inequality,
µ‖H1|w〉‖ =
√√√√√
∑
i6=n
|ai|2
λ2i
∑
i6=n
|ai|2λ2i
 (A106)
≥
∑
i6=n
|ai|2 = 1− ǫ. (A107)
So, (1 − ǫ)/µ ≤ ‖H1|w〉‖ ≤ 1. From the lower and upper bounds of ‖H1|w〉‖, we have that
Tsearch = Ω(µ/
√
ǫ) and Tsearch = O(µ2/
√
ǫ).
Now once the wavefunction is localized at |w˜〉, one can obtain the solution using O(µ) queries. This is because,
e−it
′Horacle |w˜〉 = |w〉,
for t′ = π2‖H1|w〉‖ = O(µ) as ‖H1|w〉‖ = Ω(1/µ).
Note that the results of Refs. [9, 10] for spatial search in low-dimensional lattices, are particular cases of this lemma.
For example, if H1 is the normalized adjacency matrix of graphene lattice or 2d-crystal lattice, µ =
√
logn, ǫ = 1/n
and ‖H1|w〉‖ = Θ(1). This implies that Tsearch = Θ(
√
n logn).
Next we move to the Somma-Ortiz Hamiltonian. First, observe that the spectrum of the Somma-Ortiz Hamiltonian
is exactly the same as that of H1 defined in Lemma 8 in the subspace Bk ∪Bn. Given any ergodic, reversible Markov
chain P , let the singular values of the chain corresponding to the lazy walk is λ′n = 1 > λ′n−1 ≥ · · ·λ′1 ≥ 0, such that
1 − λ′n−1 = ∆′. This implies that D(P ) =
∑
i λ
′
i|vi〉〈vi|. Then the eigenvalues of H1 = i[V †SV,Π0] are λn = 0 and
±λk, where λk =
√
1− λ′2k . Thus the spectral gap of H1 = ∆ = Θ
(√
∆′
)
. Furthermore, we consider
Horacle = −|w, 0〉〈w, 0|H1 −H1|w, 0〉〈w, 0|,
to be the oracular Hamiltonian. Note that 〈w, 0|H1|w, 0〉 = 0, |an| = |〈vn, 0|w, 0〉| =
√
ǫ and H |w, 0〉 = 0.
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So from Lemma 8, if
√
ǫ≪ √∆′µ, then the evolving the state |vn, 0〉, under H = H1+Horacle, for time T = Θ(µ/
√
ǫ),
results in a state |f〉 such that
|〈w˜|f〉| ≈ 1
µ‖H1|w, 0〉‖ , (A108)
and
µ =
√√√√∑
i6=n
|ai|2
1− λ′2i
. (A109)
After amplitude amplification, the overall running time is
Tsearch = Θ
(
µ2‖H1|w, 0〉‖√
ǫ
)
= Θ
‖H1|w, 0〉‖√
ǫ
∑
i6=n
|ai|2
1− λ′i
. (A110)
As the Somma-Ortiz Hamiltonian amplifies the spectral gap quadratically, we find that when H = H1 +Horacle, we
obtain a new spatial search algorithm that can be applied to d-dimensional lattices such that d ≥ 2. In fact, unlike
the CG algorithm, this can be applied to any ergodic, reversible Markov chain with a single marked node as one does
not need to fine tune the search Hamiltonian to the correct value of r.
Let us focus our attention on state-transitive Markov chains, i.e. |ai| = 1/
√
n, ∀i. Then,
Tsearch = Θ
(
HT (P, {w})‖H1|w, 0〉‖√
n
)
, (A111)
where, HT (P, {w}) =∑i6=n 11−λ′
i
[21].
From the upper and lower bounds of ‖H1|w, 0〉‖, we obtain that
Tsearch = Ω
(√
HT (P, {w})
)
and Tsearch = O
(
HT (P, {w})√
n
)
.
Whenever HT (P, {w}) = Θ(n), Tsearch = Θ(
√
n).
For the CG algorithm, from Eq. (32), whenever ν = Θ(1), we have that HT (P, {w}) = Θ(n). So whenever the CG
algorithm is optimal, so is the CG′ algorithm.
Unlike the CG algorithm, this algorithm can be applied to 2d-lattices. When P corresponds to the normalized adjacency
matrix of 2d-lattices, we have that ǫ = 1/n, µ =
√
logn and ‖H1|w, 0〉‖ = Θ(1) and so Tsearch = Θ(
√
n logn).
This also elucidates why the CG′ algorithm fares worse than our algorithm. For the 2d-lattice, the running time of
our spatial search algorithm is Θ(
√
n logn) which is Θ(
√
logn) improvement over the best known CTQW algorithms
for this problem.
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