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Abstract
Let f :G → G be a strictly piecewise monotone continuous map on a finite graph G. By
investigating the topological structure of the inverse limit space (G,f ) using f as a sole bonding
map, we show that the following statements are equivalent:
(1) (G,f ) contains no indecomposable subcontinuum.
(2) The topological entropy of f is zero.
(3) (G,f ) is Suslinean.
(4) Each homeomorphism of (G,f ) has zero topological entropy.
(5) f has finitely many nontrivial minimal sets.
(6) The set of recurrent points of f is closed.
(7) Each ω-limit point is a recurrent one.
(8) Each recurrent point of f is an almost periodic one.
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1. Introduction
All maps considered in this paper are continuous. Let f :X→ X be a map of some
topological space X. One hopes that some dynamical properties of f could be obtained by
investigating the topological properties of the inverse limit space (X,f ) using f as a sole
bonding map, and vice versa. In this paper we will deal with the problem in the case when
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X is a finite graph and f is a piecewise monotone map of the graph. The reason why we
are interested in such kinds of study can be explained as follows. On one hand, the inverse
limit space of a piecewise monotone map of a graph often appears as the attractor of some
diffeomorphism (see [19]). On the another hand, the study of the dynamics of a graph map
is closely related to the study of the dynamics of a pseudo-Anosov map of a surface (see,
e.g., [10]).
Let G be a finite graph and f :G → G be a map such that (G,f ) contains no
indecomposable subcontinuum with nonempty interior. In this paper we investigate the
structure of the inverse limit space (G,f ) and we use the obtained results on the structure
of (G,f ) to get some information on the dynamical properties of f . We shall show
Main Theorem 1. Let G be a graph and f :G→ G be piecewise monotone. Then the
following statements are equivalent:
(1) (G,f ) contains no indecomposable subcontinuum.
(2) The topological entropy of f is zero.
(3) (G,f ) is Suslinean.
(4) Each homeomorphism of (G,f ) has zero topological entropy.
The results along the lines of Main Theorem 1 are the following. In [7] and [9] the
authors show (under some condition) that a continuous piecewise monotone map f of a
compact interval or a circle X has zero topological entropy if and only if the inverse limit
space (X,f ) is hereditarily decomposable, and the same conclusion holds if we replace X
by an arbitrary finite graph (without the condition, see [4]). In [6] the authors investigate
the topological structure of a piecewise monotone map f of a closed interval I with a finite
set of periods, and show that each homeomorphism of (I, f ) has zero topological entropy.
By using the Kuratowski function for hereditarily decomposable chainable continua, Ye
in [23] proves that each homeomorphism of a Suslinean chainable continuum has zero
topological entropy, and in [22] generalizes the above result of [6] by showing that the
equivalence of (1)–(4) in Main Theorem 1 holds when G is a compact interval.
The dynamics of a continuous map of a finite graph have been investigated by many
authors (see, e.g., [2,3,5,14,20,24]). In this paper we shall show
Main Theorem 2. Let G be a graph and f :G→G be strictly piecewise monotone. Then
the following statements are equivalent:
(1) The topological entropy of f is zero.
(2) f has finitely many nontrivial minimal sets.
(3) The set of recurrent points of f is closed.
(4) Each ω-limit point is a recurrent one.
(5) Each recurrent point of f is an almost periodic one.
The results along the lines of Main Theorem 2 are the following. In [5] Blokh shows
that if f is a continuous map of a graph without periodic points then (1)–(5) hold. Xiong
in [20] (see also [3]) proves that Main Theorem 2 holds when G is a compact interval. We
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also note that from [14] one can show that each of (2)–(5) implies (1) for each continuous
map of a graph. According to the proof of Main Theorem 2, we remark that if the theorem
holds for each piecewise monotone map of an interval, then it holds for each piecewise
monotone map of a graph.
The paper is organized as follows. In the next section we introduce some notation and
some known results. Then in Sections 3 and 4 we will discuss the structure of the inverse
limit space of a piecewise monotone map of a graph (having zero topological entropy)
without periodic points and with periodic points respectively. Finally in Section 5 we will
give the proofs of the Main Theorems 1 and 2.
2. Preliminaries
By a continuum we mean a nonempty compact connected metric space. A subcontinuum
is a subset of a continuum and it is a continuum itself. A continuum is said to be
decomposable if it is the union of two of its proper subcontinua. A continuum is said
to be indecomposable if it is not decomposable. A continuum is said to be hereditarily
decomposable if each of its nondegenerate subcontinua is decomposable. A continuum X
is said to be chainable if for each ε > 0 there is a continuous surjection fε :X→[0,1] such
that diam(f−1ε )(t) < ε for each t ∈ [0,1]. A continuum X is Suslinean if each collection
of pairwise disjoint nondegenerate subcontinua of X is countable. For the basic properties
of continua we refer to [16].
LetXi be a compact metric space and fi :Xi+1→Xi be continuous for each i > 1. The
inverse limit space lim{Xi,fi} is the subspace of ∏∞i=1Xi defined by
lim{Xi,fi} =
{
x = (x1x2 . . .) ∈
∞∏
i=1
Xi : fi(xi+1)= xi, i ∈N
}
with metric d given by
d(x,y)=
∞∑
i=1
2−i di(xi, yi)
1+ di(xi, yi) ,
where di is the metric of Xi for each i ∈ N and x,y ∈ lim{Xi,fi}. The space lim{Xi,fi}
is a continuum if Xi is a continuum for each i ∈ N. If Xi = X and fi = f for each i ∈ N
we denote lim{Xi,fi} by (X,f ). The map fˆ : (X,f )→ (X,f ) defined by
fˆ (x)= (f (x1)x1x2 . . . )
is called the induced homeomorphism. The projection maps pin : (X,f ) → X given
by pin(x) = xn are continuous for n ∈ N; and if f is onto, then the pin are onto.
Note that f ◦ pin+1 = pin and pin = pin+1 ◦ fˆ for each n ∈ N. It is easy to check
that the maps ϕn : (X,f )→ (X,f n) given by ϕn((x1x2x3 . . .)) = (x1xn+1x2n+1 . . .) are
homeomorphisms for n ∈N and ϕn ◦ fˆ n = f̂ n ◦ ϕn.
A graph or finite graph is a connected compact one-dimensional polyhedron. Let G be
a graph. Usually, when we speak about a graph, we mean not just a topological space,
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but also its graph structure, that is the set of vertices and edges. However, we think
that each subset of G which is homeomorphic to S1 (the unit circle) contains at least
two vertices (notice that this does not change the topological structure of G). Thus each
edge of G is homeomorphic to [0,1]. Let V (G) denote the set of all vertices of G and
Br(G) = V (T ) \ E(G), where E(G) is the set of all end points of G. By a graph map
we mean a continuous map of a finite graph into itself. A graph map f :G→ G is said
to be piecewise monotone (respectively strictly piecewise monotone) if there is a finite
subsetA= {a1, a2, . . . , an} ⊂G such that for each x ∈G and each componentC ofG \A,
(f |C)−1(x) is connected (respectively empty or a point). Suppose that f is piecewise
monotone, and for each x ∈ G let Cx denote the component of f−1f (x) containing x .
Then x is a turning point for f if f is not monotone on any neighbourhood of Cx . We
say that f has finitely many turning points if there is a finite set {x1, . . . , xn} such that no
point of G \⋃ni=1Cxi is a turning point for f . Thus a piecewise monotone graph map has
finitely many turning points. As the set of turning points of a piecewise monotone map f
of a graph may not be unique, when we say that a finite subset A of G is the set of turning
points of f , we mean that A has minimal cardinality. We use Cf to denote the union of the
set of turning points of f and Br(G), and T (f ) to denote the cardinality of Cf .
Without loss of generality, we will assume that f :G→ G is surjective when we
discuss the properties of the inverse limit space (G,f ). In fact, if f is not onto, then
(G,f )= (G′, f ′), where G′ =⋂n>0 f n(G) is a finite graph and f ′ = f |G′ :G′ →G′ is
onto.
Let X be a compact metric space and f :X→ X be continuous. By P(f ), Per(f ),
Ω(f ), R(f ), AP(f ), ω(x,f ) and α(x,f ) we denote the set of periodic points of f , the
set of periods of periodic points of f , the set of non-wandering points of f , the set of recur-
rent points of f , the set of almost periodic points of f , the set of ω-limit points of x under f
and the set of α-limit points of x under f respectively (see [3] and [18] for the definitions).
Note that α(x,f )⊂Ω(f ) if f is a homeomorphism. For x ∈X, {x,f (x), f 2(x), . . .} will
be denoted byO(x,f ) and is said to be the orbit of x under f . LetΛ(f )=⋃x∈X ω(x,f ).
We say y ∈X is a ω-limit point if y ∈Λ(f ). A non-empty closed invariant subset A of X
is said to be a minimal set of f if no non-empty closed proper subset ofA is invariant under
f . A minimal set of f is nontrivial if it is not a periodic orbit of f . The topological entropy
of f will be denoted by h(f ) (see [18]). According to the Variational Principle (see [18])
h(f ) = sup{h(f |ω(x,f )): x ∈ R(f )}. By A, int(A) and ∂A we denote the closure, the
interior and the boundary of a subset A of X respectively. By ω0 we denote the first infinite
ordinal number. We need the following known results:
Theorem A (Barge and Diamond [4]). Let G be a finite graph and f :G→ G be
piecewise monotone. Then f has zero topological entropy if and only if the inverse limit
space (G,f ) contains no indecomposable subcontinuum.
Theorem B (Roe [17]). Let G be a finite graph and f :G→ G be continuous. If the
inverse limit space (G,f ) contains no indecomposable subcontinuum with nonempty
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interior, then there is an upper semi-continuous decomposition G of (G,f ) into disjoint
subcontinua such that
(1) G, with the quotient topology, is a finite graph;
(2) if g : (G,f )→ G is the quotient map, then the subcontinuum g−1(g(x)) of (G,f )
has empty interior for each x ∈ (G,f );
(3) the map ψ :G → G defined by ψ(g(x)) = g(fˆ (x)) is well defined and is a
homeomorphism.
Remark C. In (2) of Theorem B, for each x ∈ (G,f ), g−1(g(x)) is precisely a maximal
nowhere dense subcontinuum of (G,f ) containing x. Thus we introduce the following
definition. We say a continuum X has a K-decomposition if there is a collection D1 of
pairwise disjoint subcontinua ofX such that⋃D1 =X and each element ofD1 is precisely
a maximal nowhere dense subcontinua of X. Each element of D1 is called a layer of X if
X has a K-decomposition.
Let D0 = {X}. For an ordinal α, suppose for any τ < α,Dτ is well defined and each
element of Dτ has a K-decomposition. Then Dα is defined as follows. If α = β + 1, then
Dα is the set of the degenerate elements ofDβ and the layers of the nondegenerate elements
of Dβ . And if α is a limit ordinal number, then
Dα =
{ ⋂
β<α
Dβ : Dβ ∈Dβ
}
.
By DNDα we denote the set of nondegenerate elements of Dα . Sometimes to emphasize the
dependence ofDα (respectivelyDNDα ) onX, we shall writeDα(X) (respectivelyDNDα (X))
instead of Dα (respectivelyDNDα ).
We shall use D′α to denote the set of elements of DNDα ((G,f )) with nonempty
intersection with P(fˆ ) and use D′ω0 to denote the set of the nondegenerate elements of{⋂α<ω0 Dα : Dα ∈D′α} if DNDα ((G,f )) is well defined for each ordinal number α < ω0.
By Dα(x) we denote the element of Dα containing x for each x ∈ X. We say that
the order of X is τ , written Order(X) = τ , if τ is the minimal ordinal number such that
Dτ (x)= {x} for each x ∈X.
Theorem D. Let X be a compact metric space and f :X→X be continuous. Then:
(1) For each n ∈N, P (f n)= P(f ), AP(f n)= AP(f ), R(f n)=R(f ) and Λ(f n)=
Λ(f ). Furthermore, P(F)⊂AP(f )⊂R(f )⊂Λ(f )⊂Ω(f ).
(2) For each n ∈ N and each x ∈ X, f (ω(x,f )) = ω(x,f ) and f (ω(x,f n)) =
ω(f (x), f n). Furthermore, if ω(x,f ) is a finite set then it is a periodic orbit of
f .
(3) For each x ∈AP(f ), ω(x,f ) is a minimal set of f , and if M is a minimal set of f
then M ⊂ AP(f ). Moreover, each non-empty invariant closed subset of X contains
a minimal set of f .
(4) If Y is a compact metric space, g :Y → Y is continuous and φ :X→ Y is a semi-
conjugacy, then φ(Λ(f ))=Λ(g).
The proofs of (1)–(3) can be found in [3] and [24], and (4) can be checked easily.
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Lemma E. Let Xi be compact metric space and fi :Xi+1 → Xi be continuous for
each i > 1. If A is a compact subset of the inverse limit space lim{Xi,fi}, then A =
lim{pii(A),fi |pii+1(A)}.
Lemma F. Let Xi be compact metric space and fi :Xi+1→ Xi be continuous for each
i > 1. If A,Ai are compact subsets of the inverse limit space lim{Xi,fi} with Ai+1 ⊂ Ai
and A=⋂∞i=1Ai , then pij (A)=⋂∞i=1 pij (Ai) for each j > 1.
Lemma E is an elementary result in continuum theory (see [16]), and Lemma F is easily
checked. For the notation used in the following theorem we refer to [18].
Theorem G. Let X,Y be compact metric spaces and F :Y → Y be continuous. Assume
that each invariant measure of F has no atom, T :X→X is continuous and is an extension
of F , and φ is the semi-conjugacy. If the set A= {a ∈ Y : Card(φ−1(a))> 2} is countable,
then
(1) if Y is a minimal set of F , then T has a unique minimal set, and
(2) h(T )= h(F ).
Proof. (1) Let M1 and M2 be two minimal sets of T . Then φ(Mi) is a non-empty closed
invariant subset of Y for i = 1,2. As Y is minimal underF we have that φ(M1)= φ(M2)=
Y . As each invariant measure of F has no atom, Y is uncountable. ThusM1 ∩M2 6= ∅ (we
only need that the complement of A is not empty). This implies that M1 =M2. Hence T
has a unique minimal set.
(2) LetO =⋃n∈ZFn(A), X1 =X\φ−1(O) and Y1 = Y \O . Then T1 = T |X1 is a map
of X1 and F1 = F |Y1 is a map of Y1. We have that φ1 = φ|X1 :X1→ Y1 is a conjugacy
between T1 and F1.
It is easy to check that for each invariant measure µ of T , we have µ(φ−1(O))= 0. This
implies that h(T )= h(F ) by what we have proved above, the definition of metric entropy
and the Variational Principle. 2
3. Elementary properties
In this section, first we investigate the topological structure of the inverse limit space
(G,f ) of a piecewise monotone map f on a finite graph G (with P(f ) = ∅) and
estimate the topological entropies of homeomorphisms of (G,f ); and then we give some
elementary properties of the inverse limit space (G,f ) under the condition that (G,f )
contains no indecomposable subcontinuum with nonempty interior.
Lemma 3.1.
(1) Let X be a continuum, f :X → X continuous and A be a nondegenerate
subcontinuum of (X,f ). ThenA is nowhere dense if and only if for each (x1x2 . . .) ∈
A there is a sequence {ni} of positive integers with limni =∞ such that for each
i ∈N, there is yi /∈ pini+1(A) with f (yi)= xni .
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(2) Let Ii be a closed interval and fi : Ii+1→ Ii be monotone for each i ∈N. Then the
inverse limit space X = lim{Ii, fi} is homeomorphic to the unit interval.
Proof. (1) can be checked easily. To show (2), we claim that there is no nondegenerate
subcontinuum of X which is nowhere dense. Assume the contrary. That is, there is
a nondegenerate subcontinuum A of X which is nowhere dense. By Lemma E, A =
lim{Ji, fi |Ji+1} with [ai, bi] = Ji ⊂ Ii for each i > 1. Without loss of generality suppose
that J1 is nondegenerate. Take x1 ∈ (a1, b1). Then by the monotonicity of fi, i > 1, we get
that if x = (x1x2 . . .) ∈X then xi ∈ (ai, bi), i > 1. This means that there is no {yj } ⊂X\A
with limyj = x, contradicting the assumption thatA is nowhere dense. This ends the proof
of the claim.
Thus it follows that X is hereditarily decomposable as nondegenerate indecomposable
subcontinuum contains nondegenerate nowhere dense subcontinuum (see [16]). Let
g :X→[0,1] be a Kuratowski function for X (see [12]). Then for each t ∈ [0,1], g−1(t)
is degenerate as g−1(t) is a subcontinuum of X. That is, g is a bijection. Thus X is
homeomorphic to the unit interval. 2
Theorem 3.2. Let G be a finite graph and f :G→G be piecewise monotone. If P(f )=
∅, then (G,f ) is homeomorphic to the circle S1, and consequently each homeomorphism
of (G,f ) has zero topological entropy.
Proof. If f is a homeomorphism of G, then both G and (G,f ) are homeomorphic to S1
as P(f )= ∅. Hence each homeomorphism of (G,f ) has zero topological entropy. In the
rest of the proof we assume that f is not a homeomorphism of G.
As P(f ) = ∅, by [5], we have that f is semi-conjugate to an irrational rotation of the
circle. That is, there is a continuous surjection η :G→ S1 such that η ◦ f = r ◦ η, where
r :S1→ S1 is an irrational rotation. Furthermore,
(1) η is monotone, that is to say, η−1(x ′) is connected for each x ′ ∈ S1;
(2) f has a unique minimal set M ⊂G;
(3) for each x ′ ∈ S1, 16 Card(η−1(x ′)∩M)6 2 and η−1(x ′)∩M = ∂η−1(x ′).
From (1)–(3), it is easy to check:
(a) fm(Jx)= Jfm(x), where Jx = η−1(η(x)), x ∈G and m ∈N;
(b) if {xm}m∈Z is a two-sided sequence with f (xm)= xm−1, then {Jxm}m∈Z are pairwise
disjoint.
By the monotonicity of η, the set {x ′ ∈ S1: Card(η−1(x ′)) > 2} is countable, and
consequently f has zero topological entropy by Theorem G. Thus (G,f ) contains no
indecomposable subcontinuum by Theorem A. By Theorem B and Remark C, (G,f ) has
a K-decomposition
D1 =
{
D(x)= g−1(g(x)): x ∈ (G,f )}.
By DND1 we denote the collection of nondegenerate elements of D1. Let J = {Jx =
η−1(η(x)): x ∈G and Jx nondegenerate}.
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Claim 1. For each Jx ∈ J , Ax = pi−11 (Jx) is homeomorphic to [0,1] and Ax \E(Ax)⊂
(G,f ) \⋃DND1 , where E(Ax) is the set of end points of Ax .
Proof. Let x1 = x . For each x = (x1x2 . . .) ∈ Ax , from (a) and (b), it is easy to check
that f−1(Jxn)= Jxn+1 and pin(Ax)= f−n+1(Jx1)= Jxn . As {Jxn}n>1 are pairwise disjoint
and f is piecewise monotone, there is m ∈ N such that pin(Ax) ∩ Cf = Jxn ∩ Cf = ∅ for
each n >m. Hence fˆ−n+1(Ax) is homeomorphic to [0,1] (Lemma 3.1), and so is Ax , as
fˆ is a homeomorphism. For each z = (z1z2 . . .) ∈ Ax \ E(Ax), by (3), it is easy to check
that there is n ∈ N with zn ∈ Jzn \ ∂Jzn , and thus there is δ > 0 such that U(zn, δ) =
{y ∈G: dG(y, zn) < δ} ⊂ Jzn \ ∂Jzn . Hence B(z, δ/2n)= {y ∈ (G,f ): d(y,z) < δ/2n} ⊂
Ax \ E(Ax). That is, Ax \ E(Ax) is open in (G,f ) (homeomorphic to (0,1)), as fˆ is
a homeomorphism. Consequently Ax \ E(Ax) ⊂ (G,f ) \ ⋃DND1 by the definition of
DND1 . 2
Claim 2. DND1 is an empty set.
Proof. Assume the contrary. That is, there is B ∈ DND1 . As B is nondegenerate, there is
N ∈N such that pin(B) is nondegenerate if n>N . Without loss of generality, we assume
that pi1(B) is nondegenerate as fˆ is a homeomorphism.
It is easy to check that pi1(B)∩ (⋃Jx∈J int(Jx))= ∅. In fact, if there is Jx ∈ J such that
Ix = pi1(B)∩ (int(Jx)) 6= ∅, then B contains an open subset of (G,f ) by (b) and Claim 1,
a contradiction.
Thus we have that pi1(B)⊂M . AsM is a minimal set of f , it follows thatM has finitely
many components (as pi1(B) is nondegenerate), contradicting the fact thatM has infinitely
many components (since f is not a homeomorphism, and hence from (3) and (b), M is
totally disconnected). This proves the Claim 2. 2
By Theorem B, (G,f ) is homeomorphic to a graph G′. As fˆ is a homeomorphism and
P(f ) = P(fˆ ) = ∅, we get that (G,f ) is homeomorphic to S1, and consequently each
homeomorphism of (G,f ) has zero topological entropy.
Lemma 3.3. Let G be a finite graph and f :G→ G be continuous. If the inverse limit
space (G,f ) contains no indecomposable subcontinuum with nonempty interior and
F : (G,f )→ (G,f ) is a homeomorphism, then there is a homeomorphism ψ :G → G
such that g ◦ F = ψ ◦ g, where g : (G,f )→ G is the quotient map given in Theorem B.
Furthermore, if P(F) 6= ∅, then there is n ∈ N such that Fn(D(x)) = D(x) for each
x ∈Ω(F), where D(x)= g−1(g(x)).
Proof. As (G,f ) contains no indecomposable subcontinuum with non-empty interior, by
Theorem B, (G,f ) has a K-decomposition
D1 =
{
D(x)= g−1(g(x)): x ∈ (G,f )}.
As the homeomorphic image of a maximal nowhere dense subcontinuum of (G,f ) is also
a such subcontinuum we have F(D(x))=D(F(x)) for each x ∈ (G,f ).
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Since we shall think of D(x) = g−1(g(x)) both as an element of the space G (=
g((G,f ))) and as a subcontinuum of (G,f ) for each x ∈ (G,g), it is easy to check that the
map ψ :G→ G defined by ψ(g(x))= g ◦ F ◦ g−1(g(x)) is well defined and a continuous
bijection. Consequently, it is a homeomorphism as G is a finite graph with the quotient
topology, and
ψ ◦ g(x)= g ◦ F ◦ g−1(g(x))= g ◦ F (D(x))= g(D(F(x)))= g ◦F(x).
If P(F) 6= ∅, then P(ψ) 6= ∅. Note that Per(ψ) is a finite set. Let k = max{m ∈ N :
m ∈ Per(ψ)} and n = k!. Since g(Ω(F)) ⊂Ω(ψ) = P(ψ), we get ψn(g(x)) = g(x) for
each x ∈ Ω(F). Consequently, Fn(D(x)) = g−1 ◦ ψn ◦ g(D(x)) = g−1 ◦ ψn(g(x)) =
g−1(g(x))=D(x). 2
Lemma 3.4. Let G be a finite graph and f :G→ G be continuous. If the inverse limit
space (G,f ) contains no indecomposable subcontinuum with nonempty interior then for
each A ∈D′1, there is n ∈N such that:
(1) pii(A)= pij (A)⇐⇒ i ≡ j (mod n);
(2) pii(A)∩ pij (A)= ∅ if i 6≡ j (mod n);
(3) pii(A) is nondegenerate and either A = (pi1(A),f |pi1(A)) (when n = 1) or A is
homeomorphic to (pi1(A),f n|pi1(A)) (when n > 1).
Proof. Let g : (G,f ) → G be the quotient map given in Theorem B and ψ be the
homeomorphism of G such that g ◦ fˆ = ψ ◦ g. By Lemma 3.3, g(A) ∈ P(ψ) for A ∈D′1.
Assume that n is the period of g(A) under ψ .
If n = 1 then pik+1(A) = pik+1 ◦ fˆ (A) = pik(A), since fˆ (A) = g−1 ◦ ψ ◦ g(A) =
g−1(g(A))=A. That is, (1) and (2) hold.
Consider the case that n > 1. As fˆ n(A)= g−1 ◦ψn ◦ g(A)= g−1(g(A))=A,
pii+kn(A)= pii+kn
(
fˆ kn(A)
)= pii(A) for each k ∈N,
and hence (1) holds. If there is i 6≡ j (modn) such that J = pii(A) ∩ pij (A) 6= ∅, then,
without loss of generality, we can assume that 16 i < j 6 n by (1). Thus
f n(J )= f n(pii+n(A)∩ pij+n(A))
⊂ f n(pii+n(A))∩ f n(pij+n(A))⊂ pii(A)∩ pij (A)= J.
It follows that
ϕn
(
fˆ−i+1(A)∩ fˆ−j+1(A))
= ϕn
(
fˆ−i+1(A)
)∩ ϕn(fˆ−j+1(A))
= (pii(A),f n|pii(A))∩ (pij (A),f n|pij (A))⊃ (J,f n|J ) 6= ∅,
where ϕn : (G,f )→ (G,f n) is defined by ϕn(x1x2x3 . . .) = (x1xn+1x2n+1 . . .) and is
a homeomorphism. Hence fˆ−i+1(A) ∩ fˆ−j+1(A) 6= ∅. This implies that fˆ−i+1(A) =
fˆ−j+1(A). That is, fˆ j−i (A)=A, contradicting the fact that {ψi(g(A))}n−1i=0 is a n periodic
orbit of ψ . This completes the proof of (2).
By (1), (2) and the fact that ϕn is a homeomorphism, it is easy to see that (3) holds. 2
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Lemma 3.5. Let G be a finite graph and f :G→ G be continuous. If the inverse limit
space (G,f ) contains no indecomposable subcontinuum with nonempty interior and
A,A′ ∈D′1, A∩A′ = ∅, then pii(A)∩ pii(A′)= ∅ for each i ∈N.
Proof. As pii(A)∩pii(A′)= pi1(fˆ−i+1(A))∩pi1(fˆ−i+1(A′)) and f̂ is a homeomorphism,
it suffices to prove that if A∩A′ = ∅ then pi1(A)∩ pi1(A′)= ∅.
Since (G,f ) contains no indecomposable subcontinuum with nonempty interior, by
Lemma 3.3, there is n ∈ N such that fˆ n(A) = A for each A ∈ D′1. Note that the
homeomorphism ϕn : (G,f )→ (G,f n) defined by
ϕn(x)= ϕn(x1x2x3 . . .)= (x1xn+1x2n+1 . . .)
satisfies
ϕn ◦ fˆ n = f̂ n ◦ ϕnf̂ n
(
ϕn(A)
)= ϕn(fˆ n(A))= ϕn(A),
and ϕn(A)= (pi1(A),f n|pi1(A)). It suffices to prove that if f :G→G is continuous and
the inverse limit space (G,f ) contains no indecomposable subcontinuum with nonempty
interior and fˆ (A)= A for each A ∈ D′1, then pi1(A) ∩ pi1(A′)= ∅, provided A ∩ A′ = ∅
for each pair of A,A′ ∈D′1.
Note that A = (pi1(A),f |pi1(A)) and A′ = (pi1(A′), f |pi1(A′)). Hence if pi1(A) ∩
pi1(A′) 6= ∅, then A∩A′ ⊃ (pi1(A)∩ pi1(A′), f |pi1(A)∩ pi1(A′)) 6= ∅, a contradiction. 2
Remark 3.6. Note that if f :G→ G is a piecewise monotone map of a finite graph
G with zero topological entropy, then so is f m for each m ∈ N. By Theorem A and
Lemma 3.4(3), if f :G→ G is a piecewise monotone map on a finite graph G with
zero topological entropy and A ∈ D′1, then A is homeomorphic to the inverse limit
space (pi1(A),f m|pi1(A)) for some m ∈ N. Furthermore, A has a K-decomposition.
Thus all results in this section hold if we replace G and f by G′(= pi1(A)) and f ′(=
fm|pi1(A)) :G′ →G′ respectively, where A ∈D′1.
4. The structure of (G,f )
In this section we give the description of the structure of (G,f ) in terms of the
monotone decomposition of (G,f ), under the assumptions that G is a finite graph and
f :G→G is piecewise monotone with zero topological entropy. Recall that Cf denotes
the union of the set of turning points of f and Br(G) the set of branched points of G, and
T (f )= Card(Cf ). See Remark C for some notations we will use.
Lemma 4.1. Let G be a finite graph and f :G→ G be piecewise monotone with zero
topological entropy. Then D′1 is finite.
Proof. Since there is n ∈ N such that fˆ n(A) = A for each A ∈ D′1 (Lemma 3.3) and
Card(D′1)= CardD′1((G,f n)) ((G,f ) is homeomorphic to (G,f n)), we may assume that
for each A ∈D′1, fˆ (A)=A, and consequently f (pi1(A))= pi1(A).
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Assume the contrary. That is, D′1 is not finite. Then there is a sequence {Ai}∞i=1 of
members of D′1 which are pairwise disjoint. Thus we have:
(1) {pi1(Ai)}∞i=1 are pairwise disjoint by Lemma 3.5;
(2) without loss of generality, we assume that ⋃∞i=1 pi1(Ai) is contained in some edge
E of G and pi1(Ai)∩Cf = ∅ for each i ∈N;
(3) we may assume that f |pi1(Ai) is orientation preserving for each i ∈ N as Cf is
finite;
(4) without loss of generality, we assume that pi1(Ai) = [ai, bi] ⊂ E and a1 < b1 <
a2 < b2 < · · ·< a with limi→∞ ai = a, f (ai)= ai, f (bi)= bi .
Let I = [a1, a]. It is clear that there is i0 ∈N such that [ai0, a)∩Cf = ∅. Thus f |[ai0, a]
is monotone, and consequently J = ([ai0, a], f |[ai0, a]) is homeomorphic to [0,1] by
Lemma 3.1. As Ai ∈ D′1 and Ai ⊂ J for each i > i0, it follows that J contains infinitely
many elements of D′1. If there is some j0 with f−1([aj0, a))= [aj0, a), then Ai contains
an open subset of (G,f ) for each i > j0 by Lemma 3.1, a contradiction. Hence there is a
subset K of G with K ∩ [ai0, a)= ∅ and f (K)⊃ [aj0, a) for some j0 > i0. This implies
that J is nowhere dense, a contradiction, as Ai is a maximal nowhere dense subcontinuum
for i > 1. Hence D′1 is a finite set. 2
Theorem 4.2. Let G be a finite graph and f :G→G be piecewise monotone with zero
topological entropy. Then either D′1 = DND1 or DND1 \ D′1 is a finite set each of whose
elements is homeomorphic to the circle. Furthermore, for each D ∈ DND1 \ D′1 we have
D ∩Ω(fˆ ) 6= ∅.
Proof. Assume that D′1 6=DND1 . That is DND1 \D′1 6= ∅. By Theorem 3.2 P(f ) 6= ∅.
We claim that for each A ∈DND1 \D′1, {fˆ n(A)}n∈Z are not pairwise disjoint.
Assume the contrary. That is, there is A ∈DND1 \D′1 such that {fˆ n(A)}n∈Z are pairwise
disjoint. For a given x0 = (x1x2 . . .) ∈ A, by the compactness of (G,f ), the sequence
{fˆ−n(x0)}n∈N has a convergent subsequence {fˆ−ni+1(x0)}i∈N with limi fˆ−ni+1(x0) =
y ∈ α(x0, fˆ )⊂Ω(fˆ ) (fˆ is a homeomorphism). Let pi1(y)= x , then x ∈ α(x1, f ).
Let g andψ be the maps defined in Theorem B. Then g(y) ∈ g(Ω(fˆ ))⊂Ω(ψ)= P(ψ)
as Per(fˆ ) = Per(f ) 6= ∅. Let g(y) be an n-periodic point of ψ and g−1(g(y)) = B . By
Theorem B, we have fˆ n(B)= g−1 ◦ψn ◦ g(B)= B . If B = {y}, then
f n(x)= f n(pi1(y))= pi1(fˆ n(y))= pi1(y)= x.
That is, O(x,f ) is a finite set. Now consider the situation that B is nondegenerate. If
O(x,f ) is infinite, then there is m ∈N such that
fm(x)= pi1 ◦ fˆ m(y) ∈ int
n−1⋃
i=1
pii(B)
as the boundary points of
⋃n−1
i=1 pii(B) is finite. Note that fm(x) ∈ α(x1, f ). Thus xk ∈⋃n−1
i=1 pii(B) for each k ∈N since
⋃n−1
i=1 pii(B) is invariant under f . This implies that
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A∩
(
n−1⋃
i=0
fˆ i(B)
)
6= ∅,
a contradiction. To sum up we have proved that O(x,f ) is finite.
We may assume that x is a fixed point of f . In fact, since O(x,f ) is finite, there
are m,n ∈ N such that f n(x) is a fixed point of f m. Without loss of generality, let
ni = kim− r (06 r < m). Then
f n(x)= lim
i
f n(xni )= lim
i
xkim−r−n ∈ α
(
f n+r (x1), f m
)
.
Note that both ϕm and f̂ n+r are homeomorphisms, pii = pii+1 ◦ f̂ and ϕm(A) ∈
DND1 ((G,f m)) \ D′1((G,f m)). Thus we may assume that x = limi xni is a fixed point
of f .
As Cf is a finite subset of G, there is an open connected subset C of G containing
x such that f |Di (Di = Ci is homeomorphic to the unit interval) is monotone for each
component Ci of C \ {x} for 16 i 6 k, where k is the number of components of C \ {x}.
Since (G,f i) is homeomorphic to (G,f ) for i = k!, without loss of generality, we may
assume that {D1, . . . ,Dk} =A1 ∪A2 with A1 ∩A2 = ∅, A1 6= ∅ and D ∈A1 if and only
if either f (D)⊂D or f (D)⊃D. Hence for each D = [x, xD] ∈A1 we have either
(1) there is D1 = [x, x1] ⊂D with f (D1)⊃D1, or
(2) for each z ∈ (x, xD], x < f (z) < z.
As x = limi xni and x is a fixed point of f , we may assume that {xni }i∈N ⊂ D for some
D ∈A1.
In case (1), let J = lim{Ji, f |Ji+1} with Ji = (f |D)−i+1(D). By Lemma 3.1, J is
homeomorphic to [0,1]. If f (G \ (x, xD]) ⊃ [x, x + ε] for some 0 < ε 6 xD , then J
is nowhere dense (see Lemma 3.1). As (xx . . .) ∈ J there is C ∈ D′1 with fˆ (C) = C
and J ⊂ C. Hence f (pi1(C)) = pi1(C). This implies that xi ∈ pi1(C) for each i > 1.
Hence (x1x2 . . .) ∈ C ∩ A, and C = A, a contradiction, since A ∩ P(fˆ ) = ∅. Thus we
assume that f (G \ (x, xD]) ∩ (x, x + ε) = ∅ with 0 < ε 6 xD − x . This implies that
xi ∈ [x, x+ ε] for each i >m1, and hence fˆ−m1+1(A)∩K 6= ∅, a contradiction, as int(K)
is an open subset of (G,f ) and is homeomorphic to (0,1), where K = lim{Ki,f |Ki+1}
with Ki = (f |[x, x + ε])−i+1([x, x + ε]). In case (2), it is easy to see that xi = x for each
i > 1, a contradiction since A∩P(fˆ )= ∅. This ends the proof of the claim.
By the claim we just proved we have that if A ∈ DND1 \ D′1, then {fˆ n(A)}n∈Z are not
pairwise disjoint.
Note that the image of a layer of (G,f ) under a homeomorphism is also a layer
of (G,f ). Assume that there are m > l ∈ Z such that fˆ m(A) ∩ fˆ l(A) 6= ∅. Then
fˆ m(A)= fˆ l(A), and consequently f r(pi1(A))= pi1(A), where r =m− l. It follows that
pi1(A) ∩ P(f r) = ∅ as A is homeomorphic to (pi1(A),f r |pi1(A)) and A ∩ P(fˆ ) = ∅.
By Theorem 3.2, (pi1(A),f r |pi1(A)) is homeomorphic to S1, and consequently A is
homeomorphic to S1.
The other statement of the theorem follows by the proof in the above paragraph and
Theorem D. 2
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Corollary 4.3. Let G be a finite graph and f :G→G be piecewise monotone with zero
topological entropy. Then:
(1) For each n ∈N, DNDn is finite.
(2) For each n ∈N, {pi1(D): D ∈DNDn } are pairwise disjoint. Furthermore, there is i0
such that for each i > i0, D′i =DNDi .
(3) For each n ∈N, there is kn ∈ {0} ∪N such that
Λ(f )∩
(
G \ pi1
(⋃
DNDn
))
⊂ P(f )∪M1 ∪ · · · ∪Mkn,
where Mi is a minimal set of f with Mi ∩ P(f ) = ∅ for each 1 6 i 6 kn.
Furthermore, the set of periods of periodic points in G \ pi1(⋃DNDn ) is finite.
Proof. (1) can be shown by using Theorem 4.2 with induction, and the first statement of
(2) can be shown by using (1) and the method used in the proof of Lemma 3.5.
If A ∈ DNDn \ D′n, then A is homeomorphic to S1, pi1(A) contains at least one simple
closed curve and pi1(A)∩pi1(⋃DNDn+1)= ∅. Thus the second statement of (2) follows from
the first statement and the fact thatG has finitely many simple closed curves. We now show
(3) by induction.
By Theorem B, there are a finite graph G, a continuous surjection g : (G,f )→ G and a
homeomorphismψ :G→ G such that g ◦ fˆ =ψ ◦ g. We have the following two cases.
Case 1. P(f )= ∅. In this case, f has a unique minimal setM withΩ(f )=M (see [5]).
Case 2. P(f ) 6= ∅. In this case, we have P(ψ) 6= ∅, Per(ψ) is finite and Ω(ψ)= P(ψ).
Thus
Λ(fˆ )∩
(
(G,f ) \
⋃
DND1
)
⊂ P(fˆ )
(by (4) of Theorem D), and the set of periods of periodic points in (G,f ) \⋃DND1 is
finite. As pi1 ◦ fˆ = f ◦ pi1, by (4) of Theorem D, we know that for each x ∈Λ(f ) ∩ (G \
pi1(
⋃DND1 )) there is y ∈Λ(fˆ ) ∩ ((G,f ) \⋃DND1 ) such that pi1(y)= x . Thus
Λ(f )∩
(
G \ pi1
(⋃
DND1
))
⊂ pii
(
Λ(fˆ )∩
((
G,f ) \
⋃
DND1
))
⊂ pii
(
P(fˆ )
)= P(f ).
To sum up we have proved that (3) holds when n= 1.
Assume that (3) holds for 1,2, . . . , n. By Theorem 4.2 and Lemma 3.3 there is m such
that fm(pi1(D))= pi1(D) for each D ∈DND1 . Since⋃
DNDn+1 =
⋃
D∈DND1
DNDn (D)
(see Remark C for the notation) we have (by the induction assumption) that for each
D ∈DND1 there is kD ∈ {0} ∪N with
Λ
(
f m|pi1(D)
)∩ (pi1(D) \ pi1(⋃DNDn (D)))
⊂ P (f m|pi1(D))∪MD1 ∪ · · · ∪MDkD ,
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where MDi is a minimal set of f
m|pi1(D) with MDi ∩ P(f m|pi1(D)) = ∅ and the set of
periods of periodic points in pi1(D) \ pi1(⋃DNDn (D)) is finite. We remark that
G \ pi1
(⋃
DNDn+1
)
=
(
G \ pi1
(⋃
DND1
))
∪
(
pi1
(⋃
DND1
)
\ pi1
(⋃
DNDn+1
))
=
(
G \ pi1
(⋃
DND1
))
∪
( ⋃
D∈DND1
pi1(D) \ pi1
(⋃
DNDn (D)
))
.
Hence (3) follows by the above remark, the finiteness ofDND1 , the fact that
⋃m−1
j=0 (f j (MDi ))
is a minimal set of f for each D ∈DND1 and Theorem D. 2
Lemma 4.4. Let G be a finite graph, f :G→ G be piecewise monotone with zero
topological entropy andm be the cardinality of the set of all simple closed curves contained
in G. For each i ∈ {1,2, . . . ,2m + 2}, assume that Ai ∈ D′i , fˆ (Ai) = Ai and (G,f ) =
A0 ⊃ A1 ⊃ · · · ⊃ A2m+2. If T (f |pi1(Ai)) = T (f ) for each i ∈ {1,2, . . . ,2m + 1}, then
T (f |pi1(A2m+2)) < T (f ).
Proof. We first show the following claim. If G1 is a proper subgraph of G with f (G1)=
G1, each component of G \G1 is homeomorphic to [0,1), G \G1 =⋃ki=1Ci (each Ci
is a component of G \ G1) and T (f ) = T (f |G1), then for each Ci there is a unique
j = j (i) with f (Ci) ⊃ Cj . Moreover, f (Ci) ∩ (G \ (G1 ∪ Cj ))= ∅ if f (Ci) ⊃ Cj ; and
E(G)∩ (G \G1) is a union of some periodic orbits of f .
In fact, as T (G) = T (f |G1), f |Ci is monotone for each 1 6 i 6 k. Since f is
surjective, for eachCi( 16 i 6 k) there isCj with f (Cj )∩Ci 6= ∅. If there are j1 6= j2 with
f (Ci) ∩Cjl 6= ∅, l = 1,2, then one end point of Ci which belongs to G1 will be mapped
to G \G1 (by the monotonicity of f |Ci ), contradicting the assumption that f (G1)=G1.
Hence for each i there is a unique j with f (Ci) ∩ Cj 6= ∅. Consequently we have that
f (Ci)⊃ Cj (as f (⋃ki=1Ci) ⊃⋃ki=1Ci ) and Ci ∩ E(G) is mapped by f to Cj ∩ E(G).
This implies that E(G) ∩ (G \G1) is a union of some periodic orbits of f . This ends the
proof of the claim.
Let Bi = pi1(Ai−1) \ pi1(Ai) for each i ∈ {1,2, . . . ,2m + 1}. If T (f |pi1(A2m+2)) =
T (f ), then each component of Bi is homeomorphic to either (0,1) or (0,1]. If Bi contains
a component which is homeomorphic to (0,1), then the number of the simple closed curves
contained in pi1(Ai) is less than m − 1. Thus there is 1 6 i0 6 2m + 1 such that each
component of Bi0 and Bi0+1 is homeomorphic to (0,1]. Without loss of generality, we
may assume i0 = 1, otherwise, we consider Ai0 = (pi1(Ai0), f |pi1(Ai0)) instead of (G,f ).
Let C = {Ci}kCi=1 be the set of components of B1, D= {Di}kDi=1 be the set of components
of B2 and E = {Ei}kEi=1 be the set of components of pi1(A0)(= G) \ pi1(A2). Set E2 =
{Ei ∈ E : Ei ∈ C}, E3 = {Ei ∈ E : Ei ∈ D} and E1 = E \ (E2 ∪ E3). Let G1 = pi1(A1)
and G2 = pi1(A2). Note that f (Gi) = Gi, i = 1,2. Hence the claim may apply to
(G,G1), (G1,G2) and (G,G2), and we can show
(1) Each element E ∈ E1 covers and only covers one elementE1 of E1 and f (E)∩ (G \
G2)=E1.
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(2) Each element E ∈ E2 covers and only covers one elementE1 of E2 and f (E)∩ (G \
G2)=E1.
(3) Each element E ∈ E3 covers and only covers one elementE1 of E3 and f (E)∩ (G \
G2)=E1.
We will show (1). (2) and (3) will follow similarly. As f (G2)=G2, for each E ∈ E1 we
have f (E) ∩ (⋃E2 ∪⋃E3) = ∅, and hence there is E1 ∈ E1 with f (E) ∩ E1 6= ∅. This
implies that f (E) ⊃ E1 by the claim. And by the monotonicity of f |E and the fact that
f (G2)=G2, we have f (E)∩ (G \G2)=E1. This ends the proof of (1).
If E1 6= ∅ and Di1 , . . . ,Dil ⊂
⋃E1 with Dip ∈D, f (Dip )⊃Dip−1(mod l) for 1 6 p 6 l,
then f−1(int(Dip ))⊂ int(Dip+1(mod l) ) for 16 p6 l (since,Di1 ∩E(G1) is a periodic point
of f of period l, f |Di1 is monotone, f (G2) = G2 and (1)–(3)). Let y = (y1y2 . . .) ∈
pi−11 (int(Dil )). Then y1 = pi1(y) ∈ int(Dil ) and yn ∈ int(Di1−n(mod l) ), n ∈N. It follows that
y ∈A1. That is pi−11 (int(Dil ))⊂A1, contradicting the assumption thatA1 is nowhere dense
as pi−11 (int(Dil )) is open in (G,f ). Hence we assume E1 = ∅. That is, E2 6= ∅ and E3 6= ∅.
As f (G1)=G1 for each A ∈ E2, we have f (A)∩⋃E3 = ∅. Thus by the same reasoning
as above, for Di0 ∈ E3 we have pi−11 (Di0) ⊂ A1, contradicting again the fact that A1 is
nowhere dense. This implies that T (f ) < T (f |pi1(Ai)) for some 16 i 6 2m+ 2. 2
Corollary 4.5. Let G be a finite graph and f :G→G be piecewise monotone with zero
topological entropy. Then Per(f ) is finite if and only if Order((G,f )) < ω0.
Proof. Assume first that Per(f ) is finite. Let k =max Per(f ). As (G,f ) is homeomorphic
to (G,f k!), without loss of generality, we assume that each periodic point of f is a fixed
point of f . Thus, if D′r 6= ∅, then fˆ (Ai)=Ai for each Ai ∈D′i and each i 6 r .
By Corollary 4.3 (2) there is i0 such that DNDi =D′i for each i > i0. If DNDi0 = ∅, we are
done. If DNDi0 6= ∅, then by using Lemma 4.4 repeatedly we get that there is j0 > i0 such
that for each A ∈D′j0, A is homeomorphic to a finite graph. This proves that Order(G,f )
is finite.
Assume now that Order(G,f ) is finite. That is, there is n0 ∈ N such that DNDn0 = ∅. By
Corollary 4.3, the set of periods of periodic points in G \ pi1(⋃DNDn0 )=G is finite. 2
Lemma 4.6. Let G be a finite graph and f :G→ G be piecewise monotone with zero
topological entropy. If Order(G,f )> ω0 then
(1) for each i ∈N there is Ai ∈D′i such that Ai+1 ⊂Ai and Order(Ai)> ω0;
(2) limi→∞Card(O(Ai, fˆ ))=∞, where O(Ai, fˆ )= {fˆ n(Ai): n ∈ Z};
(3) Per(f ) is an infinite set;
(4) for each A ∈D′ω0 and each pair of i 6= j ∈ Z, pii(A)∩ pij (A)= ∅, and fˆ n(A) 6= A
for each n ∈ Z \ {0};
(5) there is n ∈ N such that for each D ∈ DNDn there is nD ∈ N with pi1(fˆ nD (D))
homeomorphic to [0,1];
(6) P(f ) is not a closed set.
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Proof. (1) As Order(G,f ) > ω0, by Theorem 4.2 DND1 is finite and there is an A1 ∈ D′1
such that Order(A1) > ω0. Assume that for 1 6 i 6 n, there are Ai ∈ D′i such that
Order(Ai)> ω0 and Ai ⊂Ai−1.
By Lemma 3.3, there is an m ∈ N such that fˆ m(An) = An. That is, fm(pi1(An)) =
pi1(An). Since An is homeomorphic to (pi1(An), f m|pi1(An)), we have h(f m) = 0 and
fm|pi1(An) is piecewise monotone. By Theorem 4.2 there is an An+1 ∈ D′n+1 such that
An+1 ⊂An and Order(An+1)> ω0.
(2) If {Card(O(Ai, fˆ ))}∞i=1 is bounded, then k0 =max{Card(O(Ai, fˆ )): i ∈ N}<∞.
Set k = k0!. Then fˆ k(Ai) = Ai for each i ∈ N. Note that h(f k) = 0, f k|pi1(Ai) is
piecewise monotone and Ai is homeomorphic to (pi1(Ai), f k|pi1(Ai)). According to Lem-
ma 4.4, replacing f by f k , we have that there is N ∈ N such that T (f k|pi1(AN))= 0 for
each AN ∈DNDN . Since AN is homeomorphic to [0,1], Order(AN)= 1, contradicting (1).
(3) By Corollary 4.5, if Per(f ) is a finite set, then Order((G,f )) <∞, a contradiction.
(4) Assume that A=⋂∞i=1Ai with Ai ∈ D′i for each i >∞. If there is A ∈ D′ω0 such
that pii(A)∩ pij (A) 6= ∅ for some i < j ∈ Z, then, pii(Ak)∩ pij (Ak) 6= ∅ for each k ∈N. It
follows that fˆ j−i (Ak)=Ak for each k ∈N, contradicting (2).
(5) By Lemma 4.4 there is k ∈ N such that fˆ (D) 6= D for each D ∈ DNDk . As
{pi1(D): D ∈ DNDk } are pairwise disjoint, we know that for each D ∈ DNDk , there is nD
such that pi1(fˆ nD (D)) is a subgraph of G which is either homeomorphic to [0,1] or not
homeomorphic to G. As G is a finite graph, the lemma can be shown by using Lemma 4.4
and induction on subgraphs of G (see Remark 3.6).
(6) By (5) we have that there are i0,m such that for each i > i0, Bi = pi1(fˆ m(Ai))
is homeomorphic to the unit interval. Hence P(f ) ∩ Bi 6= ∅ for each i > i0. Taking
pi ∈ P(f ) ∩ Bi, i > i0, with limi pni = p, then p is not a periodic point according
to (2). 2
Corollary 4.7. Let f :G→G be a monotone map of a finite graph with zero topological
entropy. Then the following statements are equivalent:
(1) Order(G,f ) ∈N.
(2) Per(f ) is a finite subset of N.
(3) P(f ) is closed.
Proof. By Corollary 4.5, (1) is equivalent to (2). If Per(f ) is finite then there is n ∈N such
that Per(f n) = 1. This implies that P(f n) is closed, and P(f ) = P(f n) is closed. This
proves that (2) implies (3). By Lemma 4.6 (3) implies (1). 2
Corollary 4.8. Let f :G→G be a monotone map of a finite graph with zero topological
entropy. Then the following statements are equivalent:
(1) Order(G,f )> ω0.
(2) Per(f ) is an infinite subset of N.
(3) P(f ) is not closed.
Proof. This is a direct consequence of Corollary 4.7. 2
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Lemma 4.9. Let G be a finite graph and f :G→ G be piecewise monotone with zero
topological entropy. If A,B ∈ D′ω0 and A ∩ B = ∅, then pij (A) 6= pij (B) for each j ∈ N.
Furthermore, D′ω0 is a countable set.
Proof. By the definition of D′ω0 , there are Ai,Bi ∈ D′i (i ∈ N) such that A ⊂ Ai+1 ⊂
Ai, B ⊂ Bi+1 ⊂ Bi with A=⋂∞i=1Ai and B =⋂∞i=1Bi . If pij (A)∩ pij (B) 6= ∅ for some
j ∈N, by Lemma F we have
∞⋂
i=1
pij (Ai)∩
∞⋂
i=1
pij (Bi) 6= ∅.
By Lemma 3.5, Ai ∩ Bi 6= ∅ for each i ∈ N, and hence Ai = Bi by the maximality of Ai
and Bi . Consequently
A=
∞⋂
i=1
Ai =
∞⋂
i=1
Bi = B.
Hence if A 6= B then pij (A)∩ pij (B)= ∅ for each j ∈N.
If A ∈D′ω0 , then there is iA ∈N such that piiA(A) is nondegenerate. Write
D′ω0 =
⋃
A∈D′ω0
O(A, fˆ ),
where O(A, fˆ )= {fˆ n(A): n ∈ Z}. Let the map
η :
{
O(A, fˆ ): A ∈D′ω0
}→ {piiA(A): A ∈D′ω0}
be defined by η(O(A, fˆ )) = piiA(A). It is easy to check that {piiA(A): A ∈ D′ω0} are
pairwise disjoint, and hence η is one-to-one. As G is a finite graph {piiA(A): A ∈ D′ω0}
is countable. It follows that D′ω0 =
⋃
A∈D′ω0 O(A, fˆ ) is countable. 2
Theorem 4.10. Let G be a finite graph and f :G→G be piecewise monotone with zero
topological entropy. Then DNDω0 is a countable set. Furthermore for each A ∈ DNDω0 , A is
homeomorphic to the unit interval and (G,f ) is Suslinean with Order((G,f ))6 ω0 + 1.
Proof. By Corollary 4.3(2), we know that DNDω0 =D′ω0 is countable.
According to Lemma 4.6, pii(A) ∩ pij (A) = ∅ for each A ∈ D′ω0 and i 6= j ∈ Z. By
the facts that f is piecewise monotone and f (pii+1(A)) = pii(A), there is j0 ∈ N such
that for each j > j0, pij (A) ∩ Cf = ∅ and pij (A) is nondegenerate. That is, f̂−j0+1(A) is
homeomorphic to [0,1] (Lemma 3.1), and so is A. Thus Order((G,f ))6 ω0 + 1.
Let C be a collection of pairwise disjoint nondegenerate subcontinua of (G,f ). Since
DND1 is a finite set and (G,f ) \
⋃DND1 is homeomorphic to G \⋃g(DND1 ), it is easy to
show that the collection of the elements of C with nonempty interior in (G,f ) is countable.
As (G,f ) is homeomorphic to (G,fm) and DNDm is a finite set for each m ∈ N, it follows
that the collection of the elements of C with nonempty interior in Ai(∈DNDi ) is countable
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for each i ∈N. As D′ω0 is a countable set each elements of which is homeomorphic to [0,1]
and
(G,f )=
∞⋃
i=1
(⋃
DNDi−1 \
⋃
DNDi
)
∪
⋃
DNDω0 ,
we have that C is countable. That is, (G,f ) is Suslinean. 2
5. The proofs of the main results
In this section we will give the proofs of the Main Theorems. A continuum M is called
a θ -continuum (respectively θn-continuum) if for each subcontinuum Y of M , the number
of components of M \ Y is finite (respectively at most n). If each subcontinuum of M
is a θ -continuum (respectively θn-continuum), M is called a hereditarily θ -continuum
(respectively a hereditarily θn-continuum). We will show that each homeomorphism of
a Suslinean hereditarily θ -continuum has zero topological entropy, and hence we prove
that (2) implies (4) (in Main Theorem 1) by Theorem 4.10. To do this we need some
notation. Let Σ = ∏∞i=1{0,1, . . . , ni − 1} with ni > 2, where {0,1, . . . , ni − 1} has
the discrete topology, i > 1. If α = (α1α2 . . .) and β = (β1β2 . . .) are two elements
of Σ then their sum α + β = (g1g2 . . .) is defined by as follows. If α1 + β1 < n1
then g1 = α1 + β1; if α1 + β1 > n1 then g1 = α1 + β1 − n1 and we carry 1 to the
next position. The other terms g2, . . . are successively determined in the same fashion.
Let δ :Σ → Σ to be defined by δ(g) = g + (100 . . .) for g ∈ Σ . It is known that
Σ is a minimal set of δ and h(δ) = 0. We shall call (Σ, δ) a generalized adding
machine.
Lemma 5.1 (Grace [11] and Kato and Kawamura [13]).
(1) Any hereditarily decomposable θ -continuum is a θn- continuum for some n ∈N.
(2) Let M be a hereditarily decomposable θn-continuum. Then M admits an upper
semi-continuous monotone decomposition C such thatM/C is a nondegenerate finite
graph which is a θn-continuum.
Note that if G is a finite graph and F be a homeomorphism of G. Then
(1) If P(F)= ∅, then G= S1.
(2) If P(F)= ∅, then F has a unique minimal set B which is homeomorphic either to
S1 or to a Cantor set.
Moreover,Ω(F)= B (see [1]) and h(F )= 0. (3) If P(F) 6= ∅, then Ω(F)= P(F).
Theorem 5.2. LetM be a Suslinean hereditarily θ -continuum andF be a homeomorphism
ofM . Then h(F )= 0. Consequently, if f :G→G is a piecewise monotone map of a graph
G with zero topological entropy, then each homeomorphism of (G,f ) has zero topological
entropy.
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Proof. By Lemma 5.1, there is a monotone map φ :M → G onto a graph G and a
homeomorphismK :G→G such that φ ◦F =K ◦ φ. Note that for each t ∈G, φ−1(t) is
a Suslinean hereditarily θ -continuum.
For each t ∈G we call φ−1(t) a layer of M , and for each ordinal number α we define
Dα as in Remark C.
(1) If P(K) = ∅, then G has a unique minimal set B which is homeomorphic
either to S1 or to a Cantor set and R(K) = B . As M is Suslinean, A = {t ∈
S1: Card(φ−1(t)) > 2} is countable. This implies that h(F |ω(x,F )) = 0 for each
x ∈R(F) by Theorem G.
(2) If P(K) 6= ∅, then R(K) = P(K). Hence for each x ∈ R(F) there are disjoint
Suslinean hereditarily θ -continua M1,M2, . . . ,Mn such that x ∈M1 and F(Mi)=
Mi+1(mod n) for 16 i 6 n. Hence Fn(Mi)=Mi , 16 i 6 n.
By (1) and (2) we know that for each x ∈ R(F) we have either
(i) there are some m ∈ N, some ordinal number α and some subcontinua M1,M2, . . . ,
Mm ∈ Dα with that (a) x ∈ M1, F (Mi) = Mi+1(mod m) and Mi admits an upper
semi-continuous decomposition C such that Mi/C is homeomorphic to S1; and (b)
there are a homeomorphismK1 :S1→ S1 and a continuous onto map φ1 :M1→ S1
such that P(K1)= ∅, K1 ◦ φ1 = φ1 ◦ Fm|M1, or
(ii) there are some ordinal number α and subcontinua Mg ∈ Dα, g ∈ Σ (Σ is some
generalized adding machine) such that x ∈ X =⋃g∈Σ Mg , where X is a closed
invariant subset of M and F |X is an extension of δ with the property that the semi-
conjugacy is one-to-one except at a subset of X, which has countable image under
the semi-conjugacy.
In case (i), using (1), we get that for each x ∈ R(F) there is some m ∈ N such that
h(Fm|ω(x,Fm)) = 0. Hence h(F |ω(x,F )) = 0 for each x ∈ R(F). In case (ii), using
Theorem G, we get that for each x ∈ R(F), h(F |ω(x,F )) = 0. Hence by using the
Variational Principle we get that h(F )= sup{h(F |ω(x,f )): x ∈R(f )} = 0 in both cases.
The last statement of the theorem follows from what we just proved and Theo-
rem 4.10. 2
Proof of Main Theorem 1. We have that (1) implies (2) and (2) implies (3) by Theorem
A and Theorem 4.10 respectively. As a Suslinean continuum is hereditarily decomposable
(see [16]), we know that (3) implies (1). Since h(fˆ ) = h(f ) (see [8]), we get (4) implies
(2). And by Theorem 5.2, we get (2) implies (4). 2
To prove Main Theorem 2 we need
Lemma 5.3 ([20] or [3]). Let I be a compact interval and f : I → I be strictly piecewise
monotone with zero topological entropy. Then:
(a) f has finitely many nontrivial minimal sets.
(b) The set of recurrent points of f is closed.
(c) Each ω-limit point is a recurrent one.
(d) Each recurrent point of f is an almost periodic one.
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Lemma 5.4. Let G be a finite graph and f :G → G be continuous with positive
topological entropy. Then:
(a) f has uncountably many nontrivial minimal sets.
(b) The set of recurrent points of f is not closed.
(c) There is a ω-limit point which is not a recurrent one.
(d) There is a recurrent point of f which is not an almost periodic one.
Proof. By [14], there are disjoint subintervals I, J ofG which are contained in some edge
ofG, and some n ∈N such that f n(I)∩f n(J )⊃ I ∪J . Thus using the standard argument
(see, e.g., [3]) there is a compact subset X of G, invariant under f n, such that (X,f n|X)
is semi-conjugate (through φ) to the one-sided shift σ with two symbols. And φ satisfies
that it is one-to-one except a countable subset of X and it is finite-to-one on the countable
subset. As σ has uncountably many nontrivial minimal sets, by Theorem 3.11 of [24], so
does f . The other conclusions of the lemma follow similarly by the proof of Proposition 1
of [21]. 2
Proof of Main Theorem 2. By Lemma 5.4, each of (2)–(5) implies (1). Now we assume
that h(f )= 0 and show that (2)–(5) hold.
If there is n ∈ N such that DNDn = ∅, then the theorem follows from Theorem D and
Corollary 4.3. Hence by (5) of Lemma 4.6, there is n ∈ N such that for each D ∈ DNDn ,
there is nD ∈N with that pi1(fˆ nD (D)) is homeomorphic to [0,1].
By Theorem 4.2, there is m ∈ N such that for each D ∈ DNDn , fˆ m(D) = D (DNDn is a
finite set). Hence by Lemma 5.4, (2)–(5) hold for f m(pi1(fˆ nD (D))) and for eachD ∈DNDn .
As f (pi1(D))= pi1(fˆ (D)), by Theorem D we have that (2)–(5) hold for fm(pi1(D)) and
for eachD ∈DNDn . Since (G,f ) is homeomorphic to (G,f m), according to Corollary 4.3,
there is km such that
Λ
(
f m
)∩ (G \ pi1(⋃DNDn ))⊂ P (fm)∪M1 ∪ · · · ∪Mkm,
where Mi is a minimal set of f m and (
⋃km
i=1Mi) ∩ P(f ) = ∅ and the set of periods of
periodic orbits in G \ pi1(⋃DNDn ) is finite. This proves that (2)–(5) hold for f m, and
consequently (2)–(5) hold for f by Theorem D. 2
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