A recursive stochastic integral equation for the detection of counting processes is derived from a previously known formula [5] of the likelihood ratio. This is done quite simply by using a result due to Dol6ans-Dade [4] on the solution of stochastic integral equations.
in the context of Poisson processes and [2] in the context of CP's which admit a conditional rate.
The purpose of this paper is not to present a proof of the likelihood ratio formula (for that see [5] ) but to derive from this formula stochastic integral equations by which the likelihood ratio can be computed recursively. This can be done quite simply using a result due to Dol6ans-Dade [4] on the solution of stochastic integrals equations involving semimartingales. These recursive equations are most useful in applications as they give a way of implementing the computation of the likelihood ratio continuously in time.
2. Preliminaries. Let (~, oy, p) be a complete probability space. By (At) we denote a real valued stochastic process defined on R +, the positive real line and by a Counting Process (CP) we mean Definition 2.1. A CP is a stochastic process having sample paths which are zero at the time origin and consisting of right-continuous step functions with positive jumps of size one.
The time of nthjump Jnof a CP (Nt) is the stopping time defined by / inf(t:N t/> n) J.= if the above set is empty.
Let (~) be a right-continuous increasing family of o-subalgebras of ~ with U0 containing all the P negligible sets, and suppose (Nt) is a CP, adapted to ~t, with the sole assumption that EN t is finite for each t. Then, as a consequence of the Doob-Meyer decomposition for supermartingales we can associate to (Art) a unique natural increasing process (At), dependent on the family (0y,), which A makes the process (M t = Nt-At) a martingale (see [11] ). This decomposition (Nt= Mr+At) is intuitively a decomposition into the part (Mr) which is not predictable and (At) which can be perfectly predicted. This unique process (At) is called the Integrated Conditional Rate (ICR) of (Nt) with respect to (6y,) ("the (°Yt) ICR of (Nt)") and has been studied in [5] . The terminology ICR is motivated by the fact that when (Art) satisfies some sufficiency conditions its ICR takes on the form (ftoXsds) where (Xt) is a nonnegative process called the conditional rate (with respect to (~t)) satisfying
, Section 2.5). The existence of CP's possessing a bounded conditional rate with respect to the family of o-algebras generated by the process itself has been first shown in [2] and in [5] . Sufficiency conditions for the existence of a conditional rate have been given in [5] . By a change of time we can show similar results (i.e., existence (see [5] , Corollary 3.1.3) and sufficiency conditions) for (°Yt) ICR's of the form (HoAsdm~) where (At) is a locally bounded predictable process and m t a deterministic increasing right-continuous function with m0=0. Denote by ~(°Yt) the class of all locally bounded predictable (with respect to (~)) processes (see [3] , p. 98). For example, processes adapted to (o~,) and having left-continuous sample paths belong to ~(~,).
Remark 2.2. Let the ICR (At) be of the form (fro)tiling)
and denote by A the union of all intervals of R + on which the function m, is constant. Observe that the ICR (At) is not affected by a change of values of (At) for t E A and we may well have X t = m for t E A. To avoid problems due to this indeterminacy we adopt the following convention: for t ~A we set )b equal to unity. We assume here that modern martingale theory ( [11] , [3] ) is known. Recall that a semimartingale (Xt) is a process which can be written as a sum (X t = Xo+ L t + At) where X 0 is U0-measurable, (Lt) is a (~,) local martingale and (At) is a right-continuous process adapted to (~,) having sample paths of bounded variation on every finite interval and with A 0 = 0 a.s. (see [3] 
Z,=exp( x t -l (x~)t) S~t(l + AX~ )exp(-AX,)
where the product in the right hand side converges a.s. for each t. Here we define ((XC)t) as the unique natural increasing process (see [3] ) associated to the continuous part of the local martingale (L~); ((X~)t) is identically zero when (At)
is a semimartingale with sample paths of bounded variation on every finite interval (see [3] ).
3. The Detection Problem. Let P0 and P1 be two measures carried on (fL ~'~).
Suppose that (Nt) is a CP defined on (~2, ~) and denote by ~)Lt the minimal o-algebra generated by (Nt) up to and at time t. The notation El(.) for i = 0 , 1 is intended for the expectation operator with respect to the measure P~. N t -m,) is a (P, ~)Lt) martingale. Hence (5) shows that the process (XtAr) is a local martingale. In turn, (2) In applications, Eqs. (2) and (3) give a way of implementing the computation of the likelihood ratio continuously in time. They represent recursive equations if one also obtains the best estimates (~/) in a recursive manner. The block diagram of this implementation is given in Figure 1 .
