An analytic model for the Richtmyer-Meshkov instability in the linear regime is presented. Approximate formulas for the interface asymptotic velocity are obtained for weak incident shocks. When a rarefaction is reflected, a comparison with recent experiments is shown. The phase reversal is also discussed. The areal mass density perturbations are studied and they are found to grow asymptotically linearly with time. For strong shocks there is a shift due to the entropy disturbances behind the shock͑s͒. The impulsive model is modified to consider the different accelerations exerted by the reflected and transmitted fronts. It agrees with the compressible solution in the weak shock limit.
I. INTRODUCTION
When a plane shock wave hits a corrugated surface separating two different fluids, the corrugations begin to grow after the shock has passed into the second fluid. Instability develops both for positive and negative Atwood numbers. This phenomenon, known as the Richtmyer-Meshkov ͑R-M͒ instability 1,2 is of direct importance in Inertial Confinement Fusion any time a shock wave crosses layers of materials with different densities. This situation could seed perturbation growth in a later stage due to the Rayleigh-Taylor instability in the acceleration phase. 3, 4 Generally, a rarefaction or a shock is reflected at the contact surface and this fact depends on the fluid densities and isentropic exponents as well as on the shock intensity. 5, 6 Richtmyer had only considered the case in which a shock is reflected at the interface separating two ideal gases. He also proposed a generalization of the Rayleigh-Taylor formula with an impulsive acceleration. His result can be summarized as follows:
where ␦v i is the perturbed asymptotic interface velocity, kϭ2/ is the perturbation wavenumber, 0 * is the initial interface amplitude just after shock passage, A T * is the postshock interface Atwood number and v i is the zero order interface velocity induced by the incident shock. Incidentally, Eq. ͑1͒ predicts a phase reversal in the perturbation amplitude if the Atwood number is negative ͑in general, when a rarefaction is reflected instead of a shock͒. Equation ͑1͒ had been later verified experimentally by Meshkov, who found qualitative agreement. For negative Atwood numbers he observed the phase inversion following shock-interface interaction. However, the simple derivation of Eq. ͑1͒ does not take into account the compressibility effects and does not explain why there is such a phase reversal. It will be shown later, in connection with the rarefaction case, that the phase reversal can be predicted by analyzing the initial circulation left by the deformed shocks at the contact surface. Meyer and Blewett 7 studied numerically Meshkov's experiments and they found that Eq. ͑1͒ could reproduce the numerical results for negative Atwood numbers if they used the average between the pre-shock and post-shock interface amplitude. Regarding the shock reflected case, the first analytic treatment in the linear approximation has been given by Fraley. 5 He obtained a correction of Eq. ͑1͒ that takes into account compressibility effects. The solution is given in terms of an infinite series for arbitrary shock strength. For very weak shocks he could obtain a simple formula that goes over to the incompressible result. His work showed the many complexities of the interaction between the rippled shock fronts and the interface. Quite recently, a numerical solution that includes both positive and negative Atwood numbers has been published. 8 The authors made a comparison of their results with Eq. ͑1͒ and found domains of agreement and disagreement especially for strong shocks and gases with different isentropic exponents. Also Mikaelian 6 made an analysis of Eq. ͑1͒ and arrived to the conclusion that, in general, the asymptotic interface velocity could not be proportional neither to the pre-shock nor to the post-shock Atwood numbers and studied specific situations in which the perturbations could be frozen out, that is, exhibit no growth for any wavelength. Regarding the experimental work, it has appeared recently a set of experiments that studied the R-M instability when a rarefaction is reflected at the contact surface. 9 The characteristic of these experiments is that very strong incident shocks ͑Mach number Ͼ15͒ were generated by means of indirect laser irradiation. They have seen a general good agreement with Eq. ͑1͒, as modified by Meyer and Blewett. In this work, we present an analytic model for the perturbation flow behind rippled shock and rarefaction fronts, based on previous works of Nikolaev 10 and Yang et al. 8 In the shock reflected case, by means of a suitable coordinate transformation, it is possible to obtain the analytic form of the perturbations behind the deformed shocks. This possibility is useful in analyzing asymptotic behaviors and scaling laws. It is seen that the perturbations are written as a series of Bessel functions and the coefficients accompanying them are simple functions of the space and time coordinates. We use this solution for the R-M problem in the homogeneous regions behind the transmitted and reflected shocks. When a rarefaction is reflected, the linearized equations can also be solved analytically. It is seen that the temporal behavior is also governed by a series of Bessel functions and the coeffia͒ Fellow of Japanese Society for the Promotion of Science ͑JSPS͒. Electronic mail: wouchuk@ile.osaka-u.ac.jp cients must be determined as solutions of ordinary differential equations. Nevertheless, their expression is a little more complicated than in the shock reflected case. The solution thus obtained can be connected with that of the homogeneous regions. In Sec. II we consider the shock reflected situation and write the equations which determine the pressure perturbations. In Sec. III we show the velocity, density and vorticity profiles as functions of space and time coordinates. Approximate expressions for the normal velocity and for the jump in tangential velocities at the interface are obtained for weak incident shocks. The asymptotic evolution of the mass areal density between the shocks can also be studied. It is found that this quantity increases linearly in time and there is a shift dependent on the strength of the incident shock. It is seen that this shock intensity dependent shift is produced by the entropic disturbances generated behind the deformed shocks. In Sec. IV the reflected rarefaction case is considered, an approximate formula for the asymptotic interface velocity is obtained and its predictions are compared with recent experiments. A brief discussion about the interface phase reversal is included. The dependence of the asymptotic mass areal density shift as a function of shock intensity and isentropic exponents is addressed. In Sec. V the impulsive model that led to the formula suggested by Richtmyer is revisited. It is modified by considering different accelerations for both fluids and by requiring continuity of pressure and normal velocity in a layer of non-vanishing thickness. This layer is defined by the positions of the deformed shocks at both sides of the interface just after shock refraction. In this way the early effects of compressibility are retained and it is found that the impulsive formula so obtained agrees with the result of the complete solution in the limit of weak incident shock. A summary is presented in Sec. VI.
II. LINEARIZED EQUATIONS AND STABILITY MODEL FOR THE SHOCK REFLECTED CASE

A. Perturbation analysis
Let a plane shock come from the right ͑fluid ''b''͒. The shock velocity in the laboratory frame is Ϫu i x . Across the incident shock front, the density jumps from b0 to b1 and the pressure jumps from p 0 to p 1 . We define the incident shock intensity as sϭ(p 1 Ϫp 0 )/p 1 . The fluid velocity behind the incident shock, as measured in the laboratory frame, is Ϫv 1 x . The zero order profiles can be found everywhere else. 11 In Fig. 1 we sketch the reflected and transmitted shocks in the laboratory system. In that system, the transmitted shock moves to the left with a velocity Ϫu t x and the reflected shock moves to the right with a velocity ϩu r x . The interface is moving to the left with the velocity Ϫv i x . Let us assume ideal gases with isentropic exponents ␥ a and ␥ b . The corrugated interface is located initially at xϭ0 and has a corrugation of the form i (tϭ0Ϫ)ϭ 0 e iky . The initial interface amplitude is 0 and ϭ2/k is the perturbation wavelength. We consider only small perturbations compared to the wavelength ( 0 Ӷ). We study the problem in a system of reference that moves with the unperturbed interface. In that system, the reflected shock moves to the right with a velocity U r ϭu r ϩv i and the transmitted shock moves to the left with the velocity U t ϭu t Ϫv i ͑see Fig. 1͒ . All perturbed quantities are assumed to have a dependence on the transverse coordinate proportional to e iky . If denotes any fluid magnitude, then its perturbed value is denoted by ␦. We write the linearized fluid equations:
͑5͒
The index ''m'' stands for fluid ''a'' or ''b.'' Here, 
͑6͒
It is understood that c m f refers to the final sound velocity of fluid ''m.'' We can combine Eqs. ͑2͒-͑5͒ and get the homogeneous wave equation for the perturbed pressure:
͑7͒
which must be solved in the space between the transmitted and reflected shock fronts. To get the general solution of the last equation we define, following Nikolaev: 1 . Schematic of the wave fronts after the interaction with the material interface when a shock is reflected. The reflected shock travels to the right with velocity u r , the transmitted shock travels to the left with velocity u t and the interface moves to the left with velocity v i in the laboratory system. The incident shock ͑not shown͒ came from the right and the fluid velocity behind it is v 1 .
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͑9͒
We try the solution ␦p m ϵg (r m )h ( m ) and obtain
where is the separation constant, yet undetermined. Equation ͑10͒ is the Bessel equation of order and then, we can write the general solution of Eq. ͑9͒ as
with J and Y the two independent solutions of Eq. ͑10͒.
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The coefficients as well as the separation constant must be determined from the boundary conditions.
B. Boundary conditions
To write the boundary conditions at the shock fronts, we follow the analysis of Richtmyer and refer the reader to that work for details. 1 Let r (t)e iky denote the reflected shock deformation. Then, from the linearized R-H ͑Rankine-Hugoniot͒ conditions we obtain
Here, x r is the position of the undisturbed reflected wave front, ␤ r ϭU r /c b f is the reflected shock Mach number with respect to the fluid behind it 13 and b f ϭ b f / b1 , where b1 is the density behind the incident shock and b f is the density behind the reflected shock. The parameter r is related to the slope of the Hugoniot curve evaluated at the final state, behind the front:
͑14͒
We can also obtain the following relationships:
Taking the total time derivative of ␦v xb along xϭx r (t) and using the continuity of the tangential velocity at both sides of the reflected front, we get the following equation that relates the derivatives of ␦p b with the shock front ripple r :
where
, and r ϭk r . We do analogously with the transmitted shock front and get the relationships
with ␤ t ϭU t /c a f the transmitted shock Mach number with respect to the fluid behind it and a f ϭ a f / a0 , where a f is the density behind the transmitted shock. Also, we have
and from them we obtain
where The transformed equations are
where r0 ϭ 0 (1ϩu r /u i ) and t0 ϭ 0 (1Ϫu t /u i ) are the dimensionless amplitudes of the reflected and transmitted deformed shocks ͑at tϭ0ϩ) and 0 ϭk 0 . Equating equal powers of the exponential e Ϫq m on both sides of Eqs. ͑28͒ and ͑29͒ we get an infinite system of linear coupled equations for the unknowns m , m It can be seen that the index must be a positive odd integer. To close the problem we go to the boundary conditions at the interface. We require the continuity of pressure and normal acceleration. We get
Each Bessel function can be formally expanded in powers of its argument and we obtain an infinite set of coupled equations among the unknowns. Thus, with Eqs. ͑28͒, ͑29͒, ͑30͒, and ͑31͒ we can get the coefficients of the pressure perturbation in both fluids. However, to avoid round-off errors it has been found to be convenient, following Fraley, 5 to define an alternative set of unknowns p j m ,a j m . The details are omitted as they can be found in Ref. 5 :
The following relations also hold:
With the help of Eqs. ͑34͒ we can choose between one of the sets a j a ,p j a or a j b ,p j b .
III. PERTURBATION PROFILES AND AREAL DENSITY GROWTH
A. Interface perturbation velocity
Next, we can calculate the perturbation variables behind both shock fronts by using the solution given by Eq. ͑27͒ after the coefficients have been determined from Eqs. ͑28͒ and ͑29͒. The interface velocity ␦v i is obtained by the integration of the x-momentum equation ͓Eq. ͑2͔͒ at xϭ0. The result is
where ''m'' stands for a or b. For very large times ( m →ϱ), the integral of the Bessel function is equal to unity, then the asymptotic velocity is
͑36͒
In Fig. 2 we show the normalized interface acceleration ␦a i /(ku i 2 0 ), (␦a i ϭd␦v i /dt) as a function of x r /, where x r is the reflected shock position, for the system formed by the gases Ar-Xe. The incident shock intensity is sϭ(p 1 Ϫ p 0 )/p 1 ϭ0.5. In Fig. 3 we show the normalized interface velocity ͓␦v i /(u i 0 )͔ for the same pair of gases. It is interesting to mention here, that the transient behavior of the interface acceleration is sensitive to the ratio of final sound velocities (N ϭc a f /c b f ). As N →1, the transition time towards the asymptotic regime in the interface acceleration ͑or velocity͒ is seen to be reduced. In fact, in that limit, the sound perturbations travel with the same speed in both fluids and therefore there is no mismatching at the interface. That is, both fluids ''approach'' the asymptotic regime together. In Fig. 4 we plot the normalized asymptotic velocity as a function of shock intensity for different pairs of gases. The initial density ratios as well as the isentropic exponents of the ideal gases are taken from the paper of Yang et al.
25͔. Good agreement is found for relatively weak shocks and a small difference is observed for stronger shocks. This difference, which in some cases is around twenty percent, could be probably attributed to the accumulation of roundoff errors in the solution of Eqs. ͑28͒ and ͑29͒.
Next, we proceed with the transverse y-velocity at the interface. The y-momentum equation integrated at xϭ0 gives
In the weak shock limit it is possible to get an approximate formula for both ␦v i and the asymptotic jump in tangential velocities ␦v yϱ
To do that, we go to the shock boundary conditions ͓Eqs. ͑28͒ and ͑29͔͒ and make sӶ1. In this limit, it seems reasonable that only the first terms in the solution given by Eq. ͑27͒ will be important. 5 By approximating ␦v i ϳϪ( 1
with ⌬v y b ϭR⌬v y a according to Eq. ͑3͒. If we further approximate
The asymptotic jump in tangential velocities at xϭ0 is
͑40͒
Equation ͑39͒ is similar to the one obtained by Fraley, 5 as written also by Mikaelian. 6 Using the zero order profiles, the formulas given by Eqs. ͑39͒ and ͑40͒ reduce to the incompressible result in the limit s→0. In Fig. 5 we compare the result of Eq. ͑39͒ with the complete solution given by Eq. ͑36͒, for the gases Ar-Xe as a function of the incident shock intensity. We see good agreement for moderately weak shocks. It will be shown later that we can recover the last formulae from an impulsive model by making the assumption of incompressibility in both fluids once the shocks have been refracted. Regarding the limits of validity of such an approximation, we can only argue that an incompressible solution should be valid in the strict limit of vanishing shock intensity (s→0). It is not difficult to see that for weak shocks it is sϳv i /c m and therefore, the assumption of a weak shock is equivalent to that of infinite sound velocity compared to the fluid velocity which in turn is equivalent to the hypothesis of incompressible fluid. 11 Then, we expect that an incompressible formula will be valid only in the limit s→0. In fact, as discussed by Zhang and Sohn, 14 it is natural to assume that the effects of compressibility are important when the shocks are very near the interface. Then, if the shock velocities are high compared with the interface velocity, the shocks will separate soon from it and the effects of fluid compression across the fronts will have less and less influence on instability evolution. 6 Unfortunately, it is not possible to give here a quantitative estimate of a maximum shock strength ͑which should be dependent on fluids properties͒, below which the incompressible formula is a good approximation to the interface velocity. Because the parameter space is very wide and the relationships between zero and first order quantities are very complicated, the relative error in the asymptotic interface velocity must be evaluated for each particular case and a general formula does not seem possible to be obtained.
B. Velocity, density and vorticity perturbation profiles
We consider now the calculation of the velocity perturbations ␦v y and ␦v x at any position x between the shocks as a function of time. In what follows we work only with the fluid ''b,'' but the calculations are similar for the fluid ''a.'' We begin by integrating in time the y-momentum equation ͓Eq. ͑3͔͒ at a fixed position x:
where b ϭkc b f t and 0 (x)ϭkx/␤ r is the dimensionless time at which the reflected front passes through position x. The term ␦v yb (x,x/U r ) is therefore, the y-velocity behind the shock front at tϭx/U r as calculated from the linearized R-H conditions. 1 To evaluate the time integral of the pressure the calculations are not difficult but are rather lengthy and make use of properties of the Bessel functions. 12, 15, 16 We show the details of the calculations in the Appendix and here show only the result:
͑42͒
A similar formula is obtained for fluid ''a.'' In the incompressible limit, the sound velocity is very large compared to the fluid velocity. In that situation, it is known that the velocity perturbations decay exponentially with the distance from the interface, that is, ␦v x ,␦v y ϳe
Ϯkx . It is interesting to see that we can recover that dependence from the last equation. The calculations are not very complicated, but require a bit more of algebraic work. The derivation is shown in the Appendix.
Regarding ␦v xm , the calculations are similar but we must integrate the x-momentum equation at a fixed position ͓Eq. ͑2͔͒.
We show the final result:
and a similar formula is obtained for the fluid ''a.'' By doing the same calculations as with ␦v y we can recover the exponential dependence of the weak shock case.
To get the profiles of the density perturbations we should note that, because of entropy production across the fronts, ␦ is not in general proportional to ␦p. At any given position x, the value of ␦ is the sum of ␦ sound (x,t)ϩ␦ ent (x). 17 The first term is the contribution from the sound waves that bounce between the interface and the shock fronts. The second term depends only on space and comes from the entropy generated at the position x at the time 0 (x) when the shock passes through that point. From the energy equation ͓Eq. ͑5͔͒ we know that (‫ץ/ץ‬t)␦S m ϭ0. Therefore
From the last equation we deduce ͓with the help of Eqs. ͑14͒ and ͑19͔͒:
The last term in Eq. ͑44͒ is due to the entropy perturbations generated at the shock front. From Eq. ͑14͒ and the zero order profiles, we can see that the factor 1Ϫ m Ϫ1 ϳO(s 2 ) for very weak shocks and can be neglected. However, for strong shocks, m ϳO(͓1/(1Ϫs)͔ 2 ). The second term on the right hand side of Eq. ͑44͒ is responsible for leaving residual mass density perturbations that give a net asymptotic contribution to the areal density between the shocks. This point will be discussed later.
From the solution of the pressure ͓Eq. ͑26͔͒, we can also get the vorticity at any position x. As with the entropy, the vorticity ␦ m is stationary in a system that moves with the unperturbed interface. Then, at any position x, the amount of vorticity is equal to the amount left there by the shock at the time 0 (x). That is
͑45͒
To calculate ␦(x,x/U s ), we take the time derivative of Eq. ͑16͒ ͓or Eq. ͑21͔͒ along the shock trajectory. We then get (‫ץ/ץ‬x)␦v y ) x s and combine with Eq. ͑15͒ ͓or Eq. ͑20͔͒. We quote the final result:
where the definitions of ⍀ m are
We can see that the generation of vorticity is related to the generation of entropy through the terms t and r , which is not a surprise as the baroclinic vector behind the shock surface involves the product of both pressure and density. A brief remark is done about the shock front perturbations. It is not difficult to see from Eqs. ͑13͒, ͑28͒ and Eqs. ͑18͒, ͑29͒ that the perturbed pressure behind the shock fronts decays in time like t Ϫ3/2 for shocks of moderate to weak strength and like t Ϫ1/2 for shocks of infinite strength. Then, it follows that also the shock front amplitudes decay in time in the same way. The trick to get this result is to use the recurrence properties of the Bessel functions to rearrange the pressure ␦p m ͓Eq. ͑27͔͒ and evaluate the Laplace transformed shock boundary conditions ͓Eqs. ͑28͒ and ͑29͔͒ at q m ϭi/2. The details will not be shown here as this has been done in a previous work.
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C. Mass areal density perturbations
As the mass areal density is a quantity accessible to experimental measurement, 3, 4, 9, 18 it is interesting to get information about its temporal evolution and to analyze its asymptotic behavior. Let us define
Perturbing the last equation, we get
where i (t) is the displacement of the perturbed interface and r (t) and t (t) are the reflected and transmitted shock amplitudes, respectively. After shock reflection, the areal density begins to oscillate in a complicated way due to the effects of the sound waves that propagate between the interface and the fronts. As the shocks separate away and an asymptotic regime is achieved, it is expected that these oscillations decrease in time and the first term in Eq. ͑48͒ dominates. This is true with respect to the shock amplitudes, which decay at least like t Ϫ1/2 for very strong shocks. However, the integrals of the density perturbations must be considered separately. As has been shown in Eq. ͑44͒, there are two contributions to ␦ m . The first term in that equation is associated with the sound waves ͑we call it ␦ sound from now on͒ and the second term is associated with entropy generation (␦ ent ) at the time 0 (x). It will be proved later that the spatial integral of ␦ sound vanishes asymptotically in time. However, the spatial integral of ␦ ent has a non-zero asymptotic value. We begin at first, calculating the integral of the entropic contribution for the fluid ''b.'' The same considerations apply for fluid ''a.'' Evaluating ␦p b at tϭx/U r we get
To get the asymptotic value we need the value of the quantity:
. From the linearized R-H conditions evaluated at q b ϭ0 ͓Eq. ͑28͔͒ we can see that it is equal to Ϫ r0 /(E 3 b cosh r ). Then, the asymptotic value of Eq. ͑49͒ is equal to
͑50͒
For 15 we get
͑51͒
The right hand side of Eq. ͑51͒ can be written, thanks to Eqs. ͑8͒, ͑27͒ and to the recurrence properties of the Bessel functions, 15 as
for some coefficients d n and e n that must be determined from the solution that gives ␦p b . We are not interested in the detailed evolution of G( b ) but rather in its asymptotic behavior. It can be seen by direct substitution in Eq. ͑52͒ that the following function is a solution:
It is easy to see that G defined above satisfies the initial conditions G(0ϩ)ϭ0 and GЈ(0ϩ)ϭ0. The coefficients f n and g n can be determined as functions of d n and e n . We conclude that G( b ) decreases in time at least like b
Ϫ1/2
Calculations are similar for the transmitted shock. Then, the sound contribution to the areal density becomes negligible as the shocks separate away from the interface. It is noted that the behavior of the function G depends upon the values of the pressure and the pressure gradient behind the shocks. In this case, there is no perturbation field ahead of the shocks, and this ensures that those terms go to zero for very large times. However, there could be situations in which the shocks travel through already disturbed fluids and this conclusion may not be valid. 17 Summing up, the asymptotic behavior of the mass areal density is ( a , b ӷ1)
where:
This asymptotic shift ␦A 0 is due to the generation of entropy behind the shock waves. As the entropy perturbations are frozen to each element of fluid, they do not change in time in the system of reference used. Therefore, the density perturbations associated with them do not decay in time. But the perturbed entropy generation is stronger near the interface, because the shock front deformation decays as propagates away. Then, the associated density perturbations oscillate spatially and decay slowly with the distance from the interface ͑like x Ϫ3/2 for weak shocks and like x Ϫ1/2 for strong shocks͒. Their area is different from zero and will increase, as the shock intensity increases ͑i.e., as the entropy generation becomes more important͒. In Fig. 6 we show the dependence of the asymptotic shift of the mass areal density for different combinations of ideal gases as a function of the incident shock intensity. We must note, however, that the main contribution to this shift comes, in general, from the transmitted shock. This is natural, remembering that the reflected shock may be not very strong, even for very strong incident shocks and therefore, the term 1Ϫ r Ϫ1 is not dominant. That is, relatively speaking, the reflected shock does not generate as much entropy perturbations as the transmitted shock does. However, this fact depends on the compressibility of both fluids, and if ␥ b ϳ1 this conclusion may not be valid. When a rarefaction is reflected it will be shown in the next section that only the transmitted shock generates entropy and therefore the asymptotic shift is due only to the transmitted shock. This point will be discussed again at the end of Sec. IV. 
IV. REFLECTED RAREFACTION
We consider now the situation when a rarefaction is reflected from the boundary separating the fluids. This fact depends on the fluids densities and adiabatic exponents as well as on the shock intensity. 8, 19 The main mathematical difficulty of this situation is the fact that the unperturbed flow is neither uniform nor constant. It will be seen that the temporal evolution of the perturbations inside the expanding fluid is also governed by a dependence on Bessel functions, but the coefficients accompanying them are not written in a straightforward way as in the shock reflected case. They must be determined as solutions of first order ordinary differential equations with boundary conditions at the leading edge of the rarefaction region, in a similar way to that used in the work of Yang et al. 8 It will be shown that it is possible to get those coefficients as non-integral powers of rational functions of the self-similar variable ϭx/t. An approximate formula for the asymptotic interface velocity can be obtained and the behavior of the mass areal density can also be studied. We derive at first the zero order profiles, as they will be useful later.
A. Zero order profiles
We will briefly review the properties of the expanding region. The details can be found elsewhere. 8, 11, 19 Let a shock wave come from the right. After shock-interface interaction, a shock is launched into medium ''a'' and a rarefaction travels to the right ͑Fig. 7͒. The boundaries of the rarefaction fan travel with the local sound speed with respect to the expanding fluid. In the laboratory system the material interface acquires a velocity Ϫv i x . Therefore, in the system that moves with the unperturbed interface, the velocities of the rarefaction head and rarefaction tail, are, respectively, (c b1 ϩv 1 Ϫv i )x and c b f x . Here, as in the shock reflected case, the sub-index ''1'' refers to quantities behind the incident front and the sub-index ''f'' refers to quantities behind the rarefaction tail or behind the transmitted shock. For simplicity in the notation, no sub-index is used for the zero order quantities inside the rarefaction and the variable ϭx/t is introduced. Let rh ϭc b1 ϩv i Ϫv 1 and rt ϭc b f denote the new coordinates of the rarefaction head and tail, respectively. The following relationships are easily obtained assuming an adiabatic expansion: 8, 19 
B. Perturbation equations
To study the temporal evolution of the perturbations inside the rarefaction we follow Yang et al. 8 and work with the variables and t instead of x and t. The linearized fluid equations are
where jϭ(‫ץ‬p/‫ץ‬S) . Noting further that ␦S(,0ϩ)ϭ0 and that ␦S( rh ,t)ϭ0 for all time, we deduce from Eq. ͑64͒ that there is no entropy perturbation inside the rarefaction fan. We define the following transformation:
Vϭik␦v y . ͑67͒
If we substitute the former definitions inside the linearized equations of motion ͓Eqs. ͑61͒-͑64͔͒, we get
Schematic of the wave fronts after the interaction with the material interface when a rarefaction is reflected. The rarefaction fronts travel to the right, the transmitted shock travels to the left with velocity u t and the interface moves to the left with velocity v i in the laboratory system. The incident shock ͑not shown͒ came from the right and the fluid velocity behind it is v 1 .
It is seen from the last equations that the perturbations inside the rarefaction fan travel backwards. That is, from the rarefaction head towards the rarefaction tail. To solve this system, we try the following solution:
The easiest way to show that the former functions are solutions of Eqs. ͑68͒-͑70͒ is similar to that employed in solving the boundary conditions at the shock fronts. We take the Laplace transforms of Eqs. ͑68͒-͑70͒ and replace for A, B and V as defined before. Then, an infinite set of coupled linear non-homogeneous differential equations is obtained. The details are not shown here as they are just algebraic work and does not clarify much more the physical picture. Nevertheless, this form of the solutions is useful in studying the asymptotic behavior of the perturbations. However, for the sake of calculational simplicity, it is found easier to use the alternative ansatz, as suggested by Yang et al.:
It is clear that the set of coefficients A , B and V are linear combinations of the set of coefficients â , b and v . Substituting Eqs. ͑72͒ into Eqs. ͑68͒-͑69͒ we get the following system of equations:
It is seen that B 0 ϵ0 and from Eq. ͑75͒ we obtain the equation for V 0 :
To solve the instability problem we must look for the boundary conditions. The situation is slightly different compared to the shock reflected case. As the rarefaction tail travels with the local sound speed, no signal originating from the interface can arrive at the rarefaction tail. Then, the rarefaction fan is decoupled from what happens in the homogeneous region behind it. Similarly, no perturbation originating at the rarefaction tail arrives at the leading front. However, the reverse is not true. This can be seen from Eqs. ͑68͒-͑70͒ in which the characteristic velocities are negative. This means that perturbations originating at the rarefaction head travel downwards and cross the boundary at rt thus feeding for perturbations in the homogeneous region. We expand any magnitude up to the first order:
where 0 is the zero order value and the derivative is evaluated at the unperturbed position of the rarefaction head. Requiring continuity of density and velocity at the leading front and using the former expansion together with the properties of the rarefaction region ͓Eqs. ͑56͒-͑60͔͒, we get
␦v y ͑ rh ,t͒ϭ0.
͑80͒
Regarding the rarefaction leading front, because of the fact that the flow ahead of it is uniform, it can be easily seen that its amplitude does neither grow nor decay in time. That is, substituting in Eqs. ͑68͒-͑70͒ we deduce that rh (t)ϭ rh (0ϩ). 8 In terms of the variables A, B, and V, Eqs. ͑78͒-͑80͒ are written as
B͑ rh ,t͒ϭ0, ͑82͒
V͑ rh ,t͒ϭ0. ͑83͒
For ϭ0, it is B 0 ϭ0 and the function A 0 must be determined from the requirement that ␦p(,tϭ0ϩ)ϭ0 inside the rarefaction fan just after the shock-interface interaction. 8 The result is
where rt (0ϩ)ϭ1ϩ(c b f Ϫv i )/u i is the initial amplitude of the rarefaction tail and rh (0ϩ)ϭ1ϩ(c b1 Ϫv 1 )/u i is the initial amplitude of the rarefaction front. 8 To connect with the homogeneous region, we must add the boundary conditions at the rarefaction tail. Again, the continuity of density and velocity at rt give
␦v by ͑ rt ,t͒ϭ␦v y ͑ rt ,t͒.
͑87͒
The quantity ␦ without a sub-index refers to the value of the perturbation inside the rarefaction region. The sub-index ''b'' refers to the perturbation in the homogeneous region. Regarding the value of rt , it will change in time due to the perturbation field in front of it. To derive an equation for rt , the procedure is completely similar to the one carried out for the shock fronts. We take the time derivative of ␦v x following the rarefaction tail trajectory ͓Eq. ͑86͔͒, make use of the Euler equations ͓Eqs. ͑61͒-͑64͔͒ at both sides of rt and also Eqs. ͑85͒ and Eqs. ͑87͒. We quote the final result in terms of the variables A and B:
Using Eqs. ͑85͒-͑87͒ we can write the boundary condition to match the solutions at both sides of the rarefaction tail:
For ␦p b in the homogeneous zone, we choose the following alternative form:
The rarefaction tail coordinates according to the variables of the homogeneous region, are r brt ϭ0 and brt ϭϩϱ. By using the limiting form of the Bessel function J 2nϩ1 for small values of its argument, we get 12, 15 
For odd values of in Eqs. ͑73͒-͑75͒, we get homogeneous ordinary differential equations that vanish at rh .
Then those functions are identically zero and therefore, must be an even number. Taking this into account, we write
According to Eq. ͑88͒ we get
We define the following normalized variables:
Substituting Eqs. ͑92͒-͑96͒ in Eq. ͑89͒ we get
͑97͒
Then, solving Eqs. ͑73͒-͑75͒ we get the values of V 2n and B 2n at the rarefaction tail from which we deduce d 2nϩ1 . Next, we go to the boundary conditions at the interface at xϭ0 ͓Eqs. ͑30͒ and ͑31͔͒ and at the transmitted shock in fluid ''a,'' solving Eq. ͑28͒. The coefficients Â 2n , B 2n and V 2n can be calculated exactly. They can be written as sums of the form
However, the calculation of ␣ j , ␤ j and j as well as of n 0 and n 1 is rather lengthy and does not seem to clarify much more the physical situation. It is preferred to solve the equations numerically and then connect with the solution in the homogeneous region.
C. Results
In Fig. 8 we show the interface acceleration for the same combination of gases as in Fig. 2 , as a function of the distance that the rarefaction tail travels away from the interface. The incident shock intensity is sϭ0.5. In Fig. 9 we show the interface velocity for the same gases. In Fig. 10 we show the interface velocity as a function of shock intensity for the same combination of gases as in Fig. 6 . Good agreement with the numerical solution of Ref. 8 can be seen.
We try next to obtain an approximate expression for the interface velocity. Let us assume, as in Sec. III A a weak incident shock. In this limit, we expect that only the first few terms in the expansion for the pressure will be important. If we make the same approximations as in Eqs. ͑37͒ and ͑38͒:
Perturbed interface acceleration, normalized as in Fig. 2 , for the case when a rarefaction is reflected. The horizontal axis is the distance travelled by the rarefaction tail in units of the perturbation wavelength. The gases are Xe-Ar and the incident shock comes from Xe. The intensity of the incident shock is sϭ( p 1 Ϫ p 0 )/p 1 ϭ0.5.
where d 1 must be calculated from the information given by the rarefaction solution. According to Eq. ͑97͒ we need the values of V 0 and B 2 at the rarefaction tail position rt . It can be seen by integrating Eq. ͑74͒ that B 2 ( rt ) is of second order in rh Ϫ rt and can be neglected with respect to V 0 ( rt ) which is of first order in rh Ϫ rt .
According to Eqs. ͑76͒ and ͑84͒ we can see that V 0 is a monotonous function of its argument. Then,
After integrating Eq. ͑76͒ and replacing in Eq. ͑97͒ we obtain
͑100͒
Replacing in Eq. ͑99͒,
͑101͒
We see the symmetry of Eq. ͑101͒ with the analogous formula for the shock case ͓Eq. ͑39͔͒. It is also observed that in general, the velocity of the transmitted shock is greater than that of the incident shock ͑laboratory frame͒. ͑As a consequence, the transmitted shock changes its phase with respect to the initial interface perturbation.͒ Then, the first term in the numerator of Eq. ͑101͒ is negative, in general. As the second term is always negative, because of the expansion (v i Ͼv 1 ), we arrive at the conclusion that, in all those cases in which the transmitted shock moves faster than the incident shock, the interface corrugation will change phase during instability evolution, at least for weak incident shocks. It is also noted that the phase reversal process begins at tϭ0ϩ. This can be seen in Fig. 7 where the initial perturbed acceleration at the interface is negative. We could explain this fact by analyzing the initial jump in tangential velocities generated by the shocks at the interface. For the rarefaction reflected case, we must calculate ␦v yb (0ϩ) at xϭ0 and yϭ/(2k) from Eqs. ͑67͒, ͑76͒ and ͑84͒. We get ␦v yb (0ϩ) ϰ (v 1 Ϫv i ) rt0 Ͻ0. From Eq. ͑21͒ we obtain ␦v ay (0ϩ)ϰϪ t0 . But t0 ϭ 0 (1Ϫu t /u i ) and then, if u t Ͼu i , we get ␦v ya (0ϩ)Ͼ0 and ␦v yb (0ϩ)Ͻ0. Therefore, the sense of the circulation is such as to revert the phase of the initial corrugation. For the shock reflected case, according to Eqs. ͑16͒ and ͑21͒ we have ␦v ya (0ϩ)ϰϪ t0 , ␦v yb (0ϩ) ϳ (v 1 Ϫv i ) r0 . Then, if u t Ͻu i , we obtain ␦v ya (0ϩ)Ͻ0 and ␦v yb (0ϩ)Ͼ0. This makes the initial sense of circulation enhance perturbation growth without phase inversion. Therefore, the observed phase reversal in the rarefaction case does not seem to be due only to a change of sign in the Atwood number. We also see that a phase reversal could occur in the shock reflected case if the transmitted shock moves faster than the incident shock. This fact has been observed by Yang et al. 8 and it seems to be a most rare situation when the outcome of the shock-interface interaction is another shock reflected in fluid ''b.''
To calculate the asymptotic jump in tangential velocities in the weak incident shock limit, we proceed as in the shock reflected case and get
͑102͒
Despite the rather rough approximation with which Eq. ͑101͒ has been obtained, it compares well with the complete solution ͑retaining all the terms in the series͒ up to shocks of moderate strength. In Fig. 11 we show a comparison between the approximate formula ͓Eq. ͑101͔͒ and the full series, for the same combination of gases as in Fig. 10 . Another point to mention here is about the Meyer-Blewett prescription of taking the average of the pre-shock and post-shock values of the FIG. 9 . Perturbed interface velocity, normalized as in Fig. 3 for the case when a rarefaction is reflected. The gases parameters are the same as in Fig. 8.   FIG. 10 . The asymptotic interface velocity as a function of the incident shock intensity ͑s͒ for the combination of gases shown. The velocity is normalized as in Fig. 8. A rarefaction is reflected. interface amplitudes. According to Eq. ͑101͒ it does not seem necessary to make such an average. Equation ͑101͒ will be also re-obtained by a modified impulsive model in Sec. V.
Recently, a series of experiments has been reported for the case in which a rarefaction reflects at the contact surface. 9 A strong incident shock was generated by means of indirect laser irradiation. The targets consisted of a high density solid ͑Be with density 1.7 g/cm 3 ) and low density solids ͑a foam called AGAR with density ϳ 0.12 g/cm 3 and a brominated plastic with density ϳ1.1 g/cm 3 ͒. In that work, good agreement with the simulations has been found in the calculation of the zero order profiles by considering the materials as ideal gases with adiabatic exponents ␥. The values suggested are ␥ Be ϳ␥ plastic ϳ1.8 and ␥ f oam ϳ1.45. Two driving pressures of 30 Mb and 15 Mb have been used. As the initial pressure ϳ0.1 Mb͒ is very low, these are very strong incident shocks. We know that Eq. ͑101͒ is strictly valid in the weak incident shock limit. Nevertheless, we can try a comparison with the experimental values reported in that reference. We use the notation of that paper to identify the different cases. So, HF100/10 means high pressure drive 30 Mb͒, the low density material is foam, the perturbation wavelength is 100 m and the initial perturbation amplitude is 10 m. Analogously, LP100/14 means low pressure drive ͑15 Mb͒, the low density material is plastic, the perturbation wavelength is 100 m and the initial amplitude is 14 m. The high density material is always Be. The experimental velocities are taken from the initial slopes of the curves that give the interfacial perturbation as a function of time ͑see Ref. 9 for more details͒. To compare, we give first the experimental slope and next the result of applying Eq. ͑101͒, where both values are given in m/ns. We get HF30/7 ͑Ϫ10.0, Ϫ15.0͒, HF38/10 ͑Ϫ12.0, Ϫ17.0͒, HF50/7 ͑Ϫ8.0, Ϫ9.0͒, HF50/14 ͑Ϫ17.0, Ϫ18.0͒, HF60/10 ͑Ϫ7.0, Ϫ11.0͒, HF100/4 ͑Ϫ2.0, Ϫ2.5͒, HF100/10 ͑Ϫ8.5, Ϫ6.5͒, HF100/14 ͑Ϫ10.0, Ϫ9.1͒, HF150/10 ͑Ϫ5.4, Ϫ4.3͒, LF30/7 ͑Ϫ7.0, Ϫ9.0͒, LF50/7 ͑Ϫ5.0, Ϫ5.3͒, LF50/14 ͑Ϫ10.0, Ϫ10.5͒, LF100/4 ͑Ϫ1.7, Ϫ1.5͒, LF100/10 ͑Ϫ3.5, Ϫ3.8͒, LF100/14 ͑Ϫ5.0, Ϫ5.3͒, LF150/10 ͑Ϫ3.0, Ϫ2.5͒. It is seen a fair agreement within the experimental uncertainty for most of the cases in which the foam was used as light material. However, the agreement is poorer for the shortest wavelengths. As has been noticed in Ref. 9 , those cases showed a rapid transition to the non-linear stage and therefore, the growth rate is lower. Regarding the plastic targets, two cases were studied. A significant difference between simulations and experimental values has been found in that work. Our values are closer to their simulation results rather than to the experimental ones. The results are LP100/14 ͑Ϫ0.8, Ϫ1.9͒, HP100/14 ͑Ϫ2, Ϫ3.1͒.
In all the experiments, the measured velocities are negative which means that the interface perturbation has changed its phase during instability evolution. In Ref. 9 the authors attribute the phase reversal only to the fact that the Atwood number (A T ) is negative. This conclusion is based on Eq. ͑1͒ which states that the asymptotic velocity is proportional to A T . However, as shown in Eq. ͑101͒ and discussed thereafter, the sign of the asymptotic interface velocity seems to depend on the phase of the transmitted shock at tϭ0ϩ. As is known, the initial amplitude of the transmitted shock is equal to 0 (1Ϫu t /u i ). Then, the asymptotic velocity will be negative if u t Ͼu i . As Eq. ͑101͒ is valid only in the very weak shock limit, we can not claim that this conclusion will be valid even in these experiments, but their predictions do not seem to be very wrong, as almost all the cases studied in that work verify u t Ͼu i .
We consider now the mass areal density. In this case, as no entropy perturbations are generated inside the rarefaction fan, it would be expected that the only contribution to the asymptotic shift ␦A 0 will come from the transmitted shock. We can estimate the asymptotic behavior of the spatial integral of the mass density inside the rarefaction, by using the form of the solution given by Eq. ͑71͒:
͑103͒
where Eqs. ͑65͒-͑67͒ and ͑71͒ have been used. Each term in the last summation decreases in time like t Ϫ1/2
. Therefore, ␦A 0 comes only from the transmitted shock in the fluid ''a.'' According to the discussion of the last section, regarding the sign of the initial transmitted shock deformation ( t0 ), we conclude that in almost all those cases in which u t Ͼu i , the sign of ␦A 0 will be also negative. In Fig. 12 we show the behavior of Ϫ␦A 0 as a function of shock intensity for the same combination of gases as in Fig. 7 . There is seen a strong dependence on the shock intensity, due to the dependence of the slope of the Hugoniot curve ͑related to the quantity t ) on shock strength. When a rarefaction is reflected, the contribution to the asymptotic shift comes only from the light fluid and depends on the post-shock magnitudes of the light fluid ''a.'' Nevertheless, there is an implicit dependence on the properties of the heavy fluid through the zero order profiles. We discuss briefly the dependence of the asymptotic shift on the four parameters s, R 0 ϭ a0 / b0 , ␥ a and ␥ b . If we fix ␥ b , s and R 0 , it can be seen that FIG. 11 . Comparison of the approximate formula ͓Eq. ͑101͔͒ for the asymptotic interface velocity with the complete solution ͓Eq. ͑36͔͒. The gases parameters are the same as in Fig. 8 . The dots correspond to the complete solution given by Eq. ͑36͒ and the full line corresponds to the approximate result given by Eq. ͑101͒.
␦A
0 increases monotonously as a function of ␥ a , contrary to our expectations, as one would think that reducing ␥ a towards 1 should enhance the production of entropy behind the transmitted front. Nevertheless, when we fix ␥ a and the shock intensity but decrease ␥ b , it is seen that ␦A 0 increases monotonously. That is, as the heavy fluid becomes more compressible (␥ b →1), the incident Mach number increases and then, the generation of entropy in the light fluid is enhanced, a fact which is reflected in the residual mass areal density. However, at a fixed shock intensity, the variation of the shift as function of ␥ m is less stronger than as a function of the shock intensity for fixed ␥ m and R 0 . We also show the variation of ␦A 0 for different values of ␥ b as a function of shock intensity when ␥ a ϭ1.5 and R 0 ϭ1/3. The cases shown in Fig. 13 correspond to four different values of ␥ b ͑3.5, 3, 2.5 and 2.0͒ and according to the criterion demonstrated in Ref. 8 , in all these cases a rarefaction is reflected. It is seen a cutoff in shock intensity for values of ␥ b greater than 2. The cutoff shifts towards lower shock intensities as the heavy fluid becomes more incompressible. This is related to the fact that the asymptotic shift is proportional to the initial amplitude of the transmitted shock. For a given ␥ b it could be possible that the transmitted shock velocity u t approaches the incident shock velocity u i for a suitable shock intensity and therefore, ␦A 0 ϳ t0 ϳ0. When the strength of the shock is greater than the cutoff intensity, the transmitted shock does not change phase at tϭ0ϩ and in consequence, ␦A 0 Ͼ0. For the situation considered in Fig. 13 , the cutoff does not exist for ␥ b р2 and we get a monotonously increasing dependence on shock intensity as can be seen in Fig. 12 . This fact depends on the values of the initial density ratio (R 0 ) and ␥ a . As has been pointed out previously, the mass areal density shift could be accessible to experimental measurement and therefore it could provide information about thermodynamic properties of fluids whose equations of state are yet unknown.
V. REFORMULATION OF THE IMPULSIVE MODEL
We discuss now the impulsive approximation with which we can recover the results of Eqs. ͑39͒ and ͑101͒. In this model, the effects of the shocks on the fluids are replaced by an acceleration peaked in time. The asymptotic growth rate predicted by such a model is the well known equation ͑1͒. As has been mentioned in Sec. I, Eq. ͑1͒ has been recently compared with the solution of the fully compressible solutions of the Euler equations and domains of agreement and disagreement have been found. The main assumptions underlying this model are that the fluids experience an impulsive acceleration and that the perturbations are incompressible after shock passage across the interface. The impulsive acceleration is written as v i ␦(t) where v i is the final zero order interface velocity and ␦(t) is the Dirac's delta function. It is also assumed an irrotational velocity field whose potential ␦ m satisfies ٌ 2 ␦ m ϭ0. The solutions are ␦ m ϭA m exp(Ϫk͉x͉ϩiky),␦v xm ϭϪ‫␦ץ‬ m /‫ץ‬x,␦v ym ϭϪ‫␦ץ‬ m /‫ץ‬y and ''m'' stands for ''a'' or ''b.'' When we match both solutions at the interface by requiring continuity of pressure and normal velocity at both sides, we get Eq. ͑1͒. This approach has also been used in Ref. 21 to extend the study into the non-linear stage. However, motivated by the model developed in the previous sections, we can see that it is the ripple at the reflected ͑transmitted͒ shock front which drives the instability growth in the light ͑heavy͒ fluid. The role of the incident shock is to set the zero order flow conditions upon which perturbations ultimately evolve. Let us define here the time t 0 ϭ2 0 /u i which sets the time scale in which the refracted shocks are formed. The light fluid is initially accelerated by the incident shock (tϭ0) and both the light and heavy fluids are accelerated in 0ϽtϽt 0 by the reflected and transmitted shocks, respectively. Then, for tϭt 0 , the acceleration experienced by the light fluid is approximated by g b ϭ(v i Ϫv 1 )/t 0 and that experienced by the heavy fluid by g a ϭv i /t 0 . For both fluids the whole velocity change is always equal to v i . However, for the fluid ''b,'' it is achieved in two steps. One step is at t ϭ 0 and the change is from 0 to v 1 . The next velocity change occurs at t 0 and it changes the velocity from v 1 to v i . Our hypothesis is that it is this last velocity change that must be taken into account to study perturbation evolution. The original Richtmyer's prescription made both accelerations to occur simultaneously ͑which is equivalent to make t 0 ϭ0) and did not consider different accelerations for the light and heavy fluid. However, if we want to get a deeper insight into the effects of compressibility we should look with a bit of more detail at the time interval in which the refracted fronts are near the interface. In second place, the usual approach is to ask for pressure and normal velocity continuity at ϯ⑀ m (m ϭ ''a'' or ''b''͒ and let ⑀ m →0. But according to the previous discussion and to the discussion in Ref. 14, it is not convenient to allow ⑀ m →0, otherwise the solution cannot ''remember '' compressibility effects. In fact, for tϳt 0 there is a narrow layer defined by the reflected and transmitted fronts in which compressibility effects are dominant. Therefore, we prefer to make i Ϫ⑀ a ϭ r0 and i ϩ⑀ b ϭ t0 at tϭt 0 . With these assumptions in mind, the boundary conditions at the interface are written as usually:
where both equations are evaluated at xϭ0. Using the solution for ␦ m we get for the interface velocity
It is remarkable that the last formula coincides with the approximate solution of the compressible problem in the limit of weak incident shock ͓Eq. ͑39͔͒. In fact, the limit of validity of Eq. ͑106͒ lies in the validity of the assumption of continuous pressure inside a layer the width of which is of the order of 0 . This hypothesis can be justified in the case of very weak shocks and small perturbation amplitude ( 0 Ӷ). In this limit we expect that the sound waves are effective in equalizing pressure disturbances in distances of the order of 0 , as their velocity will be very high compared to v i and 0 is very small compared to .
For the reflected rarefaction case, there is an intrinsic ambiguity as what to choose for the amplitude of the reflected front, since we have both the rarefaction tail and rarefaction head. However, in the weak shock limit, both fronts are approximately equal at tϭt 0 . Then, we choose the amplitude of the rarefaction tail. This election can be justified by the fact that the final result coincides with the compressible solution in the weak shock limit:
VI. CONCLUSIONS
An analytic model that studies the linear perturbation growth behind rippled shocks and rarefaction fronts has been presented. The model has been used to study the RichtmyerMeshkov instability both when a shock or a rarefaction is reflected at the interface separating the fluids. The pressure perturbation satisfies a Bessel equation in the homogeneous regions and therefore it can be written as a series of Bessel functions with known arguments. Furthermore, a similar temporal dependence is found inside the rarefaction region. The coefficients of the expansion change with the position behind the fronts and they must be determined by integration of the fluid equations. Approximate formulas can be obtained for the asymptotic interface velocity and interface circulation in the case of a weak incident shock. In the rarefaction case, the interface asymptotic velocity shows a phase reversal, due to the phase change of the transmitted shock at tϭ0ϩ. In the homogeneous regions behind the shocks, the perturbations of velocity, density and vorticity can be obtained explicitly as functions of space and time. The asymptotic behavior of the mass areal density perturbations is also studied. They grow asymptotically linearly with time and it is found that, because of entropy generation across the shocks, the areal mass density perturbations show an asymptotic shift that is dependent on the incident shock intensity. The dependence of the shift on the fluids properties is briefly discussed and it is found a strong dependence on shock intensity, for given fluids properties.
The impulsive model has been also modified to take into account the compressibility effects that are important when the shocks are very near the interface. The main assumptions are that the impulsive accelerations relevant to instability evolution are those induced by the reflected and transmitted shock fronts, and that pressure and normal velocity are continuous in a zone of non-vanishing thickness defined by the initial amplitudes of the rippled shocks at both sides of the contact surface. The formula so obtained agrees with the result of the complete solution in the limit of weak incident shocks.
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APPENDIX: VELOCITY PERTURBATIONS
In order to calculate the velocity perturbation ␦v ym we must evaluate the time integral of the pressure. It is conve- and after it, we use Graf's theorem again. For the positive exponential the calculation is similar and we show the result of both calculations:
where r b ) 0 ϭkxͱ␤ r Ϫ2 Ϫ1. From Eqs. ͑41͒, ͑A1͒, and ͑A5͒
we get Eq. ͑42͒.
To get the incompressible limit from Eq. ͑42͒, we follow the following procedure. Let us consider a shock of very weak intensity. It can be seen from the linearized R-H conditions ͓Eqs. ͑28͒ and ͑29͔͒ that b ϳϪ b ͑and a ϳ a ). Then, the term A 2nϩ1 b in Eq. ͑A1͒ vanishes. Further, if in Eqs. ͑A4͒ and ͑A5͒ we make b →ϱ, ␤ r →1 and 0 (x)→kx, we obtain, with the aid of Eqs. ͑A3͒ and ͑A4͒: We can do similarly with ␦v x .
