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CHIRAL ALGEBRAS, FACTORIZATION ALGEBRAS, AND
BORCHERDS’S “SINGULAR COMMUTATIVE RINGS”
APPROACH TO VERTEX ALGEBRAS
EMILY CLIFF
Abstract. We recall Borcherds’s approach to vertex algebras via “singular
commutative rings”, and introduce new examples of his constructions which
we compare to vertex algebras, chiral algebras, and factorization algebras. We
show that all vertex algebras (resp. chiral algebras or equivalently factorization
algebras) can be realized in these new categories VA(A,H, S), but we also show
that the functors from VA(A,H, S) to vertex algebras or chiral algebras are
not equivalences: a single vertex or chiral algebra may have non-equivalent
realizations as an (A,H,S)-vertex algebra.
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1. Introduction
A vertex algebra describes the symmetries of a two-dimensional conformal field
theory, while a factorization algebra over a complex curve consists of local data in
such a field theory. Roughly, the factorization structure encodes collisions between
local operators. The two perspectives are equivalent, in the sense that, given a fixed
open affine curve X , the category of vertex algebras over X is equivalent to the
category of factorization algebras overX [HL96, BD04]. In 1999, Borcherds [Bor01]
introduced yet another approach to studying vertex algebras: given some input data
(A,H, S), he introduces a category equipped with a “singular” tensor product, and
he defines (A,H, S)-vertex algebras to be commutative ring objects in this category.
For a particular choice of input data, (A,H, SB), he proves that these singular ring
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objects can be used to produce examples of vertex algebras. An advantage of this
approach is that once one understands the definition of the category, one needs
to work only with ring axioms rather than with the less familiar axioms of vertex
algebras. However, at the time of Borcherds’s paper, it was not clear whether
all vertex algebras could be realized via this approach. In this paper, we prove
that they can, if we modify the input data appropriately. More generally, we
address the question of how closely the categories of (A,H, S)-vertex algebras and
ordinary vertex algebras (or factorization algebras, or equivalently chiral algebras)
are related.
Theorem 1.1. [Theorem 9.1] The functor Φ from the category VA(A,H, SB) of
(A,H, SB)-vertex algebras to the category VA of ordinary vertex algebras (arising
from Borcherds’s constructions) is not an equivalence.
While this is a negative result, we can also obtain positive results by modifying
our input data.
Theorem 1.2. [Theorems 4.1, 5.1, 6.1, 7.1, 9.1] Given X an open affine subset
of A1
C
, there exist input data (A,H, SX) such that we have
• a functor ΦX from the category VA(A,H, SX) of (A,H, SX)-vertex algebras
to the category VA(X) of vertex algebras on X, and
• a functor ΓX from the category FA(X) of factorization algebras on X to
the category VA(A,H, SX),
such that ΓX is a section (or left-inverse) of ΦX in the following sense. Given a
vertex algebra V over X, let BV denote the corresponding factorization algebra over
X. Then ΦX ◦ ΓX(BV ) = V . In particular, ΦX is essentially surjective.
However, ΦX fails to be an equivalence: distinct (A,H, SX)-vertex algebras may
give rise to isomorphic vertex algebras over X.
Furthermore, the composition of the functor ΦX with the well-studied equivalence
ΨX (of [BD04]) from VA(X) to the category CA(X) of chiral algebras on X can be
described explicitly, without reference to the intermediate category VA(X).
The functors and results of Theorem 1.2 extend to the translation-equivariant
setting, which allows us to use the equivalence ΞVA between VA and the category
VA(A1)A
1
of translation-equivariant vertex algebras on X = A1 to relate the new
functor ΦA1 to the functor Φ resulting from Borcherds’s original constructions.
Theorem 1.3. [Proposition 8.6] There is a functor Ξ from VA(A,H, SB)-vertex al-
gebras to the category VA(A,H, SA1 )
A
1
of translation-equivariant (A,H, SA1 )-vertex
algebras, which intertwines the functors Φ and ΦA1 via Ξ
VA.
The relationships between the categories in question can thus be summarized in
the following diagram (where CA(A1)A
1
, respectively FA(A1)A
1
, denotes the cate-
gory of translation-equivariant chiral algebras, respectively factorization algebras,
on A1):
VA VA(A1)A
1
CA(A1)A
1
FA(A1)A
1
.
VA(A,H, SB) VA(A,H, SA1 )
A
1
∼
ΞVA
∼ ∼
Ξ
Φ ΦA1
Γ
A1
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Here the arrow corresponding to ΓA1 is dashed to remind us that the morphisms
in the right-hand part of the diagram are not completely compatible: one does not
obtain the identity functor if one begins tracing a clockwise cycle at the bottom
vertex VA(A,H, SA1)
A
1
, but only if one begins at one of the vertices in the top row.
1.1. Future directions/applications. In the preprint [Joy], Joyce defines ver-
tex algebra structures on homology of moduli spaces using techniques similar to
Borcherds’s construction of the lattice vertex algebra via the functor Φ. It is ex-
citing that these structures exist, but it is difficult to see where the geometry of
the underlying moduli spaces is used in these constructions. The present paper
illuminates the relationship between (A,H, S)-vertex algebras and factorization al-
gebras, which are more explicitly geometric objects; in future work we will attempt
to exploit this relationship to better understand Joyce’s results.
As suggested by its title, the paper [Bor01] generalized the definition of (A,H, S)-
vertex algebras to (A,H, S)-quantum vertex algebras. There are several approaches
to quantum vertex algebras, but Borcherds’s approach seems particularly promis-
ing, particularly in light of the results of the current paper. For example, Anguelova–
Bergvelt [AB09] compare several approaches, and adopt Borchderds’s techniques for
constructing examples of quantum vertex algebras, but give as their reason for not
framing their axioms in the language of (A,H, S)-vertex algebras the observation
that “even for classical vertex algebras it seems not known how to include such basic
examples as affine vertex algebras in the (A,H, S)-framework”. However, we now
see that the functor ΓA1 allows us to view any vertex algebra as an (A,H, S)-vertex
algebra. In future work, we will adapt the axioms of quantum (A,H, S)-vertex al-
gebras to the setting of factorization algebras in a way compatible with the suitable
analogue of ΓA1 , and will study the resulting objects.
1.2. Notation and conventions. For simplicity, we work over C throughout (un-
less explicitly stated otherwise), although some of the definitions and results admit
generalizations to other fields and even rings. (In particular, in [Bor01], Borcherds
gives the definition of an (A,H, S)-vertex algebra over an arbitrary ring.)
We work with X an open affine subset of A1, and we fix a choice of global
coordinate x on X . This allows us to express Γ(X,OX) as a localization of C[x]; it
also means that we have a derivation d
dx
on Γ(X,OX).
1.3. Structure of the paper. The paper is organized as follows. In Section 2
we provide background on vertex algebras, chiral algebras, factorization algebras,
and the relationships between them, while in Section 3 we review the definitions
of (A,H, S)-vertex algebras, following [Bor01]. We also introduce the variations
(A,H, SX) of input data that will be needed for our applications. In Section 4
we construct the functor ΦX from VA(A,H, SX) to VA(X), and in 5 we give an
explicit description of the composition of ΦX with the well-studied morphism ΨX
from VA(X) to CA(X). In Section 6 we construct the functor ΓX from FA(X)
to VA(A,H, SX), and in Section 7 we prove that ΓX gives a Section of ΦX in the
sense described in Theorem 1.2. We study the translation-equivariant version of the
story in Section 8. Finally, in Section 9 we show that Φ cannot be an equivalence,
by studying the specific example of the Virasoro vertex algebra mapping to the
rank-one lattice vertex algebra.
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2. Background: Vertex algebras, chiral algebras, and factorization
algebras
In this section, we recall the definitions of the key players: vertex algebras, chiral
algebras, and factorization algebras over X . Although the definitions of chiral
algebras and factorization algebras make sense for more general X , we restrict
ourselves to X open affine subsets of A1, which is necessary for the definition of
a vertex algebra over X . As in 1.2, we fix a global coordinate x on X , which
determines a derivation d
dx
on Γ(X,OX).
Definition 2.1. A vertex algebra
V = (V, |0〉, T, Y (•, z))
consists of the following data:
• a vector space V over the field k;
• a distinguished element |0〉 ∈ V , called the vacuum element ;
• a linear map T : V → V called the translation operator ;
• a linear map Y (·, z) : V ⊗ V → V [[z±1]]. We write
Y (v, z)u =
∑
n∈Z
vn(u)z
−n−1,
where for each n ∈ Z, vn is an endomorphism of V .
These data are subject to the following axioms:
The lower truncation condition: For fixed v, u ∈ V , there exists N ≫ 0 such
that for all n ≥ N , vnu = 0.
The vacuum condition: Y (|0〉, z) = IdV .
The creation property: Y (v, z)|0〉 = v +∑n≤−2 vn|0〉z−n−1.
The derivative property: d
dz
Y (v, z) = Y (Tv, z).
The locality condition: This says that for any two v, u ∈ V , the corresponding
fields Y (v, z) and Y (u,w) are mutually local. More explicitly, for any third
vector a ∈ V , there exists some N ≫ 0 such that
(z − w)NY (v, z)Y (u,w)a = (z − w)NY (u,w)Y (v, z)a ∈ V [[z±1, w±1]].
A morphism of vertex algebras is a linear map preserving all of the above structure.
Example 2.2. An important example for us will be the so-called lattice vertex
algebra, VL. Let us fix some notation for this example, which will be necessary for
computations later on; we follow the notation of Section 5.4 of [FBZ04]. Fix L an
even integral lattice, with (·, ·) : L× L→ Z its positive definite symmetric bilinear
form. We let h = L⊗Z C, viewed as a commutative Lie algebra, and we denote by
ĥ the Heisenberg Lie algebra associated to L, a central extension of h((t)) by C1.
We consider the Weyl algebra H˜L, which is the (completed) enveloping algebra of ĥ
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modulo the relation 1 = 1. It has (topological) generators hn for h ∈ h and n ∈ Z,
satisfying [hn, gm] = n(h, g)δn,−m.
Now for any λ ∈ L we have the Fock representation πλ of H˜L, which is generated
by a single vector |λ〉 subject to the relations
hn|λ〉 = 0 for n > 0; h0|λ〉 = (λ, h)|λ〉.
With this data, we can define the lattice vertex algebra VL. As a vector space,
we have
VL =
⊕
λ∈L
πλ.
It has a natural structure of vertex algebra (depending on a choice of 2-cocycle
c : L×L→ {±1}), which we do not spell out here, except to say that the translation
operator T is given by acting by
1
2
∑
a∈A
∑
n∈Z
(λa)n(λ
a)−n−1,
where {λa}a∈A is a basis of L, and {λa}a∈A gives a dual basis in h = L⊗Z C. More
details can be found in Section 5.4 of [FBZ04].
Example 2.3. Another important example is the Virasoro vertex algebra Vir c at
level c ∈ C. Consider the Virasoro Lie algebra Vir , which is a central extension of
the Lie algebra DerC[[t]] of derivations of the ring C[[t]]. It has topological generators
Ln = −tn+1∂t, n ∈ Z, and c, satisfying to the following relations:
[Ln, Lm] = (n−m)Ln+m + n
3 − n
12
δn,−mc ∀n,m; [Ln, c] = 0 ∀n.
Given a complex number c ∈ C, the representation Vir c is generated by a single
vector vc, subject to the relations:
Lnvc = 0 for n ≥ −1; cvc = cvc.
The Virasoro vertex algebra encodes the conformal symmetry of a vertex algebra
corresponding to a 2d conformal field theory. More precisely, a conformal structure
(of central charge c) on a vertex algebra V is a morphism of vertex algebras
φ : Vir c → V.
It is not difficult to check that the data of such a map is determined by specifying
the single vector φ(L−2vc) ∈ V , which is then called the conformal vector and is
often denoted by ω. This vector must satisfy certain properties in order for the
morphism φ to be well-defined (see for example Section 2.5 of [FBZ04]).
Example 2.4. For example, in the case of a rank 1 lattice L =
√
NZ (for N even),
there is an infinite family {φλ} of conformal structures on VL, parametrized by a
choice of λ ∈
√
N
2 Z. Let us denote by b the basis element
√
N ⊗ 1√
N
of h = L⊗Z C.
For a fixed choice of λ ∈
√
N
2 Z, the central charge will be cλ = 1 − 12λ2, and we
have
ωλ ..= φλ(L−2vcλ) =
1
2
b2−1|0〉+ λb−2|0〉.(1)
Definition 2.5 (Def. 5.1, [HL96]). A vertex algebra over X consists of a vertex
algebra (V, |0〉, T, Y (·, z)) together with the structure of an Γ(X,OX)-module on V
such that
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• For any f, g ∈ Γ(X,OX), and any v, u ∈ V , we have
Y (f(x) · v, z)(g(y) · u) = f(x+ z)g(x) · Y (v, z)u,
where x and y are the global coordinates of the first and second copies of
X respectively, acting on V ⊗ V ;
• For any f ∈ Γ(X,OX) and any v ∈ V we have
T (f(x) · v) = ( d
dx
f(x)) · v + f(x) · (Tv).
We will let VA denote the category of vertex algebras, and VA(X) denote the
category of vertex algebras over X .
Definition 2.6 (Sec. 3.3, [BD04]). A non-unital chiral algebra over X consists of
a right DX -module A equipped with a morphism of D-modules
µch : j∗j∗A⊠A → ∆!A
on X2, which satisfies skew-symmetry and the Jacobi identity. This morphism is
called the chiral bracket.
Here ∆ : X → X2 is the diagonal embedding, and j is the open embedding of
its complement U .
Remark 2.7. Because X is affine, the data of the DX -module A is determined by
its global sections A, viewed as a (right) module over D(X) = Γ(X,DX).
Similarly, because X2 and U are also affine, the data of µch can also be described
in terms of its action on global sections; for this we adopt some notation that will be
convenient later on. For a finite set I, let XI denote the product of |I| copies of X ,
let xi be the fixed global coordinate on the ith factor, and let SX(I) = Γ(X
I ,OXI ).
In particular, by a slight abuse of notation, we denote by SX(1) the coordinate ring
Γ(X,OX), and by SX(1, 2) the global sections Γ(X2,OX2). Furthermore, let us
denote by SX(1 : 2) the sections Γ(U,OX2), so that SX(1 : 2) is the localization of
SX(1, 2) by (x1 − x2). With this notation in mind, we see that
Γ(X2, j∗j∗A⊠A) = (A⊗C A)⊗SX(1,2) SX(1 : 2).
On the other hand, identifying ∆!A = j∗j
∗(ΩX⊠A)
ΩX⊠A as in Section 19.1.1 of [FBZ04],
we have
Γ(X2,∆!A) =
(SX(1)dx1 ⊗C A)⊗SX(1,2) SX(1 : 2)
SX(1)dx1 ⊗C A .
In particular, this module is spanned over C by elements that look like
(f(x1)dx1 ⊗ a)⊗ (x1 − x2)−N mod SX(1)dx1 ⊗C A,
for f(x1) ∈ SX(1), a ∈ A, and N > 0. Then the chiral bracket µch is determined
by a morphism of these right D(X2)-modules satisfying properties corresponding
to the skew-symmetry and the Jacobi identity.
Example 2.8. It is straightforward to check that the natural map j∗j∗ωX⊠ωX →
∆!ωX makes the canonical bundle ωX = ΩX into a chiral algebra.
Definition 2.9 (Sec. 3.3.3, [BD04]). A unital chiral algebra A is a chiral algebra
(A, µch) equipped with a map
u : ωX → A
CHIRAL ALGEBRAS, FACTORIZATION ALGEBRAS, AND (A,H, S)-VERTEX ALGEBRAS 7
of chiral algebras such that the restriction of the chiral bracket µch to j∗j∗(ωX⊠A)
is the canonical quotient map j∗j∗(ωX ⊠A)։ ∆!A.
From now on, all chiral algebras will be assumed to be unital unless explicitly
stated otherwise. We let CA(X) denote the category of (unital) chiral algebras on
X .
Before we can make the definition of a factorization algebra, we need to set some
additional notation.
Notation 2.10. Let Fin denote the category of all finite sets with maps between
them. On the other hand, let fSet denote the category of all non-empty finite sets
with morphisms being only the surjections between them. (Note that later on we
will have a third category Fin 6≡, but let us postpone its definition until Notation
3.1 when it is actually needed.)
A surjection α : I ։ J determines a closed embedding ∆(α) : XJ → XI . On
the other hand, an arbitrary map α : I → J factors into a surjection following by
an injection:
I
α′−→ Im(α) ..= K β−→ J.
The injection β : K → J determines a projection π(β) : XJ → XK . We denote the
composition of π(β) and ∆(α′) by φ(β) : XJ → XI .
The map α also determines an open embedding U(α) →֒ XI , where
U(α) = {(xi) ∈ XI | xi1 6= xi2 unless α(i1) = α(i2)}.
We denote this open embedding by j(α).
Definition 2.11 (Section 3.4, [BD04]). A factorization algebra on X consists of a
family
{BXI ∈ D(XI)}I∈fSet of left D-modules together with isomorphisms
να : BXI ∼−→ ∆(α)∗BXJ ;
dα : j(α)
∗ (
⊠j∈JBXIj
) ∼−→ j(α)∗BXI
for any α : I ։ J ∈ fSet. We require that the BXI have no non-zero local sections
supported at the diagonal divisor. We also require that the να and dα satisfy
compatibility conditions with respect to compositions of maps α.
Example 2.12. It is a straightforward exercise to check that the collection O =
{OXI} can be given a natural structure of factorization algebra.
Definition 2.13 (Section 3.4.4, [BD04]). A factorization algebra B = {BXI} on
X is unital if it is equipped with a map u : O → B of factorization algebras which
satisfies the following two conditions:
(1) Let 1 ∈ BX denote the image of the unit of OX under u. For any local
section b of BX , 1 ⊗ b is a local section of BX ⊠ BX , so we can view it as
a section of j∗j∗(BX ⊠ BX); hence did(1⊗ b) is a section of j∗j∗(BX2). We
require that it is is actually a section of BX2 . By abuse of notation, we will
write 1⊗ b ∈ BX2 .
(2) We require furthermore that ∆∗(1 ⊗ b) = b, under the identification of
∆∗(BX2) with BX .
Remark 2.14 (Remark on the definition). Beilinson and Drinfeld (Section 3.4.5
[BD04]) remark that a unital factorization algebra is equivalent to the following
data:
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• For any I ∈ Fin (in particular for I = ∅) we have a left D-module on XI .
• For any morphism of finite sets α : I → J we have morphisms of left
D-modules
να : φ(α)
∗BXI → BXJ ;
dα : j(α)
∗ (
⊠j∈JBXIj
)→ j(α)∗BXI .
These are required to satisfy the same compatibilities under compositions of the
maps α as before; however, we require them to be isomorphisms only when α is
surjective. We again require that the sheaves BXI have no non-zero local sections
supported on the diagonal divisor. Moreover, BX∅ must be non-zero.
From now on, all factorization algebras will be assumed to be unital, unless spec-
ified otherwise. Let FA(X) denote the category of (unital) factorization algebras
on X .
Let us summarize the relationships between these categories.
Theorem 2.15. Let X ⊂ A1 be an open affine subset of A1, with a fixed global
coordinate x.
(1) (Thm. 5.4 [HL96].) The category of vertex algebras over X is equivalent
to the category of chiral algebras over X.
(2) The category of vertex algebras is equivalent to the category of translation-
equivariant vertex algebras on A1, and hence to the category of translation-
equivariant chiral algebras on A1.
(3) (Thm. 3.4.9 [BD04].) The category of chiral algebras on X is equivalent to
the category of factorization algebras on X.
Remark 2.16. (1) Many of ideas in the proof of part (1) appear also in Section
19.2 of [FBZ04].
(2) Part (2) can be proved as a corollary of part (1), and has widely been
accepted as true throughout the literature. However, an explicit description
of the functors appears in the appendix of the recent paper [BDSHK19].
(3) Part (3) is proved in greater generality (for schemes X of arbitrary dimen-
sion n) in [FG12]; however, we do not need this level of generality.
(4) We will not comment on the proofs here—however, at certain stages in
arguments in this paper, we will describe some of the equivalences above
more explicitly, as needed.
3. Background: Borcherds’s category of (A,H, S)-vertex algebras
In this section, we introduce the main objects of Borcherds’s paper [Bor01].
Borcherds works in an arbitrary symmetric monoidal category A; for simplicity, we
will restrict our attention to the case that A = Vect, the category of vector spaces
over C. We will also introduce new examples, along with geometric perspectives
which will be useful in relating Borcherds’s constructions to more geometric objects
(chiral algebras and factorization algebras) in subsequent sections.
Notation 3.1. Recall from 2.10 the category Fin of finite sets with arbitrary
maps between them. We are also interested in the category Fin 6≡ whose objects
are finite sets equipped with an equivalence relations, and whose morphisms are
functions between the finite sets which preserve inequivalence: i.e., we consider
only α : I → J with the property that α(i1) ∼ α(i2) only if i1 ∼ i2.
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We will consider Fin as a full subcategory of Fin6≡ by letting an ordinary finite
set I carry the degenerate equivalence relation, so all elements of I are equivalent.
Note that giving an equivalence relation on a finite set I is equivalent to giving
a surjection from I to another set: we will sometimes write πI : I ։ I
′ for this
surjection, and identify I ′ with the set of equivalence classes of I. In the notation of
2.10, the surjection πI determines an open embedding j(πI) : U(πI) →֒ XI ; in the
case that the equivalence relation is implicit, we may denote this open embedding
by j(I) : U(I) →֒ XI . Notice that the morphisms φ from I to J in Fin 6≡ are exactly
those functions α : I → J such that the induced map φ(α) : XJ → XI restricts to
a map U(J)→ U(I). We will denote this map by φU (α).
Borcherds begins by considering the functor categories Fun(Fin∗, A) and Fun((Fin∗)op, A),
where ∗ ∈ {∅, 6≡}. These categories each have a natural symmetric monoidal struc-
ture induced by the tensor product on A: for two functors V1, V2 and for I ∈ Fin∗,
we have
(V1 ⊗ V2)(I) = V1(I)⊗C V2(I).
The next step in the construction involves choosing a coalgebra object in Fun((Fin∗)op, A).
Although the definitions make sense for general coalgebra objects, all our theorems
and examples use the same coalgebra, which we will define now.
Definition 3.2. Let H = C[∂] be the polynomial algebra in one generator ∂. It
has a natural cocommutative coalgebra structure given by
∆(∂) = ∂ ⊗ 1 + 1⊗ ∂.
Now define the functor T by setting T (I) = ⊗IH ∼= C[∂i]i∈I . Given a morphism
α : I → J , we use the comultiplication on H to define a map
α∗ : T (J)→ T (I)
∂j 7→ ∆α
−1(j)(∂).
(Here ∆α
−1(j) is the (|α−1(j)| − 1)-fold composition of ∆ with itself, taking values
in C[∂i]i∈α−1(j): that is, ∆α
−1(j)(∂) =
∑
i∈α−1(j) ∂i.) It is not hard to show that
this makes T into a contravariant functor on Fin∗.
Finally, we define a comultiplication map ∆T : T → T ⊗ T by using the tensor
products of ∆ : H → H ⊗H with itself. Coassociativity of ∆ ensures that ∆T is
indeed a natural transformation, and makes T into a cocommutative coalgebra.
From now on, we will work only with this coalgebra object T . Borcherds next
defines what it means for this coalgebra to act on a covariant functor V .
Definition 3.3. Take V ∈ Fun(Fin∗, A). An action of T on V consists of a family
of maps
actT (I) :T (I)⊗ V (I)→ V (I)
t⊗ v 7→ t.v
satisfying the following compatibility condition: given any α : I → J ∈ Fin∗, we
have a commutative diagram
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T (J)⊗ V (I)
T (I)⊗ V (I) T (J)⊗ V (J)
V (I) V (J).
α∗ ⊗ id
actT (I)
αV∗
id⊗ αV∗
actT (J)
We denote the category of functors equipped with T -action by Fun(Fin∗, A, T ).
(Still, we can work in either Fin, Fin6≡. We will begin to see the differences be-
tween these categories in the next steps.) We observe, following Borcherds, that
the tensor product on Fun(Fin∗, A) extends naturally to a tensor product ⊗ on
Fun(Fin∗, A, T ). This uses the fact that T is a coalgebra. We now fix a com-
mutative algebra object (with unit) S in the tensor category Fun(Fin 6≡, A, T ). The
condition that S has a unit is equivalent to requiring that S(∅) is a unital C-algebra.
Example 3.4. This is the main example of an algebra object used by Borcherds
in [Bor01]; for this reason we will denote it by SB. For I a finite set with an
equivalence relation ∼, let
SB(I) = C[(xi − xj)±1]i6∼j∈I .
Given α : I → J ∈ Fin 6≡, we define
αSB∗ : SB(I)→ SB(J)
by sending xi to xα(i). Note that it is crucial that α be a morphism in Fin
6≡ (i.e.
be inequivalence-preserving) in order for this to give a well-defined map. Thus SB
is an object of Fun(Fin 6≡, A).
The action of T on SB is given by letting ∂i ∈ T (I) = C[∂i]i∈I act on SB(I) by
d
dxi
. The diagram in definition 3.3 commutes as an immediate consequence of the
product rule, so SB is an object of Fun(Fin
6≡, A, T ).
Finally, to show that SB is a commutative algebra object in this category, we
need to give a multiplication morphism m : SB⊗SB → SB. On the level of a set I,
mI : SB(I)⊗ SB(I)→ SB(I) is just the ordinary algebra multiplication; it is easy
to check from the definitions (and again using the product rule) that this is defines
a natural transformation compatible with the action of T . Furthermore, it follows
from the fact that the SB(I) themselves are commutative algebras that the map m
makes SB into a commutative algebra object.
Remark 3.5. Note that we can consider SB as a commutative algebra object in
Fun(Fin, A, T ), by restricting along the embedding Fin →֒ Fin6≡; however, in this
case the functor is constant, always producing C, and the action of T is always
trivial.
Before moving on, let us also introduce some more examples of algebra objects
S, not studied by Borcherds.
Example 3.6. For I ∈ Fin 6≡, we set
SA1(I) = C[xi]i∈I [(xi − xj)−1]i6∼j∈I .
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The construction of the structure of SA1 as a commutative algebra object in Fun(Fin
6≡, A, T )
is analogous to the case of SB. More precisely, the functions α
S
A1∗ are induced by
xi 7→ xα(i), elements ∂i ∈ T (I) act on SA1(I) by ddxi , and the algebra structure of
each SA1(I) is compatible with these structures.
Geometric interpretation 3.7. Let X = A1. Recall from 3.1 that each I ∈ Fin6≡
gives an open subscheme U(I) of XI ; note that SA1(I) = Γ(U(I),OXI ), and the
action of T (I) on SA1(I) is just that of the vector fields
d
dxi
on this ring of sections.
Motivated by this, we generalize Example 3.6 as follows.
Example 3.8. Let X be an open affine subset of A1, with fixed global coordinate
x, as in Section 1.2.
For any I ∈ Fin6≡, the cartesian product XI is affine, and (because we are
working over curves) the open set U(I) is also affine. Let
SX(I) = Γ(U(I),OXI ).
For α : I → J , recall that we have φU (α) : U(J) → U(I). The required map
αSX∗ : SX(I)→ SX(J) is just the induced map on global sections.
The action of T (I) on SX(I) is again by letting ∂i act by the vector field
d
dxi
(using the fixed global coordinate xi on the ith factor of X
I), and the algebra struc-
ture is again the natural one on each ring of functions SX(I). The compatibility
conditions follow as in the previous examples.
Note that this notation is consistent with the notation introduced in Remark
2.7.
With these examples in mind as prototypes, let us move on with Borcherds’s
construction. He defines the category Fun(Fin6≡, A, T, S) of S-modules: objects are
objects V of Fun(Fin 6≡, A, T ) equipped with an action map
actS : S ⊗ V → V,
which is a morphism in Fun(Fin 6≡, A, T ), and which satisfies the usual axioms of a
ring action.
Definition 3.9. We define a symmetric tensor product on Fun(Fin 6≡, A, T, S) as
follows: for V,W ∈ Fun(Fin 6≡, A, T, S), the tensor product V ⊗W is the functor
given by
(V ⊗W ) : I 7→ V (I)⊗S(I) W (I).
It is straightforward to give the rest of the structure of V ⊗ W as an object of
Fun(Fin 6≡, A, T, S), and to see that this makes Fun(Fin 6≡, A, T, S) into a symmetric
monoidal tensor category.
We will also define a second tensor product, which Borcherds refers to as the
singular tensor product.
Definition 3.10. Let V,W ∈ Fun(Fin6≡, A, T, S). We define V ⊙ W to be the
unique object of Fun(Fin6≡, A, T, S) such that for any other Z ∈ Fun(Fin 6≡, A, T, S)
a morphism ψ : V ⊙W → Z consists of
• for any I1, I2 in Fin6≡, a morphism ψI1,I2 : V (I1) → W (I2) → Z(I1 ⊔ I2)
(here I1 ⊔ I2 has the equivalence relation given by the disjoint union of the
equivalence relations on I1 and I2).
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This collection of maps is required to satisfy some natural compatibility conditions:
• For fixed I1, I2, ψI1,I2 should commute with the actions of T (I1) and T (I2),
and with the actions of S(I1) and S(I2).
• The ψ should be functorial in I1 and I2.
Remark 3.11. (1) See the remarks following definition 3.10 of [Bor01] for a
discussion of why this object is defined (i.e. representable).
(2) Borcherds also remarks that if we were to attempt to make this definition
in the category Fun(Fin, A, T, S), we would recover the ordinary tensor
product. This amounts to the fact that disjoint union is a coproduct in
Fin, but not in Fin6≡.
(3) On the other hand, given an object V of Fun(Fin, A, T, S), we can extend
it to an object V ∈ Fun(Fin 6≡, A, T, S) by setting
V (I1 : . . . : In) ..= V (I1, . . . , In)⊗S(I1)⊗···⊗S(In) S(I1 : . . . : In).
(We adopt the notation I1 : . . . : In to indicate the set I1 ⊔ . . . ⊔ In with
equivalence classes I1, . . . , In, and I1, . . . , In to indicate the set I1 ⊔ . . .⊔ In
with all elements in the same equivalence class.) Here S acts in the obvious
way by multiplication on the right factor, while ∂i ∈ T (I) acts by ∂i⊗ id +
id ⊗ ∂
∂xi
. This gives a fully faithful embedding of Fun(Fin, A, T, S) into
Fun(Fin 6≡, A, T, S).
Borcherds observes that if we start with V,W ∈ Fun(Fin, A, T, S), view
them as objects of Fun(Fin6≡, A, T, S), and compute the singular tensor
product in this category, the resulting object V ⊙W is no longer an object
of Fun(Fin, A, T, S).
Finally, we can come to the main definition of [Bor01]:
Definition 3.12 (Definition 3.12, [Bor01]). An (A,H, S)-vertex algebra is a singu-
lar commutative ring object in Fun(Fin, A, T, S).
Remark 3.13 (Remark on notation). Borcherds’s notation reflects that he allows
for more general additive symmetric monoidal categories A than we use in this
paper (we take always A = Vect); likewise, his H can be more general than our
H = C[∂] used in defining T in definition 3.2, and hence he considers slightly more
general coalgebras than our T . We will still use this notation for consistency, even
though for us the only choice is in the algebra object S.
Remark 3.14 (Remark on unit condition). Fix a triple (A,H, S). An (A,H, S)-
vertex algebra V is called unital if V (∅) is a unital S(∅)-algebra. Although
Borcherds does not explicitly mention it, it seems likely that he intended all of
his (A,H, S)-vertex algebras to be unital, and simply left out this axiom. (For ex-
ample, this assumption is required for his theorems to be true.) It is a consequence
of his axioms that V (∅) is an algebra over S(∅), but it is not necessary that it has
a unit. On the other hand, a truly non-unital (A,H, S)-vertex algebra, in the sense
of non-unital factorization algebras, or vertex algebras without vacuum, should be
a functor V only defined over the category of non-empty finite sets and surjections,
together with the rest of the data of an (A,H, S)-vertex algebra.
Let us also remark that an (A,H, S)-vertex algebra is unital if and only if it is
equipped with a map of (A,H, S)-vertex algebras
S → V
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which satisfies the following compatibility condition relating singular-multiplication
by the unit to the action of S on V : take I, J any finite sets; then the diagram
below must commute.
(2)
S(I)⊗ V (J) V (I)⊗ V (J) V (I : J)
S(I, J)⊗ V (I, J) V (I, J)
unit µ
act
(Here again we require that S(∅) is unital, and 1 ∈ S(∅) acts trivially on V (∅).)
From now on, we will assume that all (A,H, S)-vertex algebras are unital.
Remark 3.15 (Remark on morphisms). Borcherds does not explicitly define mor-
phisms between (A,H, S)-vertex algebras. For now, we will define the category
VA(A,H, S) to have objects as in definition 3.12, and morphisms natural transfor-
mations of the underlying functors which respect all of the additional structure.
See Remark 9.2 for a discussion of why we may wish to modify the definition of a
morphism.
Geometric interpretation 3.16. In the case that S = SX as in examples 3.6 and
3.8 above, we can interpret the data of an (A,H, S)-vertex algebra geometrically.
Indeed, let V be an (A,H, SX)-vertex algebra. Recall that X
I is affine for any finite
set I, and let V(I) denote the OXI -module with global sections given by V (I). The
generators of T (I) = C[∂i]i∈I act on V (I) by derivations; together with the action
of SX(I), this generates a left DXI -module structure on V(I).
Given any α : I → J , we have αV∗ : V (I)→ V (J). It is straightforward to check
from the axioms that this descends to a map
SX(J)⊗SX(I) V (I)→ V (J),(3)
which is compatible with both the SX(J)-action on both sides, and the “action”
of T (J) (given on the right hand side from the definitions, and given on the left
hand side by letting ∂j act by ∂j ⊗ id + id ⊗ α∗(∂j)). To translate this into the
D-module picture, we consider the morphism φ(α) : XJ → XI . Then the map (3)
is the morphism on global sections induced by a map of left DXJ -modules
α˜ : φ(α)∗(V(I))→ V(J).
These maps are compatible with compositions I → J → K in the obvious way.
For I ∈ Fin6≡, let I denote the underlying finite set (i.e. the result of forgetting
the equivalence relation). The data of the V (I) for (πI : I ։ I
′) ∈ Fin 6≡ simply
encodes the restriction of V(I) to U(I) ⊂ XI . Likewise, a function α : I → J of
finite sets is a morphism in Fin6≡ if and only if the induced morphism φ(α) : XJ →
XI sends U(J) to U(I). Then the data of α∗ : V (I)→ V (J) encodes the restriction
of α˜ to U(J).
Borcherds’s main result is the following:
Theorem 3.17. [Bor01] Given an (A,H, SB)-vertex algebra V , the vector space
V (1) has a natural structure of vertex algebra.
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In fact, it is not hard to see from the proof that this extends to a functor
VA(A,H, SB) → VA, which we will denote by Φ. Borcherds gives an instance of
this theorem by constructing an (A,H, SB)-vertex algebra V
L for which Φ(VL) is
the lattice vertex algebra VL.
Example 3.18. Let L be an even integral lattice of rank n, with bilinear form (·, ·)
as in example 2.2. Let V L be the commutative algebra
V L ..= C[L]⊗ Sym(L(1)⊕ L(2)⊕ · · · ⊕ L(n)⊕ · · · ).
(Here we have the symmetric algebra on the direct sum of countably many copies
of L, denoted by L(1), L(2), etc.) For future reference, let us fix a basis {λa}a∈A of
L, and let us denote the generators of this algebra by eλ ∈ C[L] (for λ ∈ L), and by
λa(k) ∈ L(k) (for a ∈ A and k ∈ N). We define an action of C[∂] on V L by setting
∂(eλa) = λa(1);
∂(λa(k)) = (k + 1)λa(k + 1),
and requiring that ∂ satisfies the Leibniz rule. In particular, denoting 1
k!∂
k by ∂(k),
we have λa(k) = ∂
(k)eλa . In addition to the obvious algebra structure, V L has
a coalgebra structure compatible with the algebra structure and the action of ∂
determined by requiring that
∆(eλ) = eλ ⊗ eλ for any λ ∈ L;
∆(v1v2) = ∆(v1) ·∆(v2) for any v1, v2 ∈ V L;
∆(∂v) = (∂ ⊗ 1 + 1⊗ ∂)∆(v) for any v ∈ V L.
Define VL : Fin→ A by VL(I) ..= ⊗IV L. Given a morphism α : I → J , we define
VL(I) → VL(J) by (vi)i∈I 7→ (
∏
i∈α−1(j) vi)j∈J . Then we can define the action of
T (I) = C[∂i]i∈I on VL(I) by letting ∂i act on the ith factor V L.
The action of SB is given by the natural action of SB(I1 : . . . : In) on V
L(I1 :
. . . : In) = V
L(I1, . . . , In)⊗C SB(I1 : . . . : In).
It remains to define the singular multiplication µ on VL. This should be a map
VL ⊙ VL → VL, or in other words a collection of compatible maps
µI1,I2 : V
L(I1)⊗ VL(I2)→ VL(I1, I2)⊗C C[(xi1 − xi2 )±1]i1∈I1,i2∈I2 .
We define these maps in several steps. Fix a two-cocycle c : L × L → {±1} as in
example 2.2. Now define what Borcherds calls a bicharacter r : V L⊗V L → C[(x1−
x2)
±1] as follows. For α, β ∈ L, set r(eα, eβ) = c(α, β)(x1−x2)(α,β). Note that since
c satifies c(α, β) = (−1)(α,β)c(β, α), we have r(eβ , eα) = c(α, β)(x2 − x1)(α,β). The
value of r on any element of V L⊗V L is completely determined by the requirement
that r is bilinear and satisfies1
• if r(v ⊗ v) = f(x1, x2), then r(w ⊗ v) = f(x2, x1) for v, w,∈ V L;
• r(∂v ⊗ w) = ∂
∂x1
r(v ⊗ w) for v, w ∈ V L;
• r(v1v2 ⊗ w) = r(v1, w(1))r(v2, w(2)), for v1, v2, w ∈ V L, where ∆(w) =
w(1) ⊗ w(2).
1More generally, these are the axioms given by Borcherds for a (symmetric) bicharacter from
an arbitrary commutative cocommutative bialgebra into C[(x1 − x2)±1]; he uses this general set-
up to produce other examples of (A,H,SB)-vertex algebras, but this example is sufficient for our
purposes.
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Borcherds explains (Lemma 4.1, [Bor01]) that this bicharacter can be extended to
give maps
r : VL(I1)⊗ VL(I2)→ SB(I1 : I2),
for any pair I1, I2, using the coalgebra structure of V
L and the algebra structure
of SB(I1 : I2). With this in hand, we define µI1,I2 as follows: given v ∈ VL(I1)
and w ∈ VL(I2), write ∆(v) = v(1) ⊗ v(2) ∈ VL(I1) ⊗ VL(I1), and likewise write
∆(w) = w(1) ⊗ w(2) ∈ VL(I2)⊗ VL(I2). Then we define
µI1,I2(v ⊗ w) ..= (v(1) ⊗ w(1))⊗ r(v(2) ⊗ w(2)).(4)
It is not hard to check that this gives a compatible family of maps, which in turn
gives a commutative multiplication map VL ⊙ VL → VL.
Although we will not explain here why the vertex algebra structure on Φ(VL)
matches that of the lattice vertex algebra VL (see Example 2.2), let us at least
explain how the underlying vector spaces VL(1) = V L and VL are identified, by
defining the isomorphism
f : V L → VL.(5)
In fact, both V L and VL are commutative algebras with derivation (given by the
action of ∂ on V L and the action of T on VL, respectively). Moreover, each is
generated under multiplication and the derivation by elements parametrized by L:
{eλ}λ∈L in the case of V L and {|λ〉}λ∈L in the case of VL. The map f is the
homomorphism of commutative algebras with derivation given by f(eλ) = |λ〉.
As an example, we can calculate that for a basis element λa, f(λa(1)) = f(∂e
λa) =
T |λa〉 = (λa)−1|λa〉.
Remark 3.19 (Remark on bicharacter constructions). In [Pat09], Patnaik proves
carefully that Φ(VL) is indeed the lattice vertex algebra, as Borcherds’s claims. He
also defines and characterizes the class of r-vertex algebras, vertex algebras which
arise as objects in the image of Φ of (A,H, S)-vertex algebras which are constructed
in a way similar to the above method, namely beginning with a commutative co-
commutative bialgebra and a symmetric bicharacter. In particular, not all vertex
algebras arise in this way; this result is different from the results of the current
paper, which concern the application of Φ (or ΦX) to any (A,H, S)-vertex algebra.
Remark 3.20 (Remark on commutativity condition). Let us describe more ex-
plicitly what it means for a singular multiplicative structure µ on an object V ∈
Fun(Fin,A, T, S) to be commutative. In terms of the components µI1,I2 , the con-
dition simply amounts to the commutativity of the following diagrams:
V (I1)⊗ V (I2) V (I1 : I2)
V (I2)⊗ V (I1) V (I2 : I1)
µI1,I2
α⊗ β 7→ β ⊗ α id
µI1,I2
However, when we are dealing with explicit examples, say I1 and I2 each consisting
of one point, there is a risk of notational confusion. Rather than labelling the
element of I1 by “1” and the element of I2 by “2”, we do not specify the labels,
and reserve the notation x1 to refer to the first label appearing on the map µ—
i.e. to I1 in the first row of the diagram, and to I2 in the second row—while x2
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refers to the second label. We do this for consistency with notation of [Bor01]
and for ease of translation to the (ordinary) vertex algebra setting. Thus in this
case, to express the commutativity of the above diagram, we use the transposition
σ : {1, 2} → {2, 1}, and we see that
µ12(α ⊗ β) = σV∗ µ1,2(β ⊗ α).(6)
The interested reader can check that this formula holds in the example of the lattice
(A,H, S)-vertex algebra VL.
Remark 3.21 (Generalization to families). Borcherds’s definitions work for a gen-
eral commutative ring R, not just over C. In particular, consider the case when
R = C[t] and X is an affine curve in A1R, viewed as a scheme over SpecR = A
1; the
case we will use later on is the special setting of X = A1 × A1, mapping to SpecR
via the first projection. The theory is entirely analogous to the complex setting; let
us mention only a few differences.
• We consider functors from Fin∗ to the category of C[t] modules (our new
category A).
• The coalgebra object T is as before (with C[t]-module structure given by
t 7→ 0).
• The algebra object SX comes from considering functions on the iterated
fibre products XI
A1
..= X ×A1 X ×A1 · · · ×A1 X and their open subschemes
UA1(I) defined analogously to the non-relative setting. (In the case X =
A
1 × A1 mentioned above, XI
A1
∼= X ×XI and UA1(I) ∼= X × U(I).)
• The structure given by the action of T and of S makes V (I) into a relative
D-module on XI
A1
over A1.
• The naive tensor product is defined as before, by tensoring over SX(I).
• The singular tensor product is defined by considering compatible families
of maps on tensor products of modules over C[t] (rather than over C).
We will call such an (A,H, S)-vertex algebra a family of (A,H, S)-vertex algebras
over A1.
4. From (A,H, SX)-vertex algebras to vertex algebras on X
In this section, we generalize Borcherds’s result (Theorem 3.17) to deal with our
other class of algebra objects S: namely, we return to the setting of X ⊂ A1 open
affine, with a fixed global coordinate x.
Theorem 4.1. For X as above, and SX the algebra object defined in example 3.8,
we have a functor
ΦX : VA(A,H, SX)→ VA(X).
Proof. For V ∈ VA(A,H, SX), we will define a structure of vertex algebra over X
on the vector space V = V (1). (For convenience, we will identify V with V (I)
for any singleton set I, using the isomorphism induced by the unique isomorphism
I → {1}.)
The key idea in the construction is the generalization of Borcherds’s “Taylor
series expansion function” to the SX setting. More precisely, we consider the map
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αV∗ : V (1, 2)→ V (1) corresponding to α : {1, 2} → {1}, and define
θ : V (1, 2)→ V (1)⊗C C[[z1, z2]]
v 7→
∑
i,j≥1
αV∗ (∂
(i)
1 ∂
(j)
2 v)⊗ zi1zj2.
Observe that θ is compatible with the action of x1, x2 ∈ SX(1, 2) on V (1, 2) in the
following way:
θ(x1.v) = (x⊗ 1 + 1⊗ z1).θ(v),(7)
θ(x2.v) = (x⊗ 1 + 1⊗ z2).θ(v).
In particular, θ is linear over C[(x1−x2)], where x1−x2 acts on the right by z1−z2.
It follows that θ extends to a map on the localization at (x1 − x2):
θ : V (1, 2)⊗SX(1,2) SX(1 : 2)→ V (1)⊗C C[[z1, z2]][(z1 − z2)−1].
From the singular multiplication µ on V, we have in particular a map
µ12 : V (1)⊗ V (2)→ V (1, 2)⊗SX(1,2) SX(1 : 2).
For v, u ∈ V we define Y (v, z1)u ∈ V (1)⊗C C[[z1]][z−11 ] by
Y (v, z1)u ..= θ(µ(v ⊗ u))|z2=0.
More explicitly, choose N large enough that (x1−x2)Nµ12(v⊗u) ..= a ∈ V (1, 2).
Then
Y (v, z1)u =
∑
i≥0
αV∗ (∂
(i)
1 a)⊗ zi−N1 .(8)
We claim that Y (·, z)(·) makes V into a vertex algebra on X , together with the
data of vacuum vector |0〉 given by the image of 1 ∈ SX(1) under the unit morphism
SX(1) → V (1), and of translation operator given by T = ∂(·) : V → V . Let us
check the axioms.
First notice that the lower truncation property is immediate from the construc-
tion of Y . It is also immediate from the properties of an (A,H, SX)-vertex algebra
that V is a Γ(X,OX)-module. It easy to check from the linearity of µ and the
properties (7) of θ that we have
Y (xv, z)u = (x+ z)Y (v, z)u;
Y (v, z)(xu) = xY (v, z)u,
which are the O(X)-linearity properties required. The derivative property is also
straightforward to check.
Next let us check the vacuum axiom and the creation axiom. Since ∂(1) = 0,
we also have ∂(|0〉) = 0. For any other v ∈ V , the diagram (2) tells us that
µ(|0〉 ⊗ v) = γV∗ v ∈ V (1, 2), where γ is the inclusion {2} →֒ {1, 2}. Then from (8)
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we see that
Y (|0〉, z)v =
∑
i≥0
αV∗ (∂
(i)
1 (µ(|0〉 ⊗ v))⊗ zi
=
∑
i≥0
αV∗ (µ(T
(i)|0〉 ⊗ v))⊗ zi
= αV∗ (µ(|0〉 ⊗ v))
= αV∗ γ
V
∗ v = v.
Thus the vacuum condition holds.
Likewise, µ(|0〉 ⊗ v) = δV∗ v ∈ V (1, 2), for δ : {1} →֒ {1, 2}, so
Y (v, z)|0〉 =
∑
i≥0
αV∗ (∂
(i)
1 (µ(v ⊗ |0〉))⊗ zi
=
∑
i≥0
αV∗ (µ(∂
(i)v ⊗ |0〉))⊗ zi
= v + Tv ⊗ z + · · · .
This proves that the creation property is satisfied.
Finally, we claim that the following proposition holds:
Proposition 4.2. The locality axiom is satisfied. In other words, for any three
elements u1, u2, u3 ∈ V there exists some large integer N ≫ 0 such that
(z1 − z2)NY (u1, z1)Y (u2, z2)u3 = (z1 − z2)NY (u2, z2)Y (u1, z1)u3.
We defer the proof of this proposition for now; in the mean time, assuming the
proposition, we see that we have indeed constructed the data of a vertex algebra
(V, |0〉, T, Y (·, z)) over X .
It is also easy to see from the constructions that a morphism F : V → W of
(A,H, SX)-vertex algebras (in the sense of remark 3.15) gives rise to a linear map
F (1) : V (1) → W (1) which respects all of the vertex algebra structure just de-
scribed. This describes the behaviour of the functor ΦX on morphisms, and com-
pletes the proof of the theorem. 
The remainder of this section is devoted to the proof of Proposition 4.2. For
u1, u2, u3 ∈ V , we need to show that the two elements Y (u1, z1)Y (u2, z2)u3 and
Y (u2, z2)Y (u1, z1)u3 of V (1)⊗C[[z1, z2]][z−11 , z−12 ] agree when viewed as elements of
V (1)⊗C[[z1, z2]][z−11 , z−12 , (z1−z2)−1]. Following Borcherds’s proof in the setting of
(A,H, SB)-vertex algebras, we will introduce an intermediate function that will al-
low us to see how the associativity and commutativity of the singular multiplication
map µ imply our result.
For this, we use a generalization of the function θ to three variables: let β be
the function {1, 2, 3} → {1}, and define
θ123 : V (1 : 2 : 3)→ V (1)⊗ C[[z1, z2, z3]][(z1 − z2)−1, (z1 − z3)−1, (z2 − z3)−1]
by sending (x1 − x2)d1(x1 − x3)d2(x2 − x3)d3a for a ∈ V (1, 2, 3) to∑
i,j,k≥0
βV∗ (∂
(i)
1 ∂
(j)
2 ∂
(k)
3 a)⊗ zi1zj2zk3 (z1 − z2)d1(z1 − z3)d2(z2 − z3)d3 .
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Definition 4.3. Let U be the map
V (1)⊗ V (2)⊗ V (3)→ V (1)⊗ C[[z1, z2]][z−11 , z−12 , (z1 − z2)−1]
given by the following composition:
V (1)⊗ V (2)⊗ V (3) id⊗µ−−−→ V (1)⊗ V (2 : 3) µ−→ V (1 : 2 : 3)
θ123−−→ V (1)⊗ C[[z1, z2, z3]][(z1 − z2)−1, (z1 − z3)−1, (z2 − z3)−1]
z3 7→0−−−→ V (1)⊗ C[[z1, z2]][z−11 , z−12 , (z1 − z2)−1].
Lemma 4.4. Let Y123 : V (1)⊗V (2)⊗V (3)→ V (1)⊗C[[z1, z2]][z−11 , z−12 , (z1−z2)−1]
be the map given by
u1 ⊗ u2 ⊗ u3 7→ Y (u1, z1)Y (u2, z2)u3.
Then Y123 = U .
Proof. Consider the following diagram.
V (1) ⊗ V (2) ⊗ V (3)
V (1) ⊗ V (2 : 3) V (1) ⊗ V (2) ⊗ C[[z2, z3]][(z2 − z3)
−1] V (1) ⊗ V (2) ⊗ C[[z2]][z
−1
2 ]
V (1 : 2 : 3) V (1 : 2)⊗ C[[z2, z3]][(z2 − z3)
−1] V (1 : 2)⊗ C[[z2]][z
−1
2 ]
V (1) ⊗ C[[z1, z2, z3]][(zi − zj)
−1] V (1) ⊗ C[[z1, z˜2, z2]][(z1 − z˜2)
−1, z
−1
2 ]
V (1) ⊗ C[[z1, z2]][(z1 − z2)
−1, z
−1
1 , z
−1
2 ] V (1) ⊗ C[[z1, z2]][z
−1
1 , z
−1
2 ].
id⊗ µ
id⊗ θ23 z3 7→ 0
µ µ ⊗ id µ ⊗ id
θ23 z3 7→ 0
θ123 θ12
z˜2 7→ 0
z3 7→ 0
Note that the composition around the outer right edge of this diagram is exactly
Y123, while the composition around the outer left edge is U , so in order to prove the
lemma it suffices to show that each of the three squares in the diagram commutes.
The upper left square commutes because of the compatibility of µ with the
functors induced by the surjections {2, 3} → {2} and {1} ⊔ {2, 3} → {1} ⊔ {2} and
with the action of the ∂i.
That the upper right square commutes is immediate, so it remains to check that
the large bottom square commutes. Let us denote the two compositions by Fq and
Fx. First note that both functions give maps V (1 : 2 : 3)→ V (1)⊗ C[[z1, z2]][(z1 −
z2)
−1, z−11 , z
−1
2 ] which are linear with respect to the action of (xi − xj) for i 6= j in
the following sense: for v ∈ V (1 : 2 : 3), (i, j) ∈ {(1, 2), (1, 3), (2, 3)}, and ∗ =q, x,
we have
F∗((xi − xj) · v) =


(z1 − z2)F∗(v) if (i, j) = (1, 2);
z1F∗(v) if (i, j) = (1, 3);
z2F∗(v) if (i, j) = (2, 3).
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Since V (1 : 2 : 3) is the localization of V (1, 2, 3) by (x1 − x2)(x1 − x3)(x2 − x3) we
conclude that it suffices to check that Fq(v) = Fx(v) for v ∈ V (1, 2, 3). So we take
v ∈ V (1, 2, 3), and calculate from the definitions that we have
Fx(v) =
∑
i,j≥0
βV∗ (∂
(i)
1 ∂
(j)
2 v)⊗ zi1zj2 = Fq(v).
This completes the proof of the lemma. 
The locality condition is a straightforward consequence of this lemma, together
with the properties of the singular multiplication map µ.
Proof of Proposition 4.2. First let us fix some notation: we will denote the trans-
position that swaps 1 and 2 by σ when viewed as a permutation of {1, 2}, and by
σ when viewed as a permutation of {1, 2, 3}. It induces maps
σV∗ : V (1 : 2)→ V (1 : 2);
σV∗ : V (1 : 2 : 3)→ V (1 : 2 : 3);
gσ : C[[z1, z2]][z
−1
1 , z
−1
2 , (z1 − z2)−1]→ C[[z1, z2]][z−11 , z−12 , (z1 − z2)−1];
gσ : C[[z1, z2, z3]][(zi − zj)−1]→ C[[z1, z2, z3]][(zi − zj)−1].
Now we make the following observations:
Y (u1, z1)Y (u2, z2)u3 = U(u1 ⊗ u2 ⊗ u3)
= Fx(µ(u1 ⊗ µ(u2 ⊗ u3)))
= Fx(µ(µ(u1 ⊗ u2)⊗ u3))
= Fx(µ(σ
V
∗ µ(u2 ⊗ u1)⊗ u3))
= Fx(σ
V
∗ µ(µ(u2 ⊗ u1)⊗ u3)).
Here the first equality is Lemma 4.4; the second is by definition of U and Fx; the
third is the associativity of µ; the fourth is the commutativity condition (6); and
the last is the functoriality of µ.
It is easy to check from the definitions that we have θ123 ◦ σV∗ (v) = (id ⊗ gσ) ◦
θ123(v) for any v ∈ V (1, 2, 3). Furthermore, the two compositions satisfy the same
linearity properties with respect to multiplication by (xi−xj), so they agree on the
localization V (1 : 2 : 3). It follows that
Fx(σ
V
∗ µ(µ(u2 ⊗ u1)⊗ u3)) = gσ(Fx(µ(µ(u2 ⊗ u1)⊗ u3))).
Arguing as above, we see that this is equal to gσ(U(u2⊗u1⊗u3)), which by Lemma
4.4 is gσ(Y (u2, z1)Y (u1, z2)u3) = Y (u2, z2)Y (u1, z1)u3. 
5. From (A,H, SX)-vertex algebras to chiral algebras on X
Recall part (1) of Theorem 2.15 (Thm. 5.4 [HL96]). It provides an equivalence
of categories
ΨX : VA(X)→ CA(X).
Combining this with Theorem 4.1, we see that given any (A,H, SX)-vertex algebra
V, we obtain a chiral algebra ΨX ◦ ΦX(V) on X . In this section, we calculate the
chiral bracket µch directly from the data of V, rather than passing through the
category of vertex algebras on X .
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First let us establish some notation. As in the proof of Theorem 4.1, let V = V(1)
be the vector space underlying the vertex algebra ΦX(V). As in remark 3.16, let
V = V(1) denote the left D-module on X with global sections V , and similarly
for any finite set I let V(I) denote the left D-module on XI with global sections
V(I). From the proof of Theorem 5.4 in [HL96] (or perhaps more explicitly seen in
similar discussions in Section 19.2 of [FBZ04]), the right D-module underlying the
chiral algebra ΨX ◦ ΦX is the right D-module Vr = V ⊗ ωX corresponding to the
left D-module V . Let us denote this right D-module by A.
To define a chiral bracket µch0 : j∗j
∗A⊠A → ∆!A, it is enough to give a map of
left D-modules
λch0 : j∗j
∗V ⊠ V → ∆∗V .
We give such a morphism by composing three maps as follows:
(1) The first map j∗j∗V ⊠V → j∗j∗V(1, 2) is induced on global sections by the
singular multiplication map
µ12 : (V (1)⊗ V (2))→ V (1, 2)⊗SX(1,2) SX(1 : 2),
extended to a map of the localization
(V (1)⊗ V (2))⊗SX(1,2) SX(1 : 2)→ V (1, 2)⊗SX(1,2) SX(1 : 2).
(2) The second map γ : j∗j∗V(1, 2) → ∆∗∆∗V(1, 2) is the last map in the
canonical exact sequence
0→ ∆∗∆!V(1, 2)→ V(1, 2)→ j∗j∗V(1, 2)→ ∆∗∆∗V(1, 2)→ 0.
(Here γ is surjective because j is affine and hence there are no higher derived
terms for j∗.)
(3) Notice that for α : {1, 2} → {1}, the map φ(α) is just the diagonal em-
bedding ∆. The third map ∆∗∆∗V(1, 2)→ ∆∗V is induced from the map
α˜ : φ(α)∗(V(1, 2))→ V(1) of Remark 3.16.
Theorem 5.1. The map µch0 defined in this way agrees with the chiral bracket µ
ch
on the chiral algebra ΨX ◦ ΦX(V) = (A, µch).
Proof. Let us recall the construction of the chiral bracket µch . (In fact, we adapt
the notation of Frenkel–Ben-Zvi [FBZ04], who work only over a formal disk, to the
ideas of Huang–Lepowsky [HL96], who work over arbitrary open affine X ∈ A1.)
The bracket µch is again defined in terms of a map of left D-modules2
λch : j∗j∗V ⊠ V → ∆∗V .(9)
Note that j∗j∗V ⊠ V has global sections (V ⊗ V ) ⊗SX(1,2) SX(1 : 2), viewed as
an SX(1, 2)-module. Then λ
ch is given on global sections by
v ⊗ u⊗ (x1 − x2)−n 7→ Y (v, x1 − x2)u⊗ (x1 − x2)−n mod SX(1)⊗ V.
Recalling the definition of Y (·, z)(·) from the proof of Theorem 4.1, we see that λch
is given by
v ⊗ u⊗ (x1 − x2)−n 7→ θ(µ(v ⊗ u))|z=(x1−x2);w=0(x1 − x2)−n.
2In the notation of Frenkel–Ben-Zvi, this map, defined on a formal disk around a point (x, x) ∈
X2, is called Y2x.
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Next let us write down the map γ explicitly in terms of global sections. Global
sections of
∆∗∆∗V(1, 2) = j∗j
∗(OX ⊠∆∗V(1, 2))
OX ⊠∆∗V(1, 2)
are generated over SX(1, 2) by elements that look like 1⊗v⊗(x1−x2)−n mod SX(1)⊗
V (1, 2)/(x−y)V (1, 2), where v ∈ V (1, 2)/(x−y)V (1, 2) and n ∈ Z<0. Let us quickly
recall the DX2 -module structure in terms of these global sections:
x1 : 1⊗ v ⊗ (x1 − x2)−n 7→x⊗ v ⊗ (x1 − x2)−n;
x2 : 1⊗ v ⊗ (x1 − x2)−n 7→1⊗ xv ⊗ (x1 − x2)−n = 1⊗ yv ⊗ (x1 − x2)−n;
∂x1 : 1⊗ v ⊗ (x1 − x2)−n 7→∂x(1)⊗ v ⊗ (x1 − x2)−n + 1⊗ v ⊗ ∂x1(x1 − x2)−n
= −n⊗ v ⊗ (x1 − x2)−n−1;
∂x2 : 1⊗ v ⊗ (x1 − x2)−n 7→1⊗ (∂x + ∂y)v ⊗ (x1 − x2)−n + 1⊗ v ⊗ ∂x2(x1 − x2)−n
= 1⊗ (∂x + ∂y)v ⊗ (x1 − x2)−n + n⊗ v ⊗ (x1 − x2)−n−1.
The map γ is defined by
v ⊗ (x1 − x2)−n−1 7→
n∑
i=0
1
i!
⊗ ∂ixv ⊗ (x1 − x2)i−n−1 mod SX(1)⊗ V (1, 2)/(x− y)V (1, 2).
Note that if we had taken the sum over all i ≥ 0, we would get the same answer
in the quotient; this is convenient when we don’t explicitly know the order of the
pole of the element we start with.
With these explicit formulas to hand, it is easy to see that
θ(·)|z=(x1−x2);w=0 = ∆∗(αV∗ ) ◦ γ(·).
From this it follows that λch = λch0 , and hence that µ
ch = µch0 , as claimed. 
6. From factorization algebras on X to (A,H, SX)-vertex algebras
Composing the functor ΨX ◦ΦX with the equivalence from chiral algebras on X
to factorization algebras on X , we obtain a functor F : VA(A,H, SX) → FA(X).
In this section, we discuss a functor going in the opposite direction.
Theorem 6.1. Let B = {BXI} be a unital factorization algebra on X ⊂ A1. For
each finite set I, let V(I) = Γ(XI ,BXI ); then V = {V(I)} has a natural structure of
(A,H, SX)-vertex algebra. This extends to a functor ΓX from the category FA(X)
of factorization algebras on X to the category of (A,H, SX)-vertex algebras.
Proof. Let us first define the structure of V as a functor from Fin to the category
of vector spaces. Given a morphism α : I → J of finite sets, we define αV∗ : V(I)→
V(J) using the Ran condition data of B. Indeed, we have
να : φ(α)
∗BXI → BXJ ,
which gives a map να : SX(J) ⊗SX(I) V(I) → V(J) on global sections. Then for
v ∈ V(I), we set αV∗ (v) = να(1 ⊗ v) ∈ V(J). The fact that the morphisms να are
compatible with composition of the maps α implies that αV∗ are too.
Next, T (I) and SX(I) act naturally on V(I), because BXI is a DXI -module, and
T (I), SX(I) ⊂ Γ(XI ,DXI ). Furthermore, because the map να is compatible with
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the D-module structures of BXI and BXJ , the T - and SX -actions on V(I) and V(J)
are intertwined by αV∗ in the appropriate way.
The singular multiplication µ : V ⊙ V → V is induced by the factorization iso-
morphisms in the following way. Recall that to define µ we need to give for each
pair of finite sets I1, I2 a map
µI1,I2 : (V(I1)⊗C V(I2))⊗SX(I1,I2) SX(I1 : I2)→ V(I1 : I2).
This map should be compatible with the actions of SX(I1 : I2) and T (I1 : I2) on
each side, and furthermore the collection of maps µI1,I2 should be functorial in I1
and I2.
So let us choose a pair I1, I2. Let I = I1 ⊔ I2, and let α : I → {1, 2} be the
obvious map. Then µI1,I2 is defined to be the following composition:
(V(I1)⊗ V(I2))⊗SX(I1,I2) SX(I1 : I2) = Γ(XI , j(α)∗j(α)∗(BXI1 ⊠ BXI2 ))
∼−→ Γ(XJ , j(α)∗j(α)∗BXI ) = V(I1 : I2).
That is, µI1,I2(v1 ⊗ v2) = dα(v1 ⊗ v2). Because dα is a morphism of D-modules,
µI1,I2 is compatible with the actions of SX and T .
To check the functoriality of µ, we consider sets K1 and K2 with maps γi : Ki →
Ii, inducing γ : K = K1 ⊔K2 → I. We need to show that the following diagram
commutes:
V(K1)⊗ V(K2) V(K1 : K2)
V(I1)⊗ V(I2) V(I1 : I2).
µK1,K2
γV∗γ
V
1,∗ ⊗ γV2,∗
µI1,I2
This follows immediately from the compatibility between the νs and the ds.
It remains to check that the resulting singular multiplication map is associative
and commutative. Both properties follow from the compatibility of the morphisms
d under composition.
Finally, to see that V is a unital (A,H, SX)-vertex algebra, observe (similarly
to the arguments appearing in Section 3.4.5 of [BD04]) that the factorization iso-
morphism for the decomposition ∅ = ∅ ∪ ∅ makes V(∅) into an algebra with
multiplication µ : V(∅) ⊗ V(∅) → V(∅) an isomorphism of vector spaces. We
conclude that V(∅) = C, with unit 1. 
7. Composition of functors
We have now constructed the following (non-commutative) diagram of functors,
where the horizontal arrows in the top row are the equivalences of Theorem 2.15:
VA(X) CA(X) FA(X)
VA(A,H, SX)
∼
ΨX
∼
ΦX ΓX
Let us fix some notation. Suppose that (V, Y (•, z), |0〉) is a vertex algebra on X ;
let V denote the underlying left DX -module, and let Vr denote the corresponding
right DX -module. The chiral algebra corresponding to the vertex algebra has un-
derlying right DX -module Vr, and chiral bracket µch corresponding to a map λch
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of left DX -modules as in (9). Finally, let us denote the corresponding factorization
algebra by B = {BXI}. Unwinding the definitions of the functors in Theorem 2.15,
one sees that B has the following properties:
• BX = V and BX2 = ker(λch : j∗j∗(V ⊠ V)→ ∆∗V).
• The factorization isomorphism d : j∗(BX ⊠BX) ∼−→ j ∗ (BX2) is the restric-
tion of the obvious inclusion V ⊠ V →֒ j∗j∗(V ⊠ V) to U = X ×X \∆.
• Ran’s isomorphism ν : BX ∼−→ ∆∗BX2 = BX2/(x1 − x2)BX2 is given on
sections by v 7→ 1⊗ v mod (x1 − x2)BX2 (it follows from properties of the
unit that 1⊗ v ∈ ker(λch ) ⊂ j∗j∗(V ⊠ V)).
• The inverse ν−1 can also be written explicitly as follows: given a section A
of BX2 , calculate λch (A · (x1−x2)−1), a section of ∆∗BX . Since A is in the
kernel of λch , we must obtain something of the form
∑
i fi(x1)⊗ vi · (x1 −
x2)
−1 = 1⊗ (∑i fi(x2) · vi) (x1 − x2)−1 (possibly 0). Then it is easy to see
that A−∑i fi(x2) · vi are sections of the ideal sheaf (x1 − x2)BX2 , and so
A = ν(
∑
i fi(x) · vi) in ∆∗BX2 .
Theorem 7.1. The functor ΓX provides a left-inverse to the functor ΦX in the
following sense:
ΦX ◦ ΓX(B) = V.
Remark 7.2. We will see in Section 9 that ΦX is not an equivalence; in particular,
ΓX does not provide a right-inverse to ΦX .
Proof of theorem. Let {V (I), µ} denote the (A,H, SX) vertex algebra ΓX(B). In
particular, V (1) = Γ(X,V) = V , and so the vector space underlying the vertex
algebra ΦX ◦ΓX(B) is indeed V , with the same Γ(X,OX)-module structure as that
of the original vertex algebra. Likewise, the derivation agrees with the original one.
Furthermore, the unit morphism O → B of the factorization algebra is determined
by the fact that the global section 1 of OX is sent to |0〉 ∈ V = Γ(X,BX); hence
the unit morphism {SX(I) → V (I)} has the same property, and in particular the
vector |0〉 is still the vacuum vector of the vertex algebra ΦX ◦ ΓX(B).
Let Y˜ (•, z) denote the vertex operator function of the new vertex algebra. It
remains to show that for any v, u ∈ V ,
Y˜ (v, z)u = Y (v, z)u.
Recall the definition (8) of Y˜ in terms of the singular multiplication µ: we must
choose N so that µ12(v ⊗ u) · (x1 − x2)N = A is in V (1, 2) = Γ(X,BX2); then
Y˜ (v, z1)u =
∑
i≥0
αV∗ (∂
(i)
1 A)⊗ zi−N1 .
But both µ12 and α
V
∗ can be written in terms of the factorization structure of B:
• µ12(v⊗u) = d(v⊗u); of course this is just v⊗u as a section of j∗j∗(V⊠V),
but when we think of it as a section of j∗j∗(BX2), we use the fact that by
our assumption above, it is of the form A · (x1−x2)−N , where A is a global
section of BX2 . Thus we conclude that A = v ⊗ u · (x1 − x2)N .
• We factor αV∗ as follows:
V (1, 2)։ V (1, 2)/(x1 − x2)V (1, 2) ν
−1−−→ V (1);
in other words, αV∗ is calculated using the procedure described just before
the statement of the theorem.
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Comparing with Y (v, z)u =
∑
n∈Z vn(u) · z−n−1, we see that to prove the theorem,
it is enough to show that for every i ≥ 0,
vN−i−1(u) = αV∗ (∂
(i)
1 A).(10)
(Note that the choice of N ensures that vN−i−1(u) = 0 for any i < 0: indeed,
we know that A ∈ ker(λch ), or equivalently that Y (v, (z − w))u · (z − w)N =∑
n∈Z vnu · (z − w)N−n−1 has no non-zero non-positive powers of (z − w).)
We claim that the following equation holds for any pair v ⊗ u together with an
integer N such that v ⊗ u · (x− y)N = A lies in V (1, 2), and any integers i, k ≥ 0:
λch (∂i1A · (x1 − x2)−k) =
N−i−1∑
j=N−k−i
(N − j − 1)!
(N − j − 1− i)!v(j)u · (x1 − x2)
N−j−k−i−1
(11)
This claim follows from a straightforward induction argument, using the defini-
tion of A,N , and λch for the base case i = 0, and the fact that λch commutes with
the action of ∂1 for the induction step.
In particular, consider the case k = 1: we conclude that
λch(∂i1A · (x1 − x2)−1) =
(N − (N − 1− i)− 1)!
(N − (N − 1− i)− 1− i)!vN−1−iu · (x1 − x2)
N−(N−1−i)−1−i−1
= i!vN−1−iu · (x1 − x2)−1.
This tells us that αV∗ (∂
iA) = i!vN−1−iu; in other words, Equation (10) holds. The
proof is complete.

8. Translation-equivariant version of the story
In this section, we recall the notion of a translation-equivariant vertex algebra
on A1. Then we introduce the notion of a translation-equivariant (A,H, SA1 )-vertex
algebra, and we show that the functor from (A,H, SA1)-vertex algebras to vertex
algebras can be enhanced to a functor of the translation-equivariant categories;
likewise, the functor from factorization algebras to (A,H, SA1 )-vertex algebras can
be enhanced to the translation-equivariant categories. We also give a functor from
the category (A,H, SB)-vertex algebras to the category of translation-equivariant
(A,H, SA1)-vertex algebras. (Unlike the analogous functor from vertex algebras to
translation-equivariant vertex algebras on A1, this functor is not an equivalence.)
Definition 8.1. Recall that a vertex algebra V on A1 is in particular a C[x]-
module. We consider the map p : A1×A1 → A1 given by projection onto the second
factor, and also the map a : A1 × A1 → A1 given by addition (i.e. translation).
The vertex algebra V is said to be translation-equivariant if it is equipped with
an isomorphism ψ : p∗V → a∗V of C[t, x]-modules which is compatible with the
vertex algebra structure. (More precisely, one can formulate the notion of a family
of vertex algebras over A1; p∗V and a∗V are examples of such families, and ψ is an
isomorphism between them.)
In particular, for any choice of t = t0, we consider the restriction Vt0 of a
∗V to
{t0}×A1. As a vector space, Vt0 = V , but the C[x] action is shifted by x 7→ x− t0.
Under this action, Vt0 is a vertex algebra over A
1, with the same vacuum vector
26 EMILY CLIFF
and vertex operators as V . The isomorphism ψ : p∗V → a∗V restricts to give
an isomorphism ψt0 : V → Vt0 of vertex algebras over A1; these isomorphisms are
compatible under composition and addition of the parameters t0.
Let us denote the category of translation-equivariant vertex algebras on A1 by
V A(A1)A
1
.
Recall also part two of Theorem 2.15, which states that the category of translation-
equivariant vertex algebras on A1 is equivalent to the category of vertex algebras.
This equivalence is given on the level of vector spaces by taking invariant vectors,
or as explained in the appendix of [BDSHK19], by taking the stalk at 0.
Let us now formulate the definition of a translation-equivariant (A,H, S)-vertex
algebra on A1. First recall the definition of a family of (A,H, S)-vertex algebras
over A1, as defined in Remark 3.21; here we are interested in the case p1 : X =
A1 × A1 → A1. Observe that the second projection map p : X → A1 extends to
projection maps pI : XI
A1
→ AI which are compatible with diagonal embeddings
and projections. It follows that for an (A,H, SA1)-vertex algebra V , we can use
pullback along p to define a family of (A,H, S)-vertex algebras p∗V over A1: for
I ∈ Fin, we have p∗V (I) ..= (pI)∗(V (I)) = C[t, xi]i∈I ⊗C[xi] V (I). (This is the
trivial family of (A,H, S)-vertex algebras.) Similarly, the action of A1 on itself by
addition induces compatible maps a : X → A1 and aI : XI
A1
→ AI (the latter can
be identified with the diagonal action of A1 on AI); hence we obtain a second family
a∗V .
Definition 8.2. A translation-equivariant (A,H, SA1 )-vertex algebra is a pair (V, ψ),
where V is an (A,H, SA1)-vertex algebra, and ψ : p
∗V → a∗V is an isomorphism
of families of (A,H, S)-vertex algebras. The isomorphism ψ is required to satisfy a
natural compatibility condition on A1 × A1 × A1: namely, letting p3 : (x, y, z) 7→ z
and a3 : (x, y, z) 7→ x+ y + z, we obtain from ψ two isomorphisms p∗3V → a∗V ,
p∗3V = (p× id)∗p∗V ∼−→ (p× id)∗a∗V = (id× a)∗p∗V ∼−→ (id× a)∗a∗V = a∗3V ;
p∗3V = (a× id)∗p∗V ∼−→ (a× id)∗a∗V = a∗3V.(12)
The condition on ψ is that these two compositions must be equal.
Let us denote the category of translation-equivariant (A,H, SA1)-vertex algebras
by VA(A,H, SA1)
A
1
.
Now let B be any factorization algebra on A1. Similarly to the above, the families
of maps {pI} and {aI} induced by p and a, respectively, allow us to pull A1 back
to get relative factorization algebras p∗B and a∗B on A1×A1 over A1 (with respect
to the first projection map).
Definition 8.3. A translation-equivariant factorization algebra on A1 is a factor-
ization algebra B on A1 together with an isomorphism ψB : p∗B → a∗B, satisfying
a compatibility condition analogous to the condition described in (12) above.
Let us denote the category of translation-equivariant factorization algebras on
A1 by FA(A1)A
1
.
The following is immediate from the definitions.
Proposition 8.4. The functor ΓA1 naturally extends to a functor (still called ΓA1)
FA(A1)A
1 → VA(A,H, S)A1 .
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Recall the functor ΦA1 : VA(A,H, SA1 )→ VA(A1) of Theorem 4.1.
Proposition 8.5. The functor ΦA1 extends naturally to a functor (still denoted by
ΦA1)
VA(A,H, SA1 )
A
1 → VA(A1)A1 .
Proof. Given a pair (V, ψ) in VA(A,H, SA1 )
A
1
, we know that V (1) has a structure
of vertex algebra on A1. The isomorphism ψ : p∗V → a∗V gives in particular an
isomorphism of vector spaces p∗(V (1)) → a∗(V (1)). It is not hard to check from
the construction of ΦA1 that this isomorphism of vector spaces respects the vertex
algebra structure. 
Proposition 8.6. There is a natural functor Ξ : VA(A,H, SB)→ VA(A,H, SA1 )A1 .
Proof. Given V ∈ VA(A,H, SB), we define an (A,H, SA1)-vertex algebra W by
setting, for I ∈ Fin, W (I) = V (I) ⊗SB(I) SA1(I) = V (I) ⊗C C[xi]i∈I . This is
naturally a module over SB, and we define the action of T (I) = C[∂i] by letting ∂i
act by ∂i⊗1+1⊗ ddxi . It is easy to see that this gives an object of Fun(Fin, A, T, SA1);
one can also extend the singular multiplication of V C[xi]-linearly to give a singular
multiplication on W .
It remains to show that the resulting (A,H, SA1 )-vertex algebra W can be given
an equivariant structure ψ. For any I ∈ Fin, we need to define ψI : p∗W (I) ∼−→
a∗W (I) . Unwinding the defintions, we can see that p∗W (I) ∼= C[t, xi]⊗ V (I), and
likewise a∗W (I) ∼= C[t, xi] ⊗ V (I); we can take ψI to be the identity map. It is
immediate that this is functorial and respects the singular multiplication structures.

Remark 8.7 (Remarks on Proposition 8.6). Note that the (A,H, SA1 )-vertex
algebra W constructed in the proof is almost never in the image of the func-
tor ΓA1 : FA(A
1) → VA(A,H, SA1). Indeed, we can see that factorization fails
to hold on A2 as follows. Let W(I) be the sheaf on AI associated to W (I).
We can see that the restriction of W(1, 2) to the diagonal has global sections
V (1, 2) ⊗ C[x], while its restriction to the complement of the diagonal has global
sections V (1, 2) ⊗ C[x1, x2, (x1 − x2)−1]. If we assume that W is a factorization
algebra, then from the first fact, we conclude that V (1, 2) ∼= V (1), while from the
second, we see that V (1, 2) ∼= V (1)⊗V (1); hence we must have V (1)⊗V (1) ∼= V (1).
9. The failure of Borcherds’s functor to be an equivalence: case
study for the Virasoro and the lattice VOA.
In this section, we will show that the functor Φ : VA(A,H, SB) → VA fails to
be an equivalence. More precisely, recall Example 2.4, in which we defined the
conformal structure on the rank 1 lattice vertex algebra V L. Recall also Example
3.18: Borcherds constructs an example VL of an (A,H, SB)-vertex algebra such that
Φ(VL) is the lattice vertex algebra VL. If Φ were essentially surjective, we could
find an object W ∈ VA(A,H, SB) such that Φ(W ) ∼= Vir 1; and then if Φ were in
addition fully faithful, we could also find a morphism F :W → VL such that Φ(F )
recovered the map of vertex algebras described in Example 2.4,
φ0 : Vir1 → VL
L−2v1 7→ ω0.
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We will prove that no such pair (W,F ) exists, and thus will have proved the
following theorem:
Theorem 9.1. The functor Φ : VA(A,H, SB) → VA is not an equivalence of
categories.
Proof. Suppose towards a contradiction that we have a pair (W,F ) as described
above.
In particular, we can identify W (1) with Vir1, and F (1) with the map φ0 :
Vir1 → VL ∼= V L. There is an element ω ∈ W1) corresponding to L−2v1 ∈ Vir1; its
image in V L under F (1) is the image of ω0 =
1
2b
2
−1|0〉 ∈ VL under the identification
f of (5). Notice that 12b
2
−1|0〉 = 12 (b−1|0〉)2 in the commutative algebra structure of
VL, and b−1|0〉 = b−1|λ0〉 · |−λ0〉 (here λ0 =
√
N is the generator of L =
√
NZ, and
b =
√
N ⊗ 1√
N
is the generator of h). Since b−1|λ0〉 = 1√
N
(λ0)−1|λ0〉 = 1√
N
T |λ0〉,
we conclude from the properties of f that F (pt)(ω) = 12N e
−2λ0(λ0(1))2. Let us
denote this element by α.
Let us now outline the strategy of the proof, before continuing with the compu-
tations.
Step 1: We compute µV L(α ⊗ α) directly, and obtain
α⊗ α+ 1
N
e−λ0λ0(1)⊗ eλ0λ0(1)(x− y)2 + 1
2
e0 ⊗ e0(x − y)−4.(13)
Step 2: Using the compatibility of F with the multiplication structures on W and
VL, we see that
F (1 : 2)µW (ω ⊗ ω) = µV L(α ⊗ α);
combining this with the equation (13) and the fact that F (1 : 2) = F (1, 2)⊗
idC[(x−y)±1], we conclude that there exists some element β ∈ W (1, 2) such
that F (1, 2)(β) = α⊗ α.
Step 3: We consider ∂xβ; by compatibility of F with the functoriality of W and
VL with respect to the map γ : {1, 2} → {1} we have that
φ0 ◦ γW∗ (∂xβ) = f ◦ γV
L
∗ ◦ F (1, 2)(∂xβ).(14)
However, we compute the right-hand side of this equation directly, and
show that it is not in the image of φ0. This contradicts the assumption
that the pair (W,F ) exists, and hence proves the theorem.
To complete the proof, we will now explain each step.
9.1. Step 1: Computation of µV L(α ⊗ α). Recall from (4) that µV L(α ⊗ α) =
(α(1) ⊗ α(1))r(α(2) ⊗ α(2)). We compute that
∆(α) =
1
2N
(
e−2λ0(λ0(1))2 ⊗ e0 + 2e−λ0λ0(1)⊗ e−λ0λ0(1) + e0 ⊗ e−2λ0(λ0(1))2
)
.
In order to compute µV L(α⊗α), we need to compute r(α(2)⊗α(2)) for each of the
three terms in α(2).
Before we begin our computation, let us write down the value of r on a few basic
pairs of elements. This will help us get used to working with r, and will also be
useful in later calculations.
First, from the definition of r, we have
r(enλ0 ⊗ emλ0) = (x− y)nmN .(15)
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In particular, when n = m = 0,
r(e0 ⊗ e0) = 1.(16)
The compatibility of r with the action of ∂ on the first and second factors,
respectively, gives us the following:
r(λ0(1)⊗ emλ0) = ∂xr(eλ0 ⊗ emλ0) = mN(x− y)mN−1(17)
r(enλ0 ⊗ λ0(1)) = −nN(x− y)nN−1.(18)
In particular, when m or n are zero, respectively, the value of r is 0. Combining,
we see that
r(λ0(1)⊗ λ0(1)) = N(N − 1)(x− y)N−2.(19)
To calculate more complicated instances of r, we use the compatibility of r with
the coproduct ∆. Let us record the following values of ∆, for future reference:
∆(enλ0) = enλ0 ⊗ enλ0 ;(20)
∆(λ0(1)) = λ0(1)⊗ eλ0 + eλ0 ⊗ λ0(1);(21)
∆((λ0(1)
2) = (λ0(1))
2 ⊗ e2λ0 + 2eλ0λ0(1)⊗ eλ0λ0(1) + e2λ0 ⊗ (λ0(1))2.(22)
Now we begin the calculation of µV L(α⊗ α). First, from (16), we have
r(e0 ⊗ e0) = 1.
Next, we need to compute
r
(
e−λ0λ0(1)⊗ e−λ0λ0(1)
)
= r
(
e−λ0 ⊗ (e−λ0λ0(1))(1)
)
· r
(
λ0(1)⊗
(
e−λ0λ0(1)
)
(2)
)
.
We have
∆
(
e−λ0λ0(1)
)
= e−λ0λ0(1)⊗ e0 + e0 ⊗ e−λ0λ0(1),
so r
(
e−λ0λ0(1)⊗ e−λ0λ0(1)
)
is a sum of two terms,
r(e−λ0 ⊗ e−λ0λ0(1)) · r(λ0(1)⊗ e0)(23)
+ r(e−λ0 ⊗ e0) · r(λ0(1)⊗ e−λ0λ0(1)).(24)
By (17), the term (23) is 0.
To compute (24), we observe that r(e−λ0 ⊗ e0) = 1, and that
r(λ0(1)⊗ e−λ0λ0(1)) = ∂x
(
r(eλ0 ⊗ e−λ0λ0(1))
)
= ∂x
(
r(eλ0 ⊗ e−λ0) · r(eλ0 ⊗ λ0(1))
)
= ∂x
[
(x − y)−N · (−N)(x− y)N−1] = N(x− y)−2.
We conclude that
r
(
e−λ0λ0(1)⊗ e−λ0λ0(1)
)
= N(x− y)−2.
Finally we need to calculate R ..= r(e−2λ0 (λ0(1))2 ⊗ e−2λ0(λ0(1))2). Using our
calculation of ∆(e−λ0λ0(1)) from above, we write down ∆(e−2λ0(λ0(1))2); then we
can write R as a sum of three terms as follows:
r(e−2λ0 ⊗ e−2λ0(λ0(1))2) · r((λ0(1))2 ⊗ e0)(25)
+ 2r(e−2λ0 ⊗ e−λ0λ0(1)) · r((λ0(1))2 ⊗ e−λ0λ0(1))(26)
+ r(e−2λ0 ⊗ e0) · r((λ0(1))2 ⊗ e−2λ0(λ0(1))2).(27)
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However, we check that r((λ0(1))
2⊗ e0) and r((λ0(1))2⊗ e−λ0λ0(1)) are both 0, so
the terms (25) and (26) vanish. To calculate (27), we note that r(e−2λ0 ⊗ e0) = 1,
and we use the expansion of ∆(λ0(1))
2 to write r((λ0(1))
2 ⊗ e−2λ0(λ0(1))2) as a
sum
r(e2λ0 ⊗ e−λ0λ0(1)) · r((λ0(1))2 ⊗ e−λ0λ0(1))(28)
+ 2r(eλ0λ0(1)⊗ e−λ0λ0(1)) · r(eλ0λ0(1)⊗ e−λ0λ0(1)(29)
+ r((λ0(1))
2 ⊗ e−2λ0) · r(e2λ0 ⊗ e−λ0λ0(1)).(30)
The first and last terms vanish, and so it remains to calculate the term (29). Using
the calculation of ∆(e−λ0λ0(1)) from above, we see that r(eλ0λ0(1)⊗ e−λ0λ0(1)) is
equal to
r(eλ0 ⊗ e−λ0λ0(1)) · r(λ0(1)⊗ e0)(31)
+r(eλ0 ⊗ e0) · r(λ0(1)⊗ e−λ0λ0(1)).(32)
Once again, (31) is 0, and r(eλ0 ⊗ e0) = 1, so
r(eλ0λ0(1)⊗ e−λ0λ0(1)) = r(λ0(1)⊗ e−λ0λ0(1)) = N(x− y)−2.
From this it follows that
r((λ0(1))
2 ⊗ e−2λ0(λ0(1))2) = 2r(eλ0λ0(1)⊗ e−λ0λ0(1))2 = 2N2(x− y)−4.
Combining our results, we conclude that
µV L(α⊗ α) =
1
4N2
e−2λ0(λ0(1))2 ⊗ e−2λ0(λ0(1))2
+
1
N2
e−λ0λ0(1)⊗ e−λ0λ0(1) ·N(x− y)−2
+
1
4N2
e0 ⊗ e0 · 2N2(x− y)−4,
and so
µV L(α⊗ α) = α⊗ α+
1
N
e−λ0λ0(1)⊗ e−λ0λ0(1) · (x− y)−2 + 1
2
e0 ⊗ e0 · (x − y)−4,
(33)
as claimed.
9.2. Step 2: Existence of β. Consider now the following commutative diagram,
showing the compatibility of F with the singular multiplication structures on W
and VL:
W (1)⊗W (2)⊗ C[(x− y)±1] W (1 : 2) =W (1, 2)⊗ C[(x− y)±1]
V L ⊗ V L ⊗ C[(x− y)±1] V (1 : 2) = V L ⊗ V L ⊗ C[(x− y)±1].
µW
µ
V L
F (pt)⊗ F (pt)⊗ id
C[(x−y)±1 F (1 : 2) = F (1, 2)⊗ idC[(x−y)±1
In particular, µW (ω ⊗ ω) ∈ W (1 : 2) has the property that F (1 : 2)(µW (ω ⊗
ω)) = µV L(α ⊗ α). It follows that there is some element β of W (1, 2) such that
F (1, 2)(β) = α⊗ α.
CHIRAL ALGEBRAS, FACTORIZATION ALGEBRAS, AND (A,H, S)-VERTEX ALGEBRAS31
9.3. Step 3: Computations with ∂xβ. Since F is required to intertwine the
functoriality of W and VL, the following diagram must commute:
W (1, 2) W (1) Vir1
V
L(1, 2) VL(1)
V L ⊗ V L V L VL.
γW∗
γV∗
m
F (1, 2) F (1)
φ0
f
In particular, we must have
f ◦m ◦ F (1, 2)(∂xβ) = φ0 ◦ γW∗ (∂xβ).(34)
We calculate the left-hand side as follows:
m ◦ F (1, 2)(∂xβ) = m(∂x(F (1, 2)(β))) = m(∂x(α⊗ α)) = m((∂xα)⊗ α).
From the definition of α, we calculate that
∂x(α) =
1
N
(
2e−2λ0λ0(1)λ0(2)− e−3λ0(λ0(1))3
)
,
and so
m((∂xα)⊗ α) = 1
2N2
(
2e−4λ0(λ0(1))3λ0(2)− e−5λ0(λ0(1))5
)
.
Under the isomorphism f : V L → VL, this corresponds to the element
1
2N2
(λ0)
3
−1(λ0)−2|0〉 =
1
2
b−2b3−1|0〉.
We claim that this element is not in the image of φ0, contradicting the equation
(34), and thus proving the theorem. To prove this, consider the gradings on Vir1
and VL defined by setting
deg v1 = 0, degL−n = n for Vir1;
deg b−n = n for VL.
Note that φ0 is compatible with these gradings. Note also that the degree 5 piece
of Vir1 has dimension 2—it is spanned by the vectors L−5v1 and L−2L−3v1 (since
L−3L−2v1 can be written as a linear combination of the latter two vectors). It
follows that the image of φ0 in degree 5 has dimension at most two, and is spanned
by φ0(L−5v1) and φ0(L−2L−3v1).
We calculate directly from the definition of φ0 that
φ0(L−5v1) = b−4b−1|0〉+ b−3b−2|0〉;
φ0(L−2L−3v1) = 2b−4b−1|0〉+ b−3b−2|0〉+ 1
2
b−2b3−1|0〉.
Since 12b−2b
3
−1|0〉 is not in the span of these two vectors, it cannot be in the
image of φ0. This completes Step 3, and the proof of the theorem.

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Remark 9.2. An interesting question is whether the notion of a morphism of
(A,H, S)-vertex algebras can be weakened so that the properties of the morphism
F used to reach a contradiction in the proof of Theorem 9.1 above no longer hold.
One would hope that in that case, the pair (W,F ) could be defined; one would
also hope that the lattice (A,H, S)-vertex algebra defined by Borcherds could be
identified in VA(A,H, SA1)
A
1
with the (A,H, S)-vertex algebra coming from the
translation-equivariant lattice factorization algebra.
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