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with minimal distance spectral radius in the class of all cacti with
n vertices and k cycles. Also, we determine the unique graph with
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with n vertices and k cycles is attained.
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1. Introduction
Let G be a simple connected graph with vertex set V(G) and edge set E(G). The distance between
two vertices u, v ∈ V(G) is denoted by duv and is defined as the length of a shortest path between u
and v in G. The distance matrix of G is denoted by D(G) and is defined by D(G) = (duv)u,v∈V(G). Since
D(G) is a real symmetric matrix, all its eigenvalues are real [4]. The distance spectral radius ρ(G) of G is
the largest eigenvalue of the distance matrix D(G). Since D(G) is irreducible, by the Perron–Frobenius
Theorem, the eigenvalueρ(G) is simple and there exists a unique (up tomultiples) positive eigenvector
corresponding to ρ(G). The unique normalized eigenvector corresponding to ρ(G) is referred as the
Perron vector of D(G).
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Balaban et al. [1] proposed the use of ρ(G) as a molecular descriptor, while in [3] Consonni and
Todeschini demonstrated that the distance spectral radius is a useful molecular descriptor in QSPR
modeling.
Subhi and Powers in [7] proved that for n  3, the path Pn has the maximum distance spectral
radius among trees on n vertices. Stevanovic´ and Ilic´ in [6] generalized this result and proved that
among trees with fixed maximum degree , the broom graph has maximum distance spectral radius
and that the star Sn is the unique graph with minimum distance spectral radius among trees on n
vertices. For more details on distance matrices one may refer to [2,5,9].
The degree of a vertex v in G is denoted by degG(v). If degG(v) = 1, then v is a pendent vertex. A
quasi-pendent vertex is a vertex adjacent to a pendent vertex. An edge incident on a pendent vertex is
a pendent edge. A cactus is a graph in which any two cycles have at most one common vertex. If all the
cycles in a cactus have exactly one common vertex, then they form a bundle.
Let C(n, k) be the class of all cacti of order nwith k cycles, and C(n)r be the class of all cacti of order
n with r pendent vertices. The rest of the paper is organized as follows. In Section 2, we give some
preliminaries. In Section 3, we determine the unique graph with minimal distance spectral radius in
C(n, k). In Section 4, we determine the unique graph with minimal distance spectral radius in C(n)r .
Finally in Section 5, we determine the class of cacti in which the maximal distance spectral radius in
C(n, k) is attained.
2. Preliminaries
A component of a graph is amaximal connected subgraph and a cut edge is an edge of a graphwhose
removal increases the number of components of the graph. A nontrivial bridge is a non-pendent edge,
which is a cut edge. The neighbourhood NG(v) of a vertex v in G is {u : uv ∈ E(G)}.
A closed necklace is a unicyclic graph, in which every vertex not on the cycle, is a pendent vertex. If
G is a closed necklace with cycle x1x2 · · · xkx1 andmi(mi ≥ 0) pendent vertices at xi, then we denote
G by N(m1,m2, . . . ,mk). A chain in a graph G is a cycle C in G, such that G − E(C) has exactly |V(C)|
components. A generalized closed necklace is a graph with a chain. Length of C is the length of the chain.
Let G consist of a connected graph G0 and pendent graphs Gi(1 ≤ i ≤ k) with order gi, where
Gi ∩G0 = vi. Vertex vi is called the root of the graph Gi on G0. If gi ≥ 2, then Gi is called the nontrivial
attaching graph to G0 with root vi. If V(Gi) = {vi}, then Gi is called the trivial attaching graph to G0.
If (x1, x2, . . . , xn)
t is an eigenvector of D(G) corresponding to ρ(G), then
ρ(G)xi =
∑
vj∈V(G)
dijxj.
3. Graph with minimal distance spectral radius in C(n, k)
To find the graph with minimal distance spectral radius in C(n, k) we need the following lemmas.
Lemma 3.1. Let G be a graph with a clique Ks such that G − E(Ks) has exactly s components. Let G1, G2
be two non trivial components of G − E(Ks) such that u ∈ V(Ks) ∩ V(G1) and v ∈ V(Ks) ∩ V(G2). If
G′ = G −∑w∈NG2 (v) vw +∑w∈NG2 (v) uw, then ρ(G) > ρ(G′).
Proof. As we pass from G to G′, the distances between V(G2) − {v} and V(G1) are decreased by 1,
whereas thedistancebetweenv andavertex inV(G2)−{v} is increasedby1.Thedistancesamongother
vertices remain unchanged (Fig. 1). Let x be the Perron vector of D(G′). If xvj denotes the component
of x for the vertex vj in G, then we have
1
2
(ρ(G)−ρ(G′))  1
2
xt(D(G)−D(G′))x =
⎛
⎝ ∑
l∈V(G2)−{v}
xl
⎞
⎠
⎛
⎝xu + ∑
k∈V(G1)−{u}
xk − xv
⎞
⎠ (3.1)
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Fig. 1. The graphs G and G′ in Lemma 3.1.
Fig. 2. The graphs G and G′ in Lemma 3.3.
If w ∈ V(G1) − {u}, then from eigenequation D(G′)x = ρ(G′)x, we have ρ(G′)(xu + xw − xv) >−xw + 3xv, which gives (ρ(G′) + 1)(xu + xw − xv) > 2xv. Therefore, xu + xw − xv is positive and
hence (xu +∑k∈V(G1)−{u} xk − xv) is positive. Thus from (3.1), ρ(G) > ρ(G′). 
From the above transformation we have the following well known result as a corollary.
Corollary 3.2 [6]. The star Sn is the unique graph with minimal distance spectral radius in the class of
trees with n vertices.
Lemma 3.3. Let G be a generalized closed necklace with a chain of even length. If G′ is the graph obtained
from G by identifying two adjacent vertices on that chain, one of which has degree at least three, and
creating a new pendent vertex at the identified vertex, then ρ(G) > ρ(G′).
Proof. Let x1x2x3 · · · x2kx1 be a chain in G. For 1  j  2k, let V(Gj) denote the set of vertices of the
graph at xj and V(Gj) = {x1j , x2j , . . . , xjnj}.Without loss of generality assume that V(G1) is non-empty.
Let G′ be the graph obtained from G by identifying x2k with x1 and creating a new pendent vertex x2k
at x1 (Fig. 2).
As we pass from G to G′, the following changes occur:
For 1 ≤ l ≤ k−1, the distances between {xk+l}∪V(Gk+l)∪V(G2k) and {x1, x2, . . . , xl}∪V(G1)∪
V(G2) ∪ · · · ∪ V(Gl) are decreased by 1 and those between {x2k} and {xk+1, xk+2, . . . , x2k−1} ∪
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Fig. 3. The graphs G and G′ in Lemma 3.4.
V(Gk+1) ∪ V(Gk+2) ∪ · · · ∪ V(G2k−1) ∪ V(G2k) are increased by 1, whereas the distances between{xk} and V(G2k) are decreased by 1. The distances among other vertices remain unchanged.
Let x be the Perron vector of D(G′). For 1 ≤ j ≤ 2k, let Sj denote the sum of the components of x
for the vertices in Gj. If the components of x are identifiedwith the label of the corresponding vertices,
then x can be written as
x =
(
x1, x
1
1, . . . , x
n1
1︸ ︷︷ ︸
n1
, x2, x
1
2, . . . , x
n2
2︸ ︷︷ ︸
n2
, . . . , x2k, x
1
2k, . . . , x
n2k
2k︸ ︷︷ ︸
n2k
)t
.
We have
1
2
(ρ(G) − ρ(G′))
 1
2
xt(D(G) − D(G′))x
=
k−1∑
l=1
⎡
⎣(xk+l + Sk+l) l∑
i=1
(xi + Si)
⎤
⎦− x2k k−1∑
l=1
(xk+l + Sk+l) − x2kS2k + S2k
k∑
i=1
(xi + Si)
=
k−1∑
l=1
(xk+l + Sk+l)
⎡
⎣ l∑
i=1
(xi + Si) − x2k
⎤
⎦+ S2k(x1 + S1 − x2k) + S2k k∑
i=2
(xi + Si) (3.2)
If n1 = 1, x1 + S1 − x2k = x1 which is positive. If n1 ≥ 2, then there exist u, v ∈ V(G1) such that{x1, u, v} induces P3 or C3 in G. Now from eigenequation D(G′)x = ρ(G′)x, we have ρ(G′)(x1 + u +
v − x2k) > x1 and therefore, x1 + S1 − x2k is positive. From (3.2), we have ρ(G) > ρ(G′). 
Lemma 3.4. Let G be a generalized closed necklace with a chain of odd length l, where l ≥ 5. If G′ is the
graph obtained from G by identifying three consecutive vertices on that chain, one of which has degree at
least three, and creating two new pendent vertices at the identified vertex, then ρ(G) > ρ(G′).
Proof. Let x1x2x3 · · · x2k−1x1 be a chain inG. For 1  j  2k−1, let V(Gj) denote the set of vertices of
the graph at xj andGj = {x1j , x2j , . . . , xjnj}.Without loss of generality assume that V(G1) is non-empty.
Let G′ be the graph obtained from G by identifying x2k−1 and x2k−2 with x1 and creating new pendent
vertices x2k−1 and x2k−2 at x1 (Fig. 3).
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As we pass from G to G′, the following changes occur:
For 1  l  k − 2, the distances between {xl} ∪ V(Gl) and {xk+l−1, x2k−2} ∪ V(Gk+l−1) ∪
V(G2k−1) are decreased by 1 and those between {xl}∪V(Gl) and {xk+l, xk+l+1, . . . , x2k−3}∪V(Gk+l)∪
V(Gk+l+1)∪ · · · ∪V(G2k−3)∪V(G2k−2) are decreased by 2. The distances between {xk−1}∪V(Gk−1)
andV(G2k−2)∪V(G2k−1) are decreased by 1. The distances between {x2k−2} and {xk, xk+1, . . . , x2k−3,
x2k−1} ∪ V(Gk) ∪ V(Gk+1) ∪ · · · ∪ V(G2k−3) are increased by 1. The distances between V(G2k−1) and{xk, xk+1, . . . , x2k−3}∪V(Gk)∪V(Gk+1)∪· · ·∪V(G2k−3)∪V(G2k−2) are decreased by1. Thedistances
among other vertices remain unchanged.
Let the components of the Perron vector x ofD(G′) be identifiedwith the label of the corresponding
vertices. By symmetry x2k−1 = x2k−2. For 1 ≤ j ≤ 2k, let Sj denote the sum of the components of x
for the vertices in Gj. Now x can be written as,
x =
(
x1, x
1
1, . . . , x
n1
1︸ ︷︷ ︸
n1
, x2, x
1
2, . . . , x
n2
2︸ ︷︷ ︸
n2
, . . . , x2k−1, x12k−1, . . . , x
n2k−1
2k−1︸ ︷︷ ︸
n2k−1
)t
.
We have
1
2
(ρ(G) − ρ(G′))
 1
2
xt(D(G) − D(G′))x
= (x1 + S1)
[
(xk + Sk) + 2(xk+1 + Sk+1) + 2(xk+2 + Sk+2)
+ · · · + 2(x2k−3 + S2k−3) + x2k−2 + 2S2k−2 + S2k−1
]
+ (x2 + S2)
[
(xk+1 + Sk+1) + 2(xk+2 + Sk+2) + 2(xk+3 + Sk+3)
+ · · · + 2(x2k−3 + S2k−3) + x2k−2 + 2S2k−2 + S2k−1
]
+ · · · + (xk−2 + Sk−2)
[
(x2k−3 + S2k−3) + x2k−2 + 2S2k−2 + S2k−1
]
+ (xk−1 + Sk−1)
[
S2k−2 + S2k−1
]
− x2k−2
[
(xk + Sk) + (xk+1 + Sk+1)
+ · · · + (x2k−3 + S2k−3) + x2k−1
]
+ S2k−1
[
(xk + Sk) + (xk+1 + Sk+1)
+ · · · + (x2k−3 + S2k−3) + S2k−2
]
= (x1 + S1 − x2k−2)
[
(xk + Sk) + (xk+1 + Sk+1) + (xk+2 + Sk+2)
+ · · · + (x2k−3 + S2k−3) + x2k−2
]
+
[
(x1 + S1)
[
(xk+1 + Sk+1) + (xk+2 + Sk+2)
+ · · · + (x2k−3 + S2k−3) + 2S2k−2 + S2k−1
]
+ (x2 + S2)
[
(xk+1 + Sk+1) + 2(xk+2 + Sk+2) + 2(xk+3 + Sk+3)
+ · · · + 2(x2k−3 + S2k−3) + x2k−2 + 2S2k−2 + S2k−1
]
+ · · · + (xk−2 + Sk−2)
[
(x2k−3 + S2k−3) + x2k−2 + 2S2k−2 + S2k−1
]
+ (xk−1 + Sk−1) (S2k−2 + S2k−1)
]
> (x1 + S1 − x2k−2)
[
(xk + Sk) + (xk+1 + Sk+1) + (xk+2 + Sk+2)
+ · · · + (x2k−3 + S2k−3) + x2k−2
]
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Fig. 4. The graph C0(n, k) in Theorem 3.5.
As in the proof of the above lemma, we have x1 + S1 − x2k−2 is positive. Therefore by (3.3), ρ(G) >
ρ(G′). 
Let C0(n, k) ∈ C(n, k) be a bundle of k triangles with n − 2k − 1 pendent vertices attached at the
common vertex (Fig. 4). For n = 3, 4, 5; C3, C4 and C5 are the graphs with minimal distance spectral
radius in C(3, 1), C(4, 1) and C(5, 1), respectively. Again for n = 5, C0(5, 2) is the unique graph in
C(5, 2).
Theorem 3.5. If n ≥ 6, then C0(n, k) is the graph in C(n, k) with minimal distance spectral radius.
Proof. LetG be a graph in C(n, k)withminimal distance spectral radius. IfG ∼= Cn, then Gmust satisfy
the following claims.
Claim 1. All the cycles of G are triangles.
Otherwise, applying Lemma3.3 or Lemma3.4, we obtain a graphG′ in C(n, k)with smaller distance
spectral radius.
Claim 2. G does not contain a nontrivial bridge.
Otherwise, we can apply Lemma 3.1, to obtain a graph G′ in C(n, k) with smaller distance spectral
radius.
Claim 3. Any two triangles of G have a common vertex.
Otherwise, there are two vertices u and v in a triangle, each of degree at least 4. Now applying
Lemma 3.1, we obtain a graph G′ in C(n, k) with smaller distance spectral radius.
Claim 4. There is only one vertex of degree greater than two in G.
Otherwise, there is a pendent vertex at a vertex of a triangle, other than the common vertex. Then
applying Lemma 3.1, we obtain a graph G′ in C(n, k) with smaller distance spectral radius.
Combining the claims we have G ∼= C0(n, k).
Again, if G ∼= Cn, then ρ(G) = ρ(Cn) = n24 , if n is even and ρ(G) = ρ(Cn) = n
2−1
4
, if n is odd.
For C0(n, 1), the maximum row-sum of the distance matrix is 2n − 3 and so ρ(C0(n, 1)) < 2n − 3.
If n ≥ 6, then n2
4
> n
2−1
4
≥ 2n − 3. Thus we get ρ(G) > ρ(C0(n, 1)). 
If C(n) denotes the class of all connected cacti with n vertices, then we have the following result.
Corollary 3.6. If n ≥ 6, then
{
C0(n, k) | k = 
 n2, 
 n2 − 1, . . . , 2, 1, 0
}
is the sequence of graphs in
C(n), with 1st, 2nd, . . . , (
 n
2
 − 1)th smallest distance spectral radius, respectively.
4. Graph with minimal distance spectral radius in C(n)r
To find the graphwithminimal distance spectral radius in C(n)r we need the following preliminary
lemmas.
Lemma 4.1. If G and G′ are the graphs as shown in Fig. 5, where both Gu and Gv are nontrivial attaching
graphs and Gv has at least three vertices, then ρ(G) > ρ(G
′).
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Fig. 5. The graphs in Lemma 4.1.
Fig. 6. The graphs in Lemma 4.2.
Proof. Aswemove from G to G′ the distances of V(Gu)−u are decreased by 1 from {y, z}∪V(Gv) and
are increased by 1 from {u,w, t}; the distances between any other vertices remain unchanged. Let x
be the Perron vector of D(G′). If xvj denotes the component of x corresponding to the vertex vj of G,
then we have
1
2
(ρ(G) − ρ(G′)) ≥ 1
2
xt(D(G) − D(G′))x
=
⎛
⎝ ∑
vj∈V(Gu)−u
xvj
⎞
⎠
⎛
⎝ ∑
vj∈V(Gv)
xvj + xy + xz − xu − xw − xt
⎞
⎠ (4.4)
If v′, v′′ ∈ V(Gv) − v, then from the eigenequation D(G′)x = ρ(G′)x, we have
ρ(G′)(xv + xv′ + xv′′ + xy + xz − xu − xw − xt)
> −xv − 2xv′ − 2xv′′ − 2xy − 2xz + 7xu + 12xw + 12xt
⇒ (ρ(G′) + 2)(xv + xv′ + xv′′ + xy + xz − xu − xw − xt)
> xv + 5xu + 10xw + 10xt > 0. (4.5)
Using (4.5) in (4.4), we get ρ(G) > ρ(G′). 
Remark 1. If in the above lemma both of Gu and Gv have exactly 2 vertices, then computing directly
we see that ρ(G) ≈ 14.3666 and ρ(G′) ≈ 14.1122. Thus ρ(G) > ρ(G′).
Lemma 4.2. If G and G′ are the graphs as shown in Fig. 6, then ρ(G) > ρ(G′).
Proof. As we move from G to G′ the distances of w are decreased by 1 from {y, z} ∪ V(Gv) and is
increased by 1 from u; the distances between other vertices remain unchanged. Let x is the Perron
vector of D(G′). If xvj denotes the component of x corresponding to the vertex vj of G, then we have
1
2
(ρ(G) − ρ(G′)) ≥ 1
2
xt(D(G) − D(G′))x = xw
⎛
⎝ ∑
vj∈V(Gv)
xvj + xy + xz − xu
⎞
⎠ (4.6)
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Fig. 7. The graphs in Lemma 4.3.
From the eigenequation D(G′)x = ρ(G′)x, we have
ρ(G′)(xv + xy + xz − xu) ≥ 7xt + 3xw + 5xu + xv > 0 (4.7)
Using (4.7) in (4.6), we get ρ(G) > ρ(G′). 
Remark 2. From the proof of the above lemma, it is obvious that if Gv is a trivial attaching graph, then
also ρ(G) > ρ(G′).
Lemma 4.3. Let G and G′ be the graphs as shown in Fig 7, where G0 is non trivial. If at least one of the
remaining Gi’s is non trivial, then ρ(G) > ρ(G
′).
Proof. As wemove from G to G′ the distances of V(G1)− v1 are decreased by 1 from {v3}∪V(G0) and
are increased by 1 from {v1, v2}; the distances of V(G3) − v3 are decreased by 1 from {v1} ∪ V(G0)
and are increased by 1 from {v2, v3}; the distances of V(G2) − v2 are decreased by 2 from V(G0) and
are increased by 2 from v2; the distances between other vertices are decreased or remain unchanged.
Let x be the Perron vector of D(G′). If xvj denotes the component of x corresponding to the vertex vj of
G, then by symmetry xv1 = xv3 . Therefore,
1
2
(ρ(G) − ρ(G′)) ≥ 1
2
xt(D(G) − D(G′))x
≥
⎛
⎝ ∑
vj∈V(G1)−v1
xvj
⎞
⎠
⎛
⎝ ∑
vj∈V(G0)
xvj + xv3 − xv1 − xv2
⎞
⎠
+2
⎛
⎝ ∑
vj∈V(G2)−v2
xvj
⎞
⎠
⎛
⎝ ∑
vj∈V(G0)
xvj − xv2
⎞
⎠
+
⎛
⎝ ∑
vj∈V(G3)−v3
xvj
⎞
⎠
⎛
⎝ ∑
vj∈V(G0)
xvj + xv1 − xv2 − xv3
⎞
⎠
=
⎛
⎝ ∑
vj∈V(G1)−v1
xvj + 2
∑
vj∈V(G2)−v2
xvj +
∑
vj∈V(G3)−v3
xvj
⎞
⎠
⎛
⎝ ∑
vj∈V(G0)
xvj − xv2
⎞
⎠
(4.8)
If V(G0) = {v0, v′0}, then from the eigenequation D(G′)x = ρ(G′)x, we have
ρ(G′)(xv0 + xv′0 − xv2) ≥ −xv0 − 2xv′0 + 4xv1 + 5xv2
⇒ (ρ(G′) + 2)(xv0 + xv′0 − xv2) ≥ xv0 + 4xv1 + 3xv2 > 0 (4.9)
Thus using (4.9) in (4.8),we get ρ(G) > ρ(G′).
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Fig. 8. The graphs in Lemma 4.4.
Fig. 9. The graphs in Lemma 4.5.
And if G0 has at least three vertices v0, v
′
0, v
′′
0 , then
ρ(G′)(xv0 + xv′0 + xv′′0 − xv2) > −xv′0 − xv′′0 + 8xv1 + 8xv2
⇒ (ρ(G′) + 1)(xv0 + xv′0 + xv′′0 − xv2) > xv0 + 8xv1 + 7xv2 > 0 (4.10)
Using (4.10) in (4.8),we get ρ(G) > ρ(G′). 
Lemma 4.4. If G and G′ are the graphs as shown in Fig. 8, where G1 is non trivial, then ρ(G) > ρ(G′).
Proof. As we move from G to G′ the distances of V(G1) − v1 are decreased by 1 from {y, z} ∪ V(Gv0)
and are increased by 1 from {v1, v′1}; the distances between other vertices remain unchanged. Let x
be the Perron vector of D(G′). If xvj denotes the component of x corresponding to the vertex vj of G,
then we have,
1
2
(ρ(G) − ρ(G′)) ≥ 1
2
xt(D(G) − D(G′))x
=
⎛
⎝ ∑
vj∈V(G1)−v1
xvj
⎞
⎠
⎛
⎜⎝ ∑
vj∈V(Gv0 )
xvj + xy + xz − xv1 − xv′1
⎞
⎟⎠ (4.11)
From the eigenequation D(G′)x = ρ(G′)x, we have
ρ(G′)(xv0 + xy + xz − xv1 − xv′1) ≥ −xv0 − 3xy − 3xz + 4xv1 + 7xv′1
⇒ (ρ(G′) + 3)(xv0 + xy + xz − xv1 − xv′1) ≥ 2xv0 + xv1 + 4xv′1 > 0 (4.12)
Thus using (4.12) in (4.11),we get ρ(G) > ρ(G′). 
Lemma 4.5. If G and G′ are the graphs as shown in Fig. 9, then ρ(G) > ρ(G′).
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Fig. 10. The graphs in Theorem 4.6.
Proof. As we move from G to G′ the distances of v1 is decreased by 2 from v4 and is increased by 1
from v2; the distances between other vertices remain unchanged. Let x be the Perron vector of D(G′).
If xvj denotes the component of x corresponding to the vertex vj of G, then we have,
1
2
(ρ(G) − ρ(G′)) ≥ 1
2
xt(D(G) − D(G′))x = xv1
(
2xv4 − xv2
)
(4.13)
From the eigenequation D(G′)x = ρ(G′)x, we have
ρ(G′)(2xv4 − xv2) > 3xv0 + 6xv2 − 3xv4
⇒ (ρ(G′) + 2)(2xv4 − xv2) > 3xv0 + 4xv2 + xv4 > 0 (4.14)
Thus using (4.14) in (4.13), we get ρ(G) > ρ(G′). 
Following is the main result in this section.
Theorem 4.6. The graph in C(n)r with minimal distance spectral radius is G0, when the parities of n and
r are different; and G1,when the parities of n and r are the same, where G0 and G1 are the graphs as shown
in Fig. 10.
Proof. Let G be a graph in C(n)r with minimal distance spectral radius.
If G is a cycle, then r = 0. Since C(3)0 = {C3} and C(4)0 = {C4} so the result holds for n = 3, 4,
as C3 ∼= G0 and C4 ∼= G1. Clearly, C(5)0 = {C5, G0} and C(6)0 = {C6, G1}. It can be verified that
ρ(G0) < ρ(C5) and ρ(G1) < ρ(C6).
We know that ρ(Cn) = n24 , if n is even and ρ(Cn) = n
2−1
4
, if n is odd. For N(0, 0, n − 3), the
maximum row-sum of the distancematrix is 2n−3 and so ρ(N(0, 0, n−3)) < 2n−3. If n is odd and
n ≥ 7, then n2−1
4
> 2n−3, thereforeρ(Cn) > ρ(N(0, 0, n−3)) > ρ(G0).Again, forN(0, 0, 0, n−4),
the maximum row-sum of the distance matrix is 3n − 8 and so ρ(N(0, 0, 0, n − 4)) < 3n − 8. If n is
even and n ≥ 8, then n2
4
> 3n − 8, therefore ρ(Cn) > ρ(N(0, 0, 0, n − 4)) > ρ(G1).
Therefore assume that G is a graph in C(n)r with minimal distance spectral radius and G is not a
cycle. Then G must satisfy the following claims.
Claim 1. Any cycle of G is of length at most 4.
Otherwise, if the cycle is even, then applying Lemma3.3 twiceweobtain twomore pendent vertices
and the distance spectral radius is decreased. Now joining these extra pendent vertices we obtain a
graphG′ ∈ C(n)r withρ(G′) < ρ(G), a contradiction. And if the cycle is odd, then applying Lemma3.4,
we obtain twomore pendent vertices and the distance spectral radius is decreased. Now joining these
extra pendent vertices we obtain a graph G′ ∈ C(n)r with ρ(G′) < ρ(G), a contradiction.
Claim 2. Any two cycles of G have a common vertex.
Otherwise, there are two vertex disjoint cycles Cp and Cq joined by a u − v path where u ∈ V(Cp)
and v ∈ V(Cq). If the length of the u − v path is at least two, then applying Lemma 3.1 twice we
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obtain two more pendent vertices and the distance spectral radius is decreased. Now joining these
extra pendent vertices we obtain a graph G′ ∈ C(n)r with ρ(G′) < ρ(G), a contradiction.
Assume uv ∈ E(G). If p = 4, then applying Lemmas 3.3 and 3.1, we obtain two more pendent
vertices and the distance spectral radius is decreased. Now joining these extra pendent vertices we
obtain a graph G′ ∈ C(n)r with ρ(G′) < ρ(G), a contradiction.
Therefore, p = q = 3. Then, all the vertices of Cp other than u are of degree 2. Otherwise, applying
Lemma 3.1, we obtain a graph in C(n)r with smaller distance spectral radius. Similarly all the vertices
of Cq other than v are of degree 2. But by Lemma 4.1, only one of u or v can have degree more than 3.
Suppose deg(u) = 3, deg(v) ≥ 3. Ifw ∈ V(Cp)with deg(w) = 2, then by Lemma 4.2 and Remark 2,
the graph G′ = G − uw + vw is in C(n)r and ρ(G′) < ρ(G), a contradiction.
Thus all the cycles of G have a common vertex. i.e., there is a bundle in G.
Claim 3. G has at most one cycle of length 4.
Otherwise, if there are two cycles in G of length 4, then applying Lemma 3.3, we get two more
pendentverticesand thedistancespectral radius isdecreased.Nowjoining theseextrapendentvertices
we get a graph G′ ∈ C(n)r with smaller distance spectral radius, a contradiction.
Claim 4. Any tree of G is attached at the common vertex of the cycles.
Otherwise, there exists a tree attached at a vertex u0 other than the common vertex v0 of all cycles.
If u0 is a vertex of a triangle in G, then by Lemma 3.1 we get a graph in C(n)r with smaller distance
spectral radius, a contradiction. And if u0 is a vertex of a cycle of length 4 in G, then by Lemma 4.3, we
get a graph in C(n)r with smaller distance spectral radius, a contradiction.
Claim 5. Any vertex of G which is not on a cycle is at a distance at most two from the common vertex
v0 of the bundle in G.
Otherwise, there exists a path v0v1v2v3 of length 3 not containing any edge of a cycle. Then applying
Lemma 3.1 twice we obtain two more pendent vertices and the distance spectral radius is decreased.
Now joining these extra pendent vertices we obtain a graph G′ ∈ C(n)r with ρ(G′) < ρ(G), a
contradiction.
Claim 6. In G, there exists at most one vertex which is not on any cycle and is at a distance two from
the common vertex v0 of the bundle G.
Otherwise, there are two cases.
Case 1: Let v0v1v2 and v0v3v4 be any two paths of length 2 at v0. Then applying Lemma 3.1 twice we
obtain two more pendent vertices and the distance spectral radius is decreased. Now joining these
extra pendent vertices we obtain a graph G′ ∈ C(n)r with ρ(G′) < ρ(G), a contradiction.
Case 2: There is a vertex v1 ∈ NG(v0) of degree at least 3.
If deg(v1) = l, where l ≥ 3, and NG(v1) = {v0, v11, v21, . . . , vl−11 }, then the graph G′ = G −∑l−2
i=1 v1vi1 +
∑l−2
i=1 v0vi1 is in C(n)r and by Lemma 4.4, we get ρ(G′) < ρ(G), a contradiction.
Thus combining all the claims we have, G ∈ {G0, G1, G2, G3}. If n and r are of different parities,
then G is either G0 or G2. If G ∼= G0, then we are done. If G ∼= G2, then applying Lemmas 3.1 and 3.3
we obtain twomore pendent vertices and the distance spectral radius is decreased. Now joining these
extra pendent vertices we obtain G0 and ρ(G0) < ρ(G2).
Again if n and r are of the same parity, then G is either G1 or G3. If G ∼= G1, then we are done.
Otherwise, let v0v1v2 be a triangle of the bundle with v0 as the common vertex and v0v3v4 be the path
of length two at v0. Then the graph G2 − v1v2 + v4v1 is isomorphic to G1 and by Lemma 4.5 we have,
G1 has smaller distance spectral radius than G3. 
5. Graph with maximal distance spectral radius in C(n, k)
A Saw-graph of order n and length k is a cactus obtained from Pn−k by replacing k of its blocks with
k triangles, where 0 ≤ k ≤ 
 n−1
2
 (see Fig. 11). A saw graph of length k and order 2k + 1 is a proper
saw-graph. An end in a proper saw graph is a vertex of degree 2,with a neighbour of degree 2. The saw
graph obtained by joining an end of a proper saw graph of length pwith an end of another proper saw
graph of length q by a path of length l is denoted by S(p, q; l). If l = 0, then we have the proper saw
graph of length p + q. Note that Pn is a saw-graph of length 0.
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Fig. 11. A saw-graph.
Fig. 12. The graphs G and G′ in Lemma 5.1.
Fig. 13. The graphs G and G′ in Lemma 5.2.
To find the graph with maximal distance spectral radius in C(n, k), we need the following prelim-
inary results. If G and G′ are the graphs as shown in Fig. 12, then we have the following Lemma by Yu
et al. [8].
Lemma 5.1 [8]. Let u be a cut vertex of a graph G such that G − {u} has at least 3 components G1, G2, G3
and S(G1) ≤ S(G2),where S(Gi) is the sum of the components of the Perron vector of D(G) corresponding
to the vertices in Gi, for i = 1, 2. If G′ = G − ∑v∈NG3 (u) uv + ∑v∈NG3 (u) wv, where w is any vertex in
G1, then ρ(G
′) > ρ(G).
Lemma 5.2. Let v1v2v3 · · · vgv1 be a chain in G of length at least 4. Let Gi be the graph at vi, where
1 ≤ i ≤ g and Si be the sum of the components of the Perron vector of G corresponding to the vertices in
Gi. If S1 = max{Sj|1 ≤ j ≤ g} and G′ = G − v1vg + vgvg−2, then ρ(G′) > ρ(G).
Proof. As we pass from G to G′, the following changes occur:
The distances between V(G g
2
) ∪ V(G g
2
+1) ∪ · · · ∪ V(Gg−2) and V(Gg) are decreased by 1 and
the distances between V(G1) and V(Gg) are increased by g − 3. The distances among other vertices
are increased or remain unchanged (Fig. 13).
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Let x be the Perron vector of D(G). Then we have
1
2
(ρ(G′) − ρ(G))  1
2
xt(D(G′) − D(G))x ≥
(
g − 3 −
(⌊
g
2
⌋
− 1
))
S1Sg .
If g ≥ 5, then (g − 3 − (
 g
2
 − 1))S1Sg > 0. Hence ρ(G′) > ρ(G).
If g = 4, then (g − 3 − (
 g
2
 − 1))S1Sg = 0 and hence ρ(G′) ≥ ρ(G). If ρ(G′) = ρ(G),
then from ρ(G′) ≥ xtD(G′)x ≥ xtD(G)x = ρ(G), x must be a Perron vector of D(G′). But if D(G)i
denotes the row corresponding to vi in D(G) and x1 is the component of x corresponding to v1, then
ρ(G′)x1 = (D(G′))1x > (D(G))1x = ρ(G)x1, a contradiction. So ρ(G′) > ρ(G). 
Following is the main result in this section.
Theorem 5.3. If G is a graphwith maximal distance spectral radius in C(n, k), then G ∼= S(p, q; l),where
p + q = k and l = n − 2k − 1.
Proof. Let G be a graph in C(n, k) with maximal distance spectral radius. Then G must satisfy the
following claims.
Claim 1. All the cycles of G are triangles.
Otherwise, applying Lemma5.2,we obtain a graphG′ in C(n, k)with larger distance spectral radius.
Claim 2. G is a saw-graph with k triangles.
From Claim 1, each cycle in G is a triangle. If G is not a saw-graph, then there exists a cut vertex v
in Gwith at least 3 components. Now applying Lemma 5.1, we obtain a graph G′ in C(n, k)with larger
distance spectral radius.
Claim 3. G ∼= S(p, q; l), where p + q = k and l = n − 2k − 1.
Otherwise, G contains two cut edges u1v1 and u2v2 such that degG(v1) = degG(v2) = 3 and the
vertices on all v1v2-paths induce a proper saw-graph. Then G − {vi} has components G1i and G2i such
that ui ∈ NG1i (vi); wi,w′i ∈ NG2i (vi); deg(w′i) = 2, where i = 1, 2.
Let x be the Perron vector ofD(G), and S(H) denotes the sum of the components of x corresponding
to the vertices in H, where H is a subgraph of G. Then we have, S(G11) < S(G
2
1 − w′1) or S(G12) <
S(G22 −w′2).Without loss of generality assume that S(G11) < S(G21 −w′1). If G′ = G −w1w′1 + u1w′1,
then
1
2
(ρ(G′) − ρ(G)) ≥ 1
2
xt(D(G′) − D(G))x = xw′1(S(G21 − w′1) − S(G11)) > 0,
where xw′1 is the component of x corresponding to w
′
1. Thus ρ(G
′) > ρ(G) and G′ ∈ C(n, k), a
contradiction. 
Note that S(0, 0; n− 1) and S(0, 1; n− 3) are the graphs with maximal distance spectral radius in
C(n, 0) and C(n, 1), respectively. Based on computer results we pose the following
Conjecture 5.4. S
(

 k
2
,  k
2
; n − 2k − 1
)
uniquely maximizes the distance spectral radius in C(n, k).
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