The following are our comments on the results, statements and interpretations in 1].
Implementation and statistical optimality issues. The version of the Method Of Direction Estimation (MODE) considered in 1] is not directly implementable, as it requires the minimization of a criterion function that depends on the signal covariance matrix (which is unknown). An implementable form of the MODE criterion considered in 1] is described in 2] but it is not mentioned in 1]. This may be quite misleading for the readers of 1], who are not familiar with 2]. Indeed such readers may come to the conclusion that MODE (as presented in 1]) is of little or no practical interest.
Additionally, the variant of MODE discussed in 1] is asymptotically equivalent to the deterministic Maximum Likelihood (ML) method, and hence it is less accurate in large samples than another variant of MODE also described in 2]. That latter variant is 1 the MODE approach recommended by the authors of 2]: It is asymptotically equivalent to (but computationally much simpler than) the stochastic ML method, and it achieves the Cram er-Rao Lower Bound (CRLB) in large samples.
To conclude this point, the focusing in 1] on a non-implementable and statistically sub-optimal version of MODE is hardly justi able.
Statistical e ciency and consistency issues. The emphasis in 1] on consistency aspects is also misleading. For all of the methods considered in 1] proving consistency is an easy task (see the next paragraph for some details on this aspect). The important issue is establishing the statistical (in)e ciency of the parameter estimation methods in question. The latter subject is not (re)considered in 1] at all. The reader interested in performance assessment studies should consult the references of 1].
The consistency analysis in 1] is claimed to be "more complete" than the corresponding analyses in the references of 1], on the grounds that the latter papers failed to prove the following implication: However, the above result is well known to those working in the consistency and convergence analysis area, a fact of which the authors of 1] seem unaware. In e ect see, for instance, the textbook 3] the reader of which is asked to prove the implication above as an exercise (Problem 7.15 "Consistency and uniform convergence" in 3]). The solution to the aforementioned exercise as described in 4] appears somewhat simpler than the corresponding proof in 1].
Subspace tting formulation issue. The fact that the deterministic ML method can be cast into a subspace tting framework, which is another result rediscovered in 1], is directly suggested by the form of the deterministic ML criterion and is well known see, e.g., 5].
Showing that MUSIC and MODE can also be interpreted as subspace tting approaches, in the way described in 1], is a simple exercise. Indeed, the derivation of such a subspace tting interpretation for MUSIC is called for in Exercises 6.8 and 6.9 of 6] (Exercises 6.2 and 6.3 of 7]).
It is interesting to note that 6, 7] makes use of the subspace tting interpretation of MUSIC to provide insights into the method's properties (such as its behavior in coherent source scenarios; see, e.g., Exercise 6.10 in 6]). Also, in 5] the subspace tting interpretation of ML is used to establish the asymptotic distribution of the ML estimate, whereas in 1] the subspace tting interpretations do not really lead anywhere.
