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Abstract
Using the tools of stochastic analysis, we prove various gradient estimates and Har-
nack inequalities for Feynman-Kac semigroups with possibly unbounded potentials.
One of the main results is a derivative formula which can be used to characterize a
lower bound on Ricci curvature using a potential.
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1 Introduction
Suppose M is a geodesically and stochastically complete and connected Riemannian
manifold of dimension n, with Levi-Civita connection ∇ and Laplace-Beltrami operator
∆. Suppose V ∈ L2loc(M) is bounded below. Then the operator H := − 12∆ + V is essen-
tially self-adjoint [3] and bounded below. Essential self-adjointness means that H can be
uniquely extended from the domain C∞0 (M) of smooth functions with compact support
to a self-adjoint operator H with maximal domain D(H) = {f : f,Hf ∈ L2(M)}. The
corresponding semigroup generated by −H consists of bounded self-adjoint operators
on L2(M). Under certain conditions on V the semigroup is continuous and given by the
Feynman-Kac formula
PVt f(x) = E [V
x
t f(Xt(x))] .
Here X(x) is a Brownian motion on M starting at x and
Vxt := e
− ∫ t
0
V (Xs(x))ds
for x ∈ M and t ≥ 0. A class of potentials that is of particular interest is those V for
which
lim
t↓0
sup
x∈M
E
[∫ t
0
|V (Xs(x))|ds
]
= 0.
Such V is said to belong to the Kato class, first introduced by Kato in [8] using an
equivalent definition. The local Kato class consists of those potentials V for which 1KV
belongs to the Kato class for any compact set K ⊂ M . This is a very large class of
potentials, encompassing nearly all physically relevant phenomena, for which one can
still expect the Feynman-Kac formula to make sense pointwise for all x ∈M . We refer to
Aizenman and Simon [1] and Simon [12] for a comprehensive account of all this, and to
the more recent work of Güneysu [7] for generalizations to Schrödinger type operators
on vector bundles.
Our focus will be on the derivative, or gradient, of the Feynman-Kac semigroup PVt f .
For the heat semigroup Ptf , a probabilistic formula for the derivative dPtf , not involving
the derivative of f , was proved by Bismut in [2] using techniques from Malliavin cal-
culus. A transparent generalization of this, using an argument based on martingales,
1
ar
X
iv
:1
81
1.
03
47
1v
2 
 [m
ath
.FA
]  
15
 A
pr
 20
19
was later given by Elworthy and Li in [6] and developed further by Thalmaier in [14].
Thalmaier’s formulation is based on local martingales and allows to localize the contri-
bution of Ricci curvature. A formula for dPVt f was proved by Elworthy and Li in [6],
some applications of which were recently explored in [10].
The present work is a continuation of the author’s recent article [16], in which local-
ized versions of the derivative formula were proved, together with an extension to the
Hessian. In all cases, these derivative formulae involve the derivative of V . Therefore,
as in [6] and [16], we will assume throughout that V is continuously differentiable.
In Section 2, we start by using the derivative formula from [16] to obtain explicit
gradient estimates for PVt f . These estimates are then used to derive Theorem 3.2,
which states that if
sup
x∈M
E
[∫ t
0
|dV |(Xs(x))ds
]
<∞ (1)
with the Ricci curvature of M bounded below, then
(dPVt f)(v) = E
[
Vxt ((df)Xt(x)(//tQtv)− f(Xt(x))
∫ t
0
(dV )Xs(x)(//sQsv)ds)
]
for all f ∈ C1b (M), x ∈ M , v ∈ TxM and t ≥ 0. The composition Q//−1 is the damped
parallel transport along the paths of X(x), determined by the solution to equation (3)
below, and C1b (M) denotes the space of all bounded continuously differentiable func-
tions on M with bounded derivative. Note that condition (1) is satisfied if |dV | belongs
to the Kato class.
One application of this derivative formula is that it allows to characterize a lower
bound on Ricci curvature using the potential V , as explained in Section 3. For example,
suppose V ∈ C1(M) is bounded below with ∇V bounded and K ∈ R. Then, according
to Theorem 3.3, the following are equivalent:
(1) Ric ≥ 2K;
(2) if f ∈ C1b (M) then
|∇PVt f | ≤ e−KtPVt |∇f |+ ‖∇V ‖∞
(
1− e−Kt
K
)
PVt |f |
for all t ≥ 0.
In particular, if the above gradient estimate is verified for some suitable V then it must
hold for all such V .
The derivative formula stated above is also applied in Section 4 to prove a Harnack
inequality, given by Theorem 4.1. Afterwards, in Section 5, we prove the counterpart to
the Bismut formula for differentiation inside the semigroup, namely Theorem 5.3, and
use it to derive two further derivative estimates, Propositions 5.4 and 5.5, with corres-
ponding shift-Harnack inequalities, Theorems 5.6 and 5.7. Shift-Harnack inequalities
were introduced by Wang in [18]. Exploring such inequalities in the present setting was
motivated by a question posed by Feng-Yu Wang during a workshop at the University of
Swansea in 2017.
2 Uniform gradient estimates
In [11], Priola and Wang derived uniform gradient estimates for semigroups gener-
ated by second order elliptic operators with irregular and unbounded coefficients and
bounded, measurable potentials V . They did not require local Hölder continuity of the
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coefficients, instead replacing the gradient of the semigroup with the Lipschitz con-
stant. Although we will only consider the particular operator − 12∆ + V , we do allow for
the potential to be unbounded.
Let us first briefly consider the case in which the potential V is bounded. In this
case, we have the following gradient estimate, which depends only on the supremum
norm of V :
Proposition 2.1. Suppose V ∈ C1(M) is bounded with Ric ≥ 2K. Then for all bounded
measurable functions f we have
‖dPVt f‖∞ ≤
√
2
pit
eK
−t (1 + 2t‖V ‖∞e−t inf V ) ‖f‖∞
for all t > 0.
Proof. According to the variation of constants formula we have
PVt f = Ptf −
∫ t
0
Pt−s(V PVs f)ds
and therefore
|dPVt f | ≤ |dPtf |+
∫ t
0
|dPt−s(V PVs f)|ds. (2)
It is well known that
|dPtf | ≤
√
2
pit
eK
−t‖f‖∞
and similarly for the integrand. The result therefore follows by substituting these es-
timates into (2), integrating the latter.
We now turn our attention to the case of unbounded V . Let us recall the Bismut
formula for PVt f that was proved in [16]. For this, denote by // the stochastic parallel
transport along the paths of X(x) and by B the anti-development of // to TxM . Then B
is a Brownian motion on TxM starting at the origin. Denote by Q the End(TxM)-valued
solution to the ordinary differential equation
d
dt
Qt = −1
2
//−1t Ric
]//tQt (3)
with Q0 = idTxM . The composition Q//
−1 is called the damped parallel transport. Now
suppose D is a regular domain in M and denote by τ the first exit time of X(x) from D.
In [16] it was proved, for a bounded measurable function f and x ∈ D, that there is the
following local derivative formula:
(dPVt f)x = −E
[
Vxt f(Xt(x))
(∫ t
0
〈Qsh˙s, dBs〉+ dV (//sQshs)ds
)]
for all t > 0, where h is any bounded adapted process with paths belonging to the
Cameron-Martin space L1,2([0, t]; Aut(TxM)) such that h0 = 1, hs = 0 for s ≥ τ ∧ t with
E[
∫ τ∧t
0
|h˙s|2ds] <∞. Such h can always be constructed, as shown for example in [4]. It
follows that if the Ricci curvature is bounded below, in the sense that
inf{Ric(v, v) : v ∈ TM, |v| = 1} > −∞,
and if
κV (t) := sup
x∈M
E
[∫ t
0
|dV |(Xs(x))ds
]
<∞
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then dPV f is uniformly bounded on [, t] ×M for all  > 0 and t > 0. Arguing as in the
proof of [16, Theorem 7], it follows that in this case there is the following non-local, but
explicit, version of the derivative formula:
(dPVt f)x =
1
t
E
[
Vxt f(Xt(x))
(∫ t
0
〈Qs, dBs〉 − (t− s)dV (//sQs)ds
)]
(4)
for all t > 0. Using formula (4), we can quickly derive some simple gradient estimates.
For convenience, and without loss of generality, we will assume that V is non-negative.
Note also that in the sequel, K will always denote a real-valued constant.
Theorem 2.2. Suppose V ∈ C1(M) is non-negative with κV (t) < ∞ and Ric ≥ 2K.
Then for all f ∈ L∞(M) we have
‖dPVt f‖∞ ≤ eK
−t
(√
2
pit
+ κV (t)
)
‖f‖∞
for all t > 0.
Proof. Since for each t > 0 the stochastic integral
∫ t
0
〈Qs, dBs〉 is a centred Gaussian ran-
dom variable with variance
∫ t
0
‖Qs‖2ds ≤ te2K− and since for centred Gaussian random
variable with variance 1 we have E[|X|] =
√
2
pi , we have by formula (4), that
|dPVt f |(x) ≤ ‖f‖∞
1
t
(
E
[∣∣∣∣ ∫ t
0
〈Qs, dBs〉
∣∣∣∣]+ eK−tE [∫ t
0
(t− s)|dV |(Xs(x))ds
])
≤ eK−t‖f‖∞
(√
2
pit
+ E
[∫ t
0
|dV |(Xs(x))ds
])
from which the result follows, by the definition of κV (t).
For p > 1 we can similarly obtain an estimate using the Lp norm (as opposed to the
L∞ norm), for which we should assume that
κV,q(t) := sup
x∈M
E
[(∫ t
0
|dV |(Xs(x))ds
)q] 1q
<∞
where q is the conjugate of p.
Theorem 2.3. Suppose V ∈ C1(M) is non-negative with Ric ≥ 2K. Suppose p > 1, set
q = p/(p− 1) and assume κV,q(t) <∞. Then for all f ∈ Lp(M) we have
‖dPVt f‖p ≤ eK
−t
(
C
1/q
q√
t
+ κV,q(t)
)
‖f‖p
for all t > 0, where Cq is the constant from the Burkholder-Davis-Gundy inequality.
Proof. By the Burkholder-Davis-Gundy inequality, we see that
E
[∣∣∣∣ ∫ t
0
〈Qs, dBs〉
∣∣∣∣q] ≤E [( sup
0≤s≤t
∣∣∣∣ ∫ s
0
〈Qr, dBr〉
∣∣∣∣)q]
≤CqE
[(∫ t
0
‖Qs‖2ds
) q
2
]
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and so, by formula (4) and Hölder’s inequality, we have
|dPVt f |(x) ≤ E [|f |p(Xt(x))]1/p
1
t
(
E
[∣∣∣∣ ∫ t
0
〈Qs, dBs〉
∣∣∣∣q]1/q
+ eK
−tE
[(∫ t
0
(t− s)|dV |(Xs(x))ds
)q] 1q
≤ eK−tE [|f |p(Xt(x))]1/p
(
C1/qq
1√
t
+ κV,q(t)
)
for all t > 0 and x ∈M . Thus
‖dPVt f‖p ≤ eK
−t
(
C
1/q
q√
t
+ κV,q(t)
)(∫
M
E [|f |p(Xt(x))] dx
)1/p
and the result follows by Fubini’s theorem.
Theorem 2.2 implies that if the Ricci curvature is bounded below then dPV f is
bounded on [,∞)×M for each  > 0. A similar observation applies to Theorem 2.3. Our
next step will be to use Theorems 2.2 and 2.3 to obtain quantitative estimates which are
uniform across all space and time. The price we pay is the inclusion of a term involving
Hf . These are generalizations of the estimate proved by Cheng, Thalmaier and the
author in [4] and [5].
Theorem 2.4. Suppose V ∈ C1(M) is non-negative with κV (δ) < ∞ for some δ > 0
and Ric ≥ 2K. Suppose f ∈ C2(M) with f,Hf bounded. Then the derivative dPV f is
uniformly bounded on [0,∞)×M and moreover
‖dPVt f‖∞ ≤ eK
−δ
((√
2
piδ
+ κV (δ)
)
‖f‖∞ + δ
(√
8
piδ
+ κV (δ)
)
‖Hf‖∞
)
for all t ≥ 0.
Proof. According the forward Kolmogorov equation we have
PVδ+tf = P
V
t f −
∫ δ
0
PVs (HP
V
t f)ds
and therefore
|dPVt f |(x) ≤ |dPVδ+tf |(x) +
∫ δ
0
|dPVs (HPVt f)|(x)ds (5)
for all x ∈M . By Theorem 2.2 we have
|dPVδ+tf |(x) ≤ eK
−δ‖PVt f‖∞
(√
2
piδ
+ κV (δ)
)
≤ eK−δ‖f‖∞
(√
2
piδ
+ κV (δ)
)
and similarly
|dPVs (HPVt f)|(x) ≤ eK
−s‖Hf‖∞
(√
2
pis
+ κV (s)
)
.
Consequently
|dPVt f |(x) ≤ eK
−δ
((√
2
piδ
+ κV (δ)
)
‖f‖∞ +
(√
8δ
pi
+
∫ δ
0
κV (s)ds
)
‖Hf‖∞
)
from which the result follows, since κV is non-decreasing.
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Theorem 2.5. Suppose V ∈ C1(M) is non-negative with Ric ≥ 2K. Suppose p > 1,
set q = p/(p − 1) and assume κV,q(δ) < ∞ for some δ > 0. Suppose f ∈ C2(M) with
f,Hf ∈ Lp(M). Then the derivative dPV f is uniformly Lp-bounded on [0,∞) ×M and
moreover
‖dPVt f‖p ≤ eK
−δ
((
C
1/q
q√
δ
+ κV,q(δ)
)
‖f‖p + δ
(
2C
1/q
q√
δ
+ κV,q(δ)
)
‖Hf‖p
)
where Cq is the constant from the Burkholder-Davis-Gundy inequality.
Proof. By (5) and Minkowski’s inequality we have
‖dPVt f‖p ≤ ‖dPVt+δf‖p +
∫ δ
0
‖dPVs (HPVt f)‖pds.
By Theorem 2.3 we have
‖dPVt+δf‖p ≤ eK
−δ
(
C
1/q
q√
δ
+ κV,q(δ)
)
‖f‖p
and similarly
‖dPVs (HPVt f)‖p ≤ eK
−s
(
C
1/q
q√
s
+ κV,q(s)
)
‖Hf‖p
from which the result follows, as is the case p =∞.
3 Characterizations of Ricci curvature
It is well known that Ricci curvature can be characterized in terms of the gradient
of the heat semigroup; see for example [17, Theorem 2.2.4]. Next we show that this
characterization extends to the Feynman-Kac semigroups considered above. This shows
a way in which the derivative dV , appearing in the gradient estimates of the previous
section, occurs naturally:
Theorem 3.1. Suppose V ∈ C1(M) is bounded below. Let x ∈ M and X ∈ TxM with
|X| = 1. Suppose f ∈ C∞0 (M) with ∇f = X, Hess f(x) = 0 and set α := f(x). Then for
any p > 0 we have
lim
t↓0
PVt |∇f |p(x)− |∇PVt f |p(x)
pt
=
1
2
Ric(X,X) +
(
1− 1
p
)
V + αdV (X).
Proof. By Taylor expansion at the point x we have
PVt |∇f |p = |∇f |p + t( 12∆− V )|∇f |p + o(t)
and also
|∇PVt f |p = |∇f |p + pt|∇f |p−2〈∇( 12∆− V )f,∇f〉+ o(t)
for small t > 0. Furthermore at the point x we have
( 12∆− V )|∇f |p =
p
2
|∇f |p−2
(
1
2
∆− 2
p
V
)
|∇f |2 + p
2
(p
2
− 1
)
|∇f |p−2|∇|∇f |2|2
with |∇|∇f |2|2(x) = |2(Hess f(x))](∇f)|2 = 0, and by the Bochner formula
1
2
∆|∇f |2 = 〈∇∆f,∇f〉+ Ric(∇f,∇f)
6
so therefore
lim
t↓0
PVt |∇f |p − |∇PVt f |p
pt
=
1
2
Ric(X,X)− 1
p
V + 〈∇(V f),∇f〉
=
1
2
Ric(X,X) +
(
1− 1
p
)
V + αdV (X)
as required.
In the Section 2 we considered uniform estimates on dPV f which involved either the
supremum norm of f and a constant which diverges for small time, or the supremum
norms of both f andHf and a constant which does not. In light of the previous theorem,
we would also like to consider derivative estimates for functions belonging to C1b (M).
To do so we use the following derivative formula:
Theorem 3.2. Suppose V ∈ C1(M) is bounded below with κV (t) < ∞. Suppose the
Ricci curvature of M is bounded below with f ∈ C1b (M). Then
(dPVt f)(v) = E
[
Vxt ((df)Xt(x)(//tQtv)− f(Xt(x))
∫ t
0
(dV )Xs(x)(//sQsv)ds)
]
(6)
for all x ∈M and v ∈ TxM .
Proof. First suppose f ∈ C∞0 (M). Setting fs := PVt−sf and Ns(v) := dPVt−sf(//sQsv),
using the definition of Q as the solution to equation (3) and by Itô’s formula and the
Weitzenböck formula
d∆f = tr∇2df − df(Ric])
we see
dNs(v)
m
= dfs(//s∂sQsv)ds+ (∂sdfs)(//sQsv)dt+
1
2
tr∇2(dfs)(//sQsv)ds
= V (Xs(x))Ns(v)ds+ fs(Xs(x))dV (//sQsv)ds
where
m
= denotes equality modulo the differential of a local martingale. It follows that
d(VxsNs(v))
m
= Vxsfs(Xs(x))dV (//sQsv)ds
so that
Vxs (dP
V
t−sf)Xs(x)(//sQsv)−
∫ s
0
VxrP
V
t−rf(Xr(x))(dV )Xr(x)(//rQrv)dr (7)
is a local martingale. To verify that it is a true martingale, we see that
E
[
sup
s∈[0,t]
(
Vxs (dP
V
t−sf)Xs(x)(//sQsv)−
∫ s
0
VxrP
V
t−rf(Xr(x))(dV )Xr(x)(//rQrv)dr
)]
≤ eK−t|v| (‖dPV f‖L∞([0,t]×M) + ‖f‖∞κV (t))
which is finite, by Theorem 2.4. Formula (6) follows by evaluating the expected value
of (7) at times 0 and t, extending to all f ∈ C1b (M) by approximation.
Combining Theorems 3.1 and 3.2, we obtain the following equivalence:
Theorem 3.3. Suppose V ∈ C1(M) is bounded below with ∇V bounded. Let K ∈ R.
Then the following are equivalent:
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(1) Ric ≥ 2K;
(2) if f ∈ C1b (M) then
|∇PVt f | ≤ e−KtPVt |∇f |+ ‖∇V ‖∞
(
1− e−Kt
K
)
PVt |f | (8)
for all t ≥ 0.
Proof. That (1) implies (2) follows immediately from Theorem 3.2. To prove that (2)
implies (1), suppose x ∈ M and X ∈ TxM with |X| = 1 and choose f ∈ C∞0 (M) so that
f(x) = 0, ∇f = X and Hess f(x) = 0. Then, by applying Theorem 3.1 to the case p = 1,
we obtain
1
2
Ric(X,X) = lim
t↓0
PVt |∇f |(x)− |∇PVt f |(x)
t
≥ lim
t↓0
(
1− e−Kt
Kt
)(
KPVt |∇f |(x)− ‖∇V ‖∞PVt |f |(x)
)
= K|∇f |(x)− ‖∇V ‖∞|f(x)|
= K
as required.
For the case V = 0 it is well known that Ric ≥ 2K if and only if (8) holds. So in fact
Ric ≥ 2K so long as (8) holds for some V ∈ C1(M) which is bounded below with ∇V
bounded. Moreover, if (8) holds for some such V then it must hold for all such V .
4 Harnack inequalities
Denoting by ρ the Riemannian distance on M , we have also the following Harnack
inequality for PVt f , the proof of which is based on that for the V = 0 case [17, The-
orem 2.3.4]:
Theorem 4.1. Suppose V ∈ C1(M) is non-negative with ∇V bounded and Ric ≥ 2K.
Then for all bounded measurable functions f ≥ 0 and p > 1 we have
(PVt f)
p(x) ≤ (PVt fp)(y) exp
[
pρ2(x, y)
2(p− 1)C1(t,K)t +
tρ(x, y)‖∇V ‖∞
2C2(t,K)
]
for all x, y ∈M and t > 0, where
C1(t,K) :=
e2Kt − 1
2Kt
, C2(t,K) :=
Kt
2
coth
(
Kt
2
)
.
Proof. Suppose first that f ∈ C2(M) with f bounded, inf f > 0 and f constant outside a
compact set. Given x 6= y and t > 0, let γ : [0, t]→M be a geodesic from x to y of length
ρ(x, y). Let vs := γ˙s, so that |vs| = ρ(x, y)/t. Let
h(s) := t
(
e2Ks − 1
e2Kt − 1
)
for s ∈ [0, t], so that h(0) = 0 and h(t) = t. Let ys := γh(s) and define
φ(s) := logPVs ((P
V
t−sf)
p)(ys)
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for s ∈ [0, t]. Then
d
ds
φ(s)
=
1
PVs (P
V
t−sf)p
((
d
ds
PVs
)
(PVt−sf)
p + PVs
(
d
ds
(PVt−sf)
p
)
+ 〈∇PVs (PVt−sf)p, y˙s〉
)
(ys)
=
1
PVs (P
V
t−sf)p
(
( 12∆− V )PVs (PVt−sf)p − pPVs ((PVt−sf)p−1( 12∆− V )PVt−sf)
+ 〈∇PVs ((PVt−sf)p), y˙s〉
)
(ys)
=
1
PVs (P
V
t−sf)p
(
PVs (
1
2∆(P
V
t−sf)
p)− pPVs ((PVt−sf)p−1 12∆PVt−sf)
+ (p− 1)PVs (V (PVt−sf)p) + 〈∇PVs (PVt−sf)p, y˙s〉
)
(ys).
Since
∆(PVt−sf)
p = p(PVt−sf)
p−1∆PVt−sf + p(p− 1)(PVt−sf)p−2|∇PVt−sf |2,
it follows from Theorem 3.3 that
d
ds
φ(s)
=
1
PVs (P
V
t−sf)p
(
PVs
(
p(p− 1)
2
(PVt−sf)
p−2|∇PVt−sf |2
)
+ (p− 1)PVs (V (PVt−sf)p) + 〈∇PVs ((PVt−sf)p), y˙s〉
)
(ys)
≥ 1
PVs (P
V
t−sf)p
PVs
(
(PVt−sf)
p
(
p(p− 1)
2
|∇ logPVt−sf |2 + (p− 1)V
− pρ(x, y)
t
h′(s)e−Ks|∇ logPVt−sf |
− ρ(x, y)
t
h′(s)‖∇V ‖∞
(
1− e−Ks
K
)))
(ys)
≥ − pρ
2(x, y)h′(s)2e−2Ks
2(p− 1)t2 −
ρ(x, y)
t
h′(s)‖∇V ‖∞
(
1− e−Ks
K
)
.
Since
h′(s) = 2Kt
(
e2Ks
e2Kt − 1
)
we have
d
ds
φ(s) ≥ − 2pρ
2(x, y)K2e2Ks
(p− 1)(e2Kt − 1)2 − 2ρ(x, y)
(
e2Ks − eKs
e2Kt − 1
)
‖∇V ‖∞
which integrated between 0 and t yields the inequality. By approximations and the
monotone class theorem, as in [17, Theorem 2.3.3], this extends to all non-negative,
bounded measurable functions.
5 Shift-Harnack inequalities
In this section we prove two further differentiation formulae, which complement for-
mula (4), and use them to deduce shift-Harnack inequalities, first introduced by Wang
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in [18] and similar to Theorem 4.1 except that the shift in space variable takes place in-
side the semigroup. The approach will be similar to that of [15]. In particular, we start
by supposing that α is a bounded continuously differentiable 1-form and αs a solution
to the equation
∂
∂s
αs = (
1
2∆− V )αs (9)
for s ∈ (0, t] with α0 = α. Here ∆ denotes the Hodge Laplacian −(d? + d)2 acting on
1-forms, were d? denotes the codifferential operator.
Proposition 5.1. Suppose V ∈ C1(M) is bounded below and that hs is a bounded
adapted process with paths belonging to the Cameron-Martin space L1,2([0, t]; [0,∞)).
Then
Vxsd
?αt−s(Xs(x))hs +Vxsαt−s
(
//sQs
(∫ s
0
h˙rQ
−1
r dBr
))
+
∫ s
0
Vxr 〈dV, αt−r〉(Xr(x))hrdr (10)
is a local martingale.
Proof. Since d? commutes with ∆, with
−d?(V αs) = −V d?αs + 〈dV, αs〉,
by equation (9) we have
∂
∂s
d?αs = (
1
2∆− V )d?αs + 〈dV, αs〉.
Consequently, by Itô’s formula, we find that
ns := V
x
s (d
?αt−s)(Xs(x)) +
∫ s
0
Vxr 〈dV, αt−r〉(Xr(x))dr
is a local martingale and therefore so is
nshs −
∫ s
0
nrh˙rdr (11)
with the latter starting at d?αth0. Moreover
Vxs (d
?αt−s)(Xs(x))h˙sds = −Vxs
n∑
i=1
(∇//seiαt−s)(//sei)h˙sds
= −Vxs
〈 n∑
i=1
(∇//seiαt−s)(//sQs)dBis, h˙sQ−1s dBs
〉
where {ei}ni=1 is any orthonormal basis of TxM . Since
d(Vxsαt−s(//sQs)) = V
x
s
n∑
i=1
(∇//seiαt−s)(//sQs)dBis (12)
it follows that∫ s
0
Vxr (d
?αt−r)(Xr(x))h˙rdr +Vxsαt−s(//sQs)
(∫ s
0
h˙rQ
−1
r dBr
)
(13)
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is also a local martingale. Using the fact that (11) and (13) are local martingales, and
since by integration by parts
−
∫ s
0
∫ r
0
Vxu〈dV, αt−u〉(Xu(x))duh˙rdr = −
∫ s
0
Vxr 〈dV, αt−r〉(Xr(x))drhs
+
∫ s
0
Vxr 〈dV, αt−r〉(Xr(x))hrdr,
we easily verify that (10) is also a local martingale.
Theorem 5.2. Suppose V ∈ C1(M) is bounded below with ∇V and Ric bounded. Sup-
pose α is a bounded continuously differentiable 1-form with d?α bounded. Then
PVt (d
?α)(x) = −1
t
E
[
Vxt α
(
//tQt
∫ t
0
Q−1s (dBs + (t− s)//−1s ∇V ds)
)]
for all x ∈M and t > 0.
Proof. According to the assumptions of the theorem, with hs = (t − s)/t, the local
martingale (10) is a true martingale. Furthermore, by (12), it follows that
αt = E [Vtα(//tQt)]
so the result follows by evaluating the martingale (10) at the times 0 and t, and applying
the Markov property to the term involving ∇V .
Given a vector field Y , the Bismut formula (4) provides a probabilistic expression
for the derivative Y (PVt f) which does not involve derivatives of f . By Theorem 5.2, and
using the facts that div Y = −d?Y [ and div(fY ) = Y f + f div Y , we obtain the following
theorem which provides a similar expression for the derivative PVt (Y (f)):
Theorem 5.3. Suppose V ∈ C1(M) is bounded below with ∇V and Ric bounded. Sup-
pose f is a bounded C1 function and Y a bounded C1 vector field for which div Y and
Y (f) are also bounded. Then
PVt (Y (f))(x)
=− E [Vxt f(Xt(x))(div Y )(Xt(x))]
+
1
t
E
[
Vxt f(Xt(x))
〈
Y (Xt(x)), //tQt
∫ t
0
Q−1s (dBs + (t− s)//−1s ∇V ds)
〉]
for all x ∈M and t > 0.
By Theorem 5.3, we have the following two propositions:
Proposition 5.4. Suppose V ∈ C1(M) is non-negative with ∇V bounded and 2K ≤
Ric ≤ 2L for constants K and L. Suppose f is a bounded C1 function and Y a bounded
C1 vector field for which div Y and Y (f) are also bounded. Then
|PVt (Y (f))|(x) ≤ αVt (Y )(PVt f2)
1
2 (x)
for all x ∈M and t > 0, where
αVt (Y ) := ‖ div Y ‖∞ + ‖Y ‖∞
e−Kt√
t
(
e2Lt − 1
2Lt
) 1
2
+ ‖Y ‖∞‖∇V ‖∞ e
−Kt
L
(
1
Lt
2
(
coth
(
Lt
2
)− 1) − 1
)
.
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Proof. By Theorem 5.3, we have
|PVt (Y (f))|(x)
≤ ‖Y ‖∞ e
−tK
t
E
[(∫ t
0
Q−1s dBs
)2] 12
(PVt f
2)
1
2 (x)
+
(
‖ div Y ‖∞ + ‖Y ‖∞‖∇V ‖∞ e
−tK
t
∫ t
0
eLs(t− s)ds
)
(PVt f
2)
1
2 (x)
= αVt (Y )(P
V
t f
2)
1
2 (x)
as required.
Proposition 5.5. Suppose V ∈ C1(M) is non-negative with ∇V bounded and 2K ≤
Ric ≤ 2L for constants K and L. Suppose f > 0 is a bounded C1 function and Y a
bounded C1 vector field for which div Y and Y (f) are also bounded. Then
|PVt (Y (f))|(x) ≤ δ(PVt (f log f)(x)− PVt f logPVt f(x)) + βVt (δ, Y )PVt f(x)
for all x ∈M , t > 0 and δ > 0, where
βVt (δ, Y ) := ‖div Y ‖∞ + ‖Y ‖2∞
e−2Kt
2tδ
(
e2Lt − 1
2Lt
)
+ ‖Y ‖∞‖∇V ‖∞ e
−Kt
L
(
1
Lt
2
(
coth
(
Lt
2
)− 1) − 1
)
.
Proof. By Theorem 5.3 and [13, Lemma 6.45], the latter being essentially Jensen’s in-
equality, we have
|PVt (Y (f))|(x)
≤ ‖div Y ‖∞PVt f(x)
+
∣∣∣∣1tE
[
Vtf(Xt(x))
〈
Y (Xt(x)), //tQt
∫ t
0
Q−1s (dBs + (t− s)//−1s ∇V ds)
〉] ∣∣∣∣
≤ δ(PVt (f log f)(x)− PVt f(x) logPVt f(x))
+ δPVt f(x) logE
[
exp
[
‖Y ‖∞ e
−Kt
tδ
∣∣∣∣ ∫ t
0
Q−1s dBs
∣∣∣∣]]
+
(
‖ div Y ‖∞ + ‖Y ‖∞‖∇V ‖∞ e
−Kt
t
∫ t
0
eLs(t− s)ds
)
PVt f(x)
≤ δ(PVt (f log f)(x)− PVt f logPVt f(x)) + βVt (δ, Y )PVt f(x)
as required.
These estimates can be used to derive shift-Harnack inequalities, as introduced by
Wang for Markov operators on a Banach space; [18, Proposition 2.3]. In particular,
suppose as in [15] that {Fs : s ∈ [0, 1]} is a C1 family of diffeomorphisms of M with
F0 = idM . For each s ∈ [0, 1] define a vector field Ys on M by
Ys := (DFs)
−1 d
ds
Fs
and assume that Ys and div Ys are uniformly bounded.
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Theorem 5.6. Suppose V ∈ C1(M) is non-negative with ∇V bounded and 2K ≤ Ric ≤
2L for constants K and L. Suppose f ≥ 0 is a bounded measurable function and that Ys
and div Ys are uniformly bounded. Then
PVt f(x) ≤ PVt (f ◦ F1)(x) +
(∫ 1
0
(αVt )
2(Ys)ds
) 1
2 (
PVt f
2
) 1
2 (x)
for all x ∈M and t ≥ 0, where αVt is defined as in Proposition 5.4.
Proof. It suffices to prove for f continuously differentiable. Since
d
ds
(f ◦ Fs) = ∇Vs(f ◦ Fs),
and following the proof of [18, Proposition 2.3], we see for all r > 0 that
d
ds
PVt
(
f
1 + rsf
(F1−s)
)
= −rPVt
(
f2
(1 + rsf)2
(F1−s)
)
− PVt
(
Y1−s
(
f
1 + rsf
(F1−s)
))
for all s ∈ [0, 1]. Applying Proposition 5.4 and proceeding as in the proof of [18, Pro-
position 2.3], integrating over s ∈ [0, 1] and minimizing over r > 0, we easily obtain the
desired inequality.
Theorem 5.7. Suppose V ∈ C1(M) is non-negative with ∇V bounded and 2K ≤ Ric ≤
2L for constants K and L. Suppose f ≥ 0 is a bounded measurable function and that Ys
and div Ys are uniformly bounded. Then
(PVt f)
p(x) ≤ PVt (fp ◦ F1)(x) exp
[∫ 1
0
p
1 + (p− 1)sβ
V
t
(
p− 1
1 + (p− 1)s , Ys
)
ds
]
for all x ∈M , t ≥ 0 and p > 1, where βt is defined as in Proposition 5.5.
Proof. As for the previous theorem, it suffices to prove for f continuously differentiable.
The result extends to more general f by approximation. Applying Proposition 5.5, as in
the proof of [18, Proposition 2.3] with β(s) := 1 + (p− 1)s for s ∈ [0, 1], we obtain
d
ds
log
(
PVt
(
fβ(s)(Fs)
)
(x)
) p
β(s) ≥ − p
β(s)
βVt
(
p− 1
β(s)
, Ys
)
for s ∈ [0, 1]. Integrating over s yields the result.
Looking ahead, it would now be desirable to weaken our assumptions on dV , such
as to suppose simply that dV exists in some weak sense and is locally Kato, or indeed
to eliminate terms involving dV altogether. To do the latter could however be diffi-
cult, since dV appears natually in Theorem 3.1. Assumptions involving dV do appear
elsewhere in the literature, such as in the celebrated work of Li and Yau [9].
References
[1] M. Aizenman and B. Simon. Brownian motion and Harnack inequality for Schrödinger oper-
ators. Comm. Pure Appl. Math., 35(2):209–273, 1982.
[2] Jean-Michel Bismut. Large deviations and the Malliavin calculus, volume 45 of Progress in
Mathematics. Birkhäuser Boston, Inc., Boston, MA, 1984.
13
[3] M. Braverman, O. Milatovich, and M. Shubin. Essential selfadjointness of Schrödinger-type
operators on manifolds. Uspekhi Mat. Nauk, 57(4(346)):3–58, 2002.
[4] Li-Juan Cheng, Anton Thalmaier, and James Thompson. Quantitative C1-estimates by Bismut
formulae. J. Math. Anal. Appl., 465(2):803–813, 2018.
[5] Li-Juan Cheng, Anton Thalmaier, and James Thompson. Uniform gradient estimates on man-
ifolds with a boundary and applications. J. Anal.Math.Phys., 2018.
[6] K. D. Elworthy and X.-M. Li. Formulae for the derivatives of heat semigroups. J. Funct. Anal.,
125(1):252–286, 1994.
[7] Batu Güneysu. On generalized Schrödinger semigroups. J. Funct. Anal., 262(11):4639–4674,
2012.
[8] Tosio Kato. Schrödinger operators with singular potentials. Israel J. Math., 13:135–148
(1973), 1972.
[9] Peter Li and Shing-Tung Yau. On the parabolic kernel of the Schrödinger operator. Acta
Math., 156(3-4):153–201, 1986.
[10] Xue-Mei Li and James Thompson. First order Feynman–Kac formula. Stochastic Process.
Appl., 128(9):3006–3029, 2018.
[11] Enrico Priola and Feng-Yu Wang. Gradient estimates for diffusion semigroups with singular
coefficients. J. Funct. Anal., 236(1):244–264, 2006.
[12] Barry Simon. Schrödinger semigroups. Bull. Amer. Math. Soc. (N.S.), 7(3):447–526, 1982.
[13] Daniel W. Stroock. An introduction to the analysis of paths on a Riemannian manifold,
volume 74 of Mathematical Surveys and Monographs. American Mathematical Society,
Providence, RI, 2000.
[14] Anton Thalmaier. On the differentiation of heat semigroups and Poisson integrals.
Stochastics Stochastics Rep., 61(3-4):297–321, 1997.
[15] Anton Thalmaier and James Thompson. Derivative and divergence formulae for diffusion
semigroups. Ann. Probab., 2018.
[16] James Thompson. Derivatives of Feynman-Kac semigroups. J. Theoret. Probab., 2018.
[17] Feng-Yu Wang. Analysis for diffusion processes on Riemannian manifolds. Advanced Series
on Statistical Science & Applied Probability, 18. World Scientific Publishing Co. Pte. Ltd.,
Hackensack, NJ, 2014.
[18] Feng-Yu Wang. Integration by parts formula and shift Harnack inequality for stochastic
equations. Ann. Probab., 42(3):994–1019, 2014.
14
