Graduates (NSCG), a subsample of the American Community Survey (ACS). We study properties of a two-phase SDR variance estimator, using a phase one sample of ACS data and repeated phase two samples from the ACS following the NSCG design. The estimator accounts for systematic sampling in phase one and stratified sampling in phase two. The estimator is conservative for some NSCG variables because the NSCG not only uses explicit stratification on some ACS variables, but also systematic sampling within strata after sorting on additional ACS variables. The simulation results suggest that the two-phase SDR variance estimator, with an appropriate adjustment to account for
Introduction
Replication variance estimation methods have long been popular in survey estimation, with a range of versions of jackknife, dependent random groups, balanced repeated replication (BRR) and bootstrap variance estimation methods implemented in numerous large-scale surveys. The literature on these methods is extensive; see Fuller (2009, Ch.4 ) for a brief overview. Replication methods are popular among both statistical agencies and survey data analysts, because they are a convenient way to incorporate design complexities, nonresponse and calibration adjustments in the variance estimates and they provide a uniform method for data users to compute variance estimates for both linear and nonlinear statistics.
Successive Difference Replication (SDR) is a variance estimation method for systematic sampling that was originally proposed by Fay and Train (1995) . It has been used for variance estimation for surveys conducted by the US Census Bureau, including the Current Population Survey (CPS), the Survey of Income and Program Participation (SIPP), the American Community Survey (ACS), and the National Survey of College Graduates (NSCG). Despite its application in important surveys, SDR has been much less studied in the statistical literature than the other methods mentioned earlier, with only a small number of articles examining its statistical properties. Huang and Bell (2009) and Huang and Bell (2010) discuss the distribution of the SDR variance estimator in the context of small area estimation. Recently, Ash (2014) provided an in-depth look at the construction of the SDR replicates, including an evaluation of the effect of reducing the number of replicates.
The ACS is one of the important surveys for which SDR is used to estimate variances. Increasingly, the ACS serves as the sampling frame for other surveys conducted by the Census Bureau, including the NSCG, which is done on behalf of the US National Science Foundation.
The NSCG is therefore a two-phase sample of the US population, with the ACS as the first phase. We refer to U.S. Census Bureau (2014) for a comprehensive description of the ACS design and to White (2014) for the NSCG design. Because the Census Bureau uses SDR to estimate the variance for NSCG estimates, it is of interest to evaluate the suitability of SDR in the two-phase context. The literature on replication variance estimation for two-phase sampling is limited. In a context related to two-phase sampling, Rao and Shao (1992) described jackknife variance estimation for survey data under hot deck imputation; many methods subsequently developed for two-phase sampling were clearly influenced by their approach. Early papers explicitly addressing two-phase sampling include Rao and Sitter (1995) and Sitter (1997) , who considered equal-probability sampling scenarios. Kott and Stukel (1997) discuss "delete-a-group" jackknife variance estimation for general first-phase designs and for stratified simple random sampling second-phase designs. A more general discussion of this case is provided in Kim et al. (2006) , and Kim and Yu (2011) extend this approach to the case of unequal-probability Poisson sampling in the second phase. Bootstrap-based methods have also been considered for variance estimation for two-phase sampling Mach et al. 2005 ) but will not be further discussed here.
The contributions of the current paper are two-fold. First, we evaluate the statistical properties of SDR in the context of other replication methods applicable to single-phase systematic sampling. We focus on simulation experiments, since the design properties of variance estimators under systematic sampling are difficult to evaluate theoretically without strong model assumptions. The evaluation includes the choice of a "tuning constant" that is part of SDR but that has been kept fixed in applications to date. Second, we describe how SDR can be applied in the two-phase context. We evaluate its performance in this context using a large-scale simulation study based on ACS data for the phase one sample, and following the NSCG design for the phase two subsamples.
The remainder of the paper proceeds as follows. Section 2 describes SDR and compares it to other variance estimation methods for systematic sampling. In Section 3, a simulation study evaluates the practical behavior of different replication methods for variance estimation.
Section 4 applies SDR in two-phase variance estimation, and Section 5 describes the results of the simulation study using ACS and NSCG data.
Successive Difference Replication in Systematic Sampling
Consider an ordered finite population U of size N that is to be sampled using systematic sampling. Let y i denote a generic variable in the population, and consider the estimation of t y = U y i , the finite population total. Let s denote the systematic sample, with target sample size n. To simplify the notation for the variance estimators discussed below, we re-index the sample units as i = 1, . . . , n, dropping their original indices in the population, but retaining their order.
Assume for now that B = N/n is an integer and that sampling is with equal probability, so that there are B possible systematic samples, all equally likely. Letȳ s b denote the sample mean for the bth systematic sample. The Horvitz-Thompson estimator t y of the population total is simply Nȳ s b . The design variance of the Horvitz-Thompson estimator is the variance over all possible systematic samples,
(1) (Madow and Madow, 1944) , whereȲ U = t y /N .
As is well-known, systematic sampling admits no design-unbiased estimator of Var( t y ).
Any variance estimator will be design-biased, and this bias will depend on the properties of the y i 's; particularly their ordering in the population. One approach to describing the statistical properties of a proposed variance estimator is to postulate a statistical model for the y i , as originally proposed in this context by Cochran (1946) . Following such a specification, a modelconsistent predictor of the design variance can be obtained; see Bartolucci and Montanari (2006) and Opsomer et al. (2012) .
A more common approach in practice is to approximate the systematic sampling design by an alternative for which a design-based variance estimator exists, and then to use that variance estimator as if the sample had been selected via the alternative design instead of via systematic sampling. The most commonly used designs for this purpose are simple random sampling (with or without replacement) and two-per-stratum equal-probability sampling. The simple random sampling variance estimator,
is generally considered to be conservative, because it corresponds to the case in which the population is randomly ordered.
If the population order is thought to be influential, a better approximate design is the twoper-stratum design where the sample units are grouped into strata based on a variable that is related to the systematic sampling order. Under this design, the non-overlapping difference variance estimator
(assuming even sample size n) is unbiased for the two-per-stratum variance, and is considered to be a good approximation to the variance under systematic sampling. Excluding boundary effects for the first and last units in the sample, there are two possible two-per-stratum designs approximating the systematic sampling design: the one grouping sample units (1, 2), (3, 4), . . ., and the one grouping units (2, 3), (4, 5), . . . Since the division of the sample into stratum pairs is arbitrary, an alternative and conceptually attractive variance estimator combines the two non-overlapping difference variance estimators into the successive difference variance estimator
While V SD can be viewed as the average of the two possible versions of V N O as we did above, an alternative interpretation is that V SD uses all possible pairs of adjacent units to estimate the variance of the estimator under the systematic sampling design. Wolter (2007, Ch.8) compared eight variance estimators for systematic sampling, including V SRS , V N O and V SD , for populations with a range of orderings. While none of the estimators was uniformly best, the conclusion of the comparison was that V N O and V SD were quite similar to each other and better than the alternatives overall.
For large-scale surveys including CPS, SIPP and ACS conducted by the US Census Bureau, replication methods are often used for variance estimation. Balanced repeated replication (BRR) is a replication variance estimation method for two-per-stratum designs, hence applicable to estimating the approximate variance under systematic sampling. BRR uses rows of a Hadamard matrix to create balanced replicates, where an R × R Hadamard matrix H R is a matrix with all elements equal to −1 or 1, and with
so that the columns of H R are pairwise orthogonal. From a Hadamard matrix H R with R ≥ n/2, choose any n/2 columns and denote them by [h ri ] R r=1 for i = 1, . . . , n/2. For some predetermined constant k, 0 ≤ k < 1, the rth replicate is constructed by letting
where the f (r,k)
i,BRR are the rth BRR replicate factors, and the BRR replication variance estimator is defined as
When k = 0, V BRR(0) corresponds to the original "pure" BRR variance estimator, and we write V BRR in that case. Pure BRR replicates have non-zero weight on only half the sample observations, one in each stratum. When k > 0, the BRR replicates consist of all the sample observations, each with a non-zero weight; this is known as Fay's method, originally specified as k = 1/2 in Dippo et al. (1984) but now used for any 0 < k < 1.
It is readily verified that for any 0 ≤ k < 1, V BRR(k) is equivalent to the variance estimator (2), which is unbiased under stratified two-per-stratum simple random sampling without replacement; see Wolter (2007, Ch. 3) for the k = 0 case. Because the two-per-stratum design is often used as an approximation for systematic sampling, BRR can also be used as a replication-based alternative to V N O for systematic sampling variance estimation. Fay and Train (1995) proposed successive difference replication (SDR) as a variance estimation method for systematic sampling, by applying the ideas of BRR (and Fay's method) to the successive difference variance estimator V SD . In this case, from a Hadamard matrix H R with R ≥ n + 2, choose any n + 2 columns and denote them by [h ri ] R r=1 for i = 1, . . . , n + 2. Then construct the rth replicate by setting
where f (r,k) i,SDR denotes the rth SDR replicate factor. The SDR variance estimator is defined as
As shown in Fay and Train (1995) , V SDR(k) is equivalent to V SD for linear statistics only after some minor modifications to make both variance estimators "circular." The effect of these modifications are negligible for large n and will not be further explored here; see Fay and Train (1995) and Ash (2014) for details. We use the SDR variance estimator (5), which is only approximately equal to V SD for linear statistics.
An important advantage of replication methods over alternative methods such as Taylor linearization is that the same method can be used to obtain variance estimates for a wide range of both linear and nonlinear statistics. They can also readily handle unequal-probability designs and weights. In the case of BRR and SDR, this is done by perturbing the estimation weights with the replicate factors, applying the perturbed weights in the same expression as the original estimator to compute replicate estimates, and then computing the variance estimates using the sum of squared deviations between the replicate estimates and the original estimate as in (3) and (5), respectively. For instance, the sample estimator of the population meanȲ U can be written as y s = i∈s w i y i i∈s w i with w i the sampling weight, and the replicates are equal to
are the replicate factors for either BRR or SDR, depending on the variance estimation method. In what follows, we will also be interested in the domain mean
where U D represents a domain of interest in the population, U D ⊆ U , and I {A} is the indicator function for event A, equal to 1 when A is true and 0 otherwise. The design-based estimator
and the replicates are constructed by letting
Finally, the effect of Fay's method differs between V BRR(k) and V SDR(k) , and also varies depending on whether linear or nonlinear statistics are being used. While in both BRR and SDR, the value of k has no effect for linear statistics, it is routinely used in the former variance estimator to avoid stability issues that can occur at k = 0 for nonlinear statistics, for instance by dividing by zero in a half-sample replicate for a ratio, even though the full-sample ratio does not have a zero denominator. The choice of k for BRR has been studied by Judkins (1990) .
In V SDR(k) , there is also a lower bound for k. When k = 1 − (1/4) 1/3 ≈ 0.37, it is readily checked that the replicate weight in (4) is 0 when h r,i+1 = −1 and h r,i+2 = 1 simultaneously, and is negative for smaller values of k. Because of the structure of the Hadamard matrix, approximately 25% of the weights for a given replicate can therefore be 0 or negative when k ≤ 0.37, clearly a situation to avoid in practice. So while the problem is somewhat less severe than for BRR when k = 0, where 50% of the weights are 0 for any given replicate, SDR with k ≤ 0.37 should be avoided. We study this issue in the next section.
In large-scale surveys, it is common to select a number of replicates that is much less than n for practical reasons. This is referred to as partial balancing. Wolter (2007, Ch.3.6) discussed partial balancing for BRR. We will not address this issue here, but refer instead to the recent article by Ash (2014) for an in-depth study of its effect in SDR.
Simulation
In this section, we investigate the properties of SDR as a variance estimation method for equal-probability systematic sampling, focusing in particular on the choice of k, which has not previously been considered, and a comparison of SDR to BRR. The latter is of interest because both are replication methods directly applicable to systematic sampling and BRR is widely used in practice. We consider estimation of the population mean, as an example of a linear statistic, and of a domain mean, as an example of a nonlinear statistic. In order to generate study populations and systematic samples of different degrees of informativeness, we follow the setup of the simulation study in Opsomer et al. (2012) .
For a population of size N = 2000, we generated a covariate {x i } i∈U as independent and identically distributed (iid) uniform on [0, 1], and errors {ε i } i∈U iid standard normal random.
Response variables were then generated according to the model
with two different mean functions linear:
For each mean function, two values of σ were selected to achieve two levels for the population
where
We simulated an additional variable {z i } i∈U on which the population was sorted before sampling. We investigated three sorting scenarios, based on the strength of the correlation between x i and z i . All three scenarios used {η i } iid standard normal independent of {x i } and {ε i }. In the first scenario, z i = η i so that corr 2 U (x i , z i ) = 0; the population is randomly sorted, and systematic samples drawn from the population are equivalent to simple random samples without replacement. In the second and third scenarios, In each simulation, a systematic sample of size n = 100 was drawn from the population after sorting according to the {z i }, and we computed the domain mean estimator defined in equation (7). We also computed the BRR and SDR variance estimators, using the replicates We report three different evaluation criteria for the variance estimators: percent relative bias (%RB), relative root mean squared error (RRMSE) and percent coverage. Letting V denote one of the variance estimators, %RB and RRMSE are computed as
with E * indicating averaging over the simulations. For each simulation, we compute the As shown in Table 1 , the estimators are all close to unbiased for all scenarios considered, with the exception of V BRR for k = 0 and the smallest domain. That particular case also exhibits a small number of simulations for which at least one of the replicates resulted in a division by 0, so the larger bias reflects the instability of the unadjusted BRR for small domains, as also identified in Judkins (1990) . In the case of SDR, the biases were all small across the range of k, although a tendency for larger values of k to result in negative bias was observed for the smallest domain. Overall, with the exception of the case mentioned above, the biases of SDR and BRR were similar. The relative bias was only moderately affected by the strength of the relationship between the sorting variable and the survey variable. This is despite the fact that the variance itself is strongly affected by this relationship, so that it appears that SDR and BRR are both effective variance estimators for a range of sorting situations. Table 2 comparing the RRMSE of V BRR and V SDR shows that SDR tends to give more efficient estimates across all the scenarios considered, with larger values for k resulting in moderately lower RRMSE than smaller values. The effect of k increases when the target domain size decreases. Table 3 shows the coverage rates for confidence intervals constructed as 95% normal confidence intervals. The rates range from 92.3% to 95.2% overall and are quite insensitive to the choice of k for both BRR and SDR. For the smallest domain, larger values of k tended to reduce the coverage. In both Table 2 and 3, the effect of the strength of the sorting relationship is again quite modest. Tables 4-6 show the corresponding results for populations generated with the precise models (coefficient of determination equal to 0.75). The findings are similar to those above, with relatively small biases overall but a tendency towards negative bias for larger k for the smallest domain, V SDR more efficient (lower RRMSE) than V BRR and coverages close to the nominal level in almost all cases, but tending to be better for lower values of k. Based on these findings, it appears that SDR is at least as good as BRR as a replication method to We only considered equal-probability systematic sampling in this simulation. For an evaluation of SDR with unequal-probability but non-systematic sampling, we refer to Sukasih and Jang (2003) . They compared SDR (with k = 0.5) to jackknife replication and found the two methods to behave similarly in that context.
SDR in Two-phase Variance Estimation
We now turn to the topic of replication variance estimation for two-phase sampling. The approach considered here is the application of the general methodology of Kim et al. (2006) and Kim and Yu (2011) to the case where the phase one sample is obtained through unequalprobability systematic sampling and the phase two sampling is stratified unequal-probability sampling. We first describe the general approach before discussing the implementation of SDR for the ACS-NSCG context.
We introduce additional notation for the two-phase design and estimation. Let s a represent the phase one sample drawn from U according to sampling design p a (·), assumed here to be unequal-probability systematic sampling, with corresponding estimation weights w ai . Let s represent the phase two sample drawn from s a according to the conditional sampling design p(·|s a ), with conditional estimation weights w i|sa . We let n a and n denote the sample sizes in each phase. When a variable y i is observed for the phase one sample, the estimator for the population total is defined as
When a variable y i is observed only for the phase two sample, the direct expansion estimator (DEE) for the population total is s w ai w i|sa y i , using the terminology of Kott and Stukel (1997) . In what follows, we instead consider the reweighted expansion estimator (REE), defined as
where s ag = s a ∩ U g , s g = s ∩ U g for a set of strata U g , g = 1, . . . , G. As one would expect from the fact that the REE is a two-phase post-stratified estimator, it tended to clearly outperform the DEE in initial simulations. Hence, we only investigate the REE in depth 
where c sar , r = 1, . . . , R are known constants (see (5) for the values of c sar for equal-probability systematic sampling), and the phase one replicate estimates t (r) ysa are calculated as
From now on, we suppress k in the replicate notation since the choice k = 0.5 appeared to work well in the simulations and is the one implemented by the Census Bureau. We also added a subscript a to denote that these replicates are for phase one. In the second phase of sampling, Kim and Yu (2011) assume that the w i|sa are obtained as stratified Poisson sampling weights. The two-phase replication variance estimator proposed in Kim and Yu (2011) with SDR as the phase one replication method is defined as
with
As in Section 2, the two-phase replication method can be applied to nonlinear statistics.
In this case, we first rewrite the rth replicate as
ig,SDR now denoting the two-phase REE SDR replicate factor for i ∈ s g , equal to
For nonlinear estimators such as domain means, the replicates can again be constructed by applying the perturbed weights in the same expression as the original estimator, following the same approach as in Section 2.
The above discussion focused on SDR, but the same approach works with other phase one replication methods and in the next section, BRR will also be considered. In that case, the f (r)
ai,SDR and c sar need to be replaced by suitable phase one BRR replication weights and constants.
We are interested in applying the above two-phase replication variance estimation method to the NSCG. In this case, the phase one sample is the ACS, which is sampled by stratified systematic sampling and for which SDR replicates can be constructed, generalizing the approach from Section 2 to stratified sampling. The NSCG design used in phase two is a combination of stratified systematic sampling (equal-probability) and stratified systematic unequal-probability sampling with probability proportional to size (PPS). While Kim et al. (2006) and Kim and Yu (2011) describe the theoretical properties of this general approach, the combination of SDR and the ACS and NSCG designs do not satisfy their assumptions.
Hence, in the next section, we describe the results of an extensive simulation study with ACS data that was used to evaluate the properties of SDR in this two-phase context.
An Empirical Evaluation of SDR in NSCG Variance Estimation
Data from the 2009 ACS were used to evaluate the behavior of the two-phase SDR in a realistic setting. The sample design for the ACS is an unequal-probability, stratified systematic sample of US households with independent samples of households selected within each county in the US and Puerto Rico. The systematic sample selection is made after sorting census blocks geographically within each county. For the 2010 NSCG, a sample of 65,195 cases was selected out of 857,883 eligible ACS cases, using a combination of stratified simple random sampling and stratified PPS systematic sampling. The stratification for NSCG was based on occupation field, educational attainment, and demographic variables obtained in the ACS.
The stratification resulted in substantial differences in sampling fractions between strata. See U.S. Census Bureau (2009a) and White (2014) for further information on 2009 ACS and 2010 NSCG sampling designs. In our empirical evaluation, we used the ACS weights for phase one, which include post-stratification nonresponse adjustments applied to the ACS, and the NSCG original sampling weights for phase two. The estimator of interest is the REE in (11), with the U g corresponding to the NSCG strata.. For simplicity, the phase two sampling and weighting for the NSCG ignored further nonresponse in that phase.
As described in the previous section, the two-phase replication method relies on phase one replicates, so we started from a set of 80 SDR replicates created for the 2009 ACS (see U.S. Census Bureau (2014, Chapter 12) for a description of the ACS variance replication method). The SDR replicates are assigned within counties using the ACS sort order, so that they capture the systematic nature of the original design. For comparison purposes, we also created a set of 80 BRR replicates for ACS, using the same ACS sort order within counties and the same Hadamard matrix as was used to generate the SDR replicates. The small number of replicates implies extensive partial balancing, as described in Wolter (2007, Ch.3.6 ) for BRR and evaluated in Ash (2014) for SDR.
Because we only have a single realization of ACS, we cannot directly compare the performance of variance estimators with full simulation-based variances. However, simulating repeated phase two samples from a fixed phase one provides insights into the behavior of the estimators. The target of estimation is the true variance of t ys , which can be written as
Letting V denote an estimator of Var( t ys ), we are interested in evaluating whether Bias( V ) = E( V ) − Var( t ys ) is close to 0. Using the above variance decomposition, we rewrite this bias as
In order to evaluate the bias of V using the single realization of ACS, we computed the "conditional bias"
where E * , Var * denote that the moments with respect to phase two sampling are approximated via simulation, and V a is the replication variance estimator (SDR or BRR) applied to the full phase one dataset, as in (12). The first two terms in (17) estimate the first expectation in (16), using the single realization of the ACS. For the last term in (17), we assume that the phase two estimator t ys is approximately conditionally unbiased for the phase one estimator t ysa so that
Var(E( t ys |s a )) ≈ Var( t ysa ), and that the replication variance estimator V a is approximately unbiased for the phase one variance Var( t ysa ). The first assumption is reasonable based on the general properties of design-based estimation and the second one follows from the evaluation of SDR and BRR in Sections 2 and 3. Finally, because of the large size of the ACS relative to the NSCG, B sa should be close to its expectation, i.e. Bias( V ).
In the simulation, the sampling procedure used for the 2010 NSCG was repeated 1,000
times. The conditional bias of the SDR and BRR variance estimators of the REE was computed as in (17) for estimated proportions for a variety of ACS variables related to target NSCG variables, including demographics, degree obtained and field of current occupation.
We refer to U.S. Census Bureau (2009b) for more complete definitions of these ACS variables.
To evaluate how well the estimator works for domains, the same estimates were also applied to female respondents only. for the overall population and female population proportions.
The two-phase SDR and BRR replication methods described so far capture the phase one variance, due to the ACS systematic sampling after geographic sorting, and the phase two variance, which reflects the NSCG explicit stratification based on ACS-observed characteristics. But NSCG also uses systematic sampling within strata, after sorting the ACS respondents by gender, age group and race within strata. This sorting reduces the variance by implicit stratification, not reflected in the phase-two design strata. This results in the large overestimation of variance shown for selected variables in Table 7 .
The solution to this problem was to further post-stratify the SDR and BRR replicates into estimation cells defined as the intersection of gender, age group and a black/non-black race classification. The cross of these three variables resulted in a potential breakout of each NSCG stratum into eight levels. Since some of these finer cells contained ACS cases but few or no were ratio-adjusted to the first-phase frame totals within each estimation cell. This process is similar to how the original REE replicate weights were constructed using (15) for the NSCG strata, but with the s g and s ag now corresponding to the finer post-strata. Linearizationbased variance estimators for two-phase regression estimation, of which post-stratification is a special case, were also recently reviewed in Hidiroglou et al. (2009) , and the equivalence with REE stratification can readily be obtained from their results. Post-stratification is standard practice in large-scale surveys to adjust the weights and the replicate weights for nonresponse and for external control totals. But the additional poststratification that is applied here is somewhat different. Implicit stratification, induced here by sorting the phase one respondents by their demographic variables within each (explicit) stratum and selecting them systematically, is often used in practice and then regularly ignored in variance estimation, because the effect is thought to be modest and leads to variance estimates that are moderately and conservatively (positively) biased. In this NSCG experiment, however, the magnitude of the positive bias was surprising, but the fact that it could be remedied with a post-stratification adjustment provided a readily implemented solution.
Interestingly, this solution does not in principle require that the original weights be poststratified to known phase one or external control totals, because post-stratifying the replicate weights to the estimated totals using the original weights will achieve the same goal. In our simulation, both the original weights and the replicate weights were post-stratified to the phase one totals, so that this adjustment reverts to a standard post-stratification adjustment at a finer scale.
Systematic sampling is popular in practice, because it provides a simple and intuitive way to obtain samples with balanced characteristics and good efficiency. It does complicate variance estimation, however, as well as the formal investigation of the statistical properties of variance estimators except for populations with simple structures. In the current paper, we therefore focused extensively on simulations to evaluate the properties of the variance estimators. Using this approach, we showed that SDR is an effective variance estimation method for systematic sampling. We did this by highlighting the connections with existing variance estimation methods that are well-known to perform well for this design, including overlapping and nonoverlapping difference estimators and BRR. A simulation study showed that SDR tends to be more stable than BRR, in the sense of a smaller mean squared error, and have better coverage probabilities at the nominal 95% level.
The extension to the two-phase design, a context of particular interest for surveys currently conducted by the US Census Bureau, was explored. Because SDR is currently used to create variance replicates for ACS, which is being considered as a sampling frame for national US surveys in addition to NSCG, the simulation-based investigation we performed here for the particular case of the NSCG provides insights relevant to future surveys that might follow the same approach as well. In the case of NSCG, the method appeared to perform well, as long as care was taken to ratio-adjust the replicates to account for some of the implicit structure in the NSCG design. At the same time, it was also clear that there were still cases in which variance overestimation occurred, so that a more detailed evaluation of the best ways to perform this post-stratification for NSCG is advised.
There are a number of limitations to the current analysis with respect to evaluating SDR for NSCG variance estimation. First, we used ACS data rather than NSCG data. Unlike NSCG data, ACS data are not subject to misclassification of the degree and occupation groups. Misclassified group memberships can have a large effect on the estimates when they involve respondents with large weights relative to those of the other respondents in the group.
The effect of such misclassification on SDR variance estimation is still an open question and should be investigated. Second, we did not incorporate nonresponse in the phase two sampling process. While we do not expect nonresponse in this phase to require adjustments different from the post-stratification adjustments already mentioned, we did not assess this expectation in our analysis. Third, we only considered the current Census Bureau approach of constructing 80 partially balanced replicates. Questions concerning the effect of partial balancing in twophase sampling variance estimation, or the associated issue of the appropriate number of replicates, were not addressed here.
More generally, the results of this paper apply to surveys that use systematic sampling in one or both phases and for which a replication variance estimation procedure is desired. Systematic sampling, multi-phase designs and replication variance estimation are all attractive approaches for large-scale surveys, so that the investigation of the properties of the "intersection" of these methods can assist government statistical agencies and other survey organizations in implementing future surveys. But as already noted above, systematic sampling makes generalizable theoretical investigation difficult, so that further simulation-based evaluations for different survey contexts would be worthwhile.
