Distributed, small-scale energy storage has been identified as a means of improving load factors for intermittent renewable generation and displacing the need for fossil-based backup. Domestic electric storage heaters operating within a smart grid offer high density, controllable energy storage at low cost, allowing the network operator to shift demand by charging heaters to dispose of excess supply. This paper reports monitoring outcomes and simulation studies on the first field trials of such a system, in which heaters are capable of responding to instructions from the grid to vary charging level at 15-min intervals, as well as to occupant-set controls on power output. Monitoring found significant unexpected out-of-schedule power draw and under-utilisation of storage capacity. Alternative approaches to scheduling were tested using simulations, and evaluated using metrics to quantify schedule following as well as other aspects of performance to give a balanced view of system performance to the network operator. Modern insulated storage heaters are capable of supporting load shifting for up to 48 h with minimal impact on room temperatures or demand, and with high confidence that charging schedules will be followed. However, where device controllers compete with centrally generated charge scheduling, the network will experience significant out-of-schedule power draw while occupants will experience either lower temperatures or increased cost.
Introduction
The development of a low-carbon electricity network is constrained by the need to maintain network stability and balance supply with demand. In places where the grid is already largely clean this is mainly achieved through hydropower, which is despatchable, often has a significant proportion of pumped storage (Norway, New Zealand, Canada), and can import and export to neighbouring countries (Norway, Brazil). [1] [2] [3] France, in addition, allows its nuclear fleet to operate in inefficient load following mode. 4 Large-scale energy storage, subsea interconnectors and suboptimal operation are, however, all expensive. Distributed small-scale storage at the domestic level offers a potentially cheaper option, 5 displacing the need for backup and improving the load factor for renewables. 6 Such distributed capacity exists today in the UK: electric storage heating is used in areas without mains gas, in conjunction with teleswitched off-peak tariffs that allow the network operator to level demand through the day. Around 1.7 million households have electric storage heaters and 1.3 million have electric hot water tanks. 7 Together, these accounts for 20% of domestic electricity consumption.
Space heaters produce heat using electric resistance elements and store it in bricks of high thermal capacity material covered by a layer of insulation. Modern appliances have two modes of heat transfer to the room: uncontrolled natural convection from the heater surface; and controlled, fan-assisted air movement through the core. 8 They are inexpensive to install relative to other options, require no maintenance and deliver heat without distribution losses. However, traditional appliances have high uncontrolled output, leading to overheating, while both input and output are difficult to control. 9 A review of space heating consumption measurements in houses with storage heaters found that these could provide up to 86% of the total energy demand, with the remainder coming from direct heating. 10 Recent research on load shifting using domestic heat storage has focused on low temperature media. Under-floor electric heating with a wax buffer layer was investigated numerically by Farid and Chen 11 and experimentally and numerically by Farid and Kong. 12 Lin et al. 13 examined a paraffin/polyethylene buffer, which retains its form in phase change. Qureshi et al.
14 built phase change materials into an office wall. Hot water buffers were investigated by Hong et al. 15 and Kelly et al. 16 to shift heat pump operation outside the morning peak load, and by Arteconi et al. 17 who shifted it outside the evening peak. Studies on time shifting the charging of domestic hot water tanks have been carried out in South Africa 18, 19 and in Canada. 20 , 21 Finn et al. 22 modelled how price-based incentives might encourage hot water storage for excess wind.
A common finding from these studies is that the limited storage volume that can be accommodated in a normal home restricts load-shifting flexibility. The high energy density of traditional ceramic storage bricks, 23 coupled with improvements in insulation and output control, 24 suggests that electric storage heaters could provide greater flexibility for the network operator.
A large-scale trial of despatchable space and water heaters within a smart grid was implemented in Scotland's most northerly islands. Located 160 miles from the mainland, Shetland is not connected to the UK grid so the distribution network operator, SHEPD, has to balance demand and supply across a population of just 22,000. Network stability constraints mean that only one 3.7 MW wind farm can currently be accommodated. Within their programme of work, SHEPD have deployed several novel technologies that together are intended to reduce fossil fuel use, increase renewable energy generation, and improve the reliability and quality of the electricity supply. 25 At the system's core is an active network manager (ANM), which despatches wind generators in response to demand fluctuations, and controls the charging of thermal energy storage. A description of the ANM system can be found in Dolan et al., 26 while Gill et al. 34 describe the 'dynamic optimal power flow model' that controls scheduling. Domestic space and water heaters with an electrical capacity of 2.1 MW are distributed across 235 dwellings. The Quantum TM heaters, manufactured by Glen Dimplex, receive a centrally generated charge schedule from the ANM and relay back status data with updates every minute in both directions. 20 The charge schedule specifies desired input power level for each 15-min interval in the upcoming 24 h, based on anticipated demand, supply and network status. The charge level can vary between discrete settings. The devices therefore support direct load shifting rather than relying on differential pricing to influence the customer's actions as in traditional demand side response. 27 This paper reports a project to investigate the performance of domestic heat storage devices when controlled remotely by a smart grid. Monitoring data from the Shetland field trial gives insight into how this new technology works in practice. Schedulefollowing metrics are introduced to quantify the availability limitations experienced by a network operator. These and other key metrics are then used with simulation studies to provide a balanced assessment of system performance, from both occupants and network operator viewpoints, to inform the configuration and control of the final system.
Field trials and monitoring
A monitoring programme was carried out across a representative sample of houses in Shetland to prove the technology. Within the trial a local controller in each house communicated with a remotely located, central controller that emulated the ANM by transmitting charging instructions and collecting status data.
The prototype heaters were installed in well-insulated dwellings typical of current construction standards (Table 1) . They comprised insulated timber constructions as well as a recent conversion of an old, stone-walled public building into flats. Each dwelling had two or three storage heaters with a total capacity of 4.3-6.2 kW: these were located in the hall and living areas, with direct electric panel heaters in other rooms. Because all dwellings had previously had electric storage heaters, occupants were used to the technology. Occupancy ranged from single working persons to families with someone at home all day.
The space heaters were highly insulated and offered good occupant control of output through a timer and a room thermostat to activate the fan. The devices were equipped with built-in controllers, which aimed to maintain occupant comfort by providing a heat reserve at all times, charging automatically when the store reached that reserve regardless of schedule. Also, in order to ensure that customers did not inadvertently run up large bills, the heaters had an adaptive control function that turned charging off beyond a level equal to the reserve plus the heater's internal estimate of the energy required for the next day. In case of conflict with the ANM instructions, the internal device controller had priority. The trial followed the timing of the standard Shetland teleswitching schedule, allowing 8.5 h of storage heater and 5.75 h of hot water charging at three fixed off-peak times during the day and at night. The power input level was set at maximum for the first month and then reduced to 33% for space heaters and 30-60% for hot water tanks.
The monitoring scheme, depicted in Figure 1 , was designed to allow the construction of rolling energy balances and metrics to demonstrate how effectively the heaters were performing for the occupants as well as the network. Panel heater use and ventilation were not monitored due to potential occupant inconvenience. Data was collected for 18 appliances, each with 12-14 data channels, at 1-to 5-min intervals. The full monitoring scheme was in operation between March and October 2012: this period included weather that was typical of winter conditions in Shetland. Communication problems encountered between the local and central controllers meant that there was no single week of continuous data capture for any one heater.
For the network operator, the degree to which the schedule instructions are followed is of key importance. This can be quantified in terms of the proportion of time a particular device spends in the various modes of schedule following (scheduled load, unscheduled load, schedule not delivered) as well as by looking at the total energy delivered within and outside schedule. Figure 2 shows the schedule following behaviour of a typical heater week-by-week. Even though data outages make absolute comparisons difficult, it is clear that for this heater the energy delivered outside the scheduled periods was of similar magnitude to the scheduled energy that was not delivered. A high proportion of heater charging was observed outside scheduled periods on all appliances.
This situation could arise for a number of reasons. When actual consumption was different to that estimated by the heater controller, whether because of colder temperatures, changes in occupant behaviour, or estimation algorithm inaccuracy, the heaters would switch off when instructed to charge; and at other times charge at full capacity when not scheduled. In addition, when occupants tried to control the fanassisted output by regularly turning the room thermostat settings up and down rather than (as intended) setting a preferred temperature set-point via a timer, the device controllers would use an artificially low setting to calculate the next day's demand. Finally, a constant schedule was applied throughout irrespective of outside temperature or differences between the individual houses. During cold spells the heater core frequently reached its programmed minimum reserve level, at which point it started to charge at full power irrespective of instructions. Conversely, when it was warm the automatic energy cap prevented full delivery of the scheduled charge. The understandable desire to protect occupant amenity by providing both automated and manual overrides to the central schedules resulted in the appliance not performing as expected, even for the occupants.
Very little fan-assisted output was recorded throughout the trial. The biggest user was the stone flat, even though it had the smallest floor area and was not generally occupied during the day. However, even here, fan-assisted output was never more than twothirds of demand. Although the space heaters were well insulated and operating at low temperatures, they still emitted uncontrolled outputs of between 120 and 240 W, averaging 2.9-5.8 kWh/day. In such well-insulated houses, this was enough to meet most of the demand except on the coldest winter days. Uncontrolled output was not necessarily wasted because it did provide constant low-power heat that replaced the need for fan operation.
The storage capacity was under-utilised, with individual heaters rarely more than 65% full after the charging rate was reduced. This indicates that there is scope to extend the load balancing period to 2 days rather than day-ahead control as often adopted. Space heating demand was less than the storage capacity except for the highest demand dwelling on a severe winter day. Timing differences meant that the 12 heaters were rarely more than 50% full on aggregate (Figure 3) , implying that there is excess capacity, which could be used to store wind generation over more than 1 day. The spike at the end of March represents an update to the controller firmware. The zero readings are periods when no data was received from any heater and illustrate the extent of the communications outages.
From the occupants' point of view, the new heaters were more controllable than those they replaced. This can be seen from the convergence of average winter living room temperatures after the upgrade: the difference between the coolest and the warmest house halved to 3.3 C from the 7.1 C associated with the old heaters and teleswitching. The average daytime living room temperature across all houses was 20.3 C and there was little variation between daytime and overnight ( Table 2) .
The average evening living room temperature in the trial dwellings was 1 C higher than the mean measured in 248 centrally heated, predominantly older, houses in England. 28 This is thought to be mainly due to the higher level of insulation rather than the heaters themselves. Significantly, the house with the lowest temperature had the highest heat consumption, which might indicate that windows are regularly open when the heating is on. In contrast to experience elsewhere, 29 the highest temperatures were in the evening -the Shetland off-peak tariff includes 3.5 h in the afternoon, so the heaters were not depleted by the evening.
Modelling and model calibration
In the prototype trials, Ofgem required that the charging schedules stayed within the existing tariff windows, so the options for testing different scheduling approaches in the field were restricted. A simulation study was therefore undertaken to establish how the variable schedules in the live ANM might impact both occupants and the network operator.
Dwellings were modelled from construction drawings using the ESP-r program. 30 Internal layouts were modelled in detail so that Quantum and panel heater outputs could be seen separately. Figure 4 illustrates the space heater models and their deployment in one dwelling. The heater model comprised nine thermal zones to represent the following processes:
. variable energy input to each of the three sections of the core during charging; . heat transfer from the core to the intra-heater air stream; . heat transfer through the insulation to the room air (uncontrolled output); and . heat transfer from the intra-heater air stream to the room air (fan-assisted output).
The heater model parameters were based on data provided by the manufacturer. 24 The large heater had four stacks of bricks sandwiching 3 Â 800 W heating . specific heat capacity was derived from the temperature rise recorded in laboratory performance tests; . air flow rates within the core for fan-assisted and uncontrolled operation were estimated from heat outputs in laboratory performance tests; and . dynamic convective coefficients were determined from empirical correlations corresponding to natural convection for uncontrolled discharge 31 and forced convection for fan-assisted mode. 32 Figure 5 compares simulated and measured results for both laboratory and field tests. In the laboratory test, full charge was applied for 8 h and then turned off. Temperature and power output rose rapidly and fell slowly: after 24 h the store was still two-thirds full. Output peaked around 2 h after power input stopped as the brick temperatures equalised. The simulation is close to the laboratory data, both in shapeSpearman's rank correlation coefficient of 0.99 -and in magnitude -inequality coefficient of 0.02. 33 The corresponding agreement for power output was slightly lower but still acceptable at 0.97 and 0.03. The most significant adjustment made during calibration related to heat transfer from the core to the heater surface: the properties of the insulation layer were not known, so its k-value was adjusted to give a surface temperature close to that observed in the laboratory test. A heat transfer correlation was then chosen appropriate to this 31 situation. Validation of the heater-in-house model against field data can be seen in Figure 5 (b), which shows the living room temperature over 3 days. The inputs to the model were the actual charge schedule plus the measured outside air temperature overlaid on a portion of the typical year weather file with appropriate wind and daylight conditions. The simulated heat output over the 3 days was within 15% of measured, an acceptable level of agreement given that the latter was derived from a single temperature sensor on the outside of the bricks. Mean room temperatures agreed to within 0.1 C. The fluctuation range was 6.3 C rather than the 5.1 C as measured, indicating that casual gain or ventilation behaviour was more complex than modelled. The rank correlation coefficient was 0.7 and inequality coefficient 0.03, a moderate agreement between profile shapes but good agreement in magnitude.
Three significant lessons emerged from the calibration exercise:
. Monitoring indicated that some storage heaters were contributing significantly to the heating of adjoining zones: an air flow network was established to represent wind-induced infiltration and the bi-directional air flow though doorways (Figure 4 ). . It was necessary to run a pre-simulation period of 50 days to reach the correct starting temperature for the heater. . In real life, the fan can switch on and off at 1-min intervals, so ideally the simulation should be run at that frequency otherwise the heat input to the room is over-estimated. However, the runs had also to cover an extended period. A time step of 5 min gave results within 10% of those using 1-min, so this was selected for the scheduling study in the interests of computational efficiency.
From the results it was concluded that the model offered acceptable performance for the task in hand, which was to investigate alternative approaches to appliance charging.
Charging schedules
A systematic study was made of how two significantly different houses -a timber framed semi-detached house, and a converted stone flat -would behave under a wide range of scheduling approaches. A simple occupancy model was applied to each -out at work or at home between 09:00 and 17.00 on weekdays -that best corresponded to the observed occupancy pattern. Casual gains and ventilation were estimated based on observations during an energy audit, and adjusted to bring the temperature range in line with measurements. A first estimate of daily energy demand for January-June of a typical Lerwick weather year was made with a simplified heater model comprising a constant low power output and a thermostat-controlled high power output, respectively equal to the uncontrolled and fan-assisted output with the heaters one-third full. Where actual daily space heating consumption could be estimated given the intermittent nature of the data, measured consumption agreed with modelled to within AE25%.
The estimated demand was then used to generate daily schedules. Four different approaches to energy delivery were examined as follows.
. Teleswitching -standard condition where heaters charge at maximum during tariff hours if they physically can. . Exact scheduling delivering the energy required each day. . Approximate scheduling delivering the average monthly demand each day of a month -mimicking inaccurate forecasting or deliberate storage of small amounts of wind on some days. . Flexing with wind speed -delivering up to twice the day's demand when the wind speed is high; zero or minimum needed to top up if the wind is low, taking into account the forecast fill level. While this is not the same as an actual optimised schedule produced by the ANM system, the charging pattern is similar.
Each approach was applied at different times of day, and at varying power levels, giving 15 different schedules ( Table 3) .
The heater's internal controller could not be modelled explicitly as the algorithm for calculating the adaptive control cap was proprietary. The cap was therefore emulated by running each schedule with four different constant maximum fill settings -unconstrained, 55%, 14% and 4% -representing the range of conditions encountered in the field trial.
In order to provide a balanced view of system performance and to assist the network operator in finalising the system configuration and control, the applied schedules were evaluated using four key metrics. From the occupants' perspective, comfortable indoor temperatures are important, as is cost as measured by overall electricity consumption for heating from both storage and direct panel heaters. Overall consumption is also significant for the network, as well as storage capacity utilisation and, most importantly, schedule following. In evaluating this, the proportion of time spent by individual appliances outside schedule is useful for investigating unexpected behaviours. However, a normalised metric gives a better view of the comparative performance of a group of devices such as all heaters in one This indicates how much of the energy delivered in a given period was within schedule, with 1.0 indicating perfect schedule following. Figure 6 shows typical simulated daily temperature profiles in the timber house over 6 months. The hall is cooler than the living area not only because the setpoint is lower but also because the heater is heating the first floor via the stairwell. The highest temperatures in the evening can exceed 30 C with gains from cooking, so the average living room temperature when occupied is above the set-point. A similar pattern can be seen in the stone flat, although being less insulated this does not overheat to the same extent. The temperature profile remained almost constant for all the unconstrained active scheduling regimes in both dwellings. With unconstrained teleswitching, however, temperatures were significantly higher in both.
Results
The simulation modelled a regular daily routine, with fixed thermostat settings and ventilation rather than the real vagaries of occupant behaviour. Even so, the simulated temperature variation through the day was similar to that observed, although peak temperatures in the evenings were lower in the simulation.
In May and June, room temperatures exceeded 25 C in the evenings even with the living room and kitchen heaters switched off. Individual occupants might react to this in a variety of unpredictable ways -accepting higher temperatures, opening windows, or switching heaters off. The remaining comparisons therefore cover January to April only. Figure 7 shows how much energy was consumed, and how well the various schedules were followed in the two houses when the heater fill level was unconstrained. Neither dwelling showed a significant difference between any of the active schedules even though the stone flat's specific heat demand of 115 kWh/m 2 / year was 2.3 times that of the timber house. In the latter, the highest consuming schedule used 7% more than the lowest. In the flat, whose thick walls provide additional storage, the difference was only 2%. With teleswitching, both dwellings consumed considerably more energy: 66% and 32%, respectively.
With active scheduling, the schedule following index ranged from 0.95 to 1.0 for the stone flat and 0.81 to 0.95 for the timber house ( Figure 7 ). Here again, performance with teleswitching was dramatically worse. Timing and power input level had a small secondary effect. Delivering energy at high power over a shorter time resulted in 2-3% higher unscheduled consumption than the same amount at low power over an extended period. Scheduling late in the day -afternoon or early overnight -consistently gave rise to some unscheduled demand in the mornings.
The effect of capping the heater fill level can be seen in Figure 8 . Note that scale of the axes is different to those covered in Figure 7 . In all cases, total consumption does reduce as maximum fill level is decreased but the proportion that is uncontrollable grows, dramatically so when the cap is low. This replicates well the observed behaviour of high unscheduled charging if the cap is applied. Room temperatures are on average 1 C lower when fill level is constrained to 14% or less.
With unconstrained or 55% fill, the stone flat required almost no direct heating due to its compact layout and the effective storage capacity increase of the walls. The better insulated house used more direct heating as the relatively small hall heater was delivering heat to the entire upper floor, although at the same time the living areas were over-heating through having two devices in a relatively small open-plan space. Teleswitching is essentially demand driven, so there was less unscheduled charging and use of panel heaters, even at lower cap levels. Figure 9 shows storage capacity utilisation for the two houses under various unconstrained charging regimes. Scheduling over more than 1 day increases capacity utilisation at the cost of around only 1% more consumption than the equivalent charging regime delivering exactly the day's forecast. In the timber house, the storage capacity is 2.2 times the average daily demand, while the stone flat with a capacity of 1.5 times demand has less headroom. The fact that the heaters never actually reached 100% capacity utilisation illustrates the limitations of this kind of static scheduling.
The potential benefits of improving heater insulation even further were investigated for the timber house by setting the air flow rate to reduce uncontrolled output to 50%, 10% and 0% of the original level. Halving the losses reduced energy use by about 6% and increased capacity utilisation, without impacting schedule following or room temperatures. However, cutting to 10% or eliminating losses entirely resulted in 0.5-1.0 C lower room temperatures and increasing reliance on panel heaters.
Finally, a similar set of schedules was applied to a model of a poorly insulated bungalow with timber frame and block walls, typical of older dwellings in Scotland. The heaters performed much as before: maximum 3% difference in total energy consumption, and a schedule following index between 0.85 and 0.9 across all the active schedules applied. However, with a specific heat demand around double that of the stone flat, the four storage heaters struggled to maintain set-point temperatures in January and February even though they drew 5% more energy than scheduled. There was also less headroom for storing excess wind as the baseline storage capacity utilisation was over 75%.
Discussion
For the network operator, this is demonstrably a better technology than teleswitched storage heating.
Schedule following is higher, and total demand lower, provided the scheduled energy delivery is roughly in line with demand. Small consistent differences in detail do appear: it is slightly better to charge early in the day, and at low rather than high power level. Scheduling in the afternoon or early overnight causes some unscheduled load shortly after the heating comes on in the morning: this could be compensated by slightly higher total delivery, although this aspect has not been investigated.
The new technology also benefits occupants: the heaters are more controllable, so use less electricity and cause less overheating than before. Occupants should see only minimal differences in room temperature, energy used or costs with different charging schedules, again provided that charging roughly balances demand. This applies even when on some days double the demand is delivered and on others nothing, and is not influenced by house construction. However, room temperatures in well-insulated dwellings will be above the thermostat set-point and in poorly insulated ones will be below whatever the schedule. Monitoring and simulation both demonstrated how occupantoperated controls, introduced to protect comfort levels, can actually defeat that objective: since both fan-assisted and uncontrolled output depend on the level of fill, turning up the thermostat leads to a downward spiral where the fan switches on more often, lowering the core temperature and reducing the heat output, which then requires even more use of the fan. Eventually this has to be compensated for with costly direct heating.
Benefits to both network operator and occupant can also be wiped out if the central controller can be overridden by the appliance. The two controllers compete with each other, with the net effect of pushing demand from scheduled to unscheduled periods and from storage to direct heating, increasing costs for consumers and peak load for the utility. In the present case, the device controller took the form of an adaptive cap on the level of stored energy; the simulations did show that the cap is effective in reducing energy consumption and regulating temperature when operated with teleswitching, where the heater would otherwise fill to maximum at every opportunity.
Storage heaters use more energy than direct heating because their uncontrolled output is continuous. If heat output between midnight and 6 a.m. is considered mostly unnecessary, the best insulated house studied consumed 25% more electricity than needed, and the worst insulated 14%. This is similar to the energy penalty reported when using a hot water buffer to shift heat pump operation: 16% where it is shifted outside a 3-hour early evening peak 17 and 27% if the pump operates with standard Economy 10 timing. 16 But storage heaters allow much greater flexibility in timing.
The heater storage capacity would allow scheduling over 48 rather than just 24 h. In all three houses studied, it was possible to do this without increasing indoor temperatures and only a small penalty in consumption. Future improvements in heater insulation that reduce uncontrolled output by 50% would reduce even that penalty.
In order to work reliably, the ANM scheduling system needs a reasonably accurate demand forecast for the storage heaters. Their contribution to total consumption depends on how many and where they are in a given building layout, as well as on the normal complexities of house size, construction, thermal mass, occupant behaviour and weather conditions -this was also noted in other studies. 10 Such forecasts can best be made through dynamic simulation.
A practical prerequite is robust communications technology. In its first field trial, the new system was set with full data exchange between command centre and houses every minute, and this may have contributed to the communications outages and loss of central control. Since the schedule is in 15-min blocks, data exchange at 5-or 10-min intervals would place less onerous demands on communications without compromising functionality.
How could this technology benefit the mainland grid? Simulations of the whole Shetland network with about 20% of all households equipped with smart heaters identified three areas. 34 The increased load factor that allowed 19 MW of wind to be operated economically, and the 2.9-4.2 GWh/year reduction in fossil fuels with corresponding CO 2 emissions, would clearly be directly transferrable. The third area was a peak load reduction of 2 kW/ house. Shetland, where 50% of households are on some form of restricted tariff, is a case study of what happens when electric heating becomes widespread. A technology that permits controllable load shifting over 6 h or more would be economically advantageous. 6 
Conclusions
Monitoring data from a major field trial of controllable domestic storage heaters in Shetland has yielded some useful findings about how distributed energy storage controlled by a smart grid system might work in practice. Significant out-of-schedule power draws arose from conflicts between local and central controllers, and the additional occupant set controls provided to protect amenity occasionally impaired performance even further, even for the occupants. Storage capacity was under-utilised, indicating scope to extend the balancing period beyond the current 24 h. From the occupant's perspective, the new technology was more controllable than the previous storage heaters operating on teleswitching tariffs. Metrics were introduced to quantify schedule following, including an index that allows comparison of different devices and schedules. Simulation studies on alternative scheduling approaches have provided a balanced view of system performance from both the network operator and the occupants' point of view, to inform the final configuration of the control system as well as the scheduling method. It has been shown that modern insulated heaters are capable of supporting load shifting for up to 48 h with little impact on room temperatures or dwelling demand, and high confidence that charging schedules will be followed. Occupants should see lower costs and less overheating than with traditional teleswitched heaters. Prerequisites are communications technology that is robust and reliable, and a reasonable daily demand forecast for each house. However, where centrally managed schedules have to compete with independent appliance controllers or occupant-set controls, this interaction can result in significant out-of-schedule power draw for the utility and either discomfort or increased costs for the occupants.
