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Abstract 
We study the analyticity of a characteristic function of a process defined by means of SDEs. Namely, starting with the 
simple case of a scalar Ito SDE we show that the corresponding characteristic function is entire. The proof is based on 
Grönwall’s inequality technique and the classic analyticity criterion in terms of moments. Further, we extend this criterion and 
derive a handy sufficient condition of analyticity in the multidimensional case, which is used to prove the corresponding general 
result. We assume that the drift vector obeys the linear growth condition and the diffusion matrix is time-only-dependent but 
possibly degenerate. The approach used in this article can be extended to more general types of SDEs. 
Copyright © 2016, St. Petersburg Polytechnic University. Production and hosting by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license. ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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function. Introduction 
Currently, the characteristic function is one of the 
main means to study random processes governed by 
stochastic differential equations (SDEs). In order to 
find probabilistic characteristics of such processes both 
exact [1] and approximate [2] methods have been de- 
veloped, many of which are based on the possibility 
of expanding the characteristic function in a power se- 
ries. It is well-known that in the one-dimensional case 
a power series is a function analytic inside its circles 
of convergence [3] . In the specific case of characteris- 
tic functions, this series can be continued to the strip 
obtained from a circle by all sorts of translations along 
the real axis [4–6] . A similar situation takes place in E-mail address: servberezin@yandex.ru . 
http://dx.doi.org/10.1016/j.spjpm.2016.05.011 
2405-7223/Copyright © 2016, St. Petersburg Polytechnic University. Produ
under the CC BY-NC-ND license. ( http://creativecommons.org/licenses/by-
(Peer review under responsibility of St. Petersburg Polytechnic University)the multidimensional case, where a tubular domain is 
a natural analyticity set for the characteristic function 
[7] . 
As it turns out, the characteristic function of a vec- 
tor process governed by a system of SDEs is analytic 
not only in a certain tubular domain, but also in the 
entire complex space. In particular, this implies that 
all mixed moments of the corresponding process are 
finite. 
We shall restrict our consideration to the case of 
SDE systems with a diffusion matrix which does not 
depend on the phase coordinates of the system but 
may be time-dependent, and with a drift vector that 
satisfies the linear growth condition. This situation is 
easier to analyze compared to the most general one 
and, nonetheless, extremely important for applications 
[8,9] . ction and hosting by Elsevier B.V. This is an open access article 
nc-nd/4.0/ ) 
. 
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 A very specific case of the problem solved in this
paper was dealt with in paper [10] . Namely, it was
proved that the characteristic function corresponding
to the solution of a system of piecewise-linear stochas-
tic differential equations is an entire function. The au-
thor of [10] studies the systems where the drift can
be broken into two terms: linear and nonlinear (a re-
lay nonlinearity “sign x ” with respect to one phase
coordinate, to be precise), and the diffusion matrix is
constant. 
If the relay nonlinearity is left out, the solution of
the corresponding linear problem is a vector Gaussian
process whose characteristic function is entire at every
point in time. Since the relay nonlinearity is bounded
in the whole space, the solution of the original non-
linear problem can be estimated with the solution of
the linear one, which immediately leads to the desired
analyticity using the results of [6] . 
Unfortunately, in the general case, the above-
specified decomposition is impossible, making it nec-
essary to search for new methods to tackle the prob-
lem. In this paper, Grönwall’s inequality is used for
this purpose (for example, see [11] ), which allows us
to achieve success. 
One-dimensional case 
First we are going to analyze a one-dimensional
case. In order to do this, some preliminary lemmas
are needed. 
Lemma 1. The characteristic function E (z) = E [ e izξ ]
of a random variable ξ is entire if and only if there
exists E [ | ξ | k ] < ∞ for any k ∈ N and the following
equality holds: 
lim 
k→∞ 
k 
√ 
| E [ ξ k ] | 
k! 
= 0. 
Notice that the lemma claims not only that there is
an analytical continuation of E ( z ) to the entire complex
plane C , but also that this continuation is given by the
same formula E (z) = E [ e izξ ] . 
The proof of this simple statement can be found in
monograph [ 6 , p. 234]. 
Further, we will need the following obvious prop-
erty of a Gaussian random variable. 
Lemma 2. Let a random variable ξ ∼ N (0, σ 2 ) be
given. Then the following relation holds for any k ∈ N :
E [ | ξ | k ] = ( 
√ 
2 σ ) k √ 
π

(
k + 1 
2 
)
, (1)
where ( x ) is the Euler gamma function . Now let us formulate a number of lemmas impor-
tant for further analysis. 
Lemma 3 (Grönwall’s inequality) . Let an integrable
function α(t )  0, where t ∈ [ t 0 , T ] , satisfy the
inequality 
α(t )  h 
∫ t 
t 0 
α(s) ds + β(t ) , t ∈ [ t 0 , T ] , (2)
where h  0 is some constant, and β(t ) is another
function integrable on [ t 0 , T ] . Then the following
inequality holds: 
α(t ) ≤ h 
∫ t 
t 0 
e h(t−s) β(s) ds + β(t ) , t ∈ [ t 0 , T ] . (3)
The proof of this lemma can be found in book [ 11 ,
p. 471]. 
Lemma 4 (on moment estimation) . Let a continu-
ous random process X (t ) and a square-integrable
non-random function H(t) be given for t ∈ [ t 0 , T ] .
Moreover, the following inequality is satisfied for some
constants h  0 and C  0: 
| X (t ) | ≤ C + h 
∫ t 
t 0 
| X (s) | ds + 
∣∣∣∣
∫ t 
t 0 
H (s) dW (s) 
∣∣∣∣, (4)
where W (t ) is a standard Wiener process starting
at zero. Then for each fixed t ∈ [ t 0 , T ] , there exists
E [ | X (t ) | k ] < ∞ for any k ∈ N and the characteristic
function E (z; t ) = E [ e izX (t ) ] is entire. 
Proof. Using Grönwall’s inequality ( 3 ), we obtain
from inequality ( 4 ): 
| X (t ) | ≤ C + 
∣∣∣∣
∫ t 
t 0 
H (s) dW (s) 
∣∣∣∣+ 
+ h 
∫ t 
t 0 
e h(t−s) 
[
C + 
∣∣∣∣
∫ s 
t 0 
H (q) dW (q) 
∣∣∣∣
]
ds. (5)
Let us introduce some convenient notation 
 1 = C e h(T −t 0 ) ≥ 0, G (t ) = 
∫ t 
t 0 
H (s) dW (s) , 
˜ h = h e h(T −t 0 ) ≥ 0. 
Then we will have 
| X (t ) | ≤ C 1 + | G (t ) | + ˜  h 
∫ t 
t 0 
| G (s) | ds. (6)
It is well known that the process G ( t ) is (continu-
ous) Gaussian, therefore it follows from Lemma 2 that
E 
[| G (t ) | k ] ≤ ( 
√ 
2 σ ) k √ 
π

(
k + 1 
2 
)
, (7)
where σ 2 = ∫ T t 0 H 2 (s) ds. 
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 Then, from Hölder’s inequality we will get that (∫ t 
t 0 
| G (s) | ds 
)k 
≤ (T − t 0 ) k−1 
∫ t 
t 0 
| G (s) | k ds. (8) 
From which, due to relation ( 6 ), it follows that there 
exist finite absolute moments E [ | X (t ) | k ] , for every 
k ∈ N . 
Let us raise the left-hand and the right-hand sides 
of inequality ( 6 ) to the k -th power, and evaluate math- 
ematical expectation; clearly, this leads to the esti- 
mate (
E [ | X (t ) | k ] ) 1 k ≤
≤
( 
E 
[ (
C 1 + | G (t ) | + ˜  h 
∫ t 
t 0 
| G (s) | ds 
)k ] ) 1 k 
. (9) 
Next, we will take advantage of the Minkowski in- 
equality and apply it to the right-hand side of relation 
( 9 ); then, using formula ( 8 ), we will get another esti- 
mate 
( E [ | X ( t ) | k ] ) 1 k ≤ C 1 + 
(
E 
[| G (t ) | k ]) 1 k + 
+ ˜  ˜ h (T − t 0 ) − 1 k 
(∫ t 
t 0 
E 
[| G (s) | k ] ds ) 1 k , (10) 
where ˜ ˜ h = (T − t 0 ) ˜ h ≥ 0. 
If we use inequality ( 7 ) once again and introduce 
new notation h 1 = 1 + ˜  ˜ h  0, then we will be able to 
write the final expression 
( E [ | X ( t ) | k ] ) 1 k ≤ C 1 + h 1 k 
√ 
( 
√ 
2 σ ) k √ 
π

(
k + 1 
2 
)
, (11) 
from which, using Stirling’s formula, it is easy to ob- 
tain the following equality: 
lim 
k→∞ 
k 
√ 
| E [ X k (t ) ] | 
k! 
= 0. (12) 
Therefore, due to Lemma 1 , the proof is concluded. 
Q.E.D. 
Note. In fact, a stronger statement was established, 
that is, from formula ( 11 ) we have that 
sup 
s∈ [ t 0 ,T ] 
E [ | X (s) | k ] < ∞ 
and also that the convergence of the corresponding 
Taylor series for the entire function E (z; t ) is uniform 
with respect to t on the interval [ t 0 , T ] . 
We should also note that monograph [ 12 , p. 48] 
presents another estimate for the moments of the 
SDE’s solution under somewhat different assumptions; 
however, that estimate is too coarse to be used to prove analyticity of the corresponding characteristic 
function. On the contrary, within Lemma 4 we derive 
a stronger inequality which allows to attain the desired 
result. 
Now we are going to discuss the key statement 
of this section, namely, the fact that the characteristic 
function of the SDE solution is analytic. 
Let X ( t ) be a continuous random process, defined 
for t ∈ [ t 0 , T ] , which is a solution (generally speaking,
weak) of a stochastic differential equation 
dX (t ) = a(t , X (t )) dt + H (t ) dW (t ) , (13)
with the diffusion coefficient depending only on time 
and with the initial condition X ( t 0 ) = x 0 ∈ R . Here, as
usual, W (t ) is a standard Weiner process, starting at 
zero; we also assume that the coefficients of equation 
(13) satisfy the natural conditions ∫ T 
t 0 
H 2 (s) ds < ∞ , | a(t, x) | ≤ C(1 + | x | ) , (14) 
where x ∈ R and C ≥ 0. 
Under these assumptions, the following statement 
holds. 
Theorem 1. Let a random process X(t), defined for 
t ∈ [ t 0 , T ] , be a solution of SDE (13) with the ini-
tial condition X ( t 0 ) = x 0 ∈ R . Then the characteristic 
function E (z; t ) = E [ e izX (t ) ] is an entire function of 
the argument z ∈ C . 
Proof. Let us rewrite equation (13) in the equivalent 
integral form: 
X (t ) = x 0 + 
∫ t 
t 0 
a(s, X (s)) ds + 
∫ t 
t 0 
H (s) dW (s) . (15)
By taking absolute values in equality ( 15 ), due 
to assumptions ( 14 ), we will get to the following 
inequality: 
| X (t ) | ≤ ˜ C + h 
∫ t 
t 0 
| X (s) | ds + 
∣∣∣∣
∫ t 
t 0 
H (s) dW (s) 
∣∣∣∣, 
where ˜ C = | x 0 | + C (T − t 0 ) ≥ 0. 
The latter, due to Lemma 4 , concludes the proof of 
the theorem. Q.E.D. 
Multidimensional case 
In the case of a system of SDEs, the greatest in- 
terest is to study the analyticity of the characteristic 
function with respect to the whole set of its arguments. 
Let us start with obtaining a convenient sufficient con- 
dition of such analyticity and then use it to establish 
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 the main result of this section, namely, that the char-
acteristic function of the vector SDE is analytic in the
whole complex space C n . 
First of all, let us introduce convenient notation.
We define a multi-index k by the expression k =
( k 1 , . . . , k n ) , where k j ∈ N ∪ { 0} for j = 1 , . . . , n, and
denote the sum of its elements by | k| = k 1 + . . . + k n .
For brevity, we will also use the following agree-
ment: 
k! = k 1 ! · . . . · k n ! , ξk = ξ k 1 1 · . . . · ξ k n n , 
| ξ | k = | ξ1 | k 1 · . . . · | ξn | k n , 
whereas the notation ‖ ξ‖ = 
√ 
ξ 2 1 + . . . + ξ 2 n will be
used for the Euclidean norm of the vector ξ =
( ξ1 , . . . , ξn ) 
T ∈ R n . 
Now we prove that the following simple sufficient
condition of analyticity of the characteristic function
E ( z ) in the whole complex space C n holds. 
Lemma 5. Let ξ be a random vector in R n such that
for each l ∈ N there exists E [ ‖ ξ‖ l ] < ∞ and 
lim 
l→∞ 
l 
√ 
E [ ‖ ξ‖ l ] 
l! 
= 0. (16)
Then the characteristic function E (z) = E [ e i z T ξ ] , of
the vector argument z = ( z 1 , . . . , z n ) T is entire in the
complex space C n . 
Notice that Lemma 5 establishes not only the exis-
tence of the analytic continuation of E ( z ) to the whole
complex space C n , but also that this continuation is
given by the same formula E (z) = E [ e i z T ξ ] . 
Proof. It follows from the simple inequality | ξ | k ≤
‖ ξ‖ | k| that there exist finite mixed moments E [ | ξ | k ]
of any order. Therefore, we can write a chain of in-
equalities 
∑ 
| k| = l 
E 
[| ξ | k ] | y | k 
k! 
 
∑ 
| k| = l 
E 
[‖ ξ‖ | k| ] | y | k 
k! 
= 
= E 
[‖ ξ‖ l ]
l! 
( | y 1 | + . . . + | y n | ) l ≤
E 
[‖ ξ‖ l ]
l! 
(n ‖ y ‖ ) l (17)
for any l = 0, 1 , . . . , where the symbol ∑ 
| k| = l 
denotes
summation over all multi-indices k such that | k| = l. 
Condition ( 16 ) ensures that the convergence radius
of the series 
∞ ∑ 
l=0 
E [ ‖ ξ‖ l ] 
l! 
( n ‖ y ‖ ) l (18)is infinite (according to Hadamard’s formula [3] ). In
other words, for any ρ > 0 series ( 18 ) converges uni-
formly on a closed ball B¯ ρ = { y ∈ R n | ‖ y‖ ≤ ρ} . Due
to inequality ( 17 ), this means that uniform conver-
gence also holds for the series 
∑ 
k 
E [ | ξ | k ] | y | 
k 
k! 
= 
∞ ∑ 
l=0 
∑ 
| k| = l 
E [ | ξ | k ] | y | 
k 
k! 
, (19)
where the symbol 
∑ 
k 
denotes summation over all pos-
sible multi-indices k . 
Next, let us consider another chain of inequalities 
∑ 
k 
E 
[| ξ | k ] | y | k 
k! 
≥
≥
∑ 
k 
∫ A 
−A 
. . . 
∫ A 
−A 
| x | k d F ξ (x) | y | 
k 
k! 
= 
= 
∫ A 
−A 
. . . 
∫ A 
−A 
e | x 1 y 1 | + ... + | x n y n | d F ξ ( x 1 , . . . , x n ) ≥
≥
∫ A 
−A 
. . . 
∫ A 
−A 
∣∣∣e i z T x ∣∣∣d F ξ (x) , (20)
where the joint probability distribution function for the
system of components of the random vector ξ is de-
noted as F ξ (x) = F ξ ( x 1 , . . . , x n ) , а nd z = u + iy ∈ C n
is some complex vector with u ∈ R n . 
Summation and integration have been interchanged
in the derivation of formula (20) , which is justi-
fied by virtue of Beppo Levi’s well-known theorem
on monotone convergence [13] . For all z belong-
ing to the closure G¯ ρ of the tubular domain G ρ =
{ z ∈ C n | ‖ Im z ‖ < ρ} , formula (20) immediately im-
plies the existence and finiteness of the following in-
tegral: 
E (z) = E 
[ 
e i z 
T ξ
] 
= 
∫ ∞ 
−∞ 
. . . 
∫ ∞ 
−∞ 
e i z 
T x d F ξ (x) . (21)
Now, if we pay attention to the fact that the con-
vergence of this integral is uniform on G¯ ρ , then, ac-
cording to the well-known Weierstrass theorem [3] , we
obtain the analyticity of the limiting function E ( z ) in
G ρ . Since ρ > 0 is arbitrary, the analyticity will also
take place in the whole complex space C n . 
Thus, it is established that E ( z ) is an entire function
in C n , which concludes the proof. Q.E.D. 
Now let a normal centered random vector ξ with
a covariance matrix K = { K j,l } n j,l=1 be given with its
Frobenius norm denoted as 
‖ K ‖ F = 
√ √ √ √ n ∑ 
j,l=1 
K 2 j,l . 
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 In this setting, the following statement holds true. 
Lemma 6. Let a random vector ξ ∼ N (0, K ) be given. 
Then for any l ∈ N the inequality 
E [ ‖ ξ‖ l ] ≤ C ( 
√ 
2 σ ) l √ 
π

(
l + n 
2 
)
(22) 
holds, where σ = √ ‖ K ‖ F ≥ 0, and C ≥ 0 is some 
constant independent of l . 
Proof. Let us choose an orthogonal matrix A so 
that a new random Gaussian centered vector ˜ ξ = Aξ
has uncorrelated components. Then we obtain that 
the covariance matrix of the random vector ˜ ξ is 
diagonal 
K ˜ ξ = E [ ˜  ξ ˜ ξT ] = AK A T = diag { λ1 , . . . , λv , 0, . . . , 0} . 
Without loss of generality, we can assume that it is 
the first v  n diagonal elements of this matrix that 
differ from zero. It is easy to understand that 
‖ K ‖ F = ‖ K ˜ ξ‖ F = 
√ √ √ √ v ∑ 
l=0 
λ2 l 
and also that ‖ ˜  ξ‖ = ‖ ξ‖ . 
Calculating E [ ‖ ˜  ξ‖ l ] in a straightforward manner, 
we obtain the equality 
E [ ‖ ˜  ξ‖ l ] = 1 
(2π) v/ 2 
∫ 
R v 
(
λ1 x 
2 
1 + . . . + λv x 2 v 
) l 
2 ×
×e −
x 2 1 
2 −... − x 
2 
v 
2 d x 1 . . . d x v , (23) 
where it is obvious that the last integral is finite. It 
easily follows from this equality that 
E [ ‖ ˜  ξ‖ l ]  σ
l 
(2π) v/ 2 
∫ 
R v 
(x 2 1 + . . . + x 2 v ) 
l 
2 ×
×e − 1 2 (x 2 1 + ... + x 2 v ) d x 1 . . . d x v , (24) 
where σ = √ ‖ K F ‖ . 
Let us calculate the last integral by using multidi- 
mensional spherical coordinates. As a result, we obtain 
the inequality 
E [ ‖ ξ‖ l ] ≤ C ( 
√ 
2 σ ) l √ 
π

(
l + n 
2 
)
, (25) 
where C ≥ 0 is some constant independent of l, 
which concludes the proof of Lemma 6 . Q.E.D. 
The above-proved lemmas make it easy to estab- 
lish the analyticity of the characteristic function for 
the multidimensional case. Indeed, let us consider a 
continuous vector random process X ( t ), defined on t ∈ [ t 0 , T ] , which is a solution (generally speaking, 
weak) of an SDE system (a solution of the vector 
stochastic differential equation) 
dX (t ) = a(t , X (t )) dt + H (t ) dW (t ) (26)
with a deterministic initial condition X ( t 0 ) = x 0 ∈ R n , 
where W (t ) is now a vector of n independent standard 
Wiener processes starting at zero. 
It is assumed that the coefficients of formula 
(26) satisfy the following conditions: 
∫ T 
t 0 
‖ H (s) ‖ 2 F ds < ∞ , ‖ a(t, x) ‖ ≤ C(1 + ‖ x ‖ ) , (27) 
where x ∈ R n а nd C > 0. 
Now we finally formulate the main statement of 
this section. 
Theorem 2. Let a random vector process X(t), defined 
for t ∈ [ t 0 , T ] , be a solution of the vector stochas-
tic differential equation (26) with a deterministic ini- 
tial condition X ( t 0 ) = x 0 ∈ R n . Then the characteristic 
function 
E (z; t ) = E 
[ 
e i z 
T X (t ) 
] 
is an entire function of the vector argument z ∈ C n . 
Proof. Let us first note that 
G (t ) = 
∫ t 
t 0 
H (s) dW (s) 
is a centered multidimensional Gaussian process with 
the covariance matrix 
K (t ) = 
∫ t 
t 0 
H (s) H T (s) ds. 
Using the generalized Minkowski inequality, it is 
easy to obtain an estimate for the Frobenius norm of 
K(t) 
‖ K (t ) ‖ F ≤
∫ t 
t 0 
∥∥H (s) H T (s) ∥∥F ds ≤
∫ T 
t 0 
‖ H (s) ‖ 2 F ds . 
Then we repeat all the calculations from the proofs 
of Theorem 1 and Lemma 4 in view of replacing the 
absolute values with the vector norms, and use Lem- 
mas 6 and 5 . This way we get to the required state- 
ment. Q.E.D. 
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 It is noteworthy that in Theorem 2 the diffusion
matrix may be degenerate, which often happens in ap-
plications. 
Conclusion 
The analyticity of the characteristic function given
by a system of SDEs proved in this paper is often
used in applications (see paper [1] and other works
by the same author), but to date only specific cases of
the present result have been rigorously established. 
The method for proving the analyticity of the char-
acteristic function described in this paper can also be
generalized to a wider class of equations. In partic-
ular, a careful analysis shows that the proofs essen-
tially used analyticity in the complex space C n of
the characteristic function of the process which solves
equation (26) if a(x; t ) = 0. 
In our paper, such a process was Gaussian, but sim-
ilar results can be obtained for more general stochastic
differential equations where, for example, the role of
the process with independent increments is played by
a compensated Poisson process whose characteristic
function is also entire. 
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