Abstract-For information visualization researchers, eye tracking has been a useful tool to investigate research participants' underlying cognitive processes by tracking their eye movements while they interact with visual techniques. We used an eye tracker to better understand why participants with a variant of a tabular visualization called 'SimulSort' outperformed ones with a conventional table and typical one-column sorting feature (i.e., Typical Sorting). The collected eye-tracking data certainly shed light on the detailed cognitive processes of the participants; SimulSort helped with decision-making tasks by promoting efficient browsing behavior and compensatory decision-making strategies. However, more interestingly, we also found unexpected eye-tracking patterns with SimulSort. We investigated the cause of the unexpected patterns through a crowdsourcing-based study (i.e., Experiment 2), which elicited an important limitation of the eye tracking method: incapability of capturing peripheral vision. This particular result would be a caveat for other visualization researchers who plan to use an eye tracker in their studies. In addition, the method to use a testing stimulus (i.e., influential column) in Experiment 2 to verify the existence of such limitations would be useful for researchers who would like to verify their eye tracking results.
INTRODUCTION
An eye tracker is a potentially useful tool for information visualization (InfoVis) researchers because its basic premise is that it can tell where a person looks. In addition, as long as the "eye-mind hypothesis" [34] holds, eye-tracking results can reveal the underlying cognitive processes of a human user. In this case, the eye is literally the window of the mind. For this particular reason, some InfoVis researchers who are interested in the cognitive aspects of a visualization user often rely on eye-tracking methods (e.g., [6, 11, 46, 32] ). In addition, visualization tools have been proposed to analyze eye-tracking data (e.g., [48] ).
We are also researchers who would like to see the person's mind while investigating visualization tools supporting multi-attribute decision making, where one has to choose the best option among many candidates after reviewing the multiple attributes of each candidate (e.g., choosing a college or a nursing home). Since such multi-attribute decision making often involves overwhelming information and laborious cognitive processes, various visualization techniques have been proposed (refer to [25] also has demonstrated that such techniques lead to better decision quality and satisfaction [1, 35, 38, 40, 15] ; however, the gap in the previous literature is that there is no empirical explanation of how these visualization techniques have helped with decision making beyond a simple confirmation of their effects. For example, studies using a visualization tool called SimulSort (or SS) [16, 15] empirically showed that the participants who used SS made higher-quality decisions in a shorter amount of time than made the participants who used a regular table with a typical single-column sorting technique: Typical Sorting (or TS); however, these empirical studies cannot clearly explain how it happened.
To fill this gap, in this paper, we conducted an eye-tracking study to investigate how visual aids influenced the participants' browsing behaviors and decision-making strategies that eventually influence decision quality [10, 29] . The eye-tracking study partially showed that the decision quality difference actually came from the changes in the decision strategies that the participants employed. Though this finding is only meaningful to a relatively small number of researchers who would like to combine InfoVis and decision science, such a finding is one of the first pieces of empirical evidence showing the how part and also one of major contributions of this paper.
Interestingly, we had another unexpected finding of potential value to a larger audience. While conducting the study (Experiment 1), we came across unexpected results: We believed that a certain part of the visualization interface was seen by participants, but the eye tracker did not capture it. To verify our suspicion, we conducted an additional crowdsourcing-based study (Experiment 2). It revealed that our suspicion was correct, and it turned out to be clear evidence of a limitation of the eye-tracking method: the incapability of capturing peripheral vision. In addition, the method to use a testing stimulus for Experiment 2 (influential column for our experiment) could be instrumental to other InfoVis researchers who would like to confirm the validity of their eye-tracker results.
In summary, the contributions of this paper are as follows:
• We believe this paper is one of the first eye-tracker studies empirically showing how visual aids can promote decision quality and efficiency;
• We identified a limitation of eye-tracking methods in understanding the effects of visual aids: the incapability of capturing peripheral vision; and
• We suggested an approach to overcome the limitation: embedding testing stimuli (an influential column in our case).
BACKGROUND 2.1 Multi-attribute Decision Making and InfoVis

Multi-attribute Decision Making
Multi-attribute decision making means making a preference decision over all available alternatives that are characterized by multiple attributes [17] . It can be expressed in a matrix format, where rows represent alternatives, and columns represent the attributes considered [55] . Multi-attribute decision making is intrinsically difficult because multiple attributes can conflict with each other, which often requires tradeoff decisions. One also may need to consider his or her own preference regarding different attributes to assign weights to them; furthermore, different attributes usually have different units, which makes the selection task even harder since it is very difficult to come up with an easy equation to calculate the value of each alternative. Using car selection as an example, mileage is measured in miles, gas mileage in miles per gallon, and price in dollars while maker information is marked by brands. A customer often faces cars either low in mileage but high in price or low in price but also low in safety and tries to remember their makers and equipment at the same time. There is no simple algorithm that could help with the decision making; thus, multi-attribute decision making in everyday life often involves high cognitive load and eventually induces a person to make a trade-off between effort and decision quality [2, 7] . Sometimes, decision makers even weigh effort reduction higher than decision-quality maximization [21] , which unfortunately lead them to make sub-optimal decisions.
Visualization Techniques
To alleviate such difficulties, various InfoVis techniques have been utilized and have helped with the decision-making process by presenting insights more interpretable and by lowering the cognitive load for decision makers [54] . We narrowed our interest to methods that solved the problem of representing multi-attribute data sets. Parallel coordinates is an example of a classic approach to projecting hyper-dimensional data onto a 2-D display. The attributes are represented as parallel axes to each other, and a data point with multiple attributes is visualized as a poly line connecting each data dot on each axis [18, 51] . This technique is known to be effective in visualizing large multi-attribute data sets because it provides an overview of the data trend, which may help multi-attribute decision making.
Although parallel coordinates performs well at presenting highdimensional data, the fact that it lacks a tabular view limits its application for helping with daily decision-making tasks. This is because the tabular form of presenting data with sorting features, such as Microsoft Excel, not only is familiar to general users but also makes each data point visible. The data points in parallel coordinates are initially hidden and require additional interactions in order to retrieve the data.
In contrast, a problem with tabular data presentation is one-column sorting; as the sorting is done for a single column, data sequences for other columns are changed accordingly. This brings difficulty for users doing comparisons among alternatives since they keep losing the context of the previous sorting results as they have to sort the columns several times separately. Other visualization tools combining the advantage of parallel coordinates and tabular form offer better solutions for multi-attribute decision making. Parallel bargrams is an example that succeeds a generic tabular form and sorts all the attributes in paralleled rows at the same time [53] . It is designed to help consumers with multi-attribute mechanized purchasing decisions by providing simultaneously comparable attribute values for different alternatives. FO-CUS [45] , EZChooser [53] , and InfoZoom [44] are some visualization tools that apply the idea of parallel bargrams.
SimulSort
SimulSort (SS) is another visualization technique that also aims to help with daily multi-attribute decision making [16] . As shown in Figure 2 (a), SS presents all columns sorted simultaneously so that one can see the relative values or utilities (i.e., pros and cons) of an alternative over multiple attributes. This visual representation is expected to avoid the constant shuffling of rows induced by sorting a column in the TS interface (i.e., Figure 2 (b)) and to offer insights to users by presenting the trend of the data at a glance; however, since it preserves the tabular form that reveals the values, there is a limitation of the number of alternatives and attributes that could be represented on the screen without additional interaction techniques (e.g., zooming).
A controlled laboratory study successfully demonstrated that participants using SS made higher-quality decisions (see Section 6.5 for the definition of "decision quality") [15] ; however, as discussed in the Introduction section, the controlled lab study failed to clearly show how the two representations caused the differences. A post-task survey was given to ask what kinds of strategies the participants used during the task, but the descriptions of their strategies were unfortunately vague. We felt that a more systematic investigation was necessary to better understand the influence of different visual representations on decision-making quality.
Note that the versions of SS and TS used in the present study were much simpler than the original version [16] because additional features (i.e., horizontal bargram, multiple selection, filtering, and zoom in/out) actually became compounding factors in pilot studies; therefore, they were disabled for this study. 
Two Potential Explanations
Based on our observations of how the participants used SS and TS, we came up with two general explanations for the performance difference between the two representations, (1) efficient browsing behavior and (2) different decision strategies, each of which is further described in subsequent sections.
Efficient Information Browsing
A potential benefit of SS (also found in other InfoVis tools [12, 50] ) is that users can get an overview of multiple alternatives and their associated attributes through instantly grasping visual patterns without reading detailed information. Pattern detection includes detection of data distribution, trends, outliers, or other structures of a data set [54] . This pattern detection could happen within peripheral vision, especially for an interface that includes visual presentation rather than just text because pictorial presentation can convey more useful visual information and increase the radius of what can be captured by the peripheral vision [33] . Acquiring information using peripheral vision and pattern detection can help participants to grasp information quickly and to guide their focus to more worthy information [33, 54] .
Taking SS as shown in Figure 2 (a) as an example, one can quickly sense that item 5 (highlighted in yellow) is better than item 15 (highlighted in green) without reading the actual values of all of the corresponding cells because the yellow cells are generally located above the green cells. In contrast, while using TS, one needs to read numbers on cells for items 5 and 15 and to compare them as shown in Figure 2(b) . This could explain why the SS participants made faster decisions than the TS participants; however, it cannot fully explain why the SS participants made higher-quality decision outcomes. One might argue that the SS participants who relied on visual trends read less accurate information than the TS participants, who relied on actual numbers. SS even induces distortion between two values; for example, the green cell and the yellow cell in the m4 column in Figure 2 (a) are two cells apart even though the difference in value is just one. Thus, if efficient information browsing were the only advantage of SS over TS, the decisions of the TS participants should have been more accurate than or equivalent to those of the SS participants, but our previous experiment showed the opposite results [15] ; therefore, we need to find another explanation.
Different Decision Strategies
Another potential advantage provided by visualization tools for decision making is that these tools promote better decision-making strategies, which associated with how an individual would process given information to make a choice [31] .
In order to understand different decision strategies, studies in decision science should be briefly reviewed. Over the past 30 years, several researchers from decision science and behavioral economics have researched how people actually make decisions. There have been several strategies introduced in the context of multi-attribute decision making [30, 31, 39] , and they are categorized into the following two groups: compensatory strategies and non-compensatory strategies.
Compensatory Decision Strategies. If a decision maker applies compensatory strategies, it means that by considering all of the attributes, a low value of one attribute can be compensated by a high value of another attribute; therefore, the final value of an alternative is calculated based on the trade-off among all of the attributes. Compensatory strategies are known to be closer to the normative approach, which leads to higher accuracy as all of the relevant information is processed. For example, a Weighted Additive (WADD) strategy would calculate the value of an alternative by the sum of each attribute multiplied by the weight given to that attribute. An Equal Weighted (EQW) strategy is a particular case in which all of the attributes are equally weighted.
Non-compensatory Decision Strategies. In contrast, applying non-compensatory strategies means that an alternative can be eliminated from a set of candidates simply because one of its attributes has a lower value even though values in the other attributes might have high values. For example, Elimination by Aspects (EBA) begins by determining important attributes and eliminating alternatives that do not fulfill the cutoff values for the attributes [49] ; therefore, not all of the attributes or alternatives get attention, which often leads to a relatively lower decision quality.
Although compensatory strategies lead to better decision outcomes, researchers found that people often deviated from compensatory strategies. An individual decision maker has a limited cognitive capacity that restrains information processing at a certain level. Because compensatory strategies are more cognitively demanding, people take mental shortcuts to reduce the amount of data to process [9, 42] . Some of these shortcuts are non-compensatory strategies, where the attributes to be considered are selectively chosen, leading people to consider fewer attributes and alternatives.
Given the two general categories of decision strategies (i.e., compensatory and non-compensatory), we suspected that the two visual aids (SS and TS) may lead to choose one or the other decision strategy. In order to test this hypothesis, we employed a measure of information search process, called "depth of search," [52] ; therefore, the decision strategies could be examined according to the different amounts of information searched. Depth of search reflects the amount of information processed, which could be interpreted as the number of attributes considered. In order to select the optimal solution, one has to consider the trade-off among all of the attributes; therefore, the number of attributes considered could be an indirect metric of the likelihood of employing compensatory strategies: the more attributes considered, the more likely compensatory strategies were applied.
Process Tracing
In order to verify the two potential explanations (i.e., Efficient Information Browsing and/or Different Decision Strategies), we needed to employ process-tracing techniques:
First, verbal protocol (think-aloud) analysis was briefly considered; however, our pilot study showed that generating concurrent or retrospective verbal reports either interfered with visually taxing decision making or were not reliable, as was reported in previous literature [4] .
Second, information board (or its electronic version, Mouselab) [20] , which records the acquisition of information represented in a matrix form, is widely used among decision scientists. In Mouselab, the value of each cell is presented in a box that is first hidden. The value is revealed when the mouse cursor is over the cell and covered again when the cursor leaves the cell. Although it captures all of the data acquisition behavior explicitly, it does not seem to be appropriate because it allows a participant to retrieve only one value at a time, which defies the main purpose of visualization: allowing one to see the overall trends. It has also been shown that the information board method actually affects people to exert a certain strategy [23] .
Thus, we ended up selecting the eye-tracking method because it allowed us to capture more natural behaviors [23] . Although it heavily relies on the eye-mind hypothesis [34] , Glaholt Reingold [10] demonstrated that eye movements in decision-making processes could reflect the screening and evaluation of different alternatives. Previous work also has shown that eye tracking can identify the visual exploration behaviors in different visualizations [6, 11] .
Among the various metrics employed in eye-tracking studies (e.g., gaze, fixation, and pupil dilation), we particularly employed fixation since it has been widely used to assess participants' cognitive processes [19, 26] . Fixation duration reflects the task difficulty and information complexity [28, 33] . A longer duration indicates that the task complexity and difficulty is higher. We also employed visit as another metric, which is defined as the aggregated fixations and saccades of an individual visit to an Area of Interest (AOI) [47] . Fixation and visit are slightly different, as shown in Figure 3 . Fixation duration within an AOI is the sum of the duration of all of the individual fixations in the corresponding AOI, while visit duration comprises all of the fixations that occurred in one visit within the AOI as well as the saccadic duration among those fixations within that AOI until fixation is placed outside of the AOI. With eye-tracker data based on AOIs, we could examine the interaction between the participants and the attributes.
We defined AOIs by columns, as shown in Figure 4 , because in the TS setting, the rows were shifting throughout the process as the participants tried to sort the different columns. With the AOIs fixed and the rows changing, it was challenging to capture gaze data within certain alternatives. Even though one could trace programmatically or manually the locations of the dynamically moving cells, detecting which cell was gazed at at any given moment was challenging due to the short height of each cell (i.e., 20 pixels or 6 mm). In order to overcome such a limitation, we considered and captured mouse hovering data on all of the cells as another process tracing data source; however, we ended up ignoring the mouse hovering data because the SS participants were forced to hover over a cell to see what the associated attributes were while the TS participants were not (they used mouse hovering voluntarily for marking purposes). 
HYPOTHESES
Based on the above discussion of the two potential explanations for why SS has performed better than TS, we investigated browsing behavior and decision strategies, respectively, using eye-movement data. If the participants applied peripheral vision to gain the trend information, then we expected to see shorter fixation duration and higher fixation counts as trend reading requires a lower cognitive load than reading and comparing numbers and promotes more scanning through data. If one applied the optimal compensatory strategy, then he or she should have evaluated each alternative, considering all of the attributes. We hypothesized that SS would promote the compensatory strategy with higher depth of search and less effort. Having adopted this compensatory strategy, the visit count should have been higher and uniformly distributed among the attributes.
H1 Efficient browsing behavior would appear more in SS than in TS.
H1a Fixation durations in SS would be shorter than those in TS. H1b Fixation counts in SS would be higher than those in TS.
H2 Compensatory strategies would be promoted more in SS than in TS.
H2a Visit count would be higher in SS than in TS. H2b Visit count would be more uniformly distributed in SS than in TS.
EXPERIMENT 1: EYE-TRACKING STUDY
The goal of the eye-tracking study was to understand the underlying differences in cognitive processes while using different interfaces to make decisions. We replicated a controlled laboratory experiment done by Hur et al. [15] with the two interfaces: SS and TS. We also chose the same between-subject design to minimize the influence of extraneous factors. Within-subject design would have the risk of carryover effects, where the first interface could influence the strategies used with the following interface.
Participants
A total of 20 participants (11 females and 9 males) were recruited from undergraduate and graduate students at Purdue University. All of the participants had not participated in the previous studies [15, 16] . Seventeen of them were from engineering, two from science, and one from finance. Their average age was 24.2 years, ranging from 18 to 30 years. The participants earned $13.16 on average, depending on their performances. This will be explained more in Section 4.6.
Apparatus
An eye tracker, Tobii X60, was used to track the participants' eye movements. Eye gazes on the screen were recorded at a sampling rate of 60Hz. The participants sat in front of a 19-inch computer screen at an approximate distance of 65 cm.
Procedure
Upon arriving, the participants were given instructions on how to use the interface and the goal of the given task. After instruction, the participants were asked to perform a nine-dot calibration with the eye tracker. Then, the participants completed a total of 15 rounds of tasks with the eye tracker monitoring their eye movements. To minimize the learning effect shown in the previous laboratory experiment, the first five rounds were regarded as practice and were not included in the analysis; however, in order to promote serious participation, the participants were not told that the first five rounds were for practice. We stopped the participants after every five rounds to let them take a rest and to recalibrate the eye tracker. This was to avoid the participants' fatigue after the intense experiment sessions and to ensure the quality of the eye-tracker data. An open-ended interview was conducted after the participants finished all of the 15 rounds of tasks to better understand the strategies they used to complete the tasks as well as their opinions toward the assigned interface (i.e., TS or SS). At the end of the experiment, the participants filled out a simple demographic survey regarding their age, gender, and education information.
Tasks
For each round, the participant was asked to select the alternative with the highest utility out of 15 alternatives (i.e., rows) after considering seven attributes (i.e., columns). The term utility used here is borrowed from economics and decision science, where utility is a measure of satisfaction and is different from the face value of a cell. For example, the same face value of 40 means completely different things depending on which attribute it belongs to; 40 miles per hour is relatively high fuel efficiency (i.e., high utility), but 40 horsepower is relatively low horsepower (i.e., low utility) according to the standards of modern vehicles.
To mimic such a reality, the attribute-wise utility of a face value of a cell was normalized within that attribute between the maximum and the minimum values of the attribute. The utility of an alternative was the summation of the attribute-wise utilities for the seven attributes, as shown in Equation 1:
where utility i is the i th alternative's utility, utility i j is the j th attributewise utility of the i th alternative, and T i j is the face value in the j th attribute of the i th alternative in data set T . Due to the normalization, the range of the attribute-wise utility was [0, 1], and the range of utility was theoretically [0, 7]; however, the maximum utilities of the alternatives of each round were different from each other and generally lower than 7.0 because the data sets were randomly generated in a way that there was no obvious best alternative (more details in Section 4.5). Although this calculation sounds intimidating, it turned out to be a realistic task; the participants needed to select an alternative that had as high an attribute-wise value as possible. We also removed any contextual information from the table because it could bring in the participants' biases in considering a certain column to be more important than another (e.g., fuel efficiency could be more important than price), which would make it difficult to compare different individuals' data. This kind of context-free experimental task has been widely used in other decision science and economic studies (e.g., [41] ). Each task had a time limitation of 3 minutes.
Data Sets
The same 15 data sets used in the previous study [15] were used for this study. Each data set had 15 alternatives (i.e., rows) and seven attributes (i.e., columns) with a two-digit numerical value from 10 to 99. The difficulty of each round was restricted to be similar by controlling the Average of Inter-attribute Correlations (AIAC) value [24] . The AIAC was obtained by computing the average of the correlations among all of the combinations of the two columns out of all of the columns. When the AIAC is lower, selecting the best alternative is more difficult because it leads to considering more trade-off due to negative correlations between columns. In contrast, when the AIAC is higher (maximum = 1), selecting the best alternative is easier because there are fewer tradeoff situations, and the best option becomes obvious [8, 13] ; thus, data sets with high AIAC would make the decision-making task over-easy, which would bias our study by making non-compensatory strategies sufficient for solving all of the problems. Therefore, in our study, the AIAC value was controlled around 0.01 to generate the appropriate level of difficulty [15] . Because of this, if one did not consider all of the columns, it would decrease the overall decision quality.
Rewards
The participants' earnings were proportional to the utilities of the final alternatives selected, and the theoretical maximum earning for each round was $7.00. In reality, the participant was paid based on the utility of two randomly selected rounds out of the 15 rounds. This quota scheme payment was known to motivate the participants by increasing the perceived benefit for each round [3] .
Measurements
In order to examine the depth of search while using the two interfaces, we chose to see how the participants interacted with the alternatives and the attributes. The eye-tracker data were used to capture their interactions with different attributes. Since we defined each column as a separate AOI (i.e., each red box, as shown in Figure 4 ), the analysis of the fixation and visit data based on the AOI could be used to examine how the participants perceived the attributes.
RESULTS AND DISCUSSION
Fixation Duration and Count
A fixation occurs when the foveal attention is focused on a particular object. Fixation duration and fixation frequency are important metrics for revealing the cognitive load of users and the perceived importance of interface elements. We looked at the fixation count and fixation duration that occurred in the AOIs to examine the visual interaction patterns during the tasks.
We employed a repeated measures ANOVA test with a withinsubject factor (i.e., AOIs) and a between-subject factor (i.e., visualizations: SS vs. TS), and the results are depicted in Figure 5 . First, the mean of fixation duration for SS was 0.36 seconds and 0.43 seconds for TS. The fixation duration for SS was significantly shorter than that for TS (F(1, 18) = 5.28, p = 0.0338). Second, the mean average fixation count for SS was 47.1 and 36.1 for TS. The fixation count for SS was significantly higher than that for TS (F(1, 18) = 6.17, p = 0.0231). The significant difference of fixation duration and fixation count between SS and TS suggests that the participants had quite different reading patterns for these two interfaces. With lower fixation duration (i.e., H1a confirmed) and higher fixation count (i.e., H1b confirmed), we can assume that while using SS, the participants spent less time retrieving information from each data point but visited more data points throughout the process.
Decision scientists suggest that decision processes can be decomposed into a sequence of events, such as reading the values of two alternatives of an attribute, comparing the two values, calculating the difference, adding the values for the attributes, and so forth [21] . During the decision-making process, the participants went through a series of such sub-tasks that had different cognitive loads. We assumed that the two interfaces associated with these sub-tasks comprised different patterns. Combining the participants' interview data, we found that the SS participants gained maximum information by scanning the relative positions of the green and yellow cells within one column and by reading the actual numbers when they wanted to acknowledge the numerical difference; therefore, the visual bars helped the participants in reading the values of the two alternatives and in comparing them by the participants just looking at the visual difference. The TS participants were likely to read and to remember the actual numbers when they compared attribute values between two alternatives. As people have limited cognitive capacity, the visualization could have helped unburden some subtasks, which would leave some cognition room for processing more information. In the task in which comparison was important, browsing behavior occurred more for SS users, which could be the reason for shorter fixation duration. Eventually, the participants could consider more attributes and alternatives with the SS interface.
Heatmaps
The overall patterns of eye movements in the SS and TS conditions are shown in Figure 1 . The total fixation duration for each interface was aggregated for all of the tasks completed by 10 participants. Figure 1 shows that there were distinctive differences in the eye movement patterns between the two interfaces. In TS, the fixations had longer duration in the top areas of the columns, which might indicate that the participants focused on reading the maximum value of a sorted column. In addition, the total duration of fixations looked stronger in the left columns (i.e., in AOI 2, 3, 4, and 5) than in the right columns (i.e., in AOI 6, 7, and 8), suggesting the participants might have spent more time comparing values within the columns on the left than within those on the right. This could be due to the nature of most of the participants' reading patterns in which they started from the left and continued to right, which also has been shown commonly in reading web content [43] . Additionally, according to satisficing theory [5] , an individual tends to make decisions based on information that is immediately perceptible; the options listed first in a sequence have a higher probability of being selected, while the last options listed may not even be observed. In contrast, with SS, the total duration of the fixations in the top areas of the columns was weaker, and, interestingly, the center columns (i.e., AOI 4, 5, and 6) received more fixations than the other columns even though we expected the seven columns to be more evenly browsed. To better understand the implications of the differences, we analyzed the visit count data from the eye tracker. Since a visit was defined as one observation within an AOI, and an AOI was defined by a column (Figure 4) , visit count was a good metric to examine how users switched their fixations among different attributes. As stated in H2, we expected to see higher visit counts (H2a) with more evenly distributed patterns in SS than in TS (H2b). When we applied repeated measures ANOVA to visit count, both interface type (F(1, 18) = 15.50, p = 0.0010) and AOI (F(7, 126) = 27.78, p < 0.0001) came out to be significant main effects. The mean of visit count (for one participant and one task round) for the SS interface was statistically significantly higher with 28.3 for SS and 18.5 for TS. As in Figure 6 , we saw that SS had a higher visit count for the seven attributes compared to TS (i.e., H2a was confirmed).
Visit Count
However, the center-column total fixation duration for SS, shown in both Figures 1 and 6 , was an unexpected result that disconfirmed H2b. This could be because the SS participants considered the middle columns to be more important and overlooked the columns on the sides, or they could have used their peripheral vision to look at the overall trend while generally fixating on the center of the screen. Simply based on the eye-tracker data, which only tracked the gaze points, we could not determine which explanation was true; thus, we conducted a second experiment to further investigate these possibilities.
EXPERIMENT 2: CROWDSOURCING-BASED STUDY
This experiment was conducted to supplement the results from Experiment 1 discussed in Section 5.3, where we could not clearly see whether the SS interface promoted consideration of more attributes. In order to triangulate our confirmation of H2a and to further test whether SS promoted consideration of attributes in a more uniformed way (H2b), the data set was designed to capture the behavior of overlooking certain attributes in certain column positions.
We conducted the experiment through Amazon Mechanical Turk (MTurk), a well-known crowdsourcing platform. The crowdsourcing approach has several advantages over conventional, controlled laboratory studies [22, 37] , including recruiting a large number of participants with diverse backgrounds in a more natural environment.
Participants
Demographic Summary
A total of 176 participants were originally recruited through MTurk, but 57 were identified as outliers and were excluded from the analysis (see Section 6.1.2 for details). The remaining, legitimate participants comprised 58 for the SS interface and 61 for the TS interface. Due to the analysis, we also removed additional data from 19 participants (i.e., 8 from SS and 11 from TS) to conveniently end up with a balanced data set (i.e., 50 for each group).
The remaining 100 participants consisted of 48 females and 52 males with a self-reported age range of 18 to 56, an average age of 28.6 years. They were evenly and randomly assigned to the two conditions (TS and SS), and none of them participated in both conditions. The education levels of the participants were as follows: 4-year college, 34.5%; Master's degree, 31%; and 2-year college, 18%. Their majors were computer and information systems, 25.5%; engineering, 20.5%; and science and math, 13%; followed by business, 12%. The baseline payment for participation was $0.10. An additional bonus reward was a maximum of $0.30 from two randomly selected rounds, as in Experiment 1. The participants earned $0.23 on average, depending on their performance.
Outliers
Previous crowdsourcing studies have shown that there were workers who completed the tasks without paying reasonable attention (e.g., by selecting random responses as quickly as possible to merely earn compensation) [14, 27] . To prevent such outliers from contaminating the present experiment's data, we excluded the participants who responded inconsistently (or randomly, in extreme cases) over the multiple trials. We employed Pearson's χ 2 test to see how close the distribution of the rank of their responses was to the uniform distribution. We assumed that if the p-value of the Pearson's χ 2 test was bigger than 0.02, then the participant's performance was sufficiently close to the uniform (in other words, random) distribution. The threshold of 0.02 was determined according to the data obtained from a controlled lab study. 1 As a result, 57 participants were identified as outliers and were excluded from further analysis. Figure 7 shows the differences in the average time spent on finishing a single task between the two groups; legitimate participants spent an average of 51.3 seconds, while outliers spent an average of 8.3 seconds, a duration too short for finding the best answer. 
Procedure
Our experiment was posted on the MTurk platform. After the participants read the instructions on the MTurk website, they were redirected to our experimental website, which was separately hosted. Each participant was asked to complete 15 trials, where the first six trials were for practice, and the following nine trials were for actual analysis.
Experiment Design
With the aim of testing whether SS promoted strategies considering all of the attributes evenly rather than focusing on central columns, a testing stimulus (i.e., influential column) was devised for this experiment. The idea behind the influential column was to present a certain column so skewed in its value that the alternative with the highest utility would become too obvious if one paid attention to the column; however, if one failed to pay attention to it, the person would end up selecting a suboptimal alternative. More details on how the influential column was constructed are discussed in Section 6.4. This column was placed in three different positions (i.e., A, leftmost; B, center; and C, rightmost), as shown in Figure 8 ; thus, by comparing the decision qualities when using SS and TS under these three position settings, we could see whether SS or TS helped to avoid skewed consideration of attributes. A total of nine trials (three for each position: A, B, and C) were permuted to avoid ordering effects. 
Data Sets
The data sets used in the first six practice trials were selected from the previous experiment, Experiment 1 (Section 4.5). For the actual data sets used in the analysis, nine data sets were generated to guarantee that no duplicate data sets were presented to a participant. Each data set had two-digit integers ranging from 10 to 99 that were presented as 15 alternatives (i.e., rows) with seven attributes (i.e., columns), the same as the data sets used in Experiment 1. For each data set, we used the following strategies to generate the non-influential columns and the influential column. Figure 9 shows one of the data sets we used in the experiment. First, for the non-influential columns, we maintained the same task difficulties across the data set by controlling the AIAC [24] . The AIAC for the six columns was controlled to be 0 ± 0.001. Second, for the influential column, there was a 70% drop from the highest number to the second highest number; however, the gap between the two adjacent values (sorted by values) was kept at 2.5%. After both the non-influential columns and the influential column were generated, we merged the two matrices to form a 15 × 7 table according to the following the steps:
1. We computed the overall utility value for each row of the six non-influential columns;
2. We found the lowest possible utility value that could be raised to the best alternative after adding 0.7 to the overall utility value; and 3. We assigned the highest value in the influential column to this row as well as randomized the assignments of the other values in the influential column to the other rows.
This strategy aimed to reduce the possibility of the best alternative being selected by the participants if they overlooked the influential column.
Measurement
As the data sets were generated to be different, the highest valued item in each set changed for each data set; therefore, we followed the measure decision quality used in the previous study [15] , calculated as follows:
where utility i is derived from Equation 1. This normalized the performance from 0 to 1, where 1 was the maximum decision quality when the highest item was selected. The reason to introduce yet another metric over utility was that the maximum utility per each round was different from each other because each data set was randomly generated.
Other than introducing the influential column and using the crowdsourcing approach, the remaining experiment design stayed the same.
RESULTS AND DISCUSSION
Decision Quality
We employed a repeated measures ANOVA test on the decision quality of the interface type, which had a significant main effect (F(1, 98) = 5.60, p = 0.0199). On average, the decision quality with the SS interface (0.91) was higher than with the TS interface (0.88), as shown in Figure 10 . This finding is consistent with an earlier controlled laboratory study [15] . Fig. 10 . The decision quality with the SS interface and the TS interface.
As our experiment was designed to penalize decision makers who overlooked the influential column, we could see whether more columns were likely to be considered in SS, which could have been due to the employment of compensatory strategies.
Column Order Effect
To see whether the three influential columns' positions affected the performances with the different interfaces, we analyzed the data separately for SS and for TS. According to the data collected from SS, the repeated measures ANOVA did not show any main effect from influential column position (F(2, 98) = 0.82, p = 0.4455); however, according to the data collected from TS, the column position had significant effects on the decision quality (F(2, 98) = 8.81, p = 0.0003). This is also shown in Figure 8 , where, for TS, the decision quality dropped when the influential column was positioned toward the right side as in positions B and C; for SS, there was no significant difference among the different position settings. With the different effects that the column order had on the interfaces, we could see that the interfaces promoted different decisionmaking strategies. For SS, as there was no difference among the influential column positions, we saw that the participants considered all of the columns without paying differing degrees of attention (i.e., H2b was confirmed). Our hypothesis H2a, that SS would promote the participants to employ compensatory strategies by considering more attributes, was also indirectly explained. The strategies collected from the participants during the crowdsourcing study also confirmed that they used one of the compensatory strategies, the Majority of Confirming Dimension (MCD), by doing a linear search among all of the alternatives: I would select one option first and then compare the others against the selected one, one by one, down the list. At any one point in time, I would just be comparing two options.
Moreover, as mentioned in the previous literature, this compensatory strategy should be highly demanding on information processing [31] ; however, the cognitive load partially inferred from the fixation in Section 5.1 showed that the participants using SS had less cognitive pressure. Eventually, the visualization helped to promote optimal strategies for achieving higher accuracy with less effort.
For TS, the results also corresponded with those of the heatmap in Figure 1 . The participants considered the leftmost column more than the other columns. We believe this resulted not because they considered the left columns to be more important; rather, they started from the left due to their reading pattern [43] . While reading or comparing values toward the right, the information processing demands got higher, and the focus dropped drastically; therefore, a participant could have chosen less effort over accuracy, which would have led to lower decision quality [21] . This was also shown when participants selectively chose a few attributes to consider during the process.
The quotations collected from the participants using the TS setting also confirmed this strategy:
I opted for the second or third highest number in the first two columns.
It was helpful to look for columns with large variance and to try to narrow it down to two to three candidates.
With this crowdsourcing experiment, we believe that the longer duration of fixations shown in the middle columns in the heatmap (Figure 1) and the visit count in Section 5.3 did not result due to the fact that the participants considered the center columns to be more important; rather, it was because the eye tracker could not capture clearly the visual scans of their peripheral vision.
CONCLUSIONS
We conducted an eye-tracking experiment and a crowdsourcing-based experiment to explore how a visualization technique, SS, could help people in the context of multi-attribute decision making. In the eyetracker experiment, we analyzed fixation and visit data based on columns. We found that SS and TS resulted in vastly different fixation patterns ( Figure 1) ; moreover, SS rendered higher visit counts, less fixation duration, and higher fixation counts. With these results, we confirmed our hypothesis that SS would help with decision making by providing pattern information for quicker browsing and promoting compensatory decision-making strategies.
However, the longer duration of the fixations in the central columns of SS were unexpected results, and the eye-tracker data did not render a clearer explanation; therefore, Experiment 2, which used the influential column as a testing stimulus, was conducted with a crowdsourcing platform to explore the question. With the influential column placed in three different positions, decision quality was consistently higher in SS, while in TS we observed a drastic drop in decision quality when the influential column was placed in the middle or on the right side. This result further confirmed our finding from the eye-tracker experiment; the participants using SS had a higher depth of search.
Through the study, we verified the theory brought up by Rosen and Rosenkoetter [36] that different stimulus configurations (in our study, different interfaces), rather than the tasks themselves, could affect information-processing strategies when people made choices. More specifically, we demonstrated that SS, as a visualization tool, could help people with multi-attribute decision making by changing their behavior, which enhanced decision accuracy with lowered effort. Through exploring the use of process tracing techniques to study these behavior changes, we saw that quantitative methods could translate the originally illusive concepts into a concrete understanding.
We also showed that the eye-mind hypothesis did not hold in the SS condition probably because SS promoted more information browsing behavior using peripheral vision. We do not believe that this evidence completely nullifies the utility of eye-tracking methods in InfoVis studies; instead, this could be a warning to other researchers who use an eye-tracker. They should be cautious while analyzing collected eye-movement data. Particularly, when an average fixation duration is below 400 milliseconds (which might indicate cursory browsing behaviors, based on our results), the experimenter should make sure whether the eye-mind hypothesis holds. We tested the eye-mind hypothesis using purposefully manipulated data (i.e., the influencing column), which could be applicable to other experimental settings.
We hope that this study will serve as an example showing that eyemovement data could be used to trace cognitive procedures if used carefully. We hope that other researchers join this interesting research direction to evolve the research methods.
FUTURE WORK
In order to clearly understand how visual aids could effectively promote higher decision quality and efficiency, we had to control several factors. This led to unrealistic settings, such as a primitive visual interface design and small artificial data sets. This was inevitable in eliminating compound factors. Our next step would be to extend the study to a more realistic setting with large-scale and real-world data sets. Different decision strategies could be applied and influence decision quality. We could also compare this performance with existing InfoVis tools, such as parallel coordinates. Another direction could be analyzing the sequential eye-movement data. The measures we used (i.e., fixation and visit) were an aggregation of eye-movement data, which did not reveal sequential patterns. Scanpath data could help detect distinct sequential patterns for different decision strategies. This would help in understanding more deeply why the visual aids were efficiently helping the decision maker to produce better decisions.
