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Abstract—Subtle emotions are present in diverse real-life situations: in hostile environments, enemies and/or spies maliciously
conceal their emotions as part of their deception; in life-threatening situations, victims under duress have no choice but to withhold their
real feelings; in the medical scene, patients with psychological conditions such as depression could either be intentionally or
subconsciously suppressing their anguish from loved ones. Under such circumstances, it is often crucial that these subtle emotions are
recognized before it is too late. These spontaneous subtle emotions are typically expressed through micro-expressions, which are tiny,
sudden and short-lived dynamics of facial muscles; thus, such micro-expressions pose a great challenge for visual recognition. The
abrupt but significant dynamics for the recognition task are temporally sparse while the rest, i.e. irrelevant dynamics, are temporally
redundant. In this work, we analyze and enforce sparsity constraints to learn significant temporal and spectral structures while
eliminating irrelevant facial dynamics of micro-expressions, which would ease the challenge in the visual recognition of spontaneous
subtle emotions. The hypothesis is confirmed through experimental results of automatic spontaneous subtle emotion recognition with
several sparsity levels on CASME II and SMIC, the two well-established and publicly available spontaneous subtle emotion databases.
The overall performances of the automatic subtle emotion recognition are boosted when only significant dynamics of the original
sequences are preserved.
Index Terms—Spontaneous subtle emotions, emotion suppression, data sparsity, dynamic mode decomposition, micro-expression
recognition.
F
1 INTRODUCTION
In our current era of social networks facilitated primarily
by the widespread accessibility of internet-ready on-person
mobile devices, smart human-centric systems are increas-
ingly expected to perceive and understand humans rather
than vice versa. Instead of simply executing users’ com-
mands, computers need to understand the multi-modality
of human-like communications. This includes recognition
of facial expressions, the non-verbal form of human com-
munications. The shift in paradigm toward human-friendly
computing has initiated the field of Affective Computing
[1]. This section briefly surveys recent methods and ad-
vances in an emerging subfield of Affective Computing:
automatic recognition of subtle emotions through facial
micro-expressions. Though automatic recognition of spon-
taneous subtle emotions is a new challenging task, recog-
nition systems for normal expressions have been a research
subject for nearly two decades. Shan et al. [2] summarized
achievements of this research field in a popular framework
of automatic facial expression and emotion recognition sys-
tems. Furthermore, the authors focused on analyzing two
core components: facial representations e.g. LBPTOP, and
classifiers e.g. SVM and AdaBoost. For normal expressions,
this framework successfully recognizes with above 90%
accuracy [2]. However, the same framework falls short of
this impressive recognition rate when dealing with micro-
expressions [3], [4].
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As micro-expressions of subtle emotions are much more
elusive than normal expressions due to their small inten-
sities, short-liveness (between 125s and
1
15s [5]) and unpre-
dictability, their image sequences need to be pre-processed
to reduce these unfavorable characteristics. In this paper,
we firstly propose removal of redundant neutral faces from
micro-expression sequences and keeping only sparse and
significant frames, which is illustrated in Figure 1. As the
sparse frames significantly contribute to reconstruction of
original dynamics; meanwhile, redundant frames could be
omitted without much cost i.e. errors between reconstructed
and original sequences. The proposed pre-processing tech-
nique aims to remove as many neutral and redundant
frames as possible with minimum cost. It not only produces
more visually distinguishable but also allows extraction of
more discriminant features. As a result, it improves the
accuracy rate of automatic subtle emotion recognition. Sec-
ondly, we carry out temporal and spectral analysis of subtle
emotion sequences so as to clarify rationales behind our ap-
proaches as well as select suitable experimental parameters.
Finally, we compare performances of our proposed solution
with those of the state-of-the-art methods on recognition of
spontaneous micro-expressions.
Section 1.1 describes two publicly available spontaneous
subtle emotions databases: CASME II [3] and SMIC [6],
which are utilized as input data for our experiments. As
system performance greatly depends on characteristics of
these databases, understanding their pros and cons as well
as samples provides knowledge and clues for designing op-
timal automatic recognition systems. In Section 1.2, related
works in recent literatures are reviewed and categorized
with respect to their main contributions in preprocessing,
feature extraction or classification stages. Section 2 elabo-
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Fig. 1: Visualization of steps in Sparse Promoting Dynamic
Mode Decomposition (DMDSP) for removals of redundant
neutral faces: (1) Input sequences are analyzed by Dynamic
Mode Decomposition (DMD), (2) L1 sparsity is applied to
achieve the least number of modes and give the minimum
loss during reconstruction, (3) Output sequences are recon-
structed from sparse modes.
rates details of dynamic preprocessing techniques: Temporal
Interpolation Method (TIM) [6], Dynamic Mode Decompo-
sition (DMD) [7] and Sparsity-promoting Dynamic Mode
Decomposition (DMDSP) [8]. Meanwhile, Section 3 utilizes
DMD magnitudes to analyze responses of temporally dense
(TIM) and sparse (DMDSP) sampling approaches in the tem-
poral and spectral domains. Section 4 describes with what
parameters and how the proposed method are evaluated as
well as compared to both baselines [3] [9] and other recent
state-of-the-art methods [10], [11], [12]. Finally, conclusions
are drawn in Section 5.
1.1 Spontaneous Subtle Emotion Databases
Various facial expression databases had been proposed in
the literature. However, little attention has been paid to
spontaneous micro-expression databases, partly due to dif-
ficulties faced in proper elicitation of samples and labeling
by experts. Hence, the lack of well-established databases for
spontaneous micro-expression researches poses a challenge
towards the design of automatic detection and recognition
systems. There is a need to emphasize on the actual meaning
of the term ”spontaneous micro-expressions”, in contrast to
what had been previously regarded generally as ”micro-
expressions”. Ekman’s [5] and Yan et al. [3] suggest that
micro-expressions should be considered involuntary and
difficult to disguise. Previous micro-expression databases
such as the USF-HD [13] and Polikovsky’s [14] databases
contained micro-expressions that were actually posed or
acted out instead of naturally spontaneous ones. Moreover,
the occurrence duration of their micro-expressions were
longer ( 23s) than Paul Ekman’s definition (
1
3s) [5]. Another
database is the YorkDDT [15], which includes the micro-
expression in a spontaneous manner. However, there were
other irrelevant facial and head movements therein, thus
complicating the recognition process. Besides, YorkDDT
contained only 18 micro-expressions which are insufficient
for proper experimentation and analysis.
However, there are two recent and comprehensive
databases that meet the requirements of spontaneous micro-
expressions, namely the SMIC1 [6] and CASME II2 [16] (an
improved extended version of the original CASME by the
same researchers). CASME II has 247 video samples from
26 subjects and SMIC has 164 samples from 16 subjects.
They are both publicly available and contain sufficiently
large number of video samples which are conducive for a
micro-expression recognition research. Both databases were
recorded in a constrained laboratory condition annotated
by two trained coders and also the participants’ self-reports.
Non-emotional facial movements were also eliminated from
the final selected sequence. Samples from both SMIC and
CASME II were acquired from relatively high frame rates
(100 fps and 200 fps respectively) to better locate the occur-
rence of micro-expressions.
1.2 Related Work
Discussion about recent updates in the three main stages
of the subtle emotion recognition system: pre-processing,
facial representation and classification, is presented in the
following subsections 1.2.1, 1.2.2, and 1.2.3 respectively.
1.2.1 Subtle Emotion Preprocessing
The subtleness of spontaneous emotions is challenging to
be recognized due to two main problems: small dynamics
of facial muscles, and involuntary and unexpected expres-
sions. Therefore, video samples need pre-processing steps
to better visualize changes in subtle emotions and sub-
sequently extract more distinctive features. As motions of
facial muscles in micro-expressions are too small, Le Ngo
et al. [17] showed that motion magnification techniques
[18] [19] [20] improve the recognizability of these expres-
sions. These techniques are able to increase the emotional
intensity of micro-expressions, making them more visible
like normal expressions. Moreover, this magnification effect
can be achieved by fast Eulerian Motion Magnification
techniques [18] [19] instead of the Lagrangian approach [20]
which often requires motion estimations, and other heavily
computational processes. However, magnification of micro-
expression is outside the scope of this work as this paper
mainly focuses on the sparsity of these expressions.
While motion magnification deals with small displace-
ments between frames of micro-expression video samples,
temporal interpolation method (TIM) [6] tackles the unex-
pectedness of micro-expressions. Bursts of spontaneous sub-
tle emotions are difficult to be detected accurately; therefore,
video samples are often cut from a long recording of a sub-
ject’s expressions. While on-set and off-set points are iden-
tified by trained experts in subtle emotions to indicate the
starting and ending of a micro-expression sequence, these
points are hardly accurate as well. Therefore, these video
samples may include frames of almost neutral faces among
frames of micro-expressions. Since micro-expressions only
last for a very short duration, neutral faces may dominate
a large portion of some sequences. For a sample with
many redundant neutral faces, TIM is able to interpolate
at arbitrary points along a temporal axis according to an
1. http://www.cse.oulu.fi/SMICDatabase
2. http://fu.psych.ac.cn/CASME/casme2-en.php
3embedded graph in a manifold, which is in turn learned
from video frames. TIM was initially aimed at synthesizing
more frames, as video samples recorded at standard 25 fps
were too short for subtle emotion recognition. However, the
same technique could also be used to interpolate less frames
or to remove redundant neutral faces, as video samples were
recorded at 100 fps or 200 fps are too long. As TIM assumed
that facial expressions change across consecutive frames,
and are sampled along a simple graph on a manifold,
it is difficult to control how significant or redundant the
dynamics are after the interpolation. Therefore, the positive
effectiveness of TIM on the performance of the recognition
system cannot be guaranteed.
A technique capable of extracting coherent structures
and significant dynamics at a single temporal frequency, is
Dynamic Mode Decomposition (DMD) [7]. DMD is a popu-
lar technique in fluid dynamics imagery, and it was recently
applied to foreground motion segmentation in video pro-
cessing [21]. A more recent variant of it, Sparsity-Promoting
Dynamic Mode Decomposition (DMDSP) [8] puts the de-
composition under sparse constraints such that the least
number of DMD modes are utilized for construction of
original sequences. The notion of analyzing a sequence of
images into more meaningful temporal structures is poten-
tially useful; an idea which we aim to exploit in this paper.
1.2.2 Subtle Emotion Features
Systems for automatic recognition or detection of micro-
expressions inherited many components from those for nor-
mal expressions (or so-called macro-expressions), including
use of features. As Local Binary Pattern with Three Or-
thogonal Planes (LBPTOP) [22] is a common and effective
feature for representing normal facial expressions [2], it
has also been utilized in several works relating to micro-
expressions [3], [4], [6]. LBPTOP is a spatiotemporal feature,
encoding textural features along three orthogonal physical
planes XY , Y T , and XT into binary sequences, where
X,Y are two axes of the spatial domain and T is the
temporal axis. The binary sequences are later summarized
and concatenated in a histogram, which forms the LBPTOP
feature. Local Spatiotemporal Directional Features (LSDF)
was recently proposed by Wang et al. [16] for automatic
recognition of subtle emotions. Instead of using the center
pixel of the neighborhood for thresholding, LSDF encodes
each plane along the horizontal and vertical directions. Their
experiments demonstrated that LSDF was comparable to
LBPTOP in most cases, if not better under certain conditions.
Besides statistical spatiotemporal textural features e.g.
LBPTOP, there are other potential feature extraction and
representations for micro-expressions based on optical flow,
multi-scale wavelet analysis, etc. For instance, Liong et al.
[12] utilized optical strain, a derivative of optical flow, for
the recognition task; building on similar concepts used for
expression spotting by Shreve et al. [13], [23]. Furthermore,
Liu et al. [24] encoded statistical information of the main
directional optical flows in regions of interests (ROI), which
are manually defined with respect to facial landmarks. A
recent work by Oh et al. [11] introduced a multi-scale Riesz
wavelet representation for micro-expressions that captured
the monogenic signal components, i.e. magnitude, phase
and orientation. Their method reported an improvement
over the LBPTOP and spatiotemporal local monogenic bi-
nary pattern (STLMBP) [25]. Furthermore, Oh et al. [26]
proved experimentally that intrinsic 2-D features are bet-
ter than its 1-D counterpart for encoding facial micro-
expressions. Recently, Huang et al. [10] have proposed a
new spatio-temporal feature based on integral projection of
difference images along horizontal and vertical directions,
which achieved a good recognition performance relative
to current state-of-the-art methods. Despite different ap-
proaches, all features aim to extract error-prone dynamics
and tiny motions of micro-expressions, which are discrimi-
native features for recognizing subtle emotions.
1.2.3 Subtle Emotion Classifier
Besides features, choices of classifiers for micro-expression
detection and recognition are inherited from approaches for
normal macro-expressions. Shan et al. [2] highlighted two
popular classifiers for emotion recognition systems: Support
Vector Machine SVM and AdaBoost, both of which have
also been utilized for recognizing subtle emotions [3], [4].
However, there is a distinct difference between the distribu-
tion of samples in macro- and micro-expression databases,
which directly affects performance and choices of classifiers.
Since video samples of spontaneous macro-expressions are
widely available with a large number of samples, it is easy
to get a balance between classes of macro-expressions. It is
much more difficult to acquire a balanced number of spon-
taneous micro-expression samples due to various reasons,
viz. its natural characteristic (small intensities, unexpected
dynamics) and the difficulty in eliciting certain emotions.
Therefore, imbalance of samples across classes is unavoid-
able. To tackle this imbalance, Le Ngo et al. [4] introduced
an Adaboost-based person-specific classifier, and advocated
the use of F1-score, precision and recall metrics in place of
the conventional recognition accuracy. Their experimental
results showed an improvement by a small margin when
compared to standard classifiers like SVM and AdaBoost.
2 DYNAMICALLY PREPROCESSING METHODS
(a) Subtle Emotion (b) DMD Mode (c) DMDSP Mode
Fig. 2: Visual comparison between a noisy and redundant
DMD spatial mode in (b) and a clear and significant DMDSP
spatial mode in (c) from a subtle expression in (a)
Most subtle emotions happen very briefly in a short
period of time; therefore only high-speed recording is able
to capture their full dynamics. Moreover, these expressions
usually appear unexpectedly and their (beginning) on-set
and (ending) off-set points are difficult to be identified
4exactly even by trained experts. As a result, more unnec-
essary frames, containing no emotional expressions, are
accidentally acquired for a micro-expression sample. The
redundancy is inevitable, as shown in the Figure 2 visu-
alization of redundant and significant spatial modes of a
subtle expression. Due to the inseparability of identities and
emotions, unnecessary neutral faces only confuse classifiers
of subtle expressions and dampen performances in the latter
recognition task. Hence, removal of these undesired frames
is crucial.
Lets consider a discrete signal, in Figure 3a, which rep-
resents dynamic magnitudes f(t) of a spontaneous subtle
emotion at time t. This toy example deliberately demon-
strates the redundancy assumption of the dynamics f(t) as
only two short parts of the sample signal have significant
magnitudes while the majority of these discrete signals have
relatively small magnitudes. In other words, significant
dynamics are sparse and insignificant ones are redundant
for reconstruction of facial dynamics as most signal energy
is concentrated into these two local peaks. We hypothe-
size that micro-expressions would become more descriptive
and discriminative if only significant dynamics are kept
and redundant ones are eliminated. In the following Sub-
sections 2.1 and 2.2, we discuss two approaches to deal with
this redundancy – Uniform Sampling and Sparse Sampling
approaches; the latter being our proposed scheme.
2.1 Uniform Sampling Approach: Temporal Interpola-
tion Method (TIM)
In this approach, micro-expressions are assumed to hap-
pen continuously and sampled along a curve on a low-
dimensional manifold. If the curve and its manifold are suc-
cessfully parameterized, a specific number of frames can be
synthesized or interpolated from the original video frames.
Figure 3b demonstrates how this so-called uniform selection
approach fits the original discrete signals in a curve (dashed
line) and synthesizes samples at arbitrary but equispaced
points along that curve (circular markers). The synthesized
discrete signal can either interpolate towards a reduced
number of samples (as seen in Figure 3b), or extrapolate
to more samples if necessary.
One example of an approach that performs the described
uniform selection is the Temporal Interpolation Method
(TIM), used by Pfister et al. [6] and first suggested by Zhou
et al. [27]. While Zhou et al. extrapolated frames for prac-
tical lip-reading, Pfister et al. aimed for recognizing subtle
emotions from normal frame-rate recorded sequences. Both
applications aimed to synthesize proper frame-lengths for
stable spatio-temporal feature extraction. TIM was utilized
by Pfister et al. in the opposite way (interpolation) instead of
extrapolation. As spontaneous subtle emotions are recorded
with high frame-rate, TIM interpolates fewer frames than
original frame-lengths to remove redundancy in the dynam-
ics of micro-expressions. Interpolated frames are uniformly
sampled at equispaced positions of a graph embedded on
a manifold. These frames are assumed to be represented by
vertices on a path graph Pn, where n is the frame number.
The relationship between adjacent frames is modeled by the
adjacency matrix W ∈ {0, 1}n×n with Wi,j = 1 if they are
two consecutive frames, ‖i − j‖ = 1, and 0 otherwise. The
t
f(t)
(a) Sample Signal
t
f(t)
(b) TIM Pre-processed Signal
t
f(t)
(c) DMDSP Pre-processed Signal
Fig. 3: Demonstration of how a sample signal (a) is pre-
processed by TIM (b) and DMDSP (c) where the vertical
axis, f(t), represents the magnitude of dynamics at the
horizontal axis t.
graph Pn lies on a manifold when the total length of edges
between connected vertices is minimized according to the
following equation,
(1): ∑
i,j
(yi − yj)2Wi,j , i, j = 1, 2, . . . , n (1)
where y = (y1, y2, . . . , yn) is an eigenvector of the Laplacian
graph of Pn. All points on an eigenvector yk are assumed
to stay on a sinusoidal graph, formulated by,
fnk (t) = sin(pikt+ pi(n− k)/(2n)), t ∈ [1/n, 1] (2)
For n vertices, the Laplacian graph has n − 1 eigenvectors
{y1,y2, . . . ,yn−1}. In general, the manifold can be charac-
terized with a collection Fn(t) of n − 1 sinusoidal curves;
moreover, frames at arbitrary positions are able to be inter-
polated as well. As each vertex in the graph Pn corresponds
to a frame of an image sequence, the specific Fn of that
sequence can be parametrized by mapping each frame to
each point, defined by Fn(1/n), Fn(2/n), . . . , Fn(1). More-
over, the parameterization requires linear extension of graph
5embedding [28] in which a transformation w is learned to
minimize the Equation 1 as follows:
arg min
w
∑
i,j
(wTxi −wTxj)2Wi,j (3)
where xi = εi − ε¯ is a mean-removed vector and εi is a
vectorized image. He et al. [29] reformulated the minimiza-
tion as an eigenvalue problem and solved it by singular
value decomposition. More details about this minimization
can be found in [27]. As mapping with frames of an image
sequence defines a specific set of curves Fn(t), synthesis of
new frames at arbitrary temporal points is shown by Zhou
et al. [27]. The synthesized frames seem to be a temporally
smoothened version of the original sequence [6].
2.2 Sparse Sampling Approach: Sparsity-Promoting
Dynamic Mode Decomposition (DMDSP)
The uniform selection approach, described in the previ-
ous Subsection 2.1, only temporally and regularly down-
samples image sequences but does not eliminate redundant
dynamics. TIM uniformly samples along a low-dimensional
dense manifold, which is assumed to be the representa-
tive space of frames in a video sequence. The assumption
would unknowingly eliminate some sparse structures of
the dynamics. Therefore, alternative techniques for dynamic
analysis could be used instead of graph-embedding mani-
fold. A sparse selection approach tries to learn sparse struc-
tures of underlying dynamics and their appropriate mag-
nitudes. Dynamic Mode Decomposition (DMD), which was
first designed for capturing the momentum of indefinite-
dimensional systems such as fluid flow, projects the com-
plex system onto a low-complexity subspace spanned by
dynamic modes with a few degrees of freedom. DMD does
not make any rigid assumption about the existence of a
manifold governing the overall dynamics, but freedom of an
achieved model is data-driven. As such, DMD is only suit-
able for analyzing temporal dynamics but not learning their
sparse structures. Therefore, we use a sparsity-constrained
variant of DMD, i.e. the Sparsity Promoting DMD (DMDSP),
developed by Jovanovic et al. [8] to select only significant
dynamics of subtle expressions as visually illustrated in
Figure 2. Further details of DMD and DMDSP are described
in the following Sub-sections 2.2.1, 2.2.2.
2.2.1 Dynamic Mode Decomposition
Dynamic Mode Decomposition (DMD) [7] is designed to
extract coherent structures at a single temporal frequency or
dynamic mode e.g. flows in fluid dynamics [7] and motions
in surveillance videos [21]. The DMD technique was first
proposed and utilized in the analysis of fluid dynamics
imagery. It analyzes sequences of “snapshots” from a data
matrix, which are regularly sampled from fluid motions
across time. Lets denote the N + 1 sequential frames as
{ψ0, ψ1, . . . , ψN}; the previous frame i.e. ψ0 evolves to
the next frame i.e. ψ1 over a regular temporal grid with
a constant duration ∆t. To model that evolution across
all frames of an image sequence, two clusters of previous
frames and next frames are formed as follows.
Ψ0 := [ψ0, ψ1, . . . , ψN−1] Ψ1 := [ψ1, ψ2, . . . , ψN ]
DMD assumes that dynamics between consecutive frames
are governed by a linear time-invariant transformation A
such that ψt+1 = Aψt for t ∈ [0, . . . , N − 1]. Hence,
Ψ1 = [ψ1, ψ2, . . . , ψN ] (4)
= [Aψ0,Aψ1, . . . ,AψN−1] = AΨ0
For a rank-r matrix of the cluster Ψ0, the transformation A
can be further spanned on a proper orthogonal basis U for
an optimal representation F ∈ Cr×r as follows.
A ≈ UFU∗ Ψ0 = UΣV ∗ (5)
where U∗ is a complex conjugate transpose of the basis
U , which is obtained from an economy-size singular value
decomposition (SVD) of Ψ0. The economy-size SVD is ap-
plicable for a tall matrix, Ψ0 ∈ CM×N , as the number of
pixels M of each frame ψt is often many more than N , the
number of frames. As DMD models the evolution of the
cluster Ψ0 into the cluster Ψ1 with a linear transformation
A, the evolution can be regarded as a time-invariant sys-
tem Ψ1 = AΨ0. The transformation A can be found by
minimizing the following Frobenius norm:
arg min
A
‖Ψ1 −AΨ0‖2F = arg min
F
‖Ψ1 −UFΣV ∗‖ (6)
With a few linear algebra calculations, the optimal solution
for the above formula is achieved as:
Fdmd = U
∗Ψ1V Σ−1 (7)
As Fdmd is a rank-r matrix, it has a full set of linearly
independent eigenvectors {y1, . . . ,yr} and corresponding
eigenvalues {µ1, . . . , µr}. Then, Fdmd can be expressed in
diagonal form,
Fdmd = Y DµZ
∗ =
[
y1 . . . yr
] µ1 . . .
µr

z
∗
1
...
z∗r

(8)
where {z1, . . . ,zr} are eigenvectors of F ∗dmd. These eigen-
vectors are bi-orthogonal to the {y1, . . . ,yr}, which means
Z∗Y = I and F tdmd = Y D
t
µZ
∗. As a linear time-
invariant system A is assumed to govern the dynamics
between sequential frames, an evolution of a frame ψt can
be formulated according to an initial frame ψ0 as below.
ψt = A
tψ0 ≈ (UFdmdU∗)tψ0 = UY DtµZ∗U∗ψ0 (9)
Let Φ = UY be the DMD modes and A = Z∗U∗ψ0
as the corresponding magnitudes, then a frame ψt can
be rewritten regardless of ψ0 as ψt = ΦDtµA. With the
amplitudes in Dα and the Vandermonde matrix, Vand,
representing temporal evolution and Φ representing spatial
modes, the frame cluster Φ0 is reformulated as follows:
Ψ0 = [ψ0 . . . ψN−1] ≈ ΦDαVand (10)
= [φ0 . . . φr]
α1 . . .
αr

1 . . . µ
N−1
1
...
. . .
...
1 µN−1r

6Determination of unknown amplitudes α := [α1 . . . αr]T
depends on the solution of the following optimization prob-
lem.
arg min
α
‖J(α)}| = arg min
α
‖Ψ0 −ΦDαVand‖2F (11)
where the optimal DMD amplitudes can be obtained by,
αdmd = ((Y
∗Y ) ◦ ( ¯VandV ∗and))−1diag(VandV Σ∗Y )
(12)
2.2.2 Sparsity Promoting Dynamic Mode Decomposition
Though an optimal amplitude for each mode is found by the
Equation (11), the amplitudes are solved with the assump-
tion that every mode is equally significant. However, it is
not always true and especially not correct for dynamics of
micro-expressions. These dynamics are sparse as these ex-
pressions are naturally concise and sudden. Therefore, only
these sparse modes are significant while the rest can be re-
moved without much loss in re-construction of the original
signals. In order to reveal the sparsity of the dynamics and
its approprate amplitudes, we adopt the sparsity-promoting
DMD approach of Jovanovic et al. [8] which adds sparse
constraints into the DMD formulation. It allows trade-off
between loss of signal reconstruction and the number of
sparse modes.
As DMD only analyzes data and does not apply any
sparse constraints, the number of DMD modes is equal to
the number of frames. DMDSP selects a subset of these
DMD modes which have dominant influence on the recon-
struction of a given sequence. Implementation of sparsity-
constraints involves the following two steps.
1) Identification of sparsity structure such that a user-
defined trade-off between the number of extracted
modes and approximation error is achieved.
2) Identification of optimal amplitudes for extracted
modes given the sparsity structure.
Jovanovic et al. [8] suggests that the sparse structure prob-
lem in the first step can be relaxed and formulated as the
l1-norm of the vector of magnitudes α:
arg min
α
J(α) + γ
r∑
i=1
|αi| (13)
where γ is a sparsity regularization parameter and αi ∈ α
is a DMD magnitude at rank-i, showing sparseness of the
vector α. The Alternative Direction Method of Multipliers
(ADMM) method [30] is utilized to solve the above convex
optimization problem. Given the fixed sparsity structure,
vectors of magnitudes α can be optimized as a solution to
the following constrained convex optimization problem:
arg min
α
(|J(α)|) s.t. ETα = 0 (14)
where the matrix E represents the sparsity structure of the
amplitude vector α ∈ Rr×m, identified in the first step; m
represents the number of αi with zero values. Each column
vector has only one non-zero element corresponding to each
zero component of α; for example, with α ∈ C4 and α =
[α1, 0, α3, 0]
T , E is given as follows.
ET =
[
0 1 0 0
0 0 0 1
]
(15)
Jovanovic et al. [8] show that the optimal DMD amplitudes
with a fixed sparsity structure can be computed as follows.
αdmdsp =
[
I 0
] [ P E
ET 0
]−1 [
q
0
]
(16)
More details about solutions of these sparsity-constrained
problems can be found in [8].
2.3 Sparse & Uniform Sampling for Redundancy Re-
moval
In the uniform approach, TIM partially removes redundant
information by interpolating or synthesizing fewer frames at
an arbitrarily temporal grid. This new grid is defined by the
number of interpolated frames such that they are temporally
equispaced. This technique of redundancy removal only
works if more frames are interpolated at the significant part
and less frames are interpolated at the insignificant part
of a sample signal. For example, the discrete signal of the
Figure 3a has 24 points nine of which are in a significant
region and the rest are not. When the uniform sampling
interpolates the signal and synthesizes only 13 points in
which six are in significant regions and the rest are not. The
ratio between redundant and significant points is dropped
from 159 of the original signal to
7
6 of the synthesized signal.
It means that the generated signal becomes less redundant.
The significant drawback of this approach is that it interpo-
lates new frames at regularly separated positions regardless
of the signal’s sparse structure. As positions of interpolated
frames on the signal are decided by how many frames
should be interpolated, that number can only be arbitrarily
decided without any knowledge about structures of input
signals. Moreover, even with this prior knowledge, finding
optimal numbers of generated frames is also difficult due to
regularly spaced temporal interpolation. The interpolation
is unadaptive to the signals’ structures. In brief, there is no
specific method to guarantee optimal removals of redun-
dancy in the case of uniform sampling.
The sparse sampling approach, DMDSP, tackles signif-
icant drawbacks in the uniform sampling approach, TIM.
While DMD, like TIM, only analyzes the signal and models
dynamics in a sample signal regardless of its sparse struc-
ture, DMDSP (sparse-promoting DMD) has incorporated
the sparse constraints into the analysis. It is formulated
as a convex optimization problem in Equations (14) and
(16). Solutions of these problems are sparse structures E
of the sample signal and their optimal amplitudes α. With
the sparsity constraint, amplitudes of dynamics are large
if they have profound contribution on the approximate
reconstruction of original sequences. Otherwise, their am-
plitudes are small or nearly zero. In the sparse sampling
approach, redundancy is eliminated by removing modes
with small or near-zero amplitudes; then, sequences are
reconstructed with the remaining dominant modes. The
reassembled signal is shorter and only contains significant
parts of the signal, as demonstrated in Figure 3c, a result
of applying sparse sampling on the sample signal of Figure
3a. The reconstructed signal in Figure 3c demonstrates the
main advantage of sparse sampling over the uniform one
as redundancy of the dynamics in a signal is removed more
accurately by DMDSP than TIM.
73 DYNAMIC ANALYSIS OF SPONTANEOUS SUBTLE
EMOTIONS
Since human beings control several muscles, either con-
sciously or sub-consciously, beneath their skins to form
facial expressions as the main non-verbal communication
of their emotional states, characteristics of the expressions
heavily depend on muscular movements. Understandably,
researches of automatic facial expression recognition show
superiority of spatiotemporal features over their spatial
counterparts i.e. LBPTOP has been shown to be better than
LBP and Gabor-like features in [22]. It shows that temporal
changes or dynamics across consecutive frames significantly
contribute to recognition of normal facial expressions. For
subtle expressions, careful analysis of temporal dynamics
becomes more crucial as subtle facial expressions are not
visually far from neutral faces, especially to human eyes.
The possibility of correctly recognizing or detecting subtle
emotions greatly depends on how discriminating the tem-
poral dynamics across consecutive frames are. Despite their
importance, a spatiotemporal feature like LBPTOP only
partly utilizes these dynamics without further analysis, vi-
sualization or enhancement. To better leverage these subtle
facial movements, we utilise the DMD analysis technique,
introduced in 2.2.1, to separate, analyze and visualize facial
dynamics. As TIM and DMDSP are only sampling the orig-
inal sequence uniformly or sparsely, respectively, the result
of these pre-processes are sequences of generated frames in
either case. Therefore, like original frames, each generated
frame can be then analyzed by DMD for their contributions
to overall dynamics regardless of sampling strategies. DMD
decomposes an image sequence into three main compo-
nents: spatial modes Φ, amplitudes α and temporal dynam-
ics µ as per Equation (10). While spatial modes and temporal
dynamics represent separated spatial and temporal informa-
tion, an amplitude measures a contribution of each spatial
mode and its corresponding temporal dynamic of each
frame in the reconstruction of the original image sequence.
Since frames are assumed to be linearly independent, the
number of dynamic modes and magnitudes, i.e. the rank r,
is equal to the number of input frames. As a result, each
frame has its corresponding DMD amplitude. The more
activities each frame of facial expressions has, the larger its
DMD magnitude is. DMD magnitude is a frame-by-frame
measurement of facial activities; therefore, we can plot the
amplitudes against the frame index as a visualization of
micro-expressions’ dynamics. These plots show temporal
analyses of dynamics for video sequences of subtle emotions
from the CASME II and SMIC corpora. A disadvantage of
the above visualization method is that this temporal analysis
is only applicable for individual video sequences. However,
it is not able to be generalized for the whole databases
collectively due to the variety of frame-lengths among video
sequences. To visualize the general dynamics of subtle
emotions in a database, we propose spectral analyses in
place of temporal analyses as the frequency bandwidth of
dynamics is fixed to a certain range with respect to sampling
rates or recording frame rates regardless of frame-lengths.
With temporal and spectral analyses, we can visualize and
analyze the dynamics of both individual samples and whole
databases. When redundancy of dynamics is gradually re-
moved, these analyses provide observations of changes in
dynamics at both levels. Therefore, they help identify which
temporal parts and frequency bandwidths are important or
redundant for a video sequence of a micro-expression or
a whole database of spontaneous subtle emotions. These
observations of significant temporal and spectral parts of
signals can be compared with prior knowledge about micro-
expressions such as the duration of micro-expressions last-
ing between 125s and
1
15s [5]. More importantly, they provide
visualization of dynamic behaviors for several classes of
subtle expressions. Hence, we can learn about temporal
and spectral dynamical characteristics of each type of subtle
emotion across different levels of redundancy removals or
dynamic sparsity.
3.1 Temporal Analysis
Analysis of dynamics in the temporal domain involves
plotting the DMD amplitudes of an image sequence against
corresponding frame indexes. The plots of amplitudes over
time give a hint at temporal locations where most motions
happen. In this section, the temporal analyses are done for
sequences, pre-processed by uniform and sparse sampling
approaches of redundancy removals for several percentages
of preserved frames. They help analyze and visualize how
sparse and uniform sampling affect overall dynamics of
sequences. The following subsections demonstrate without
loss of generality the temporal analysis of uniform and
sparse dynamics for two randomly selected samples from
the CASME II database ( EP02 01f of Subject 01, EP08 03 of
Subject 17 ).
3.1.1 Temporal Analysis of Uniform Sampling
In the uniform sampling, dynamics are learned through
interpolation of an original sequence and regenerated into
a shorter one. This generated sequence is then analyzed by
DMD for the dynamic amplitudes of corresponding frames.
As TIM regularly samples an original dynamic by a tempo-
rally equispaced grid, the DMD amplitudes can be mapped
to the original sequence in the same grid. For example, lets
assume an input sequence of 32 frames; TIM interpolates
five frames at the following indexes: 1,8,16,24,32. Then DMD
amplitudes of these five frames correspond to dynamics
at five positions 1,8,16,24,32 of the original sequence while
other positions are supposed to have zero-dynamics. The
number of interpolated frames over the original frame
length is a percentage of preservation. The above approach
is used for computing and plotting temporal dynamics of
the chosen sequences in Figures 4, 5. In these plots, 25%,
50%, 75%, 95% and 100% of the frames are preserved for
temporal analysis. Note that 100% means no TIM interpola-
tion of original frames has been done and a video sequence
is directly analyzed by DMD for dynamical amplitudes.
As TIM interpolation likely down-samples the dynamics,
the temporal dynamics of lower percentages of preserved
frames look like the blurred versions of higher percentages.
3.1.2 Temporal Analysis of Sparse Sampling
As the sparse sampling approach looks for significant
frames of original dynamics, it is possible to determine
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Fig. 4: Temporal Analysis with Uniform Sampling in which
plots illustrate facial dynamics of Subject 01 in the sample
EP02 01f of the CASME II corpus w.r.t. percentages (p) of
preserved frames: 25%, 50%, 75%, 95% and 100% of the
original frame length
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Fig. 5: Temporal Analysis with Uniform Sampling in which
plots illustrate facial dynamics of Subject 17 in the sample
EP08 03 of the CASME II corpus w.r.t percentages (p) of
preserved frames: 25%, 50%, 75%, 95% and 100% of the
original frame length
redundant frames among original sequences. Correspond-
ingly, amplitudes of these frames are masked to zeros while
the rest of the amplitudes are analyzed in DMD. Since sparse
structures are regulated by the γ parameter, its value also
controls how many percentages of frames are preserved. For
a certain range of γ value [38 − 20000], these percentages
vary between 5% and 100%. Figures 6 and 7 show temporal
analyses of sparsely sampled dynamics for 25%, 50%, 75%,
95% and 100% preserved frames. Note that 100% means the
DMD amplitudes of original sequences are not processed by
DMDSP. These plots show how the sparse dynamics change
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Fig. 6: Temporal Analysis with Sparse Sampling in which
plots illustrate facial dynamics of Subject 01 in the sample
EP02 01f of the CASME II corpus w.r.t percentages of pre-
served frames: 25%, 50%, 75%, 95% and 100% of the original
frame length
across different percentages. Furthermore, they show consis-
tency of sparse structures, learned by DMDSP with different
γ values, especially in Figure 7.
Comparisons between temporal analyses of uniform and
sparse sampling ( Figure 4 vs Figure 6 or Figure 5 vs Figure
7 ) show that sparse dynamics have more consistent and
clearer patterns than uniform dynamics. For instance, plots
of DMD magnitudes of the sample EP08 03 have consistent
shapes for frames 0-19 across multiple percentages (25%,
50%, 75%) of preservation. Meanwhile, uniform sampling
blindly selects equispaced indexes and removes in-between
frames. Therefore, plots of DMD magnitudes α are radically
different given various percentages of preservation p in
the Figure 5. Furthermore, the DMD magnitudes α in the
Figure 5 represent how much each frame contributes into
the reconstruction of original dynamics. Therefore, consis-
tent structures of sparse sampling plots, Fig. 7, and their
magnitudes provide locations and weights of significant
dynamics in an image sequence.
3.2 Spectral Analysis
Temporal analysis is only useful for inspecting dynamics of
a single sample. It is not able to summarize and visualize
dynamics of several samples due to varying frame-lengths
across different samples. Therefore, temporal analysis is
unable to show dynamical characteristics of the whole
CASME II or SMIC databases. Spectral analysis avoids the
frame-length problem through analyzing video samples of
databases in the frequency domain. As DMD decomposes
an image sequence into spatial modes φ, amplitudes α
and temporal dynamics µ in Equation (10), the frequency
of dynamics fDMD can be computed from the temporal
dynamics µ as follows.
fDMD = log(µ)fs (17)
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Fig. 7: Temporal Analysis with Sparse Sampling in which
plots illustrate facial dynamics of Subject 17 in the sample
EP08 03 of the CASME II corpus w.r.t percentages of pre-
served frames: 25%, 50%, 75%, 95% and 100% of the original
frame length
where fs is the maximum sampling frequency or frame-
rate of an image sequence. The frame-rate also limits the
bandwidth of dynamics as fDMD ∈ BDMD = [0 . . . fs/2]
Hz according to the Nyquist-Shannon Sampling Theorem
[2] which states that the maximum frequency of a signal
is half of its sampling frequency. For example, the CASME
II database is recorded with frame-rate 200 fps; then, its
spectral bandwidth of dynamics is [0 − 100] Hz. Similarly,
SMIC has [0− 50] Hz bandwidth according to its frame-rate
100 fps. With the Equation (17), a frequency value fDMD
can be found for each temporal dynamic value µ; therefore,
each fDMD has a corresponding amplitude α. Moreover,
spectral analysis of an image sequence results in a histogram
of amplitudes α over bins of frequencies fDMD. Given that
all videos in the same database have the same frame-rate,
bandwidth, hence the same number of bins, it is valid to
sum up histograms of all sequences from the same database
to produce spectral analysis of a database. For instance,
Figure 8 shows the spectral analysis with DMD of CASME
II and Figure 9 demonstrates the dynamics of SMIC over
its spectral bandwidth. These figures show the spectra of
temporal dynamics from original videos of CASME II and
SMIC, which are not pre-processed by neither uniform nor
sparse sampling. These spectra of both databases are spread
over the whole bandwidth; therefore they do not provide
any information about dominant temporal dynamics of
micro-expressions. The lack of dominant spectra might be
due to noises, generated by redundancies of neutral faces
as their differences are not due to motions but illuminating
conditions.
The proposed sparse sampling techniques remove re-
dundant neutral frames and reveal significant spectra of
dynamics. In addition, plots of spectral analysis visualize
the dominant spectra and how a whole database responds to
different sparsity levels or percentages of preserved frames.
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Fig. 8: Spectral Analysis on Spontaneous Subtle Emotions of
CASME II
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Fig. 9: Spectral Analysis on Spontaneous Subtle Emotions of
SMIC
In the following subsections, spectral analyses are used
for analyzing uniformly and sparsely sampling approaches
with respect to different percentages. Note that these per-
centages are inversely proportional to the sparsity levels.
Five percentage values i.e. 5%, 25%, 50%, 75% and 100% of
preserved frames over the original frame-lengths are used in
the following analysis of both uniform and sparse sampling.
3.2.1 Spectral Analysis of Uniformly Sampling Dynamics
Section 2.3 discussed the technicality of the uniform sam-
pling approach like TIM [6] for removing dynamic redun-
dancies. In this section, we visualize redundancy removals
of the uniform sampling in the spectral domain for whole
databases. Figures 10 and 11 demonstrate several spectral
analyses of CASME II and SMIC with respect to four per-
centages of preserved frames p = {5%, 25%, 50%, 100%},
four plots with different colors. These plots in Figures 10
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Fig. 10: Spectral Analysis of CASME II database pre-
processed with Uniformly Sampling approach and four
percentages of preserved frames p = {5%, 25%, 50%, 100%}
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Fig. 11: Spectral Analysis of SMIC database pre-processed
by Uniformly Sampling approach and four percentages of
preserved frames p = {5%, 25%, 50%, 100%}
and 11 show that the uniform sampling approach tends to
suppress the dynamics of the lowest and highest parts of the
bandwidth while they smoothen the dynamics in the middle
frequency ranges. In other words, the uniform sampling
approach behaves like a band-pass filter for dynamics since
frames are interpolated at equispaced points along a mani-
fold. It linearly combines nearby original frames, preserves
spatial characteristics whilst smoothing temporal profiles [6]
[27].
3.2.2 Spectral Analysis of Sparsely Sampling Dynamics
In contrast to the previous section 3.2.1 about spectral
analyses for uniform dynamics by TIM [6] on CASME II
and SMIC databases, this section shows spectral analysis
of sparse dynamics with DMDSP [8]. While Section 2.2.2
102 103 104
0
5
10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85
90
95
100
Gamma γ
Pe
rc
en
ta
ge
p
(%
)
CASME2
SMIC
Fig. 12: Gamma Analysis of CASME II and SMIC databases
with Sparse Sampling approach, which demonstrates in-
versely proportional relation between percentages of pre-
served frames p and sparsity parameter γ
elaborates how the sparsity constraint with a regulation
parameter γ is formulated in DMDSP, this section explains
a relation between sparsity levels and percentages of pre-
served frames. More importantly, it analyses the sparse
dynamics on CASME II and SMIC databases.
The regulation parameter γ in Equation (13) controls
sparseness enforced by DMDSP. The higher the γ values are,
the more sparsity constraints are enforced. In other words,
more dynamics are removed with increments of γ values.
However, the optimization problem in Equation (13) also
involves losses during reconstruction from the sparse dy-
namics. To achieve this optimization, trade-offs are made be-
tween reconstruction loss and the number of dynamics. The
solution is to increasingly removing unimportant frames
from the sequence as the sparsity level i.e. γ increases.
Hence, there is an inversely proportional relation between
sparsity values γ and percentages of preserved frames. This
relationship is shown through plots of percentages over
logarithmic ranges of γ values in Figure 12. To generate the
Figure 12, we choose 400 gamma values, equispaced in the
logarithmic scale, in a range [38-20000]. DMDSP is applied
to a video sample with these gamma values. Due to the
sparsity constraint, many suppressed dynamics with near-
zero amplitudes are removed from the sequences. From the
number of remaining frames, a percentage of preserved
frames can be computed for the corresponding gamma
value. Figures 13 and 14 show spectral analyses of CASME
II and SMIC databases with different percentages of pre-
served frames for redundancy removals. Spectral analyses
are done for 5%, 10%, 15% until 100%; however, only a few
are displayed for simplicity of the plot. Sparse structures
are learned with DMDSP, sparsity-promoting DMD, on dy-
namics of image sequences in the sparse sampling while
the uniform sampling with TIM just averagely interpolates
from original frames. Spectral analyses of both databases
show similar trends in which high-frequency components
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Fig. 13: Spectral Analysis of CASME II database, pre-
processed by Sparse Sampling approach and five percent-
ages of preserved frames p = {5%, 25%, 50%, 75%, 100}
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Fig. 14: Spectral Analysis of SMIC database, pre-processed
by Sparse Sampling approach and five percentages of pre-
served frames p = {5%, 25%, 50%, 75%, 100%}
are suppressed by the decreasing percentages or increments
of sparsity. In other words, most sparse structures or dy-
namically significant frames are located at low frequencies
from 0 Hz to 25 Hz. According to Ekman [5], the duration
of subtle emotions is more than 125 s. Therefore, the spectra
of temporal dynamics should be significant below 25 Hz,
which are well spotted by the sparse sampling approach in
both CASME II and SMIC databases.
4 EXPERIMENTS & DISCUSSION
In this section, our experimental results for different ap-
proaches of redundancy removal are reported and analyzed
for both the CASME II and SMIC databases. The CASME II
corpus [3] has samples from seven different classes or labels:
”others” (O), ”disgust”(D), ”happiness” (H), ”surprise” (S),
”repression” (R), ”fear” (F), ”sadness” (S). However, only
the first five of the mentioned classes have enough samples
for any statistically meaningful experiments, as shown in
the Table 2, and as considered in the database designers’
baseline experiments. Meanwhile, the SMIC corpus includes
three different emotional categories: ”positive” (P), ”nega-
tive” (N) and ”surprise” (S). Hence, we report experimental
results of 5-class and 3-class classification for CASME II and
SMIC corpora accordingly. For both CASME II and SMIC,
labeling was done by the designers per a video sample
rather than per a frame. In other words, all frames of a video
sample are assumed to have the same emotional labelsas
each video sample is actually a cropped video clip from
a raw footage based on detected onset (beginning of the
emotion) and offset (ending) points. Hence, the automatic
recognition of subtle emotions is trained and tested at the
granularity of video samples assuming that facial expres-
sions in a video sample correspond to only one emotional
state. The assumption is justified by procedures of sample
acquisition in CASME II [3] and SMIC [6].
In the following experiments, ”Sparse Sampling” (SS),
”Uniform Sampling” (US), ”Generative∗” (US∗) and ”Ran-
dom” (RA) approaches for redundancy removals are com-
pared against the ”Baseline” (BL) result of subtle emotion
recognition tasks. Note that the US and US∗ approaches
both utilize TIM for generating temporal dynamics but for
different frame-length parameters. In the US approach, the
number of frames is adaptively synthesized with respect
to percentages (45%, 50%, . . . , 100%) of preserved frames
for each sequence. The US∗ approach strictly interpolates
each video sample into fixed frame-lengths i.e. 150 frames in
Wang et al. [16] and 10 frames in Pfister et al. [6]. Meanwhile,
the BL approach shows performances of systems without
eliminating dynamic redundancies. In the RA approach,
frames are randomly collected from the original sequences
such that a certain percentage (45%, 50%, . . . , 100%) of
frame-length is acquired. While the SS and US approaches
are discussed in detail and comparatively analyzed in pre-
vious sections 2.1 and 2.2, inclusion of the RA, BL, US
and US* approaches aims to confirm the superiority of
the proposed Sparse Sampling (SS) approach over random
or no elimination of redundant frames as well as uniform
sampling approaches from the previous works [3], [6]. Ex-
perimental parameters are further elaborated for the rest of
this section and summarized in Table 4.
TABLE 4: Experimental parameters of sampling approaches,
uniform LBPTOP feature, and Support Vector Machine
(SVM) classifier with respect to SS, US, US*,RA and BL
approaches
Preprocessing Uniform LBPTOP SVM
Method Parameter CASME II SMIC K c g
SS DMDSP [45:5:100] % 5x5x1 8x8x1 RBF 104 .5
US TIM [45:5:100] % 5x5x1 8x8x1 RBF 104 .5
US* TIM CASME II: 150SMIC: 10 5x5x1 8x8x1 RBF 10
4 .5
RA RAN [45:5:100] % 5x5x1 8x8x1 RBF 104 .5
BL N/A N/A 5x5x1 8x8x1 RBF 104 .5
12
TABLE 1: Performance measures (F1 score (F1), Recall Rate (R) and Precision Rate (P)) of the proposed SS approach, in
comparison to the US, US*, (RA) and BL approaches w.r.t each class of CASME II (O,D,H,S,R) and SMIC (P,N,S) corpora
CASME II SMIC
Others (O) Disgust (D) Happiness (H) Surprise (S) Repression (R) Negative (N) Positive (P) Surprise (S)
F1 RR PR F1 RR PR F1 RR PR F1 RR PR F1 RR PR F1 RR PR F1 RR PR F1 RR PR
SS .56 .64 .50 .27 .23 .32 .58 .55 .62 .67 .52 .93 .39 .41 .38 .53 .48 .59 .60 .70 .53 .64 .62 .67
US .52 .58 .47 .09 .07 .12 .36 .48 .29 .34 .24 .60 .32 .30 .35 .37 .36 .38 .40 .46 .35 .44 .37 .55
US* .47 .52 .44 .20 .19 .20 .37 .44 .32 .12 .08 .22 .18 .15 .24 .46 .41 .52 .49 .53 .45 .48 .51 .46
RA .49 .54 .44 .13 .12 .14 .25 .42 .18 .10 .06 .19 .32 .30 .34 .38 .36 .41 .36 .46 .30 .37 .29 .52
BL .47 .53 .42 .25 .22 .27 .33 .31 .34 .42 .40 .43 .30 .26 .35 .39 .36 .42 .41 .49 .35 .39 .35 .45
TABLE 2: Number of video samples for each class
of CASME2 (H,D,R,S,O) and SMIC (P,N,S) corpora
CASME II SMIC
Emotion Label # samples Emotion Label # samples
Happiness H 33 Positive P 51
Disgust D 60 Negative N 70
Repression R 25 Surprise S 43
Surprise S 27
Others O 102
Fear N/A 2
Sadness N/A 7
TABLE 3: Performance measures (F1 score, Recall Rate and
Precision Rate) of the proposed SS approach, in comparison
to the US, RA and BL approaches
.
CASME II SMIC
ACC F1 RR PR ACC F1 RR PR
SS .49 .51 .47 .55 .58 .60 .60 .60
US .38 .35 .33 .37 .40 .41 .40 .43
US* .33 .28 .27 .28 .48 .48 .49 .48
RA .34 .29 .29 .29 .37 .39 .37 .41
BL .38 .35 .34 .36 .40 .40 .40 .41
After dynamics of signals are manipulated and shorter
videos are reconstructed from remaining dynamic modes,
all video frames of the same database are spatially nor-
malized as they are resized to a fixed resolution. Denote
that the resized and shortened videos have nr rows, nc
columns and nf frames. In the CASME II corpus, nr and
nc are set to 340 and 280 respectively; meanwhile, nr and
nc for SMIC are fixed at 170 and 140 respectively. Then,
a feature vector is extracted from each video sample as
follows: (i) dividing each image sequence into a nb × nb × 1
matrix of non-overlapping volumetric 3-D blocks with size
(nrnb ,
nc
nb
,
nf
1 ) where (nb = 5) for CASME II and nb = 8
for SMIC); (ii) extracting a histogram from each block by
uniform 4-connected LBPTOP4, 4, 4, 1, 1, 3 [22] with (1, 1, 3)
as correspondent horizontal (Rx), vertical (Ry) and tempo-
ral (Rt) radii; (iii) concatenating all histograms of nb × nb
volumetric cells into the feature vector. The number of
blocks and LBPTOP configuration are chosen for replicating
experimental results from Table 4 in [3] and Table 4 in SMIC
[9]. Though Yan et al. [3] proposes that Rt = 4 gives the
best accuracy, we choose Rt = 3 to satisfy minimum frame-
length (2 × Rt + 1 = 7) for LBPTOP feature extraction
even if only 45% of original frames are preserved. Given the
mentioned details of LBPTOP feature extraction for CASME
II and SMIC, dimensions (D × 1) of feature vectors are
computed byD = nb2×15×3. Note that 15 is the dimension
of each uniform LBPTOP histogram, 3 is the number of
considered planes XY ,XT and Y T , and nb2 is the number
of blocks. As a result, the dimensions (D) of features for
CASME II and SMIC experiments are 1125 and 2880.
After LBPTOP feature extraction, Support Vector Ma-
chine (SVM) with Radial Basis Function (RBF) is utilized for
training classifiers with extracted feature vectors. The RBF
kernel is employed so that the classifier SVM optimizes deci-
sion hyper-planes for these multi-class recognition problems
in the infinite similarity spaces of RBF kernel rather than
original small feature spaces i.e. 1125-D feature of CASME
II samples and 2880-D features of SMIC samples. So far, the
cost parameter (c) and Gaussian Kernel Bandwidth (g) are
set to 104 and 0.5 respectively, as shown in Table 4. The
kernel bandwidth is kept at a default value 0.5 and the cost
parameter (c) is set to a very large value to prevent misclas-
sification of inter-class samples from the same subject.
As facial expressions and identities are inseparable char-
acteristics of all video samples, the special Leave-One-
Subject-Out (LOSO) protocol [31] [32] [9] [6] is also enforced
to prevent subject identities interfere with classification of
subtle emotions. LOSO is an exhaustive cross-validation
technique, partitioning corpus testing and training sets
according to subject identities. It requires samples of the
testing corpus from one subject and those of the training
corpus from the other subjects. For example, if Subject 1
of CASME II corpus is chosen as the test subject, all nine
video samples of the subject are preserved for testing. The
other video samples (238) are used for training the classifier
SVM-RBF. These processes are folded until every subject is
employed in the test corpus once. There are 26 subjects in
the CASME II database hence 26 folds of cross-validation in
the LOSO protocol are carried out. All 26 combinations of
training and testing samples can be inferred from Table 2
in [4]. For performance metric, Accuracy (ACC), F1-score
(F1), Recall (RR) and Precision (PR) Rates are employed
in this work due to class imbalance or high skewness [4]
in CASME II and SMIC . With respect to each class ”c”,
the F1c, Rc and Pc are computed from the number of true
positive (TPc), false negative (FNc) and false positive (FPc)
as follows.
RRc =
TPc
TPc + FNc
PRc =
TPc
TPc + FPc
F1c =
2RcPc
Rc + Pc
For overall performance on the whole corpus, F1-score,
Recall and Precision rates of the dataset are taken as the
mean of all respective values of its classes; meanwhile, the
overall accuracy (ACC) is computed as
∑
c TPc∑
c TPc+FNc
. Table
13
1 shows average evaluation results across all folds and all
classes; meanwhile, Table 3 displays the average evaluation
results across all folds for each class. Note that the CASME
II paper [3] employs a different evaluation protocol Leave-
one-video-out (LOVO); therefore, Yan et al. [3] reports much
different and higher accuracy rates for 5-class emotion
recognition with the CASME II database in Table 4 of [3].
These results of LOVO are incomparable to those of LOSO
in Table 3. As LOVO involves samples belonging to the same
subject in both training and testing corpora, it may bias the
recognition results.
4.1 Sparse Sampling vs Uniform Sampling
In Table 3, average performances across all LOSO folds and
classes of five SS, US, US*, RA, and BL approaches are
compared. Furthermore, Figures 15a, 15c, and 15e show
plots of F1-score, Recall Rate and Precision Rate of 5-class
subtle emotion recognition on CASME II along percentages
(p) of preserved frames (45% - 100%) so do Figures 15b,
15d and 15f for the 3-class recognition on SMIC. These plots
allow visualization of performances of the approaches with
respect to different amounts of redundancy.
Among all evaluation results shown in Figures 15a-
15f, the best performances of the recognition system occur
at the minimum redundancy p = 45% for both CASME
II 5-class and SMIC 3-class recognition. Corresponding F1
scores, Precision and Recall rates are listed at the ”SS” row
for both CASME II and SMIC databases. It is experimen-
tally validated that the proposed SS approach effectively
removes dynamic redundancies compared to any other
methods. In accordance with Table 3 and Figures 15a-15f,
the SS approach improves F1, PR and RR by 40% and ACC
by 30% over the second-best performances i.e. BL or US
for CASME II corpus. Meanwhile, F1, RR, PR and ACC
of the SS approach are improved by 20%-25% over the
second best result (of the US* approach) for the SMIC cor-
pus. The performance gap between SS and US approaches
confirms the existence of sparse and redundant dynamics
in video samples of micro-expressions. Moreover, the pro-
posed SS approach effectively preserves sparse dynamics
i.e. emotional expressions, and removes redundant ones
i.e. neutral expressions. When redundancies are removed
from dynamics of expressions, it increases inter-class and
reduces intra-class distances between samples of different
emotional classes. As each class consists of video samples
from most if not all participating subjects, its intra-class
distances are large and inter-class distances are small due to
redundant facial identities or neutral expressions. Through
elimination of these redundancies, discrimination of video
samples, reconstructed by the SS approach, w.r.t different
emotions is better than that of original samples. Therefore,
more compact but meaningful sequences in turn lead to
better recognition performances, as shown in Table 3.
The performance of the US approach is worse than the
SS and equivalent to BL as shown in Table 3 since TIM arbi-
trarily removes both discriminative and redundant features
by regularly sampling dynamics along a Laplacian mani-
fold. Moreover, the US only has better performances than
RA by a small margin 0.02-0.03 in terms of F1, RR, PR and
ACC. The US and US* rows show experimental results of
uniform sampling approach with different frame-lengths of
generated sequences. Results of these experiments, shown
in Figures 15a and 15f, show that the best performance of US
(green) lines occur at p = 60% for CASME II and at p = 90%
for SMIC. The best F1, PR and RR of the US approach are
presented at the second row of Table 3. In Yan et al. [3]
and Pfister et al. [6], TIM is used for opposite purposes.
While CASME II’s sequences are lengthened or extrapolated
to 150 frames for every sequence in [3], SMIC sequences are
shortened or interpolated to 10 frames in [6]. The US* results
in Table 3 show recognition performances with respect to
those uniform sampling parameters. However, regardless
of extrapolation or interpolation, both the US and US*
approaches are inferior to the proposed SS approach in all
performance measures, as shown in Table 3 and Figures 15a-
15f. Overall, the proposed sparse sampling approach greatly
boosts performances of subtle emotion recognition tasks.
4.2 Sparse Sampling vs Other Methods
Yan et al. [3] uses the leave-one-video-out (LOVO) protocol
for evaluating performances of 5-class subtle emotion recog-
nition on CASME II database instead of the common LOSO
protocol. Though the merit of LOVO evaluation is question-
able due to involvement of same subjects in both training
and testing phases, we additionally carry out the evaluation
based on LOVO for directly comparing the proposed (SS)
approach with Yan el al. [3] (YA). The comparison is valid
as all experimental parameters of the proposed approach SS
for CASME II in Table 5 are also used in [3]. It is noted that
the SS approach in the table only uses 45% of original frame-
lengths. Table 5 shows a significant average improvement
in ACC, F1 score, Precision and Recall rates of SS over
YA with the LOVO evaluation protocol. Furthermore, the
improvement is also observed in four over five individual
classes ’Disgust’, ’Happiness’, ’Surprise’ and ’Repression’.
In the ’Others’ class, F1 scores of both approaches are equiv-
alent i.e. no improvement of SS over YA. It is due to skewed
sample distribution towards the ’Others’ class in CASME II
database, shown in Table 2 of [4]. Hence, hyperplanes of
SVM classifiers are over-fitted with respect to a cluster of
the ’Others’ samples. As the biased classifier tends to detect
large numbers of true positives as well as false positive
samples of the ’Others’ class, its recall rate in YA is high
but precision rate is low. Meanwhile in the SS approach, the
recall rate drops by 0.03 and precision rate increases by 0.04
from corresponding values of YA. SS partially removes the
bias toward the ’Others’ class and improves F1 scores, R and
P rates of the other categories.
Besides bench-marking against the baseline method of
the CASME II database [3], we also compare the proposed
approach to other more recent methods from Huang et al.
[10], Oh et al. [11], Liong et al. [12], Wang et al. [33] and Le
Ngo et al. [4] with respect to the above evaluation protocols.
Table 6 compares performances of the proposed ”Sparse
Sampling” method with other mentioned state-of-the-art
methods. Methods of [11], [12] and [4] are re-implemented;
hence, their results in Table 6 are re-evaluated according
to parameters of the proposed method with the LOSO
protocol. Meanwhile, Huang et al. [10] provides confusion
tables for both recognition evaluation on CASME II and
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TABLE 5: Leave-one-video-out evaluation on CASME II
database of Sparse Sampling (SS) approach and Yan et al.
[3] (YA)
Average Others (O) Disgust (D)
ACC F1 RR PR F1 RR PR F1 RR PR
SS .72 .71 .70 .72 .75 .76 .74 .74 .72 .75
YA .64 .59 .58 .60 .75 .79 .70 .60 .55 .66
(SS-YA)/SS +12% +20% +21% +20% 0% -4% +4% +23% +30% +14%
Happiness (H) Surprise (S) Repression (R)
F1 RR PR F1 RR PR F1 RR PR
SS .56 .61 .51 .82 .80 .83 .67 .59 .76
YA .47 .45 .48 .62 .64 .59 .51 .48 .54
(SS-YA)/SS +19% +33% +6% +33% +25% +41% +31% +23% +41%
SMIC; therefore, F1-score, recall and precision rates are com-
puted directly from the tables without re-implementation. In
general, the proposed approach outperforms most of state-
of-the-art methods for both CASME II and SMIC databases
except Huang et al. [10] on the CASME II database. Fur-
thermore, ”Sparse Sampling” is the only available method
that aims to select significant temporal dynamics before fea-
ture extraction; meanwhile, the other methods solely focus
on designing better features and classifiers. Experimental
results shows that proper selection of facial dynamics sig-
nificantly improves recognition rates of subtle expressions
while reducing computational efforts.
TABLE 6: Performance comparison in 5-class recognition for
CASME II corpus and 3-class recognition for SMIC against
other state-of-the-art methods with the LOSO protocol
CASME II SMIC
ACC F1 R P ACC F1 R P
Sparse Sampling .49 .51 .47 .55 .58 .60 .60 .60
Huang et at. [10] .59 .57 .51 .65 .57 .58 .58 .59
Oh et al. [11] .46 .43 .35 .55 .34 .35 .35 .34
Liong et al. [12] .42 .38 .36 .41 .53 .54 .55 .53
Wang et al. [33] .46 .38 .32 .47 .38 .39 .40 .38
Le et al. [4] .44 .33 .53 .29 .44 .47 .74 .40
Yan et al. [3] .38 .35 .34 .36 N/A N/A N/A N/A
Pfister et al. [6] N/A N/A N/A N/A .40 .40 .40 .41
5 CONCLUSION
This work is the first ever endeavour to analyze the dy-
namics of spontaneous subtle emotions and to learn their
sparse structures. Knowledge of these subtle dynamics and
the sparsity of data enable spontaneous micro-expressions
to be described more discriminately through pre-processing
video samples. Both sparse (DMDSP) and uniform sampling
(TIM) are compared in theory as principles for removing dy-
namic redundancy and then both are analyzed in the tempo-
ral and spectral domains. The experimental analyses show
that the sparse sampling approach is more accurate and
consistent than the uniform counterpart. Moreover, when
compared against the other state-of-the-art methods in rec-
ognizing spontaneous subtle emotion, the performances
of the proposed method are very competitive against the
state-of-the-art e.g. the best for the SMIC database and the
second for CASME II. Therefore, these experimental results
confirm the existence of redundancies in the dynamics of
spontaneous subtle emotions, and their removals by sparse
sampling cause micro-expressions to be more distinctive
and recognizable.
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(a) F1 Scores of different approaches on CASME II
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(b) F1 Scores of different approaches on SMIC
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(c) Recall Rates of different approaches on CASME II
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(d) Recall Rates of different approaches on SMIC
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(e) Precision Rates of different approaches on CASME II
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(f) Precision Rates of different approaches on SMIC
Fig. 15: Performance metrics (F1 score, Recall and Precision Rates) of various temporally sampling methods with respect
to a range of percentages of preserved frames (45%-100% original frame-length) on CASME II and SMIC databases
