In this paper we describe the application of data mining methods for predicting the evolution of patients in an intensive care unit. We discuss the importance of such methods for health care and other application domains of engineering. We argue that this problem is an important but challenging one for the current state of the art data mining methods and explain what improvements on current methods would be useful. We present a promising study on a preliminary data set that demonstrates some of the possibilities in this area.
Introduction
Critically ill patients need intensive care for their survival. In an intensive care unit (ICU), the vital functions of patients are being monitored continuously. In order to save a patient's life, these functions can be supported by medications or by a mechanical device when threatened, until the patient is able to perform these functions again autonomously. For example, a patient with respiratory failure can be mechanically ventilated or a patient with kidney failure can be supported with hemodialysis or hemofiltration. Although several major breakthroughs in patient care, monitoring systems and therapeutic modalities have led to an improved survival rate for ICU patients, many challenges remain. While 70% of the ICU patients need vital support and monitoring only for a few days and have a high chance of survival, 30% of the patients stay in the ICU for a longer period, sometimes even months. For these prolonged critically ill patients, the likelihood of dying raises as their length of stay increases (e.g. after 3 weeks the likelihood is 30%). These patients show a uniform picture of an immune system out of balance. Their immune system is depressed making them more subject to severe infections, or it is overactive and leads to a hyper-inflammatory state which threatens vital organ systems such as the lungs, the heart, the kidneys, the liver or the brain. Sometimes, in spite of maximal effort, this multiple organ failure cannot be resolved (even after weeks or months), leading to death of the patient. Current risk prediction models in intensive care (Rosenberg, 2002; Knaus et al., 1985 Knaus et al., , 1991 Le Gall et al., 1984; Lemeshow et al., 1993) were designed to predict the risk of mortality or complications for patient populations, but are not accurate enough for prediction for individual patients. Currently no tools exist to reliably predict an individual patient's chance of developing a complication such as organ failure.
There is already a lot of literature on data mining for ICU. On the one hand there are articles aimed at medical doctors and other experts in intensive care, explaining the range of data mining methods that are currently available and/or illustrating on specific problems how they can be useful (Lucas, 2004; Kreke et al., 2004; Kong et al., 2004; Sierra et al., 2001 ). On the other hand, there are articles aiming also (or mainly) at an audience from machine learning or statistics (Moser et al., 1999; Morik et al., 2000; Ganzert et al., 2002) , introducing specific problems in intensive care and how they can be solved with data mining techniques. Thus, there are articles that focus on concrete problems and solutions, and articles that introduce a range of solutions, but to our knowledge there are none that describe a range of challenges that need to be addressed. The latter would be interesting because, apart from saying what can be done for ICU with data mining, it is obviously useful to say what cannot be done in a satisfactory way right now, so that the machine learning community can focus on developing new solutions.
This article attempts to fill this gap. While it is not our intention to provide an exhaustive overview of all the challenges that ICU data mining poses, our own experiences on a specific dataset have yielded a list of challenges that seem worth looking at. In a first part of the paper we will discuss ICU data mining on a general level, listing the challenges that we see as well as possible directions for addressing them. In a second part of the paper we describe in some more detail our own experiments, which illustrate the points made before and show the potential of, as well as the problems faced by, current data mining approaches. We include research prototypes of cutting-edge data mining technology and well as standard data mining methods.
From an engineering point of view, the reported research is not only important for the ICU where it helps in the challenging task of optimising the available technical means to maximise the health of patients. It is more generally applicable to the study of living organisms (such as growing plants and animals on an industrial scale). Moreover, this research can help in assessing the added value of supporting and monitoring systems and possibly in a further development of these. Finally, similar techniques as used for predicting cohorts of patients can be used in other planning and scheduling problems in the field of engineering.
The remainder of this paper is structured as follows. In Section 2 we will describe the application, the data present in a typical intensive care setting, and the challenges of an intensive care unit. In Section 3 we will discuss approaches for building models in intensive care. Next, in Section 4 we will discuss the challenges we see for the data mining community. We will describe our preliminary study on a smaller data set in Section 5. We will conclude in Section 6 and outline our further work.
Intensive care

The application
Critically ill patients are patients in need of vital monitoring and/or support. People can need intensive care after major surgery, e.g. cardiac surgery. Also, solid organ transplant patients will be critically ill in the first days or weeks after their transplantation. People can be admitted urgently or unplanned to an intensive care unit, e.g. after a major trauma, severe burns, an overwhelming infection, an acute organ failure, an exacerbation of a pre-existing chronic disease. Of course, there is a wide range of severity of critical illness. Some patients need only monitoring and minor adaptations to their medication therapy, others need full support and monitoring. Because a lot of these patients are no longer able to take care of their basic needs, support of e.g. nutrition by artificially feeding these patients through intravenous infusion or infusion in the gastro-intestinal system is often necessary.
Available data
A wide range of data is available, but usually not in an integrated form. The central information of an ICU is of course the data on patients, of which we can distinguish the following:
• Demographic data : For every patient, demographic information (birth date, sex, address, etc.) is collected. Most of this data can be assumed to remain unchanged during the stay in the ICU.
• Historical data : Every patient may also have a medical history of previous illnesses and treatments, which may be relevant for decisions about treatment in the future. Unfortunately, this data is not always available, e.g. in the case of unplanned ICU admissions or due to the confidentiality of certain medical information.
• ICU stay data : This data forms a chronological record of the stay in the ICU. It includes regularly registered information about the state of the patient, and information about every treatment of the patient in the broadest sense. The first category can include · Parameter measurements : measurements of clinical parameters (e.g. temperature, blood pressure, heart rate, etc.). · Laboratory data : Laboratory results, obtained by examination of samples from the patient in a lab. · Bacteriological data : Information about infections of patients. · Subjective observations : Records of subjective observations of doctors and nurses about the patient (e.g. based on skin colour or other difficultly quantifiable observations). It has been observed that despite the huge effort in creating objectively measurable parameters and in standardisation, subjective observations remain very important (see also Section 5.7.1). The latter category concerning treatment information can include · Medications : data about medications administered to the patient. This data can be divided into two categories depending on the method of administration: bolus medication (administered at a particular point in time) and continuous medication (administered over a period in time in a continuous way). · Treatments : information about treatments the patient receives. Similarly, this can be divided into continuous treatments (e.g. mechanical ventilation, hemofiltration, etc.) and treatments at a particular time point or in a short time period (e.g. hemodialysis, surgery, etc.) · Feeding : Records of how much and which kind of food the patient receives. · Treatment policy decisions : Depending on the state of the patient and the evolution observed, doctors may decide at a given point in time to follow a particular treatment in the future for this patient. This may or may not have an immediate effect on the treatment itself.
Apart from patient data, several other data sources may be available and valuable for data analysis and decision making. In this paper we will call this information background data. This includes
• Medication information : Data on the known effects of medications and the typical situations in which and the reasons why they are applied.
• Expert knowledge : Partial knowledge from experts, e.g. describing the interpretation of (combinations of) symptoms, models of parts of the functioning of the human body, known interactions between medications or risks of treatments, etc.
Data collection challenges are twofold. First, the task of collecting the data for each of the categories described above is quite work-intensive. Even for those categories where automated collection of data is possible, it is necessary to check the correctness of it. Second, the integration of the different data sources is often difficult, due to the heterogeneous platforms and formats used to create this data, standardisation problems, confidentiality, etc.
Recently, many intensive care units are installing a Patient Data Management System (PDMS) that allows both online data collection and a database system where data from several sources is integrated. These approaches can greatly help to address both of the above problems.
ICU challenges
Crucial in intensive care is to provide the correct treatment and to detect clinical problems early enough so preventive or curative measures can be taken in time. If one can detect early that a patient's state is worsening, the chance of a successful treatment is higher. In practice, an intensivist analyses all the patient related data (obtained by clinical examination, patient monitors, laboratory analysis, technical examinations (such as radiology), the response of a patient to his treatment, etc), in order to detect a change in the condition of his patients. A decreasing trend in the functioning of a particular organ could indicate that there is a risk that this organ will fail in the near future. However, the data may contain much more information than one can currently extract from it. Human intellectual capacity is simply not capable of handling more than 5 to 7 different parameters at the same time (Miller, 1956) . In the early eighties already, it was estimated that an average ICU patient is described by approximately 250 different parameters.
Data mining could assist clinicians, analysing the data from ICU patients and detecting problems earlier than an experienced intensivist would. The chal-lenge then becomes twofold: first learn which patterns indicate which problems (i.e. learn to recognize the problem when it happens and in this way find patterns describing the diagnosis) and second learn to predict these patterns in the huge amount of data available as early as possible.
Once problems are detected, they should be solved by taking the appropriate actions (e.g. administer a treatment). Whether or not a certain action should be taken given the predicted risks depends on the cost and potential benefit of the action. Developing a strategy that optimises the cost/benefit trade-off is a non-trivial task. In this paper we consider only the problem of predicting risks. Developing a strategy that exploits these predictions and evaluating its benefit is considered future work.
Approaches to gaining domain knowledge in ICU
In the previous section we have explained that a large amount of data is available in the intensive care domain. We have also stated that the current knowledge and decision making expertise is incomplete and can be improved. Several approaches can be tried to use the data in helping to improve this expertise. In this section we give an overview of directions considered in the past.
Methods can be either symbolic or subsymbolic. We say a method is symbolic if the models it produces can be interpreted and can therefore improve the insight in the domain. A typical example of such a method is the use of decision trees which we will apply in Section 5. Often however, methods that provide the most accurate results are subsymbolic. E.g. a very complicated formula or a support vector machine may accurately predict a particular target attribute, without providing much insight. Both kinds of methods have their merits in the intensive care domain.
One can classify the approaches depending on the way their models are generated. A first strategy, the construction of hand-crafted models, is quite popular in intensive care research (Buchman, 2004) . These models are usually intended to describe a small part of the functioning of the human body. E.g. (Vodovotz et al., 2004 ) reviews specific models for the inflammatory response. They get complex quite quickly, e.g. models using 20 differential equations to describe one phenomenon are not exceptional. For a more global or longer term picture, the detailed knowledge to build a mechanistic model is often lacking. A second strategy can be applied here: the analysis of data to generate statistical patterns. These models make abstraction of a lot of low-level details and focus on what they want to explain or predict. As experts have partial domain knowledge, especially methods combining knowledge gained from data and knowledge provided by experts are valuable.
Although to the best of our knowledge no systematic study has been conducted on a large intensive care dataset, in recent years several efforts have shown the interestingness of applying machine learning methods. One of them is the work (Morik et al., 1999 (Morik et al., , 2000 which combines expert knowledge with statistical methods on a dataset of 148 patients which contains records of 118 attributes registered every minute (for a total of 679817 records). The result is a system that recommends therapeutic interventions. A number of approaches specialise on learning about a particular body function (e.g. (Ganzert et al., 2002) analyses the respiratory pressure-volume curves of mechanically ventilated patients), a particular problem ( (Moser et al., 1999) analyses hospital infections and (Verduijn et al., 2004 (Verduijn et al., , 2005 analyse threshold selection for models predicting length of stay in ICU) or considers a subpopulation of the intensive care patients (e.g. (Aoki et al., 2000 ) builds a predictive model for the survival of patients that undergo damage control surgery).
Central to all these approaches is collection of data. In recent years, researchers started actively to collect data for analysis (see e.g. (Saeed et al., 2002) ). It is recommendable to integrate the collection of data with the daily routine of the intensive care unit, so that data can be used both by clinicians for their current patients and by researchers for analysis.
The growing number of papers in the critical care literature that surveys basic data mining methods ( (Lucas, 2004) , (Kreke et al., 2004) , (Kong et al., 2004) , (Sierra et al., 2001) ) shows the significant interest of researchers in this domain to apply data mining methods to improve their knowledge.
Data mining challenges
In this section we discuss a number of challenges data miners face in this domain. Even though many of these challenges are also present in other application areas, the combination of these general challenges and a number of specific characteristics not found in other applications (see e.g. Section 4.2) makes intensive care a very interesting application domain. For each of these challenges, we will explain how we think, based on our past experience, one could address them.
Database size
When using on-line monitoring systems, a huge amount of data is generated.
Monitoring measurements are performed once per 1 to 3 minutes. About 20 attributes are measured, so we have about 20 × 60 × 24 × 365 = 10000000 measurements per bed per year. Our hospital has 56 beds in the surgical intensive care unit where online monitoring will be installed in the near future, which makes 500M measurements yearly, for about 2000 patients per year. Database administrators estimate that including all background information, indexes and administrative data, about 50GB of disk space will be needed yearly. The total number of critical care beds in the hospital is currently 250. The amount of data will increase by another order of magnitude when all 250 critical care beds will be monitored online. While this vast volume of data will challenge the processing capacities of data mining algorithms, it also creates opportunities to reach more reliable conclusions
To address this problem, one plausible way is to structure the domain using domain experts' knowledge. This allows to represent the data at the right level of abstraction, which can reduce the data set size significantly. E.g. knowing the time scale on which certain processes happen can help to structure the time dimension. E.g. as an infection develops over hours or days, one should not search for patterns of parameters evolving within minutes or weeks. Another example is the drug database, where a taxonomy on the drugs (describing their use) can help to abstract away from the huge amount of different drugs.
Individual characteristics of patients
Usually, machine learning techniques try to learn a function from examples to class labels directly. However, patients have individual characteristics. It is often difficult to compare absolute values of attributes between patients. Let us consider a few examples.
• The values of many attributes are considered abnormal if they change significantly from the previous values of this particular patient, rather than if they deviate significantly from some universal value. E.g. the definition of acute kidney failure relates the current creatinine level to the level on entrance of the ICU instead of giving an absolute threshold for the creatinine level. Deviation from the universal absolute value, before ICU admission, is of course an important indicator of the patient's pre-existing kidney failure and can be an indicator of chronical kidney failure.
• Certain patients may react more, less, faster or slower to certain medications.
Therefore, apart from the 'global' learning over patients, another level of 'local' learning of characteristics of patients would be useful. While at the time of admission little is known about the patient, after a few days one will start to have sufficient statistics to start learning about the patient's characteristics.
To predict the evolution of patients, we intend to apply a two-level Bayesian approach to learn a model that depends on patient-specific parameters (e.g. instead of using a patient's current heartrate as an absolute value we want to use the deviation of his current heartrate w.r.t. his 'normal' heartrate). As a new patient arrives, a second learner will estimate these patient-specific parameters such as the 'normal' heartrate of the patient. Of course, at admission time, the patient is still unknown and these estimates will not be very accurate. But the longer one can observe the patient, the better one can estimate his patient-specific parameters and the better one can instantiate the global evolution-predicting model. It will be challenging to define a good set of patient-specific parameters. Nevertheless, we believe this approach is worth trying as it would both increase insight in what are good parameters characterizing patients, and put suitable structure and bias in the learning process.
Noise
The manually entered data used for our preliminary study is sometimes noisy or difficult to interpret and sometimes missing. Noise arises e.g. when different people write the name of a product in different ways, or use different names for the same medication, or use different medications with a similar working to treat the same problem. It turned out to be quite difficult to preprocess all medication records such that they would use unique names for the same active substance.
But also for the case of data produced by an automatic monitoring system, noise can be expected. E.g. it is known that moving the patient and especially changing his height w.r.t. certain machines may give a shift in the measured values. One strategy that is often followed to validate the online measurements is that a nurse checks the monitoring equipment at regular time intervals, and corrects if necessary. The result is a database with an unusual noise model: there are high resolution measurements, with low resolution validation points. If the measurement curves vary smoothly on crossing a validation point, one could conclude that the noise level in the time interval prior to the validation is probably negligible. On the other hand a discontinuity in the measurement curves after a validation point would be an indication of a corrective action on the nurse's part. This means that special care should be taken when handling the data in the time interval prior to this validation point.
As we are involved ourselves in the collection process of our data, we can make suggestions to minimize noise. E.g. the validation mechanism discussed above helps to isolate part of the unreliable data. Though a lot of noise is unavoidable, it helps also to be able to estimate the amount of noise from knowledge of the data collection process. Apart from these preventive measures, it is important to use noise-tolerant data mining approaches such as Bayesian methods and ensemble methods.
Relational data
As discussed in Section 2.2, the available data is multi-relational. E.g. record with different primary key such as drugs and patients can not be represented in a single table (see also (De Raedt, 1998) 
Inductive knowledge bases
Due to the large number of different but related prediction tasks, this application domain is a good example of a problem where an inductive knowledge base would be valuable. It is possible that several learning tasks can be solved easier using a model learned for other prediction tasks. E.g. when one has good predictors for predicting kidney failure and inflammation, one could use them as components in a model predicting survival. Also, when one has good models for the short-term evolution of a particular target attribute, it may become easier to build a long-term predictor. An inductive knowledge base is a system where the learned knowledge is added to the knowledge base and can serve as input for future learning.
We therefore aim at considering a range of prediction tasks together, where the different predictors can use each others opinion to make their own prediction. On the one hand, such a strategy allows to reuse learned knowledge, while on the other hand it avoids the difficulty to optimize a global model.
A preliminary study
In this section we will present a preliminary study on a small dataset with daily registered data. We use a heterogeneous dataset with patients admitted due to a variety of reasons. The aim of this study is two-fold. First, we want to illustrate with real data the discussions of the previous sections. Second, we consider several prediction tasks, some of which were not addressed with machine learning strategies before, but for which there is great interest in intensive care because of their importance in determining the outcome of a patient.
We illustrate the previous sections as follows. We investigate the difficulty of performing different prediction tasks on a real database. We want to see which tasks require complex methods to be solved and for which tasks simple algorithms perform well. Tasks on which good performance is obtained provide motivation to consider the more difficult scenario of predicting from highresolution data from online-monitoring. Tasks on which poor performance is obtained highlight the challenging aspects of predicting in this domain and how current standard algorithms using a moderate-sized database of lowresolution data are not sufficient to address them.
Setup
The database used for our preliminary study had been previously created for a large randomised controlled trial studying the effects of intensive insulin therapy in critically ill patients (Van den Berghe et al., 2001) . The study showed that strictly controlling the blood sugar levels in a group of surgical intensive care unit patients reduced the mortality almost by half. This database contains data from 1548 mechanically ventilated adult patients admitted to our surgical ICU between February 2, 2000, and January 18, 2001. Written informed consent had been obtained from the closest family member and the study protocol was approved by the institutional review board. The patient population is described in detail in (Van den Berghe et al., 2001) .
Upon inclusion of a patient in the original study, an admission record was created in the database. This record contains general information about the patient that is valid throughout the whole stay in ICU of the patient: age, sex, diagnosis, reason for admission, etc. (a complete description is given in Appendix A). Additionally, each day of a patient's stay in ICU a selection of vital parameters, laboratory results and information about therapy and medication administered to the patient were registered. This information was originally recorded in six tables of a relational database. However, certain parts of these tables could not be used as such for data mining: e.g. we had information about which drugs were administered to which patients but not enough information about the drugs themselves (purpose of drugs, equivalence of drugs with different names, etc.) to use this for data mining. Hence we decided to select all useful attributes from these six tables and combine them into a single new table with one record for each day of each patient's stay in the ICU (the selected attributes are given in Appendix A). This means that in total the data used for our preliminary study consists of two parts: 1548 admission records (one for each patient) and 11834 daily records (one for each day of each patient's stay in the ICU).
Application domain concepts
Inflammation and organ failure are clinical conditions that severely affect the outcome of patients. In the medical literature, criteria have been developed to define states of elevated inflammation and kidney dysfunction (Levy et al., 2003; Bellomo et al., 2004) . These definitions are internationally accepted and have clinical relevance. Not all attributes needed for the definition were present in the database. Therefore, we used slightly different definitions, which are formally different from the standard ones but in practice analogous, and which could be computed from the available data.
• Kidney-dysfunction : A patient has kidney-dysfunction on a given day if at least one of the following three criteria is true for that patient on that day: · creatinine in plasma is at least twice as large as its value on the first day in ICU (Creatinine is a degradation product from the muscle that is excreted by the kidneys. Because it is produced in a more or less constant way it can be used as a measure for kidney function), · oliguria (urine output < 12(ml/kg/24hours); obviously, if the kidneys produce less urine it is a sign of dysfunction) · new dialysis: either intermittent hemodialysis or continuous veno-venous hemofiltration is started.
• Inflammation (in analogy to Systemic Inflammatory response syndrome (Inflammation)) : A patient has inflammation on a given day if two of the following three criteria are true for that patient on that day: · the temperature is outside the interval [36, 38] · the patient is mechanically ventilated · the white blood count (WBC) > 12.0 or < 4.0.
• Needs a vasopressor : Vasopressors are medications that are used to increase blood pressure. Severe infection or inflammation are conditions where the periferal circulation (or bloodvessels) are dilated leading to a decrease in bloodpressure.
• Severe-inflammation : A patient has Severe-inflammation on a given day if he has inflammation on that day and at least one of the following three criteria are true for that patient on that day: · the patient has a kidney-dysfunction, · the concentration of lactate exceeds 2(mmol/L) (lactate is produced when glucose is burned in the body in the absence of oxygen. An elevated lactate indicates that the body does not receive enough oxygen, either by failure of the cardiovascular system, the respiratory system, or the oxygen carrying capacity of the blood). · the patient needs a vasopressor • inflammation-shock : A patient has inflammation-shock on a given day if he has inflammation and needs a vasopressor and at least one of the following two criteria is true for that patient on that day: · the patient has kidney-dysfunction · the lactate concentration exceeds 2mmol/L. Table 1 summarises the learning tasks considered in the preliminary study. Tasks 1 and 2 consider patients that have been in the ICU for one day. Information for this first day as well as admission information are known; the first task is to predict whether the patients will survive or not, and the second task is to predict if their stay in the ICU will be longer than 3 days.
Tasks
The remaining tasks are to predict whether the patient will be (N days in the future) in one of the endangering states described in Section 5.2. Admission information as well as information for the current day are known for the patient. Additionally, polynomial curves are fitted to the attribute values of the previous days of the patient's stay and are used to estimate the trend (first derivative evaluated on the current day) and the attribute values N days in the future, these estimates are included as new attributes for the learning algorithms. For these learning tasks examples are from a particular selection of the patient-day combinations. Inflammation, kidney dysfunction, etc. are conditions which usually last for several days, and therefore a classifier that predicts the same state as today will have a high accuracy for tomorrow without having any useful value. Moreover, doctors may value the correct prediction of a negative and a positive evolution differently. Therefore the learning tasks to predict whether healthy patients will get ill and to predict whether ill patients will heal are considered separately. Table 1 Learning tasks considered in the preliminary study
Methods
We used four different data mining algorithms on these tasks: Decision trees (DT), First Order Random Forests (FORF), Naive Bayes (NB) and Tree Augmented Naive Bayes (TAN).
The first algorithm is Decision Tree learning (DT) which is of interest because of its symbolic nature. For a general discussion on decision trees, we refer to (Quinlan, 1993) . For the present study, we used the relational tree learner Tilde (Top-down Induction of Logical Decision Trees) (Blockeel and De Raedt, 1998) to build regression trees with an f-test as stopping criteria. The result is an interpretable tree-shaped model that identifies a small set of attributes that together have high predictive power for the target attribute.
The second algorithm is First Order Random Forests (FORF) (Vens et al., 2004) . A random forest (Breiman, 2001 ) is a set of decision trees, in our case 33 trees. Each tree is built on a slightly different dataset, obtained by resampling the original dataset. Also, instead of always evaluating all possible tests for a node in the tree (and 'selecting' the best test), some randomness is inserted in the evaluation process: each test has a 20% probability of being evaluated. When using a random forest for prediction, we average the predictions made by each of the separate trees to get the final prediction. The advantage of using a random forest instead of a single tree is that it removes the influence that small random variations in the data set can have on a learned tree. The random forests in our experiments were built using Tilde according to the algorithm of (Vens et al., 2004) .
The last two algorithms are based on learning Bayesian networks (Pearl, 1988) . A Bayesian network is a graphical representation of probabilistic dependencies between attributes. The nodes in the graph represent attributes and edges between attributes indicate direct dependencies (i.e. dependencies not mediated by another attribute). We learned two specific classes of Bayesian networks that are popular for prediction: Naive Bayesian networks (NB) and Tree-Augmented Naive Bayesian networks (TAN) (Friedman et al., 1997) . In NB attributes are supposed to be mutually independent given the target attribute (i.e. the only edges are edges from the target attribute to each of the non-target attributes). Because these assumptions are often too strong, TAN allows taking into account certain extra dependencies between non-target attributes by having extra edges (structured as a tree: each nontarget attribute has at most one extra parent). It is important to note that in order to obtain good predictions, the presumed dependencies or independencies specified by a Bayesian network do not necessarily have to make sense from a medical point of view.
To automatically learn a NB or TAN, we took a five-step approach. The first two steps were data-preparation steps, while the last three steps effectively constructed a NB or TAN from this data. In the first step, numerical attributes were discretized by splitting the range of each numerical attribute into 5 bins using the 'recursive minimal entropy' algorithm of (Dougherty et al., 1995) .
In the second step we removed attributes that were not significantly correlated with the target attribute (according to a chi-square test with p=0.01).
In the third step the structure (edges) of the Bayesian network was learned. For NB this step was simple since edges are fixed by definition. For TAN a tree-structured network was learned that captures the most important dependencies between attributes (in addition to the NB edges) using the algorithm of (Friedman et al., 1997) . In the fourth step the probability tables for all attributes were constructed using maximum likelihood estimation with Laplace correction. In a fifth step a transformation of the predicted probabilities was learned (by applying isotonic regression (Zadrozny and Elkan, 2002) ) in order to improve calibration since it is known that predictions of NB and TAN are typically poorly calibrated (Zadrozny and Elkan, 2001 ) (we define calibration in the next section).
The reason for using the above algorithms is that this way we learn both symbolic, interpretable models (DT, FORF) and more subsymbolic models (NB, TAN). Of these four learners, DT and FORF are relational learners, meaning that they can learn from examples represented in multiple relations (multiple tables in a database). This is important because in this preliminary study already the data is sequential and there is some background knowledge, and more importantly, we expect in the second phase of the project to use a database containing a large number of relations. Since NB and TAN are nonrelational learners we used a propositionalisation approach in the preliminary study. For the second phase of our project we plan to use relational Bayesian approaches (see e.g. (Kersting and De Raedt, 2005; Getoor et al., 2001) ).
In Appendix A we show some of the learned models to illustrate the typical output of the above algorithms.
Evaluation Criteria
To evaluate performance of the different methods described above, we ran each of the methods for each of the tasks using 10-fold cross-validation. We use two evaluation criteria: area under the ROC-curve (AUC) and the HosmerLemeshow statistic.
A ROC-curve is a plot of the false positive rate (FPR) versus the true positive rate (TPR) obtained by thresholding the probabilities predicted by a model, and this for all possible thresholds. The area under the ROC-curve (AUC) is a measure for how well the model can discriminate between positives and negatives. Precisely, the AUC is the probability that. given a randomly selected positive example p and a randomly selected negative example n, p is ranked as being more likely to be positive than n. Using AUC as evaluation measure is preferred above accuracy (Provost et al., 1998) , as it allows to trade off the possibly different costs of incorrectly classifying a positive example as negative and incorrectly classifying a negative example as positive. According to medical standards, an AUC of at least 80% is required for a model to be valuable (Zimmerman et al., 2006) .
The Hosmer-Lemeshow statistic measures how well calibrated probabilities predicted by a model are. Roughly speaking, probabilities are well calibrated if they correspond to true fractions of positives in the data. In the medical literature the Hosmer-Lemeshow statistic is the standard way of evaluating calibration (Lemeshow and Hosmer, 1982) . The statistic is computed in two steps. In the first step all examples are divided into 10 bins according to their predicted probability of being positive. In the second step it is checked for each bin whether the average predicted probability of being positive for examples in that bin is close to the fraction of positive examples in that bin. This is done by computing a χ 2 -like measure, which can be translated to a confidence level called the Hosmer-Lemeshow statistic (Lemeshow and Hosmer, 1982) . According to medical standards, this statistic should be at least 0.05 for a model to be acceptable. Table 2 Prediction of patient survival and length of stay AUC and the Hosmer-Lemeshow statistic are complementary evaluation criteria (Zadrozny and Elkan, 2001) . A model can have perfect discrimination (AUC= 100%) while being very poorly calibrated, for example when predictions would not be in the range [0, 1] . Also the opposite holds: a model that is well calibrated can have poor discrimination.
Results
The results are shown in Table 2 (prediction of survival and length of stay), Table 3 (all tasks related to development of endangering states) and Table 4 (all tasks related to recovery from endangering states). For each task we show the total number of examples N bEx, the fraction of true positives p(+) and the results for each of the four methods. A result like 79% / 0.69 means that AUC is 79% and the Hosmer-Lemeshow statistic is 0.69.
Discussion
Prediction of Survival (Task 1)
Many clinicians use APACHE II scores in order to assess the probability of survival for intensive care patients. This score was developed for survival prediction in critically ill patients, and was empirically derived from large databases of multiple ICUs by applying statistical methods such as logistic regression on admission information and measurements of the first day of patients in the ICU (Knaus et al., 1985) . When using this score to predict survival in our study population the obtained AUC was 75%. The models built by our data mining algorithms compare favourably to the APACHE II score, as can be seen in Table 2 for Task 1.
For some of the patients the database contains predictions made by doctors and nurses about survival. These predictions were made on the basis of the measurements for the first day in ICU of the given patient. Since, for predicting survival, we ran our data mining algorithms also on information for the first Table 3 Prediction of development of endangering states day, this gives us the opportunity to compare performance of the models built by data mining with performance of doctors and nurses.
Predictions by doctors and nurses were only available for 908 patients in the database. Since we are not sure whether these patients were selected randomly out of all the 1548 patients, we ran the four data mining algorithms again only on these 908 patients. This allows us to fairly compare performance of the algorithms with that of the doctors and nurses. The resulting ROC-curves Table 4 Prediction of recovery from endangering states (based on 10-fold cross-validation) for the four algorithms are shown in Figure  1 . The AUC is 65% for DT, 81% for FORF, 85% for NB and 82% for TAN. Predictions by doctors and nurses are crisp binary predictions (survive or die) and not probabilities of survival or death and hence correspond to single points in ROC-space. These points are also shown in Figure 1 .
We can see that all algorithms except DT perform quite well. For NB and TAN the point for the predictions by nurses is on the ROC-curve while the point for the predictions by doctors is slightly above the ROC-curve (this means NB and TAN perform as good as the nurses and almost as good as the doctors). For FORF both points are on the ROC-curve. These results are very promising since strictly speaking the algorithms had less information available for prediction; in addition to the information registered in the database, the doctors and nurses could also make use of the subjective information of the patient's general appearance.
The top of a number of decision trees were examined by domain experts. They were able to interpret them, and for the tests in most nodes a good 'explanation' could be found in the form of a reasoning that shows how the tested feature indeed influences the expected survival. This provided an additional validation of our learned models. Nevertheless, as was expected the subsymbolic methods outperformed the symbolic method of DT. 
Other Tasks
In predicting the development of endangering states (Table 3) , for most of the tasks there was at least one algorithm that performed well according to medical standards. The poor performance for task 3 was expected since prediction of Inflammation is considered a difficult task which doctors cannot perform accurately themselves. Doctors can, on the other hand, accurately predict the development of Kidney Dysfunction one or two days in advance, so it was of interest to see that the algorithms continued to perform well even for predictions 3 or 4 days in advance (Task 13 of Table 3 ).
For the predictions concerning recovery from endangering states (Table 4) , only for Kidney Dysfunction (task 14) were the performances of the models satisfactory within medical standards. This again is in accordance with the medical experts appreciation of there being more difficulty in predicting Inflammation related states. It is also noteworthy that the models consistently perform well for task 14 throughout the studied period of 1 to 4 days in advance.
Note that for the prediction of survival (previous section) we compared performance of the data mining algorithms to performance of the APACHE II score. This was because we tried to predict survival based on the first day of the patient in ICU and the APACHE II score was designed exactly for predictions based on the first day. For the endangering states, however, we want predictions on a daily basis (not only after the first day). Hence it was not considered clinically relevant to compare to APACHE II scores here.
The above results show that our methods are promising for the considered predictive tasks within the intensive care context. Therefore, we expect that a more systematic study on a larger amount of data may produce valuable results. Nevertheless, these results also indicate that for certain tasks, such as predicting inflammation, significant improvements are needed further supporting our claim that this is a challenging area for data mining.
Conclusions
In this paper we described the domain of intensive care. We argued that this application is interesting for data mining and that data mining can significantly progress the state of the art in this and other application domains of engineering. On the one hand it is eligible for data mining since current knowledge is incomplete, there is a strong interest in the field and current data mining technology can produce valuable results. On the other hand it is challenging for data mining researchers since there is need for improvement on current data mining methods in this application domain. In particular, the size of the databases, individual characteristics of every patient, and the presence of different kinds of noise, are aspects that, when combined, make it difficult to extract knowledge from the data.
Consequently, there are two main directions for further work. First, one can use existing data mining techniques to explore more systematically the different prediction tasks one can define in the intensive care area. It is interesting to further extend the list of target variables valuable to clinicians, and to see how difficult they are to tackle with a data mining approach. Second, one can improve the data mining techniques in order to address the problems that currently are still difficult. In particular we believe that relational learning techniques combining expert knowledge and statistical knowledge from data and techniques taking into account the individual characteristics of the patients are important to consider. A Illustration of the input data and the learned models for the preliminary study
In this appendix we illustrate the input data for the preliminary study presented in Section 5 and show some of the learned models.
A.1 The input data
As explained in Section 5.1, for each patient some attributes were recorded upon admission to the ICU and some attributes were recorded every day during the patient's stay in ICU. We show these attributes in Tables A.1 and A.2 respectively.
A.2 Example of a learned decision tree
As an example of a typical model learned in the preliminary study of Section 5.1, in Table A .3 we show the decision tree (DT) learned for the prediction of Severe Inflammation 1 day in advance for patients that are Severe Inflammation healthy (this corresponds to Task 4, N=1 in Table 1 ). Table A. 2 Attributes recorded on a daily basis for every patient in the preliminary study (attributes marked with an asterisk (*) are based on the data of the previous day).
A.3 Example of a learned Bayesian network
Because the structure of a Naive Bayesian (NB) network is fixed by definition, showing the learned Naive Bayesian networks is not very informative. We only show the structure of a Tree Augmented Naive Bayesian network (TAN) in Table A .4. This network was learnt for the same task as the decision tree Table A. 3 Decision Tree for predicting development Severe Inflammation 1 day in advance ventilation <-severe_inflammation, white_blood_cell_count. bacteremia <-severe_inflammation, sepsis. kidney_replace_therapy <-severe_inflammation, creatinine_urine. kidney_replace_type <-severe_inflammation, creatinine_urine. kidney_dysfunction <-severe_inflammation, creatinine_plasma. sepsis <-severe_inflammation. severe_inflammation <-. inflammation <-severe_inflammation, white_blood_cell_count. therapy_restricion_code <-severe_inflammation, lowest_glycemia. vasopressor <-severe_inflammation, inflammation. apacheII <-severe_inflammation, creatinine_plasma. bilirubin <-severe_inflammation, creatinine_plasma. creatinine_plasma <-severe_inflammation, urine_output. creatinine_urine <-severe_inflammation, plasma_urea. CRP <-severe_inflammation, protein_plasma. morning_glycemia <-severe_inflammation, highest_glycemia. highest_glycemia <-severe_inflammation, glycemia_diff_high_low. lowest_glycemia <-severe_inflammation, white_blood_cell_count. glycemia_diff_high_low <-severe_inflammation, CRP. hematocrit <-severe_inflammation, hemoglobin. hemoglobin <-severe_inflammation, apacheII. lactate <-severe_inflammation, lowest_glycemia. prothrombin_time<-severe_inflammation, white_blood_cell_count. highest_temperature <-severe_inflammation, inflammation. lowest_temperature <-severe_inflammation, inflammation. temp_diff_high_low <-severe_inflammation, lowest_temperature. platelet_count <-severe_inflammation, white_blood_cell_count. protein_plasma<-severe_inflammation, lowest_temperature. plasma_urea <-severe_inflammation, creatinine_plasma. urine_output <-severe_inflammation, protein_plasma. white_blood_cell_count <-severe_inflammation, sepsis. Table A .4 TAN for predicting development Severe Inflammation 1 day in advance of the previous section, i.e. for predicting Severe Inflammation. The notation X <-Y, Z. means that Y and Z are parents of X, i.e. there are edges from Y to X and from Z to X.
To make the Bayesian network complete we need a conditional probability table for each attribute. As an example we show the table for the attribute 'ventilation' in Table A .5. This attribute has as possible values 'mechanical' and 'non-mechanical' and has as parents the attributes 'severe inflammation' and 'white blood cell count'.
severe inflammation white blood cell count P(mechanical) P(non-mechanical) Table A .5 Example of a Conditional Probability Table for TAN network 
