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Abstract
Mass Spectrometry (MS) has been revolutionized by the ability to produce intact gaseous protein ions
by electrospray ionization (ESI). The question to what extent these ions retain solution-like
conformations under “native” ESI conditions remains a matter of debate. Traditional high-resolution
structure determination techniques only report on proteins in the condensed phase. For this reason,
MD simulations play an important role in exploring the behavior of gas phase proteins. In this
research, mobile and non-mobile proton MD simulations along with mass spectrometry data at 300
K in both positive and negative ion mode indicated that native-like conformations were largely
retained. Surface titratable side chains were found to adopt orientations that were less extended than
in crystals and in solution (with the radius of gyration [Rg] values 3-5% lower than for the X-ray
coordinates), causing the gaseous protein to be somewhat more compact than in the condensed phase.
Calculated collision cross sections of these MD structures were in good agreement with experimental
data.

Keywords: mass spectrometry (MS), electrospray ionization (ESI), molecular dynamics (MD)
simulations, ion mobility mass spectrometry (IM-MS), gas phase simulation, mobile proton algorithm
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Chapter 1
1.

Introduction

1.1.

Proteins

Biopolymers can be divided into three sub-groups: polynucleotides, polysaccharides, and
peptides/proteins. Proteins participate in every process that takes place in a cell. For example, they
play a key role in cellular defense, transport, signaling, and as enzymes that catalyze all steps of the
cellular metabolism. Proteins are linear chains of amino acids (usually these comprise the twenty
“canonical” amino acids). These amino acids can combine differently to form antibodies, transporters,
enzymes, and so forth. All of these residues are α-amino acids, which means a carboxylic acid group
and an amino group are connected to the same carbon atom (α-carbon). The difference among amino
acids comes from the various side chains (-R groups) which differ in charge, structure, size and their
solubility in water. The α-carbon in 19 amino acids (except glycine) is connected to four different
functional groups, giving rise to two different stereoisomers called D and L (Figure 1.1. (A)). All
amino acids found in proteins are L-stereoisomers. Amino acids are linked to one another via peptide
bonds (-CO-NH-). The linear sequence of amino acids represents the primary structure or the
backbone of the protein (Figure 1.1. (B)). Hydrogen bonds between backbone CO and NH groups
give rise to secondary structure such as turns, α-helices, and β-sheets. The final three-dimentional
arrangement of the atoms in a protein represents the tertiary structure. While secondary structure, is
often mediated by local interactions (particularly the backbone H-bonds in α-helices), tertiary
structure tends to involve longer range contacts. Quaternary structure refers to the three-dimensional
arrangement of proteins that have two or more subunits.
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Figure 1.1. (A) Structure of an amino acid, (B) A polypeptide.

The fully folded, biologically active structure of a protein is called the “native” state. This
native structure contains many intra-chain contacts, and it corresponds to the lowest free energy
conformation that is kinetically accessible during folding. Based on their polarity, size, and shape,
amino acids can be divided into different groups. Amino acids with basic side chains (lysine, arginine)
and those that have acidic side chains (aspartic acid and glutamic acid) are potential charge carriers.
These residues have a net charge 1+ or 1-, respectively, at pH 7. Histidine is weakly basic, i.e., it
tends to be protonated only at pH < 7. Proteins can be classified according to their overall structure.
“Globular proteins” are folded into a spherical shape. “Fibrous proteins” are made of long strands or
sheets. Their tertiary structure is pretty simple and includes large secondary structures. They provide
support and protection and assist to form the shape of vertebrates, while globular proteins have a
variety of secondary structures and participate in enzymes and regulators’ structures. “Membrane
proteins” are another broad group of proteins which have an amphiphilic nature and accordingly a
poor solubility in water. Based on some statistics, they include about 33.3 percent of proteins. A
number of membrane proteins are covalently attached to lipids to hold the proteins to the membranes.
“Intrinsically disordered proteins (IDPs)” are the last group of proteins which lack a stable structure
even under native conditions. The focus of this work is on globular proteins, many of which are
commonly found in nature.
The compact structure of globular protein is stabilized by various types of weak interactions
(see below). As an example of a typical globular protein, myoglobin is so tightly packed that its
interior can only accommodate four water molecules. Due to hydrophobic effect, a dense core is
formed at the center of globular proteins, while titratable (acidic/basic) side chains and polar residues
are in contact with the solvent.1-4
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1.2.

Noncovalent Interactions

Secondary, tertiary, and quaternary structure, are mediated by noncovalent interactions. These
contacts are weaker than covalent bonds and can classified as follows:
1. Hydrogen bonds. A hydrogen donor group such as OH or NH and a hydrogen acceptor with
a lone pair of electrons such as: NH2-R are needed to establish a hydrogen bond. For example,
backbone NH hydrogens (donor) and backbone C=O groups give rise to the secondary
structure.
2. Hydrophobic interactions are formed among nonpolar residues which tend to avoid water; as
a result they come together and form the “hydrophobic core” in the protein. These interactions
along with other forces give rise to the tertiary structure.
3. In ionic (electrostatic) interactions positive and negative charges interact with each other
through Coulombic contacts (see details below). The hydrophobic effect and electrostatic
interactions are the two main forces which contribute the most to the stabilization of the native
structure.
4. Van der Waals interactions (including London dispersion forces), are defined as dipolemediated attractive contacts involving two uncharged moieties that are in close contact with
one another.2-3

1.3.

Electrostatic Interactions and the Formation of Salt Bridges

With the exception of the hydrophobic effect, all of intramolecular and intermolecular contacts are
among amino acids are governed by “electrostatic interactions”, as expressed in Coulomb’s Law:

𝐸=

𝑞1 𝑞2
4𝜋𝜀∘ 𝜀𝑟

(1.1)

q1 and q2 are charges that are separated by the distance r, εₒ refers to the permittivity of vacuum, and
ε is the dielectric constant of the environment.2 Electrostatic contacts represent a long-range
interaction, and they play an important role to the protein’s structure and free energy.5-6 Salt bridges
(also referred to as ion pairs) are important for recognition, thermostability, and allosteric regulation.
Aspartic acid (Asp), glutamic acid (Glu), and C-terminus are negatively charged, while lysine (Lys),
arginine (Arg), and the N-terminus represent the positively charged in salt bridges.7-10 Typical salt
bridges have heavy atom distances of around < 4 Å. In addition to the electrostatic contribution, salt
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bridges in proteins are usually reinforced by hydrogen bonds (e.g. in the case of R-NH3+ -OOC-R).79, 11

1.4.

Methods for Studying Protein Structure and Conformation

Numerous techniques can be used to study the structure and function of proteins. All of them have
their unique strengths and weaknesses.

1.4.1. X-ray Crystallography
X-ray crystallography reveals the three-dimensional structure from a crystallized sample. Crystal
growth starts with very concentrated samples which then undergo slow dehydration. An ordered
crystal is formed by alignment of the molecules in three-dimensional space (3D), forming a unit cell.
This unit cell is the smallest repeating unit from which the entire crystal is assembled. The adjacent
unit cells are being translated along the cell axes, giving rise to crystal planes of atoms. These planes
that are formed by the electron clouds that surround individual nuclei. Interaction of these electrons
with X-ray photons produces a diffraction pattern that contains information regarding the structure
and the size of the unit cell. Fourier transform analysis of these diffraction pattern then reveal the 3D
electron density in the crystal, from which the atomic structure of the protein can be determined.2, 1213

For small molecules, crystallography is relatively simple, but the enormous size of protein
renders the situation more challenging. The “hanging drop method” is frequently used to grow protein
crystals. In this method, a droplet of protein solution is exposed to a buffer gas in a closed container.
If the experimental conditions are not conducive to formation of large crystals it may be possible to
use seeds to produce large crystals. The crystal is then exposed to an X-ray beam and the diffraction
patterns are recorded using a CCD camera or arrays of scintillation counters. Since crystals are often
damaged by heating or free radicals (from X-ray exposure), a number of individual crystals are often
required to give a complete structure.2
X-ray crystallography is still considered the gold standard for atomically resolved structural
data. The RCSB Protein Data Bank (PDB) is the largest resource for the three-dimensional
biomolecular structural data.14 Crystallography can also reveal the structures of protein-DNA,
protein-ligand, and protein-protein complexes.15 Other methods can barely compete with X-ray
crystallography in these areas.16
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1.4.2. Nuclear Magnetic Resonance (NMR) Spectroscopy
One of the issues with the X-ray crystallography is that some proteins and complexes might not
crystallize at all, or they might not crystallize in their biologically active conformations.17
Nuclear magnetic resonance (NMR) spectroscopy has emerged as an alternative to X-ray
crystallography as it interrogates proteins in their physiological solution phase conformation. NMR
methods can provide information about protein structure and dynamics that cannot be obtained by Xray crystallography. NMR spectroscopy measures the absorbance of radio frequency (RF) radiation
of 1H,

13

C, and

15

N that are exposed to a strong magnetic field.16 Every nucleus can give rise to

resonance at a specific frequency. Differences in the surrounding chemical environment result in
unique shielding and local magnetic fields, translating into slightly different resonance frequencies.
In the case of proteins, the naturally abundant proton (1H) with the nuclear spin I = ½,13C, and 15N
nuclei are the most commonly used atoms for NMR-based protein structure determinations. An NMR
spectrum shows peaks that reflect the different resonances related to each atom in the molecule.2 The
resonance frequencies are reported as “chemical shift” (δ, reported in part per million - ppm) relative
to a suitable standard.2, 16
Felix Bloch and Edward Mills Purcell were awarded 1952 Nobel Prize in Physics for
developing new methods to measure the nuclear magnetic precision for the large scale systems.18-19
In 2002, Kurt Wüthrich won part of the Nobel Prize in Chemistry for developing NMR spectroscopy
for biological systems in solution.20

1.4.3. Cryo-Electron Microscopy (Cryo-EM)
Cryo-Electron Microscopy (Cryo-EM) is an imaging technique that can visualize large molecules at
low resolution. Although all images represent 2D projections, 3D structural data can be reconstructed
from the 2D data if they are recorded from many different angles. Along with X-ray crystallography,
cryo-EM can provide structural information of large assemblies. The wavelength range of the
electrons used in cryo-EM is 0.0015–0.040 Å. The scattering of these photons is more efficient than
in the case of X-ray photons. The biggest concern in cryo-EM is the vacuum environment in the
microscope. The samples have to undergo rapid freezing at liquid nitrogen temperature to not to let
the solvent to sublimate prior to data acquisition. Cryo-EM can be applied to characterize biological
molecules within the cell and it is becoming a main stream technology to study protein assemblies at
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a resolution of a few Angstroms. When integrated with X-ray crystallography and NMR, cryo-EM
can be used to attain atomically resolved information on the structure and dynamics of biological
complexes.2, 21

1.5.

Mass Spectrometry (MS)

Mass spectrometry (MS) has revolutionized life sciences. Rapid improvements in this area take place
on an ongoing basis, highlighted by the 2002 Chemistry Nobel Prize to John Fenn.1, 22 MS can
decipher protein complexes and interaction networks.23 MS makes use of a variety of soft ionization
techniques that allow the conversion of large biomolecules into gaseous ions without fragmentation.24
Figure 1.2. represents the schematic layout of a mass spectrometer.2

Figure 1.2. Schematics of a mass spectrometer

As a first step in an MS experiment the analyte has to be ionized and transferred into the gas
phase. To study proteins, one needs to use soft ionization techniques such as Matrix-Assisted Laser
Desorption / Ionization (MALDI) and Electrospray Ionization (ESI). Both of them can convert
proteins into gaseous ions without fragmentation This is in contrast to traditional techniques such as
Electron Impact (EI), where covalent bonds are broken. In MALDI, a protein is embedded into a solid
matrix and exposure to a laser pulse culminates in the formation of gaseous ions. In ESI, solution
phase analytes turn into gas phase ions.25 Electrospray ionization (ESI) is the most commonly used
soft ionization technique that can be applied even to proteins with very large molecular weights.2 In
this thesis, ESI-MS is used extensively, which is why it will be discussed in some more detail below.
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1.5.1. Electrospray Ionization (ESI)
ESI-MS was introduced in the 1980s by Fenn et al.22 ESI can ionize inorganic ions, polymers and
proteins, all the way to large noncovalent complexes.26 ESI takes place at atmospheric pressure. The
process starts with analyte solution that is infused into a narrow metal capillary (~100 μm) to which
an electric potential of several kV has been applied. Usually, infusion rates are in the range of 1-100
µL min-1. At the capillary tip, solution is distorted into a Taylor cone which ejects a plume of droplets.
Excess charge on these droplets is due to the presence of cations, including protons that are produced
inside the capillary because of charge balancing reactions such as 2H2O → O2 + 4e- + 4H+. In other
words, the ESI source acts as an electrochemical cell. The charge density on the shrinking droplets
increases until surface tension γ is balanced by Columbic repulsion. At this so-called Rayleigh limit
the number of charges zR is given by25:

𝑧𝑅 =

8𝜋
𝑒

√𝜀0 𝛾𝑟 3

(1.2)

where r is the droplet radius, ε0 is the vacuum permittivity as mentioned earlier, γ is the surface tension
and e is the elementary charge. By repeating evaporation and fission, ESI droplets with the radius of
a few nanometers are ultimately generated. Gaseous analyte ions are released from these
nanodroplets, and the ions are directed via a sampling orifice towards the mass analyzer where they
will be counted and detected. Figure 1.3. represents the schematics of ESI source in positive ion
mode.25

Figure 1.3. ESI source in positive ion mode
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There are different mechanisms to be considered for the formation of gaseous ions from
nanodroplets. Rayleigh-charged nanodroplets are surrounded by a radial electric field that is high
enough to cause small solvated ions to eject from the droplet surface; this is probably how small ions
such as gaseous Na+ are formed. This mechanism is called ion evaporation model (IEM). In the charge
residue model (CRM) firstly the solvent evaporates and then compact analytes (such as folded
globular proteins) accept the remaining droplet charge at the point of analyte release into the gas
phase. The chain ejection model (CEM) applies to partially nonpolar polymer chains such as unfolded
proteins. In this case it is envisioned that the unfolded chains are extruded from the droplet surface in
a stepwise sequential manner. Ions produced in positive ion mode are multiply charged, i.e., they
have the composition [M + zH]z+. Correspondingly, [M - zH]z- ions are produced in negative ion
mode. The three mechanisms are being shown in Figure 1.4.25.
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Figure 1.4. Suggested mechanisms for the formation of nanodroplets in ESI-MS; (A) IEM, (B) CRM,
and (C) CEM.

1.5.2. Mass Analyzers
To separate gaseous ions based on their m/z, a mass analyzer is required. Various types of mass
analyzers are available; these include Orbitraps, Fourier transform ion cyclotron (FT-ICR),
quadrupoles, ion traps, and time-of-flight (TOF) analyzers. Since TOF is used in this work as a mass
analyzer, this particular technique will be discussed in some more detail.
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1.5.2.1 Time-of-Flight (TOF) Mass Analyzers

TOF mass analyzer was established over fifty years ago called by the name of time dispersion mass
spectrometer” and “ion velocitron”. The components of a TOF include a 1-2 meter long field-free
“flight tube”; ions with different masses are accelerated by an electric pusher pulse into this tube
before they reach the detector. The ions gain the same amount of potential energy. If we assume there
are two ions m1 and m2 with the same charge z produced at the same time, but the mass arrangement
of m1 < m2, m1 will reach the detector earlier because it is lighter than m2. A TOF mass analyzer
determines the m/z of an ion. The ions’ potential energy produced by the pusher is converted to kinetic
energy (equation 1.3):

𝐸𝑝𝑜𝑡 = 𝐸𝑘𝑖𝑛

(1.3)

1

𝑧𝑒𝑈 = 𝑚𝑣 2

(1.4)

2

where U is the voltage pulse, m is the mass of the ion, v is the velocity of the ion, and z stands for
the charge state of the ion. Since v =
1

𝑙

2

𝑡𝑑

𝑑
𝑡

, equation 1.4 can be represented as:

𝑧𝑒𝑈 = 𝑚. ( )2

𝑡𝑑 = √

(1.5)

𝑙2

(1.6)

2𝑒𝑈𝑧.𝑚−1

where l is the length of the flight tube, t is the time the ions spent to reach the detector, and

𝑙
√2𝑒𝑈

is

constant. Thus, equation 1.6 can be rewritten as:
𝑚

𝑡𝑑 = 𝑙. ( .

1

𝑧 2𝑒𝑈

)1/2

(1.7)

As it is seen from equation 1.7, the flight time of an ion only depends on its m/z. Modern
TOFs also employ an electrostatic mirror (reflectron) that produces a V- or W-shaped ion trajectory
and reflects the ions toward the detector. If two ions have identical mass and charge, but different
velocities, the faster ion will penetrate deeper in the reflectron and it will reach the detector later. In
this way the reflectron increases the resolution of the TOF mass analyzer.2, 27 Figure 1.5. represents
the schematics of the mass spectrometer used in this work.
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Figure 1.5. Schematic layout of mass spectrometer used in this work (ESI-MS, Q-TOF produced by
WATERS). The main elements of Q-TOF are T-Wave ion guide, quadrupole, Tri-wave, and the timeof-flight detector.

1.5.3. Ion Mobility-Mass Spectrometry (IM-MS)
One way to explore the structures of gaseous proteins is ion mobility-mass spectrometry (IM-MS).28
In IM-MS, multiply charged ions that are generated during electrospray become separated as a result
of their different mobilities. Compact ions have larger mobilities than extended ones. In traditional
IM-MS ions travel through a drift tube under the influence of a low electric field and in the presence
of a buffer gas that provides friction.29-30 The arrival time is a combination of the time the ions stay
in the drift tube (i.e., the drift time td) and the duration required for the ion to pass other sections of
the instrument before arriving to the detector. The mobility values can be used to derive gas-phase
collision cross section (CCS) by the aid of Mason-Schamp equation 1.5:31-32

𝛺=

3𝑧𝑒

[

2𝜋

16𝑁 𝜇𝑘𝐵 𝑇

]

0.5 1
𝐾0

(1.5)

N is the background gas number density, ze defines the ionic charge, μ is the reduced mass of the ion–
neutral pair, kB is Boltzmann’s constant, T stands for the gas temperature. K0 is the reduced mobility
at standard conditions that is defined by:

𝐾ₒ =

𝐿

𝑃 273.2

𝑡𝑑 𝐸 760

𝑇

(1.6)
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where P is the pressure of the buffer gas, L defines the length of the drift tube, and E is the electric
field.33
The drift time td will be shorter for small ions and for ions that carry more charges. Collision
cross section (CCS) is proportional to td (as explained in more detail below).

1.5.3.1. Travelling Wave Ion Mobility-Mass Spectrometry (TWIM-MS)

The preceding considerations refer to traditional drift tube IM-MS. However, many commercial
instruments (including the one used for the current work) employ travelling wave voltages with
nitrogen as buffer gas. A TWIMS device contains a series of ring electrodes that constitute a traveling
wave ion guide (TWIGs). Opposite radio frequency (RF) potentials are applied to the electrodes to
prepare a radial potential barrier which traps the ions in the radial direction. In addition, ”waves” of
direct current voltage (DC) are superimposed onto the RF voltage, in order to propel the ions through
the TWIMS device in the axial direction. The DC voltage maxima jump from ring to ring, thereby
“peristaltically” pushing the ions along. Ions with large CCSs experience occasional “rollover”
events, i.e., they will fall behind the wave crest, and then get swept along with the subsequent crest.
In this way, ions with different mobilities migrate through the TWIMS at different velocities which
enables their separation34. Figure 1.6. shows the schematics of a TWIMS separator35-36.
Empirically, it has been found that td in TWIM-MS can be described as35-36:

Ω = 𝑧 ∙ 𝐹 ∙ 𝑡𝑑 𝐵
where F and B are constant that must be determined experimentally.

(1.7)
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Figure 1.6. Travelling Wave IMS Separator which is formed by RF and DC voltage

1.5.4. Collision cross Section (CCS)
The CCS is related to the “size” of the analyte ion and it is one of the parameters that determines td.28,
33

Electrostatic repulsion among excess positive charges in a multiply charged protein ion can trigger

unfolding. As a result, the CCS of a protein often increases with the number of charges.37 The
particular drift gas used can also affect the CCS (e.g., CCS(He) < CCS(N2)).38
Experimentally, the CCS can be determined from td. It is also possible to estimate CCS values
on the basis of protein X-ray structures or computational models. Jarrold and Shvartsburg developed
MOBCAL which is widely used to calculate the theoretical protein CCSs.39-42 The three CCS
calculation methods available are referred to as projection approximation (PA)30, 43, exact hard sphere
scattering (EHSS)30, 40, 44, and trajectory method (TM).30, 41 The TM represents the most reliable
approach; it considers long-range interactions and adjacent collisions between the buffer gas and the
ion.30 For the EHSS model, the atoms in an ion are considered as hard spheres45 and the momentum
transfer cross section related to scattering angles among the gas atom that arrives and the one that
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leaves is averaged. This model ignores the effects of long-rage potential between the buffer gas and
the ion but considers scattering processes. For PA calculations the atoms are also considered as hard
spheres45 and the geometric projection areas over all directions are being averaged; however, this
method disregards the long-range interactions and the scattering between ion and the buffer gas.30
In 2017, a TM-based CCS calculator called Collidoscope was introduced by Prell’s group.46
This approach takes advantage of parallel processing and optimized trajectory sampling and allows
for both He and N2 as the collision gas. It also contains a charge placement algorithm to define the
foreseeable charge site configurations for protonated protein ions which exists in an input geometry
in pdb file format. Collidoscope calculates the ion’s CCS by modeling the orientationally-averaged
momentum transfer term. This method is much faster than the TM implementation in MOBCAL, and
therefore Collidoscope has been adopted by numerous research groups (including the current work,
all the CCS values in this work are measured by this method).

1.5.5. Structure of Gaseous Protein Ions Produced by Native ESI-MS
“Native” MS refers to ESI experiments conducted under non-denaturing conditions and where
collisional heating is kept at a minimum.10, 23, 26, 47 Although the term native MS was first coined in
200448, it describes approaches that were introduced much earlier.23, 49-51 In native IM-MS, mobility
values are measured in a drift tube, traveling wave ion guide, or trapped ion mobility instrumentation
in the low-field limit.46 This approach has been applied to both protein-protein and protein-ligand
complexes.23, 52-56
Heck defines this term “native ESI-MS” by referring to conditions under which protein
complexes retain their quaternary structure.57 Also, Native ESI-MS tries to preserve the solution
(tertiary) structure during protein transfer into the gas phase.23 Native ESI-MS has become a key
method for studying protein-protein and protein-ligand interactions and it is turning into a powerful
structural biology technique.58-60 Native ESI-MS can disclose protein binding stoichiometry,
composition, dynamics, and their arrangement of the subunits. The technique only requires very small
amounts of sample.58
Despite the undeniable successes of native ESI-MS, it still remains controversial to what
extent electrosprayed proteins and protein complexes retain a solution-like conformation in the gas
phase. Breuker et al. suggested that globular proteins such as cytochrome c and ubiquitin undergo a
temporal structural evolution after ESI that includes side-chain collapse, protein unfolding, followed
by refolding into multiple gaseous structures in 10-12 to 102 s.61-62 On the other hand, some studies
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have shown that ubiquitin ions formed by ESI are tightly folded and have collision cross sections
similar to the native state,26 supporting the views of Heck and Robinson that gas-phase ions retain
solution phase structure. 63-64 Wyttenbach believes that ubiquitin preserves solution-like structure in
the gas phase during ESI; using ESI-IM-MS, they studied ubiquitin under native conditions in
different charge states. The results show that the native state of ubiquitin 7+ survives under thermal
(300 K) conditions for more than 100 ms after the solvent completely leaves the multiply charged
ion. Sharp peaks around CCSs of 1000 Å2 were observed in IM-MS experiments for z = |6 – 8|. These
results are also close to the CCS obtained by molecular dynamics simulations through EHSS
approach; reporting 1060 Å2 for z = |6 – 8| which they call the “native state charge states”.26
Recently, a paper published by Julian’s lab6 discussed the possibility of preserving native
structures in the gas phase by salt bridges. Julian and co-workers developed a photoelectron transfer
dissociation (PETD) technique that can be applied to detect zwitterionic pairs in peptides and proteins.
Using a modified linear quadrupole ion trap (to accept laser light from a 266 nm Nd:YAG laser) and
Orbitrap mass spectrometer, ab initio calculation, and MD simulations, they studied ubiquitin and a
number of peptides. The results of this research disclose that salt bridges (or the zwitterionic pairs as
discussed earlier) are frequently found in large gaseous peptides and proteins, and the number of these
salt bridges increases with protein size.6

1.6.

Molecular Dynamics (MD) Simulations

Molecular dynamics (MD) simulations65 can provide insights into protein motions and structures
from an atomistic perspective.66 This approach is particularly important for gas phase investigations,
because traditional high-resolution structure determination methods (X-ray crystallography, NMR
spectroscopy, cryo-EM) only report on protein behavior in the condensed state. MD simulations rely
on iterative integrations of Newton’s Equations25.
Newton’s Second Law can be expressed as:67-68

𝑚𝑖 ∙ 𝑎(𝑟𝑖 ) = 𝐹𝑖
𝑚𝑖

𝜕 2 𝑟𝑖
𝜕𝑡 2

= 𝐹𝑖 = −

, 𝑖 = 1, 2, 3, … . 𝑁
𝑑𝑉(𝑟𝑖 )
𝑑𝑟𝑖

(1.8)
(1.9)

Fi stands for the force acting on atom i, and the force Fi acting on this atom depends on the atomic
position ri. V(ri) represents the potential energy of atom i, arising from interactions of this atom with
all other atoms in the system.
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For any time point (t0 + ∆t) the velocity and position of every atom can be determined as:

𝑣𝑖 (𝑡0 + ∆𝑡) = 𝑣𝑖 (𝑡0 ) + 𝑎(𝑟𝑖 ) ∙ ∆𝑡

(1.10)
1

𝑟𝑖 (𝑡0 + ∆𝑡) = 𝑟𝑖 (𝑡0 ) + [𝑣𝑖 (𝑡0 ) ∙ ∆𝑡] + [ 𝑎(𝑟𝑖 ) ∙ (∆𝑡)2 ]
2

(1.11)

∆t is a time increment that can be on the order of 1 fs or 2 fs. The trajectory of the system is generated
repeating these integration steps many thousands of times, and by plotting the coordinates ri (t) as a
function of time.
The most popular programs to perform MD simulations are AMBER and GROMACS.
GROMACS is an open source software which includes most of the AMBER and CHARMM force
fields.65 However, all of these algorithms were designed for simulating the behavior of biological
systems in solution (usually water). The application of these methods to gaseous protein ions requires
additional considerations.

1.6.1. Limitations of Classical MD Simulations; Mobile Charge Carriers in the Gas Phase
MD simulations have become an essential tool for probing the behavior of large electrosprayed ions
in the gas phase, considering that existing high resolution structure determination tools only work in
the condensed phase.26, 47 However, it is a concern that in traditional MD simulations the formation
or dissociation of covalent bonds is not possible, implying that charges (arising from protonation or
deprotonation of titratable sites) are static.47 For solution phase simulations all Asp, Glu, C-termini
(CT) are negatively charged, while Arg, Lys, and N-termini (NT) carry positive charges, as governed
by their pKa values, His can be treated as a neutral side chain, but it can also act as a protonated
residue3). For gas phase simulations on [M + zH]z+ ions it is often assumed that all carboxylates are
neutral (protonated) and only Arg, Lys, His, and NT will carry the charges.69-71
Both of the aforementioned concerns have to be addressed when it comes to modelling the
behavior of the electrosprayed protein ions. It is well known that in the gas phase protons are highly
mobile.72-75 Also, experiments have strong evidence that R-COO- are abundant in gaseous [M + zH]z+
ions, giving rise to zwitterionic motifs and salt bridges.6, 74, 76-80 A number of computational methods
can deal with protons as mobile charge carriers, including quantum mechanics / molecular
mechanics74, ab initio MD81 and density functional theory/MD.82 Unfortunately, the staggering
computational costs prevents the application of these methods to large proteins.10 Another concern is
there is no clear path to choose the most appropriate spatial protonation pattern.47
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Thachuk et al.75 were the first to propose a mobile proton model for gas-phase MD simulations
which describes proton hopping during the dissociation of collisionally heated protein complexes, but
they only considered protonation of basic sites, which does not allow salt bridges to form. They also
employed a coarse-grained force field which uses simplified representations of molecular structure.
Such force fields may be suitable for bulk solution simulations83 but not for the gas phase.10
Konermann et al.10, 84 developed an all-atom mobile proton algorithm. The total energy of a
particular proton distribution in a gaseous protein is given as the sum of Coulombic energy VCoul and
a proton affinity term EPAint:

𝐸𝑡𝑜𝑡 = 𝑉𝐶𝑜𝑢𝑙 + 𝐸𝑃𝐴𝑖𝑛𝑡

(1.12)

The Coulombic potential energy VCoul includes the contributions from all n atoms in the
system. The proton affinity term is the sum of proton affinities over all the titratable sites (PAint (x)
> 0, x = 1,…, N).

𝐸𝑃𝐴𝑖𝑛𝑡 = − ∑𝑁
𝑥=1 𝑃𝐴𝑖𝑛𝑡 (𝑥) ∙ 𝛿𝑥

(1.13)

where δx = 1 and δx = 0 for protonated and deprotonated sites, respectively.
This algortithm allows the implementation of gas phase MD simulations that overcome the
limitations of (i) static charges and (ii) the a priori exclusion of salt bridges. The simulations are
conducted in a way that short (~1 ns or less) MD run segments with static charges alternate with
proton redistribution steps, where protons are reshuffled within the protein such that the energy term
1.12 is minimized. As a result, this strategy describes the behavior of gaseous proteins with quasimobile protons.

1.7.

Scope of This Research

My M.Sc. research focused on probing the behavior of ubiquitin and lysozyme (1UBQ and 1AKI in
Protein Data Bank, respectively). I investigated the conformations of these proteins in the gas phase
under “native” ESI conditions. Using MS and IM-MS in both positive and negative ion modes,
experimental collision cross sections and the most abundant charges of native proteins in the gas
phase were determined. The key components of this work are MD simulations using GROMACS and
an in-house software for mobile protein simulations.10 The ultimate goal of this work is to obtain a
detailed understanding of protein structural changes that occur in the solvent-free environment within
the mass spectrometer. To this end, we compared the structures of gaseous protein ions with data
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acquired in the crystal state and in solution. Overall, we found the structures of gaseous proteins to
be surprisingly resilient to unfolding, consistent with the proposal that native-like protein structures
correspond to minima on the free energy landscape, and that proteins get trapped in these minima
during ESI.85
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Chapter 2
2.
Protein Ions Generated by Native Electrospray Ionization:
Comparison of Gas Phase, Solution, and Crystal Structures
2.1.

Introduction

Electrospray ionization (ESI) allows the transfer of intact proteins from solution into the gas phase.
The solvent-free ions generated in this way can be interrogated by mass spectrometry (MS), ion
mobility spectrometry (IMS),1-5 and various other techniques.6-12 Protein ESI studies are usually
conducted on [M + zH]z+ ions. However, ESI can also be performed in negative ionization mode,
resulting in [M - zH]z- species.1
It remains controversial to what extent proteins retain solution-like structures after ESI.4, 13-17
Some experiments suggested the occurrence of significant conformational changes (i.e., large-scale
unfolding).13, 15, 18-20 On the other hand, there is now substantial evidence that gaseous biomolecules
can retain key aspects of their solution conformations and interactions, provided that the conditions
are properly optimized.2, 3, 17, 21-24 Such “native ESI” experiments employ nondenaturing aqueous
solutions at near-neutral pH, with ion sampling and transmission conditions that avoid excess
collisional heating.7, 21, 25-28
Native globular proteins in solution are tightly folded; most hydrophobic side chains are
sequestered in the core, whereas titratable and polar side chains tend to be on the surface.29 Proteins
experience dramatic environmental changes during ESI. In water, the hydrophobic effect represents
a key stabilizing factor.30 The absence of water after ESI suggests that hydrophobicity is not a major
contributor to protein stability in vacuo.31 Also, the protonation states of titratable sites can be very
different in solution and after ESI.32 The fact that electrosprayed ions carry a net charge z  0 implies
that their internal electrostatics are dominated by repulsive forces,33-35 an aspect that is compounded
by the low dielectric constant in the gas phase (vacuum = 1).36 Considering all these factors, the
retention of solution-like structures after ESI is a remarkable phenomenon.2, 3, 17, 21-24 This retention
has been attributed to kinetic trappings,14, 37, 38 i.e., the presence of activation barriers that prevent
large-scale transitions on the time scale of typical ESI-IMS/MS experiments.16
Even under properly optimized native ESI conditions, the transition from solution into the gas
phase will be accompanied by some structural alteration.16 Molecular dynamics (MD) simulations33,
39

and microsolvation studies40 suggest that extended surface side chains such as Lys+ tilt towards the
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protein surface where they bind to backbone carbonyls. Salt bridge formation among side chains on
the protein surface may take place as well.39 Such side chain collapse in the gas phase is consistent
with the observation that IMS-derived collision cross sections () tend to be smaller than expected
from crystal structures.28, 33, 41-43 However, the exact nature of such gas phase compaction events
remains incompletely understood, and predicted outcomes may depend on the modeling strategy
used.20, 34, 44-46
Efforts to delineate protein structural differences before and after ESI are hampered by various
factors. Chief among these is the lack of high-resolution structure determination methods in the gas
phase. IMS-derived  values report on the overall compactness, but any  value may be consistent
with a multitude of conformations.47 A standard approach is to compare experimental  values with
MD-derived candidate structures.4, 34, 47, 48 One challenge associated with gas phase MD simulations
is the proper placement of charges. Proteins contain numerous sites that can be protonated (Nterminus, Arg, Lys, His) or deprotonated (Asp, Glu, C-terminus), giving rise to an astronomical
number of possible charge configurations.49 The problem becomes even more daunting when
allowing for zwitterionic motifs, i.e., the presence of both positively and negatively charged sites
regardless of the ion polarity.49-55 Identifying the most suitable protonation pattern has to consider
interactions among protonated/deprotonated moieties, charge solvation effects, as well as the intrinsic
proton affinities (PAint) of individual sites.36, 40, 56-58 Most MD studies treat protonation patterns as
stationary,34, 39, 59, 60 whereas in reality protons in gaseous proteins are mobile.61-64 Mobile-proton MD
approaches are a promising strategy for addressing these difficulties,57, 58 but thus far such techniques
are not widely used. Also, most MD simulations focus on ns time windows that are much shorter than
the tens of milliseconds required for typical IMS experiments.4, 34, 47, 48
Understanding ESI-associated structural changes is further complicated by uncertainties
regarding the exact properties of proteins in solution. Much of the ESI literature assumes that X-ray
crystallography provides an accurate representation of solution-phase conformations. Consequently,
gas phase vs. “solution” phase comparisons usually rely on crystallographic data.14, 39, 41, 45 Although
protein crystals contain some water,65 X-ray and solution structures do not always match. Surface
side chains and loops are highly dynamic in solution, while these elements tend to adopt well defined
orientations after crystallization.66-68 Such ordering arises from crystal packing, i.e., interactions with
neighboring proteins in the lattice.69, 70 Nuclear magnetic resonance (NMR) spectroscopy provides
information on proteins in bulk solution. However, NMR structures are calculated largely from
backbone distance and angle restraints.71 The dynamic nature of exposed side chains implies that
NMR coordinates of the corresponding atoms should be treated with caution.68 In summary, the exact
nature of protein structural differences before and after ESI remain to be uncovered. Existing
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uncertainties are rooted in the absence of high-resolution information on gaseous ions, and from
ambiguities in condensed phase reference data.
The current work addresses the issues outlined above by taking a critical look at the crystal,
solution, and gas phase properties of ubiquitin and lysozyme. We compared ESI-MS/IMS data with
the results of extended (1 s) gas phase MD data for both [M + zH]z+ and [M - zH]z- ions. Mimicking
MD strategies used in previous studies34, 39, 59, 60 we initially employed static charge models. The main
focus of this work, however, is on mobile proton MD data generated with a recently developed mobile
proton algorithm57 that accounts for the known mobility of H+ in gas phase proteins.61-64 Proof-ofprinciple work using this algorithm has already been presented,57 but a critical comparison of data
obtained by this approach with ESI-MS/IMS experiments is still lacking. The current work closes this
gap by combining experimental and computational data, thereby providing detailed insights into the
properties of electrosprayed protein ions, and their relationship to solution and crystal structures.

2.2.

Methods

2.2.1. Mass Spectrometry and Ion Mobility Spectrometry
Bovine ubiquitin (8565 Da) and chicken egg white lysozyme (14305 Da) were purchased from Sigma
(St. Louis, MO, USA). Samples were prepared in 10 mM aqueous ammonium acetate (pH 7) at a
protein concentration of 10 μM. Positive ion data were acquired on a Synapt HDMS G1 time-of-flight
mass spectrometer (Waters, Milford, MA) with a Z-spray ESI regular source operated at +2.8 kV.
Solutions were infused at 5 µL min-1 using a syringe pump. Source temperatures, as well as source
voltages and ion transmission voltages were reduced as much as possible (source temperature 25 ○C,
desolvation temperature 40 ○C, sampling cone 5 V, extraction cone 1 V, trap collision energy 2 V,
trap DC bias 8-9 V, trap gas off). All other instrument parameters were as described.72 These
conditions were chosen to minimize collisionally or thermally induced structural changes of the
protein,28, 33 resulting in instrument operation just above the ion transmission threshold. A further
drop in transmission was encountered for negative ion experiments, necessitating the use of a more
sensitive instrument, a Synapt G2 (ESI voltage -2.8 kV) under otherwise identical conditions.
Collision cross sections were measured using traveling wave ion mobility measurements with N2 as
buffer gas. The IMS data were converted to He  values. The calibration procedure used for this
purpose was performed using a mix of collisionally activated reference proteins. This calibration
procedure is well established for positive ion mode,72 but its use for negative ion IMS is new (see
Table 2.1 for details). The IMS reference mix was infused in 49:49:2 (v/v/v) methanol/water/acetic
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acid with the cone set to 100 V, while keeping all other instrument parameters as described above. 
errors represent the standard deviation of three independent measurements.
Table 2.1. Reference He Ω values for collisionally unfolded standard proteins (horse apo-myoglobin
(Mb), horse heart cytochrome c (Cyt) and bovine ubiquitin (Ubq) at cone = 100 V, electrosprayed
from a denatured solvent system (49:49:2 (v/v/v) methanol/water/acetic acid). Data are from David
Clemmer’s website:
http://www.indiana.edu/~clemmer/Research/Cross Section Database/Proteins/protein_cs.htm
Protein
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Cyt
Cyt
Cyt
Cyt
Cyt
Cyt
Cyt
Cyt
Cyt
Cyt
Cyt
Cyt
Ubq
Ubq
Ubq
Ubq
Ubq
Ubq

Charge
8+
9+
10+
11+
12+
13+
14+
15+
16+
17+
18+
19+
20+
21+
22+
7+
8+
9+
10+
11+
12+
13+
14+
15+
16+
17+
18+
6+
7+
8+
9+
10+
11+

Ω (Å2)
2352
2704
2796
2942
3044
3136
3143
3230
3313
3384
3489
3570
3682
3792
3815
2007
2061
2215
2226
2303
2335
2391
2473
2579
2679
2723
2766
1525
1580
1622
1649
1732
1802

Protein
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Mb
Cyt
Cyt
Cyt
Cyt
Ubq

Charge
6789101112131415161756794-

Ω (Å2)
1795
2025
2203
2535
2656
2879
2968
3057
3136
3226
3281
3395
1246
1535
1586
2024
1059
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2.2.2. MD simulations
2.2.2.1. Solution MD Simulations

All simulations of this work were performed using Gromacs 2016.373 at 300 K with a 2 fs integration
step. The crystal structures 1ubq (ubiquitin, 1.8 Å)74 and 1aki (lysozyme, 1.5 Å)75 served as starting
conformations because they contained the complete set of protein atoms, and because of their high
resolution (below 2 Å). For 1 s solution simulations the Charmm36 force field76 was used with
TIP3P water because this combination has previously been shown to adequately model the behavior
of small globular proteins.77 The simulations employed periodic boundary conditions with a minimum
1 nm distance between protein atoms and the edge of the periodic box and particle mesh Ewald
summation. NaCl was added at a concentration of 150 mM, and additional ions were added as needed
to ensure charge neutrality. All other MD parameters and procedures were as described.78

2.2.2.2 Gas Phase MD Simulations

The behavior of gaseous ubiquitin and lysozyme ions was modeled in 1 s runs at 300 K, using the
crystal data 1ubq and 1aki as starting points. The simulations employed the OPLS/AA force field79,
80

which has been widely used for earlier gas phase applications,15, 24, 60, 81-83 and that has been

validated against ab initio data on model compounds in the absence of solvent.79, 80 Our simulations
were performed in a vacuum environment without cut-offs for electrostatic or Lennard-Jones
interactions as described.57 For static charge runs the protonation states of all titratable sites were set
using Gromacs pdb2gmx, and the initial charge patterns were retained throughout the 1 s runs.
Mobile proton simulations were conducted by complementing Gromacs with in-house Fortran
code and bash scripts,57 and by breaking down 1 s MD runs into 1 ns segments. After each of these
segments the protons residing on the various sites (N-terminus+ [referred to as NT+], Arg+, Lys+, His+,
Asp0, Glu0, C-terminus0 [denoted as CT0]) were redistributed using a steepest descent energy
minimization procedure that takes into account PAint of all possible acceptor sites,84 as well as
electrostatic interactions and intramolecular charge solvation involving all atoms in the protein. PAint
values used were84 886.6 (NT), 918.0 (Lys), 1004.0 (Arg), 952.7 (His), 1452.7 (Asp-), 1453.5 (Glu-),
1423.8 (CT-) kJ mol-1. This mobile proton strategy allowed basic sites to switch between their
protonated/neutral states, while acidic sites could switch between neutral/deprotonated. All proton
hopping events were subject to preservation of total charge, as governed by the net z value of the
protein ion.57 The presence of two titratable sites for the N-terminal Lys in lysozyme (NT and side
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chain) caused some difficulties with the code used here. This challenge was overcome by adding an
N-terminal Gly to the sequence, such that the two charge sites were in two separate residues. X-ray
data show that this N-terminus is part of a disordered tail,75 and we conducted static charge
simulations to ensure that the presence of this N-terminal Gly did not affect the structure or dynamics
of lysozyme in any noticeable way.

2.3.

Results and Discussion

2.3.1. Experimental Characterization of Gaseous Protein Ions

Ubiquitin and lysozyme served as model systems for the native ESI experiments of this work. Both
proteins possess a mixed  / secondary structure. Ubiquitin does not have any disulfides, while
lysozyme is stabilized by four disulfide bridges as seen in the pdb file.74, 75 The positive ion ubiquitin
mass spectrum was dominated by 6+ ions. The corresponding  distribution peaked at 960 Å2. A less
intense satellite band was present around 1140 Å2, revealing a small sub-population of semi-unfolded
protein (Figure 2.1. A, B). In negative ion mode the protein mainly formed 5- ions with a  maximum
at ~990 Å2 (Figure 2.1. C, D). Lysozyme in positive ion mode exhibited a dominant 8+ signal, and
the collision cross section of the corresponding ions was around 1390 Å2 (Figure 2.1. E, F). In
negative ESI lysozyme generated 6- ions (  1470 Å2, Figure 2.1. G, H). The standard deviation of
the measured  maxima was around 1%. For both proteins the  distributions in positive ion mode
were slightly wider, indicating a greater conformational heterogeneity. The gentle ion sampling
conditions chosen here caused broadening of the lysozyme mass distribution in negative ion mode
due to acetate adduction, but  values of adducted and non-adducted ions were almost
indistinguishable (Figure 2.2.). The ESI-IMS/MS data reported here are consistent previous literature
reports

14, 28, 42, 43

Similar to other proteins, the |z| values in positive ion mode were slightly higher

than in negative ion mode, while the corresponding  values were similar for both polarities.1, 85
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Figure 2.1. Native ESI-MS/IMS data. Ubiquitin in (A, B) positive ion mode and (C, D), negative
ion mode; (E, F) lysozyme in positive ion mode and (G, H) negative ion mode.
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Figure 2.2. Lysozyme IMS/MS data acquired in negative ion mode under native ESI conditions. (A)
Close-up of the 6- mass spectral region. The peaks are broadened due to acetate adducts (acetic acid,
60 Da), reflecting the presence of ammonium acetate in the sample solution. The number of acetate
moieties is indicated as 0, 1, 2, ... (B) IMS profile extracted for adduct-free ions (red bracket in panel
A), and for the entire ion population (black bracket in panel A). It is evident that the acetate adducts
do not strongly affect the collision cross section of the protein. Panel B also includes the maxima of
the two IMS profiles.

2.3.2. Crystal Contacts and Conformations
As noted in the Introduction, native ESI investigations commonly rely on crystal structures when
comparing “solution” and gas phase proteins.14, 39, 41, 45 The underlying assumption is that crystal
structures are a faithful representation of solution conformations. One objective of the current study
was to test the validity of this approach, a task that requires a careful analysis of crystal structures.
For both ubiquitin and lysozyme the pdb-archived asymmetric unit corresponds to a single
polypeptide chain (green in Figure 2.3. A, B). Visualization of these pdb files in a viewer program
results in single-protein images that omit all crystal neighbours. Figure 2.3. A, B provides an
expanded view that comprises a central protein (green) with its neighbors (gray, generated using the
symmetry mates feature of Pymol). Analysis of the crystal packing interactions revealed a multitude
of salt bridges between adjacent proteins, with O-N distances on the order of 4 Å or less.86 The
participating moieties include Arg+, Lys+, Asp-, Glu- side chains, and C-terminal carboxylates (Figure
2.3. C-D). These contacts are formed because the corresponding side chains point away from the
protein surface towards the crystal neighbors. This trend is particularly prevalent for ubiquitin, which
exhibits tighter crystal packing than lysozyme. Both proteins have a protruding R-COO- terminus that
is in contact with Lys+ from a neighboring protein. In addition, lysozyme has a C-terminal Arg+/Asp-
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contact (Figure 2.3. C-D). The C-terminal four residues of ubiquitin are disordered in the crystal, and
the coordinates in this region represent a modeled average orientation.74
Crystal contacts such as those in Figure 2.3. C-D can alter protein conformations,66, 67, 69, 70
but the severity of such distortion effects has to be evaluated on a case-by-case basis. In the context
of native ESI-MS it is of particular interest to explore whether the extended Lys/Arg/Asp/Glu/CT
orientations are caused by crystal packing. Alternatively, the corresponding moieties might already
have a tendency to adopt extended orientations in bulk solution.39 This paradox is discussed in the
following section.

2.3.3. Crystal Structures vs. Solution MD Conformations
MD simulations in bulk water were conducted to explore the structural preferences of individual
ubiquitin and lysozyme chains in the absence of crystal packing. Three independent 1 s solution
runs for each protein yielded root mean square deviation (RMSD) values of 0.1 - 0.2 nm relative to
the X-ray data, indicating that the solution conformations remained very close to the crystal structures
(Figure 2.4.). The resemblance of crystal and MD backbone coordinates is illustrated in Figure 2.3.
E-F. Noticeable differences were confined to the C-terminal tail of ubiquitin which was quite mobile
for the solution structures (Figure 2.3. E), in agreement with experimental data.74 Of particular interest
are the orientations of titratable side chains, many of which reach across to neighboring proteins in
the crystal (see above, Figure 2.3. C-D). Remarkably, these extended side chain orientations were
retained in solution, albeit with a greater degree of disorder compared to the crystals (Figure 2.3. GH). This behavior is also evident from radius of gyration (Rg) analyses, which showed that the overall
compactness of surface side chains in solution was close to the corresponding X-ray values (Figure
2.3. I-J).
The purpose of the preceding sections was to assess the appropriateness of crystal data as
surrogates for solution conformations when discussing structural changes during ESI. For the two
model proteins considered here the crystal conformations do indeed provide a faithful representation
of the solution structure, validating the strategy used in earlier ESI studies.14, 39, 41, 45 However, this
equivalence of crystal and solution structures does not hold for all proteins, requiring careful caseby-case considerations.66,

67, 69, 70

Figure 2.5. represents additional solution phase MD data for

ubiquitin and lysozyme, complementing Figure 2.3. I-J of the main text.
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Figure 2.3. (A, B) Ubiquitin and lysozyme crystal structures, highlighting one chain (green) that is
surrounded by others (gray). (C, D) Crystal salt bridges of Lys+/Arg+ (blue) and Asp-/Glu-/CT- (red)
with side chains from adjacent proteins (Lys/Arg: cyan; Asp/Glu: magenta). (E, F) Crystal backbone
structures (green) overlaid with three 1 µs solution MD runs (gray). (G, H) Titratable side chains in
the crystal (green) and from three 1 µs solution MD runs (Lys/Arg: blue; Asp/Glu: red). Not all side
chains are shown to reduce clutter. (I, J) Radius of gyration Rg for titratable side chains, titratable and
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polar side chains, and for the whole protein during 1 µs solution MD runs. Horizontal lines represent
crystal Rg values.
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Figure 2.4. Solution phase MD data for ubiquitin (A) and lysozyme (B), displaying the root mean
square deviation (RMSD) relative to the crystals structure as a function of simulation time. Both
panels contain data from three independent runs. The low RMSD values indicate that the proteins
retain conformations close to the crystal structure throughout the 1 µs simulation window.
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Figure 2.5. Additional solution phase MD data for ubiquitin and lysozyme, complementing Figure
2I-J of the main text. This figure displays the radius of gyration (Rg) as a function of simulation time
for different groups of atoms. Horizontal lines refer to the crystal structures 1ubq and 1aki,
respectively. The orientation of surface side chains and the overall compactness of the protein in
solution stay close to the corresponding crystal parameters.

2.3.4. Modeling Protons in Gas Phase MD Simulations

For simulating the behavior of gaseous protein ions three different charge models were used.
(i) Static protons (positive-only or negative-only). This approach represents the simplest
model tested here; it did not allow for proton transfer within the protein. Also, zwitterionic motifs
were not considered, i.e., [M + zH]z+ ions contained exactly z positive charges at basic sites (Nterminus, Arg, Lys, His), while all acidic sites remained in their neutral R-COOH state. Conversely,
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[M - zH]z- ions were treated by having z negative charges on selected R-COO- moieties (Asp, Glu, Cterminus), without any positive charges.
(ii) Static protons (zwitterionic). This second model allowed the presence of zwitterionic
motifs and salt bridges, reflecting the strong evidence that electrosprayed [M + zH]z+ ions can contain
R-COO- sites (and vice versa for [M - zH]z- ions).49-55 Under these conditions the number of
(de)protonated sites exceeds z due to the presence of opposite charges. However, model 2 also did
not allow for proton transfer events. Models 134, 48 and 239, 60 mimic strategies that have been widely
used for earlier gas phase MD studies. Charge patterns used for all static proton runs are summarized
in Tables 2.2. and 2.3.
(iii) Mobile protons. The third model employed a recently developed technique57 that accounts
for the highly mobile nature of protons in gaseous proteins.61-64 During MD runs all H+ were allowed
to move among basic and acidic sites, as governed by their mutual electrostatic interactions, charge
solvation effects, and by the PAint values of protonation sites. Model 3 allowed for salt bridges. The
formation of such zwitterionic motifs was governed by the overall energetics of the system, without
manual intervention by the user.57
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Table 2.2. Ubiquitin Sequence and Protonation Patterns (1ubq.pdb)
1
21
41
61
MQIFVKTLTGKTITLEVEPS DTIENVKAKIQDKEGIPPDQ QRLIFAGKQLEDGRTLSDYN IQKESTLHLVLRLRGG

Acidic sites:

12/76 = 15.8%

Basic sites:

13/76 = 17.1%

Protonation patterns (bold/underlined residues are charged)
[ubiquitin + 6H]6+ static protons / positive-only
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS

DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ

QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN

IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG

QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN

IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG

(the last two patterns show reversible unfolding)
[ubiquitin + 6H]6+ static protons / zwitterionic
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS

DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ

[ubiquitin - 5H]5- static protons / negative-only
MQIFVKTLTGKTITLEVEPS DTIENVKAKIQDKEGIPPDQ QRLIFAGKQLEDGRTLSDYN IQKESTLHLVLRLRGG
MQIFVKTLTGKTITLEVEPS DTIENVKAKIQDKEGIPPDQ QRLIFAGKQLEDGRTLSDYN IQKESTLHLVLRLRGG
MQIFVKTLTGKTITLEVEPS DTIENVKAKIQDKEGIPPDQ QRLIFAGKQLEDGRTLSDYN IQKESTLHLVLRLRGG

[ubiquitin - 5H]5- static protons / zwitterionic
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS
MQIFVKTLTGKTITLEVEPS

DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ
DTIENVKAKIQDKEGIPPDQ

QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN
QRLIFAGKQLEDGRTLSDYN

IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
IQKESTLHLVLRLRGG
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Table 2.3. Lysozyme Sequence and Protonation Patterns (1aki.pdb)
(The sequence used here contains an N-terminal glycine that is not present in the X-ray structure –
see Methods).
1
G KVFGRCELAAAMKRHGLDNY
61
RWWCNDGRTPGSRNLCNIPC

Acidic sites:

21
RGYSLGNWVCAAKFESNFNT
81
SALLSSDITASVNCAKKIVS

10/130 = 7.7%

41
QATNRNTDGSTDYGILQINS
101
121
DGNGMNAWVAWRNRCKGTDV QAWIRGCRL

Basic sites:

19/130 = 14.6%

Protonation patterns (bold/underlined residues are charged)
[lysozyme + 8H]8+ static protons / positive-only
G KVFGRCELAAAMKRHGLDNY RGYSLGNWVCAAKFESNFNT QATNRNTDGSTDYGILQINS
RWWCNDGRTPGSRNLCNIPC SALLSSDITASVNCAKKIVS DGNGMNAWVAWRNRCKGTDV QAWIRGCRL
G KVFGRCELAAAMKRHGLDNY RGYSLGNWVCAAKFESNFN TQATNRNTDGSTDYGILQINS
RWWCNDGRTPGSRNLCNIPC SALLSSDITASVNCAKKIV SDGNGMNAWVAWRNRCKGTDV QAWIRGCRL
G KVFGRCELAAAMKRHGLDNY RGYSLGNWVCAAKFESNFN TQATNRNTDGSTDYGILQINS
RWWCNDGRTPGSRNLCNIPC SALLSSDITASVNCAKKIV SDGNGMNAWVAWRNRCKGTDV QAWIRGCRL

[lysozyme + 8H]8+ static protons / zwitterionic
G KVFGRCELAAAMKRHGLDNY RGYSLGNWVCAAKFESNFNT QATNRNTDGSTDYGILQINS
RWWCNDGRTPGSRNLCNIPC SALLSSDITASVNCAKKIVS DGNGMNAWVAWRNRCKGTDV QAWIRGCRL
G KVFGRCELAAAMKRHGLDNY RGYSLGNWVCAAKFESNFNT QATNRNTDGSTDYGILQINS
RWWCNDGRTPGSRNLCNIPC SALLSSDITASVNCAKKIVS DGNGMNAWVAWRNRCKGTDV QAWIRGCRL
G KVFGRCELAAAMKRHGLDNY RGYSLGNWVCAAKFESNFNT QATNRNTDGSTDYGILQINS
RWWCNDGRTPGSRNLCNIPC SALLSSDITASVNCAKKIVS DGNGMNAWVAWRNRCKGTDV QAWIRGCRL

[lysozyme - 6H]6- static protons / negative-only
G KVFGRCELAAAMKRHGLDNY RGYSLGNWVCAAKFESNFNT QATNRNTDGSTDYGILQINS
RWWCNDGRTPGSRNLCNIPC SALLSSDITASVNCAKKIVS DGNGMNAWVAWRNRCKGTDV QAWIRGCRL
G KVFGRCELAAAMKRHGLDNY RGYSLGNWVCAAKFESNFNT QATNRNTDGSTDYGILQINS
RWWCNDGRTPGSRNLCNIPC SALLSSDITASVNCAKKIVS DGNGMNAWVAWRNRCKGTDV QAWIRGCRL
G KVFGRCELAAAMKRHGLDNY RGYSLGNWVCAAKFESNFNT QATNRNTDGSTDYGILQINS
RWWCNDGRTPGSRNLCNIPC SALLSSDITASVNCAKKIVS DGNGMNAWVAWRNRCKGTDV QAWIRGCRL

[lysozyme - 6H]6- static protons / zwitterionic
G KVFGRCELAAAMKRHGLDNY RGYSLGNWVCAAKFESNFNT QATNRNTDGSTDYGILQINS
RWWCNDGRTPGSRNLCNIPC SALLSSDITASVNCAKKIVS DGNGMNAWVAWRNRCKGTDV QAWIRGCRL
G KVFGRCELAAAMKRHGLDNY RGYSLGNWVCAAKFESNFNT QATNRNTDGSTDYGILQINS
RWWCNDGRTPGSRNLCNIPC SALLSSDITASVNCAKKIVS DGNGMNAWVAWRNRCKGTDV QAWIRGCRL
G KVFGRCELAAAMKRHGLDNY RGYSLGNWVCAAKFESNFNT QATNRNTDGSTDYGILQINS
RWWCNDGRTPGSRNLCNIPC SALLSSDITASVNCAKKIVS DGNGMNAWVAWRNRCKGTDV QAWIRGCRL
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2.3.5. Overview of Gas Phase MD Results
Multiple 1 s simulations were generated, focusing on the dominant charge states seen in the
experimental spectra (Figure 2.6). The overall behavior seen in these MD runs is illustrated by the Rg
values of Figure 2.6. for all three charge models.
Static proton/positive-only simulations on [ubiquitin + 6H]6+ were conducted for various
protonation patterns (Table 2.2.). Most of the trajectories generated using this model retained tightly
folded conformations, while two of the runs showed fluctuations between semi-unfolded and compact
structures (Figure 2.6. A). Subsequently we tested the behavior of [ubiquitin + 6H]6+ in static
proton/zwitterionic runs. All the trajectories produced in this way retained tightly folded structures
(Figure 2.6. B). Mobile proton simulations on [ubiquitin + 6H]6+ were dominated by compact
conformers, with occasional unfolding/refolding for some of the trajectories (Figure 2.6. C). Most of
these reversible structural events would have gone undetected in the much shorter (~10 ns or less)
time windows used for earlier gas phase simulations,34, 39, 48 highlighting the necessity of using an
extended time scale.
An analogous set of simulations was performed for [ubiquitin - 5H]5-, resulting in the Rg data
of Figure 2.6. D-E. Across the board, the negative ions data displayed a high stability without
unfolding, regardless of the charge model used. The greater stability of negative ubiquitin ions
relative to their positive counterparts is attributed to their lower internal electrostatic repulsion,
keeping in mind their z values (|5-| < |6+|).33-35 To support this assertion, we repeated MD runs for
positive ion patterns that consistently caused unfolding (red and blue, Figure 2.6. A), but lowered the
charge state from 6+ to 5+. As expected, the 5+ ions retained a compact conformation (Figure 2.7.).
MD simulations were also conducted on lysozyme in the gas phase, using all three protonation
models in both polarities. The resulting data showed lysozyme to be highly stable, without any largescale unfolding for any of the conditions tested (Figure 2.8., Table 2.3.). The greater resilience of
lysozyme+ compared to ubiquitin is attributed to the presence of four disulfide bridges in the former.75
The key question explored here is to what extent ubiquitin and lysozyme retain their native
solution structures in the gas phase. As discussed above, the crystal structures of both proteins provide
an adequate representation of their solution conformations. Thus, Figure 2.9. compares mobile proton
MD conformations (gray) with the corresponding crystal data (green). Figure 2.9. A exemplifies data
from a [ubiquitin + 6H]6+ trajectory that did not show unfolding, revealing that the backbone fold
remained very close to that of the crystal structure throughout the 1 s simulation window. The same
is true for [ubiquitin - 5H]5-, [lysozyme + 8H]8+, and [lysozyme - 6H]6- (Figure 2.9. C-E). RMSD
values relative to the corresponding crystal structures for these “folded” trajectories were on the order
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of 0.3 to 0.4 nm (Figures 2.10., 2.11.), reinforcing the fact that the gas phase proteins remained close
to their crystal structures (albeit not as close as in solution where RMSDs were 0.1 - 0.2 nm, Figure
2.4.).
Figure 2.9. B illustrates one of the reversible unfolding transitions experienced by [ubiquitin
+ 6H]6+. For this particular trajectory the protein opened up at t  100 ns, (magenta), but at t = 200 ns
it had folded back to a compact state. The fact that gaseous ubiquitin returned close to its original
structure after being semi-unfolded implies that the solution-like conformation represents a local free
energy minimum, consistent with the kinetic trapping hypothesis outlined above.14, 37, 38
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Figure 2.6. Whole protein Rg values obtained in 1 µs ubiquitin gas phase MD simulations (A-C, 6+
charge state; D-F, 5- charge state). The panels contain data from 4-14 independent runs. Data in the
top row were obtained using stationary positive-only (A) and negative-only (D) charges. The center
row data were generated using various stationary zwitterionic charge patterns (B, E). Panels C and F
show the results of mobile proton MD runs.
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Figure 2.8. Radius of gyration (Rg) obtained in gas phase 1 µs lysozyme MD simulations in positive
ion mode (A-C, 8+ charge state) and in negative (D-F, 6- charge state). Individual panels contain data
from a several independent (3-6) runs. The data in the top row were obtained using stationary positiveonly (A) and negative-only (D) charges. The center row data were generated using various stationary
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Figure 2.9. Gas phase mobile proton MD results on ubiquitin (A-C) and lysozyme (D, E). Each panel
contains the X-ray structure (green), and MD snapshots representing t = 100 ns, 200 ns, … 1 µs. The
magenta panel in (B) illustrates transient unfolding of [ubiquitin + 6H]6+ at t = 100 ns (blue trajectory
in Figure 2.6. C).
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Figure 2.10. Gas phase RMSD data obtained for ubiquitin MD simulations in positive ion mode (AC, 6+ charge state) and in negative (D-F, 5- charge state).
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Figure 2.11. Gas phase RMSD data obtained for lysozyme MD simulations in positive ion mode
(A-C, 8+ charge state) and in negative (D-F, 6- charge state).

2.3.6. Charge Patterns Produced in Mobile Proton Runs
Our mobile proton simulations used various initial charge patterns (coinciding with those of the static
charge runs, Tables 2.2., 2.3.). Regardless of these starting configurations, the mobile proton runs
showed a strong propensity to generate zwitterionic patterns (Figure 2.12.), i.e., R-COO- sites
accumulated in [M + zH]z+ ions, and Arg+/Lys+ sites accumulated in [M - zH]z- ions. H+ migration
had largely gone to completion after ~500 ns, producing fairly stable patterns (Figure 2.12.).
Shown along the right hand side of Figure 2.12. are representative 1 s structures of ubiquitin
and lysozyme. These snapshots reveal that oppositely charged sites were involved in networks of salt
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bridges at the protein surface, i.e., all R-COO- moieties in [M + zH]z+ ions were in contact with at
least one positively charged sites (and vice versa for [M - zH]z- ions).
Arg was the preferred basic H+ residence site, in accordance with its high PAint. Negative
charges were distributed over Asp, Glu and CT sites, reflecting their similar PAint values.84 The
zwitterionic character after 1 s was more pronounced for gaseous ubiquitin than for lysozyme
(Figure 2.12.). This difference is attributed to the higher percentage of basic/acidic sites in ubiquitin
which promotes the formation of Coulombically favorable salt bridge networks (Tables 2.2., 2.3.). A
detailed summary of the average charge on each of the titratable sites in the mobile proton simulations
is provided in Figure 2.13.
Overall, the current work marks the first time that the structural dynamics of gaseous ions was
simulated on an extended (1 s) time scale using a model that explicitly allowed for H+ hopping
within the gaseous protein ions. The strong preference for zwitterionic motifs seen in these
simulations is consistent with experimental investigations.49-55

49
Time (ns)
0

200

400

600

800

R74

1000

R54
Negative Charges

-6

A

-5

R42
R72
D52
K27

-4
-3
-2
6+

-1

E16

[Ubiquitin + 6H]

K33 K6

0

Positive Charges

6

B

D58

5

D51 D39 R74
D52

D21

4

CT

3

K27

E18
K29

2
5-

1

E64 K33
D32

[Ubiquitin - 5H]

0
-6

Negative Charges

CT

K1

C
R68

R128
R5
R125

R61

D119

-5
-4
-3
-2
8+

-1

[Lysozyme + 8H]

0

Positive Charges

6

R21

D

D87

5

E7

4

D66

6-

[Lysozyme - 6H]

3

CT

2
1

D119

0

E35
0

250

500

750

1000

Time (ns)

Figure 2.12. Gas phase mobile proton MD data for ubiquitin (A, B) and lysozyme (C, D) in positive
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Figure 2.13. Average charge on titratable sites as determined by averaging mobile proton simulation
runs for (A) [ubiquitin + 6H]6+ (not including runs that showed transient unfolding), (B) [ubiquitin 5H]5-, (C) [lysozyme + 8H]8+, and (D) [lysozyme - 6H]6-. Each colored bar represents the mean
positive or negative charge with its standard deviation, averaged for the time window of 500 ns - 1
s. The time interval between 0 and 500 ns was not considered to eliminate any possible dependence
of the simulated charge patterns on the initial charge configuration.

2.3.7. Surface Side Chain Collapse
Gaseous ubiquitin and lysozyme retained an overall backbone fold close the corresponding
solution/X-ray structures, as discussed above. However, inspection of Figure 2.6. reveals the gas
phase Rg values for most of the simulations were 3-5% lower than for the X-ray coordinates,
indicating compaction in the gas phase. To uncover the origin of this effect we calculated Rg values
for various sub-groups of atoms. The most pronounced Rg drop was seen for surface side chains and,
among these, the titratable sites Arg, Lys, His, Asp, Glu made the largest contribution. This side chain
collapse occurred for both ubiquitin and lysozyme. This phenomenon was largely independent of the
protonation model, and it took place for both [M + zH]z+ and [M - zH]z- ions (Figures 2.14., 2.15.).
The origin of this side chain collapse is illustrated in Figure 2.16., which displays
representative mobile proton MD structures of positive and negative ubiquitin ions. The Figure
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reveals numerous intramolecular contacts that force the titratable side chains from their extended Xray/solution structures (Figure 2.3.) into orientations close to the protein surface. In addition to salt
bridges, these contacts include charge-dipole interactions where cationic sites are solvated by
backbone CO groups, while R-COO- sites interact with backbone NH sites. Many contacts also
involve H-bonds among uncharged titratable sites, reflecting capability of R-COOH, amino groups,
and guanidine groups to act as both H-bond donors (OH, NH) and acceptors (C=O, N:). Side chain
contacts similar to those discussed here were also observed in static proton/zwitterionic simulations
(data not shown).
Considering that salt bridges are a major contributor to side chain collapse in zwitterionic
runs, it may seem surprising that a similar protein contraction was also seen in simulations that did
not allow for zwitterions (Figure 2.14., 2.15.). The reason for this effect is that even in the absence of
oppositely charged moieties most of the titratable side chains formed a tightly connected network at
the protein surface (Figure 2.18.). These non-zwitterionic contacts involved numerous H-bonds
among neutral moieties, exemplified by the cluster of Lys270, Arg420, Glu510, Asp520, CT0 in Figure
2.18. B. H-bonding and charge solvation involving non-titratable sites (Asn, Gln, Ser, and Thr, plus
backbone NH and CO) took place under non-zwitterionic conditions as well.
The formation of extensive intramolecular contacts involving side chains, and the resulting
protein compaction seen in our MD data is consistent with earlier simulations by Steinberg et al. 39
However, that earlier work39 only tested a static proton/zwitterionic model in positive ion mode. The
current study extends the work of Steinberg et al.39 by demonstrating that similar side chain collapse
takes place in both positive and negative ion mode, and under different simulation conditions (with
or without zwitterions, and with or without mobile protons).
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Figure 2.14. Representative gas phase MD results obtained for ubiquitin in positive (A-C) and
negative ion mode (D-F) with different protonation modes. Each panel shows the radius of gyration
(Rg) for titratable side chains, titratable and polar side chains, and for the whole protein. Horizontal
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2.3.8. MD and Experimental Ω Values
Figure 2.17. compares MD  values with the corresponding experiments.  values were also
calculated for crystal and solution MD structures (after water removal). Like Figure 4, Figure 8
contains five panels because [ubiquitin + 6H]6+ appeared in two forms, tightly folded and semiunfolded. The following discussion initially focuses on folded species, excluding those ubiquitin
trajectories that showed conformational changes (Figure 2.17. A, C-E). The following key points are
apparent from these data:
(1) Crystal structures and solution MD conformers share virtually the same  values. This
observation reinforces the view that the crystal coordinates of ubiquitin and lysozyme provide an
adequate representation of their solution behavior, as highlighted in Figure 2.3.
(2) Experimental  values for electrosprayed ubiquitin and lysozyme are significantly smaller
than expected from their crystal structures, revealing that the proteins become more compact upon
transitioning from solution into the gas phase. This effect has previously been reported for a range of
proteins in positive ion mode.28, 33, 41-43 The current study reveals that the same effect also takes place
in negative ion mode (Figure 2.17 C, E). For the proteins studied here this collapse is most prevalent
for [ubiquitin + 6H]6+ (~16%, Figure 2.17. A), and it is least pronounced for [lysozyme -6H]6- (~3.5%,
Figure 2.17. E).
(3) As outlined in Figure 2.16., gas phase protein contraction is caused by titratable and polar
side chains at the protein surface. After desolvation these side chains collapse from their initially
extended crystal/solution structures onto the protein surface where they form tight networks involving
salt bridges, charge-dipole contacts, and H-bonds. The occurrence of such collapse events has
previously been proposed on the basis of positive ion zwitterionic MD runs.39 The current work
generalizes this finding by demonstrating that compaction takes place in both polarities, and for three
different charge models.
(4) It is remarkable that the protein compaction in our simulations is virtually independent of
the charge model used. All three models yielded  values that agreed closely with each other (Figures
2.17. A, C-E). We initially expected that the extent of side chain collapse would depend on the charge
model used. However, our data show that different types of contacts (e.g. mostly salt bridged vs.
primarily H-bonded, Figures 2.16., 2.18.) cause very similar side chain compaction. Gratifyingly, the
collapsed MD-generated gas phase structures had  values close to the experimentally overserved
data for both proteins and in both polarities.
(5) In our experiments, only [ubiquitin + 6H]6+ showed the presence of semi-unfolded species
– evident from the satellite signal at ~1140 Å2 (Figure 2.1. B). Consistent with this experimental
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observation, only MD runs for [ubiquitin + 6H]6+ exhibited occasional transitions to semi-unfolded
conformers (Figure 2.6. A, C). The  values of these non-native MD structures (with Rg > 1.3 nm)
agreed closely with the experimental data (Figure 2.17. B). In other words, non-compact conformers
such as the magenta species in Figure 4B represent suitable candidate structures for the ~1140 Å 2
signal seen in the IMS data of [ubiquitin + 6H]6+ (Figure 2.1. B). The unfolding/refolding transitions
of [ubiquitin + 6H]6+ would likely have gone undetected in the much shorter (ns) simulation windows
used in earlier studies.
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2.4.

Conclusions

This work conducted a comprehensive comparison of MD-generated gas phase protein structures with
collision cross sections from native ESI experiments. We systematically studied the behavior of three
different charge models for two proteins under both polarity conditions in an extended (1 s) MD
time interval. Most of the trajectories revealed the persistence of tightly folded gas phase conformers,
with backbone conformers that closely resembled the initial solution conformations. It has been
suggested that the thermodynamically stable state of gaseous proteins corresponds to “inside out”
conformers, where nonpolar residues are exposed to the surface, while polar and titratable side chains
are buried in the interior.87 The persistence of proper “outside out” conformers (with charged/polar
sites on the surface) in our simulations is consistent with the view that solution-like structures can
survive after ESI due to kinetic trapping.14, 37, 38
Overall, the current work highlights the potential, but also the limitations of using gas phase
investigations for deducing structural features of proteins in solution. We found the backbone fold to
be largely retained (with the exception of flexible termini), while surface side chains underwent
substantial changes in their orientations and interactions. It is hoped that advances in hardware and
software will soon extend gas phase MD time scales even further, such that it will become possible
to probe kinetic trapping and structural retention in simulations that match the time frame (tens of
milliseconds) of typical IMS experiments.
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Chapter 3
3.

Conclusions and Future Work

3.1.

Conclusions

Proteins are biological macromolecules that perform a variety of functions including catalysis,
signaling, transport, and so forth. The fully folded, biologically active structure of a protein which is
called the native structure, results from the interplay of various intra- and intermolecular interactions
such as the hydrophobic effect, hydrogen bonding, van der Waals forces, and electrostatic
interactions.1-3 A variety of techniques can be used to study protein structures. Mass spectrometry
(MS) has revolutionized life sciences by deciphering protein complexes and protein interaction
networks in biological systems.4-5 ESI allows the production of intact gaseous multiply charged ions.4
The question to what extent these [M + zH]z+ and [M - zH]z- ions retain solution-like conformations
under “native” ESI conditions remains a matter of debate. One of the key questions in this context is
the internal charge distribution of electrosprayed ions. All these issues are difficult to tackle
experimentally, because traditional high resolution structure determination techniques only report on
proteins in the condensed phase. For this reason, MD simulations play an important role for exploring
the behavior of gas phase proteins.6-7 A major limitation of presently available MD force fields is that
charges are static, while excess protons are known to be highly mobile in the gas phase.8-10
In Chapter 2, we combined a newly developed mobile-proton algorithm with the GROMACS
MD package to examine the properties of ubiquitin and lysozyme in the gas phase. This work takes
advantage of IMS and ESI-MS under native (non-denaturing) conditions.
Focusing on ubiquitin and lysozyme, we examined several pertinent questions. Firstly, we examined
the crystal phase structures to see how the main chain, the side chains, and the titratable residues are
situated for proteins in the solid state.
As the second step, using MS and IM-MS in both positive and negative ion modes,
experimental collision cross sections charge states of gaseous protein ions produced by native ESI
were determined. We found 6+ and 5- to be the most abundant charge states of ubiquitin, while
lysozyme spectra showed 8+ and 6- as the most abundant ion species.
In the third step, these data were compared with the solution phase structures which were
obtained with MD simulations conducted at room temperature, paying particular attention to Rg and
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RMSD values. We applied solvent MD runs to scrutinize whether the X-ray structures of both
proteins are affected by crystal packing. Main and side chain orientations were fully retained in water,
providing a justification for the hitherto unscrutinized standard approach of relying on crystal data
for “solution” vs. gas phase comparisons.
Earlier modeling studies of gaseous proteins did not account for the highly mobile nature of
H+ charge carriers. We compared for the first time the results from static and mobile H+ simulations,
focusing on both positively and negatively charged protein ions. MD simulations using GROMACS
and an in-house software called “charge mover” which minimizes the total energy of the system and
considers protons as mobile8 were used to study the behavior of these two proteins in the gas phase
to complete the fourth step. Traditional MD runs with non-mobile charges were conducted as well.
Most earlier gas phase protein MD investigations employed very short (ns) simulation windows. By
extending this time frame to 1 µs we were able to observe rare unfolding/folding transitions in
ubiquitin. These predicted fluctuations were consistent with a semi-unfolded subpopulation seen in
ion mobility spectrometry (IMS) experiments.
The fourth step was to analyze all the data amassed in the preceding four steps. Our goal was
to develop a clear understanding of what happens to proteins in the gas phase under gentle conditions,
both from an experimental and a computational perspective.
Our results showed that native-like conformations were largely retained in the gas phase. Very
similar data were obtained in both mobile and non-mobile proton MD simulations in positive and
negative ion mode. In mobile proton runs the multiply charged ions were stabilized by numerous salt
bridges at the protein surface over extended time scales (1 microsecond). Our runs revealed a strong
preference for retention of a solution-like backbone fold, while titratable/polar surface side chains
collapsed towards the protein surface. This side chain collapse was caused by a multitude of
intramolecular salt bridges, H-bonds, and charge-dipole interactions. Surface titratable side chains
were found to adopt orientations that were less extended than in crystals and in solution (with Rg
values 3-5% lower than for the X-ray coordinates), causing gaseous protein to be somewhat more
compact than in the condensed phase. Calculated collision cross sections of these MD species were
in a close agreement with experimental data. Our results generalize the findings of Steinberg et al.
(ChemBioChem 9, 2417, 2008) who had first proposed the existence of such side chain contacts on
the basis of short-term simulations using static H+. Overall, this study supports the view that solutionlike protein structures can be retained due to kinetic trapping on the time scale of typical ESI-IMS
experiments.11
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4.2.

Future Work

The first aspect that needs to be developed in the scope of this research, is to extend the MD
simulations time scale to milliseconds to simulate IMS experiments.
Unfolding and afterwards refolding of ubiquitin and lysozyme in the gas phase can be
investigated. First the temperature needs to be increased in vacuum so the protein can unfold properly,
then the refolding process will be explored while the temperature is returning to 300 K. The goal of
this work will be to find out if the protein refolds properly (and re-acquires its native structure while
refolding).
As a third project, higher charge states can be applied to the native protein in the gas phase to
investigate if the protein still can preserve the native structure. As an example, 13+ and 12- charges
(the maximum number of acidic and basic sites available on ubiquitin) can be investigated to see
under what conditions the protein can still preserve the native structure; and what happens if the
protein is examined by both mobile and non-mobile proton algorithms.
One of the interesting areas of study would be developing the mobile proton algorithm. It can
be employed for studying the behavior of ligand-bound globular proteins and membrane proteins in
the gas phase to see what the ligand reaction will be in the presence of mobile charge carriers.
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