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Introduction générale
Linformation quantique est un domaine nouveau de recherche prometteur qui est en plein
développement. Son principal objectif est de manipuler des systèmes physiques en exploitant
les propriétés de la mécanique quantique, notamment le principe de superposition [1] et lintri-
cation [2] pour le traitement, le stockage et la transmission de linformation. Cette possibilité
tente dapporter des solutions novatrices à di¤érents types de problèmes informatiques et pour-
rait mener à des applications technologiques révolutionnaires.
Depuis les années 1980, les physiciens ont eu la possibilité de manipuler et dobserver des
objets quantiques élémentaires individuels : photons, atomes, ions etc.... Ainsi, la constric-
tion des bits quantiques devient physiquement possible, où cette possibilité est à lorigine de
linformation quantique. Durant ces années, Richard Feynman [3], Prix Nobel de physique en
1965, a constaté la complexité à simuler des systèmes quantiques par un ordinateur classique.
Ainsi, il a proposé de construire un ordinateur quantique qui permet de simuler e¢ cacement
le comportement dun système quantique.
Actuellement, les composants électroniques des ordinateurs ont été développés par le trai-
tement quantique de linformation où le fonctionnement du transistor repose sur ce traite-
ment permettant de réduire la dimension caractéristique des composants à environ 50nm. Par
ailleurs, la taille des composants atteindra léchelle nanométrique, ceci a été illustré par la
célèbre loi de Moore [4] pendant encore une quinzaine dannées, selon laquelle lordinateur
classique cessera de fonctionner. Donc, on est obligé de tenir compte des e¤ets quantiques de
la technologie des systèmes de traitement de linformation dans le domaine de linformatique
quantique.
Quel que soit langle disciplinaire sous lequel on lenvisage, les dés dans ce domaine sont
de taille. Par exemple, très peu dalgorithmes quantiques (algorithmes adaptés pour fonction-
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ner sur un système quantique) e¢ caces sont connus. De ce point de vue, il existe plusieurs
algorithmes quantiques, dont les plus célèbres sont lalgorithme de Shor [5] pour la factori-
sation en arithmétique modulaire et en informatique quantique. Lalgorithme de Shor est un
algorithme quantique pour factoriser un entier naturel N en temps O((logN)3) et en espace
O(logN), nommé en lhonneur de Peter Shor (1994). recherche dinformation (1996). En in-
formatique quantique, lalgorithme de Grover [6] est un algorithme de recherche dinformation
(1996), permettant de rechercher un ou plusieurs éléments qui répondent à un critère donné
parmi N éléments non classés en temps proportionnel à O(
p
N) et avec un espace de stockage
proportionnel à log(N), et lalgorithme de Deutsch-Josza [7] qui repose sur le parallélisme du
calcul quantique grâce à des transformations types Hadamard (1992).
Cette thèse a pour objet principal létude de linformation quantique et, plus particuliè-
rement, certains systèmes de traitement de linformation quantique. Nous avons structuré ce
document en "cinq chapitres", une "introduction" et une "conclusion avec quelques perspec-
tives". Dans Le premier chapitre, on présente une introduction aux idées de base de la
physique quantique pour linformation. Ainsi, dans ce chapitre, on rappelera brièvement sur
quelques notions de base sur le traitement quantique de linformation. Nous y dénissons les
concepts fondamentaux de linformation quantique telle que la superposition des états quan-
tiques, lintrication quantique, la notion de qubit, le registre quantique, les portes logiques
quantiques, la cavité quantique, le circuit quantique et la décohérence. Les opérations logiques
quantiques, le modèle de Jaynes-Cummings, la délité ainsi que la notion de limplémentation
y seront aussi abordées.
Le deuxième chapitre sintéresse quant à lui à lune des portes logiques quantiques
importantes pour la réalisation dun ordinateur quantique : la porte à dénir à ce niveau
NTCP. Nous rappelons dabord les diverses portes quantiques à un, à deux et à trois qubits.
Ensuite, on montrera comment réaliser la porte NTCP dans la cavité QED [8] en introduisant
linteraction dipôle-dipôle.
Le troisième chapitre contient des résultats théoriques originaux de la réalisation de
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nouvelles portes logiques. Dans ce chapitre, nous proposerons une méthode e¢ cace pour im-
plémenter la porte NTCP, la nouvelle porte NTCP-NOT et la nouvelle porte NTQ-NOT dans
la cavité QED avec (N+1) qubits supraconducteurs [9], où tenant compte du terme de couplage
qubit-qubit. Enn, nous discuterons également la possibilité de la réalisation expérimentale de
cette porte et la simulation numérique qui seront abordées.
Le quatrième chapitre de cette thèse est réservé à la réalisation de la porte NTCP en
circuit QED en utilisant des qubits transmon dans le cas de linteraction qubit-qubit [10]. Nous
calculerons le temps dimplémentation et nous le comparerons avec le temps de décohérence
et le temps de déphasage. En n, la simulation numérique des probabilités doccupation du
second niveau dexcitation sera abordée.
Finalement, dans le cinquième chapitre, nous montrerons comment lalgorithme de
Grover peut être implémenté avec ; deux atomes via la cavité QED [11], deux qubits transmon
en circuit QED [12] et deux qubits supraconducteurs dans une cavité QED [13]. Nous commen-
cerons par une brève introduction des algorithmes quantiques. Nous terminerons ce chapitre
par une discussion sur la faisabilité expérimentale de limplémentation de lalgorithme de Gro-
ver en système QED (cavité QED et circuit QED) dans le cas de linteraction qubit-qubit.
Enn, cette thèse se terminera par une conclusion et perspectives.
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"He who loves practice without theory is like the 
sailor who boards ship without a rudder and compass and 
never knows where he may cast."  
Leonardo da Vinci (1452-1519). 
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Chapitre 1
Notions de base de linformation
quantique
Dans ce chapitre, nous allons nous intéresser à étudier les notions de base du traitement
quantique de linformation. Ainsi, nous allons passer en revue les dénitions des concepts
fondamentaux de linformation quantique telle que la superposition des états quantiques, in-
trication quantique, qubit, registre quantiques, portes logiques quantiques, Cavité quantique,
circuit quantique, décohérence et la délité. Ces dénitions permettent de jeter la base en vue
dintroduire le sens de codage quantique. Les notions des opérations logiques quantiques, du
modèle de Jaynes-Cummings et de limplémentation y seront abordées.
1.1 Introduction
Depuis le début des années 1980, les physiciens peuvent manipuler et observer des objets
quantiques élémentaires individuels (photons, atomes, ions etc. . . ). Ainsi, la construction de
qubits devient, physiquement, possible. Dautre part, si les pères fondateurs de la mécanique
quantique (Heisenberg, Schrödinger, Dirac. . . ) serait ressuscité aujourdhui, ils ne seraient pas
surpris par linformatique quantique, même sils seraient sûrement éblouis par les succès des
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8 CHAPITRE 1. NOTIONS DE BASE DE LINFORMATION QUANTIQUE
expérimentateurs. Ce qui signie quaucun nouveau concept na été introduit depuis les années
1930, et linformatique quantique est un sous-domaine de linformation quantique, il exploite
le parallélisme quantique an de mettre au point des ordinateurs quantiques.
Le tableau suivant synthétise le stockage et le calcul de linformation via le système infor-
matique :
Processus Implémentation physique Informatique classique Informatique quantique
Stockage Etat de la matière
Charger un condensateur,
alimentation dun volume
Etat quantique dun atome,
et dun photon
Calcul Evolution de létat Physique classique/quantique Physique quantique
1.2 Bases de linformation quantique
Linformation quantique est basée sur deux principes, qui sont inspirés de la mécanique
quantique à savoir : la superposition détats et lenchevêtrement [1].
1.2.1 Superposition détats quantiques
En mécanique quantique, le principe de superposition autorise un même état quantique à
posséder plusieurs valeurs pour un même observable. Cela est possible puisquun état quantique
est représenté par un vecteur dans un espace vectoriel appelé espace de Hilbert. Ce vecteur
admet donc une décomposition consistante en une combinaison linéaire de vecteurs selon une
base de données. Cest le cas pour nimporte quel vecteur. Ceci est un des principes de base de
la physique quantité : la superposition détats quantique [2]. Elle est à la base de linformation
quantique. Un qubit peut être dans létat j0i ou j1i, ou les deux états en même temps. Alors,
un qubit de registre de n qubits peut être dans un état parmi 2n états superposés distincts.
Par conséquence, un système de n qubits peut manipuler 2n valeurs distinctes en parallèle.
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1.2.2 Enchevêtrement ou Intrication quantique
Le phénomène dintrication quantique (ou enchevêtrement quantique) est un concept im-
portant au centre de linformation quantique, tels que la cryptographie quantique [3], la té-
léportation quantique [4] ou lordinateur quantique, qui est une des caractéristiques les plus
étonnantes de la mécanique quantique dans lequel létat quantique de deux objets doit être
décrit globalement, sans pouvoir séparer un objet de lautre, bien quils puissent être spatia-
lement séparés. La notion dintrication quantique a été introduite par Schrodinger en 1935 [6]
et traduit la présence de corrélations non locales entre les sous-systèmes, cest à dire que les
propriétés du système global ne peuvent être décrites en termes des propriétés individuelles de
ces sous-systèmes. On dit alors que ces états sont enchevêtrés (ou non séparables).
1.3 Bit et Qubit
Le bit est la plus petite unité de mesure de linformation classique, et qui ne peut prendre
que deux états stables 0 ou 1. Limplémentation physique du calcul, réalisée par lordinateur,
repose alors sur des systèmes à deux états : aimantation  up/down , interrupteur  on/o¤
, condensateurs chargés-déchargésdans les RAM... Même si le fonctionnement des compo-
sants électroniques qui créent, stockent et manipulent les bits repose sur les principes de la
mécanique quantique, les états du système qui dénissent les bits sont décrits par la physique
classique essentiellement, parce quils mettent en jeu un grand nombre de particules (courants
électriques).
Le bit quantique ou plus simplement qubit (quantum bit) [8] est une unité élémentaire
et fondamentale de linformation quantique qui représente la plus petite unité de stockage de
linformation quantique. Un qubit est un système quantique résidant dans un espace dHilbert
de dimension deux. Il peut se trouver dans deux états dun système quantique quon note par
j0i ou j1i suivant la convention introduite par le physicien P.A.M. Dirac dans les années 30.
En raison du principe de superposition, un qubit peut aussi exister dans une superposition de
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ces états. La di¤érence essentielle avec létat classique 0=1 est que le qubit peut se trouver dans
dautres états (une innité) que les états j0i ou j1i. Lexpression du qubit est donnée par :
j	i = j0i+ j1i, (1.1)
où  et  sont les coe¢ cients complexes représentant les amplitudes de probabilité dobtenir
létat j1i et létat j0i respectivement lors de la mesure de létat j	i. Ces deux états constituent
une base orthogonale de lespace de Hilbert du système. Ces coe¢ cients satisfont la condition
de normalisation jj2 + jj2 = 1. Lors de la mesure de la valeur du qubit, les seules réponses
pouvant être obtenues sont j0i ou j1i (avec les probabilités jj2 et jj2). Après une mesure, le
qubit se trouve projeté dans létat mesuré. De plus, en raison du principe de superposition, un
qubit a aussi la possibilité dêtre enchevêtré avec dautres qubits.
Quand on cherche à lire le contenu du qubit, dans létat j0i on trouve 0 et dans létat
j1i on trouve 1. Ceci nest pas très inattendu et ne change pas du bit classique. Dans létat
j	i on aura 0 avec la probabilité jj2 ou 1 avec la probabilité jj2. Alors, on ne peut pas
observer directement létat de superposition j	i de qubit. Dans le cas de mesure, létat du
qubit est projeté dans létat correspondant au résultat de la mesure : Cela veut dire que si
le qubit, originellement dans létat j	i est mesuré et que le résultat est 1, donc le qubit se
trouvera projeté dans létat j1i et toute nouvelle mesure donnera le résultat 1. Ces "règles de
vie" concernant la description de létat et sa mesure constituent les premiers postulats de la
mécanique quantique. Ces règles permettent de modier létat du qubit en lui appliquant des
portes logiques ou en lassociant à un ou plusieurs autres qubit, sans le mesurer, cest à dire
sans le projeter sur les états j0i ou j1i. Cest seulement à la n du calcul que le qubit est lu et
si lalgorithme est bien choisi, le processus de projection qui réalise la mesure nale du qubit
permet dextraire linformation recherchée.
Le qubit se représente géométriquement sous la forme de la sphère de Bloch (Figure 1:1),
où létat de qubit j	i se considère comme des points sur la surface dune sphère unité. De
nombreuses opérations sur les bits quantiques simples qui sont couramment utilisés dans le
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traitement de linformation quantique peuvent être décrites parfaitement dans la sphère de
Bloch. La superposition des états j0i et j1i qui constituent une base de lespace de Hilbert,
permet de représenter une innité de quantité dinformation quantique. Comme les facteurs
de phase na¤ectent pas létat physique dun système, il est possible de supposer que  est un
réel positif et de récrire létat j	i de la façon suivante :
j	i = cos(=2)j0i+ ei sin(=2)j1i (1.2)
où   [0; ] et   [0; 2]. Cette réécriture montre quil est possible de représenter de façon
unique létat j	i par le point de coordonnées (x; y; z) sur une sphère de rayon unité dans R3,
avec
x = sin() cos() ; y = sin() sin() ; z = cos()
Dans le calcul classique, si nous avons trois bits, nous aurons 23 = 8 états possibles données
par 000, 001, 010, 011, 100, 101, 110 et 111. Parallèlement, un système a trois qubits à huit
états de base de calcul notée j000i, j001i, j010i, j011i, j100i, j101i, j110i et j111i. Une paire
de qubits peut aussi exister dans des superpositions de ces huit états, tels que le vecteur détat
suivant :
j	i = 000j000i+001j001i+010j010i+011j011i+100j100i+101j101i+110j110i+111j111i
(1.3)
Après une mesure, létat du qubit est jxi(x = 000,001,010,011,100,101,110 et 111), avec
une probabilité jxj2.
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Fig 1.1 : Représentation géométrique dun qubit par une sphère de Bloch. Létat du qubit
j	i =cos (=2)j0i+ ei sin (=2)j1i correspond à un point à la surface de la sphère.
Il est important de noter que tous les points de la surface de la sphère de Bloch corres-
pondent à un état possible dun qubit, alors que les valeurs possibles dun bit classique se
restreignent à deux valeurs quon peut identier aux deux pôles de la sphère. Cette di¤érence
essentielle fournit au calcul quantique une partie de sa puissance. A la n dun calcul quantique,
linformation correspondant au résultat du calcul est obtenue en mesurant létat de chaque qu-
bit. Une mesure est un processus irréversible qui brise la superposition cohérente détats jai
du qubit et le projette dans lun des états de la base de calcul j0i ou j1i. Le résultat de la
mesure correspond à létat dans lequel le qubit a été projeté, i.e. létat j0i avec la probabilité
cos2(=2) ou létat j1i avec la probabilité sin2(=2).
1.4 Registre quantique
Un registre classique est un ensemble de n bits permettant de stocker les N = 2n entiers
compris entre 0 à 2n   1. On dénit un registre quantique en associant à chaque bit un qubit.
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Dans un système classique un registre de n bits représente une valeur parmi les 2n valeurs
possibles. Tandis que le registre quantique de n qubits représente simultanément toutes les 2n
valeurs [9]. Un registre quantique est donc un système quantique de superposition arbitraire
de n qubits dont les états seront des éléments de lespace dHilbert des états de dimension
N = 2n. Dans la base fj0i; j1ig
n on note ces états à n qubits jqn 1i 
 ::: 
 jq1i 
 jq0i =
jqn 1:::q1q0i, où qi prend la valeur 0 ou 1. Pour simplier la notation, on associe à laide de
la relation x =
Pn 1
l=0 ql2
l, un nombre décimal x à cette chaîne binaire. Par exemple, on a les
correspondances suivantes pour des registres ayant respectivement 3, 4 et 8 qubits
j000i  ! j0i
j0101i  ! j5i (1.4)
j10011110i  ! j158i
Lorsque la taille (n) du registre est spéciée, il ny a pas dambiguïté possible avec cette
notation.
jx1x2:::xni  ! jxi, où x = x12n 1 + x22n 2 + :::+ xk2n k + :::+ xn20 (1.5)
avec xZN (N = 2n compris dans [0; 2n   1]). La spécicité des registres quantiques réside dans
le fait quils peuvent se trouver non seulement dans un des états de la base de calcul (équivalent
du registre classique) mais aussi dans un état quelconque de superposition. De façon générale,
un registre quantique de k qubits est caractérisé par un vecteur de 2n nombres complexes
j	i =
2n 1X
x=0
Cxjxi (1.6)
Chaque nombre complexe Cx représente lamplitude de létat de base jxi. Les amplitudes
Cx gouvernant les probabilités des di¤érents états vérient la condition suivante :
2n 1X
x=0
jCxj2 = 1 (1.7)
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Lors dune mesure de létat j	i, on projette chacun des qubits sur la base de calcul fj0i; j1ig,
la probabilité dobtenir x est jCxj2. Ainsi, le résultat de cette mesure, correspond à n bits din-
formation classique. Il est donc possible de mesurer une partie seulement du registre dénissant
par le fait même la valeur des autres qubits sils étaient enchevêtrés avec les qubits mesurés.
Ces mesures partielles sont utilisées par la plupart des techniques de correction quantique der-
reurs et par certains algorithmes quantiques. De même, par lutilisation des qubits auxiliaires,
il est possible de¤ectuer des mesures ne correspondant pas à une projection orthogonale (on
nomme ce type de mesures POVM : Positive Opemtor Valalued Measures [10]).
Signalons enn que les algorithmes quantiques peuvent être représentés par lévolution dun
ou plusieurs registres en appliquant les opérateurs unitaires. Le système quantique représentant
létat de lordinateur quantique peut comprendre plusieurs registres (le plus souvent deux) par
exemple : un registre à n qubits dont les états jxi avec xZ2n et un registre à m qubits dont
les états jyi avec yZ2m, dans ce cas létat quantique total est jxijyi ou jxyi indi¤éremment et
est élément dun espace des états à 2n+m dimensions.
1.5 Calcul quantique
De manière générale, un calcul quantique est réalisé par la préparation de létat initial
jinputi (Entrée des données ), le calcul joutputi = U jinputi et la mesure de la projection sur la
base de calcul (Sortie de données ). Les états jinputi et joutputi sont des combinaisons linéaires
des états de la base de calcul. La dynamique du système décrite par un opérateur dévolution
U , est choisie selon le calcul désiré (U est donc le "programme quantique"). Alors, la mesure
est habituellement réalisée dans la base de calcul. Dautre part, léquation de Schrödinger nous
apprend que lévolution dun vecteur détat est unitaire et de ce fait, toutes les opérations
logiques quantiques sont elles-mêmes unitaires. Lopération U , correspondant au "programme
quantique", est généralement réalisée par une séquence dopérations unitaires agissant chacune
sur un petit nombre de qubits.
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Il sagit dutiliser des processus quantiques pour réaliser des opérations logiques. Les unités
de calcul sont des qubits évoluant dans des superpositions détats [12] où létat dun qubit est un
vecteur dans un espace vectoriel à deux dimensions. Pour manipuler ces données quantiques,
on distingue entre quatre types dopérations : opérations simples (dites portes quantiques
simples), algorithmes quantiques et les successions dopérations quantiques appelées "cavités
et circuits quantiques".
Fig 1.2 : Schéma descriptif de calcul comme un processus physique.
Chaque calcul se compose dune entrée abstraite en cours de traitement et transformé
en un signal de sortie abstraite (voir Fig 1.2). Lensemble du processus peut être modélisé
comme ux dinformations (la ligne supérieure), mais le modèle sous-jacent est que le calcul
est un processus physique qui évolue dun état initial dun système physique à un état nal.
Les èches pleines indiquent le processus réel par lequel le calcul se produit. Les èches en
pointillées indiquent le raccourci abstrait qui est extrait du processus physique et donc dont
les règles sont liés par notre compréhension des lois de la physique.
1.6 Implémentation
Limplémentation est un énorme domaine dintérêt théorique et expérimentale. De nom-
breuses propositions ont été faites pour limplémentation de protocole de calcul quantique
[13] : photons polarisés, spins nucléaires, des ions piégés, la résonance magnétique nucléaire à
létat solide (RMN), des atomes neutres dans des réseaux optiques, des points quantiques et
les jonctions Josephson. Dans la technologie de linformatique quantique évolutive, toutes les
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propositions de limplémentation se basent sur les qubits de charge, les algorithmes quantiques,
les portes logiques quantiques et le circuit quantique.
1.7 Cavité quantique
1.7.1 Description
Lélectrodynamique Quantique en Cavité (Cavity QED) est devenue un important domaine
détudes [14]. Lamélioration des connaissances permettra de concevoir de nouvelles applica-
tions dans linformatique quantique et le stockage quantique de linformation. La cavité QED
conne physiquement les longueurs donde des photons que les atomes émettent ou absorbent.
Le comportement des atomes connés et excités apporte dimportantes informations sur les
interactions entre la transition atomique et le champ de la cavité est quantié par la fréquence
de Rabi du vide, lesquelles font intervenir simultanément des phénomènes classiques et quan-
tiques. Ce système couple des atomes ultra froids isolés avec des résonateurs micro-toroïdaux
sur puce, via une bre optique taillée en cône. Cette technique ouvre une importante fenêtre
dobservation sur les interactions entre un seul atome et un seul photon, et vise les inter-
actions entre deux photons. Ce dispositif extrêmement perfectionné peut fournir des atomes
ultra froids depuis un piège magnéto-optique dans les 200 nanomètres de la surface toroïdale.
Actuellement, il devient lobjet des recherches pour explorer les aspects théoriques et expéri-
mentaux de la physique quantique. Les chercheurs ont conduit une étude théorique détaillée,
qui a servi de base à deux nouvelles expériences, lune portant sur loptique de catastrophe
(la gestion des singularités géométriques dans la répartition des rayons), et lautre sur lémis-
sion spontanée à partir dun seul atome [15]. Théoriquement, il a été vu comme un moyen
de comprendre la théorie quantique, illustrant le principe de superposition quantique [16, 17].
Expérimentalement, comme la distinction ou lingérence des chemins de linterférence détruit
lapparition ou la récupération des franges dinterférence, appelée la gomme quantique [18].
1.7. CAVITÉ QUANTIQUE 17
Fig 1.3 : Représentation schématique dune cavité électromagnétique couplée à un système à deux
niveaux [19]
Latome est représenté comme un système à deux niveaux. Ses états propres, de valeurs
propres !0;1 sont notés jgi et jei, et son Hamiltonien sécrit
Hq =
!0;1
2
z (1.8)
si on considère une interaction dipolaire entre latome et le champ électromagnétique, lHa-
miltonien dinteraction sécrit sous la forme HI =  ~d: ~E où ~E est le champ électromagnétique,
et ~d le moment dipolaire. En deuxième quantication, lHamiltonien dinteraction est
HI = gx(a
+ + a) (1.9)
= g(a+  + a+) + g(a
++ + a ) (1.10)
où g est la constante de couplage qui dépend de lamplitude du moment dipolaire et du champ
électrique, x est la matrice de Pauli selon laxe des x, et a+ et a sont les opérateurs de
création et dannihilation dun mode du champ électromagnétique. LHamiltonien total du
système devient [20]
HRabi = HR +Hq +HI
= !ra
+a+
!01
2
z + g(a
+  + a+) + g(a
++ + a ) (1.11)
où !r la fréquence du mode de la cavité. Cet Hamiltonien est connu sous le nom dHamiltonien
de Rabi qui a été développé dans le cadre de la résonance magnétique nucléaire. Dans la limite
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où g  !r + !0;1 qui mène normalement au terme non résonant a  + a++. Si on néglige ce
terme qui ne conserve pas lénergie, on est ramené au modèle de Jaynes-Cummings [21]
HJC = !ra
+a+
!01
2
z + g(a
+  + a+) (1.12)
où + et   sont les opérateurs déchelle du système à deux niveaux, avec x = + +   et
!r est la fréquence de résonance du mode du champ électromagnétique et g la constante de
couplage entre ce mode et latome. Lorsque la fréquence atomique est très près de celle de la
cavité (!r  !01) un quantum dénergie peut être transféré de façon résonante de latome à la
cavité. Ce quantum dénergie peut ensuite être perdu par la cavité via sa relaxation. Lorsque
j!01   !rj  g, le couplage entre la cavité et latome devient purement virtuel.
1.7.2 Atomes de Rydberg circulaire
Un atome de Rydberg est un atome dans lequel un électron de valence a été excité proche
du seuil dionisation. Alors, le nombre quantique principal n est grand, dans nos travaux [22],
n = 50. On parle datome de Rydberg circulaire lorsquen plus, le moment angulaire et le
nombre magnétique m sont également maximaux
l = jmj = n  1 (1.13)
Dans un état circulaire, la fonction donde de lélectron à une forme torique correspondant
parfaitement à limage classique de lorbite donnée dans la théorie des quanta de Bohr [23]. Le
rayon de lorbite électronique est a0n2 où a0 = 0; 53A est le rayon de Bohr. En comparaison,
le noyau ionique composé du noyau atomique et des autres électrons a une taille de lordre
de quelques a0 et peut être considéré comme un objet ponctuel de charge +1 produisant un
potentiel en 1=r loin du noyau. Dans ces conditions, lénergie de létat circulaire de nombre
quantique principal n, noté jnCi est donnée en bonne approximation par
En =  
RRb
n2
(1.14)
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où RRb est la constante de Rydberg modiée pour prendre en compte la masse nie du cur.
La transition entre deux états circulaires successifs jnCi  ! (n  1)jnCi a donc la fréquence
!n =
RRb
~
(
1
(n  1)2  
1
n2
)  RRb
~
1
n3
(1.15)
Nous utilisons dans nos travaux la transition entre les niveaux j51Ci noté jei et j50Ci noté
jgi. Comme nous le mentionnons dans la section précédente, cette transition tombe dans le
domaine micro-onde autour de 51GHz et est particulièrement bien adaptée pour la réalisation
de bons résonateurs pour le champ.
1.7.3 Etapes expérimentales de lélectrodynamique quantique en
cavité
Une cavité avec des miroirs très rééchissants conserve des photons pendant un temps long.
Des atomes traversent la cavité un par un où sont piégés dedans. Cest la physique du couplage
atome-photon au niveau de la particule unique. Nous nous limitons ici au domaine micro-onde.
Fig 1.4 : Représentation schématique de lexpérience délectrodynamique quantique en cavité avec
des atomes de Rydberg circulaires.
Les étapes expérimentales de lélectrodynamique quantique en cavité avec des atomes de
Rydberg circulaires sont [24] :
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1. Les atomes de Rydberg circulaires sont préparés un par un en B par excitation dun jet
atomique provenant du four O.
2. La cavité C, accordée à résonance sur la transition e  ! g, est constituée de miroirs
supraconducteurs, refroidis aux environs dun Kelvin. Le temps de vie dun photon est
bien plus long que le temps passé par latome dans C.
3. La source classique S est utilisée pour réaliser les portes à un qubit.
4. Finalement, on détecte la présence et létat de latome en lecteur D.
1.7.4 Modèle de Jaynes-Cummings
Nous plaçons latome dans la cavité optique et le positionner de telle sorte quil peut
interagir avec notre mode optique. Nous disons que latome à 2 niveaux (avec la di¤érenc
dénergiee ) est en résonance avec le mode de domaine de fréquence à ! si  = !. Autrement
dit, si lénergie dun photon est égale à la di¤érence dénergie entre létat fondamental et létat
excité de latome.
Tout dabord, nous décrivons lespace de Hilbert pour le système composite (atome +
champ), et une base orthonormée. Lespace de Hilbert est donnée par le produit tensoriel des
espaces de Hilbert de latome et loscillateur
Htotal = Hatome 
Hchamp (1.16)
Avec une base fjei, jgig pour latome, une base pourHchamp, et une base de lespace total de
Hilbert est donnée par fjeijni, jgijni, n = 0, 1, 2, ...g, nous pouvons exprimer le Hamiltonien
de système atome-champ comme
Htotal = Hatome +Hchamp +Hint (1.17)
où Hint est le Hamiltonien dinteraction.
De toute évidence, un processus dinteraction de latome est exciter à partir de son état
fondamental par absorber dun photon (Parce que nous sommes en résonance, ce processus
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est la conservation de lénergie). Lopérateur qui décrit ce processus est +a, où la partie +
prend latome de létat fondamental à létat excité, et lopérateur a annihile un photon. Il y a
un processus inverse également où latome émet un photon et va à son état fondamental, décrit
par lopérateur  a+. A noter que chaque opérateur de traitement est le conjugué hermitien
de lautre. Ils peuvent être mis ensemble dans un Hamiltonien dinteraction de la forme
Hint = ~
(+a+  a+) (1.18)
où 
 est un coe¢ cient de couplage qui détermine la force de linteraction. En pratique, cette
constante de couplage est déterminée par plusieurs facteurs, tels que lemplacement de latome
en mode optique. Le Hamiltonien total est alors
Htotal = ~!(aa+ +
1
2
) +
1
2
~!z + ~
(+a+  a+) (1.19)
Ce modèle est appelé le modèle Jaynes-Cummings [21]. Il sagit du Hamiltonien décri-
vant toutes les expériences mettant en jeu un oscillateur harmonique couplé à un spin 1=2. Il
sapplique aussi dans le cas des ions piégés ou des qubits supraconducteurs par exemple.
1.8 Circuit quantique
Les circuits quantiques sont les analogues des circuits classiques. En particulier, ils sont
construits à partir de deux ou plusieurs portes logiques quantiques élémentaires qui permettent
de¤ectuer un traitement plus compliqué sur un système quantique. Lexpression analogue
pour le circuit QED a été introduite pour certains circuits supraconducteurs contenant des
jonctions Josephson, parce quils pouvaient se comporter comme des atomes articiels couplés
à un résonateur. Dans le régime où la fréquence de Rabi du vide est comparable à la fréquence
de transition du système à deux niveaux, des transitions de phases quantiques ont été prédites
pour létat fondamental du système, par exemple dans le cadre du modèle de Dicke [25].
Le circuit quantique dans la gure suivante montre une succession de trois opérations
quantique simples (sont notées 1, 2 et 3) appliquée sur un système à deux qubits pour réaliser
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une opération plus complexe.
Fig 1.5 : Circuit quantique.
1. j0i 
 j0i = j00i
2. (UWH j0i)
 j0i = j0i+j1ip2 
 j0i =
1p
2
(j00i+ j10i)
3. 1p
2
(j00i+ j10i) = j+i
j+i est létat nal du système qui indique le résultat du calcul [1]. La description de circuit
quantique (q-circuit) faite précédemment ne semble pas permettre de¤ectuer des opérations
utiles. Bien au contraire, les q-circuits sont universels à la fois classiquement et de façon
quantique.
1.9 Décohérence
Lun des problèmes les plus sérieux pour le traitement quantique de linformation sur un
ordinateur quantique est la décohérence, car elle induit des "erreurs". Elle limite le "temps de
calcul" et la "taille" des ordinateurs quantiques (le nombre de qubits susceptibles dinteragir).
La décohérence est le principal "ennemi" du calcul quantique. Ce phénomène physique résulte
simplement du couplage du système quantique (le ou les qubits) avec son environnement, ce
qui a pour conséquence de transférer progressivement linformation contenue dans le système
quantique vers lenvironnement, et ce faisant de perdre cette information. Une autre consé-
quence est de transformer lévolution réversible dun système quantique isolé (cohérent) en une
évolution irréversible quand il est couplé à lenvironnement. Linteraction incontrôlable des qu-
bits avec lenvironnement externe perturbe le fragile état quantique intriqué ce qui engendre
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des erreurs dans le calcul. Le développement des algorithmes de correction derreurs est devenu
essentiel pour remédier à ce problème. La principale raison est que dans un système quantique
il nest pas possible de mesurer des valeurs de qubits sans détruire la superposition quantique.
Il y avait donc un grand doute que la correction derreurs quantique ne serait jamais faisable.
De ce fait, lorsque lon considère un système, sans tenir en compte des interactions de celui-ci
avec son environnement, lévolution nest plus unitaire et i1 y a perte de cohérence vers les de-
grés de liberté inaccessibles de lenvironnement. Cest le phénomène de décohérence [26]. Cette
perte de cohérence est due à lenchevêtrement du système étudié avec son environnement ainsi
quà notre incapacité de tenir compte de tous les degrés de liberté de lenvironnement. Pour
xer les idées, nous considérons par exemple un qubit (q) interagissant avec un environnement
E initialement dans létat j0Ei de façon à ce que lévolution sous lHamiltonien total HqE soit
UqE : j0qij0Ei  !
p
1  pj0qij0Ei+
p
pj0qij1Ei; (1.20)
UqE : j1qij0Ei  !
p
1  pj1qij0Ei+
p
pj1qij2Ei: (1.21)
On peut considérer le système E comme étant, par exemple, lenvironnement électroma-
gnétique du qubit. Ainsi, le champ électromagnétique est initialement dans létat vide j0Ei et,
avec une probabilité 1 p, il reste inchangé par linteraction avec le qubit. Avec probabilité p il
y a cependant création de photons, le nombre étant régi par létat du qubit. Notons que cette
interaction choisit une base préférentielle : la base de calcul fj0i; j1ig Il sagit de la seule base
dans laquelle le qubit ne change pas de valeur lors de linteraction. Sur un qubit initialement
dans une superposition détats, cette interaction produit un état enchevêtré du qubit et du
champ électromagnétique
j	qEi =
p
1  p(j0qi+ j1qi)j0Ei+
p
p(j0qij1Ei+ j1qij2Ei) (1.22)
Pour proter de la puissance de calcul dun ordinateur quantique, celui-ci doit être capable
de supporter des superpositions et de lenchevêtrement pendant tout le temps du calcul et ce
sur un grand nombre de qubits. Malheureusement, daprès la discussion précédente, il est clair
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que les qubits ne sont jamais complètement isolés de leur environnement. Ainsi un ordinateur
initialement découplé de lenvironnement
j	(0)i =
Ordinateurz }| {X
x
axjxi


Environnementz }| {
je0i
(1.23)
Se retrouve rapidement enchevêtré avec celui-ci
j	(t)i =
X
x
axjxi 
 jex(t)i. (1.24)
En raison de cette interaction, il y a décohérence et la perte dinformation résultante peut
être considérée comme la création derreurs.
1.10 Fidélité
Il est naturel de se demander quelle peut-être la probabilité dobserver le système dans
létat fondamental du Hamiltonien "trempé" j	i, juste après la trempe. Celle-ci est donnée
par
f(	;	0) = jh	j	0ij2 (1.25)
Une telle quantité est appelée délité, elle permet de quantier à quel point le fondamental
dun système change quand on modie le paramètre de contrôle 	. Soit
E() = Ry(2) (1.26)
=
0@cos()   sin()
sin() cos()
1A (1.27)
Si on applique Ry à létat j0i on obtient
j	i = cos()j0i+ sin()j1i (1.28)
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et donc
F (j	ih	j; j0i) = cos()2
Si  est très petit, la délité est proche de 1. Par exemple avec  = 0:1, on obtient une
délité de 0:99. Si on applique E()
n à létat j000:::00i on obtient
j	i =
2n 1X
i=0
cos()n W (i) sin()W (i)jii (1.29)
et donc
F (j	ih	j; j0i) = cos()2n
Même si  est très petit, la délité se détériore rapidement quand n devient grand. Par
exemple, avec  = 0:1 est très petit et n = 2000, on obtient une délité de 0:13. Le mot délité
sert aussi parfois à désigner une autre observable, cette fois-ci dépendant du temps
F (t) = j(j	(0)ih	(t)j)j2 (1.30)
Cest une observable de choix lorsque lon souhaite étudier lévolution temporelle dun
système quantique après une trempe.
1.11 Conclusion
Dans ce chapitre, nous avons essayé de représenter quelques notions importantes liées au
domaine de traitement quantique de linformation, à savoir la superposition des états quan-
tiques, lintrication quantique, le qubit, le registre quantique, les portes logiques quantiques,
lalgorithme quantique, la cavité quantique, le circuit quantique, la décohérence et la délité.
Nous avons aussi déni les opérations logiques quantiques, le modèle de Jaynes-Cummings
ainsi que la notion de limplémentation. Dans le prochain chapitre, on sintéresse à étudier la
méthode de réalisation de N portes de phase quantique via une cavité QED en introduisant
linteraction dipôle-dipôle.
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"If Quantum Mechanics hasn’t profoundly shocked you, 
you haven’t understood it yet." 
Niels Bohr (1885−1962) 
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Chapitre 2
Réalisation de N portes de phase via
cavité QED
Dans ce chapitre, nous allons présenter une méthode e¢ cace pour réaliser la porte NTCP
avec un qubit contrôlant simultanément N qubits cibles. Ce travail se base sur linteraction
dipôle-dipôle (atome-atome) (DDI) et linteraction qubit-cavité (ACI) dans une cavité QED.
Dans ce système, le temps de fonctionnement de la porte NTCP est indépendant du nombre
N de qubits. Cette porte peut être réalisée en un temps beaucoup plus court que le temps de
rayonnement et la durée de vie du photon dans cavité. Une discussion sur la durée totale de
fonctionnement de la porte proposée et sur le rôle de DDI sera abordée à la n de ce chapitre.
2.1 Portes logiques quantiques
Le traitement de linformation quantique se¤ectue par laction de portes quantiques sur le
registre. Une porte quantique est une opération unitaire agissant sur un ou plusieurs qubits.
Alors, on appelle porte logique quantique une opération unitaire qui change létat dun ou de
plusieurs qubits. Il existe un nombre inni de portes quantiques, qui peuvent toutes sobtenir
par combinaisons de quelques portes élémentaires, constituant un ensemble universel de portes
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quantiques. Décrivons tout dabord quelques portes quantiques élémentaires fréquemment ren-
contrées en information quantique [1]. On pourrait ainsi avoir des portes logiques agissant sur
un nombre arbitraire de qubits. Ceci ne serait cependant pas très physiquement réaliste. Heu-
reusement, il est su¢ sant davoir un nombre ni de portes logiques à un qubit ainsi quune
seule porte logique à deux qubits an de réaliser un calcul arbitraire sur un nombre arbitraire
de qubits avec une précision nie. On distingue trois types de portes logiques quantiques : les
portes logiques quantiques à un qubit, les portes logiques quantiques à deux qubits, les portes
logiques quantiques à trois qubits et les portes multi-control U à n > 1 qubits.
2.1.1 Portes quantiques à un qubit
Les portes à un qubit sont des portes logiques unitaires qui agissent sur un seul qubit des
vecteurs détat de lespace dHilbert C2. Par exemple, on cite la porte Hadamard [2], la porte
phase [3] et la porte rotation [5]. Les portes quantiques à un qubit peuvent être représentées
sur la sphère de Bloch par des rotations autour dun vecteur de la sphère. Ces portes peuvent
être obtenues à partir de la combinaison des portes de phase e¤ectuant des rotations autour
de laxe Z, et des portes e¤ectuant des rotations autour de laxe Y .
Les portes logiques quantiques à un qubit sont les matrices de rotations : R() = e i

2
 !n : !
où  !n est la direction de laxe de rotation et  ! le vecteur des matrices de Pauli.
 La porte Walsh-Hadamard
La porte logique quantique à un qubit largement utilisée en informatique quantique est
la transformation dHadamard (parfois nommée transformation de Walsh-Hadamard) H 
Rn= 1p
2
(x+z)(). On peut écrire cette transformation sous la forme suivante
Rn= 1p
2
(x+z)() = I cos(=2)  i
1p
2
(x + z) sin(=2)
=
 ip
2
(x + z) (2.1)
de sorte que, dans la base de calcul et prenant comme convention j0i = (1; 0)T et j1i =
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(0; 1)T cette opération sexprime comme suit sous forme matricielle
H =
1p
2
0@1 1
1  1
1A (2.2)
Ainsi, cette porte a pour e¤et de créer des superpositions détats (elle e¤ectue une rotation
de létat dun qubit)
UWH j1i =
1p
2
(j0i   j1i) (2.3)
UWH j0i =
1p
2
(j0i+ j1i) (2.4)
Remarquons que les relations (2:1) et (2:2) di¤ère par une phase  i. Puisquil sagit dune
phase globale ne dépendant pas de létat du qubit celle-ci est sans conséquence et peut être
ignoré.
La porte de Hadamard peut être construite avec une lame demi-onde daxe incliné de =8
(la lame symétrise la polarisation du photon entrant par rapport à son axe). Dans ce cas,
la porte de Hadamard est la symétrie orthogonale par rapport à la droite (D) de direction
cos(
8
)j0i+ sin(
8
)j1i.
Fig 2.1 : Représentation géométrique de la portte dHadamard.
Cette porte est généralement utilisée pour générer des superpositions. Elle permet de créer,
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à partir de n qubits à létat initial j0i, une superposition équiprobable des 2n valeurs possibles.
UWH j0i 
 UWH j0i 
 :::
 UWH j0i =
1p
2
(j0i+ j1i)j0i 
 1p
2
(j0i+ j1i)j0i 
 :::
 1p
2
(j0i+ j1i)j0i
=
1p
2n
(j00:::0i+ j00:::1i+ :::+ j11:::1i) (2.5)
=
1p
2n
(j0i+ j1i+ :::+ j2n   1i)
De façon plus intuitive, on représente les opérations logiques sous forme de circuits quan-
tiques. Dans cette notation, les qubits sont représentés par des lignes horizontales et on place
les opérations successivement de la gauche vers la droite sur ces lignes. Cette porte na pas
danalogue classique. Le circuit e¤ectuant lopération de Hadamard est représenté sur la gure
suivante :
Fig 2.2 : Porte dHadamard.
 La porte Phase
La porte de phase modie la phase relative du qubit. Elle sécrit dans la base j0i, j1i sous
la forme
Phase() =
0@1 0
0 ei
1A ; (2.6)
cette porte ajoute une phase  à létat j1i du qubit, sans modier létat j0i.
 La porte rotation
Les opérations de rotation, qui sont aussi des portes unitaires à un qubit sur la sphère de
Bloch qui changent le poids de la superposition détats du qubit. Ils sont écrits dans la base
fj0i, j1ig par
R() = e
 i=2 (2.7)
avec  = x, y, z. Evidemment, pour couvrir toute la sphère de Bloch, des rotations selon deux
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axes orthogonaux sont su¢ sant.
Rx()  X  e ix=2 =
0@ cos( 2)  i sin( 2)
 i sin( 
2
) cos( 
2
)
1A
Ry()  Y  e iy=2 =
0@cos( 2)   sin( 2)
sin( 
2
) cos( 
2
)
1A (2.8)
Ry()  Z  e iz=2 =
0@e i=2 0)
0 ei=2
1A
où  est langle de rotation. Signalons que les portes quantiques Phase et Rotation, permettent
en les combinant dobtenir toutes les autres portes à un qubit.
2.1.2 Portes quantiques à deux qubit
Les portes quantiques à deux qubits, sont des portes qui agissent sur deux qubits. Elles
sexpriment sous forme de matrices unitaires qui agissent sur les vecteurs détat de lespace
dHilbert C2 
 C2. Les portes les plus importantes sont : control-NOT, C-Phase et iSWAP.
Nous commençons par discuter certaines de ces portes élémentaires qui permettent dintriquer
les qubits en utilisant un qubit de contrôle. Le qubit de contrôle détermine laction de la porte
quantique sur lautre qubit, appelé qubit cible. Si le qubit de contrôle est dans létat j0i, alors
le qubit cible est inchangé, si le qubit de contrôle est dans létat j1i, alors la porte quantique
agit sur le qubit cible.
 Porte Controlled-Not
Cette porte qui joue un rôle très important en information quantique provoque des opéra-
tions contrôlées. Le Controlled-Not (CNOT) opère sur deux qubits de la manière suivante : si
le premier qubit (qubit de contrôle) est à létat j1i, le deuxième qubit (qubit cible) est modié
par la porte CNOT, sinon rien ne sera fait.
Dans la base j0i 
 j0i : (1 0 0 0)T ; j0i 
 j1i : (0 1 0 0)T ; j1i 
 j0i : (0 0 1 0)T ;
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j1i 
 j1i : (0 0 0 1)T , la représentation matricielle est
CNOT :
j00i  ! j00i
j01i  ! j01i
j10i  ! j11i
j11i  ! j10i
0BBBBBBB@
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
1CCCCCCCA
(2.9)
Nous remarquons que cette porte agit en général sur des superpositions cohérentes détats
à deux qubits. La représentation de la porte CNOT est :
Fig 2.3 : Porte CNOT, où  est laddition modulo 2.
 Porte Swap
Cest une porte quantique très utile dans le calcul quantique. Elle ne conduit pas à lintrica-
tion. La porte Swap permute les états des qubits dun état séparable selon : jq1ijq2i  ! jq2ijq1i.
De façon générale, la porte Swap sécrit dans la base de calcul à deux qubits j00i, j01i, j10i,
j11i sous la forme suivante
Swap =
0BBBBBBB@
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
1CCCCCCCA
(2.10)
Le circuit de la gure au-dessous, quand à lui, échange létat des deux qubits j01i et j10i,
les deux autres états restent invariants.
2.1. PORTES LOGIQUES QUANTIQUES 35
Fig 2.4 : Porte SWAP.
On note cette opération Swap
SW12ji; ji = CN12CN12CN12ji; ji
= ji
 i
 j; i
 j 
 i
 i
 ji (2.11)
= jj; ii
où on a utilisé le fait que i
 i = 0 et i
 0 = i, 8i
 La porte control-U
Une généralisation importante est la porte control-U où U est une opération unitaire à un
qubit
Fig 2.5 : Porte contrôl-U
Si c = 0 alors U cjti = jti et si c = 1 alors U cjti = U jti
2.1.3 Portes quantique à trois qubits
Ce sont des portes quantiques qui opèrent sur trois qubits. Elles sexpriment sous forme des
matrices unitaires qui agissent sur les vecteurs détat de lespace dHilbert C2 
 C2 
 C2. Les
plus importantes portes sont : la porte To¤oli, la porte Fredkin et la porte muti-control-U.
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 La porte To¤oli
Cest une porte qui agissent sur trois qubits, dont les deux premiers sont des qubits de
contrôles et le troisième est un qubit de transformation. Nous considérons ici la porte To¤oli
suivante :
Fig 2.6 : Porte To¤oli.
Cette porte bascule létat du qubit cible lorsque les deux qubits de contrôle sont dans létat
j1i. Elle s´écrit dans la base fj000i, j001i, j010i, j011i, j100i, j101i, j110i, j111igsous la forme
matricielle, suivante :
Toffoli =
0BBBBBBBBBBBBBBBBBBBB@
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0
1CCCCCCCCCCCCCCCCCCCCA
(2.12)
Un ensemble universel de portes quantiques est constitué dun nombre minimum de portes
nécessaires pour e¤ectuer un calcul quantique quelconque. En e¤et, toute autre porte quantique
peut se construire par combinaison des portes quantiques de lensemble universel.
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 La porte Fredkin
La porte Fredkin (qui également une porte de type CSWAP) est une porte universelle de
3 qubits qui e¤ectue un échange contrôlé. Elle associe les trois entrées (C; e1; e2) avec les trois
sorties (C; s1; s2). Lentrée C est associée directement à la sortie C. Si C = 0, alors la porte
No-swap est e¤ectuée, e1 est associé à s1 et e2 est associé à s2. Dans le cas contraire, les deux
sorties sont permutées de telle sorte que e1 est associé à s2 et e2 est associé à s1. Il est facile
de voir que ce circuit est réversible.
Fig 2.7 : Représentation de circuit de la porte Fredkin.
La table de vérité et la représentation matricielle de la porte Fredkin sont
InPut OutPut
C e1 e2 C s1 s2
0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 1 0
0 1 1 0 1 1
1 0 0 1 0 0
1 0 1 1 1 0
1 1 0 1 0 1
1 1 1 1 1 1
Fredkin =
0BBBBBBBBBBBBBBBBBBBB@
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
1CCCCCCCCCCCCCCCCCCCCA
(2.13)
 La porte muti-control-U
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Une généralisation de la porte control-U est :
Fig 2.8 : Représentation de circuit de la porte muti-control-U.
La porte U agit sur le dernier bit si tous les bits de contrôle sont égaux à 1. A nouveau, il
est important de remarquer que ces portes agissent sur des superpositions cohérentes détats
de base de lespace de Hilbert C2  :::C2. Eelles sont représentées par matrices 2n  2n.
2.2 Réalisation de la porte NTCP via cavité QED
Au cours de la dernière décennie, de divers systèmes physiques ont été envisagés pour
construire des processeurs de traitement de linformation quantique [4]. La cavité QED avec
des atomes neutres est une approche très prometteuse pour le traitement quantique de lin-
formation, car une cavité peut être manipulée comme un bus quantique des qubits couplés
de manière e¢ cace, et les informations peuvent être stockées dans certains niveaux dénergie
atomique avec un long temps de cohérence. Jusquà présent, un grand nombre de propositions
théoriques pour la réalisation des portes à deux qubits dans de nombreux systèmes physiques
ont été proposés. En outre, ces portes de phase ont été réalisées expérimentalement dans, par
exemple, la cavité QED [5], Les pièges à ions [6], la résonance magnétique nucléaire RMN [7],
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les boîte quantique [8] et les qubits supraconducteurs [9].
Récemment, Yang et al. ont proposé un schéma de limplémentation de plusieurs portes de
phase accordable (la porte NTCP) dun qubit contrôlant simultanément n qubits choisis parmi
N qubits (1 < n < N) dans une cavité [10]. Dans la référence [11], les auteurs ont proposé un
procédé pour la réalisation dune porte de multi-qubits. Le procédé devient compliqué lorsque
le nombre de qubits augmente. En outre, il est important de réaliser directement des portes
de multi-qubit [12].
Dans la suite, nous allons présenter et démontrer une méthode de réalisation de la porte
NTCP [10] en utilisant linteraction dipôle-dipôle (DDI) avec un qubit de contrôle qui com-
mande simultanément N qubits cibles dans la cavité QED en ajoutant un fort champ classique
de résonance. Cette porte peut être réalisée en un temps beaucoup plus court que le temps de
rayonnement et la durée de vie du photon dans la cavité. Ainsi, le temps de fonctionnement
requis pour implémenter cette porte est indépendant du nombre N de qubits. Cette porte est
utile dans le traitement quantique de linformation. Lopérateur unitaire représentant ce type
de porte de multi-qubits est donnée par :
Up =
N+1Y
j=2
(Ij   2j 1ij jih 1jh jj) (2.14)
où lindice 1 représente le qubit de commande 1, alors que j représente le qubit cible j, et
Ij est lopérateur identité de la paire de qubits (1; j), donnée par Ij =
P
rs jr1sjihr1sjj, avec
r; s 2 f+; g. A partir de lopérateur de léquation (2:14), on peut voir que lopérateur Up
induit une bascule de phase (du signe + au signe  ) à létat logique j i de chaque qubit cible
lorsque le qubit de commande 1 est initialement dans létat j i, autrement, rien ne se passe.
2.2.1 Hamiltonien générateur de la porte NTCP
Considérons (N + 1) qubits chacun ayant deux niveaux dont les états sont désignés par
un état fondamental jgji et un état excité jeji, en interaction avec une cavité monomode
simultanément, et entraîné par un champ classique. Dautre part, lesN qubits sont très proches,
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alors il devrait être tenu compte linteraction qubit-qubit. Le Hamiltonien de lensemble du
système dans lapproximation donde tournante (en supposant que ~ = 1) [13] est donnée par
H = H0 +H1 +H2 +H3 (2.15)
avec
H0 =
N+1X
j=1
!0Sz;j + !aa
+a (2.16)
H1 = 

N+1X
j=1
(S+j e
 i(!t+') + S j e
i(!t+')) (2.17)
H2 = g
N+1X
j=1
(a+S j + aS
+
j ) (2.18)
H3 =  
N+1X
i;j=1
i6=j
S+i S
 
j (2.19)
où ' est la phase initiale de limpulsion, H0 est lHamiltonien libre des qubits et du mode
de la cavité, H1 est lHamiltonien dinteraction entre les qubits et le champ classique, H2 est
lHamiltonien dinteraction entre les qubits et le mode de la cavité, et H3 est lHamiltonien
dinteraction entre les qubits, Sz;j, S j , et S
+
j sont les opérateurs collectifs de matrices de
pauli de (1; 2; :::; N + 1) qubits, où Sz;j = 12(jejihejj   jgjihgjj), S
+
j = jejihgjj, S j = jgjihejj
avec jeji(jgji) est létat excité (état fondamental) du qubit, !0, !a et ! sont, la fréquence de
transition entre les deux niveaux jgji et jeji de chaque qubit j, la fréquence du mode de la cavité
et la fréquence du champ classique, respectivement. a+ et a représentent les opérateurs de la
création et de lannihilation du mode de la cavité, g est lintensité de couplage qubit-cavité,

 est la fréquence de Rabi du champ classique, et   est la force de couplage dipôle-dipôle. En
supposant que !0 = ! et dans le cas de la représentation de linteraction, lHamiltonien est
[15]
HI = H1 +HI1 (2.20)
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avec
H1 =
N+1X
j=1

(ei'S j + e
 i'S+j ); (2.21)
HI1 =
N+1X
j=1
[g(e ita+S j + e
itaS+j )] +  
N+1X
i;j=1
j 6=j
S+i S
 
j (2.22)
où  = !0   !a est le désaccord entre la fréquence de transition atomique !0, et la fréquence
du mode de cavité !a.
Fig 2.9 : Représentation des di¤érents désaccords  = !0   !a. En (A), le désaccord  < 0. En
(B), le désaccord 0 > 0.
Nous allons travailler sur deux cas particuliers : (' =  et  < 0 ) et (' = 0 et  > 0). Ces
opérateurs de développements seront utilisés dans la Sec.3 pour obtenir la porte NTCP dans
le cas de linteraction qubit-qubit.
Opérateur dévolution dans le cas ' =  et  < 0
Considérons maintenant les (N+1) qubits placés dans une cavité monomode, où le premier
qubit est le qubit contrôle et les autres N qubits sont les qubits cibles. Dans le cas de la phase
dimpulsion ' =  et le désaccord négatif  = (!0   !a) < 0, lHamiltonien HI devient
HI = H1 +HI1 (2.23)
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avec
H1 =  
N+1X
j=1

(S+j + S
 
j ) (2.24)
HI1 =
N+1X
j=1
[g(e ita+S j + e
itaS+j )] +  
N+1X
i;j=1
j 6=j
S+i S
 
j (2.25)
S j et S
+
j sont les opérateurs collectifs pour les (1; 2; :::; N+1) qubits. En passant de la nouvelle
base [12, 16] j+ji = 1p2(jgji+ jeji), j ji =
1p
2
(jgji   jeji), HI devient
HI =
N+1X
j=1
g

e ita+(x;j  
1
2
+j +
1
2
 j ) + e
ita(x;j +
1
2
+j  
1
2
 j )

+ 
N+1X
i;j=1
i6=j
(x;i +
1
2
+i  
1
2
 i )(x;j  
1
2
+j +
1
2
 j )  2

N+1X
j=1
x;j (2.26)
où x;j = 12(j+jih+jj   j jih jj), 
+
j = j+jih jj,  j = j jih+jj. En résolvant léquation de
Schrödinger, nous obtenons
H
0
I =
N+1X
j=1
g

a+e it(x;j  
1
2
+j e
2i
t +
1
2
 j e
 2i
t) + aeit(x;j +
1
2
+j e
2i
t   1
2
 j e
 2i
t)

+ 
N+1X
i;j=1
i6=j
(x;i +
1
2
+i e
2i
t   1
2
 i e
 2i
t)(x;j  
1
2
+j e
2i
t +
1
2
 j e
 2i
t) (2.27)
Dans la zone dentraînement fort 2
  ; g; , lorsque le temps dévolution t =  = 
2
,
nous pouvons éliminer les termes oscillants rapide. Ensuite, lHamiltonien H
0
I réduit à [17]
H
0
I = g(a
+eit + ae it)Sx +  
N+1X
i;j=1
i6=j
xixj (2.28)
où Sx =
PN+1
j=1 x;j. Lopérateur dévolution pour lHamiltonien H
0
I peut être écrit comme [18]
U
0
(t) = e iA(t)S
2
xe iB(t)aSxe iB
(t)a+Sxe iC(t)X ; (X =
N+1X
i;j=1
i6=j
xixj) (2.29)
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En passant à la représentation de Schrödinger, nous obtenons
U
0
() = eiS
2
x
N+1Y
i;j=1
i6=j
e i xixj (2.30)
où  =  g
2

> 0. Alors, lopérateur dévolution du système dans le cas ' =  et  < 0 est
U() = e2i
SxeiS
2
x
N+1Y
i;j=1
i6=j
e i z;iz;j (2.31)
Lopérateur dévolution U() sera nécessaire dans la première étape de réalisation de la
porte NTCP.
Opérateur dévolution dans le cas ' = 0 et  > 0
Considérons le cas  > 0 et ' = 0, où la constante de couplage atome-cavité varie lorsque
les désaccords  se changent. On suppose que le qubit 1 est découplé de la cavité et du champ
classique. Dans ce cas, nous allons ajuster lespacement de niveau du qubit 1. Nous remplaçons
maintenant les notations 
, , g et   par 

0
, 
0
, g0 et  
0
, respectivement, pour distinguer les
deux cas (' = 0 et  > 0) et (' =  et  < 0). Dans ce qui suit et pour la simplier, nous
utilisons les mêmes symboles !0 et !a (Voir la Figure 2:8). Alors, lHamiltonien H 0I peut être
écrit comme
H
0
I =
N+1X
j^=2
[g
0
(e i
0
ta+S j + e
i
0
taS+j ) + 

0
(S j + S
+
j )] +  
0
N+1X
i;j=2
i6=j
S+i S
 
j (2.32)
S j et S
+
j sont les opérateurs de (2; :::; N + 1) qubits. Dans le cas 2

0  g0 ;  , lorsque le
temps dévolution t = 
0
= 2

0 , lHamiltonien H 0I1 devient
H 0I1 = g
0(a+ei
0t + ae i
0t)S 0x +  
0
N+1X
i;j=2
i6=j
xixj (2.33)
et
H 01 = 2

0S 0x (2.34)
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Alors lopérateur dévolution U 0( 0) dans le cas ' = 0 et  > 0 est :
U 0(
0
) = e 2i

0
0
S0xe i
0
0
S02x
N+1Y
i;j=2
i6=j
ei 
0
0
z;iz;j (2.35)
où 0 = g
2

0 > 0; et S 0x =
PN+1
j=2 x;j, avec x;j =
1
2
(S+j + S
 
j ). Cet opérateur dévolution U
0
(
0
)
sera nécessaire dans la deuxième étape de réalisation de la porte NTCP.
Pour réaliser la porte NTCP, nous aurons les qubits découplés de la cavité en appliquant une
impulsion de résonance à chaque qubit. Par conséquent, nous avons supposé que la fréquence de
Rabi de limpulsion appliquée à qubit 1 est 
1 et la fréquence de Rabi de limpulsion appliquée
aux qubits (2, :::, N +1) est 
r (voir la Figure 2:9), où la phase initiale pour chaque impulsion
est ' = 0. Ainsi, dans le cas de la représentation dinteraction, lHamiltonien dinteraction du
système de qubit et des impulsions est :
H
 = 2
1z;1 + 2
rS
0
x (2.36)
Lopérateur dévolution de lHamiltonien H
 dans le temps dévolution  =  2 est :
U
() = e
 2i
1z;1e i2
rS
0
x (2.37)
Lopérateur dévolution U
(), sera nécessaire pour réaliser la porte NTCP.
Fig 2.10 : Proposition de qubit contrôle et de N qubits cibles.
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Dans la gure 2:10, le champ de la fréquence de Rabi de limpulsion appliquée sur le qubit
contrôle 1 (le point rouge) est 
1, tandis que le champ de la fréquence de Rabi de limpulsions
appliquées sur les qubits cibles (2; 3; : : : N + 1) (les points noirs) est 
r.
Préparation de la porte NTCP
Maintenant, nous allons montrer comment la porte NTCP peut être réalisée à partir de
lutilisation des opérateurs dévolution U(), U
0
(
0
),et U
(). Nous considérons N + 1 qubits
déplacés vers une cavité QED. Les étapes des opérations de réalisation de la porte NTCP avec
les opérateurs dévolution sont les suivantes :
Première étape : Avec le désaccord  < 0 [voir la gure 2:10 (A1) et 2:10 (A2)], nous ap-
pliquons une impulsion résonnante (avec ' = ) sur chaque qubit. Limpulsion de la fréquence
de Rabi est 
. Ainsi, U() est lopérateur dévolution pour le système de N + 1 qubits, où le
temps dinteraction  =  2

.
Deuxième étape : Appliquons une impulsion résonnante (avec ' = 0) sur chacun des qubits
(2; 3; :::; N+1) avec 0 > 0. Ajustons la fréquence de transition des qubits (2; 3; :::; N+1) [10], de
telle sorte que le mode de cavité est couplée aux qubits (2; 3; :::; N+1) [voir la gure 2:10 (B2)].
Limpulsion de la fréquence de Rabi est 
0, et U 0( 0) est lopérateur dévolution pour le sys-
tème de qubits. Ainsi, nous ajustons la fréquence de transition du qubit 1 [10] pour le dé-
coupler du mode de la cavité, et les impulsions appliquées juste aux qubits (2; 3; :::; N + 1)
[voir la gure 2:10 (B1)]. En outre, le temps dinteraction 
0
= 2

0 .
Nous choisissons  =  4g (0 = 4g), où  =  4g pour obtenir un temps de fonctionnement
plus court. Nous remarquons que  satisfait léquation 16g2=2 = (2k + 1), où k est un nombre
entier. Ainsi, quand k = 0,  prend le maximum  =  4g. Dans ce cas, la durée de fonction-
nement sera la plus courte, où léquation 4g2=2 = (2k + 1) est la condition pour mettre en
oeuvre la porte NTCP ci-dessous. Ainsi, le temps combiné après ces deux étapes est +
0
= 
g
.
Nous supposons que 
0
0
=  
 , 0 0 =  , et  0 0 =   , cela peut être réalisé en ajustant 
et 0 (modication de !0 et !a), 
 et 
0 (modication de lintensité des impulsions),   et  0.
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Alors, U( +  0) devient
U( + 
0
) = e 2i
z;1e 2iz;1S
0
x
N+1Y
j=2
ei z;1z;j (2.38)
La troisième étape : Dans le cas de ' = 0, nous appliquons la fréquence de Rabi de
limpulsion 
1 sur le qubit 1 [voir la gure 2:10 (C1)], et nous appliquons la fréquence de Rabi
de limpulsion 
r sur les qubits (2; 3; : : : ; N + 1) [voir la gure 2:10 (C2)], puis, nous allons
obtenir lopérateur dévolution U
() avec  est le temps dévolution donnée ci-dessus.
Fig 2.11 : Représentation des trois étapes de limplémentation de la porte NTCP.
La gure 2:9, représente les trois étapes de réalisation de la porte NTCP : La première
étape (A1 et A2), la deuxième étape (B1 et B2) et la troisième étape (C1 et C2) où les chi¤res
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(A1); (B1) et (C1) correspondent à qubit 1, et les chi¤res (A2); (B2) et (C2) correspondent
aux qubit (2; 3; :::; N + 1). Sur ces gures  et 0 sont des petits désaccords entre la fréquence
de mode de cavité !a, et la fréquence de transition de qubits !0,  = !0   !a est un large
désaccord du mode de cavité, ' est létape initiale de limpulsion, et les fréquences de Rabi
de di¤érentes impulsions appliquées sont 
, 
0, 
1, et 
r [10]. Après ces opérations en trois
étapes, lopérateur dévolution temporelle du système de (N + 1) qubits est [19] :
U(2 + 
0
) = e 2iz;1(
+
1):e 2i
rS
0
x
N+1Y
j=2
e 2iz;1z;j( 
 
2
) (2.39)
Avec les conditions
 = 4+
 
2
=  4Ng2= +  =2

1 = 2N   
 =  2g2=   
 (2.40)

r = 2 =  2g2= (2.41)
et en ajustant les fréquences de Rabi 
, 
1et 
r, de sorte que lopérateur dévolution temporelle
U(2 +  0) devient
U(2 + 
0
) =
N+1Y
j=2
UP (1; j) (2.42)
où Up(1; j) = e 4i
00(z;1+z;j+2z;1z;j). Selon lopérateur dévolution U(2 + 
0
) ci-dessus, dans
la base j+1i = 1p2(jg1i + je1i) et j 1i =
1p
2
(jg1i   je1i) dopérateur de Pauli x;1 de qubit 1,
de sorte que la base j+ji = 1p2(jgji + jeji) et j ji =
1p
2
(jgji   jeji) dopérateur de Pauli x;j
des qubits (2, 3, : : :, N + 1), nous pouvons obtenir les évolutions suivantes
Upj+1ij+ji = e 8i j+1ij+ji
Upj+1ij ji = j+1ij ji (2.43)
Upj 1ij+ji = j 1ij+ji
Upj 1ij ji = j 1ij ji
où le terme ei2 est omis. En choisissant 8 = (2k+ 1), i.e., 16g2=2 = (2k + 1) (avec k est
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un entier), nous trouvons
Upj+1ij+ji =  j+1ij+ji
Upj+1ij ji = j+1ij ji (2.44)
Upj 1ij+ji = j 1ij+ji
Upj 1ij ji = j 1ij ji
De toute évidence, on peut voir que nous avons obtenu la porte NTCP. Par conséquent, il
est clair que la porte NTCP peut être réalisée après le processus ci-dessus.
2.2.2 Discussion
Maintenant, nous donnons une brève discussion au sujet de notre proposition. Les nombres
quantiques principaux sont 50 et 51, le temps radiatif est Tr = 3:0  10 2s et la force de
couplage g = 2  50 kHz [10], avec   = 0 = 4g et   = (2k + 1) = (k = 0; 1; :::; n) [13]. Le
temps dopération totale Top =  + 
0
+ a + 4m est indépendant de N le nombre de qubits
cibles, où a est le temps moyen nécessaire pour ajuster la fréquence de mode de cavité au
cours de la première étape ci-dessus, et m est le temps moyen nécessaire pour le déplacement
des atomes dans ou hors la cavité. Ainsi, le calcul direct montre que le temps nécessaire pour
implémenter la porte NTCP avec des atomes est Top = 15s (avec a = m = 1s), ce qui est
beaucoup plus court que Tr. Dans des expériences récentes, le temps de décroissance du champ
de la cavité (la durée de vie du photon dans la cavité) était Tc = 1:0  10 3s [13], qui est
beaucoup plus long que le temps de fonctionnement total Top. En outre, pour implémenter la
porte NTCP, nous devons contrôler avec précision linteraction dipôle-dipôle (DDI) entre les
atomes. Au cours des dernières années, la DDI a été étudiée comme : une émergence de la
di¤usion collective [20], un enchevêtrement de deux atomes articiels à deux niveaux avec des
transitions dégénérés à deux photons [21], des ensembles de nanoparticules [22]. DDI dépend
des trois facteurs suivants : (i) la longueur de la cavité, (ii) les positions des atomes et (iii)
la polarisation des dipôles. An dobtenir la localisation serré requis pour DDI, les atomes
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doivent être piégés et refroidis. De plus, lénergie dinteraction dipolaire des atomes piégés
hermétiquement peut être beaucoup plus grande que la vitesse de di¤usion des photons et les
atomes sont refroidis simultanément par un champ de refroidissement unidimensionnel [23].
DDI pourrait être utilisée pour le calcul quantique à laide dun appareil expérimental qui
était réalisable avec les technologies actuellement disponibles [23]. Daprès la technologie ci-
dessus, la force de couplage dipôle-dipôle entre les atomes peut être ajustée pour satisfaire à
la condition   = (2k + 1) = (k = 0; 1; :::; n).
2.3 Conclusion
En conclusion, nous avons proposé un schéma simple pour réaliser la porte NTCP dans une
cavité QED avec un seul mode et un modèle donde stationnaire au niveau de laxe de la cavité
à laide de DDI et ACI. Dans notre système, nous avons appliqué un champ inhomogène pour
distinguer entre les (N +1) qubits. Le système est insensible au champ thermique. En outre, le
temps de fonctionnement de la porte est indépendant du nombre des qubits. Les dénitions des
qubits sont les mêmes, ce qui rend le travail plus facile. En outre, le temps de fonctionnement
peut être contrôlé en ajustant la fréquence entre jgji et jeji. Ainsi, le fonctionnement de la
porte est indépendant de létat initial du mode de cavité. Cependant, nous avons présenté une
méthode e¢ cace pour obtenir la porte NTCP dans une cavité QED, nous avons calculé un
opérateur dévolution avec trois étapes dans le cas de DDI et ACI. Enn, nous avons appliqué
lopérateur dévolution global sur la base de travail du qubit 1 et des qubits j (j = 2; : : : ; N+1)
pour trouver la porte logique NTCP. Lavantage essentiel du régime est que cette porte peut
être réalisée dans un temps beaucoup plus court que le temps radiatif et la durée de vie du
photon dans la cavité QED. Par conséquent, le régime actuel est simple, et est réalisable avec
les techniques actuelles de la cavité QED.
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"I was born not knowing and have had only a little time to 
change that here and there.” 
Richard Feynman (1918-1988). 
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Chapitre 3
Réalisation des nouvelles portes
logiques quantiques
Dans le présent chapitre, nous allons proposer une méthode e¢ cace pour réaliser trois
portes logiques quantiques (la porte NTCP, la nouvelle porte NTCP-NOT et la nouvelle porte
NTQ-NOT) en utilisant un qubit supraconducteur contrôlant simultanément N qubits su-
praconducteurs cibles dans le cas de linteraction qubit-qubit via la cavité QED. Dans notre
système, la durée de fonctionnement est indépendante du nombreN de qubits. Dautre part, les
trois portes réalisées sont insensibles à létat initial de la cavité QED et peuvent être utilisées
pour produire une porte CNOT. Le temps dimplémentation est (échelles des nanosecondes)
beaucoup plus petit que le temps de décohérence et de déphasage (de londe de microsecondes)
dans la cavité QED. La simulation numérique sous linuence des opérations de porte montre
que le régime pourrait être atteint e¢ cacement dans la technologie actuelle. Enn, la possibilité
expérimentale sera abordée.
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3.1 Qubits supraconducteurs
Dans cette section, nous présenterons le principe général de fonctionnement des qubits
supraconducteurs incluant une jonction Josephson (JJ) caractérisée par son inductance non
linéaire et sa capacité. Nous décrivons le qubit de phase, le qubit de ux et le qubit de charge.
Avant de décrire les qubits supraconducteurs, nous présentons les propriétés essentielles de
le¤et Josephson.
3.1.1 E¤et et Jonction Josephson
En physique, le¤et Josephson consiste à considérer deux matériaux supraconducteurs sépa-
rés par une barrière isolante de très faible épaisseur (de quelques nanomètres). Nous distinguons
deux types de¤ets Josephson, le¤et Josephson continu dc ( est constante) et le¤et Josephson
alternatif ac ( est variable). Bien que les paires délectrons (paires de Cooper) ne puissent
pas exister dans un isolant ou un métal non supraconducteur, elles passent par e¤et tunnel et
garder leur cohérence de phase. Cest la persistance de cette cohérence de phase qui donne lieu
à le¤et Josephson.
Fig 3.1 : Structure de Jonction Josephson.
La jonction de Josephson est un composant de commutation ultrarapide. Les jonctions
de Josephson peuvent exécuter des fonctions de commutation telles que des commutations
de voltages plus rapides que les circuits semi-conducteurs ordinaires. Les deux côtés de la
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jonction sont caractérisés par leur nombre de paires de Cooper na, nb et leurs phases a, b.
Les di¤érences de charge (na   nb) et de phase  = b   a entre les deux métaux sont les
paramètres essentiels décrivant le comportement de la jonction. Une telle jonction est dite
faible, un courant IJ = I0 sin  où I0 est le courant critique ou super courant (I0 = 2e~ EJ avec
EJ lénergie Josephson.), circule sans tension appliquée à travers la barrière si  est constant,
et le courant de fréquence  = 2eV=h oscille dans la jonction est alternatif sil existe à ses
bornes une tension V où V = 0
2
d'
dt
avec 0 = h2e = 2; 07:10
 15:T:m 15:
3.1.2 Jonction Josephson alimentée par un courant constant
Supposons que la jonction est alimentée par une source de courant constant I. La conserva-
tion du courant dans le circuit équivalent sécrit en exprimant le¤et Josephson "continu (dc)"
et le¤et Josephson "alternatif (ac)" :
I = I0 sin  +
dQ
dt
= I0 sin  + C
dV
dt
= I0 sin  +
~C
2e
d2
dt2
(3.1)
Cette équation décrit laccélération de  sous le¤et de la somme de deux forces. La première,
proportionnelle à I0 sin , est la force de rappel non-linéaire du résonateur Josephson. Lautre,
proportionnelle à I, est la force appliquée et qui est imposée par la source de courant. La
somme de ces forces dérive dun potentiel proportionnel à  I0 cos   I. La comparaison avec
le Hamiltonien du circuit Josephson ouvert, conduit immédiatement au Hamiltonien forcé
H(I) =
2e2
C
p2   ~
2e
(I + I0 cos ) (3.2)
qui régit le mouvement dune particule quantique e¤ective de coordonnées conjuguées  et p
dans un potentiel de type plan incliné ondulé.
3.1.3 SQUID (Superconducting Quantum Interference Device)
Un SQUID est un magnétomètre utilisé pour mesurer des champs magnétiques très faibles.
Il est constitué généralement de deux jonctions Josephson montées en parallèle dans une boucle
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supraconductrice dont la propriété principale est de quantier le ux magnétique. Nous dis-
tinguons deux types de SQUID, le SQUID rf et SQUID dc.
SQUID radio-fréquence (rf)
Le SQUID radiofréquence (rf) est couplé par induction à un circuit résonnant. Il se base
sur le¤et Josephson ac et utilise une seule jonction Josephson. Il se compose dune jonction
Josephson insérée dans une boucle supraconductrice. Ce circuit réalise une polarisation de ux
magnétique e pour la jonction Josephson. Un courant induit I apparaît dans linductance L
qui soppose au ux incident produisant un ux total
 = e   LI (3.3)
Fig 3.2 : Schéma dun SQUID.
La gure 3:2 (à gauche) : se compose dune boucle supraconductrice (sombre) interrompu
par une jonction tunnel (clair) le ux magnétique est envoyé à travers la boucle. La gure 3:2
(à droite) : se représente le circuit équivalent dun SQUID.
SQUID dc
Le SQUID dc dispose de deux jonctions Josephson en parallèle dans une boucle supracon-
ductrice. Elle est basée sur le¤et Josephson à courant continu. En labsence de tout champ
magnétique extérieur, le courant dentrée I se divise en deux branches de façon égale. Si un
petit champ magnétique externe est appliqué à la boucle supraconductrice, un courant de
contrôle, Is, commence à circuler dans la boucle qui génère un champ magnétique annulant le
ux externe appliqué.
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Fig 3.3 : Schéma dun SQUID dc.
Le SQUID dc est constitué de deux jonctions tunnel inclus dans une boucle supraconduc-
trice. Les èches indiquent la direction positive du courant de Josephson (Voir Figure 3:3).
La nouvelle fonctionnalité physique ici, par rapport à une simple jonction de courant po-
larisé est la dépendance de lénergie e¢ cace de Josephson de double jonction de ux ma-
gnétique qui traverse la boucle SQUID. Le circuit a deux variables dynamiques, les phases
supraconductrices,1et 2 à travers les deux jonctions Josephson. Ces phases sont reliées au
courant Josephson statique par
Ie = IC1 sin1   IC2 sin2 (3.4)
Fig 3.4 : Schéma dun SQUID dc. Le courant I pénètre et se divise en deux chemins, chacun avec
des courants Ia et Ib. Les barrières minces sur chaque trajet sont des jonctions Josephson qui
séparent les deux régions supraconductrices.  Représente le ux magnétique enlage de la boucle
de SQUID dc.
3.1.4 Types des qubits Supraconducteurs
La première réalisation dun qubit supraconducteur fabriqué à partir de matériaux supra-
conducteurs date de 1998 par léquipe de Quantronique de CEA- Saclay [1]. Il sagissait alors
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dune boite de Cooper, un dispositif formé dune île supraconductrice isolée dun côté par une
capacité et de lautre par une jonction Josephson. Les deux états quantiques formant le qubit
peuvent alors correspondre à la présence ou labsence dune paire de Cooper excédentaire sur
lîle supraconductrice ou une superposition de ces états de charge.
Le rapport EJ=EC est déterminé par la nature du qubit où EJ est lénergie Josephson et
EC est lénergie de charge. Dans le cas où EJ=EC  1, nous sommes en présence de qubits de
charge, et lorsque EJ=EC  1, nous trouvons les qubits de phase, et nous obtenons les qubits
de ux dans le cas de EJ = Ec. Les noms des di¤érents qubits proviennent de la base des états
qui est la plus adéquate pour décrire létat du qubit. Ainsi, létat du qubit de charge est bien
décrit dans la base des états de charge, celui du qubit de phase dans la base des états de phase,
celui du qubit de ux dans la base des états de ux.
Les qubits supraconducteurs sont de bons candidats pour servir dunité de base dans un
ordinateur quantique. Dans les supraconducteurs conventionnels des interactions complexe se
produisent entre les atomes et les électrons libres et conduisent à lapparition de paires liée
délectron appelées paires de Cooper.
Qubit Josephson de phase (phase qubit)
Il consiste en une large fonction Josephson, formant une capacité et une inductance pa-
rallèle. Il fonctionne dans la limite EJ=EC  1 où lénergie Josephson est plus grande que
lénergie de charge. Cette limite est atteinte pour des circuits comportant de très grandes jonc-
tions Josephson, typiquement 10m pour lesquelles lénergie de charge est très faible, assurant
ainsi une immunité au bruit de charge. Le qubit reste sensible au bruit de ux, mais dans des
proportions théoriquement raisonnables.
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Fig 3.5 : Image réelle dun qubit de phase [2].
LHamiltonien du système est
H =  EC
2
d2
d
+ U() (3.5)
où U() est lénergie potentiel en présence dun courant de polarisation
U() =  EJ cos 
~
2e
I0 (3.6)
où EJ = ~2eIC . Pour I < I0, U() présente des minima (autour desquels il est quasi-harmonique)
et des maxima. Supposons le système piégé au voisinage dun minimum. Létat fondamental
et le premier état excité dans le puits associé à ce minimum sont séparés par la fréquence !01
(typiquement quelques GHz). Le deuxième état excité est relié au premier par une transition
de fréquence !12 6= !01 en raison de lanharmonicité. On peut donc exciter sélectivement la
transition 0! 1 et réaliser un système e¤ectif à deux niveaux.
Fig 3.6 : Système e¤ectif à deux niveaux.
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Principe de la détection sélective des états
En augmentant I, on abaisse la barrière jusquà ce que létat 1 ait une énergie juste inférieure
au maximum. Si le qubit est dans 0, il y reste. Sil est dans 1, la particule e¤ective séchappe
par e¤et tunnel et  subit un mouvement accéléré. Lorsque d=dt dépasse la valeur critique,
la jonction transite et il apparaît une tension aux bornes du circuit qui fournit un signal de
détection sélective du qubit dans létat 1. La détection sélective de létat 0 peut se faire en
transférant le système de 0 à 1 par une impulsion résonnante de micro-onde sur la transition
0  ! 1 (voir plus loin) suivie de la mesure de 1.
Qubit de ux
Un qubit de ux est un SQUID rf peut être considéré comme le dual de la boîte à paires
de Cooper, elle emploie un transformateur supraconducteur plutôt que dun condensateur de
grille pour ajuster le Hamiltonien. Les deux côtés de la jonction avec la capacité CJ sont reliés
par une boucle supraconductrice avec linductance L. Un ux externe ext est imposé dans la
boucle par une bobine. Le ux magnétique total  de circuit est relié avec le ux externe ext,
linductance du circuit L et le courant I dans la boucle par la relation suivante
 = ext + LI (3.7)
La di¤érence de phase à travers la jonction est relié au ux par
Fig 3.7 : Circuit équivalent dun qubit de ux [3].
Le Hamiltonien de circuit est obtenue à partir de lénergie électrostatique EC , lénergie
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dinductance EL et lénergie de Josephson EJ sous la forme suivante
H =
1
2
CV 2 +
1
2
LI2   EJ cos
=
1
2
CV 2 +
1
2
L
(  ext)2
L2
  EJ cos (3.8)
=
1
2
ECN
2 +
1
2
EL(  ext)  EJ cos
où EC = 4e2C , EL =
1
L
(0
2
)2 , N = P~ est le nombre de pair de Cooper avec P =
C~2
4e2
(d
dt
) est le
moment conjugué, et ext = 2
ext
0
.
Fig 3.8 : a) Potentiel du qubit de ux symétrique (bleu). b) Potentiel dissymétrisé (rouge) avec
niveaux dénergie déplacés avant prise en compte de le¤et tunnel.
Pour e = 0=2, les états dénergie du qubit sont les combinaisons symétrique et antisy-
métrique des états fondamentaux des 2 puits. Leur énergie di¤ère dune quantité T=h fois la
fréquence de le¤et tunnel à travers la barrière entre les puits. [Note : ne pas confondre le¤et
Tunnel de lobservable macroscopique  avec celui des paires de Cooper de la JJ ].
Ecartons-nous un peu de la condition déquilibre en ajustant le ux de contrôle à la valeur
e = 0((1=2) + "). La dégénérescence des états des deux puits est levée, avant même de
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prendre en compte le¤et tunnel. Lorsquon ajoute le¤et tunnel, la distance E entre les états
varie de façon hyperbolique quand " est balayé autour de 0
E =
q
2T  2" (3.9)
où
+"   " = " =  2Iq

e  
0
2

(3.10)
Qubit de charge
Il existe également des qubits avec EJ=Ec  1. Cest alors la charge qui est bien dénie et
la phase di¤use. Un qubit de charge consiste en une jonction Josephson branchée en série avec
un condensateur. Ces deux éléments forment une île supraconductrice. Le tout est connecté à
une source de voltage. La tension U imposée à la JJ à travers Cg est le paramètre de contrôle
du système. La réalisation dun qubit à laide des circuits électriques nécessite un élément
non linéaire (cest-à-dire un élément qui permet dobtenir un spectre anharmonique) et non
dissipatif. Il est important quun qubit ait un spectre anharmonique puisque cest ce qui permet
de considérer seulement deux de ses niveaux dénergie et de négliger lexistence des autres. Un
exemple est donné par le circuit de la Figure 3:9 qui dénit une boîte de Cooper entre la JJ ,
de capacité CJ , et une capacité classique Cg. CJ et Cg sont faibles (de lordre de 1fF ), donnant
une grande valeur à EC .
Fig 3.9 : Qubit de charge (boite de paire de Cooper) [3].
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En e¤et, lajout dun condensateur en série avec la jonction diminue la capacité totale
du circuit, ce qui augmente lénergie de charge. Pour cette raison, la charge est un nombre
quantique important dans ce circuit. Les niveaux dénergie correspondent donc à des états de
charges. LHamiltonien de pair de Cooper
H = EC(N  Ng)2   EJ cos' (3.11)
où EC =
(2e)2
2(CJ Cg) est lénergie de charge de lîle et où EJ et EC sont lénergie et la capacité de la
jonction Josephson respectivement. N = P~ représente le nombre de paires de Cooper sur lîle.
Ng =
CgVg
2e
est la charge de grille, cest-à-dire la charge de polarisation induite sur lîle par la
source de tension Vg. Finalement, ' est la di¤érence de phase entre les deux supraconducteurs
formant la jonction. Lors de la quantication, N et ' deviennent des opérateurs respectant la
relation de commutation [';N ] = i [1]. Deux variables du Hamiltonien de la boîte de Cooper
peuvent être contrôlées en temps réel : Ng, qui est contrôlée par la di¤érence de potentiel V g,
et EJ qui est contrôlée dans des circuits où la jonction Josephson est remplacée par un SQUID,
tels quun ux est appliqué à travers ce SQUID.
Niveaux dénergie de la Boîte de Cooper en fonction de EJ=EC Pour EJ = 0, les états
à nombre P = 0; 1; 2 : : : de paires ont des énergies variant de façon parabolique en fonction de
ng (donc de U), les paraboles présentant des minima en ng = 0; 1; 2 : : : Le couplage EJ lève la
dégénérescence en tous les points où ces paraboles se coupent (couplage aux ordres supérieur à
1 de la théorie des perturbations pour P > 1). Il se crée des bandes de niveaux (représentées
par des couleurs di¤érentes : bleu pour la bande fondamentale, rouge pour la première bande
excitée. . . ) séparées par des bandes interdites.
Lorsque EJ  EC , les anti-croisements P = 1 deviennent quasi plats, rendant les deux
états dénergie la plus basse (états 0 et 1 du qubit) peu dépendants de U , donc très peu
sensibles aux uctuations de charge au voisinage de lanti-croisement.
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Fig 3.10 : Energie de la boîte de Cooper en fonction de Ng pour EJ/EC= 0,1. Ce ratio entre
lénergie Josephson et lénergie de charge est typique pour la boîte de Cooper [1].
La gure 3:10 montre que, près de Ng =
(2z+1)
2
avec zZ la di¤érence entre les deux premiers
niveaux dénergie est beaucoup plus petite que la di¤érence entre le deuxième et le troisième
niveau dénergie Autrement dit, à ces points, lanharmonicité du spectre du système est im-
portante. Ainsi, près de ce point, il est réaliste de décrire la boîte de Cooper en se limitant à
ses deux premiers niveaux.
Fig 3.11 : Energie de la boîte de Cooper en fonction de Ng pour EJ=EC= 1; 1 [1].
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3.2 Implémentation de la porte NTCP, NTCP-NOT et
NTQ-NOT
Linformatique quantique attire beaucoup dattention, car les ordinateurs quantiques peuvent,
en principe, de résoudre des problèmes de calcul beaucoup plus e¢ cace que les ordinateurs
classiques, ou de traiter certaines tâches de calcul qui sont intraitables avec leurs homologues
classiques . Dans la dernière décennie, divers systèmes physiques ont été pris en compte pour la
constitution du traitement de linformation quantique [4]. Parmi eux, la cavité QED avec des
atomes neutres, est une approche très prometteuse pour le traitement quantique de linforma-
tion, car une cavité peut agir comme un bus quantique aux atomes de couple et dinformations
qui peuvent être stockées dans certains niveaux dénergie atomique avec un long temps de
cohérence. Jusquà présent, un grand nombre de propositions théoriques pour la réalisation
de portes à deux qubits dans de nombreux systèmes physiques ont été proposés. En outre,
la porte CNOT à deux qubits, la porte Z avec un seul qubit, les portes de phase contrôlée
(CP) et la porte SWAP ont été démontré expérimentalement avec, par exemple, la cavité QED
[5], la résonance magnétique nucléaire RMN [6], les qubits supraconducteurs [7] et les qubits
transmon [8].
Récemment, Yang et son équipe ont proposés un schéma pour implémenter une porte de
phase de plusieurs qubits accordables dun qubit supraconducteur contrôlant simultanément
n qubits choisis parmi N qubits (1 < n < N) dans une cavité [9]. Dans la référence [10], les
auteurs ont proposé un procédé de la réalisation dune porte de multi-qubit, le procédé devient
compliqué lorsque le nombre de qubits augmente. Par ailleurs, il est important de réaliser
directement des portes multi-qubit [11].
Dans ce travail, nous présentons et démontrons une méthode pour réaliser les portes quan-
tiques : NTCP, NTCP-NOT et NTQ-NOT dans le cas de linteraction qubit-qubit avec un
qubit supraconducteur contrôlant simultanément N qubits cibles dans une cavité QED en
ajoutant un champ micro-ondes fort. Ces portes peuvent être réalisées dans un temps en na-
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noseconde échelle qui est beaucoup plus court que le temps de décohérence et le temps de
déphasage. Ainsi, le temps de fonctionnement requis pour la mise en uvre de la porte est in-
dépendant du nombre N de qubits, ce type des portes sont utiles dans le traitement quantique
de linformation.
3.2.1 Théorie de base dun qubit supraconducteur contrôlant simul-
tanément N qubits dans la cavité QED
Le qubit de charge supraconducteur se compose dune petite boîte, reliée à un dispositif
dinterférence quantique supraconducteur symétrique (SQUID) avec une capacité CJ0, et de
lénergie de couplage Josephson EJ0, percé par un ux magnétique externe  = 0=2 (0 est
le ux quantique), permettent le réglage de lénergie Josephson e¢ cace. Considérons N + 1
qubits de charge supraconducteurs identiques placés dans une cavité QED monomode. Ils sont
impliqués dans le fonctionnement de la porte [12]. Une tension de la porte de commande Vg est
connectée au système par lintermédiaire dun condensateur de la porte Cg. Nous supposons
que Vg = V dcg + V
ac
g + V
qu
g où V
dc
g (V
ac
g ) est la tension dc (ac) de la partie de la tension de la
porte, et V qug est la partie quantique de la tension de la porte, qui est causée par le champ
électrique du mode de résonateur lorsque le qubit est couplé à un résonateur. Corrélativement,
nous avons ng = ndcg +n
ac
g +n
qu
g où n
dc
g = CgV
dc
g =2e, n
ac
g = CgV
ac
g =2e et n
qu
g = CgV
qu
g =2e. Le but
de cette partie est de présenter la manière dobtenir la porte NTCP dans le cas dappliquer
une impulsion de résonance à chaque qubit dans une cavité QED. Nous considérons N + 1
qubits en interaction avec le mode de cavité. Par conséquent, lHamiltonien total du système
(en supposant ~ = 1) est [13]
Htotal = EzSz + !ca
+a  EJ()Sx + (a+ + a)Sz + "(a+e i!dt + a ei!dt)
+
N+1X
i;j=1
i6=j
 ijx;ix;j (3.12)
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Sz et Sx sont les opérateurs collectifs pour les (1; 2; :::; N + 1) qubits, où Sz =
PN+1
j=1 gjz;j et
Sx =
PN+1
j=1 x;j, avec les opérateurs de Pauli z;j =
1
2
(jejihejj   jgjihgjj), x;j = 12(jgjihejj +
jejihgjj), où jeji(jgji) est létat excité (état fondamental) du qubit, !c est la fréquence du
mode cavité, !d est la fréquence de la tension de la porte en courant alternatif, a+ et a sont
la création et lannihilation du mode de cavité, " est lamplitude de la micro-onde, gj est la
constante de couplage entre le qubit de charge et le mode de résonateur, et  ij est la force de
couplage qubit-qubit. Notez que Ez =  2Ec(1   2ndcg ) avec lénergie de charge Ec = e2=2C
(EJ0  Ec où C = Cg + 2CJ0) et ng = CgVg=2e. Lénergie de Josephson e¢ cace de couplage
est donnée par EJ() = 2EJ0cos(=0). Les qubits sont couplées capacitivement lun à
lautre par lintermédiaire du mode de cavité. Le quatrième terme de léquation "(3:12)" est
donnée par V qug = V
qu
0 (a + a
+) où V qu0 = (~!c)1=2(Lc0) 1=2. Enn, la constante de couplage
gj est donnée par gj = 2EcCgV
qu
0 =(~e). Pour obtenir les taux utiles de la porte logique, nous
travaillons avec une grande amplitude des champs dentraînement, dans ce cas, les uctuations
quantiques de lentraînement sont très petites par rapport à lamplitude dentraînement et le
lecteur peut être considéré pour tous les application pratiques comme un champ classique. Ici,
il est commode de déplacer les opérateurs du champ utilisant lopérateur de déplacement en
fonction du temps [13, 14] D() = e(a
+ a) où  est un nombre complexe représentant la
partie classique du champ ( 2 C). En vertu de cette transformation, les opérateurs a et a+
retourne à (+ a) et (a+ + ), respectivement. LHamiltonien de déplacement est [13]
H = D+()HtotalD()  iD+() _D()
= EzSz;j + !ca
+a  EJ()Sx + (a+ + a)Sz   g( + )Sz
+
N+1X
i;j=1
i6=j
 ijx;ix;j (3.13)
Nous avons choisi (t) pour satisfaire _ =  i!r   i"e i(!dt+'), où ' est la phase initiale
de limpulsion. Ce choix de  est faite de manière à éliminer lentraînement direct du champ
de micro-ondes sur le mode de la cavité, qui est décrit par "(a+e i!dt + aei!dt). Alors, nous
obtenons  =   "
!
e i(!dt+') où ! = !c   !d, et pour simplier le calcul, nous supposons que
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 ij =   et gj = g. Le Hamiltonien H devient [13, 14]
H = EzSz;j + !ca
+a  EJ()Sx + (a+ + a)Sz + 
cos(!dt+ ')Sz
+ 
N+1X
i;j=1
i6=j
x;ix;j (3.14)
où 
 = 2g"=! et Sz = g
PN+1
j=1 z;j. En outre, en réglant Ez = 0 (i:e:; ng = 1=2) pour chaque
qubit et en dénissant !0 = EJ(). Le Hamiltonien (3:14) se réduit à
H = !ca
+a  !0Sx + (a+ + a)Sz + 
cos(!dt+ ')Sz
+ 
N+1X
i;j=1
i6=j
x;ix;j (3.15)
En considérant la nouvelle base [9] j+ji = 1p2(jgji + jeji); j ji =
1p
2
(jgji   jeji), et dans
le cas de la représentation dinteraction (sous lhypothèse que !d = !0). Le Hamiltonien H
devient
H = H1 +H2 +H3 (3.16)
avec
H1 = 

N+1X
i;j=1
(ei' j + 
+
j e
 i') (3.17)
H2 = g
N+1X
i;j=1
(a+j e
it + a+ j e
 it) (3.18)
H3 =  
N+1X
i;j=1
i6=j
z;iz;j (3.19)
où  = !c   !0 (le désaccord entre la fréquence du qubit !c, et la fréquence du mode de la
cavité !0), x;j = 12(j+jih+jj   j jih jj), z;j =
1
2
(j jih+jj + j+jih jj), +j = j+jih jj, et
 j = j jih+jj.
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Nous allons travailler sur deux cas particuliers : (' =  et  < 0) et (' = 0 et  < 0). Les
opérateurs de développements en ces deux cas particuliers seront utilisés dans le paragraphe
suivant pour obtenir les portes logiques NTCP, NTCP-NOT et NTQ- NOT).
Opérateur dévolution dans le cas de la phase dimpulsion ' = 0 et le désaccorder
 < 0
Dans le cas de la phase dimpulsion ' =  et le désaccord négatif  = (!c   !0) < 0,
lHamiltonien H1 devient
H1 =  

N+1X
j=1
( j + 
+
j ) =  2
Sx (3.20)
En résolvant léquation de Schrödinger, nous obtenons
HI = g
N+1X
j=1

a+e it

x;j +
1
2

z;j +
1
2
+j  
1
2
 j

e2i
t   1
2

z;j  
1
2
+j +
1
2
 j

e 2i
t

+H:C +  
N+1X
i;j=1
i6=j
zizj (3.21)
En supposant que 2
  ; g; , nous pouvons éliminer les termes oscillants rapides. Alors,
lHamiltonien HI réduit à [16]
H
0
I = g(a
+eit + ae it)Sx +  
N+1X
i;j=1
i6=j
zizj (3.22)
Lopérateur dévolution de lHamiltonien H 0I peut être écrit comme [17]
U
0
(t) = e iA(t)S
2
xe iB(t)aSxe iB
(t) a+Sxe C(t)X ; (X =
N+1X
i;j=1
i6=j
zizj) (3.23)
En résolvant léquation de Schrödinger, nous obtenons
U
0
() = eiS
2
x
N+1Y
i;j=1
i6=j
e i zizj (3.24)
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où  =  g
2

> 0. Alors, lopérateur dévolution du système est
U() = e2i
SxeiS
2
x
N+1Y
i;j=1
i6=j
e i zizj (3.25)
U() sera nécessaire dans la première étape pour réaliser les trois portes logiques quantiques
(NTCP, NTCP-NOT et NTQ-NOT).
Opérateur dévolution dans le cas de la phase dimpulsion ' = 0 et le désaccorder
 > 0
Considérons que le désaccord positif  > 0 et la phase dimpulsion ' = 0, où la constante de
couplage qubit- cavité varie en cas de changement de désaccord . Nous passons de la tension
de la porte en courant alternatif appliquée au qubit 1 (réglage V acg = 0 du qubit 1) et nous
réglons sa fréquence de transition !c pour lavoir découplé de mode de résonateur (en grande
partie désaccordée). Pour les (2; 3; :::; N +1) qubits, nous réglons la fréquence de transition !c
de telle sorte quils sont couplés au mode résonateur. Remplaçons maintenant la notation 
,
, g et   par 

0
, 
0
, g0 et  
0
, respectivement, pour distinguer le cas (' = 0 et  > 0) et le cas
(' =  et  < 0). Dans ce qui suit et pour la simplicité de ce travail, nous utilisons les mêmes
symboles !c et !0. Alors, dans le cas 2
0  g
0
; 
0
lorsque le temps dévolution t = 
0
= 
2
0 ,
lHamiltonien H 0I est (dans le cas !c = !0)
H 0I = g
0(a+ei
0t + ae i
0t)S 0x +  
0
N+1X
i;j=2
i6=j
zizj (3.26)
où 0 = (!c   !0) > 0 et S 0x = 12
PN+1
j=2 (
 
j + 
+
j ) =
PN+1
j=2 x;j. Donc, lopérateur dévolution
U 0( 0) est
U 0( 0) = e 2i

0 0S0xe i
0 0S02x
N+1Y
i;j=2
i6=j
ei 
0 0z;iz;j (3.27)
où 0 = g
2

0 > 0, et S 0x =
PN+1
j=2 x;j, avec x;j =
1
2
(+j + 
 
j ). Donc, lopérateur dévolution
U
0
(
0
) sera nécessaire dans la seconde étape de la réalisation des trois portes logiques : NTCP,
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NTCP-NOT et NTQ-NOT. Pour réaliser ces portes logiques, nous appliquons une impulsion
de résonance à chaque qubit et nous aurons des qubits découplés de la cavité. Par conséquent,
nous supposons que la fréquence de Rabi de limpulsion appliquée au qubit 1 est 
1 et la
fréquence de Rabi de limpulsion appliquée aux qubits (2; :::; N +1) est 
r, où la phase initiale
pour chaque impulsion est ' = 0. Donc, dans le cas de la représentation dinteraction, nous
avons lHamiltonien dinteraction de système de qubit et des impulsions suivant
H4 = 2
1x;1 + 2
rS
0
x (3.28)
Lopérateur dévolution de lHamiltonien H4 dans le temps dévolution  est
U 00() = e 2i
1x;1e i2
rS
0
x (3.29)
U 00() sera nécessaire pour la réalisation des trois portes logiques : NTCP, NTCP-NOT et
NTQ-NOT.
3.2.2 Réalisation des portes logiques quantiques
Préparation de la porte NTCP et discussion
Dans ce paragraphe, nous allons montrer comment la porte NTCP peut être réalisée avec
les opérateurs dévolution U(), U
0
(
0
) et U 00(). Considérons N+1 qubits placés dans la cavité
QED. Les opérations de la Réalisation de la porte NTCP et les opérateurs des évolutions après
chaque étape de lopération sont :
La première étape : Avec le désaccorder  < 0 et ' = , nous appliquons une impulsion
résonnante à chaque qubit, où limpulsion de la fréquence de Rabi est 
. Ainsi, U() est
lopérateur dévolution de système (1; 2; :::; N+1) qubits, tel que le temps dinteraction  =   
2
.
La deuxième étape : Appliquer une impulsion résonnante à chaque qubit avec le désaccord
0 > 0 et ' = 0, où limpulsion de fréquence de Rabi est 
0. Ainsi, le U 0( 0) est lopérateur
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dévolution du système de (2; :::; N + 1) qubits, où le temps dinteraction  0 = 
20 . Le temps
combiné après ces deux étapes est  0 +  = 
20  

2
.
Fig 3.12 : Schéma de réalisation de la porte NTCP avec (N + 1) qubits supraconducteurs.
La gure 3:12 (A) : représente le circuit de la porte de phase contrôlant simultanément
(2; 3; :::; N + 1) qubits cibles. Ici, Z représente un basculement de la phase contrôlée sur
chaque qubit cible, si le qubit contrôle (qubit 1) est dans létat jei, alors pour chaque Z :
jei  !  jei tandis que létat jgi reste inchangé. Et si le qubit contrôle est dans létat jgi, alors
pour chaque chaque Z les états jgi et jei restent inchangés. La gure 3:12 (B) : représente
la porte CNOT quelle est obtenue à partir de qubite 1 contrôlant un qubit cible, dautre
part, le symbole  représente une porte CNOT sur chaque qubit cible. Si le qubit contrôle
est dans létat jei, alors létat à  est retourné comme jei  ! jgi et jgi  ! jei, lorsque le
qubit contrôle est dans létat jgi, létat à  reste inchangé. La gure 3:12 (C) : est le schéma
de qubit de charge supraconducteur dans le régime de charge   Ec  EJ0  kBT (où
; Ec; EJ0; kB et T sont respectivement lécart, lénergie de charge, lénergie de couplage de
Josephson, constante de Boltzmann et la température). Dans la gure 3:12 (D) : Les (1, 2, ...,
N + 1) qubits supraconducteurs sont placés dans la cavité micro-ondes et sont couplés entre
eux par lintermédiaire du mode de la cavité pour réaliser la porte NTCP.
Supposons que 
0 0 =  
 , 0 0 =  et  0 0 =   , qui peuventt être obtenus en ajustant
 et 0 (changement de !c et !0), 
 et 
0 (en changant lintensité des impulsions) et   et  0.
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Donc U( +  0) est
U( +  0) = e2i
x;1e2ix;1S
0
x
N+1Y
j=2
ei z;1z;j (3.30)
La troisième étape : Dans le cas de ' = 0, nous appliquons la fréquence de Rabi dimpulsions

1 sur le qubit 1. En outre, nous appliquons la fréquence de Rabi dimpulsion 
r sur les qubits
(2; :::; N + 1). Alors, nous allons obtenir lopérateur dévolution temporelle U 00() ( est le
temps dévolution).
Après ces opérations en trois étapes, lopérateur dévolution temporelle combinée du sys-
tème (N + 1) qubits est
Ugate = e
 2ix;1(
1 
):e 2i
rS
0
xe2ix;1S
0
x
N+1Y
j=2
eiz;1z;j  (3.31)
Avec les conditions
00 =

2

1 = 
00N + 


r = 
00 (3.32)
  = 4
et en ajustant les fréquences de Rabi 
, 
1et 
r, lopérateur dévolution Ugate devient
Ugate =
N+1Y
j=2
UP (1; j) (3.33)
avec UP (1; j) = e 2i
00(x;1+x;j 2x;1x;j)+4iz;1z;j . En fonction de lopérateur dévolution
UP (1; j) ci-dessus, sur la base j+1i = 1p2(jg1i+ je1i) et j 1i =
1p
2
(jg1i je1i) des opérateurs de
Pauli x;1 et z;1 de qubit 1, de sorte que la base j+ji = 1p2(jgji+ jeji) et j ji =
1p
2
(jgji jeji)
des opérateurs de Pauli x;j et z;j des qubits (2; 3; :::; N + 1), on peut obtenir les évolutions
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suivantes
Up(1; j)j+1ij+ji = e i
00 cos j+1ij+ji+ ie3i
00 sin j 1ij ji
Up(1; j)j+1ij ji = e i
00 cos j+1ij ji+ ie i
00 sin j 1ij+ji
Up(1; j)j 1ij+ji = e i
00 cos j 1ij+ji+ ie i
00 sin j+1ij ji (3.34)
Up(1; j)j 1ij ji = e3i
00 cos j 1ij ji+ ie i
00 sin j+1ij+ji
En dénissant  = 2k et en choisissant 400 = (2k + 1) (avec k étant un entier), nous
obtenons
Upj+1ij+ji = j+1ij+ji
Upj+1ij ji = j+1ij ji
Upj 1ij+ji = j 1ij+ji (3.35)
Upj 1ij ji =  j 1ij ji
où le terme e i
00 est omis. De cette manière, on peut voir que les portes de phase contrôlée
de N deux qubits sont réalisées simultanément avec les paires de qubits (1; 2), (1; 3), . . . ,
(1; N + 1), respectivement. Par conséquent, il est clair que la porte NTCP peut être réalisé
après le processus en trois étapes.
Maintenant, nous donnons une brève discussion au sujet de notre proposition. Le temps
de décohérence T1 = 1:87s [18] et la force de couplage est g = 2  100MHz [14] qui est
expérimentalement disponible. Avec  = g (On remarque que  satisfait léquation (g=)2 =
2k + 1, où k est un nombre entier. Donc, quand k = 0,  prend le maximum  = g). Ensuite,
le temps de fonctionnement est top = 3 = 2  3g . Ainsi, le calcul direct montre que le temps
de fonctionnement requis pour implémenter la porte NTCP avec des qubits supraconducteurs
sera top = 30 ns, ce qui est beaucoup plus court que T1. Dans des expériences récentes, il a
été montré que le temps de déphasage T2 = 2:22s [18], ce qui est beaucoup plus long que le
temps de fonctionnement top.
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Préparation de la nouvelle porte NTCP-NOT et discussion
Dans ce paragraphe, nous nous concentrons sur la façon de réaliser la nouvelle porte NTCP-
NOT avec un qubit supraconducteur contrôlant simultanément N qubits cibles en introduisant
linteraction qubit-qubit. Notre système se compose de (N + 1) qubits de charge identique
couplés à un résonateur monomode, lopérateur dévolution global sécrit sous la forme suivante
Ugate =
N+1Y
j=2
UNP (1; j) (3.36)
avec UNP (1; j) = e 2i
00(x;1+x;j 2x;1x;j)+4iz;1z;j . En projetant lopérateur dévolution UP (1; j)
ci-dessus, sur la base j+1i = 1p2(jg1i + je1i) et j 1i =
1p
2
(jg1i   je1i) des opérateurs de Pauli
x;1 et z;1 de qubit 1, de sorte que la base j+ji = 1p2(jgji+ jeji) et j ji =
1p
2
(jgji   jeji) des
opérateurs de Pauli x;j et z;j des qubits (2; 3; :::; N + 1), et en choisissant  = (2k + 12) et
200 = (2k + 1
2
) (k étant un entier), nous obtenons
UNp(1; j)j+1ij+ji =  j 1ij ji
UNp(1; j)j+1ij ji = j 1ij+ji
UNp(1; j)j 1ij+ji = j+1ij ji (3.37)
UNp(1; j)j 1ij ji = j+1ij+ji
De cette manière, on peut voir que les portes de N deux qubits NOT sont e¤ectuées simul-
tanément sur les paires de qubits (1; 2); (1; 3); : : : ; (1; N + 1), respectivement. Par conséquent,
il est clair que la porte NTCP-NOT peut être réalisée dans la cavité QED. Le temps de dé-
cohérence T1 = 1:87s [18] et la force de couplage est g = 2  100MHz [14], avec  = 2g.
Le temps dimplémentation est t
0
op = 2  32g . Ainsi, le calcul direct montre que le temps de
fonctionnement nécessaire pour implémenter la porte NTCP-NOT est top = 15ns, ce qui est
beaucoup plus court que T1. Dans des expériences récentes, il a été montré que le temps de
déphasage T2 = 2:22s [18], qui est beaucoup plus long que le temps dimplémentation t
0
op.
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Préparation de la nouvelle porte N deux-qubits-NOT et discussion
Dans ce paragraphe, nous allons montrer comment réaliser la nouvelle porte NTQ-NOT (la
porte N deux-qubit-NOT) sur la base de lopérateur dévolution globale suivant des (N + 1)
qubits de charge identiques. On sait que
Ugate =
N+1Y
j=2
UN(1; j) (3.38)
avec UN(1; j) = e 2i
00(x;1+x;j 2x;1x;j)+4iz;1z;j . En projetant lopérateur dévolution UN(1; j)
ci-dessus, sur la base j+1i = 1p2(jg1i + je1i) et j 1i =
1p
2
(jg1i   je1i) des opérateurs de Pauli
x;1 et z;1 de qubit 1, de sorte que la base j+ji = 1p2(jgji+ jeji) et j ji =
1p
2
(jgji   jeji) des
opérateurs de Pauli x;j et z;j des qubits (2; 3; :::; N + 1), et en dénissant  = (2k + 12) et
00 = (2k + 1
2
) (k étant un entier), on peut obtenir
UN(1; j)j+1ij+ji = j 1ij ji
UN(1; j)j+1ij ji = j 1ij+ji
UN(1; j)j 1ij+ji = j+1ij ji (3.39)
UN(1; j)j 1ij ji = j+1ij+ji
De cette manière, on peut voir que les portes N deux-qubit-supraconducteur-NOT sont
réalisées simultanément sur les paires de qubits (1; 2), (1; 3), . . . , (1; N + 1), respectivement.
Chaque opération de deux-qubits-supraconducteur-NOT comporte le même qubit de contrôle
et un qubit cible di¤érent. Ainsi, les portes N deux-qubit-supraconducteur-NOT sont im-
plémentées simultanément entre un seul qubit de charge supraconducteur et N qubits. Par
conséquent, il est clair que la porte NTQ-NOT peut être réalisée dans la cavité QED.
Enn, nous donnons une brève discussion au sujet de notre proposition. Le temps de dé-
cohérence T1 = 1:87s [18] et la force de couplage est g = 2  100MHz [14] avec  =
p
2g.
Alors, le temps de fonctionnement est t
00
op = 2  3p2g . Ainsi, le calcul direct montre que le
temps de fonctionnement nécessaire pour implémenter la porte NTQ-NOT est t
00
op = 21:21 ns,
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ce qui est beaucoup plus court que T1. Le temps de déphasage T2 = 2:22s [18] est beaucoup
plus long que le temps de fonctionnement t
00
op.
3.2.3 Fidélité
Etudions maintenant la délité des opérations de la porte. An de vérier la validité de
notre proposition, nous dénissons la délité suivante pour caractériser la déviation de combien
des états de sortie j	(t)i déviés en amplitude et en phase à partir de la transformation de la
porte logique idéale des di¤érents états dentrée [19]
F = jh	(t)jU(t)j	(0)ij2 =
cos(5 ( 2
))
4 (3.40)
Fig 3.13 : Résultats numériques de la délité des opérations de la porte en fonction de b = 
2

.
où j	(t)i représente létat nal du système après les opérations de la porte, j	(0)i est létat
initial suivi dune opération de la phase idéale, et U(t) décrit lopérateur dévolution globale
du système qui sont e¤ectuées dans une situation réelle. Notre calcul numérique montre quune
haute délité  100% peut être réalisée lorsque 2
  (voir la Figure 3:14 ).
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3.2.4 Possibilité expérimentale de limplémentation
Pour que cette méthode fonctionne, nous discutons de certaines questions qui sont perti-
nentes pour lavenir de limplémentation expérimentale de notre proposition. Comme exemple
concret, considérons la faisabilité expérimentale de limplémentation de la porte de phase
contrôlant deux qubits cibles en utilisant de qubits de charge supraconductrice avec des pa-
ramètres Cg = 1aF , CJ0 = 300aF , Ec=h = 32GHz et EJ0=h = 5GHz [9]. Les qubits de
charge avec ces paramètres sont actuellement disponibles. Pour une seule dimension donde
stationnaire CPW (guide dondes coplanaire) de la cavité supraconductrice et chaque qubit
placé à une cavité, lamplitude de la partie quantique de la tension de la porte est donnée par
V qu0 = (~!c)1=2(Lc0) 1=2, où L est la longueur de la cavité et c0 est la capacité par unité de
longueur de la cavité, donc la constante de couplage est donnée par g = 2EcCg(~e) 1V qu0 où g
ne dépend pas du désaccord . Alors, la condition g = g0 requise ci-dessus peut être satisfaite.
Pour des qubits de charge avec les paramètres ci-dessus et une cavité avec !c=2 = 10GHz,
L =   12mm, c0  0:22aF=m, et "e = 6:3, où  est la longueur donde du mode de la
cavité et "e est la constante diélectrique e¤ective et relative [9]. Pour la première étape de
la déviation du point de dégénération de chacun des qubits (1; 2; :::; N + 1) est donnée par
"0 = ~(
+ g)=(4Ec). Pour la deuxième étape, lécart par rapport au point de dégénération de
qubits (2; 3; :::; N +1) est "1 = ~(
0+ g0)=(4Ec). Pour la troisième étape, à partir de ndcg;1 et ndcg
ci-dessus, on obtient "2 = 
1=(4Ec) = ~(N + 2
)=(8Ec) et "3 = 
r=(4Ec) = ~=(8Ec) où "2
est la déviation du point de dégénération pour le qubit de contrôle 1 et "3 est lécart du point
de dégénération de qubits cibles de (2; 3; :::; N+1). Pour une porte de cinq qubits cibles (n = 5)
et 
=2 = 600MHz avec les paramètres donnés ci-dessus, nous avons "0 = "1  5:47 10 3,
"2  4:48  10 3, "3  1:1  10 4. Ainsi, les conditions pour les qubits se fonctionnent au
voisinage du point de dégénération sont bien satisfaits. La délité des opérations de la porte
par rapport à la variation de la force de couplage qubit-qubit est donnée par [20] :
F =
cos(5 ( g2
 0 )(1     ))
4 où   =     0 (3.41)
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Fig 3.14 : Fidélité par rapport à b0 =  
 
. Les paramètres utilisés dans le calcul numérique sont
g=2 = 100MHz, 
=2 = 600MHz et  0 = 0:25GHz.
Pour   =  0 = 0:25GHz [21], les portes logiques peuvent être réalisables avec une haute
délité 99:6% (voir Figure 3:15). La durée totale de fonctionnement des portes logiques (top, t0op
et t
00
op) qui est beaucoup plus courte que la durée de vie du mode de cavité 
 1 = Q=!c  159ns,
où le facteur de qualité de la cavitéQ = 104 a été démontrée expérimentalement avec des qubits
de charge supraconductrice via la cavité QED [22].
3.3 Conclusion
En résumé, nous avons décrit dans ce chapitre les divers types de qubits supraconducteurs
et nous avons aussi montré comment on pouvait en principe manipuler leur état quantique.
Nous avons également évalué les ordres de grandeur des di¤érents paramètres importants pour
comprendre la dynamique des qubits. Nous avons proposé un schéma simple de réaliser les
portes logiques quantiques dun qubit supraconducteur contrôlant simultanément N qubits
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cibles dans une cavité QED en introduisant linteraction qubit-qubit. Dans ce système, les
portes logiques sont réalisées en entraînant le résonateur avec les champs micro-ondes. Dans
notre système, nous avons appliqué un champ inhomogène pour distinguer entre les (N + 1)
qubits. Le système est insensible au champ thermique. En outre, le temps de fonctionnement
des portes est indépendant du nombre de qubits, où les dénitions de qubits sont identiques
ce qui rend le travail plus facile. Par conséquent, le temps peut être contrôlé en ajustant
la fréquence entre jgji et jeji. Ainsi, le fonctionnement des portes est indépendant de létat
initial du mode de cavité. Cependant, nous avons présenté une méthode e¢ cace pour obtenir
la porte logique NTCP, la nouvelle porte NTCP-NOT, et la nouvelle porte NTQ-NOT dans
la cavité QED, nous avons aussi calculé lopérateur dévolution avec trois étapes dans le cas
de linteraction qubit- qubit. Enn, nous avons appliqué lopérateur dévolution global sur la
base de travail du qubit 1 et des qubits j (j = 2; :::; N + 1) pour trouver les trois portes
logiques prévues. Lavantage essentiel du régime est que ces portes peuvent être réalisées dans
un délai beaucoup plus court que le temps de décohérence et le temps de déphasage des qubits
supraconducteurs choisis dans le système. En outre, la simulation numérique des opérations des
portes montre que le régime pourrait être réalisé avec une grande délité dans la technologie
actuelle.
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"For a successful technology, reality must take precedence 
over public relations, for nature cannot be fooled." 
Richard Feynman (1918-1988). 
 
 
 
 
 
 
 
 
 
Chapitre 4
Implémentation de N portes de phase
via circuit QED
Dans ce chapitre, un schéma simple de circuit QED est présenté pour réaliser une porte
de phase quantique avec un qubit transmon qui contrôle simultanément N qubits transmon
cibles, où le système est entraîné par un champ fort de micro-ondes où ce travail se base sur
linteraction qubit-qubit. Dans notre système, le temps de fonctionnement de cette porte de
phase est indépendant du nombre de qubits N . Dautre part, la porte peut être réalisée en
un temps déchelle nanoseconde qui est beaucoup plus petit que le temps de décohérence et le
temps de déphasage quétant tous les deux déchelle microseconde. La simulation numérique
des probabilités doccupation du second niveau dexcitation montre que le régime pourrait être
atteint e¢ cacement en utilisant une technique disponible à lheure actuelle.
4.1 Qubit transmon
Dans linformatique quantique, un transmon est un type de qubit de charge supraconduc-
teur qui a été conçu pour avoir une sensibilité réduite au bruit de charge. Le transmon est une
abréviation de transmission line shunted plasma oscillation qubit, il est opéré à un rapport
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EJ=EC (EJ est lénergie Josephson et EC est lénergie de charge) plus élevé. Pour obtenir
EJ=EC élevé, on place une capacité en parallèle avec la jonction Josephson (voir Figure 4:1).
LHamiltonien du transmon est le même que celui de la boîte de Cooper : seul le ratio EJ=EC
est changé.
Fig 4.1 : Représentation schématique du circuit de qubit transmon qui contient un condensateur
supplémentaire Cs. Cg et C 0g sont les capacités de la porte et Vg la tension de la porte, où le ux
magnétique externe  est appliqué sur le SQUID de manière synchrone.
Dans la gure 4:1, le circuit du transmon est identique au circuit dune boîte di¤érentielle de
paire de Cooper unique, constituée de deux îlots supraconducteurs couplés par deux jonctions
Josephson. Laccouplement à la masse est purement capacitif. Lutilisation de deux jonctions
Josephson permet daccorder lénergie e¢ cace de Josephson via le ux magnétique externe
pénétrant dans la boucle supraconductrice.
Le transmon atteint sa sensibilité réduite à charger le bruit en augmentant sensiblement le
rapport EJ=EC . Le temps de cohérence T1 au niveau de la puce des qubits transmon est compris
entre  30s et 40s. Les travaux récents sur les qubits transmon ont montré de manière
signicative lamélioration du temps T1. Ces résultats montrent que le temps T1 précédent
nest pas limité par les pertes de jonction Josephson. Alors, le transmon est un domaine de
recherche actif.
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Dautre part, laugmentation du rapport EJ=EC diminue la sensibilité au bruit de charge
de la boîte de Cooper et son anharmonicité. La sensibilité au bruit de charge diminue dune
manière exponentielle tandis que lanharmonicité diminue dune manière polynomiale avec une
augmentation du ratio EJ=EC [2]. La valeur optimale du rapport entre lénergie Josephson et
lénergie de charge de EJ=EC = 50.
Fig 4.2 : Représentation de lénergie du transmon en fonction de Ng pour EJ=EC = 50 [3].
La gure 4:2 illustre lénergie du transmon en fonction de Ng, lénergie est pratiquement
constante en fonction de Ng (ce qui rend le transmon insensible au bruit de charge) E01 repré-
sente la di¤érence dénergie entre le premier et le deuxième niveau dénergie. Lanharmonicité
du spectre du transmon est faible.
4.2 Implémentation de la porte NTCP via circuit QED
Au cours des dernières années, de divers systèmes physiques ont été pris en compte pour
la constitution du traitement de linformation quantique [4]. Le circuit QED [5] est actuelle-
ment lexemple le plus important pour le traitement quantique de linformation et le candidat
prometteur pour lavenir de linformatique quantique. Jusquà présent, un grand nombre des
travaux théoriques ont été proposés pour réaliser des portes quantiques à deux qubits dans des
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nombreux systèmes physiques. En e¤et, la porte CNOT, la porte Z avec un seul qubit, la porte
de phase contrôlée (CP) et la porte SWAP ont été démontré expérimentalement : dans une
cavité QED[6], avec des ions piégés [7], avec la résonance magnétique nucléaire NMR [8], avec
des qubits supraconducteurs [9] et avec des qubits transmon [10]. Le transmon est le nouveau
type de qubit insensible au bruit de charge 1=f , qui a été montré pour être presque homogène
et élargi [11]. Par ailleurs, le qubit transmon, qui est connu comme une version modiée de la
boîte à paires de Cooper, est utilisé dans un régime daugmentation signicative de rapport
dénergie de Josephson et de chargement EJ=EC tandis que la dispersion de la charge décroît
exponentiellement avec EJ=EC , de sorte que la sensibilité au bruit de charge 1=f peut être
e¢ cacement supprimé [12].
Dans les dernières années, le circuit électrodynamique quantique est une étude qui présente
plusieurs avantages en matière dinformation quantique. Récemment, Gao et al [13] a proposé
une méthode pour implémenter la porte NTCP dun qubit contrôlant simultanément N qubits
dans un circuit QED. De même, Yang et al [14] ont proposé un schéma dimplémentation de
plusieurs portes de phase de qubits accordable (NTCP) dun qubit supraconducteur contrôlant
simultanément n qubits choisis parmi N qubits (1 < n < N) dans une cavité.
Dans cette section, nous présentons et démontrons une éventuelle architecture de linforma-
tion quantique basée sur les qubits transmon de jonctions de Josephson. Nous allons proposer
un autre type de porte quantique (la porte NTCP) en considérant linteraction qubit-qubit,
avec un qubit qui contrôle simultanément N qubits cibles dans un circuit QED en ajoutant un
champ fort de micro-ondes. Cette porte peut être réalisée en un temps de nanoseconde qui est
beaucoup plus court que le temps de décohérence et le temps de déphasage. Ainsi, le temps
de fonctionnement nécessaire pour implémenter de la porte est indépendant du nombre N de
qubits, ce type de la porte est utile dans le traitement quantique de linformation.
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4.2.1 Modèle et opérateur dévolution
Dans ce paragraphe, nous proposons un schéma de limplémentation de la porte NTCP en
utilisant le système de qubits transmon basée sur linteraction qubit-qubit dans un circuit QED
(voir la gure 4:3). Dans notre système, les (N+1) qubits transmon sont couplés capacitivement
à un résonateur de la ligne de transmission supraconductrice (TLR) entraîné par un champ
fort de micro-ondes. En outre, le champ de la fréquence de micro-ondes !d est appliqué à
lentrée du TLR, qui peut être décrit ci-après par lHamiltonien HD. Nous considérons que
chaque qubit de (N + 1) qubits transmon ayant des sous-espaces à deux niveaux entraîné
par un champ classique ajouté, ces qubits transmon sont couplés capacitivement les uns aux
autres. Linteraction qubit-qubit devrait être inclus dans le circuit QED. Alors lHamiltonien
de lensemble du système (en supposant que ~ = 1) est donnée par
Hs = HJC +HD +Hqq (4.1)
avec
HJC = !q
N+1X
j=1
Sz;j + !ra
+a+
N+1X
j=1
gj(a
+S j + aS
+
j ) (4.2)
HD = "(t)(a
+e i!dt + a ei!dt) (4.3)
Hqq =
N+1X
i;j=1
i6=j
 ijS
+
i S
 
j (4.4)
HJC est lHamiltonien de résonateur qui prend la forme de Jaynes-Cummings, HD est lHa-
miltonien du champ externe du résonateur, et Hqq est lHamiltonien dinteraction entre les
qubits transmon, Sz;j ; S
 
j ; et S
+
j sont les opérateurs collectifs pour le (1; 2; :::; N + 1) qubits,
où Sz;j = 12(jejihejj  jgjihgjj), S
+
j = jejihgjj, S j = jgjihejj avec jeji(jgji) est létat excité (état
fondamental) de qubit transmon, !r = 1=
p
LC est la fréquence de résonance du TLR où la
ligne de transmission résonateur peut être modélisé sous forme dun oscillateur harmonique
simple composé de la combinaison en parallèle dune inductance L et un condensateur C, !q
est la fréquence de transition du qubit transmon avec !q1 = !q2 = ::: = !qN+1 (où les déni-
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tions de qubits sont les mêmes qui rend le travail plus facile), !d est la fréquence du champ
externe appliquée au TLR, a+,a sont la création et lannihilation de mode de résonateur, g est
lintensité de couplage qubit-TLR,  ij est la force de couplage qubit-qubit entre les qubits i et j
et "(t) est lamplitude donde hyperfréquence. En haut EJ=EC , la fréquence de transition entre
létat fondamental jgi et létat excité jei est donnée par !q =
p
8EJEC=~, où EC = e2=2C
et EJ() = EJ0 jcos(=0)j, C = CS + (C 1g + C 0 1g ) 1: Ici, Cg, C 0g sont la capacité de la
porte, CS est le condensateur supplémentaire, C est la capacité totale e¤ective,  est le ux
magnétique externe appliqué à la boucle de SQUID, 0 = h=2e est le ux quantique, EJ()
est lénergie de couplage Josephson e¢ cace, EC est lénergie de charge, et EJ0 est lénergie de
couplage de Josephson, où le qubit se fonctionne en régime EJ=EC  1. Il est évident que la
fréquence du qubit transmon !q peut être réglée par le ux magnétique externe .
Pour obtenir des taux utiles de la porte logique, nous travaillons avec une grande amplitude
des champs dentraînement, dans ce cas, les uctuations quantiques de lentraînement sont très
petites par rapport à lamplitude dentraînement où lentraînement peut être considéré comme
un champ classique jusquà la n des travaux expérimentaux proposés. Ici, il est commode de
déplacer les opérateurs du champ utilisant lopérateur de déplacement en fonction du temps [15]
D() = e(a
+ a). Dans le cadre de cette transformation, les opérateurs a et a+ deviennent
( + a) et (a+ + ), respectivement, où  est un nombre complexe représentant la partie
classique du champ. Donc, lHamiltonien de déplacement est [16]
H = D+()HsD()  iD+() _D() (4.5)
où nous allons choisir (t) pour satisfaire _ =  i!r   i"(t)e i!dt. Ce choix de  est fait de
façon à éliminer la transmission directe du champ de micro-ondes sur le TLR. Dans le cas où
lamplitude du champ classique est indépendant du temps, nous obtenons  =   "(t)
!
e i!dt avec
! = !r   !d, et pour convaincre, nous supposons que  ij =   et gj = g. Alors, lHamiltonien
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H devient [15, 16]
H = !q
N+1X
j=1
Sz;j + !ra
+a+ g
N+1X
j=1
(a+S j + aS
+
j ) + 

N+1X
j=1
(ei!dtS j + e
 i!dtS+j )
+ 
N+1X
i;j=1
i6=j
S+i S
 
j (4.6)
où 
 = g"=!. Dans lapproximation donde tournante et dans le cas de la représentation de
linteraction, lHamiltonien du système est (sous lhypothèse de !d = !q) [17]
HI = H0 +HI1; (4.7)
avec
H0 =
N+1X
j=1

(S+j + S
 
j ) (4.8)
HI1 =
N+1X
j=1
[g(e ita+S j + e
itaS+j )] +  
N+1X
i;j=1
j 6=j
S+i S
 
j (4.9)
où  = !r !q est le désaccord entre la fréquence de transition de chaque qubit et la fréquence
du mode de la cavité. Avec la nouvelle base [14] j+ji = 1p2(jgji+ jeji), j ji =
1p
2
(jgji   jeji),
HI devient
HI = HI1 +HI2 +H0 (4.10)
avec
HI1 =
N+1X
j=1
g[e ita+(x;j  
1
2
+j +
1
2
 j ) + e
ita(x;j +
1
2
+j  
1
2
 j )] (4.11)
HI2 =  
N+1X
i;j=1
i6=j
(x;i +
1
2
+i  
1
2
 i )(x;j  
1
2
+j +
1
2
 j ) (4.12)
H0 = 2

N+1X
j=1
x;j = 2
Sx (4.13)
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où x;j = 12(j+jih+jj   j jih jj), 
+
j = j+jih jj,  j = j jih+jj, et Sx =
PN+1
j=1 Sjx =
1
2
PN+1
j=1
(S+j + S
 
j ), (Sjx = x;j). En résolvant léquation de Schrödinger, nous obtenons
H
0
I = H
0
I1 +H
0
I2 (4.14)
où
H
0
I1 =
N+1X
j=1
g

a+e it(x;j  
1
2
+j e
2i
t +
1
2
 j e
 2i
t) + aeit(x;j +
1
2
+j e
2i
t   1
2
 j e
 2i
t)

(4.15)
H
0
I2 =  
N+1X
i;j=1
i6=j
(x;i +
1
2
+i e
2i
t   1
2
 i e
 2i
t)(x;j  
1
2
+j e
2i
t +
1
2
 j e
 2i
t)
(4.16)
Dans la région de champs classique fort 2
  ; g; , nous pouvons éliminer les termes
oscillants rapides. Alors, lHamiltonien H
0
I se réduit à [13]
H
0
I = g(a
+eit + ae it)Sx +  
N+1X
i;j=1
i6=j

x;ix;j +
1
4
 
+i 
 
j + 
 
i 
+
j

(4.17)
Alors, lopérateur dévolution de lHamiltonien H 0I peut être écrit comme [18]
U
0
(t) = e iA(t)S
2
xe iB(t)aSxe iB
(t)a+Sxe iC(t)X ; (X =
N+1X
i;j=1
i6=j

x;ix;j +
1
4
 
+i 
 
j + 
 
i 
+
j

(4.18)
En résolvant léquation de Schrödinger, nous obtenons
U
0
() = e iS
2
x
N+1Y
i;j=1
i6=j
e i
 
4
(4x;ix;j+
+
i 
 
j +
 
i 
+
j ) (4.19)
où  = g2=. Donc, lopérateur dévolution du système est
U() = e iH0U 0() = e 2i
Sxe iS
2
x
N+1Y
i;j=1
i6=j
e i
 
4
(4x;ix;j+
+
i 
 
j +
 
i 
+
j ) (4.20)
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Pour réaliser la porte NTCP, nous appliquons une impulsion de résonance à chaque qubit.
Supposons que la fréquence de Rabi pour limpulsion appliquée à qubit 1 est 
1 tandis que
la fréquence de Rabi pour les impulsions appliquées aux qubits 2; 3; :::; N + 1 est 
r. Dans
ce cas, le système ne nécessite aucun couplage supplémentaire qubit-qubit. Dans le cas de la
représentation de linteraction par rapport à H0, lHamiltonien du système dinteraction de
qubits et des impulsions est donnée par
H
 = 2
1z;1 + 2
rS
0
x (4.21)
Pour un temps dévolution  , lopérateur dévolution du temps est
U
() = e
 2i
1z;1te 2i
rS
0
xt (4.22)
Fig 4.3 : Schéma de limplémentation de la porte NTCP via Circuit QED.
Dans la gure 4:3, (la couleur en ligne) est la représentation schématique du TLR et de
(N + 1) qubits transmon qui sont couplés dans un circuit QED (gris) entraîné par un champ
fort de micro-ondes de la fréquence !d (ce champ  est appliqué à lentrée de TLR). TLR est
relié au câblage dentrée avec un condensateur Cin et au câblage de sortie avec un condensateur
Cout. En outre, le couplage entre les qubits i et j est réalisé par lintermédiaire de linductances
qui peut être interprété comme un couplage dénergie entre les qubits.
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Les équations (4:20) et (4:22) vont être utilisées dans la suite pour obtenir la porte NTCP
dans le cas de lintéraction qubit-qubit.
4.2.2 Implémentation de la porte NTCP
Considérons maintenant les (N+1) qubits placés dans un circuit QED, où le premier qubit
est le qubit contrôle et les autres N qubits sont les qubits cibles. La porte NTCP [14] peut
être réalisée en utilisant lopérateur dévolution U() et U
(). Alors, lopérateur dévolution
unitaire après chaque étape de lopération sont :
Première étape : ajuster les fréquences de transition de (N+1) qubits par le ux externe j,
puis !q = !d est satisfaite, avec limpulsion de la fréquence de Rabi est 
 = g"=! de lamplitude
V0. Ainsi, après une période du temps dévolution  1 = 2= jj, lopérateur dévolution est
U( 1) = e
 2i
Sxe iS
2
x
N+1Y
i;j=1
i6=j
e i
 
4
(4x;ix;j+
+
i 
 
j +
 
i 
+
j ) (4.23)
où TLR est couplé à chaque qubit avec le désaccord  = !0   !a.
Deuxième Etape : ajuster les espacements de niveaux de qubits 1 de telle sorte que le mode
de la cavité est couplée aux qubits (2; 3; :::; N + 1), de sorte que !q = !d est satisfait, avec
limpulsion de la fréquence de Rabi est 
0 de lamplitude V 00 , où le désaccord 
0
= !0 !
0
a =  .
Alors, après le temps  2 = 2=
0, lopérateur dévolution est
U( 2) = e
2i
S0xeiS
02
x
N+1Y
i;j=2
i6=j
ei
 
4
(4x;ix;j+
+
i 
 
j +
 
i 
+
j ) (4.24)
où S 0x =
PN+1
j=2 x;j. Nous choisissons  =  4g (
0
= 4g), où la raison de mettre  =  4g est
dobtenir un temps de fonctionnement très court. Nous remarquons que  satisfait léquation
16g2=2 = (2k + 1) (k est un nombre entier). Donc, quand k = 0,  prend le maximum  =  4g.
Dans ce cas, le temps de fonctionnement top  1= jj [13] sera le plus court, où léquation
16g2=2 = (2k + 1) est la condition dimplémentation de la porte NTCP donnée ci-dessous.
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Après ces deux étapes (après une période de temps  1 +  2 = g ), lopérateur dévolution est
U( 1 +  2) = e
 2i
z;1 :e 2iz;1S
0
x :
N+1Y
j=2
e i
 
4
(4x;1x;j+
+
1 
 
j +
 
1 
+
j ) (4.25)
Troisième étape : nous ajustons la fréquence de transition de qubits (2; 3; :::; N + 1), mais
nous laissons la fréquence de transition de qubit 1 inchangé. Alors, on applique une impulsion
de résonance à chaque qubit. La fréquence de Rabi de limpulsion appliquée au qubit 1 est 
1
tandis que la fréquence de Rabi de limpulsion appliquée aux qubits (2; 3; :::; N +1) est 
r, où
les fréquences de Rabi 
1 et 
r sont respectivement les fonctions des amplitudes V 10 et V
r
0 des
tensions de la porte en courant alternatif, qui peut être ajustée en changeant les amplitudes
des tensions de la porte en courant alternatif. LHamiltonien dinteraction de système de qubit
et des impulsions (après une période de temps  3+ 4) est obtenu, donc lopérateur dévolution
est U
.
Lopérateur dévolution du système est
US = U( 1 +  2 +  3 +  4)
= e 2i(
1 
)x;1 :e 2i
rS
0
x :e 2ix;1S
0
x
N+1Y
j=2
e i
 
4
(4x;1x;j+
+
1 
 
j +
 
1 
+
j ) (4.26)
avec les conditions
 
4
=  
 = 4"

1 = 2N" + 
 =  Ng2=2 + 


r = 2" =  g2=2 (4.27)
nous pouvons obtenir lopérateur dévolution nal
US =
N+1Y
j=2
UP (1; j) (4.28)
où Up(1; j) = e
 4i(x;1+x;j+2x;1x;j)+i(4x;1x;j++1 
 
j +
 
1 
+
j ). En fonction de lopérateur dévo-
lution Up(1; j) ci-dessus, sur la base j+1i = 1p2(jg1i+je1i) et j 1i =
1p
2
(jg1i je1i) de lopérateur
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de Pauli x;1 de qubit 1, de sorte que la base j+ji = 1p2(jgji+ jeji) et j ji =
1p
2
(jgji  jeji) de
lopérateur de Pauli x;j de qubits (2; 3; ::::N+1), nous pouvons obtenir les évolutions suivantes
Up(1; j)j+1ij+ji = ei( 6
00) j+1ij+ji
Up(1; j)j+1ij ji = e i( 2
00) cos()j+1ij ji+ ie i( 2
00) sin()j 1ij+ji
Up(1; j)j 1ij+ji = e i( 2
00) cos()j 1ij+ji+ ie i( 2
00) sin()j+1ij ji
Up(1; j)j 1ij ji = e i( 2
00)j 1ij ji (4.29)
En xant  =  2k et en choisissant 16" = (2k+1) (avec k étant un nombre entier),
on peut facilement vérier que
Upj+1ij+ji =  j+1ij+ji
Upj+1ij ji = j+1ij ji
Upj 1ij+ji = j 1ij+ji
Upj 1ij ji = j 1ij ji (4.30)
où le terme e2i" est omis. De cette manière, on peut voir que les portes de N deux qubits sont
e¤ectuées simultanément sur les qubits paires (1; 2), (1; 3), . . . , (1; N +1), respectivement. Par
conséquent, il est clair que la porte NTCP peut être réalisée après le processus en trois étapes.
4.2.3 Discussion
Maintenant, nous donnons une brève discussion au sujet de notre proposition. Le temps
de décohérence T1 = 1:87s [11] et la force de couplage est g = 2  200MHz [13], avec
  = 0 = 4g et   = 8k= (k = 0; 1; :::; n) [18]. Le temps de fonctionnement top  1=4g
est indépendant du nombre N de qubits cibles. Ainsi, le calcul direct montre que le temps
de fonctionnement requis pour implémenter la porte NTCP avec des qubits transmon est
top  0:62 ns, ce qui est beaucoup plus court que T1. Dans des expériences récentes, le temps
de déphasage T2 = 2:22s [11], ce qui est beaucoup plus long que le temps de fonctionnement
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top. Par conséquent, cette durée de fonctionnement est inférieure à la durée de fonctionnement
calculée dans larticle [13].
La probabilité doccupation P2 de niveau j2i (possibilité de lénergie de fuite vers le second
niveau excité j2i), est donnée par [19, 20]
P2 =
1
1 + (2=2g12)2
(4.31)
où le grand désaccord 2 est nécessaire pour éviter le passage du niveau j1i au niveau j2i et
g12 est la constante de couplage entre le TLR et la transition j1i $ j2i.
Fig 4.4 : Les résultats numériques des probabilités doccupation P2 de niveau j2i en fonction du
rapport 2=2g12.
Par conséquent, les probabilités doccupation P2 du second niveau excité j2i du qubit
ont besoin dêtre négligeables, an de réduire lerreur dopération. Dailleurs, P2 peut être
réduite en augmentant le désaccord 2 (voir la Fig. 4:4). Si nous choisissons EJ=EC = 50 avec
EC = 2 2GHz, alors E10 =
p
8EJEC  EC t 2 40GHz et 2 = rE01 =  2 2GHz,
où r =   (8EJ=EC) 1=2, Eij est lénergie de séparation entre les niveaux jii et jji, et g12 est
de même ordre typique telle que g = 2  200MHz. Nous avons donc P2 t 0:04  1. Ainsi,
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le qubit transmon peut être traité comme un système à deux niveaux, même dans le régime
du champ classique fort.
4.3 Conclusion
En conclusion, nous avons proposé un schéma simple pour mettre en uvre la porte de
phase quantique dun qubit transmon contrôlant simultanément N qubits cibles dans un circuit
QED en introduisant de linteraction qubit-qubit. Dans ce système, les portes logiques sont
réalisées en entraînant le résonateur avec les champs micro-ondes. Dans notre système, nous
avons appliqué un champ inhomogène pour distinguer entre les (N+1) qubits transmon couplés
capacitivement à TRL. En outre, le temps de fonctionnement de la porte est indépendant du
nombre de qubits. Par conséquent, le temps de fonctionnement peut être contrôlée en ajustant
la fréquence entre la jgji et jeji. Cependant, nous avons présenté une méthode e¢ cace pour
obtenir la porte NTCP, nous avons calculé un opérateur dévolution avec les trois étapes dans
le cas de linteraction qubit-qubit, nous avons appliqué lopérateur dévolution globale sur la
base de travail du qubit 1 et qubits j (j = 2; : : : ; N + 1). Enn, nous avons utilisé la même
méthode dans le cas du 16 = (2k + 1) (avec k étant un nombre entier) pour trouver la
porte NTCP, cette porte sera plus protégée contre le bruit de charge 1=f . Lavantage essentiel
du régime est que cette porte peut être réalisée dans un temps beaucoup plus court que le
temps de décohérence et le temps de déphaser des qubits transmon choisis dans le système.
La simulation numérique des probabilités doccupation P2 du niveau j2i montre que le régime
pourrait être atteint e¢ cacement au sein de la technologie actuelle.
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Chapitre 5
Implémentation de lalgorithme
quantique de Grover
Dans ce chapitre, nous proposons un schéma simple de limplémentation de lalgorithme
quantique de Grover basé sur linteraction qubit-qubit dans le système QED (cavité QED et
circuit QED). Nous montrons comment implémenter lalgorithme de recherche quantique pro-
posé avec : deux atomes via la cavité QED, deux qubits transmon dans un circuit QED et deux
qubits supraconducteurs dans une cavité QED, entraînée par un champ fort de la micro-onde.
Dans notre système, lalgorithme de recherche quantique peut être mis en uvre dans un temps
déchelle nanoseconde qui est beaucoup plus court que le temps de la décohérence et le temps
du déphasage qui étant déchelle micro-seconde (dans le cas des qubits supraconducteurs), et
beaucoup plus court que le temps de rayonnement et la durée de vie du photon de la cavité
(avec des atomes). La simulation numérique sous linuence de lalgorithme de Grover montre
que notre proposition est réalisable avec une grande délité. En outre, le système pourrait être
réalisé expérimentalement avec les techniques actuellement disponibles.
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5.1 Algorithmes quantiques
Ce qui donne à un ordinateur sa puissance de calcul nest pas encore bien compris [1].
On sait par exemple que certains calculs ne peuvent pas être accélérés quantiquement [2]. De
plus, il nest même pas encore connu si les ordinateurs quantiques sont vraiment plus puissants
que leur contrepartie classique [3]. Par exemple, on sait que les ordinateurs quantiques sont
bons dans le calcul des transformées de Fourier quantique [4], pour chercher dans des bases
de données désordonnées [5] et pour simuler des systèmes physiques [6], ces trois algorithmes
quantiques ce sont des algorithmes adaptés pour fonctionner sur un ordinateur quantique.
Lécriture dun algorithme quantique nest pas une tâche facile.
Les algorithmes quantiques sont une succession des applications des opérations quantiques
(des portes logiques quantiques ou des circuits quantiques) sur des systèmes quantiques. Ces
algorithmes o¤rent une complexité algorithmique nettement inférieure à celle des algorithmes
classiques grâce au concept de superposition détats. Dautre part, beaucoup de chercheurs ont
fourni de grands e¤orts pour concevoir des algorithmes quantiques résolvant des problèmes
connus du monde réel consistant à identier une propriété dune fonction. Ces algorithmes
ont tous la caractéristique quils nutilisent pas la structure de la fonction. Ils se contentent
dévaluer cette fonction sur une superposition adéquate. Dans ce cas, on dira que la fonction
est donnée sous la forme dune boîte noire. On comparera la performance dun algorithme
quantique utilisant une fonction comme une boîte noire avec les algorithmes classiques qui font
de même en comptant le nombre dappels à la boîte noire. Il nous faudra dailleurs distinguer
entre la fonction et son implémentation en circuit. Les principaux algorithmes sont ceux de
Deutsch-Jozsa, lalgorithme de factorisation de Shor, lalgorithme de comptage Grover. Dans
cette section, nous discutons des principaux algorithmes quantiques. Les premiers seront décrits
dans les sous-sections suivantes.
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5.1.1 Algorithme quantique de Deutsch-Jozsa
Lalgorithme de Deutsch-Jozsa est un algorithme quantique, proposé par David Deutsch et
Richard Jozsa en 1992. Malheureusement, le problème résolu nest pas naturel et de plus un
algorithme probabiliste classique peut le résoudre e¢ cacement si lon tolère une probabilité
innitésimale derreur. Par contre, son importance historique et sa simplicité nous empêchent
de lignorer. Bien quil ne soit pas dun grand intérêt pratique, il sagit dun des premiers
algorithmes quantiques qui est plus e¢ cace quun algorithme classique.
Problème : Deutsch-Jozsa
Donnée : Nous avons une fonction f : f0; 1gn  ! f0; 1g qui peut être constante ou équili-
brée.
Sortie : Nous obtenons un équilibrée ou une constante selon le cas.
Si la fonction est donnée par une boîte noire, alors classiquement, dans le pire des cas,
on doit sattendre à évaluer f plus de 2n 1 fois pour connaître la réponse avec certitude.
Lalgorithme de Deutsch- Jozsa résout ce problème exactement en évaluant la fonction une
seule fois, à savoir évaluer f sur k points aléatoires et répondre constante si et seulement si
lévaluation de f sur ces points donne toujours la même valeur. Néanmoins, on trouve dans
cet algorithme le germe de ce qui sera utilisé dans des algorithmes plus utiles.
Pour n = 1, nous avons une fonction f : f0; 1g  ! f0; 1g, il est possible de construire les
quatre fonctions di¤érentes agissant sur lensemble f0; 1g.
Pour un algorithme classique, on doit appliquer la fonction f(x) deux fois (une fois avec 0
et une autre avec 1) pour avoir la réponse. Sur un système quantique, on ne fait intervenir la
fonction f(x) quune seule fois selon lalgorithme de Deutsch-Jozsa.
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Fig 5.1 : Représentation du circuit quantique de lalgorithme de Deutsch-Jozsa.
Explication du fonctionnement de lalgorithme de Deutsch-Jozsa :
Avant laction de loracle 1ere étape : préparation de létat j 0i = j01i.
2eme étape : en appliquant la porte de Walsh-Hadamard sur chaque état, la rotation de
chaque état initial donnant un état de superposition, alors on obtient
j 1i =

1p
2
(j0i+ j1i)
 
1p
2
(j0i   j1i)

=
1
2
1X
x=0
jxi(j0i   h1j) (5.1)
Action de loracle 3eme étape : nous faisons appel à la transformation Uf qui agissent sur
j 1i = 12
P1
x=0 jxi 
 ( 1)f(x)(j0i   j1i). En résumé
j 2i = Uf j 1i =
1
2

j0i 
 ( 1)f(0)(j0i   j1i) + j1i 
 ( 1)f(1)(j0i   j1i)
	
(5.2)
Nous avons deux cas
f(0) = f(1) : j 2i = 
1
2
(j0i+ j1i)
 (j0i   j1i) (5.3)
f(0) 6= f(1) : j 2i = 
1
2
(j0i+ j1i)
 (j0i   j1i) (5.4)
4eme étape : rotation inverse de celle décrite à létape 2 en appliquant la porte Walsh-
Hadamard sur le premier qubit pour trouver létat nal du système.
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f(0) = f(1) : j 2i = 
1
2
j0i 
 (j0i   j1i) (5.5)
f(0) 6= f(1) : j 2i = 
1
2
j1i 
 (j0i   j1i) (5.6)
Alors, selon le premier qubit
Si j0i alors f est constante
Si j1i alors f estbalancée
Lavantage de lalgorithme quantique nexiste que si on cherche une réponse certaine. Si on
sautorise une probabilité nie " derreur, aussi petite soit-elle, lalgorithme classique (calcul
successif de f(x) pour des valeurs de x tirées au hasard) donne un résultat acceptable au bout
de k =   log2(") opérations (nombre indépendant de n). Le problème classique devient donc
«facile» dès quon accepte un taux ni derreur. Ceci diminue considérablement lintérêt de
lalgorithme quantique puisquil faut être sûr de pouvoir le¤ectuer sans aucune décohérence
pour quil soit avantageux par rapport à la version classique.
5.1.2 Algorithme quantique de Shor
Le deuxième algorithme présenté est sans aucun doute parmi les plus importants algo-
rithmes quantiques. Cet algorithme a révolutionné le traitement de linformation quantique.
En 1994, Peter Shor publia un article qui présenta la factorisation dun entier naturel N en
temps polynomial O((logN)3) et en espace O(logN). Comme tous les algorithmes quantiques,
lalgorithme de Shor est probabiliste qui donne la réponse correcte avec une haute probabilité
où la probabilité déchec peut être diminuée en répétant lalgorithme.
Les moyens de cryptographie à clé publique, tels que le RSA, deviendraient pénétrables
si nous arrivons à implémenter lalgorithme de Shor dans un calculateur quantique pratique.
Un message chi¤ré avec RSA peut être déchi¤ré par factorisation de sa clé publique N , qui
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est le produit de deux nombres premiers. En létat actuel des connaissances, les algorithmes
classiques connus deviennent impraticables quand N augmente, à la di¤érence de lalgorithme
de Shor qui peut casser le RSA en temps polynomial. Lalgorithme de Shor se base sur la
notion de transformée de Fourrier discrète (QFT) [7] dont nous rappelons ici la dénition.
Lalgorithme consiste en deux parties : La première partie est une réduction du problème de
factorisation en un problème de recherche dordre, qui peut être e¤ectué de façon classique. La
deuxième partie est un algorithme quantique pour résoudre le problème de recherche dordre,
qui permet de trouver la période en utilisant la transformée de Fourier quantique et elle est
responsable de laccélération du calcul quantique [8]. La transformé de Fourier discrète (TFD
en anglais DFT) dune fonction périodique de période r est une fonction concernée près des
multiples de N=r. Si on applique la TFD sur un état jai, alors le résultat sera
TFD(jai) = 1p
r
r 1X
c=0
jci:e2ac=r (5.7)
 Les étapes de lalgorithme de Shor
Les étapes 4, 5, 6, 7, 8, 9, sont sensées être e¤ectuées sur un ordinateur quantique, les
autres sont e¤ectuées sur un ordinateur classique.
Etape1 : Si le nombre N est premier, pair ou un exposant dun nombre premier, alors on
nappliquera pas lalgorithme de Shor. Il existe des méthodes classiques plus e¢ caces pour
résoudre le problème.
Etape2 : Choisir un entier q qui est une puissance de 2 tel que N2 6 q 6 2N2
Etape3 : Choisir un nombre aléatoire x qui est co-premier avec N
Etape4 : Créer un registre quantique et le partitionner en deux parties, registre1 et registre2.
Le registre1 doit avoir un nombre de qubits su¢ sant pour représenter les entiers 0 : : : q  1. Le
registre2 doit avoir un nombre de qubits su¢ sant pour représenter les entiers 0 : : : N   1.
Etape5 : Créer une superposition des entiers de 0 à q   1 de même amplitude sur registre
1 et charger registre2 par des 0 pour avoir létat quantique 1
q
Pq 1
a=1 ja; 0i.
Etape6 : Appliquer la transformation xa mod N pour chaque nombre présent dans le
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registre1 et ranger le résultat dans le registre2. Grâce au parallélisme quantique ceci sera
accompli en une seule étape. Le calculateur quantique va seulement calculer xamod N , où jai
est la superposition de tous les états créés dans létape5. Létat de la mémoire quantique après
cette étape sera : 1
q
Pq 1
a=1 ja; xamod Ni.
Etape7 : Mesurer registrer2 et observer une certaine valeur k. ceci aura un e¤et secondaire
de délimiter registre1 en une superposition équiprobable de toutes les valeurs a comprises
entre 0 et q   1 vériant la contrainte xa mod N = k. Létat quantique après cette étape
devient : 1p
kAk
P
aA ja; ki où A est lensemble des a tel que xamodN = k, et kAk est le
nombre déléments dans cet ensemble.
Etape8 : Calculer TFD sur registre1. Cette étape est aussi e¤ectuée en un seul coup. On
aura létat 1p
kAk
P
aA
1p
q
Pq 1
c=0 jc; ki:e2ac=r.
Etape9 : Mesurer létat de registre. Soit m le résultat de cette mesure. Cet entier m a une
grande probabilité dêtre un multiple de q=r, où r est la période recherchée.
Etape10 : En se basant sur la connaissance dem et q, il y a plusieurs manières pour calculer
r.
Etape11 : Une fois r est obtenu un facteur de N peut être calculé par le calcule de
PGCD(xr=2 + 1; N) et PGCD(xr=2   1; N). Si on trouve un facteur de N alors on arrête,
sinon on reprend lalgorithme à partir de létape 4.
Dautre part, Shor a montré que peu de répétition de cet algorithme su¢ sent pour trouver
un facteur de N . il se peut que lalgorithme échoue pour les raisons suivantes :
1  La transformée de Fourier est mesurée à 0 dans létape 9, ce qui implique limpossibilité
de létape 10.
2  On peut trouver 1 ou N comme facteur ce qui est trivial.
5.1.3 Algorithme quantique de Grover
En 1996, Lov K. Grover montra lexistence dun algorithme quantique qui permet de trouver
un ou plusieurs éléments parmi un ensemble des éléments désordonnés avec une très forte
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probabilité de succès en temps proportionnel à
p
N et avec un espace de stockage proportionnel
à log(N), contrairement à lalgorithme classique qui teste successivement le critère sur chaque
élément de la base de données jusquà trouver lélément recherché, Cette opération nécessite
O(N).
Tout dabord, on se munit de deux registres : Le premier est de taille log(N), le seconde est
simplement un qubit auxiliaire. On place le premier registre dans un état de superposition de
tous les états de base de calcul N : fj0i, : : : , jN   1ig (quon a déjà croisé). Linitialisation du
premier registre dans létat j0; : : : ; 0i et lapplication de lopérateur de Hadamard H
n nous
donne
j 1i = H
nj0; : : : ; 0i = (Hj0i)
n (5.8)
= (
j0i+ j1i
2
)
n
=
1p
N
N 1X
i=1
jii (5.9)
j 1i est donc une superposition de tous les états de base avec égale amplitudes 1pN
 Loracle quantique
Lalgorithme de Grover incorpore deux éléments principaux :
1. La boîte noire appelée Oracle, qui détermine si un état quantique donné en entrée
(j0; 0; : : : ; 0i, j0; 0; : : : ; 0; 1i, j0; : : : ; 0; 1; 0i...j1; 1; : : : ; 1i ) correspond à un certain critère.
Cest cette boîte noire qui permet de particulariser lalgorithme à un problème donné.
2. Un algorithme damplication damplitude, qui permet de rendre exploitable et mesu-
rable linformation donnée par loracle. Cet algorithme est indépendant de loracle, et
cest cette procédure qui nécessite O(
p
N) itérations.
Dénissons la fonction f : f0; :::; N   1g  ! f0; 1g
f(i) = 1 si i est lélément cherché i0
f(i) = 0 Sinon
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Cette fonction, utilisée dans lalgorithme classique, permet dans lalgorithme quantique
dassumer quil est possible de construire un opérateur unitaire linéaire pour calculer f , Uf
Uf 0(jiijji) = jiijj  f(i)i (5.10)
où  désigne le NAND (ie. la somme modulo 2). Uf est dite oracle. Dans léquation précé-
dente, jii représente létat du premier registre. Donc i f0; ..., 2n   1g, jji représente létat du
deuxième registre, Plaçons le deuxième registre dans létat j1i et après application de la porte
de Hadamard, il sera  2 = Hj1i =
j0i+j1i
2
. Alors
Uf (jiij 2i) =
Uf (jiij0i)  Uf (jiij1i)p
2
=
jiijf(i)i   jiij1 f(i)ip
2
(5.11)
= ( 1)f(i)jiij 2i
Nous avons utilisé le fait que
1 f(i) = 0 si i = i0
1 f(i) = 0 si i 6= i0 (5.12)
Du coup, si on applique ce calcul à létat j 1i, on obtient
Uf (j 1ij 2i) =
1p
N
N 1X
i=0
Uf (jiij 2i)
=
1p
N
N 1X
i=0
( 1)f(i)jiij 2i (5.13)
Nous avons di¤érencié létat recherché puisque cest la seule coordonnée de Uf (j 1ij 2i)
qui est négative. On a donc bien évalué la fonction f en parallèle sur les N valeurs. Bien
entendu, comme toujours, nous navons toujours pas accès à lélément recherché puisquune
mesure ne nous donnerait aucune information (nous avons une chance sur N de tomber sur la
bonne valeur, puisque toutes les coordonnées ont même module). La suite de lalgorithme de
Grover consiste à manipuler cet état Uf (j 1ij 2i) pour accentuer lamplitude de la coordonnée
négative au détriment des positives.
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 Procédure itérative
Le nombre ditérations optimal 
4
p
2Nest où N étant le nombre de qubits. Au delà de
ce nombre, la probabilité de détection commence à décroître. Nous appliquons maintenant
lopérateur D appelé "opérateur dinversion par rapport à la moyenne" pour trouver
un élément dans une base de N éléments tel que D sécrit
D = (2j ih j   I)Uf =
266666666666666664
( 2
N
) 2
N
: : : : : : : : : 2
N
2
N
( 2
N
) : : : : : : : : : 2
N
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
:
2
N
2
N
: : : : : : : : : ( 2
N
)
377777777777777775
(5.14)
 Cet opérateur possède deux propriétés :
1. Lopérateur unitaire D peut être réalisé e¢ cacement.
2. Il peut être utilisé comme une inversion par rapport à la moyenne.
En appliquantD sur le vecteur Uf (j 1ij 2i), les amplitudes supérieures à la moyenne seront
réduites, respectivement celles qui sont inférieures à la moyenne seront augmentées.
 Pendant chaque itération, lalgorithme de Grover e¤ectue deux opérations :
1. Consulter loracle Uf . Après on aura un résultat de N éléments. On prépare létat ini-
tial comme une superposition dégale probabilité ( 1p
N
) de N éléments. Ensuite, loracle
quantique (Uf) reconnaît et marque la solution i0, f(i0) = 1, avec un décalage de phase.
Maintenant, nous appliquons lalgorithme damplication damplitude qui permet de
rendre exploitable et mesurable la solution i0 à partir de lutilisation de lopérateur D
qui augmente lamplitude de lélément i0 et diminue celle des autres.
2. Appliquer linversion autour de la moyenne.
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La répétition de ce processus avant de faire une mesure augmente la probabilité de mesurer
i0. Il est à noter que lensemble de ces étapes peuvent être schématisées dans le diagramme
suivant
Fig 5.2 : Représentation dune seule itération de lopérateur de Grover [9].
 Limplémentation de lalgorithme de Grover [10]
où W : Transformation de Walsh-Hadamard, C : Oracle et N : Inversion vers moyenne,
alors
(1) W j00i = 1
2
[j00i+ j01i+ j10i+ j11i]
(2) C [wj00i] = 12 [j00i   j01i+ j10i+ j11i]
(3) N [C [wj00i]] = j01i
(5.15)
 Les deux qubits sont représentés par les modes dune cavité.
 Les portes dun et deux qubits sont implémentées en faisant passer des atomes
appropriés à travers la cavité.
112CHAPITRE 5. IMPLÉMENTATION DE LALGORITHME QUANTIQUE DE GROVER
Supposons que N = 4 qubits, ce qui donne 24 = 16 états superposés, et létat à rechercher
est létat 8, Pour aboutir à ce résultat, lalgorithme de Grover procède :
1- Préparation dun état équi-superposé.
2- Loracle inverse la phase de létat (ou des états) qui vérie le critère.
3- Application dun opérateur damplication damplitude, qui e¤ectue un miroir des
amplitudes autour de la moyenne des amplitudes. Cela a pour e¤et damplier létat cible, et
de diminuer les autres états.
4- On itère au total les étapes 2 et 3, 
4
p
16  3 fois, pour obtenir létat nal.
Létat peut être alors mesuré pour obtenir létat recherché.
La répétition de litération naugmente pas toujours la chance de mesurer la bonne solution.
Lamplitude de la solution marquée devient supérieure et inférieure par un cycle. Si on ne
sarrête pas au bon moment nous pouvons ne pas avoir une bonne chance de mesurer la
bonne solution. Alors, pour obtenir des résultats utiles des algorithmes quantiques appliqués
répétitivement, il faut savoir quand sarrêter.
5.1.4 Représentation géométrique de lalgorithme de Grover
Le¤et de lopérateur damplication de lamplitude G peut être mieux expliqué par une
représentation géométrique. Dautre part, tous les états de lordinateur quantique sexpriment
dans un sous-espace vectoriel réel de lespace de Hilbert. Soient ji0i et jui deux vecteurs choisis
comme vecteurs de base de lespace dans lequel se¤ectue les rotations de j i après application
successive de lopérateur de Grover G.
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Fig 5.3 : Représentation géométrique de lalgorithme de Grover.
Lapplication de loracle consiste à réaliser une réexion de j i par rapport à laxe des
abscisses noté ici jui dun angle =2, et lapplication de lopérateur dinversion autour de la
moyenne consiste à faire une deuxième réexion du ket obtenu j	1i, cette fois-ci par rapport
à j >. Cette opération qui traduit lalgorithme de Grover, peut être répétée autant de fois
jusquà ce que la probabilité de trouver lélément cherché ji0i soit égale 1. Dans le cas de
jui = 1p
N   1
N 1X
i=o
i6=i0
jii
=
r
N
N   1 j i  
1p
N   1
ji0i (5.16)
on trouve
j i =
r
1  1
N
jui   1p
N
ji0i (5.17)
La représentation géométrique nous donne lapplication successive de lopérateur de Grover
à lordre k [9] :
Gk = cos(
2k + 1
2
)jui   sin(2k + 1
2
)ji0i (5.18)
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5.2 Implémentation de lalgorithme de Grover
Linformatique quantique [11] utilise la cohérence quantique [12] et lintrication quantique
[13] pour résoudre certains problèmes beaucoup plus rapide que sur les machines classiques,
tels que le problème de factorisation [14], problème de recherche [15], problème destimation de
phase [16] et ainsi de suite. Les algorithmes quantiques permettent de résoudre ces problèmes
dune manière beaucoup plus e¢ cace que leurs homologues classiques. Parmi les algorithmes
quantiques importants, il existe lalgorithme de Deutsch-Jozsa [17], lalgorithme de Shor [18] et
lalgorithme de recherche de Grover [5]. Lalgorithme quantique de recherche de Grover est un
développement important dans le calcul quantique. Il propose un algorithme quantique pour
rechercher un état marqué dans une base de données non ordonnée. Dans cet algorithme de
recherche, plusieurs éléments sont examinés simultanément en utilisant une superposition des
états correspondants. La recherche de lobjet marqué exige un temps proportionnel à O(
p
N).
Récemment, A. Dewes [19] a exploité un processeur quantique supraconducteur constitué
de deux qubits transmon couplés par une interaction de permutation. Avec ce processeur, il
a mis au point lalgorithme de recherche de Grover entre quatre objets et a trouvé que la
bonne réponse est récupérée après un seul passage avec une probabilité de succès qui est plus
grande que la probabilité obtenue avec un algorithme classique. En conséquence, Jiang [20]
a proposé un schéma simple pour mettre en uvre lalgorithme de recherche de Grover à
deux qubits avec des ions piégés en mouvement thermique en appliquant une impulsion laser
à ondes stationnaires unique lors de lopération à deux qubits. De même, Wang et al. [21]
ont proposé un programme visant à mettre en uvre lalgorithme de recherche de Grover à
deux qubits en utilisant linteraction dipôle-dipôle (DDI) et linteraction atome-cavité (ACI)
dans la cavité électrodynamique quantique (QED), entraînés simultanément par un champ
fort classique. Dans la Référence [22], les auteurs ont présenté une méthode pour implémenter
lalgorithme de recherche de Grover à deux qubits en ions piégés en appliquant une impulsion
laser à ondes stationnaires unique lors de lopération à deux qubits. Dans le schéma modié,
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dont ils ont besoin pour e¤ectuer deux portes NOT agissant sur la première et la deuxième
ion pour marquer les trois états cibles (je1g2i, jg1e2i, et jg1g2i), et lautre état cible je1e2i est
directement marqué en ions piégés. Dans le même contexte, DiCarlo et al [23] a démontré un
processeur supraconducteur à deux qubits et limplémentation de lalgorithme quantique de
Recherche de Grover et lalgorithme quantique de Deutsch - Jozsa. Ils ont utilisé une interaction
à deux qubits, accordable en force par deux ordres de grandeur sur les délais de nanosecondes,
ce qui est médiée par un bus de la cavité.
Dans les dernières années, le circuit électrodynamique quantique est devenu lun des can-
didats à létat solide les plus prometteurs pour le traitement quantique de linformation. En
outre, de nombreuses propositions théoriques et démonstrations expérimentales ont été pré-
sentées pour la réalisation des portes à deux qubits [19, 24] et des portes à multiples qubits
[25] dans le circuit QED avec des qubits supraconducteurs de type transmon [26]. Dabord,
nous allons travailler sur limplémentation de lalgorithme de Grover avec deux atomes dans
la cavité QED. Dans le schéma, ce travail se base sur linteraction atome-atome (dipôle-dipôle
(DDI)) et linteraction atome-cavité (ACI) via électrodynamique quantique en cavité (QED).
Les atomes de Rydberg circulaires doivent être adressés individuellement dans la cavité, ils
vont utiliser comme qubits, ces derniers interagissent avec un fort champ classique dans une
cavité non-résonnante. Dans la suite, nous nous concentrons sur un système de mise en uvre
de lalgorithme de recherche quantique de Grover à deux qubits dans le circuit QED en uti-
lisant la porte dintrication J et lopérateur de di¤usion D avec la plus proche interaction
qubit-qubit. Lopérateur J est essentiel pour accomplir la transformation de base entre la base
de létat du produit classique et la base de létat denchevêtrement quantique. Nous utilisons le
système dans lequel les deux qubits transmon sont capacitivement couplés à une ligne de trans-
mission de résonateur supraconducteur entraîné par un champ fort de micro-ondes. Dautre
part, le modèle de qubits couplés à un résonateur unique a été examiné théoriquement [27]
et expérimentalement [28]. Le temps de limplémentation (avec deux qubits supraconducteurs
ou transmon) est beaucoup plus court que le temps de décohérence et le temps de dépha-
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sage, et beaucoup plus court que le temps de rayonnement et la durée de vie du photon de
la cavité (avec des atomes). Notre calcul numérique montre que limplémentation de cet al-
gorithme quantique est réalisable dans le circuit QED. Bien que ce processeur constitue une
étape importante dans linformatique quantique avec des circuits intégrés.
5.2.1 Implémentation de lalgorithme de Grover à deux atomes
dans une cavité QED
Nous introduisons deux atomes en cavité QED, tels que les transitions atomiques ont
di¤érentes fréquences pour les deux atomes. Les électrodes sont utilisées pour produire dans
la cavité un champ électrique qui est utilisé pour contrôler les transitions atomiques [15].
Dans la suite, nous présentons une méthode de limplémentation de lalgorithme de re-
cherche de Grover à deux qubits dans une cavité QED avec un champ fort classique. Cette
méthode est insensible à la désintégration entre la cavité et le champ thermique, et ne néces-
site pas que la cavité ne reste pas toujours dans létat de vide au long de la procédure. Les
dénitions des qubits sont les mêmes pour les deux atomes, ce qui rend le travail plus facile.
La simulation numérique montre que le travail est assez bon avec une grande délité. La re-
cherche commence à partir dun état de superposition j	0i = 1pN
PN 1
X=0 jXi où les probabilités
de ces éléments sont égales pour obtenir la cible, les jXi sont les états computationnels avec
X = 0; 1:::N   1, tel que dans le registre quantique de n qubits, nous avons N = 2n états
possibles.
Les di¤érents schémas ont été proposés pour implémenter plusieurs algorithmes quantiques
dans la cavité QED. Récemment, Zheng et Guo [29] ont proposé un schéma dans lesquels deux
atomes en interaction avec une cavité non résonante sans aucun transfert dinformation entre
eux. Ceci suppose que la cavité est préparée initialement dans un état du vide. Ce schéma a
été démontré expérimentalement par Osnaghi et al.[30].
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Opérateur dévolution
Considérons deux atomes identiques à deux niveaux en interaction avec le champ de la
cavité à un seul mode et soumis à un champ classique. LHamiltonien du système ( avec ~ = 1)
est celui de Jaynes-Cummings, donné par [31]
H =
1
2
2X
j=1
!0z;j +!aa
+a+
2X
j=1
[g(a+ j + a
+
j )+
(
+
j e
 i!t+ j e
 i!t)]+ 
2X
i;j=1
i6=j
+i 
 
j (5.19)
où z;j = jejihejj   jgjihgjj, +j = jejihgjj,  j = jgjihejj avec jeji(jgji) est létat excité (fonda-
mental) de latome. !0; !a et ! sont les fréquences de transition atomique du mode de la cavité
et du champ classique respectivement, a+et a sont les opérateurs de création et dannihilation
du mode de la cavité. g est la constante de couplage atome-cavité et 
 est la fréquence de Rabi
du champs classique.
Supposons que !0 = ! et !0 = !a. Dans le cas de la représentation dinteraction, lHamil-
tonien du système sécrit sous la forme suivante [31]
HI =
2X
j=1
[
(+j + 
 
j ) + g(e
 ita+ j + e
 ita+j )] (5.20)
Lorsque 
   et   g, lopérateur dévolution du système sécrit
UI = e
 iH0te iHet (5.21)
avec
H0 =
2X
j=1

(+j + 
 
j ) (5.22)
He = [
2X
j=1
(jejihejj   jgjihgjj) + (+1 +2 + +1  2 +H:C)] (5.23)
où  = g
2
2
. Lexpression Jx = 12
P2
j=1(
+
j + 
 
j ) permet de réduire les expressions de He et
H0 sous la forme
H0 = 2
Jx (5.24)
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He = 2J
2
x (5.25)
alors UI(t) devient
UI1(t) = e
 i2
tJx i2tJ2x = e i2tJ
2
xe i2
tJxe[J
2
x ;Jx]
= e i2tJ
2
xe i2
tJx (5.26)
où [J2x ; Jx] = 0. Dans le sous-espace engendré par je1ije2i; je1ijg2i; jg1ije2i; jg1ijg2i , nous
dénissons la porte Hadamard à deux qubits par
H
2 =
2Y
i=1
Hi =
1
2
266666664
1  1  1 1
 1  1 1 1
 1 1  1 1
1 1 1 1
377777775
(5.27)
où la porte HadamardHi agissant sur latome i, transformant les états en jgii ! 1p2(jgii+jeii);
jeii ! 1p2(jgii   jeii). Alors, UI(t) peut être exprimé dans la même base, sous la forme
UI(t) =
1
2
266666664
1 + cos(2
t)e i2t  i sin(2
t)e i2t  i sin(2
t)e i2t  1 + cos(2
t)e i2t
 i sin(2
t)e i2t 1 + cos(2
t)e i2t  1 + cos(2
t)e i2t  i sin(2
t)e i2t
 i sin(2
t)e i2t  1 + cos(2
t)e i2t 1 + cos(2
t)e i2t  i sin(2
t)e i2t
 1 + cos(2
t)e i2t  i sin(2
t)e i2t  i sin(2
t)e i2t 1 + cos(2
t)e i2t
377777775
(5.28)
Dautre part lopérateur de di¤usion D est donnée par
D =  I + 2j	0ih	0j =
1
2
266666664
 1 1 1 1
1  1 1 1
1 1  1 1
1 1 1  1
377777775
(5.29)
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où létat moyen j	0i = 12(je1ije2i+ je1ijg2i+ jg1ije2i+ jg1ijg2i) et I la matrice didentité 44.
En choisissant 
t = m (m est un entier), nous obtenons
UI(t) = e
 it
266666664
cos(t) 0 0  i sin(t)
0 cos(t)  i sin(t) 0
0  i sin(t) cos(t) 0
 i sin(t) 0 0 cos(t)
377777775
(5.30)
En choisissant t = 
4
+ k (k est un entier) nous trouvons
UI(t) =
1
2
266666664
1  1  1  1
 1 1  1  1
 1  1 1  1
 1  1  1 1
377777775
=  D (5.31)
où tD = 4 . Alors on voit bien quavec un choix spécique du paramètre, on peut obtenir
lopérateur de division D. Dautre part, la porte peut être obtenue de la manière suivante
H
2UI(t)H

2 =
1
2
266666664
e2it(h 1) 0 0 0
0 1 0 0
0 0 1 0
0 0 0 e 2t(h+1)
377777775
(5.32)
où h = 


. Avec t1 = 4 , h = 4m+ 1, t1 =

4
, 


= 4m+ 1, nous avons
H
2UI(t1)H

2 =
266666664
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0  1
377777775
= Ig1g2 (5.33)
ceci nous permet dobtenir létat cible suivant jg1ijg2i. Dune manière analogue, en posant
t2 =

4
, h = 4m+ 3, t2 = 4 ,



= 4m+ 3, létat cible je1ije2i peut être obtenu sous la forme
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H
2UI(t2)H

2 =
266666664
 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
377777775
= Ie1e2 (5.34)
Pour obtenir les états cibles je1ije2i ou jg1ijg2i, on applique les transformations suivantes
x;2Ig1g2x;2 =
266666664
1 0 0 0
0 1 0 0
0 0  1 0
0 0 0 1
377777775
= Ig1e2 (5.35)
x;2Ie1e2x;2 =
266666664
1 0 0 0
0  1 0 0
0 0 1 0
0 0 0 1
377777775
= Ie1g2 (5.36)
avec la porte NOT x;2 =
24 1 0
0 1
35

24 0 1
1 0
35. Par conséquent, étant donnée un  spécique,
en choisissant 
 et le couplage atome-cavité g approprié, nous pouvons générer toutes les
opérations à deux qubits nécessaires dans lalgorithme de Grover à deux qubits.
Fig 5.4 : Schéma de limplémentation de lalgorithme de Grover dans une cavité QED.
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Tout dabord, nous préparons les deux atomes simultanément dans létat fondamental
jg1ijg2i, et après H
2UI(t2)H
2 opération, létat atomique évolue vers létat initial du jeu
quantique cos()jg1ijg2i+ i sin()je1je2i. Dans la gure 6:4, les deux atomes sont initialement
préparés dans létat moyen jg1ijg2i et passés dans la cavité de la gauche vers la droite avec la
même vitesse. Les trois opérations H
2UI(t)H
2 constituent la porte de phase conditionnelle
Ig1g2 ou Ie1e2, et les deux portes NOT agissant sur latome 2 sont ajoutées aux extrémités de trois
opérations ci-dessus pour générer Ig1e2 ou Ie1g2. Lopérateur UI(t) est utilisé pour construire
la transformation de di¤usion D. D1 et D2 sont des lecteurs qui détectent la présence et létat
des atomes 1 et 2 respectivement.
5.2.2 Implémentation de lalgorithme de Grover à deux qubits trans-
mon via circuit QED
Porte dintrication
Considérons deux joueurs Alice et Bob, chaque joueur peut choisir deux stratégies possibles :
coopération (C) et le défaut (D), et a également un qubit jCi(jDi). La porte dintrication J
est une opération importante dans les jeux quantiques car il introduit lintrication quantique,
alors la porte J agit sur létat initial jCijCi (voir la Figure 6:5), où les qubits sont préparés
tout dabord dans cet état. Létat initial du jeu quantique est
j	ii = J j DDi (5.37)
où
J = exp(iD 
D=2) (5.38)
Avec  2 [0; 
2
] nous pouvons mesurer létat dintrication j	ii comme
j	ii = cos(

2
)jCCi+ i sin(
2
)jDDi (5.39)
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Dautre part, Alice et Bob peuvent manipuler leurs qubits en appliquant les opérateurs
unitaires UA et UB choisi parmi un sous-ensemble de toutes les matrices unitaires 2 
 2. Ces
opérateurs représentent des transformations locales agissant exclusivement sur les qubits en
possession de Alice et Bob, respectivement. Donc, nous allons travailler avec des stratégies
quantiques UA et UB qui sont choisis parmi un ensemble à deux paramètres de matrices uni-
taires 2
 2 comme suit
U (; ) =
24eicos( 2) sin( 2)
 sin
 

2

ei'cos( 
2
)
35 (5.40)
Dautre part, les stratégies C et D peuvent être associées à U(0; 0) et U(; 0) respective-
ment. Enn, la porte démêlée(désintrication) J+ est exploitée et le système est mesuré dans la
base de calcul. Les deux joueurs Alice et Bob exécutent leurs mouvements stratégiques décrits
comme des opérations unitaires UA
UB comme indiqué ci-dessus. Dans le cas de 0     et
0    
2
, les stratégies C et D peuvent être associées à U(0; 0) et U(; 0), respectivement.
Enn, La porte désintrication J+ est e¤ectuée et le système est mesuré dans la base de calcul
donnant naissance à lun des quatre résultats jCCi, jCDi, jDCi, jDDi. Nous considérons
dabord lopération la plus importante pour atteindre la porte denchevêtrement J dans le
jeu quantique. Dans le sous-espace engendré par C1ijC2i, jC1ijD2i, jD1ijC2i et jD1ijD2i nous
pouvons obtenir la porte denchevêtrement J comme
J =
266666664
cos(
2
) 0 0 i sin(
2
)
0 cos(
2
)  isin((
2
) 0
0  isin(
2
) cos(
2
) 0
isin
 

2

0 0 cos(
2
)
377777775
(5.41)
donc létat nal j	fi = j	f (UA; UB)i (voir la Fig 6:5) du jeu avant de la mesure est donnée
par [32]
j	fi = J+UA 
 UBJ jCCi (5.42)
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Fig 5.5 : Représentation de la conguration dun jeu quantique.
Modèle et Opérateur dévolution
Pour implémenter un jeu quantique dans le circuit QED, nous codons les qubits jCi(jDi)
comme : jCi = jgi, et jDi = jei. Dans la suite, nous proposons un schéma de limplémenta-
tion de lalgorithme de recherche quantique en utilisant un système de deux qubits transmon
basé sur linteraction qubit-qubit dans un circuit QED. Dans notre système, les deux qubits
transmon sont couplés capacitivement à un résonateur de ligne de transmission supraconduc-
trice (TLR) entraîné par un champ fort de micro-ondes [24], les deux qubits transmon ont des
fréquences accordables contrôlées par le ux induit dans leur boucle de SQUID par une ligne
de courant local [19]. Le champ de la micro-onde de la fréquence !d est appliqué au l dentrée
du TLR, qui peut être décrit ci-après par lHamiltonien HD. Nous considérons deux qubits
transmon ayant chacun des sous-espaces à deux niveaux entraînés par un champ classique,
ces qubits transmon sont couplés capacitivement de lun à lautre. Linteraction qubit-qubit
devrait être inclue dans le circuit QED. LHamiltonien de lensemble du système (en supposant
que ~ = 1) est donnée par [31]
Hs = HJC +HD +Hqq (5.43)
avec
HJC = !q
2X
j=1
Sz;j + !ra
+a+ g
2X
j=1
(a+ j + a
+
i ) (5.44)
HD = "(t)(a
+e i!dt + a ei!dt) (5.45)
Hqq =  
2X
i;j=1
i6=j
+i 
 
j (5.46)
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HJC est lHamiltonien de résonateur qui prend la forme de Jaynes-Cummings, HD est lHamil-
tonien du champ externe du résonateur, et Hqq est lHamiltonien dinteraction entre les qubits.
z;j , 
 
j et 
+
j sont les opérateurs collectifs pour les deux qubits où z;j =
1
2
(jejihejj  jgjihgjj),
+j = jejihgjj,  j = jgjihejj avec jeji(jgji) est létat excité (état fondamental) du qubit trans-
mon. !r = 1=
p
LC est la fréquence de résonance du TLR où le résonateur de la ligne de
transmission peut être modélisé sous la forme dun oscillateur harmonique simple composé
de la combinaison en parallèle dune inductance L et un condensateur C, !q est la fréquence
de transition du qubit transmon avec !q1 = !q2 (où les dénitions de qubits sont identiques
ce qui rend le travail plus facile) et !d est la fréquence de la commande externe appliquée
à TLR. a+ et a sont la création et lannihilation du mode de résonateur. g est lintensité de
couplage qubit-TLR,   est la force de couplage qubits-qubit et "(t) est lamplitude de londe
hyperfréquence. La fréquence de la transition entre jgji et jeji est donnée par !q =
p
8EJEC=~
avec EC = e2=2C et EJ() = EJ0 jcos(=0)j avec C = CS + (C 1g + C 0 1g ) 1 où Cg et
C 0g sont la capacité de la porte, CS est le condensateur supplémentaire et C est la capacité
totale e¢ cace.  est le ux magnétique externe appliqué à la boucle de SQUID et 0 = h=2e
est le ux quantique. EJ() est lénergie e¢ cace de couplage de Josephson, EC est lénergie de
charge et EJ0 est lénergie de couplage de Josephson. Il est évident que la fréquence du qubit
transmon !q peut être réglée par le ux magnétique externe .
Nous travaillons avec des grands champs damplitude de conduite, dans ce cas, les uctua-
tions quantiques de lentraînement sont très petites par rapport à lamplitude dentraînement,
et le lecteur peut être considérés à toutes ns pratiques comme un champ classique. Ici, il est
commode de déplacer les opérateurs du champ utilisant lopérateur de déplacement en fonction
du temps D() = e(a
+ a). Dans le cadre de cette transformation, le champ a et a+ vont
à ( + a) et (a+ + ), respectivement, où  est un nombre complexe représentant la partie
classique du champ. LHamiltonien déplacé est
H = D+()HsD()  iD+() _D() (5.47)
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où nous avons choisi (t) pour satisfaire _ =  i!r   i"(t)e i!dt. Ce choix de  est fait de
manière à éliminer lentraînement direct du champ de micro-ondes sur le TLR, qui est décrit
par léquation (5:45). Dans le cas où lamplitude de conduite est indépendante du temps, nous
obtenons  =   "(t)
!
e i!dt où ! = !r   !d, alors lHamiltonien H devient [33, 34]
H = !q
2X
j=1
z;j + !ra
+a+ g
2X
j=1
(a+ j + a
+
j ) + 

2X
j=1
(ei!dt j + e
 i!dt+j )
+ 
2X
i;j=1
i6=j
+i 
 
j (5.48)
où 
 = g"=!. Dans lapproximation donde tournante , lorsque 
   et   g,  , lHa-
miltonien de lensemble du système dans le cas de la représentation de linteraction est (en
supposant que !d = !q)
HI = H0 +Heff +HIq (5.49)
avec
H0 = 

2X
j=1
(+j + 
 
j ) (5.50)
Heff = 
"
1
2
2X
j=1
(jejihejj+ jgjihgjj) + (+1 +2 + +1  2 +H:c:)
#
(5.51)
HIq =  
2X
i;j=1
i6=j
(+i 
+
j + 
+
i 
 
j +H:c:). (5.52)
où  = !r   !q et  = g
2
2
. Si nous dénissons Jx = 12
P2
j=1 Jjx avec Jjx =
1
2
P2
j=1(
+
j + 
 
j ),
nous obtenos
H0 = 2
Jx (5.53)
Heff = 2J
2
x (5.54)
HIq = 8 J1xJ2x (5.55)
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Alors, nous pouvons obtenir lopérateur dévolution UI(t) sous la forme suivante
UI(t) = e
 2i
Jxte 2iJ
2
xt:e 8i J1xJ2xt (5.56)
Dans le sous-espace engendré par (je1ije2i; je1ijg2i; jg1ije2i; jg1ijg2i), lopérateur dévolution
du système UI(t) est
UI(t) =
1
2
266666664
C 1 + ACe i2t  iBCe i2t  iBCe i2t  C 1 + ACe i2t
 iBCe i2t C 1 + ACe i2t  C 1 + ACe i2t  iBCe i2t
 iBCe i2t  C 1 + ACe i2t C 1 + ACe i2t  iBCe i2t
 C 1 + ACe i2t  iBCe i2t  iBCe i2t C 1 + ACe i2t
377777775
(5.57)
avec A = cos(2
t), B = sin(2
t), et C = e 2i t. Dautre part, la porte dintrication J est
donnée par
J =
266666664
cos(
2
) 0 0 i sin(
2
)
0 cos(
2
)  isin((
2
) 0
0  isin(
2
) cos(
2
) 0
isin
 

2

0 0 cos(
2
)
377777775
(5.58)
si nous choisissons 
t = m (m est un nombre un entier) et  t = k (k est un nombre entier),
nous pouvons obtenir
UI(t) = e
 it
266666664
cos(t) 0 0  i sin(t)
0 cos(t)  i sin(t) 0
0  i sin(t) cos(t) 0
 i sin(t) 0 0 cos(t)
377777775
(5.59)
Donc, la porte dintrication J peut être facilement réalisée en circuit QED. Si nous choisis-
sons t = 
4
+ k (k est un nombre entier),  t = 2k (k est un nombre entier) et 
t = 
4
+ k
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(k est un nombre entier), on peut obtenir
UI(t) =
266666664
1
2
 1
2
 1
2
 1
2
 1
2
1
2
 1
2
 1
2
 1
2
 1
2
1
2
 1
2
 1
2
 1
2
 1
2
1
2
377777775
=  D (5.60)
Alors, en choisissant une valeur appropriée de 
,  et  , nous pouvons générer lopérateur
de di¤usion à deux qubits D. La porte de phase conditionnelle à deux qubits à étiqueter les
di¤érents états cibles sera également générée dune manière naturelle.
Implémentation de lalgorithme
Dans ce paragraphe, nous montrons comment nous pouvons utiliser lopérateur dévolution
UI(t) (Eq:(5:57)) et la porte Hadamard à deux qubits H
2 pour implémenter lalgorithme de
Grover à deux qubits transmon dans le circuit QED. Dautre part, la porte de phase condi-
tionnelle à deux qubits est utilisée pour marquer les di¤érents états cibles qui seront également
générés de manière naturelle. Il est facile de trouver
H
2UI(t)H

2 =
266666664
Ce2it(h 1) 0 0 0
0 C 1 0 0
0 0 C 1 0
0 0 0 Ce 2it(h+1)
377777775
, (5.61)
avec C = e 2i t et h = 


. Nous choisissons  t1 = k, t1 = 4 , h = 4m+1, t1 =

4
, 


= 4m+1,
et nous trouvons [20]
H
2UI(t1)H

2 = Ig1g2 (5.62)
ainsi, lopération de phase Ig1g2 est obtenue et létat cible jg1ijg2i est marqué. De manière
similaire, létat cible je1ije2i peut être marqué en mettant  t2 = k, t2 = 4 , h = 4m + 3,
t2 =

4
, 


= 4m+ 3, nous avons
H
2UI(t2)H

2 = Ie1e2 (5.63)
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La légère modication des opérations Ie1e2 ou Ig1g2 par la porte NOT x;2 agissant seulement
sur le qubit 2, nous permet de trouver les états jg1ije2i ou je1ijg2i comme [22]
x;2Ig1g2x;2 = Ig1e2 (5.64)
x;2Ie1e2x;2 = Ie1g2 (5.65)
De cette façon, nous pouvons implémenter facilement les opérations I jusquà une phase
globale (ji = je1ije2i, je1ijg2i, jg1ije2i, jg1ijg2i, respectivement). Par conséquent, étant donné
un  spécique, en choisissant 
 appropriée, g lintensité de couplage qubit-TLR , et la force de
couplage qubit-qubit  , nous pouvons générer toutes les opérations nécessaires à deux qubits
transmon dans lalgorithme de Grover.
Fig 5.6 : Circuit quantique de limplémentation de lalgorithme de recherche quantique de Grover à
deux qubits. H
2 représente la porte de Hadamard à deux qubits transmon appliquée en entrée sur
les qubits, x;2 est la porte NOT et UI(t) décrit par Eq.(5:57).
Pour rendre notre projet réalisable, dans un circuit QED les deux qubits transmon sont
préparés dans létat jg1ijg2i, puis la porte dintrication J agit sur lui. La première opération
UI(t) est utilisée pour réaliser la porte dintrication J , après H
2 opération, les qubits sont
à létat initial moyen. Ensuite, ils subissent les opérations en Figure 5:6 de la gauche vers la
droite. Pour la recherche de jg1ijg2i ou je1ije2i, notre implémentation est simple parce que les
qubits interagissent avec le circuit QED et le champ classique en même temps. Alors, pour
la recherche de je1ijg2i ou jg1ije2i, les portes NOT ne sont e¤ectuées que sur qubit 2, nous
devons employer un champ inhomogène pour distinguer les deux qubits. Lopération suivante
UI(t) est pour lopérateur de di¤usion D (voir la Figure 5:6) [35].
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Fidélité et Possible expérimentale de limplémentation
Etudions maintenant la délité du système pour trouver létat cible. An de vérier la
validité de notre régime, nous supposons que le circuit QED est initialement dans un état de
Fock jni, la délité de la mise en uvre de lopération de phase conditionnelle est donnée par
F = jh	(t)jU(t)jg1g2ij2 (5.66)
où létat nal de lensemble du système est j	(t)i = (1jg1g2i+ 2jg1e2i+ 3je1g2i+ 4je1e2i)

njni, létat initial est jg1g2i, et lopérateur dévolution du système globale U(t), sont e¤ectuées
dans une situation réelle.
Fig 5.7 : Résultats numériques qui représentent la délité pour di¤érents états de Fock initial jni
dans le cas de limplémentation de lalgorithme de Grover à deux qubits via le circuit QED, dans
laquelle g = 2  200MHz,  = 10g, 
  10 et   = 1=.
Nos calculs numériques montrent linuence des opérations numériques de photons sur
la délité. La Figure 5:7 montre que si nous supposons que le circuit est initialement dans
un état de Fock jni, la probabilité de succès de limplémentation dopération I (ji =
je1ije2i; je1ijg2i; jg1ije2i; jg1ijg2i, respectivement) diminue avec laugmentation du nombre de
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photons dans le cas de   = 1=. Même pour n = 6, la délité est toujours plus grande que
90:5%, ce qui signie que lensemble du processus est presque indépendant de létat du champ
de micro-ondes.
En outre, nous avons également simulé numériquement la relation entre la délité du sys-
tème pour trouver létat recherché et la force de couplage qubit-qubit  . Même pour n = 5, la
délité F > 90:6%. Cependant, avec laugmentation de la force de couplage qubit-qubit  , on
obtient une très bonne délité (voir la Figure 5:8).
Fig 5.8 : Résultats numériques de la délité de limplémentation de lalgorithme de Grover à deux
qubits par rapport à la force de couplage qubit-qubit   avec laugmentation du nombre de photons
n. Les paramètres utilisés dans le calcul numérique sont g = 2  200MHz,  = 10g et 
  10.
Maintenant, nous discutons brièvement la faisabilité expérimentale du régime actuel. En
comparaison avec le qubit de charge habituel, le qubit transmon est immunisé contre le bruit
de charge 1=f . Dans des expériences récentes, il était montré que le temps de décohérence T1
et le temps de déphaser T2 peuvent être e¤ectués pour être de lordre de 20  100 s de qubits
transmon (lorsque EJ=EC = 50). En outre, la force de couplage est g = 2  200MHz [25],
 = 10g (  g,  ), où   = (2k + 1) = (k = 0; 1; :::; n) [21] et 
  10 (
  ). Le temps de
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limplémentation est Timp = 5=g. Ainsi, le calcul direct montre que le temps de fonctionnement
requis pour implémenter lalgorithme de Grover avec deux qubits transmon est Timp = 12:5ns,
ce qui est beaucoup plus court que le temps de décohérence T1 et le temps de déphasage T2, ce
qui est une indication forte de la faisabilité de notre protocole proposé. Donc, notre proposition
est réalisable avec des techniques de circuit QED actuellement disponibles. En outre, il convient
de souligner que la fréquence de Rabi 
 au cours de la porte à deux qubits est denviron
2  20GHz et devrait être légèrement ajustée pour satisfaire à la condition 


= 4m + 1 ou



= 4m + 3 indiqué ci-dessus. Notre système peut avoir des applications potentielles dans
lintrication multipartite. Les uctuations de charge sont seulement principales dans la région
de basse fréquence et peuvent être réduits par la technique décho et en contrôlant la tension de
la porte au point de dégénérescence, mais une technique e¢ cace pour supprimer les uctuations
de charge et de garder létat cohérent pour un temps plus long est fortement souhaitée.
5.2.3 Implémentation de lalgorithme de Grover à deux qubits su-
praconducteurs dans une cavité QED
Opérateur dévolution
Le qubit de charge supraconducteur se compose dune petite boîte, reliée à un dispositif
symétrique supraconducteur dinterférence quantique (SQUID) avec une capacitéCJ0 et énergie
Josephson de couplage EJ0, percé dun ux magnétique externe  = 0=2 (0 est le ux
quantique), permet le réglage de lénergie e¢ cace de Josephson. Considérons deux qubits de
charge supraconducteurs identiques placés dans une cavité QED monomode, ils sont impliqués
dans le fonctionnement de la porte. Une tension de la porte de contrôle Vg est connecté au
système par lintermédiaire dun condensateur de la porte Cg. Nous supposons que Vg = V dcg +
V acg +V
qu
g , où V
dc
g (V
ac
g ) est la tension de la porte de la partie à courant continu dc (ac) et V
qu
g
est la tension de la porte de la partie quantique, qui est provoquée par le champ électrique du
mode de résonateur lorsque le qubit est couplé à un résonateur. Corrélativement, nous avons
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ng = n
dc
g + n
ac
g + n
qu
g où n
dc
g = CgV
dc
g =2e, n
ac
g = CgV
ac
g =2e et n
qu
g = CgV
qu
g =2e. Le but de ce
paragraphe est de démontrer la manière dimplémenter lalgorithme de Grover à deux qubits
supraconducteurs par lintermédiaire de la cavité QED dans le cas dappliquer une impulsion
de résonance à chaque qubit de charge. Nous considérons deux qubits en interaction avec le
mode de cavité. Par conséquent, lHamiltonien total de notre système (supposons que ~ = 1)
est [21, 31]
Htotal = EzSz;j + !ca
+a  EJ()Sx + (a+ + a)Sz + "(a+e i!dt + a ei!dt)
+ 
2X
i;j=1
i6=j
x;ix;j (5.67)
Sz et Sx sont les opérateurs collectifs pour les deux qubits, où Sz =
P2
j=1 gjz;j et Sx =P2
j=1 x;j, avec les opérateurs de Pauli z;j =
1
2
(j+jih+jj   j jih jj), x;j = 12(j+jih jj +
j jih+jj), jeji(jgji) est létat excité (état fondamental) du qubit, !c est la fréquence de mode
de cavité, !d est la fréquence du lecteur externe, a+ et a sont la création et lannihilation du
mode de cavité, " est lamplitude de la micr-ondes, gj est la constante de couplage entre le qubit
de charge et le mode de résonateur, et   est la force de couplage qubit-qubit. Notez que Ez =
 2Ec(1  2ndcg ) avec lénergie de charge Ec = e2=2C (EJ0  Ec où C = Cg + 2CJ0) et ng =
CgVg=2e. Lénergie e¢ cace de couplage de Josephson est donnée par EJ() = 2EJ0cos(=0).
Les qubits couplés capacitivement à la cavité, ils sont déterminés par la tension de la porte,
qui contient à la fois la contribution à courant continu et une partie quantique. Le quatrième
terme de léquation (5:67) est donnée par V qug = V
qu
0 (a + a
+) où V qu0 = (~!c)1=2(Lc0) 1=2.
Enn, la constante de couplage g est donnée par g = 2EcCgV
qu
0 =(~e). Pour obtenir le taux de
la porte logique utile, nous travaillons avec des grands champs damplitude conduite, dans ce
cas, les uctuations quantiques de lentraînement sont très petites par rapport à lamplitude
dentraînement où cet entraînement peut être considéré à la n de toutes pratiques comme un
champ classique. Ici, il est commode de déplacer les opérateurs du champ à laide de lopérateur
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de déplacement en fonction du temp. Alors, lHamiltonien H devient [33, 34]
H = EzSz;j + !ca
+a  EJ()Sx + (a+ + a)Sz + 
cos(!dt+ ')Sz
+ 
2X
i;j=1
i6=j
x;ix;j (5.68)
où 
 = 2g"=! et Sz = g
P2
j=1 z;j. En outre, en réglant Ez = 0 (i:e:; ng = 1=2) pour chaque
qubit et dénissant !0 = EJ(), lHamiltonien (5:68) se réduit à
H = !ca
+a  !0Sx + (a+ + a)Sz + 
cos(!dt+ ')Sz (5.69)
+ 
2X
i;j=1
i6=j
x;ix;j
Dénir la nouvelle base [36, 37] jeji = 1p2(j+ji + j ji), jgji =
1p
2
(j+ji   j ji). Alors,
lHamiltonien H devient
H = H0 +H1 +H2 +H3
avec
H0 = !ca
+a  !0Sz (5.70)
H1 = 
cos(!dt+ ')Sx (5.71)
H2 = (a
+ + a)Sx (5.72)
H3 =  
2X
i;j=1
i6=j
z;iz;j (5.73)
H0 est lHamiltonien libre des qubits et de mode de cavité, H1 est lHamiltonien dinteraction
entre les qubits et limpulsion classique, H2 est lHamiltonien dinteraction entre les qubits et le
mode de la cavité, et H3 est lHamiltonien dinteraction entre les qubits. Dans la représentation
dinteraction par rapport àH0, lHamiltoniensH1,H2 etH3 sont réécrits, respectivement, (sous
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lhypothèse que !d = !0)
H1 = 

2X
i;j=1
(ei' j + 
+
j e
 i') (5.74)
H2 = g
2X
i;j=1
(a+j e
it + a+ j e
 it) (5.75)
H3 =  
2X
i;j=1
i6=j
z;iz;j (5.76)
où  = !c   !0 (le désaccord entre la fréquence de transition de qubit !c et la fréquence du
mode de cavité !0), x;j = 12(jejihejj   jgjihgjj), z;j =
1
2
(jgjihejj + jejihgjj), +j = jejihgjj, et
 j = jgjihejj.
Fig 5.9 : Schéma de lmplémentation de lalgorithme de Grover avec deux qubits supraconducteurs
dans une cavité QED [38].
La gure 5:9 (A) : est le schéma de qubit de charge supraconducteur, dans le régime de
charge  Ec  EJ0  kBT (où ; Ec; EJ0; kB et T , sont lénergie Gap, la charge, lénergie
de couplage de Josephson , la constante de Boltzmann et la température, respectivement).
La gure 5:9 (B) : Deux qubits supraconducteurs sont placés dans une cavité micro-ondes
qui sont couplés entre eux par lintermédiaire du mode de la cavité, où les deux qubits sont
tout dabord préparées dans létat moyen, H
2, UI(t), H
2 constituent la porte de phase
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conditionnelle de jg1ijg2i ou je1ije2i, et les deux portes NOT agissant seulement sur le qubit
2, où x;2 a appliquée sur les deux extrémités des trois opérations (H
2, UI(t), H
2) qui sont
destinées pour générer jg1ije2i ou je1ijg2i, la prochaine opération UI(t) est Utilisée pour réaliser
lopérateur de di¤usionD. Dans le cas de la phase dimpulsion ' = 0, lHamiltonienH1 devient
H1 = 

2X
j=1
( j + 
+
j ) + 2
Sx (5.77)
En résolvant léquation de Schrödinger, nous obtenons
HI = HI2 +HI3 = e
iH1tH2e
 iH1t + eiH1tH3e
 iH1t
= g
2X
j=1

a+e it

x;j +
1
2

z;j +
1
2
+j  
1
2
 j

e2i
t   1
2

z;j  
1
2
+j +
1
2
 j

e 2i
t

+H:C +  
2X
i;j=1
i6=j
zizj (5.78)
Dans la région de la conduite forte 2
 ; g; , nous pouvons éliminer les termes oscillants
rapides. Alors, lHamiltonien HI réduit à [25]
H
0
I = g(a
+eit + ae it)Sx +  
2X
i;j=1
i6=j
zizj (5.79)
Lopérateur dévolution de lHamiltonien H
0
I peut être écrit sous la forme suivante [21]
U
0
(t) = e iA(t)S
2
xe iB(t)aSxe iB
(t) a+Sxe C(t)X ; (X =
2X
i;j=1
i6=j
zizj) (5.80)
En résolvant léquation de Schrödinger, nous obtenons lopérateur dévolution du système
U(t) = e ihSxe ibS
2
xe iazizj (5.81)
où  = g
2
2
, avec b = 2t, h = 


et a = 2 t. Donc, lopérateur dévolution du système UI(t)
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peut être exprimé dans la même base sous forme
UI(t) =
1
2
e ia
266666664
1 + Ae ib  iBe ibe2ia  iBe ibe2ia  1 + Ae ib
 iBe ib (1 + Ae ib)e2ia ( 1 + Ae ib)e2ia  iBe ib
 iBe ib ( 1 + Ae ib)e2ia (1 + Ae ib)e2ia  iBe ib
 1 + Ae ib  iBe ibe2ia  iBe ibe2ia 1 + Ae ib
377777775
(5.82)
avec A = cos bh et B = sin bh. Si nous choisissons a = 2k (k est un entier), b = 
2
, et
bh = 
2
+ 2m (m est un entier), nous pouvons obtenir UI(t) =  D, où D la di¤usion de
transformation.
Implémentation de lalgorithme
Suivant la méthode de la section présidente avec deux qubits supraconducteurs couplés à
une cavité QED, nous discutons de la façon dimplémenter lalgorithme de recherche quantique
de Grover. Maintenant, nous notons que
H
2UI(t)H

2 =
1
2
e ia
266666664
e ib(1 h)(1 + e2ia) 0 0 e ib(1 h)(1  e2ia)
0 (1 + e2ia) (1  e2ia) 0
0 (1  e2ia) (1 + e2ia) 0
e ib(1+h)(1  e2ia) 0 0 e ib(1+h)(1 + e2ia)
377777775
(5.83)
avec a = 2k, b = 
2
, h = 4m + 1, t1 = 4 , t1 =

4
, et 


= 4m + 1, nous obtenons [20]
H
2UI(t1)H

2 = Ig1g2. Donc, létat cible jg1ijg2i est marqué. De manière similaire, létat cible
je1ije2i peut être marqué dans le cas de a = 2k, b = 2 , h = 4m + 3, t2 =

4
, t2 = 4et



= 4m + 3.En agissant de la porte NOT x;2 seulement sur le qubit 2, nous trouvons létat
je1ije2i ou jg1ijg2i [22].
De cette façon, nous pouvons implémenter lopérateur I jusquà une phase globale (ji =
je1ije2i; je1ijg2i; jg1ije2i; jg1ijg2i, respectivement). Par conséquent, nous pouvons réaliser toutes
opérations à deux qubits nécessaires dans le cas de limplémentation de lalgorithme de re-
cherche quantique de Grover à deux qubits. Pour accomplir ce travail, nous considérons deux
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qubits préparés dans létat désigné par jg1ijg2i dans une cavité QED, après H
2 opération, les
qubits sont à létat initial moyen. Ensuite, ils subissent aux opérations de la Figure 6:9 de la
gauche vers la droite. Pour la recherche de jg1ijg2i où je1ije2i, notre implémentation est simple
car les qubits interagissent avec la cavité et le champ classique en même temps. Alors, pour
la recherche de je1ijg2i ou jg1ije2i, puisque les portes NOT ne sont e¤ectuées que sur le qubit
2, nous devons employer un champ inhomogène pour distinguer les deux qubits. La prochaine
opération UI(t) est pour lopérateur de di¤usion D (voir la Figure 6:9).
Fidélité et Possibilité expérimentale de limplémentation
Etudions maintenant la délité des opérations de la porte. An de vérier la validité de
notre proposition, nous dénissons la délité suivante pour caractériser la déviation de combien
les états de sortie j	(t)i dévier en amplitude et en phase à partir de la logique de transformation
de porte idéale pour les di¤érents états dentrée [29]
F =
cos(
5
(
g
15 
))
4 (5.84)
Fig 5.10 : Résultats numériques de la délité en fonction du rapport b = g
15 
.
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Dans le cas dobtenir de léquation (5.79), nous avons éliminé les termes oscillants rapides,
qui induisent des changements de Stark sur les états j+ji et j ji (où j+ji = 1p2(jeji+ jgji) et
j ji = 1p2(jeji   jgji)). Ici, notre calcul numérique montre quune très bonne délité  100%
peut être réalisée lorsque 15  g (voir la Figure 6:10), à partir de laquelle nous savons quun
grand désaccord nest pas nécessaire dans notre système.
Nous discutons brièvement la faisabilité expérimentale de notre proposition. Bien que lopé-
rateur dévolution est indépendant du champ de la cavité comme décidée par la condition
t = 2, le système à deux qubits supraconducteurs est enchevêtré avec la cavité lors de lin-
teraction qubit-cavité. Nous devons négliger la désintégration de la cavité pendant le temps
dinteraction. Après linteraction, les qubits sont démêlées avec la cavité. Dautre part, le temps
de décohérence est T1 = 1:87s [26] et la force de couplage est g = 2  100MHz [34] avec
 = g et 
  10 (
 , g,  ). Le temps de limplémentation est timp = 2g où le calcul direct
montre que timp = 2:5 ns, ce qui est beaucoup plus court que le temps de décohérence T1. Le
temps de déphasage T2 = 2:22s [26] est beaucoup plus long que le temps dopération timp.
Ainsi, timp est beaucoup plus court que la durée de vie de mode de cavité  1 = Q=!c  159ns,
avec le facteur de qualité de la cavité Q = 104 a été démontrée par les expériences de la cavité
QED et des qubits de charge supraconductrice [38]. En outre, il convient de souligner que la
fréquence de Rabi 
 au cours de la porte à deux qubit est denviron 2  1GHz et devrait
être légèrement ajustée pour satisfaire à la condition 


= 4m + 1 ou 


= 4m + 3 indiquée
ci-dessus. Le schéma proposé est réalisable avec les présentes techniques de la cavité QED.
5.3 Conclusion
En conclusion, nous avons proposé un schéma simple dimplémentation de lalgorithme
de recherche de Grover à deux qubit en système QED (cavité QED et circuit QED) dans le
cas dinteraction qubit-qubit. Nous avons mis en uvre lalgorithme de recherche quantique
proposé via le système QED entraîné par un champ de micro-ondes avec une forte fréquence
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de Rabi 
. Après lopération UI(t) et lopération H
2UI(t2)H
2, les deux qubits sont à létat
initial moyen jg1g2i. Par la suite, les deux qubits subissent aux opérations de la Figur (5:4,
5:6 et 5:9) de la gauche vers la droite où limplémentation est simple. Donc, après les trois
opérations H
2, UI(t), H
2 on obtient jg1ijg2i ou je1ije2i, et pour obtenir je1ijg2i ou jg1ije2i,
les deux portes NOT x;2 ne sont e¤ectuées que sur le qubit 2. Enn, létat nal des deux
qubits sera mesuré en sortie du système. En outre, la simulation numérique montre que notre
implémentation est assez bonne avec une grande délité. Par conséquent, le régime actuel
pourrait être réalisable en utilisant les techniques actuellement disponibles.
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"No great discovery was ever made without a bold guess." 
Newton (1643-1727) 
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Conclusion générale et perspectives
En résumé, dans cette thèse constituée les "cinq chapitres", une "introduction" et une
"conclusion générale avec des perspectives". Nous avons étudié systèmes de traitement din-
formation quantique en parallèle avec le développement de certains algorithmes utilisés dans
le contexte dinformatique quantique. Nous avons commencé par présenter les outils de base
nécessaire aux développements et à létude de ces systèmes. Ainsi, les notions de qubits, de
Registre quantique et de limplémentation ont été aussi introduits. Nous avons dabord montré
dans le chapitre 2 une méthode e¢ cace pour la réalisation de la porte NTCP avec un qubit
contrôlant simultanément N qubits cibles avec une interaction dipôle-dipôle (DDI), et linter-
action qubit-cavité (ACI) dans une cavité QED. Dans notre système, nous avons appliqué un
champ inhomogène pour distinguer entre les N +1 qubits. Ce système est insensible au champ
thermique. Le temps de fonctionnement requis pour implémenter cette porte est indépendant
du nombre N de qubits. Dautre part, la porte NTCP peut être implémentée dans un temps
beaucoup plus court que le temps de rayonnement et la durée de vie du photon dans la cavité.
Une discussion sur la durée totale de fonctionnement de la porte proposée et sur le rôle de DDI
a été abordée.
Dans le chapitre 3, nous avons décrit les divers types de qubits supraconducteurs et mon-
trer comment on pouvait en principe manipuler leur état quantique. Nous avons également
évalué les ordres de grandeur des di¤érents paramètres importants pour comprendre la dy-
namique des qubits. Nous avons montré comment appliquer la méthode dimplémentation de
trois portes logiques quantiques (la porte NTCP, la nouvelle porte NTCP-NOT et la nouvelle
porte NTQ-NOT) avec qubits supraconducteurs couplés à un résonateur où un qubit contrôlant
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simultanément N qubits supraconducteurs cibles dans le cas de linteraction qubit-qubit via la
cavité QED. En outre, le temps de fonctionnement ne dépend que le désaccord. Par conséquent,
le temps peut être contrôlé en ajustant la fréquence entre la jgji et jeji. Cette implémentation
présente les caractéristiques suivantes : (i) Les portes CP de N deux qubits impliqués dans
la porte logique NTCP, la porte NTCP-NOT, et la porte NTQ-NOT peuvent être e¤ectuées
simultanément ; (Ii) le temps de fonctionnement nécessaire à limplémentation de ces portes
est indépendant du nombre de qubits, ainsi ne pas augmenter le nombre de qubits ; (Iii) les
porte sont insensibles à létat initial du mode de la cavité ; (Iv) aucune mesure sur qubits ou le
mode de la cavité est nécessaire et par conséquent lopération est simpliée, alors la réalisation
de ces trois portes ne nécessite que les trois premières étapes de fonctionnement. Lavantage
essentiel du régime est que ces portes peuvent être réalisées dans un délai beaucoup plus court
que le temps de décohérence et le temps de déphasage des qubits supraconducteurs. La simu-
lation numérique des opérations des portes montre que ce régime pourrait être réalisé avec une
grande délité dans la technologie actuelle. La discussion sur la possibilité expérimentale a été
abordée.
Le chapitre 4 a été consacré à présenter les di¤érentes étapes de réalisation de la porte de
phase quantique dun qubit transmon qui contrôle simultanément N qubits transmon cibles
dans un circuit QED. Nous avons proposé un schéma dimplémentation de la porte NTCP à
(N + 1) qubits transmon couplés capacitivement à TRL entraînés par un champ fort de la
micro-ondes, ce travail se base sur linteraction qubit-qubit. En outre, le temps de fonction-
nement de la porte est indépendant du nombre de qubits, il peut être contrôlé en ajustant la
fréquence entre jgji et jeji. Dans notre système, la porte peut être réalisée en un temps déchelle
nanoseconde qui est beaucoup plus petit que le temps de décohérence et le temps de déphasage
quétant tous les deux déchelle microseconde, elle est insensible au bruit de charge 1=f . La
simulation numérique des probabilités doccupation du second niveau dexcitation montre que
le régime pourrait être atteint e¢ cacement par la technologie actuelle.
En n, dans le chapitre 5, Nous avons proposé un schéma de limplémentation de lalgo-
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rithme quantique de Grover dans le cas de linteraction qubit-qubit en système QED (cavité
QED et circuit QED). Nous avons montré comment implémenter cet algorithme avec : deux
atomes via la cavité QED, deux qubits transmon dans un circuit QED et deux qubits supra-
conducteurs dans une cavité QED, entraînée par un champ fort de la micro-ondes avec une
forte fréquence de Rabi 
. Dans notre système, lalgorithme de recherche quantique peut être
mis en uvre dans un temps déchelle nanoseconde qui est beaucoup plus court que le temps de
décohérence et le temps de déphasage qui étant déchelle microseconde (dans le cas de qubits
supraconducteurs ou qubits transmon), et beaucoup plus court que le temps de rayonnement
et la durée de vie du photon de la cavité (avec des atomes). La simulation numérique sous lin-
uence de lalgorithme de Grover montre que notre proposition est réalisable avec une grande
délité. Nous avons discuté la faisabilité expérimentale de notre proposition, et par conséquent,
cette proposition pourrait être réalisable en utilisant les techniques actuellement disponibles.
En principe, notre proposition peut o¤rir un moyen viable pour réaliser un algorithme quan-
tique évolutif. Sur la base de linteraction qubit-qubit et linteraction e¢ cace entre les deux
qubits supraconducteurs avec une cavité monomode. Notre système peut également être étendu
à implémenter lalgorithme de Grover avec multi-qubit supraconducteurs. En outre, il convient
de souligner que les sources dun seul qubit supraconducteur sont nécessaires dans notre sys-
tème. Dautre part, limplémentation expérimentale de ce travail serait une étape importante
vers plus algorithme quantique complexe, servant à montrer la puissance du qubit transmon
et un système de qubit supraconducteur pour le traitement quantique de linformation.
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Résumé : 
Ce mémoire est consacré à la théorie de l'information quantique et, en particulier, 
certains systèmes de traitement d’information quantique. On se propose d’étudier ces 
systèmes en parallèle avec  le développement de certains algorithmes utilisés dans le contexte 
d’informatique quantique. Le but est de comprendre le fonctionnement de ces nouveaux 
systèmes et les différents mécanismes qui sont à la base de la réalisation des circuits 
quantiques qui constitueront le support futur de traitement de l’information. La réalisation 
d’un système de traitement de l’information quantique, présente toutefois de nombreux défis. 
Dans ce document, on s’intéresse à différents aspects concernant ces défis. 
L'information quantique se situe au croisement des sciences de l'information et de la physique 
quantique. Son principal objectif consiste à exploiter les propriétés de la physique quantique 
pour traiter l'information plus efficacement que les techniques conventionnelles liées à 
l’information classique. Récemment, le développement et la réalisation de circuits 
d’électronique quantique avec le développement de certains portes logiques à caractère 
quantique, a conduit à la découverte de nouveaux algorithmes qui ont changé d’une façon 
profonde les principes de traitement de l’information. Les plus connus de ces algorithmes 
quantiques sont ceux de Grover, de Shor et de Deutsch-Jozsa.  
Dans cette thèse, on s’intéresse à l'étude de la nouvelle théorie d’électrodynamique quantique 
en cavité et en circuit, en montrant comment appliquer une méthode basée sur l'interaction 
qubit-qubit pour réaliser des portes logiques quantiques. 
Le travail développé dans cette thèse montre une nouvelle approche de l’implémentation de 
l’algorithme de recherche quantique de Grover à plusieurs qubits dans la cavité QED dans le 
cas de l’interaction dipôle-dipôle. Pour bien réaliser l’implémentation dans la cavité, nous 
considérons un résonateur de Fabry-Pérot avec un mode unique et un modèle d'onde 
stationnaire au long de l'axe de cavité.  
Finalement, nous nous intéressons à montrer comment l'algorithme de Grover peut être 
implémenté dans le cas de l'interaction qubit-qubit avec: deux qubits transmon en circuit QED 
et deux qubits supraconducteurs dans une cavité QED, entraînée par un champ fort de la 
microonde avec une forte fréquence de Rabi Ω. Dans notre système. Des simulations 
numériques peuvent être effectuées. 
 
MOTS CLES : Qubit, Portes logiques quantiques, Algorithme de Grover, Cavité QED, Circuit 
QED. 
