Abstract We quantify the effect of the snow-albedo feedback on Swiss spring temperature trends using daily temperature and snow depth measurements from six station pairs for the period 1961-2011. We show that the daily mean 2-m temperature of a spring day without snow cover is on average 0.4°C warmer than one with snow cover at the same location. This estimate is comparable with estimates from climate modelling studies. Caused by the decreases in snow pack, the snow-albedo feedback amplifies observed temperature trends in spring. The influence is small and confined to areas around the upward-moving snow line in spring and early summer. For the 1961-2011 period, the related temperature trend increases are in the order of 3-7 % of the total observed trend.
Introduction
The snow-albedo feedback (SAF) is one of the most important positive feedback effects in the climate system (e.g. Peixoto and Oort 1992; Barry and Chorley 2003; Flanner et al. 2011) . If a snow-covered area warms and the snow melts, the surface albedo decreases, more solar energy is absorbed, and the temperature tends to increase (Holland and Bitz 2003) . A shortening of the snow season will result in a lower surface albedo during the transition seasons and could potentially amplify a warming signal and thereby increase temperature trends (e.g. Hall 2004; Kotlarski et al. 2011) . The SAF effect is well known in theory, and it has been shown that northern hemispheric land warming in spring is likely to have been significantly enhanced by the SAF (Groisman et al. 1994) . On the more local scale, Pepin and Lundquist (2008) found that temperature trends are most rapid near the annual 0°C isotherm and that warming is weaker when snow cover is present (Pepin et al. 2011 ). However, none of these studies do actually quantify the SAF effect on local 2-m temperature in the snow melt period. On this scale, the SAF has the strongest effect in areas where snow cover will vanish, exposing bare soil, grass or rock areas. Assessing the SAF effects is potentially of interest for climate impact-related studies since these changes influence the hydrological cycle in many regions that are important for the water supply of hundreds of millions of people (e.g. Barnett et al. 2005; Diaz et al. 2003) .
The slopes of well-monitored mountainous regions like the Swiss Alps offer a good opportunity to investigate the SAF effect on 2-m temperature and temperature trends, especially in a time of Alpine snow pack decline as seen in recent times (Marty 2008; Schöner et al. 2009; Scherrer et al. 2011) . Altitude gradients in Alpine temperature trends are mainly determined by large-scale forcings such as the large-scale net radiation balance and changes in circulation patterns (Pepin et al. 2011) , but many studies highlight that the SAF can act as a modulating factor (Giorgi et al. 1997; Fyfe and Flato 1999; Barry 2008; Im et al. 2010; Kotlarski et al. 2011) .
Indications for SAF imprints on observed Swiss temperature trends have indeed been found in a recent work by Ceppi et al. (2012; CSFA12 in the following). They analysed the 1959-2008 Swiss temperature trends using a new high-resolution (2×2 km) gridded data set. Besides generally strong spring temperature trends at all altitudes, they found slightly stronger trends at altitudes close to the climatological snow line in the spring season. They constructed vertical anomalies of observed temperature trends including estimates of the snow line and mean daily 2-m temperature to visualize this effect in detail. Our Fig. 1 updates their Fig. 4 to the period 1961-2011 (note the different contour intervals). In spring and early summer, a continuous positive trend anomaly band with values between 0.01 and 0.03°C/10 years is found, steadily moving upward from~500 m above sea level (asl) in March,~1,000-1,500 m in April and 1,500-2,000 m in May up to 2,500-3,000 m in June and July. The anomaly closely follows the temperature isotherms (solid lines) and average snow depth isolines (dashed yellow lines). Regarding the anomalies in other seasons and the results from CSFA12, it is remarkable to see the upward-moving positive anomaly in spring. In general, large-scale variability in weather and climate patterns has the potential to induce much stronger altitude dependencies than the SAF effect, and long-term trends in these patterns could therefore cover local aspects as the SAF completely. In Switzerland, this is the case for autumn and winter where large-scale variability dominates the vertical anomalies (cf. Fig. 1 ). We will show below that the influence of the large-scale flow variability is indeed negligible in spring, allowing a quantification of the SAF effect. Following the evidence in Fig. 1, CSFA12 hypothesized that "the SAF could be responsible for the stronger spring trends at altitudes close to the snow line, but the overall effect is small".
In this paper, we will test the CSFA12 hypothesis and quantify the effect of snow cover, i.e. the SAF effect on spring 2-m temperature using high-quality snow and temperature observations. We will then show that the slightly stronger spring temperature trends at altitudes close to the snow line are indeed well related to the decrease in snow pack and the corresponding SAF effects. In Sect. 2, the data and methods are introduced. The results are presented in Sect. 3. In Sect. 4, some aspects of the results are discussed in some detail and compared to results from regional climate models. Finally, some conclusions are drawn in Sect. 5.
Data and methods

Methodology
Isolating the SAF effects using data from a single station observing both temperature and snow pack is not feasible. One reason is that it is not possible to sample days with and without snow that are directly comparable since the weather conditions are different every day. To circumvent this problem, we introduce a simple station pair approach using concurrent data from one "high" station close to the snow line and one "low" station which is normally below the snow line. We analyse the distributions of temperature differences for the concurrent days with snow present only at the high station and compare with concurrent days where no Ceppi et al. (2012) snow is present at both the low and high station (cf. Fig. 2 ). If this separation is done for a large sample (e.g. many hundreds to several thousand days), a reliable statistic of the SAF effects can be determined.
In the following, we analyse spring (March-April-May (MAM)) data where the number of days with and without snow at the high station are both sufficiently large, and the SAF effect should be most noticeable. The following conditions have been defined in order to come up with reasonable station pairs:
& Both stations must have 2-m temperature and snow depth series with at least daily resolution for a long time (>30-50 years) & There should be a substantial elevation difference (a few hundred metres) between the stations, and the lower station should be mostly snow-free in spring whereas the higher station should contain a large sample of both snow-free and snow days in spring, and & The stations should be relatively close in space and should not be affected by strong cold air pools in order to satisfy the underlying assumption that the large-scale variability has a similar impact on the temperature anomalies at both stations.
The amplitude of the SAF effect (dT SAF ), i.e. the temperature enhancement of a no-snow day compared to a snow day, is determined as follows (cf. also 
where M{…} stands for the median, and ΔT sh is the temperature difference between the low-(T ln ) and high-altitude station (T hs ) for days with snow present only at the highaltitude station (cf. section on data below for definition of a snow day). ΔT ns is the temperature difference between the low-(T ln ) and high-altitude station (T hn ) for days without snow at both stations. If the number of snow days (SD) declines over time, the local cooling effect of the snow pack declines as well, and the net SAF effect is an increase in temperature and hence a positive contribution to the local temperature trend. The dT SAF value can be seen as "sensitivity" to link a snow day with a temperature change. Assuming that dT SAF is constant over time, the temperature change series attributed to the changes in snow days dT snow t can be approximated using only the SAF sensitivity dT SAF and the snow day anomalies by the following equation:
where ΔSD t is the snow day anomaly in year t computed from SD t , the number of snow days in year t and SD ref , the mean number of snow days in a reference period (e.g. 1961-1990) . dT SAF is the daily temperature anomaly of a snow-free day compared to a snow day, and N is the number of days considered (e.g. N030 for April, 92 for MAM, etc.). As stated above, this equation is only a good approximation if dT SAF is constant over time. This is not necessarily the case, but we found no indications for strong changes during the observation period 1961-2011. We therefore think that the constancy requirement is a reasonable assumption to make (cf. results below).
Fig. 2 a and b
Schematic of the determination of the SAF using temperature and snow observations for a station pair with different altitude and snow conditions. The SAF effect is defined as the difference of the temperature differences at "days with snow at the highaltitude station only" (ΔT sh , a) and the temperature differences at "days without snow at both stations" (ΔT ns , b). The daily snow data have been quality checked but not strictly homogenised (Wüthrich 2008 ). All series have been found to be appropriate for analysis purposes, although trends always need to be treated with caution, especially if the data series contains missing values. The snow data are used to distinguish between snow days and days without snow. A snow day is defined as a day with snow depth ≥1 cm as, e.g. in Scherrer et al. (2004 Scherrer et al. ( , 2011 . We also tested other thresholds, but the results did not change much. Note that there is some snow data missing for the MeteoSwiss stations GLA, ENG, LUZ, ABO, ANT and CDF. GLA and ENG have a data gap of 13 years (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) each. In LUZ, the years 2007 and 2008 are missing. In ABO, the snow measurements started on 1 Nov 1965, and Jan-Apr 1984 are missing. In ANT, the snow measurements started on 1 Nov 1966. In CDF, almost the whole winter 1990/1991 is missing. Since the remaining number of days with snow data in spring is always more than 3,000, the effect on the statistics should be small. For ENG, data in March and April are available for 1996-2008 from the Swiss Federal Institute for Forest, Snow and Landscape Research-Institute for Snow and Avalanche Research (WSL-SLF) snow network. Since WSL-SLF does not measure snow depth in May, we do not use the WSL-SLF data for the quantification of the SAF effect. We use the WSL-SLF April data from 1996 to 2008 to determine the April temperature trends related to the SAF (see Table 1 ) since investigations showed that the MeteoSwiss and WSL-SLF data are highly correlated. Similar composites are constructed for ABO and ANT, where nearby WSL-SLF April snow data exist for the early period 1961-1965 and 1961-1966 respectively.
Results
Quantification of the SAF effect
We use the simple idea presented in Sect. 2.1 and Fig. 2 to determine the values for dT SAF , i.e. the amplitude of the SAF effect on 2-m temperature. Figure 3 shows probability density distributions (PDFs) of ΔT sh (blue areas) and ΔT ns (green areas) for the six station pairs analysed. Note that the number of days used to construct the distributions is large (between 996 and 3,170 days), and our statistic should be robust (see tests below). The widths of the distributions are several degrees Celsius indicating a range of different altitudinal temperature distributions. For very few days, the higher station even shows warmer temperatures than the lower station indicating temperature inversions probably going together with fog situations (e.g. CSFA 2012). One peculiarity is found for the station pair ALT-ANT, where a heavy tail of positive ΔT sh and ΔT ns values is found (cf. Fig. 3d ). This tail is found for both the ΔT sh and ΔT ns PDFs indicating that this effect is not related to snow but to another local peculiarity at station ALT: the Föhn-a dry down-slope wind (e.g. Whiteman 2000)-which can generate very high temperatures in ALT and thus large ΔT sh and ΔT ns values when it is active. In general, the ΔT sh and ΔT ns PDFs for a station pair have similar shapes, and the main difference is a shift with ΔT sh showing higher values than ΔT ns . dT SAF as defined in Sect. 2.1 is 0.4°C each for the station pairs SMA-EIN, GLA-ELM, LUZ-ENG and ALT-ANT, 0.3°C for NEU-CDF and 0.5°C for BER-ABO (cf. Fig. 3 and Table 1 ). This indicates that the 2-m daily mean temperature of a spring day without snow cover is on average 0.4°C warmer than a day with snow cover. We computed Wilcoxon rank sum tests (e.g. Wilks 2006) to determine whether the locations of the ΔT sh and ΔT ns samples are statistically different. For all six station pairs, the p values are almost 0 (<1e−6), indicating a very clear location shift. In order to test the influence of potential temporal dependence of the samples, randomised subsamples have been tested. Also, in this case, the p values were always much smaller than 0.001, and thus, the shift was highly significant. Another measure for the robustness of the dT SAF is to determine the standard errors (SE) of the median estimates for ΔT sh and ΔT ns . The results of bootstrap-based estimates of SE are given in Table 1 . The values are 0.04-0.05°C for ΔT sh and 0.02-0.05°C for ΔT ns , suggesting that the dT SAF values of 0.3-0.5°C can be considered as pretty robust.
Temperature trends attributed to snow decline
Having determined an estimate of the SAF effect, we can quantify the impact on the temperature series attributed to the observed changes in snow days dT snow t for the six "high" stations according to the equation derived in Sect. 2.1. Besides the dT SAF estimated above, the evolution of the snow day series SD t and SD norm is needed as input values.
Here we compute dT snow t for the month of April since the SAF influence is expected to be largest at the selected stations (altitudes between~900 and 1,400 m asl) for this month (cf. Fig. 1 ). Table 1 lists the linear trend numbers of the April snow days (SD t ) from 1961 to 2011. There is a significant decrease in snow days (p<0.05) for all stations except for CDF where the trend is also negative but not statistically significant (p00.127). The remaining trend values are between −1.3 and −2.6 days/10 years. Note that the highest value found for station ABO (−2.6 days/10 years) might be somewhat exaggerated because this station moved from higher locations at 1,355 m asl (years 1966-2000) and 1,315 m asl (years 2000-2006) to a lower one at 1,195 m asl since 2006. The SD norm values (i.e. the mean of are 11.3 days for EIN, 13.0 days for ELM, 11.9 days for ENG, 26.4 days for ANT, 11.0 days for CDF and 16.7 days for ABO. With these numbers, the temperature trends linked to the SAF effect compute to values between 0.01 (for CDF) and 0.03°C/10 years (for ELM, ANT and ABO each; cf. Table 1 ). Hence, the SAF-induced April temperature trends amount to 3-7 % of the total temperature trends of 0.46-0.56°C/10 years (cf. Table 1) .
These results can now be compared with the anomalous trends presented by CSFA12 and reproduced for the 1961-2011 period in Fig. 1 . There, values in the order of 0.01-0.03°C/10 years are found for April and the considered altitudes between 900 and 1,400 m asl. The values are very similar to the above numbers, and thus, this independent analysis provides additional support for the CSFA12 hypothesis that the decline in snow pack can induce positive temperature trend anomalies via the SAF effect.
Discussion
Our hypothesis is that the observed altitudinal spring temperature trend anomaly in Switzerland is caused primarily by long-term changes in the snow pack via the SAF effect. But is the SAF effect exclusively responsible for the observed altitudinal anomaly, or is it also affected by largescale influences? One possibility to characterize the largescale influences is to use weather type classifications such as the GWT classification (e.g. Philipp et al. 2010; Beck et al. 2007 ). Here, we use GWT10 with ten classes based on geopotential height at 500 hPa over the Alpine domain (D06 in Philipp et al. 2010) . The interpretation of the GWT10 Z500 classification is straightforward. It classifies weather patterns into eight flow directions (W, SW, NW, N, NE, E, SE, S) and one low (L)-and one high (H)-pressure situation. Altitudinal changes in temperature trends caused by weather types can be created if (1) certain weather type frequencies change and (2) the weather types with frequency changes create altitude-dependent temperature anomalies. Note that both conditions need to be fulfilled in order to induce altitude-dependent trends. Table 2 summarizes the main characteristics of the spring GWT10 Z500 types (frequency, trend and significance). The two types, "N" (north) and "H" (high pressure), show some significant positive trends (p≤0.05) whereas "SW" (southwest) shows weak negative trends (p00.07). We tested whether the "N", "H" and "SW" situations show altitude dependences but found no clear dependence and thus conclude that there are no signs that changes in GWT10 weather types influence the altitude profile of temperature trends in spring.
Our estimate of the amplitude of the SAF effect upon 2-m temperature can be compared to other results/methods. A first-guess method to "validate" our SAF value is to compare it with results from climate model simulations. One problem is that the SAF effects affecting the current temperature trends are very small in the observational period between 1961 and 2011 (0.01-0.03°C/10 years, cf. above). The small trend amplitude together with model imperfections makes it almost impossible to compare our value with model results of today's or past climate. Here, we follow another approach and estimate the SAF effect based on climate model projections of future climate over the Alpine region.
Above, we determined the SAF effect empirically to be between 0.3 and 0.5°C with an average of 0.4°C. This suggests that we could expect an additional trend of 0.4°C at altitudes where "every day is a snow day" in the reference period to "no snow at all" (i.e. bare soil, grass or rock) in the scenario period. Potentially useful information to test this in climate modelling projections can be found, e.g. in Giorgi et al. (1997) , Fyfe and Flato (1999) , Im et al. (2010) and Kotlarski et al. (2011) . Giorgi et al. (1997) found altitudinal trend differences of~1 to 1.5°C in winter and spring for a Im et al. (2010) found that "the relation between warming and snow change is evident". Consulting their Fig. 2 , the altitude differences are up to 0.5°C and hence quite close to our best estimate of 0.4°C. Kotlarski et al. (2011) present results of a transient climate model run using the COSMO-CLM (e.g. Rockel et al. 2008) . In their Fig. 5 , the Alpine region spring 2-m temperature trends (2070-2099 vs. 1961-1990) increase by roughly 1°C for altitudes between 500 and 1,500 m asl suggesting a substantial influence of the SAF effect. Note that a similar behaviour is found for other models in the ENSEMBLES data set (van der Linden and Mitchell 2009) and seems thus quite robust (S. Kotlarski, personal communication) . It is nevertheless possible that other effects (e.g. circulation changes) contribute to the altitudinal change and that not all of the change is exclusively related to SAF effects. Comparing our empirical value of 0.4°C with the modelling results above, we see that our value is on the lower bound of the relatively large range of model-based SAF estimates. It has to be noted that we determine our empirical SAF value at the end of the snow season where the snow is old, and its albedo values are probably between 0.45 and 0.7 and thus fairly low (Oke 1987) . Since the contrast to bare soil, grass and rock is relatively small (compared to fresh snow with albedo values of 0.8-0.9), one might argue that our estimate is rather on the lower bound of all possible SAF effects. For the time when the soil becomes snow-free in spring, it should be a good guess though.
Conclusions
We estimated the amplitude of the snow-albedo effect on the Swiss 2-m temperatures near the snow line in spring season. Using data from six station pairs at different altitudes, we show that the daily mean 2-m temperature of a spring day without snow cover is on average 0.4°C warmer than one with snow cover at the same location. The estimate was possible since no longterm trend in relevant weather types was observed. The value of 0.4°C can be seen as an estimate of the SAF on 2-m daily mean temperature. It means that the potential (maximum) enhancement of spring temperature by the SAF is in the order of 0.4°C for an area changing from completely snow covered to completely snow-free. Comparisons with regional climate model simulations show that this value might be reasonable but lies rather at the lower end of the estimations in literature. Our study shows that, caused by the recent decreases in Swiss snow pack, the SAF enhances the 1961-2011 observed temperature trends along the upward-moving snow line in spring and early summer by about 3-7 %.
