Unknown constraints arise in many types of expensive black-box optimization problems. Several methods have been proposed recently for performing Bayesian optimization with constraints, based on the expected improvement (EI) heuristic. However, EI can lead to pathologies when used with constraints. For example, in the case of decoupled constraints-i.e., when one can independently evaluate the objective or the constraints-EI can encounter a pathology that prevents exploration. Additionally, computing EI requires a current best solution, which may not exist if none the data collected so far satisfy the constraints. By contrast, information-based approaches do not suffer from these failure modes. In this paper, we present a new informationbased method called Predictive Entropy Search with unknown Constraints (PESC). We analyze the performance of PESC and show that it compares favorably to EI-based approaches on synthetic and benchmark problems, as well as several real-world examples. We demonstrate that PESC is an effective algorithm that provides a promising direction towards a unified solution for constrained Bayesian optimization.
Introduction
We are interested in finding the global maximum x of an objective function f (x) over some bounded domain, typically X ⊂ R d , subject to the non-negativity of a series of constraint functions c 1 , . . . , c K . This can be formalized as max x∈X f (x) s.t. c 1 (x) ≥ 0, . . . , c K (x) ≥ 0 . (1) However, f and c 1 , . . . , c K are unknown and can only be evaluated pointwise via expensive queries to blackboxes that provide noise-corrupted evaluations of f and c 1 , . . . , c K . Note that we are assuming f and each of the constraints c k are defined over the entire space X . We seek to find a solution to (1) with as few queries as possible. Bayesian optimization methods approach this type of problem by building a Bayesian model of the unknown objective function and/or constraints, using this model to compute an acquisition function that represents how useful each inpuy x is thought to be as a next evaluation, and then maximizing this acquisition function to select the next input for function evaluation (see Brochu et al., 2010) .
In this we work we extend Predictive Entropy Search (PES) (Hernández-Lobato et al., 2014) to solve (1) , an approach that we call Predictive Entropy Search with unknown Constraints (PESC). PESC is a sequential optimization method, which, after N evaluations of f and c 1 , . . . , c K , proposes to evaluate these functions at the location x N +1 , such that x N +1 approximately maximizes the expected information gain about the value of the constrained maximizer x . We compute this information gain by conditioning on While previous approaches to the problem of Bayesian optimization with unknown constraints have been proposed, most are variants of expected improvement (EI) (Mockus et al., 1978; Jones et al., 1998) . Initially proposed by Schonlau et al. (1998) , one method of extending EI to the constrained setting considers the expected feasible improvement, where the constraints are given as above; such approaches have recently been independently developed in Gelbart et al. (2014) ; Gardner et al. (2014); Snoek (2013) . Alternatively Gramacy & Lee (2010) consider the integrated change in expected improvement of all points in the search space with respect to a density given by the probability of feasibility. Picheny (2014) considers the probability of improvement under a similar measure. Finally, Gramacy et al. (2014) propose to combine EI with the augmented Lagrangian approach for constrained numerical optimization.
The strategies used by these methods to select the next evaluation point are all based on the expected level of improvement. As discussed below, however, this expectation is not always well defined in the presence of constraints. In contrast to this previous work, the main contribution of this paper is to develop an approach (PESC) that is always well defined. PESC achieves this by building a Bayesian optimization acquisition function around information gain in the constrained setting, as described in Section 3.
Expected improvement with constraints
The Expected Improvement (EI) heuristic measures the expected amount by which observing at x leads to improvement over the current best value or incumbent η:
Because all constraints must be satisfied at a new query point in order for improvement (of the solution) to occur. Approaches that compute the feasible expected improvement are obtained by discounting the original EI with the posterior probability of a constraint violation. The resulting acquisition function-which we call Expected Improvement with unknown Constraints (EIC)-is given by
In the unconstrained case, η is usually the maximum of the posterior mean of f (Brochu et al., 2010) . In the constrained case, η is the largest value of the posterior mean of f such that all the constraints are satisfied at the corresponding location. However, since information about the constraints may only be available through noisy measurements, we may never be certain that the constraints are satisfied at any particular location. To avoid this problem, Gelbart et al. (2014) consider a location x to be feasible only if all the constraints are satisfied at x with high posterior probability, that is, if
for small positive confidence thresholds δ k . This is called a probabilistic constraint. Under this new formulation, η is the largest value of the posterior mean for f such that (3) is satisfied at the corresponding location. However, when no point in the search space is feasible under the above definition, η does not exist and the EI cannot be computed. In this case, Gelbart et al. (2014) ignore the factor EI(x|η, D 0 ) in (2) and only consider the posterior probability of the constraints being satisfied. The resulting acquisition function focuses only on searching for a feasible location and ignores learning about the objective f .
Note that when used with probabilistic constraints, EIC is not the true expected improvement of the best feasible solution. This is clear because the EIC does not depend on δ k . Computing the true EI is not sensible due to the following pathology: a single noisy observation of constraint satisfaction may be insufficient to push the overall posterior probability of satisfaction above 1 − δ k ; thus a myopic strategy like EI may see zero potential improvement from a single evaluation and EI may be uniformly zero.
Furthermore, Gelbart et al. (2014) identify a pathology with EI when one is able to separately evaluate the objective or the constraints, i.e., the decoupled case. The best solution x must satisfy a conjunction of high objective value and high (non-negative) constraint values. By only evaluating the objective or a single constraint, this conjunction cannot be satisfied by a single observation under a myopic search policy. Thus, the new observed x cannot become the new incumbent as a result of a decoupled observation and the expected improvement is zero. Therefore standard EIC fails in the decoupled setting. Gelbart et al. (2014) circumvent this pathology by treating decoupling as a special case and using a two-stage acquisition function: first, x is chosen with EIC, and then the task (whether to evaluate the objective or one of the constraints) is chosen with Entropy Search (Hennig & Schuler, 2012) given x. This approach does not take full advantage of the available information in the way a joint selection of x and the task would.
Our new method, PESC, does not suffer from these pathologies. First, the PESC acquisition function does not depend on the current best feasible solution, so it can operate coherently even when there is not yet a feasible solution. Second, PESC naturally separates the contribution of each task (objective or constraint) in its acquisition function. As a result, no pathology arises in the decoupled case and, thus, no ad hoc modifications to the acquisition function are required. Furthermore, in addition to its increased generality, our experiments show that PESC performs favorably when compared to EIC even in the basic setting of joint evaluations to which EIC is most suited.
Predictive entropy search with constraints
We seek to maximize information about the location x , the constrained global maximum, whose posterior distribu-
In the coupled setting we will let D N = {(x n , y n )} n≤N denote all the observations up to step N , where y n is a vector collecting the objective and constraint observations at step n. The next query x N +1 can then be defined as that which maximizes the expected reduction in the differential entropy H[·] of the posterior on x . We can write the PESC acquisition function as
where the expectation is taken with respect to the posterior distribution on the noisy evaluations of f and c 1 ,
The exact computation of the above expression is infeasible in practice. Instead, we follow Houlsby et al. (2012) ; Hernández-Lobato et al. (2014) and take advantage of the symmetry of mutual information, rewriting this acquisition function as the mutual information between y and x given the collected data D N . That is,
where the expectation is now with respect to the posterior p(x |D N ) and where p(y|D N , x, x ) is the posterior predictive distribution for objective and constraint values given past data and the location of the global solution to the constrained optimization problem x . We call this distribution the conditioned predictive distribution (CPD).
The first term on the right-hand side of (5) is straightforward to compute: it is the entropy of the predictive distribution of independent Gaussians. This is one half of the sum of the log predictive variances plus 1 2 (K+1) log(2πe). However, the second term has to be approximated. For this, we first approximate the expectation by averaging over samples of x approximately drawn from p(x |D N ). To sample x , we first approximately draw f and c 1 , . . . , c K from their GP posteriors using a finite parameterization of these functions. Then we solve a constrained optimization problem using the sampled functions. The solution to this problem is the sample of x . This optimization approach is an extension of the approach described in more detail by Hernández-Lobato et al. (2014) , extended to the constrained setting. For each value of x generated by this procedure, we approximate the CPD p(y|D N , x, x ) as described in the next section.
Approximating the CPD
T denote the concatenated vector of the noise-free objective and constraint values at x. We can approximate the CPD by first approximating the posterior predictive distribution of z conditioned on D N , x, and x , which we call the noise free CPD (NFCPD), and then convolving that approximation with additive Gaussian noise of variance σ 2 0 , . . . , σ 2 K . The NFCPD can be informally written as
where Θ denotes the Heaviside step function, and the integral above marginalizes out the infinite dimensional quantities f , c 1 , . . . , c K which encode the objective and the constraint functions. These infinite dimensional vectors are sampled from p(f, c 1 , . . . , c k |D N ), given as infinite, multivariate Gaussian distributions. The Dirac delta functions in the second line of (6) project these infinite dimensional vectors to their corresponding values at x. The infinite product in the middle lines of (6) guarantee that x is the global solution, by taking value one when f (x ) is smaller than f (x ) for all feasible x = x and zero otherwise.
We find a Gaussian approximation to (6) in several steps. We first approximate the infinite product with one that is finite dimensional, only evaluated at those locations where the objective has been observed. Let f denote the (N + 1)-dimensional vector containing objective function evaluations at x and x 1 , . . . , x N , and define constraint vectors c 1 , . . . , c K similarly. We can then obtain a finite dimensional approximation to the relevant factors of (6) as
where p(f , c 1 , . . . , c K |D N ) is the GP predictive distribution for objective and constraint values. Because (7) is not tractable, we approximate the normalized version of q 1 with a product of Gaussians using expectation propagation (EP) ). In particular, we obtain
where Z 1 is the normalization constant of q 1 and (m k , V k ) for k = 0, . . . , K are the mean and covariance terms determined by EP. Details on the implementation of EP can be found in the supplementary material, however roughly this algorithm proceeds by iteratively refining individual factors to fit the joint distribution where a single Gaussian has been replaced by its true (but intractable) factor. Given q 2 , we can approximate (6) by
where p(z|f , c 1 , . . . , c K ) is a K + 1 dimensional, Gaussian conditional distribution given by the GP priors on f, c 1 , . . . , c K and Z 2 is a normalization constant. This conditional distribution approximates the deltas in the second line of (6). Note that, in the third line of (9), we have introduced one of the factors forming the infinite product in (6). This is the factor corresponding to the point x at which we are making predictions and guarantees that z 0 = f (x) is smaller than f 0 = f (x ) when all the constraints are satisfied at x-i.e., when z k = c k (x) ≥ 0 for all k. After marginalizing out f and c 1 , . . . , c K we move from (9) to our final approximation of the NFCPD:
Details on how to compute the means m 1 , . . . , m K and variances v 1 , . . . , v K , as well as the 2-dimensional mean vector m 0 and the 2×2 covariance matrix V 0 can be found in the supplementary material.
The PESC acquisition function
The normalization constant Z 2 in (9) and (10) can be computed analytically. This allows us to obtain the marginal variances of the right-hand-side of (10) by computing the gradient of log Z 2 with respect to m 0 , V 0 , m 1 , . . . , m K , v 1 , . . . , v K using formula 5.13 in . The corresponding expressions are included in the supplementary material. If we assume independence in the NFCPD (6), we can then approximate the entropy in the CPD by performing the following operations. First, we add the noise variances σ (10) and second, after assuming Gaussianity, we sum one half of the logarithm of the resulting variances and finally add
log(2πe). The PESC acquisition function, which approximates (4), is then
where M is the number of samples drawn from p(x |D N ),
are the predictive variances for the noisy evaluations of f and c k at x, respectively, and v
) are the approximated marginal variances of the CPD for the noisy evaluations of f and c k at x given that x = x (i) . Marginalization of (11) over the GP hyper-parameters can be done efficiently as in Hernández-Lobato et al. (2014) .
The PESC acquisition function is additive in the expected amount of information that is obtained from the evaluation of each task (objective or constraint) at any particular location x. For example, the expected information gain obtained from the evalation of f at x is given by the term
other K terms in (11) measure the corresponding contribution from evaluating each of the constraints. This allows PESC to easily address the decoupled scenario when one can independently evaluate the different functions at different locations. In other words, Equation (11) is a sum of individual acquisition functions, one for each function that we can evaluate. Existing methods for Bayesian optimization with unknown constraints (described in the next section) do not possess this desirable property. Finally, the complexity of PESC is of order O(M KN 3 ) in the coupled setting. As with unconstrained PES, this is dominated by the cost of a matrix inversion in the EP step. In the decoupled setting this becomes
where N k is the number of evaluations for the objective and constraint k.
Related Work
In this section we describe other methods that have previously been proposed to address Bayesian optimization with unknown constraints. Most of them, like EIC, are based on extensions of the expected improvement heuristic (Mockus et al., 1978; Jones et al., 1998) . Because these acquisition functions are based on improvement, they are susceptible to pathologies similar to those affecting EIC described in Section 2. These methods can be effective in certain contexts but do not necessarily apply more generally. Gramacy et al. (2014) propose a combination of the expected improvement heuristic and the augmented Lagrangian (AL) optimization framework for constrained blackbox optimization. AL methods are a class of algorithms for constrained nonlinear optimization that work by iteratively optimizing the unconstrained AL:
Augmented Lagrangian
where p > 0 is a penalty parameter and λ ≥ 0 is an approximate Lagrange multiplier. Let x (n) be the solution at iteration n with parameters p (n) and λ (n) . Then,
The method proposed by Gramacy et al. (2014) assumes that the evaluations of the constraints c 1 , . . . , c K are noisefree. At the nth iteration, the next evaluation location is the one that maximizes the EI of the composite objective given by
) is unconstrained, the AL approach does not have to find a best solution that is feasible, unlike EIC. However, AL is limited by requiring noiseless constraints so that p and λ can be updated at each iteration. In section 5.3 we show that PESC and EIC perform better than AL on the synthetic benchmark problem considered in Gramacy et al. (2014) , even when the AL method has access to the true objective function and PESC and EIC do not. Gramacy & Lee (2010) propose an acquisition function based on the integrated expected conditional improvement (IECI), which is given by
Integrated expected conditional improvement
where EI(x ) is the expected improvement at x and EI(x|x ) is the expected improvement at x when the objective has been evaluated at x, but without knowing the value obtained. The IECI at x is the expected reduction in improvement at x under the density h(x ) caused by observing the objective at that location, where h(x ) is the probability of all the constraints being satisfied at x . IECI measures improvement over the best solution η, which Gramacy & Lee (2010) define as the highest posterior mean of the objective over the whole optimization domain. The motivation for IECI is that evaluating at an infeasible location may also provide useful information, and therefore one should consider improvement over the whole optimization domain. Gelbart et al. (2014) compare IECI with EIC for optimizing the hyper-parameters of a topic model with constraints on the entropy of the per-topic word distribution and show that EIC outperforms IECI for this problem.
Stepwise uncertainty reduction
Picheny (2014) proposes to sequentially evaluate the location that most decreases, in expectation, an uncertainty measure given by integrating the product of the probability of improvement and the probability of feasibility. This is the expected volume (EV) of the admissible excursion set above the best feasible objective η found so far. That is,
where, as in IECI, h(x ) is the probability of the constraints being satisfied at x . This step-wise uncertainty reduction approach (SURA) is similar to PESC in that both methods work by reducing a specific type of uncertainty measure (entropy for PESC and EV for SURA). However, SURA is limited by having to compute the integral in (13) over the entire domain, which is done numerically over a grid on x (Picheny, 2014). The resulting acquisition function must then be globally optimized, which also requires a grid on x. This nesting of grid operations limits the application of this method to small d. IECI has the same limitation. PESC also involves an integral over the posterior on x ; however, this can be done efficiently using the sampling approach described in Hernández-Lobato et al. (2014) . Finally, since SURA is based on improvement (along with EIC, LA and IECI), it does not apply to the decoupled constraints scenario in which one can individually evaluate the objective or the constraints. PESC does not have this limitation.
Experiments
We evaluate the performance of predictive entropy search with constraints (PESC) through experiments with i) synthetic functions sampled from the GP prior distribution, ii) analytic benchmark problems previously used in the literature on Bayesian optimization with unknown constraints and iii) real-world constrained optimization problems.
For case i) above, the synthetic functions sampled from the GP prior are generated following the same experimental set up as in Hennig & Schuler (2012) and Hernández-Lobato et al. (2014) . The search space is the unit hypercube of dimension d, and the ground truth objective f is a sample from a zero-mean GP with a squared exponential covariance function of unit amplitude and length scale = 0.1 in each dimension. We represent the function f by first sampling from the GP prior on a grid of 1000 points generated using a Halton sequence (see Leobacher & Pillichshammer, 2014 ) and then defining f as the resulting GP posterior mean. We use a single constraint function c 1 whose 
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Accuracy of the PESC approximation
We first analyze the accuracy of the approximation to (5) generated by PESC. We compare the PESC approximation with a ground truth for (5) obtained by rejection sampling (RS). The RS method works by discretizing the search space using a uniform grid. The expectation with respect to p(x |D n ) in (5) is then approximated by Monte Carlo. To achieve this, f and c 1 , . . . , c K are sampled on the grid and the grid cell with positive c 1 , . . . , c K (feasibility) and the highest value of f (optimality) is selected. For each sample of x generated by this procedure, H [p(y|D n , x, x )] is approximated by rejection sampling: we select those samples of f and c 1 , . . . , c K whose corresponding feasible optimal solution is the sampled x and reject the other samples. We then assume that the selected samples for f and c 1 , . . . , c K are independent and have Gaussian marginal distributions. Under this assumption, H [p(y|D n , x, x )] can be approximated using the formula for the entropy of independent Gaussian random variables, with the variance parameters in this formula being equal to the empirical marginal variances of the selected samples of f and c 1 , . . . , c K at x plus the corresponding noise variances σ Figure 1 shows the posterior distribution for f and c 1 given 5 evaluations sampled from the GP prior with d = 1. The posterior is computed using the optimal GP hyperparameters. The corresponding approximations to (5) generated by PESC and RS are shown in the middle plot of Figure 1 . Both PESC and RS use a total of 50 samples from p(x |D n ) when approximating the expectation in (5) . The PESC approximation is very accurate, and importantly its maximum value is very close to the maximum value of the RS approximation.
One disadvantage of the RS method is its high cost, which scales with the size of the grid used. This grid has to be large to guarantee good performance, especially when d is large. An alternative is to use a small dynamic grid that changes as data is collected. Such a grid can be obtained by sampling from p(x |D n ) using the same approach as in PESC. The samples obtained would then form the dynamic grid. The resulting method is called Rejection Sampling with a Dynamic Grid (RSDG).
We compare the performance of PESC, RS and RSDG in experiments with synthetic data corresponding to 500 pairs of f and c 1 sampled from the GP prior with d = 1. At each iteration, RSDG draws the same number of samples of x as PESC. We fix δ 1 = 0.05 and assume that the GP hyperparameter values are known to each method. Recommendations are made by finding the location with highest posterior mean for f such that c 1 is non-negative with probability at least 1 − δ 1 . For reporting purposes, we set the utility u(x) of a recommendation x to be f (x) if x satisfies the constraint, and otherwise a penalty value of the worst (largest) objective function value achievable in the search space. For each recommendation at x, we compute the utility gap |u(x) − u(x )|, where x is the true solution of the optimization problem. Each method is initialized with the same three random points drawn with Latin hypercube sampling.
The right plot in Figure 1 shows the median of the utility gap for each method across the 500 realizations of f and c 1 . The x-axis in this plot is the number of joint function evaluations for f and c 1 . We report the median because the empirical distribution of the utility gap is heavy-tailed and in this case the median is more representative of the location of the bulk of the data than the mean. The heavy tails arise because we are measuring performance across 500 different optimization problems with very different degrees of difficulty. In this and all following experiments, standard errors on the reported plot are computed using
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Number of Function Evaluations the bootstrap. The plot shows that PESC and RS are better than RSDG. Furthermore, PESC is very similar to RS, with PESC even performing slightly better at the end of the data collection process since PESC is not limited by a finite grid as RS is. These results show that PESC yields a very accurate approximation of the information gain. Furthermore, although RSDG performs worse than PESC, RSDG is faster because the rejection sampling operation (with a small grid) is less expensive than the EP algorithm. Thus, RSDG is an attractive alternative to PESC when the available computing time is very limited.
Synthetic functions in 2 and 8 input dimensions
We also compare the performance of PESC and RSDG with that of EIC (Section 2) using the same experimental protocol as in the previous section, but with dimensionalities d = 2 and d = 8. We do not compare with RS here because its use of grids does not scale to higher dimensions. Figure 2 shows the utility gap for each method across 500 different samples of f and c 1 from the GP prior with d = 2 (top) and d = 8 (bottom). Overall, PESC is the best method, followed by RSDG and EIC. RSDG performs similarly to PESC when d = 2, but is significantly worse when d = 8. This shows that, when d is high, grid based approaches (e.g. RSDG) are at a disadvantage with respect to methods that do not require a grid (e.g. PESC). 
A toy problem
We compare PESC with EIC and AL (Section 4.1) in the toy problem described in Gramacy et al. (2014) . We seek to maximize the function f (x) = −x 1 − x 2 , subject to the constraint functions c 1 (x) ≥ 0 and c 2 (x) ≥ 0, given by
where x is confined to the unit square. The evaluations for f , c 1 and c 2 are noise-free. We compare PESC and EIC with δ 1 = δ 2 = 0.025 and a squared exponential GP kernel. PESC uses 10 samples from p(x |D n ) when approximating the expectation in (5). We use the AL implementation provided by Gramacy et al. (2014) in the R package laGP which is based on the squared exponential kernel and assumes the objective f is known. Thus, in order for this implementation to be used, AL has an advantage over other methods in that it has access to the true objective function. In all three methods, the GP hyperparameters are estimated by maximum likelihood. Figure 3 shows the mean utility gap for each method across 500 independent realizations. Each realization corresponds to a different initialization of the methods with three data points selected with Latin hypercube sampling. Here, we report the mean because we are now measuring performance across realizations of the same optimization problem and the heavy-tailed effect described in Section 5.1 is less severe. The results show that PESC is significantly better than EIC and AL for this problem. EIC is superior to AL, which performs slightly better at the beginning because it has access to the ground truth objective f .
Finding a fast neural network
In this experiment, we tune the hyperparamters of a threehidden-layer neural network subject to the constraint that the prediction time must not exceed 2 ms on a GeForce GTX 580 GPU (also used for training). The search space consists of 12 parameters: 2 learning rate parameters (ini-tial and decay rate), 2 momentum parameters (initial and final), 2 dropout parameters (input layer and other layers), 2 other regularization parameters (weight decay and max weight norm), the number of hidden units in each of the 3 hidden layers, the activation function (RELU or sigmoid). The network is trained on a using the deepnet package 1 , and the prediction time is computed as the average time of 1000 predictions, each for a batch of size 128. The network is trained on the MNIST digit classification task with momentum-based stochastic gradient descent for 5000 iterations. The objective is reported as the classification error rate on the validation set. As above, we treat constraint violations as the worst possible value (in this case a classification error of 1.0). Figure 4 shows the results of 50 iterations of Bayesian optimization. In this experiment and the next, the y-axis represents observed function values, δ 1 = 0.05, a Matérn 5/2 GP covariance kernel is used, and GP hyperparameters are integrated out using slice sampling (Neal, 2000) as in Snoek et al. (2012) . Curves are the mean over 5 independent experiments. We find that PESC performs significantly better than EIC. However, when the noise level is high, reporting the best observation is an overly optimistic metric (due to "lucky" evaluations); on the other hand, ground-truth is not available. Therefore, to validate our results further, we used the recommendations made at the final iteration of Bayesian optimization for each method (EIC and PESC) and evaluted the function with these recommended parameters. We repeated the evaluation 10 times for each of the 5 repeated experiments to compute a ground-truth score averaged of 50 function evaluations. This procedure yields a score of 0.45±0.06 for PESC and 0.79±0.03 for EIC (as in the Figure, constraint violations are treated as a classification error of 100%). This result is consistent with Figure 4 in that PESC performs significantly better than EIC, but also demonstrates that, due to noise, Figure 4 is overly optimistic. While we may believe this optimism to affect both methods equally, the ground-truth measurement provides a more reliable result and a much clearer understanding of the classification error attained by Bayesian optimization.
Tuning Markov chain Monte Carlo
Hybrid Monte Carlo, also known as Hamiltonian Monte Carlo (HMC), is a popular Markov Chain Monte Carlo (MCMC) technique that uses gradient information in a numerical integration to select the next sample. However, using numerical integration gives rise to new parameters like the integration step size and the number of integration steps. Following the experimental set up in Gelbart et al. (2014) , we optimize the number of effective samples produced by an HMC sampler limited to 5 minutes of com- putation time, subject to passing of the Geweke (Geweke, 1992) and Gelman-Rubin (Gelman & Rubin, 1992) convergence diagnostics, as well as the constraint that the numerical integration should not diverge. We tune 4 parameters of an HMC sampler: the integration step size, number of integration steps, fraction of the allotted 5 minutes spent in burn-in, and an HMC mass parameter (see Neal, 2011) . We use the coda R package (Plummer et al., 2006) to compute the effective sample size and the Geweke convergence diagnostic, and the PyMC python package (Patil et al., 2010) to compute the Gelman-Rubin diagnostic over two independent traces. Following Gelbart et al. (2014) , we impose the constraints that the absolute value of the Geweke test score be at most 2.0 and the Gelman-Rubin score be at most 1.2, and sample from the posterior distribution of a logistic regression problem using the UCI German credit data set (Frank & Asuncion, 2010) . Figure 5 evaluates EIC and PESC on this task, averaged over 10 independent experiments. As above, we perform a ground-truth assessment of the final recommendations. The average effective sample size is 3300 ± 1200 for PESC and 2300 ± 900 for EIC. From these results we draw a similar conclusion to that of Figure 5 ; namely, that PESC outperforms EIC but only by a small margin, and furthermore that the experiment is very noisy.
Discussion
In this paper, we addressed global optimization with unknown constraints. We described existing methods and discuss their weaknesses. We presented PESC, a method based on the theoretically appealing expected information gain heuristic. We showed in Figure 1 that the mathematical approximations involved in PESC are quite accurate, and that PESC performs about equally well to a ground truth method based on rejection sampling. In sections 5.2 to 5.5, we showed that PESC outperforms current methods such as EIC and AL over a variety of problems. In addition, PESC is easily applied to problems with decoupled constraints, with no additional computational cost and none of the pathologies discussed in Gelbart et al. (2014) .
One disadvantage of PESC is that it is relatively difficult to implement: in particular, the EP approximation often leads to numerical instabilities. Therefore, we have integrated our implementation, which carefully addresses these numerical issues, into the open-source Bayesian optimization package Spearmint at https://github.com/HIPS/ Spearmint/tree/PESC. We have demonstrated that PESC is a flexible and powerful method and we hope the existence of such a method will bring constrained Bayesian optimization into the standard toolbox of Bayesian optimization practitioners.
Introduction
We are interested in finding the global maximum x ⋆ of an objective function f (x) over some bounded domain, typically X ⊂ R d , subject to a series of constraint functions c 1 , . . . , c K being positive, that is, c k (x) ≥ 0, for
In particular, we want to solve problems of the form
The objective function f and the constraint functions c 1 , . . . , c K are unkown and can only be evaluated via queries to black-boxes that provide noisy outputs of the form y
In this document, we describe a sequential search algorithm that, after n evaluations of the objective f and of the constraints c 1 , . . . , c K , proposes to evaluate these functions at some location x n+1 . To make this decision the search algorithm conditions on all previous observations
After N evaluations, the algorithm makes a final recommendation x N for the global maximizer of the objective function f under the constraints given by c 1 , . . . , c K .
We take a Bayesian approach to the problem described above and use a probabilistic model for the latent functions f and c 1 , . . . , c K to guide the search and to select x N . In this work we use a zero-mean Gaussian process (GP) prior for all the latent functions [2] . Given any finite collection of points {x 1 , . . . , x n }, the vectors with the values of f at these points are jointly zero-mean Gaussian with covariance matrix 
where k f n (x) is a vector of prior cross-covariances between f (x) and {f (x 1 ), . . . , f (x n )} and k f (x, x) is the prior variance of f (x). Similarly, the vector with the evaluations of c k at {x 1 , . . . , x n } is also jointly Gaussian with zero mean and covariance matrix K 
Sampling from the posterior over constrained global maxima
is relatively straight forward using the method described in [5] . 
Approximating the predictive entropy
by adding independent Gaussian noise. Therefore, we focus on the corresponding distribution onf ,c 1 ,
We approximate this latter distribution with a multivariate Gaussian. However, instead of marginalizing over the infinite dimensional elements f, c 1 , . . . , c K we will perform an approximation and marginalize only over a finite dimensional proyection of these elements at the evaluation locations x 1 , . . . , x n and x . We now find a Gaussian approximation to the distribution (5) . The right hand side of (5) can be written as 
