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CHAPTER 1. INTRODUCTION 2
1.1 Motivation
This thesis focuses on some important methodological issues in applied statistics.
More precisely, the adequacy of data for empirical research is discussed. In par-
ticular, three stages of the process of producing and using official statistics are
investigated and their degree of uncertainty is quantified. The stages are data pro-
cessing, validation and analysis. At each of these three stages one of the following
research questions is answered. First, the producer view is taken by asking “how
should price indices be calculated from micro data in official statistics?” Second,
the views of both users and producers are considered by posing the question “how
reliable are timely published official statistics partially based on estimates?” Last,
the problem “how should one estimate econometric models with micro data from
official statistics?” is treated from the user perspective. In answering these ques-
tions the following significant contributions to the literature are made in each of
the three main chapters.
The first main chapter analyses the processing of raw data in terms of calcu-
lating elementary price indices in foreign trade statistics. Most of the literature on
elementary price indices discusses the choice of a particular index formula based on
the axiomatic approach (cf. Eichhorn, 1978, and Diewert, 1995). This approach
states properties which an index formula should desirably fulfil and checks which
axioms are actually fulfilled. The importance of axioms in general depends heavily
on the purpose of the index formula in question and, to some extent, on personal
preferences. In any case, the axiomatic approach is of little guidance in choosing
the elementary index (for which weights are not available) corresponding to the
characteristics of the index at the second stage (where weights are actually avail-
able). It exclusively deals with the mathematical properties of an index formula.
Thus, it is an all or nothing decision in favour of or against it. It consequently
completely neglects the most relevant issue in practice as to what extent a condi-
tion is not fulfilled. The statistical approach newly developed in this chapter fills
this void. It contributes to the literature by looking at how numerical equivalence
between an unweighted elementary index and a weighted aggregate index can be
achieved, independent of the axiomatic properties. It is shown that the solution
to the problem of elementary indices that correspond to a desired aggregate index
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depends on the empirical correlation between prices and quantities, in particular
on the price elasticity. Based on this, consistency between price and volume mea-
surement is achieved. In addition to the analytical derivation, this is demonstrated
empirically in an application using data from German foreign trade statistics.
In the second main chapter the validity of the data is checked by decomposition
of revisions of real time data in a seasonal adjustment context. Revisions occur
if preliminary data are updated and estimates are replaced with actual figures.
Moreover, new data lead to revisions of the seasonally adjusted time series – even
if old preliminary data remain unchanged. The limited literature on decomposi-
tion of revisions deals almost completely with the question of whether revisions
are “news or noise” (cf. Mankiw and Shapiro, 1986). This strand of the literature
discusses the informational content of revisions. Revisions are considered to be
“news” if they are orthogonal to the full information set available at the time the
first estimate was published, i.e. they are unpredictable. Vice versa, if revisions
are indeed predictable, the first estimate is a “noisy” measure of the most recent
one, hence it is an inefficient forecast as revisions correlate with a subset of the
data available for the first estimate. In contrast, this chapter is concerned with
decomposition of revisions into their sources. For that, a new procedure is devel-
oped and implemented within the framework of the seasonal adjustment method
X-12-ARIMA which is the contribution to the literature. This is relevant because
the ability of a seasonal adjustment method to produce low revisions from its tech-
nical procedure can be thought of as being a quality characteristic for it. In an
empirical application to five important German business cycle indicators, revisions
of unadjusted real time data are found to play a larger role than those stemming
from the seasonal adjustment method. This result is not self-evident as, for exam-
ple, for European time series it is frequently argued that the seasonal adjustment
method is the main reason for revisions.
The focus of the third main chapter is on data analysis; here, dynamic panel
data models are estimated by means of GMM with more robust, in this case fac-
torised, instruments. Almost all of the empirical literature and the major propor-
tion of the theoretical literature focus exclusively on the exogeneity assumption.
Exogeneity means that the instruments are uncorrelated with the error term. If
this were true, white noise processes would be ideal instruments as they per defi-
CHAPTER 1. INTRODUCTION 4
nitionem correlate with nothing. But in fact this is only half of the story: white
noise processes as instruments are consistent with virtually any estimate of the
parameters of interest. The other half of the story is the relevance assumption
(cf. Staiger and Stock, 1997). This assumption states that the instruments cor-
relate with the endogenous regressor(s). The weaker the instrument set becomes,
the worse are the small-sample properties of any instrumental variables estimator,
such as GMM. The contribution of this chapter to the literature is the proposi-
tion of a methodology that has improved finite-sample properties. In particular,
the instrument set is factorised so that its informational content is condensed in
a much lower number of instruments employed in the estimation. This results in
lower biases and lower RMSEs which is shown by Monte Carlo simulations.
1.2 Overview
The first main chapter proposes a theoretical framework which allows the achieve-
ment of numerical equivalence of an elementary index with the Laspeyres, Paasche
or Fisher price index. An application using data from German foreign trade statis-
tics illustrates the methodology outlined here.
It is customary in official statistics, although often neglected in theoretical pa-
pers, for most price indices to be calculated in two stages. At the first stage,
elementary indices are calculated on the basis of prices or their relatives, without
having information on quantities or expenditures. At the second stage, the aggre-
gate index is calculated on the basis of the elementary indices from the first stage,
using aggregate expenditure share weights.
In general, the question of “what should be measured?” directly yields the
optimal index formula at the second stage – in this instance, the Laspeyres, Paasche
or Fisher price index. The Laspeyres price index ensures the principle of pure
price comparison over multiple periods by using a fixed basket of goods and is
consistent in aggregation. The Paasche price index leads to volume measures in
constant prices which are consistent in aggregation and purely comparable over
multiple periods (Laspeyres principle for the quantity index). Among other so-
called cost of living indices, the Fisher price index approximates the change in
the minimum expenditures, which preserve utility at a constant level, owing to
changes in (relative) prices.
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However, it needs to be determined which index formula at the elementary
level, where no expenditure share weights are available, corresponds to a desired
aggregate index. Due to the unavailability of these weights for every single good
or service, an equally weighted index formula is used at the first stage. The im-
portance of the elementary level and the elementary index cannot be emphasised
enough. Biases of these indices at this level are more severe than the pros and cons
of the formula at the aggregate level. This is because the two-staged index can
never be better than its building blocks. No matter how good the aggregate expen-
diture share weights are, they simply cannot compensate biases of the elementary
indices – in fact, they just weight them together.
The existing approaches to index numbers including but not restricted to the
axiomatic approach are of little guidance in choosing the elementary index corre-
sponding to the characteristics of the index at the second stage. In order to achieve
numerical equivalence between an elementary index and an arbitrary aggregate in-
dex, a statistical approach is developed. The basic idea behind this approach is
that different elementary indices implicitly weight price relatives differently, al-
though they do not imply an explicit expenditure structure.
It is firstly demonstrated that every weighted index can be expressed one-to-one
and onto as a “power mean”. The power cannot be derived analytically without
making further assumptions. Here, the solution to the problem of corresponding
elementary indices depends on a parametric joint distribution of prices and quan-
tities and their functional relation. Hence, secondly, the log-normal distribution is
introduced. A closed form solution is provided as to which power corresponds to a
given aggregate index. Thirdly, the log-normal distribution parameters are related
to the price elasticity. It is assumed that an equilibrium quantity traded for each
good and time exists, and that the adjustment to this equilibrium is both incom-
plete (“partial adjustment”) and erroneous. Finally, it is shown that the choice
of the elementary indices which correspond to the desired aggregate ones can be
based on the price elasticity alone. A power mean with power equal to minus the
price elasticity yields approximately the same result as the Laspeyres price index;
however, if the Paasche price index should be replicated, the power of the power
mean must equal the price elasticity. A quadratic mean of order two times the
absolute price elasticity corresponds to the Fisher price index.
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This is also demonstrated empirically in an application using data from German
foreign trade statistics. The data set covers 1,264 panels consisting of 12,948 goods,
for exports as well as for imports, and a total of 1,839,384 observations over the
period January 2000 to December 2007. Panel unit root tests show stationarity of
both prices and quantities for almost all panels in exports as well as in imports.
The price elasticity is estimated in the framework of a log-linear partial adjustment
model by means of dynamic panel data one-step system GMM.
For the Laspeyres price index as desired aggregate index, 70% of the groups
of goods in exports and 72% in imports imply the use of the Carli index at the
elementary level. Regarding trade values these figures reduce to 62% and 66%,
respectively. The Jevons index performs best at the first stage in 14% of the
groups in exports and 17% in imports with much higher shares with respect to
trade value, 29% and 28%, respectively. In 15% of the groups in exports and 10%
in imports, the quadratic index is desirable at the lower level of aggregation, trade
value shares here are 7% and 5%, respectively. Shares missing to 100% reflect
other indices. If the Paasche price index is taken as desired aggregate index, the
corresponding power means are inverted: instead of the Carli index the harmonic
index, and instead of the quadratic index the reciprocal quadratic index have to
be used; if the Jevons index corresponds to the Laspeyres price index, it does so
for the Paasche price index, too. If the desired aggregate index is chosen to be the
Fisher price index, the results are as follows. Jevons index: 6% in exports (trade
value: 20%) and 7% in imports (17%); Hybrid index: 21% (19%) and 28% (25%);
CSWD index: 46% (48%) and 44% (43%), cubic order: 21% (9%) and 15% (12%);
quartic order: 6% (3%) and 4% (2%). Again, quintic and higher orders make up
shares missing to 100%.
The conclusions are twofold. Firstly, index calculation can be rendered more
precise if different elementary indices are applied to each group of goods, reflecting
their specific price elasticities. This has to be done in order to come as close
as possible to the optimal aggregate Laspeyres, Paasche or Fisher price index.
Secondly, for different purposes – either price or volume measurement – different
elementary indices should be calculated for the same data. This means that if the
Carli index is applied as the single formula at the elementary level of a Laspeyres
price index, implying a price elasticity of minus one, the harmonic index must be
used at the elementary level of a Paasche price index.
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The second main chapter deals with revisions to seasonally adjusted real time
data. The sources for these revisions are, on the one hand, those from the sea-
sonal adjustment method and, on the other hand, those from unadjusted real time
data. The revisions are empirically quantified and a decomposition procedure is
presented as to how much each of the sources contributes to total revisions.
The importance of real time data becomes obvious when one tries to understand
economic policy decisions made based on historical data and reconsiders these
past situations in the light of more recent data. Statistical agencies and users of
seasonally adjusted real time data alike are interested in it, inter alia in terms of
the quality and interpretation of statistics. Thus, revisions of real time data are a
frequently discussed topic. Revisions to seasonally adjusted real time data have two
separate but inter-related sources. One of these sources is the technical procedure
of the method used for seasonal adjustment, while the other is the revisions process
of unadjusted data in real time. These two sources are empirically quantified and
total revisions are decomposed into them.
The decomposition of a time series into unobservable components forms the
basis of seasonal adjustment. It is assumed that the unadjusted time series is
decomposed into a trend-cycle component, a seasonal component (assume, for the
sake of simplicity, that calendar effects are included in the seasonal component)
and an irregular component. Seasonal adjustment is based on the Census X-12-
ARIMA method – an iterative, mathematical procedure for seasonally adjusting
time series.
The purpose of seasonal adjustment is to filter out the usual seasonal fluctu-
ations, i.e. those movements that recur with similar intensity in the same season
each year. Hence, this implies that the seasonally adjusted series will still display
fluctuations due to exceptionally strong or weak seasonal influences. Besides this,
unusual movements that are readily understandable in economic terms as well as
other random disruptions will also continue to be visible. However, seasonally ad-
justing includes the elimination of working-day variations insofar as influences that
derive from differences in the number of working days or the dates of particular
days can be demonstrated and quantified.
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These regular patterns contain no news for analysing the current economic
development. Thus, the intention of seasonal adjustment is to eliminate these
patterns from the unadjusted time series, whilst maintaining news in the seasonally
adjusted time series – smoothness of this series, on the contrary, is no criterion.
Eventually, period-to-period changes of the seasonally adjusted time series are to
be interpreted economically; however, their movements are at least partly random
noise.
Revisions of the seasonally adjusted time series are defined as the deviation of
the most recent estimate from the first one (for the same reporting date). This
can be interpreted as the answer to the question of how much a given adjustment
is affected by appending new and updating old unadjusted data. While the former
is based on all unadjusted data available at the most recent date of release, the
latter is based only on unadjusted data up to the first publication of that reporting
date. Hence, a trade-off between timeliness and accuracy arises.
Data used in this study are firstly unadjusted real time data rebased to the
current base year, and secondly the present user setting of seasonal adjustment
which is held constant throughout all vintages. For this analysis a new procedure
is developed and implemented within the framework of the seasonal adjustment
method X-12-ARIMA. Using the two aforementioned data sources, the real time
data is seasonally readjusted, i.e. historical published figures are not used. The
period covered is from the beginning of 1991 to the end of 2006. The analysis of
revisions is based on the six-year period from 1996 to 2001.
As revisions of unadjusted data influence the estimation of the seasonal com-
ponent, a variance decomposition approach becomes necessary. The framework
for decomposition of revisions is a heterogeneous panel regression model. As es-
timated slope coefficients indicate marginal effects, elasticities are calculated and
set in relation to each other. The investigated time series are important business
cycle indicators for Germany: (1) real gross domestic product, (2) employment,
(3) output in and (4) orders received by the manufacturing sector as well as (5)
retail trade turnover.
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It can be concluded that revisions of unadjusted real time data play a larger
role when explaining revisions of seasonally adjusted real time data for Germany
as their elasticities were greater than those of seasonal adjustment. Since these
imply the use of newly available information, compared to technical revisions from
the seasonal adjustment method, they are the lesser of two evils. Furthermore, this
analysis confirmed a well-known result for the recent past: the current domain of
uncertainty of seasonal adjustment depends heavily on the time series analysed
and their properties.
The well-known problem of too many instruments in dynamic panel data GMM
is dealt with in detail in the third main chapter. It goes one step further by
providing a solution to this problem: factorisation of the standard instrument
set is shown to be a valid transformation for ensuring consistency of GMM. The
researcher’s choice of a particular transformation can be replaced by a data-driven
statistical decision.
Dynamic panel data (DPD) models have become increasingly popular. They
are characterised by two features. The first one is their dynamic structure, i.e. the
model equation has at least one lagged dependent variable on the right-hand side.
The second one is their panel structure, i.e. the data have both a cross-sectional
and a time series dimension. Nowadays micro level data, such as of firms or banks,
enable researchers to identify economic relationships at a disaggregate level. Exam-
ples include financing constraints of firms and interest rate pass-through of banks.
Not only individual effects can be estimated with the aid of panel data – also the
problem of aggregation bias can be avoided, where an aggregate regression is said
to suffer from aggregation bias when the aggregate regression slope parameter does
not correctly reflect the average of the individual slope parameters. However, DPD
models are a source for biases themselves. The Least Squares Dummy Variables
(LSDV) estimator has a non-vanishing bias for small T and large N , in particular
it is downward biased.
In order to see why this is the case, assume that a cross-section faces a pos-
itive shock in one period which is not modelled and thus appears in the error
term. Ceteris paribus, the associated fixed effect, which measures the difference
between the average of the dependent variable that remains unexplained by other
regressors and the sample average, will be higher for the whole sample period.
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In the period following the shock, both the lagged dependent variable and the
fixed effect will be higher. Hence, a regressor and the error term are positively
correlated, violating the necessary assumption for consistency of Ordinary Least
Squares (OLS). Especially, predictive power is assigned to the coefficient estimate
for the lagged dependent variable that actually should be attributed to the fixed
effect. Thereby, the former is inflated and the coefficient estimate is biased up-
ward. Under the Within Groups transformation, the lagged dependent variable
correlates negatively with the transformed error term so that the LSDV estimator
is downward biased.
The problem of DPD bias was solved with unbiased DPD estimators based on
Generalised Method of Moments (GMM) in the 1990s: first with Difference GMM
and later with System GMM. The basic idea of these estimators is that lagged
levels (Difference GMM) and additionally lagged differences (System GMM) are
valid instruments for the lagged endogenous variable, i.e. are uncorrelated with
the transformed error term. Unlike OLS, GMM does not minimise the sum of
squared errors but chooses coefficients on the regressors that satisfy all moment
conditions (the moments of the errors with the instruments are zero) as well as pos-
sible. However, one issue with regard to DPD GMM still remains problematic; the
number of instruments grows quadratically with T . GMM becomes inconsistent
as the number of instruments becomes too large. This begs the question: “what
is the optimal set of instruments?” Currently, there are two techniques in use to
reduce the instrument count. One of them is limiting the lag depth, the other one
is “collapsing” the instrument set. These transformations are deterministic ones of
the instrument matrix. Besides the fact that no widely accepted rule of thumb for
the instrument count exists, by choosing one of the aforementioned approaches, the
researcher decides which transformation is to be used. Yet, the question is, “can
we let the data decide how the transformation matrix should look?” The answer
is found here by means of principal components analysis (PCA) of the instrument
set and is shown to be “yes, we can.” PCA extracts the largest eigenvalues of the
estimated covariance matrix of the instruments and assembles the corresponding
eigenvectors in the matrix of component loadings, the transformation matrix. The
resulting DPD GMM estimator is characterised by both a lower bias and a lower
root mean squared error (RMSE) than the standard techniques.
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The results of a Monte Carlo simulation strongly suggest the use of factorised
instruments as these produce the lowest bias and RMSE. This generates a set of
instruments which reduces the uncertainty in the choice of instruments. Factorised
instruments do not only perform better as regards the exogeneity assumption (the
risk of overfitting endogenous variables is lowered), they are also stronger in terms
of the relevance assumption (the entire instrument set is not caused to be weak by
many weak instruments). The latter assumption is often neglected although it is
as important as the former one for the solution of the problem of too many instru-
ments. Furthermore, there is a clear recommendation to collapse the instrument
set prior to factorisation. Preferably, the lag depth is also limited. Most impor-
tantly, the bias of standard GMM increases due to instrument proliferation. The
simulation further shows that LSDV should be applied only if the time dimension
is much larger than 30, while pooled OLS has clearly sub-optimal properties for
the estimation of DPD.
Chapter 2
Aggregate Indices and Their
Corresponding Elementary Indices
12
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2.1 Introduction
2.1.1 Motivation
It is customary in official statistics, although often neglected in theoretical papers,
for most price indices to be calculated in two stages. At the first stage, elementary
indices are calculated on the basis of prices or their relatives, without having
information on quantities or expenditures. At the second stage, the aggregate
index is calculated on the basis of the elementary indices from the first stage,
using aggregate expenditure share weights.
In general, the question of “what should be measured?” directly yields the
optimal index formula at the second stage: for measuring genuine price movements,
a Laspeyres price index is used; for deflation purposes, a Paasche price index
is preferred; and for the “cost of living”, a Fisher price index, among others, is
the formula of choice. However, it is less clear which index formula should be
used at the first stage, where no expenditure share weights are available. The
existing approaches to index numbers including but not restricted to the axiomatic
approach are of little guidance in choosing the elementary index corresponding to
the characteristics of the index at the second stage.
The point in question is “how can the corresponding elementary index be se-
lected?” The answer to this question is found by the proposition of a statistical
approach. A single comprehensive framework, known as “power means”, unifies
the aggregate and elementary levels. With the aid of this approach, theoretical
conditions under which a particular index formula at the elementary level exactly
equals the desired aggregate index are identified and empirically approximated.
The remainder of the chapter is organised as follows. It continues with a re-
view of a selection of the existing literature on elementary indices. Section 2.2
introduces basic concepts and approaches in index theory along with a more thor-
ough explanation of the problem at the elementary level. Both the theoretical
foundations of power means as well as the application to the Laspeyres, Paasche
and Fisher price indices and their corresponding elementary indices are presented
in detail in Section 2.3. The results of an empirical application using data from
German foreign trade statistics are to be found in Section 2.4. The final section
concludes.
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2.1.2 Literature Review
After a long period of research into aggregate formulae and an almost equally long
policy debate in Europe and the US on whether the Laspeyres or Fisher formula
should be used for a consumer price index (cf. Boskin et al., 1996, 1998, and
Schultze and Mackie, 2002), the focus of attention has recently moved more to the
question of which index formula should be used at the elementary level. Nowadays,
the capabilities of modern computers and the increasing coverage of data, first and
foremost, through the advent of scanner data, enables statistical offices to calculate
more refined price indices even at the elementary level (cf. Silver, 1995, Silver and
Webb, 2002, Feenstra and Shapiro, 2003, Diewert, 2004, and Proceedings of the
Meetings of the Ottawa Group).
Diewert (2004), and Diewert and Silver (2004, 2008) devote whole chapters in
the CPI, PPI and XMPI manuals to elementary indices. They deal with virtu-
ally all topics that arise around the calculation of price indices at the elementary
level. Theoretical issues, such as the problem of aggregation, are covered as well as
practical questions, such as numerical relationships between different elementary
indices. They continue by outlining the classical approaches in index theory, i.e.
the axiomatic, economic, sampling and stochastic approaches (cf. Subsection 2.2.3
for a discussion of all four approaches), and discuss the use of scanner data (cf.
Subsection 2.5.2 for an outlook on a prospective study). Currently, there is an
active ongoing discussion at Eurostat’s Working Group on Harmonisation of Con-
sumer Price Indices – more specifically, in the Task Force on Sampling – on which
index formula is to be used at the elementary level (cf. EC, 2001, Section I). The
Commission Regulation (EC, 1996, Article 7 in conjunction with Annex II) aban-
dons the use of the Carli index but allows the use of either the Jevons or Dutot
index (cf. Subsection 2.3.1.1 for the definitions of the formulae). More precisely,
the Carli index is not prohibited de jure but de facto as it would have to be shown
that the results do not differ by more than one-tenth of a percentage point from
either the Jevons or Dutot index (cf. the next-but-one paragraph for empirical
evidence and Subsection 2.3.1.2 for the mathematical relation).
Balk (1994) discusses the index formula problem at the elementary level. He
poses the question whether ratios of average prices or an average of price rela-
tives, and which type of average, i.e. arithmetic, geometric or harmonic, should
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be used. Turvey (1996) addresses the same problem. He also presents empirical
evidence that recalculations of elementary indices with different index formulae
give significant changes in aggregate CPIs, annually by more than two percent-
age points, in Finland, Sweden, Canada and France. The use of unit values (cf.
Subsection 2.3.1.1 for a formal discussion) at the lowest level in a price index
is analysed by Balk (1998), which is commonly taken for granted to be an ap-
propriate method of aggregation for prices of homogeneous goods. He tries to
answer the questions of the conditions under which a group of goods is sufficiently
homogeneous to warrant the use of unit values, and if one needs to restrict the
use of unit values to homogenous goods alone. In the context of foreign trade,
Silver (2009) criticises the use of aggregate indices which are calculated from unit
values at the elementary level. He advocates pure price indices and reveals substan-
tial biases of customs-based unit values: they depend on the structure of quantities
and hence, cannot be considered surrogates for survey-based prices.
Szulc (1989) describes the fact that biases at the elementary level are more
severe than the pros and cons of the formula at the aggregate level. He finds
that if one ignores the particularities of the aggregate index when calculating ele-
mentary indices, this might result in surprisingly low differences between different
aggregate indices. This is because the indices at the elementary level might not
be paying attention to the characteristics of the index formula at the aggregate
level, in particular if the same elementary indices are used as building blocks of the
aggregate index – no matter which aggregate index should be used. In his 1994
paper he presents numerical evidence for the Canadian CPI that the choice of the
elementary index matters the most, particularly in the short term. Dalén (1992,
1995) discusses the impact of the choice of the wrong index formula at the elemen-
tary level in the Swedish CPI. Statistics Sweden switched over to the Carli index in
January 1990. As soon as April it was replaced by a variant of the geometric index
due to the well-known severe upward bias of the Carli index – of more than half a
percent in these three months. Using Swedish and Finnish data, he shows in his
1998 paper that the Carli index consistently gives results which are year-on-year
two index points and more larger than the Dutot and Jevons indices, while the
latter two indices are fairly close to each other. Fenwick (1999) presents evidence
that the UK HICP, which is based on the Jevons index at the elementary level,
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is annually about half a percentage point lower than the national equivalent, the
Retail Prices Index, which uses a combination of the Dutot and Carli indices, only
because of the different formulae. His main argument for this notable difference is
the relative broad item description, leading to aggregation of highly heterogeneous
items. Silver and Heravi (2007) show that the difference between the Jevons and
Dutot indices is due to different variances in the observed prices at different points
in time alone, i.e. these indices will differ if prices exhibit dispersion. From a hedo-
nic regression they derive a heterogeneity-controlled Dutot index and successfully
test their approach empirically with scanner data.
2.2 Aggregate Indices
2.2.1 First Principles
At the aggregate level, the target of measurement determines the index concept
to be used. This is either the cost of goods (COGI) or the cost of living (COLI).
In general, the former case leads to Laspeyres (1871) and Paasche (1874) price
indices, while the latter results inter alia in the Fisher (1922) price index – other
formulae include the Walsh (1901, 1921) and Törnqvist (1936) price indices.
The Laspeyres price index is the arithmetic mean of price relatives with base
period expenditure share weights. Here, pib and qib denote the price and quantity,













This is the only price index which ensures the principle of pure price comparison
(cf. von der Lippe, 2001) over multiple periods by using a fixed basket of goods
and which is consistent in aggregation (Subsection 2.2.2 provides a discussion of
this property).
For volume measurement, one would opt for the Laspeyres quantity index QL,
with QL = V/P P , where V is the ratio of expenditures at times t and 0 or the
value index and P P is the Paasche price index. One might call QL a (volume)
index in constant prices (COPI). The Paasche price index is the harmonic mean
of price relatives with current period expenditure share weights.

















This is the only price index leading to volume measures in constant prices which are
consistent in aggregation and purely comparable over multiple periods (Laspeyres
principle for the quantity index).
The Fisher price index, among others, is a superlative index. It is defined as



















This is the most famous price index approximating the change in the minimum ex-
penditures, which preserve utility at a constant level, owing to changes in (relative)
prices (cf. Allen, 1975).
2.2.2 Two-Staged Indices
In what follows, the relation between the elementary and aggregate level of two-
staged indices is analysed. Firstly, two-staged indices with the same index formula
at both levels are described. Secondly, as in the practice of official statistics,
different index formulae are applied at the two levels.
While the Laspeyres and Paasche price indices are consistent in aggregation,
the first source of aggregation bias arises from the fact that the Fisher price index
is not. This means that the result of a two-staged index calculation does not
necessarily coincide with that of a calculation in a single stage. However, as
Diewert (1978) shows, superlative indices, such as the Fisher price index, are
approximatively consistent in aggregation. Still, the remaining inconsistency can
lead to puzzling results. The one-staged index is not necessarily restricted to lie
in-between the elementary indices of a two-staged calculation. Even though all
elementary indices show decreasing prices, i.e. P Fk < 1∀ k (P Fk being the Fisher
price index for the kth group of goods), the aggregate index can show increasing
prices, i.e. P F > 1, and vice versa. Additionally, von der Lippe (2007) proposes
the Equality Test and shows that even if all elementary indices are equal, the
aggregate index can differ.
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Much more severe than this defect of the Fisher price index is the second source
of aggregation bias which occurs when statistical offices cannot use a quantity or
expenditure-weighted formula at the first stage of the aggregation process. Ow-
ing to the unavailability of this information they have to rely on an unweighted
index which might not reflect the characteristics of the index formula at the ag-
gregate level. This elementary index bias is equally applicable to the Laspeyres
and Paasche price indices as well as to the Fisher price index, no matter which
unweighted index is used. A two-staged index with a non-according formula at
the elementary level, e.g. P (J)L, the Laspeyres price index with Jevons indices
as building blocks, can lead to a different conclusion than the true price index.
Similarly, as before, one can have decreasing prices with the two-staged index, i.e.
P (J)L < 1, while the true price index shows increasing prices, i.e. PL > 1, and
vice versa. This becomes even worse for the Fisher price index which, in addition,
if it is calculated in two stages, can lie outside the bounds of the true Laspeyres
and Paasche price indices, i.e. P (J)F > PL or P (J)F < P P . Both scenarios are due
to the fact that the elementary indices may not even be close to the desired tar-
get index. Hence, more attention should be paid to the calculation of elementary
indices.
2.2.3 Index Theory
From an index theoretical standpoint, there exist four approaches which offer guid-
ance in the choice of an index formula at both the aggregate and elementary levels.
These are the economic, axiomatic, stochastic and sampling approaches and they
are described below.
The economic approach gives a microeconomic interpretation to consumer’s
optimising behaviour. Konüs (1924) develops this approach and derives the cost
of living index as the solution to a cost minimisation problem. Moreover, he shows
that the upper and lower bounds are, in general, the Laspeyres and Paasche price
indices: P P ≤ PCOLI ≤ PL. A COLI measures the change in the minimum ex-
penditures in order to maintain a given level of utility and hence, substitution
between goods is permitted. In practice, these indices are approximated by su-
perlative indices, such as the Fisher price index, as discussed in Diewert (1976).
This approach assumes that timely information on quantities or expenditures is
available.
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The Fisher price index is typically the preferred formula from the viewpoint of
the axiomatic approach, too. The axiomatic approach states properties which an
index formula should desirably fulfil and checks which axioms are actually fulfilled.
Eichhorn (1978), and Diewert (1995) discuss this approach to elementary indices
in detail. However, the elementary and aggregate levels are treated individually.
In order to fill this gap, an integrated approach for two-staged indices would be
desirable. The importance of axioms in general depends heavily on the target of
measurement (the possible target indices are introduced in Subsection 2.2.1) and,
to some extent, on personal preferences.
Selvanathan and Prasada Rao (1994) describe a stochastic approach to index
numbers in general. In this approach, the price index is the least squares estima-
tor of a weighted regression of price relatives, enabling the calculation of standard
errors and confidence intervals. The idea behind this is that price relatives deviate
only randomly from the overall price index. The shortcoming of this approach is
that it does not distinguish the fit of the model from the sampling error. The
variance of an estimator is rather the expression of the heterogeneity of the price
representatives forming the group of goods. One should not take the lowest vari-
ance as a measure for determining the most suitable index. Thus, this approach is
not designed for judging the adequacy of an index formula. In any case, its main
purpose lies in international comparisons.
The sampling approach for elementary indices is presented by Balk (2005,
2008). This approach studies elementary indices as sample estimators of unknown
population price indices and the required sampling design for unbiasedness. Under
an appropriate sampling scheme, both the Dutot and Carli indices can be justified
as sample counterparts of the Laspeyres price index. The appropriate sampling
scheme in both cases is “probability proportional to size” (PPS) sampling. For the
Dutot index to equal the Laspeyres price index, the price representatives should be
sampled according to their quantities in the base period. Should the Carli index
equal the Laspeyres price index, the appropriate PPS weights are base period ex-
penditures. This approach has the merit of allowing the achievement of numerical
equivalence of an elementary index with the desired target index, i.e. E(PD) = PL
or E(PC) = PL. The demerit is that the informational requirements (quantities
or expenditures) are generally not met by statistical offices. If they were met, the
desired target index could be calculated directly.
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Thus, owing to the aforementioned limitations, none of these four approaches
is followed here but a new, fifth approach is proposed. Although a different path
is trodden, the goal which is to be achieved is the same as that of the sampling
approach: numerical equivalence. The following statistical approach using power
means does not rely on PPS but on simple random sampling (SRS), which requires
much less additional information and is easier to implement.
2.3 Corresponding Elementary Indices
2.3.1 Theoretical Foundations
In order to achieve numerical equivalence between an elementary index and an
arbitrary aggregate index, a statistical approach is developed. In Subsection 2.3.1.1
it is firstly demonstrated that every weighted index can be expressed one-to-one
and onto as a “power mean”, as long as the former satisfies the strict mean value
property. The power mean represents a whole class of unweighted elementary
indices, such as the Carli and Jevons indices. However, an analytical derivation
of the concrete power mean of a weighted index, aggregate or elementary, is not
possible without further assumptions. Hence, secondly the log-normal distribution
is introduced in Subsection 2.3.1.2 and the power means – which correspond to the
Laspeyres, Paasche and Fisher price indices, as well as to the Dutot and unit value
indices – are related to the distribution’s parameters. Although, at that stage, one
would be able to numerically calculate elementary indices, corresponding to the
desired aggregate ones, the present chapter goes one step further and gives an
economic interpretation to the parameters through a partial adjustment model in
Subsection 2.3.1.3. Thirdly, the log-normal distribution parameters are related
to the price elasticity. Finally, it is shown in the succeeding Subsections 2.3.2
and 2.3.3 that the choice of the elementary indices which correspond to the desired
aggregate ones can be based on the price elasticity alone.
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2.3.1.1 Power Mean
Right at the very beginning, Lemma 2.1 is needed for the discussion of the problem
at the elementary level. Proof for this and all following lemmata and theorems are
to be found in Appendix A.
Lemma 2.1. The price indices of Laspeyres and Paasche as well as the Fisher
price index, Equations (2.1), (2.2) and (2.3), respectively, pass the Mean Value












where P ∗ stands for any of the three price indices. This test says that the price
index should be greater than or equal to the lowest price relative and less than or
equal to the highest one, with equality if and only if all price relatives are equal.
Given this, the problem of choosing the elementary index corresponding to the
Laspeyres, Paasche or Fisher price indices becomes solvable. To this end, it is
shown that every weighted aggregate index can be written as an unweighted power
mean of price relatives.
Definition 2.1. Let pit/pi0 denote the price relative of the ith good at time t,
where i = 1, 2, . . . , n and n ≥ 2. Furthermore, all price relatives are assumed to
be positive real numbers, 0 < pit/pi0 < ∞∀ i. Then, their power mean is defined
as










By choosing the appropriate powers r, the resulting power means equal some
of the most important elementary indices (cf. Table 2.1). Figure 2.1 exemplifies
the typical shape of the power mean as a function of its argument r. Its analytical
properties are stated in Lemma 2.2.
Lemma 2.2. The power mean is a mapping from the affinely extended real numbers
R ∪ (−∞,+∞) on the closed interval [Pmin, Pmax], or technically speaking
P r : R ∪ (−∞,+∞)→ [Pmin, Pmax]. (2.6)






























Figure 2.1: Power Mean of Price Relatives
From these intermediate results, the following theorem is deduced.
Theorem 2.1. If not all price relatives are equal, ∃ i 6= j : pit/pi0 6= pjt/pj0, i.e.
the trivial case of perfect homogeneity is neglected, then for any aggregate index
P ∗ that satisfies the mean value property there exists one and only one real r for
which the power mean is numerically equivalent,
∃! r ∈ R : P r = P ∗. (2.7)
Theorem 2.1 provides the basis for the following derivation of the corresponding
elementary indices in the case of the Laspeyres, Paasche or Fisher price indices
as desired aggregate indices. An intuitive interpretation of the theorem goes as
follows. The aggregate index P ∗ lies between the smallest and largest price relative,
Pmin and Pmax, respectively. The power mean P r covers the whole range between
these two price relatives. Moreover, it is a continuous function and hence, it has to
take on the value of the aggregate index at least once. Uniqueness of the power r is
secured through the proposition that not all price relatives are equal and therefore,
the power mean is a strictly monotonic increasing function in r.
Table 2.1 depicts some of the most frequently used formulae at the elementary
level (cf. Subsection 2.3.3 for the definitions of quadratic means). Appendix C
gives a numerical example of how power means equal Laspeyres price indices while
Carli indices fail.
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Table 2.1: Power Means and Their Formulae
r Power Mean Price Index Formula
−2 reciprocal quadratic – P r(−2) = √n/∑ni=1(pi0/pit)2
−1 harmonic Coggeshall (1887) P h = n/∑ni=1(pi0/pit)
0† geometric Jevons (1863, 1865) P J = n
√∏n
i=1(pit/pi0)
1 arithmetic Carli (1764) PC =
∑n
i=1(pit/pi0)/n




† The Jevons index is the limit of P r as r approaches zero.
Another very famous formula at the elementary level is the one of Dutot (1738),











Carruthers et al. (1980) show that this index is related to the Jevons index to the
second order via P J ≈ PD[1 + Var(p∗0)/2−Var(p∗t )/2], where Var(p∗0) and Var(p∗t )
are the variances of the relative deviations of the prices from their arithmetic mean
in the respective periods: νib = (pib/p¯b)−1, b ∈ {0, t}. Hence, the two indices will
closely approximate each other if the variance of the prices remains constant over
time. For this reason, the Dutot index is frequently put on a par with the Jevons
index.
Drobisch (1871) proposes another index which is of importance at the elemen-










Note that the summation of quantities must be defined and should be economically
meaningful. The unit value index is an elementary index in the sense of being a sur-
rogate for a price index (cf. Silver, 2009, and von der Lippe and Mehrhoff, 2009).
Using the theorem of von Bortkiewicz (1923), Párniczky (1974) derives criteria un-
der which the unit value index equals the Paasche price index, while Balk (1998)
does this for the Fisher price index. They arrive at the following expressions for the
ratio of the unit value index to the two indices: PUV /P P = 1 + relCov(p0, qt/q0)
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and PUV /P F =
√
[1 + relCov(p0, qt/q0)][1 + relCov(pt, qt/q0)], respectively, where
relCov(X, Y ) = Cov(X, Y )/[E(X)E(Y )]. For the unit value index to equal the
Paasche price index, at least one of the following criteria has to hold: a) all
base period prices have to be equal, b) all quantity relatives have to be equal, or
c) there is no correlation between base period prices and quantity relatives. In the
case of the Fisher price index, the situations a) and c) have to hold for current
period prices as well. For the reason of Lemma 2.3, the unit value index is not a
price index in the classical meaning.
Lemma 2.3. The unit value index in Equation (2.9) violates the mean value prop-
erty from Equation (2.4).
However, with respect to its importance in both consumer prices and foreign
trade, it will be analysed along with power means and the Dutot index in the next
subsection.
2.3.1.2 Log-Normal Distribution
The power r in Subsection 2.3.1.1 cannot be derived analytically without making
further assumptions. Based on Theorem 2.2, a closed form solution is provided as
to which power corresponds to a given aggregate index as well as to the practically
relevant Dutot and unit value indices.
Theorem 2.2. Under weak assumptions on the underlying data generating process,
which are outlined in the proof (cf. Appendix A), prices pib and quantities qib,















Upon this, an explicit formula is derived by which the power can be computed
directly from the log-normal distribution parameters. In Subsection 2.3.1.3, these
distribution parameters will be linked to the price elasticity.
The characteristic run of the log-normal distribution can be inferred from Fig-
ure 2.2.




Figure 2.2: Joint Log-Normal Distribution of Prices and Quantities
The assumption of a quadrivariate log-normal distribution of prices and quanti-
ties seems reasonable and predecessors are found in the literature. Moulton (1993),
and Dalén (1999) use the log-normal distribution assumption for price relatives,
while Silver and Heravi (2007) use it for prices in their own right. Note that the
latter assumption is a generalisation of the former one. Log-normal distribution of
price relatives is a direct consequence of log-normal distribution of prices. In fact,
for power means the results are the same from either of the assumptions. However,
it would not be possible to analyse the Dutot and unit value indices without the
more general assumption.
The link between the power mean, and the Dutot and unit value indices on the
one side, and the log-normal distribution parameters on the other side is built in
the following theorem.
Theorem 2.3. The power mean in Equation (2.5) corresponds to the rth root of
the rth raw moment of the marginal distribution of price relatives, which is also
the log-normal distribution. It follows that
P r = exp
(
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The Dutot index in Equation (2.8) is the ratio of the first raw moments of the
marginal distributions of current and base period prices. One finds that
PD = exp
(





The unit value index in Equation (2.9) is found to be a ratio of ratios. The ratios,
either in the current or base period, are those of the first raw product moment of
the marginal distribution of prices and quantities and the first raw moment of the
marginal distribution of quantities. This results in
PUV = exp
(
µpt − µp0 +




From Theorem 2.3, it can be seen that the Carli index (r = 1), unlike the
Jevons index (r → 0), is an increasing function of the variance of the price relatives.
Hence, a mathematical argument for the upward bias of the Carli index compared
with the Jevons index is given through this: the more heterogeneous the goods
become at the elementary level, the higher will be the bias.
Theorem 2.4 establishes the link between the Laspeyres and Paasche price
indices and the log-normal distribution parameters (cf. Subsection 2.3.3 for the
solution in the case of the Fisher price index). Moreover, it firstly gives an exact
expression for the power mean corresponding to either of the two price indices,
and secondly shows to which power mean the Dutot and unit value indices relate.
Theorem 2.4. The Laspeyres price index corresponds to the ratio of the first
raw product moment of the marginal distribution of current period prices and base
period quantities, and the first raw product moment of the marginal distribution of
base period prices and quantities. It turns out that
PL = exp
(
µpt − µp0 +
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The Paasche price index’ correspondence is the same as the one of the Laspeyres
price index but with the difference that here there are current period quantities
instead of base period ones. It becomes
P P = exp
(
µpt − µp0 +




Equating P r from Equation (2.11) with PL and P P from Equations (2.14)
and (2.15), respectively, and solving for r yields after some algebra:
P r = PL ⇐⇒ rL =






P r = P P ⇐⇒ rP =






Finally, the Dutot and unit value indices from Equations (2.12) and (2.13), re-
spectively, are related to the power mean as follows:







P r = PUV ⇐⇒ rUV =






2.3.1.3 Partial Adjustment Model
Next, the implied power r of the Laspeyres and Paasche price indices as well as
of the Dutot and unit value indices, Equations (2.16) and (2.17) in addition to
Equations (2.18) and (2.19), is connected to the price elasticity derived from a
partial adjustment model as in Definition 2.2.
Definition 2.2. It is assumed that an equilibrium quantity traded for each good
i = 1, 2, . . . , n and time b ∈ {0, t} exists. This quantity is related to the price of
the good, which, in turn, is assumed to be predetermined, and to other, strictly
exogenous variables, such as time dummies or a trend. The parameter ηqi is a panel
fixed effect, accounting for unobserved heterogeneity in the data.
ln qib = α + β ln pib + xibδ + η
q
i (2.20)
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The adjustment to the equilibrium in Equation (2.20) is assumed to be both in-
complete and erroneous. This is mirrored by the introduction of lagged quantity
and an i.i.d. error term. Here, β∗ := (1− ρ)β denotes the effective price elasticity.
ln qib = (1− ρ) ln qib + ρ ln qib−1 + εqib
= (1− ρ)α + β∗ ln pib + ρ ln qib−1 + xib(1− ρ)δ + [(1− ρ)ηqi + εqib] (2.21)
Prices are assumed to follow a panel AR(1) process:





Three remarks have to be made regarding the chosen model. First, the implied
cross-price elasticity in Equation (2.20) is zero. Second, the underlying equilibrium
price elasticity β is attenuated by sluggish adjustment of quantities. Third, owing
to the problem of identification with observed data on prices and quantities, the
estimated effective price elasticity β∗ has to be understood as being the one of the
supply-demand equilibrium rather than the one of demand. As the focus of this
chapter is on the effective price elasticity only, it is referred to simply as the price
elasticity in what follows.
Using Equations (2.21) and (2.22), the covariance matrices can be derived
subject to the model parameters. The results are collected in Theorem 2.5.
Theorem 2.5. The covariance matrices Σp,p and Σp,q = Σ′q,p of the log-normal
distribution as given in Equation (2.10) are as follows (the elements of Σq,q do































In the derivation of Equations (2.23) and (2.24) use was made of the weak
stationarity assumption, especially of stationarity in covariance.
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2.3.2 Laspeyres and Paasche Price Indices
It is shown that the solution to the problem of elementary indices that correspond
to a desired aggregate index depends on the empirical correlation between prices
and quantities. In particular, the power r is a function of the price elasticity alone.
The succeeding theorem summarises the results for the Laspeyres and Paasche
price indices (again, cf. Subsection 2.3.3 for the solution in the case of the Fisher
price index) as well as the Dutot and unit value indices.
Theorem 2.6. Combining the equations relating the power mean to the log-normal
distribution parameters, Equations (2.16), (2.17), (2.18) and (2.19), with those
relating the log-normal distribution parameters to the model coefficients, Equa-
tions (2.23) and (2.24), gives the final results:
rL = −β∗ 1




1− ργ1 ≈ β
∗, (2.26)
rD = 0, (2.27)
rUV = 0. (2.28)
From Theorem 2.6, the general results for the power mean are as follows. A
power mean with power r equal to minus the price elasticity (−β∗) yields ap-
proximately the same result as the Laspeyres price index. Hence, if the price
elasticity is minus one, for example, the power must equal one and the Carli
index (cf. Table 2.1) at the elementary level will correspond to the Laspeyres
price index as target index. This can be seen in the simplest form from the fol-








C . However, if
the Paasche price index should be replicated, the power of the power mean must
equal the price elasticity, in the above example minus one. Thus, the harmonic
index gives the same result and therefore, in this case it should be used at the
elementary level.
Under the assumption of stationarity in covariance (cf. Subsection 2.3.1.3), the
Dutot and unit value indices both equal the Jevons index. But if price dispersion
takes place in reality, violating this assumption, the indices will differ. This is even
more the case for the unit value index than for the Dutot index.
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The formulae of power means which correspond to the Laspeyres and Paasche
price indices resemble the definition of the constant elasticity of substitution (CES)
price index laid down in Appendix B. But this similarity is only superficial.
2.3.3 Fisher Price Index
The Fisher price index is derived from the Laspeyres and Paasche price indices as
their geometric mean. Owing to the symmetry of the power means which corre-
spond to the Laspeyres and Paasche price indices, a quadratic mean corresponds
to the Fisher price index. In Definition 2.3 the properties of quadratic means in
general are presented.























The index defined by Equation (2.29) is symmetric, i.e. P q = P−q = P |q|. Fur-
thermore, it is either increasing or decreasing in |q|, depending on the data. Both
characteristics can also be seen from Figure 2.3. Note that a quadratic mean of
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Figure 2.3: Quadratic Mean of Price Relatives
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Dalén (1992), and Diewert (1995) show via a Taylor series expansion that
all quadratic means approximate each other to the second order. However, as
Hill (2006) demonstrates, the limit of P q if q diverges is P∞ =
√
PminPmax. He
concludes that quadratic means are not necessarily numerically similar.
For q → 0 the quadratic mean becomes the Jevons index. For q = 1 a hybrid
index results, which was first described by Balk (2005, 2008) and independently
devised by Mehrhoff (2007) as a linear approximation to the Jevons index by
crossing the implicit quantities of the Carli and harmonic indices, which explains
the name. Implicit quantities are derived by equating the Carli index to the
Laspeyres price index and the harmonic index to the Paasche price index; these are
the inverses of base and current period prices, respectively (cf. Subsection 2.3.2).
Lastly, one arrives at the CSWD index (Carruthers, Sellwood and Ward, 1980, and
Dalén, 1992) for q = 2, which is the geometric mean of the Carli and harmonic
indices. Table 2.2 contrasts these indices.
Table 2.2: Quadratic Means and Their Formulae
q Quadratic Mean Formula
0† Jevons P J = n
√∏n
i=1(pit/pi0)































† The Jevons index is the limit of P q as q approaches zero.
Applying the preceding definitions gives the final result which is stated in
Theorem 2.7.
Theorem 2.7. A quadratic mean of order two times the absolute price elasticity


















= P q(2|β∗|). (2.30)
The approximate equality in Equation (2.30) follows from Equations (2.25)
and (2.26) in conjunction with Equation (2.5).
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2.4 Findings in Foreign Trade Statistics
2.4.1 Data Description
The statistical approach, developed in the preceding section, is applied to real
data in this section. In other words, the methodology outlined here is illustrated
by an example. At first, an overview of the data and their properties is given.
The stationarity assumption, which was used in the derivation of the approach,
is justified on empirical grounds. Then, the model is estimated for various goods.
The results are presented in terms of the model parameters and as regards the
implications for price statistics. Eventually, the model based approach is tested
for its robustness in a case study.
An application to scanner data for homogeneous goods would be suited best
because information on both prices and quantities at the elementary level is nec-
essary which scanner data would provide. Unfortunately, this kind of data are
not available for the German CPI. Hence, as an empirical application, data from
German foreign trade statistics are analysed as an alternative. The source of these
data is the German Federal Statistical Office. At the time of frontier crossing,
movements of goods in special trade are to be reported for statistical purposes;
with member states of the European Union in the Intrastat system, and with
non-member states via the customs’ Single Administrative Document (EC, 2006).
Declarations are to be made according to the Commodity Classification for For-
eign Trade Statistics and consist inter alia of the goods’ values and quantities,
the latter generally in terms of the weights. Based on these declarations, albeit
not derived from homogeneous goods, unit values are calculated at the elementary




i=1 qib), b ∈ {0, t}, which, in turn, form the basis
for the succeeding analysis.
Owing to the nature of collected data, their structure is repeated cross-sections
rather than a panel. Repeated cross-sections arise by independent cross-sectional
surveys at consecutive points in time. Unlike in price statistics, it is not ensured in
foreign trade statistics that the same goods are observed over time. The coverage
of the universe of goods is time-varying and it is not possible to establish a one-to-
one correspondence between goods over time. In this case, Deaton (1985) suggests
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estimation to be performed on a pseudo panel. This is averaging the data within
a cohort, where a cohort is a group of goods sharing common characteristics and
every good belongs to one group and one group only which is the same over time.
Here, unique transactions are aggregated at the lowest level available, that is their
reporting level: the eight-digit code of the Commodity Classification. These lower
level aggregates are the individual observations which are nested at the four-digit
code level to form an upper level aggregate.
The data set covers 1,264 pseudo panels (nests) consisting of 12,948 groups of
goods (cohorts), for exports as well as for imports, and a total of 1,839,384 obser-
vations over the period January 2000 to December 2007. Only goods measured in
kilograms – these are about three-quarters of all goods – are included in the anal-
ysis. The data, unit values in e1,000 per 100 kg (hereafter “prices”) and weights
in 100 kg (hereafter “quantities”), are transformed into their natural logarithms.
Although the goods at the elementary level are not homogeneous, they are treated
as if they were for the following analysis.
2.4.2 Regression Results
As weak stationarity of prices and quantities is assumed in the derivation of cor-
responding elementary indices (cf. Subsection 2.3.1.3), panel unit root tests are
performed prior to estimation in order to test the validity of this assumption. In
particular, these are the test of Levin, Lin and Chu (LLC, 2002), Breitung (2000),
Im, Pesaran and Shin (IPS, 2003), augmented Dickey and Fuller (ADF, 1979),
and Phillips and Perron (PP, 1988). The first two assume a common unit root
process under the null hypothesis and no unit root under the alternative. The
last three, by contrast, test the null hypothesis of an individual unit root process
against the alternative of some cross-sections without a unit root. The latter two
tests for panel data are derived as a combination of their time series variants us-
ing the results of Fisher (1925). Included in the test specification are individual
effects and individual linear trends. Lag lengths, if necessary, are selected auto-
matically based on the Schwarz information criterion; if applicable, the spectral
estimator’s bandwidth is selected according to Newey and West (1994) using the
Bartlett kernel.
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As can be seen from Table 2.3, the tests show stationarity of both prices and
quantities for almost all panels in exports as well as in imports. Throughout,
quantities perform better than prices, and exports and imports do equally well.
That not all of them are stationary is largely due to non-unity power of the tests.
Thus, the issue of (co-)integration can safely be ignored for the remainder of the
analysis.
Table 2.3: Percentages of Stationary Panels at the 5% Significance Level
Exports Imports
Test Prices Quantities Prices Quantities
LLC 89.81% 94.82% 90.46% 93.07%
Breitung 84.47% 90.88% 85.66% 92.26%
IPS 93.34% 97.70% 92.50% 97.72%
ADF 93.51% 97.78% 93.07% 98.04%
PP 96.87% 98.72% 96.88% 99.36%
The price elasticity β∗ is estimated in the framework of the log-linear partial
adjustment model given in Equation (2.21) by means of dynamic panel data one-
step system GMM (Arellano and Bover, 1995, and Blundell and Bond, 1998).
Neither time dummies nor a deterministic trend are included. Prices are assumed
to be predetermined and are instrumented accordingly. The instrument set is
collapsed in order to reduce the instrument count.
The overall results are fairly robust to different specifications of the model
(inclusion of dummies or a trend), choice of instruments (limited lag depth) and
estimation methods (fixed effects or difference GMM). Thus, only results which
are derived from the above set-up are reported.
After adjusting for outliers, 1,246 panels in exports and 1,249 in imports re-
main. The distribution of the price elasticity in exports and imports can be gath-
ered from Figure 2.4. The histograms show positive excess kurtosis, or leptokur-
tosis, for exports as well as for imports. Compared with the associated normal
distribution, the peak around the mean is more pronounced, i.e. there is a higher
probability of values near the mean, and the tails are fatter, i.e. there is a higher
probability of extreme values. However, the distributions look both quite unimodal
and symmetric. The distribution of imports lies slightly more to the right than
the one of exports.






















































































Figure 2.4: Density Histogram (Bin Width = 0.1) and Normal Density Plot of β∗
The most important descriptive summary statistics are collected in Table 2.4.
The average price elasticity (β∗) for exports is −0.99, ranging from −3.9 to 1.1.
Adjustment to the equilibrium is strong with the adjustment parameter (1 − ρ)
being 0.80 on average, lying in the range from 0.0 (no adjustment) to 1.6 (over-
adjustment). The goodness-of-fit measure (Pseudo-R2) is high at 0.51 on average,
covering the whole range from 0.0 to 1.0. The results for imports are almost the
same with the notable difference of the average price elasticity, which is −0.89,
i.e. a significant 0.1 point lower than for exports. Adjustment and goodness-of-fit
are as strong as for exports. Yet results for imports are less stable than those for
exports. This is due to higher heterogeneity of observed data owing to the large
number of different countries from which German companies import goods.
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Table 2.4: Descriptive Summary Statistics of the Partial Adjustment Model
Exports Imports
Statistic β∗ 1− ρ Pseudo-R2 β∗ 1− ρ Pseudo-R2
Mean −0.9911 0.8014 0.5060 −0.8877 0.8071 0.5116
Variance 0.3055 0.0466 0.0775 0.3055 0.0425 0.0748
Minimum −3.8923 −0.0157 0.0001 −3.3727 0.0491 0.0000
Maximum 1.0826 1.6344 0.9961 1.9547 1.4127 0.9850
As a goodness-of-fit measure, a Pseudo-R2 = Corr2(ln qib, ln qˆib) is used. This is
the squared coefficient of correlation between observed and fitted values with the
obvious interpretation of explained variance of a regression of observed on fitted
values and an intercept.
Persistence of the process of prices given in Equation (2.22) is relatively low; on
average, the autoregressive parameter γ1 is 0.17 for exports and 0.19 for imports,
thus rendering the simplification of Theorem 2.6 valid.
More important than the regression results themselves are their implications
for price statistics. These are summarised in Tables 2.5 and 2.6, respectively, in
terms of the proportions to which each of the elementary indices corresponds to
the Laspeyres, Paasche and Fisher price indices for panels with at least two groups
of goods. While the first set of figures relates to the number of panels, the second
set mirrors their monetary value. The classification of the panels to elementary
indices is based on rounding the powers r and q, respectively, to the closest integer.
This procedure is illustrated in Figure 2.6.
For the Laspeyres price index as the desired aggregate index, 70% of the panels
in exports and 72% in imports imply the use of the Carli index at the elementary
level. This means that if one wants to calculate a Laspeyres price index at the
aggregate level, the Carli index will yield approximately the same result at the
elementary level in these panels (as it is shown in an example in Subsection 2.3.2).
Regarding trade values, these figures reduce to 62% and 66%, respectively. The
Jevons index performs best at the first stage in 14% of the panels in exports and
17% in imports with much higher shares with respect to trade value, i.e. 29%
and 28%, respectively. In 15% of the panels in exports and 10% in imports, the
quadratic index is desirable at the lower level of aggregation; trade value shares
here are 7% and 5%, respectively. Shares missing to 100% reflect other indices.
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Table 2.5: Elementary Indices Corresponding to a Laspeyres Price Index
Panels Trade Values
r Price Index Exports Imports Exports Imports
0 Jevons 14% 17% 29% 28%
1 Carli 70% 72% 62% 66%
2 quadratic 15% 10% 7% 5%
If the Paasche price index is taken as the desired aggregate index, the cor-
responding power means are inverted: instead of the Carli index, the harmonic
index, and, instead of the quadratic index, the reciprocal quadratic index have to
be used. As mentioned before, if the Jevons index corresponds to the Laspeyres
price index, it does so for the Paasche price index, too.
If the desired aggregate index is chosen to be the Fisher price index, the results
are as follows. The use of the Jevons index is suggested by 6% of the panels in
exports and 7% in imports; with respect to trade values these shares increase to
20% and 17%, respectively. The hybrid index is found to be superior in 21% of
the panels in exports (trade values: 19%) and 28% (25%) in imports. 46% of the
panels in exports (48%) and 44% in imports (43%) favour the CSWD index. A
quadratic mean of cubic order should be used for 21% of the panels in exports
(9%) and 15% in imports (12%). For a quadratic mean of quartic order the figures
are 6% (3%) and 4% (2%), respectively. Again, quintic and higher orders make up
shares missing to 100%.
Table 2.6: Elementary Indices Corresponding to a Fisher Price Index
Panels Trade Values
q Price Index Exports Imports Exports Imports
0 Jevons 6% 7% 20% 17%
1 Hybrid 21% 28% 19% 25%
2 CSWD 46% 44% 48% 43%
3 cubic 21% 15% 9% 12%
4 quartic 6% 4% 3% 2%
All in all, different elementary indices should be applied to each panel in order
to approach the Laspeyres, Paasche or Fisher price index as closely as possible.
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2.4.3 A Case Study
In Subsection 2.4.2 neither the Dutot nor the unit value index could be analysed.
The presumption that these indices will differ from the Jevons index due to price
dispersion (as discussed in Subsection 2.3.2) can only be tested with sufficient data.
The intention of the following case study is firstly to discuss the empirical behaviour
of these two indices, and secondly to test the results from Subsection 2.4.2 for
their robustness using the empirical methodology of Shapiro and Wilcox (1997).
Exports of passenger cars are chosen as an example. With an export value of
more than e100 billion in 2007, the more than five million cars exported make
up more than 10% of trade value of all exported goods. The panel 8703 (four-
digit code of the Commodity Classification: motor cars and other motor vehicles
principally designed for the transport of persons, including station-wagons and
racing cars) consists of 21 groups of goods and 1,895 observations of trade values
and quantities in terms of both weight and number (the average 2007 car weights
about 1.5 tonnes). The data set ends in 2007 and hence, is not affected by the
recent financial crisis which has hit car makers hard around the world.
Both prices and quantities with respect to weight as well as number pass all of
the five panel unit root tests of Subsection 2.4.2 at any conventional significance
level. The partial adjustment model is robust to the specification of quantities
as either weight or number as the results in Table 2.7 indicate. Irrespective of
the definition of quantities, the results are virtually the same. The price elasticity
for exports is close to zero and insignificant. The adjustment to the equilibrium,
at 81%, is as strong as the Pseudo-R2 is high at 95%. Hence, the Jevons index,
corresponding to a price elasticity of zero, seems appropriate for all three, the
Laspeyres, Paasche and Fisher, price indices.
Table 2.7: Partial Adjustment Model for Passenger Cars
Weight Number
Statistic β∗ 1− ρ Pseudo-R2 β∗ 1− ρ Pseudo-R2
Parameter 0.0469 0.8078 0.9572 −0.0277 0.8111 0.9525
Standard Error 0.0303 0.0317 — 0.0290 0.0317 —
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Explanations for the counterintuitive result of equal car sales irrespective of
prices are threefold, two of which are technical and one is economic. First, the price
elasticity derived from the partial adjustment model is the effective one, i.e. lagged
adjustment to the equilibrium lowers the absolute value of the price elasticity.
Second, the estimated price elasticity should not be mistaken for the one of demand
owing to the problem of identification (as explained in Subsection 2.3.1.3). Third,
car makers might be wanting to hold sales stable by compensating for exchange
rate fluctuations, and might thus be willing to accept short-term reductions in
their profits.
After balancing the panel, 15 groups of goods remain for robustness testing of
the regression results. Given the strongly balanced feature of this new panel, time
series of the desired aggregate indices can be directly calculated. The power mean
P r, Equation (2.5), which minimises the root mean squared error (RMSE) to the
desired aggregate index P ∗, that is either the Laspeyres or Paasche price index,
Equations (2.1) and (2.2), respectively, is found by non-linear least squares:






(P ∗b − P rb )2. (2.31)
Analogously to Equation (2.31), one finds the quadratic mean P q,
Equation (2.29), which minimises the root mean squared error to the Fisher price
index, Equation (2.3).
In Table 2.8 the outcomes of the partial adjustment model and non-linear op-
timisation are compared, along with the corresponding power means of the Dutot
and unit value indices. The findings do not change qualitatively. In fact, the de-
viation from the symmetry proposition is insignificant and it turns out that the
regression results coincide with the direct calculation of the power mean. The
use of the Jevons index is justified. Note that the linear regression is based on
a panel data set of 1,817 observations, while the non-linear direct calculation is
based on a time series of 95 observations, which makes the latter more prone to
erratic behaviour.
CHAPTER 2. CORRESPONDING ELEMENTARY INDICES 40
Table 2.8: Partial Adjustment Model Compared to Non-Linear Optimisation
Statistic β∗ rL rP q rD rUV
Expectation — −β∗ β∗ 2|β∗| 0 0
Parameter 0.0469 0.3000 −0.4224 0.0000 0.2508 0.9920
Standard Error 0.0303 0.1399 0.1453 † 0.0428 0.1528
Pseudo-R2 0.9572 0.1957 0.1437 0.1548 0.9328 0.2754
RMSE — 0.0404 0.0388 0.0389 — —
† Standard error of q is not stable with respect to different initial values.
That the implied power means of the Dutot and unit value indices are signif-
icantly off their expectations can be explained with recourse to Equations (2.18)
and (2.19). While scanner data in a CPI may be well-behaved in terms of their
covariance stability, things are different in an export or import price index (cf.
Subsections 2.1.2 and 2.3.1.1 for empirical and theoretical evidence, respectively).
Unlike scanner data, the basis of index calculation is not a panel but rather re-
peated cross-sections with time-varying coverage of the universe of goods, i.e. new
goods are introduced while others disappear. Thus, the relative broad item de-
scription in foreign trade is likely to cause heterogeneity to increase over time (cf.
Subsection 2.3.2 for a discussion of this issue). Neither the variance of prices nor
the concurrent covariance between prices and quantities is stable over time. While
the variance is increasing, the covariance is decreasing, which explains the gap
between the indices and to their expectations.
Table 2.9: RMSEs of Elementary Indices to Desired Aggregate Ones
Estimator Laspeyres (rL) Paasche (rP ) Fisher (q)
β∗ 0.0418 0.0413 0.0389
rmin / qmin 0.0404 0.0388 0.0389
Jevons Index 0.0415 0.0408 0.0389
Dutot Index 0.0338 0.0387 0.0338
Unit Value Index 0.0418 0.0650 0.0531
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However, when allowing for non-power means as the Dutot and unit value
indices, the findings change slightly. For all three target indices, the Dutot in-
dex has a lower RMSE than the Jevons index, which shows a lower RMSE than
the unit value index. This is depicted in Table 2.9, which compares the RMSEs
of the respective elementary indices as estimators of the desired aggregate ones.
Nonetheless, the Dutot and Jevons indices are numerically very close.
In Figure 2.5 the time series of the Dutot, Jevons and unit value indices as
estimators of the Fisher price index are drawn on the semi-logarithmic scale with
base month January 2000 = 100. Both the Dutot and Jevons indices are similar
to the Fisher price index and to each other. This was to be expected from the
regression results as well as non-linear optimisation (cf. Table 2.8). Owing to
missing expenditure share weights, these approximations to the Fisher price index
are the closest that one can get. The unit value index is much more volatile (cf.
Table 2.9) and lies well above the Fisher price index, although it is fairly close at
the beginning of the time series. This was to be expected as well given the afore-
mentioned time-varying variances of prices and covariances between concurrent
prices and quantities.
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Figure 2.5: Elementary Indices as Estimators of the Fisher Price Index
CHAPTER 2. CORRESPONDING ELEMENTARY INDICES 42
2.5 Conclusion
2.5.1 Summary
This chapter addresses the problem of index calculation at the elementary level,
where no expenditure share weights are available. The question of “which index
formula at the elementary level corresponds to the characteristics of the index
at the aggregate level?” is dealt with. A statistical approach is proposed which
theoretically allows the achievement of numerical equivalence of an elementary
index with the desired aggregate index – in this instance, the Laspeyres, Paasche
or Fisher price index. Based on “power means” and the assumption of joint log-
normal distribution of prices and quantities, it is shown that the solution depends
on the price elasticity alone, which is derived from a partial adjustment model.
Thus, a feasible framework is provided which aids the choice of the corresponding
elementary index. The results are graphically produced in Figure 2.6. If, for
example, the price elasticity β∗ is minus one, the Carli index corresponds to the
Laspeyres price index, the harmonic index to the Paasche price index and the








Laspeyres (Power Mean: −β∗)




































































































Figure 2.6: Overview of Corresponding Elementary Indices
CHAPTER 2. CORRESPONDING ELEMENTARY INDICES 43
From an empirical application to German foreign trade statistics, it can be
seen that the choice of the elementary index does matter (cf. Figure 2.5). The
choice itself depends on the characteristics of prices and quantities. Therefore,
depending on the price elasticity, different elementary indices should be applied to
each group of goods in order to approach the Laspeyres, Paasche or Fisher price
index as closely as possible. While not relying on axiomatic considerations, this
chapter finds notable empirical differences between different elementary indices
and aggregate indices formed from them. Furthermore, the results indicate that a
range of elementary indices should be applied in the calculation of price indices.
This is in line with the findings of other authors (cf. the review of the empirical
literature in Subsection 2.1.2). In particular, the Carli index performs remarkably
well at the elementary level of a Laspeyres price index, corresponding to a price
elasticity of minus one. Sometimes, it is argued that the Carli index is upward
biased. However, this holds only in comparison with the Jevons index. Yet, the
comparison in question is not with another elementary index but with the desired
aggregate index. So, it may be the case that the Carli index is unbiased or even
downward biased compared with the Laspeyres price index (cf. Subsection 2.3.1.2
for the discussion of the Carli index’ upward bias).
2.5.2 Outlook
Two possible applications of the approach outlined in this chapter arise immedi-
ately after a decision has been taken on which aggregate index is desired. Firstly,
index calculation can be rendered more precise if different elementary indices are
applied to each group of goods, reflecting their specific price elasticities. At least
for prominent groups of goods with high expenditure shares, studies on the price
elasticity should be available. This will drive down biases of official price indices.
In fact, the desired aggregate index can be approximated by using appropriate
elementary indices. Secondly, for different purposes – either price or volume mea-
surement – different elementary indices should be calculated for the same data.
This means that if the Carli index is applied as the single formula at the elemen-
tary level of a Laspeyres price index, implying a price elasticity of minus one,
the harmonic index must be used at the elementary level of a Paasche price index.
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Still, this is in contrast to the current practice as regards foreign trade in Germany,
where the Carli index is used at the elementary level in both price statistics and
volume measurement in national accounts. The former task is achieved via the
Laspeyres price index, while the latter results in an implicit deflator in the form
of the Paasche price index.
An application of this approach to scanner data in a CPI would be worthwhile.
Scanner data in its most familiar form are collected at the checkouts of retail stores
by the scanning of bar codes. Thus, they provide a census of all transactions
rather than a sample. Furthermore, they are collected continuously and provide
simultaneous information on both prices and quantities, unlike discrete surveys
of prices alone. Lastly, qualitative information may be linked to scanner data,
allowing for hedonic adjustment. The foreign trade application of this chapter and
the prospective study of scanner data are different subject matters. In foreign
trade statistics, the data are intermediately aggregated and unit values are used,
which are neither seasonally nor quality adjusted, rather than observed purchase
prices. Disaggregate scanner data allow the calculation of unbiased price indices
and hence, a more thorough analysis based on them might change the results.
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Appendix A: Proof of Lemmata and Theorems
Proof of Lemma 2.1. The Laspeyres and Paasche price indices are basket indices,
i.e. they are a weighted means of price relatives, either arithmetic with base
period expenditure share weights or harmonic with current period expenditure
share weights. Either way, the weights ωi > 0 sum up to one,
∑n
i=1 ωi = 1 and
the proposition follows. This holds as well for the Fisher price index as it is the
geometric mean of the Laspeyres and Paasche price indices.
Proof of Lemma 2.2. That the limits towards r → ±∞ are the maximum and
minimum, respectively, can be shown by straightforward algebraic manipulations.
The geometric index as the limit towards r → 0 is found via a Taylor series
expansion. From this the proposition follows.
Proof of Theorem 2.1. From Lemma 2.1, it follows that the aggregate index P ∗
lies between the smallest and largest price relative, Pmin and Pmax, respectively.
To reiterate, the exclusion of the trivial case of perfect homogeneity ensures that
the mean value property is fulfilled in its strict from.
Pmin < P ∗ < Pmax
That the power mean P r is continuous on its whole domain follows from Lemma 2.2.
Moreover, it covers the whole range between the smallest and largest price relative
as its co-domain. Over and above that, the strict mean value property leads to r
being real, r ∈ R.
Pmin < P r < Pmax
In addition, from the intermediate value theorem (under a continuous function the
image of a connected space is connected), it follows that the power mean takes on
all values of its co-domain, of which the aggregate index is an element, at least
once. Hence, the image equals the co-domain.
P ∗ ∈ (Pmin, Pmax)← R :P r
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Eventually, the uniqueness of the power r is secured through the proposition that
not all price relatives are equal, and with Jensen’s inequality it can be shown that
the power mean is a strictly monotonic increasing function.
P s > P r ∀ s > r
From this, it follows that the power mean is bijective and therefore an inverse
function exists.
Proof of Lemma 2.3. If one writes the unit value index in its price relatives form,∑n







do not necessarily sum up to unity. This contradiction proves the proposition.
Proof of Theorem 2.2. The processes of prices and quantities are assumed to have
both started in the infinite past.




















However, the period-to-period changes are not independently distributed. The
sequences are assumed to satisfy a mixing condition, which implies ergodicity;
hence, a central limit theorem under weak dependence becomes applicable. Thus,
it follows that prices and quantities are marginally log-normally distributed. Hav-
ing proven marginal log-normal distribution, it follows that they are also jointly
log-normally distributed by imposing a functional relationship between prices and
quantities and autoregressive relationships within them.
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Proof of Theorem 2.3. The expectation of a log-normally distributed random vari-
able is given by exp(µ + σ2/2). After taking natural logarithms it applies that
a lnX ± b lnY ∼ N (aµX ± bµY , a2σ2X + b2σ2Y ± 2abσX,Y ). Using this and the def-
initions of the power mean, and the Dutot and unit value indices one finds the
following results.





































































By reducing the terms, the proposition follows.
Proof of Theorem 2.4. Using the definitions of the Laspeyres and Paasche price













































The proposition follows by reducing the terms. The corresponding power means
are found by solving the equations for r.
Proof of Theorem 2.5. Stationarity in covariance of the processes, i.e. 0 ≤ ρ < 1
and 0 ≤ γ1 < 1, imply that the covariance between any two observations depends
only on the lag between them. For the covariance of logarithmic prices, it follows
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Using the lag operator and inverting the lag polynom in the function of logarithmic
quantities, it can be written as follows.
















Taking the expectation and subtracting it on both sides yields the following ex-
pression.
ln qib − µq = β∗
∞∑
τ=0

















Substituting the appropriate expressions for ξ and b, either 0 or t, the proposition
follows by applying the formula for the sum of a geometric series.
Proof of Theorem 2.6. Substituting the respective expressions into the equations
directly yields the stated results. Under the stationarity in covariance assumption,
the difference of (co-)variances at different points in time vanishes and approaches
zero. For the powers corresponding to the Laspeyres and Paasche price indices,
rL and rP , respectively, it is assumed that the product of the autoregressive pa-
rameters is sufficiently small to be negligible, i.e. the sluggishness of adjustment
of quantities or the persistence of the process of prices is low: ργ1 → 0. The
power corresponding to the Paasche price index is derived under the additional
assumptions of sufficiently large t in order for the serial correlation to converge to
zero: ρt → 0 and γt1 → 0.
Proof of Theorem 2.7. The proposition follows directly by reducing the terms.
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Appendix B: CES Price Index
There is a kind of similarity between power means and the CES price index. The
latter is derived in Definition 2.4.











, ai > 0 ∀ i. (2.32)









) = σ ∀ i 6= j. (2.33)
The associated demand function is found by cost minimisation subject to a con-









This is visualised in Figure 2.7, where the indifference curve (IC) is held fixed while




















......... ....... ....... ....... ....... .......
Figure 2.7: Cost Minimisation Subject to a Constant Level of Utility
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The demand function follows from the Lagrange multiplier being the marginal
cost of utility; moreover, the CES utility function has constant returns to scale,
i.e. U(φqb) = φU(qb)∀φ > 0 and thus, the marginal cost equals the average cost














Lloyd (1975), and Moulton (1996) define the CES price index as a COLI under

















Equation (2.36) is derived by substituting aσi from Equation (2.34) in Equa-
tion (2.35). Note that for the zero substitutability case, σ = 0, the Lloyd-Moulton
price index becomes the Laspeyres price index, while in the case of σ → 1 the
geometric (or logarithmic) Laspeyres price index results.
The Lloyd-Moulton price index is an approximation to a true price index which
can be calculated with the data at hand for the calculation of the Laspeyres price
index plus a minimal extra informational requirement: an estimate of the elasticity
of substitution. In this sense, the power mean is the analogue at the elementary
level, allowing for the calculation of Laspeyres and Paasche price indices just from
information on price relatives plus the price elasticity. However, the notable dif-
ference between the Lloyd-Moulton price index and the power mean is that while
the former one is a weighted index at the aggregate level, the latter one is an
unweighted index at the elementary level. The Lloyd-Moulton price index from
Equation (2.36) is yet another aggregate index, notwithstanding its similar con-
struction to the power mean in Equation (2.5). This helps to explain why it is
a mean of order 1 − σ although the price elasticity of demand that is implied by
CES preferences is minus the elasticity of substitution, −σ. Moreover, there is no
elasticity of substitution as in Equation (2.33) for the same good at the very ele-
mentary level. Eventually, the Lloyd-Moulton price index faces the same problem
as any other aggregate index: “which unweighted index formula should be used at
the elementary level, where no expenditure share weights are available?”
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Appendix C: Numerical Example
Consider the following example of K = 2 groups of goods with nk = 2 goods each
and their respective prices and quantities (in grey).
k jk p0 q0 pt qt pt/ p0 p0 · q0 pt · qt
1 1 7 3 14 1 2.00 21 14
2 20 10 22 7 1.10 200 154
Σ 13 8 221 168
2 1 15 25 60 13 4.00 375 780
2 2 63 17 36 8.50 126 612
Σ 88 49 501 1,392
This represents the outcome of the true but unknown data generating process.
In price statistics one can only observe price relatives for each good in a group of
goods and aggregate base period expenditures (more precisely, the share weights)
at the group of goods level (in black). In this case the Laspeyres price indices take
on the values PL1 = 1.19 and PL2 = 5.13 which correspond to power means with
r1 = −9.20 and r2 = −1.95, respectively. The Carli indices (r = 1) are PC1 = 1.55
and PC2 = 6.25. Thus, the two-staged Laspeyres price index with Carli indices
at the elementary level becomes PL(C) = 4.81, well away from its true value of
PL = 3.92.
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3.1 Introduction
The importance of real time data becomes obvious when one tries to understand
economic policy decisions that were made based on historical data and recon-
siders these past situations in the light of more recent data (Orphanides, 2001).
Statistical agencies and users of seasonally adjusted real time data alike are in-
terested in it, inter alia in terms of the quality and interpretation of statistics.
Statistical agencies are concerned about the quality and usefulness of the statistics
they publish and how to increase these. Users of seasonally adjusted real time
data need to know the extent of revisions for economic analysis and forecasts and
how to take them into account. Thus, revisions of seasonally adjusted real time
data are a frequently discussed topic, while their sources are often disregarded
(Damia and Picón Aguilar, 2006).
This chapter deals with the empirical quantification of these sources for selected
German time series, using the real time database of the Deutsche Bundesbank.
The investigated time series are important business cycle indicators: (1) real gross
domestic product, (2) employment, (3) output in and (4) orders received by the
manufacturing sector as well as (5) retail trade turnover. Generally, revisions to
seasonally adjusted real time data have two separate but inter-related sources.
One of these sources is the technical procedure of the method used for seasonal
adjustment, in Germany Census X-12-ARIMA: the release of new unadjusted data,
old unadjusted data remaining unchanged, leads to a shift of the base period and
a change in the weights of smoothing filters. The other is the revision process of
unadjusted data in real time: on its first date of release the data contains estimates
for missing values which will be updated by and by with actual figures.
The contribution to the literature is to empirically quantify the uncertainty of
seasonally adjusted real time data in terms of revisions and decompose them into
these two sources. The revision process depends heavily on the properties of the
time series.
The outline is as follows. The next section gives definitions, Section 3.3 a
description of the methodology. A model for the decomposition of revisions is
developed in Section 3.4. In Section 3.5 the results, i.e. actual revisions and their
decomposition, are presented. The final section concludes.
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3.2 Definitions
The development of seasonal adjustment traces back to the knowledge of astron-
omy and meteorology in the early 19th century. The decomposition of a time series
into unobservable components was first applied in these sciences. This still remains
the core of modern seasonal adjustment. It is assumed that the unadjusted time
series ut is decomposed into a trend-cycle component ct, a seasonal component st
(assume, for the sake of simplicity, that calendar effects are included in the sea-
sonal component) and an irregular component it. Formally, the decomposition of
the multiplicative model, which is the most important in practice, can be written
as
ut = ct · st · it. (3.1)





= ct · it (3.2)





Let at|t denote the first estimate of the seasonally adjusted time series as given
in Equation (3.2) at time t based on unadjusted data up to time t and let at|T be
its most recent estimate at time t based on unadjusted data up to time T , t < T .
Then the per cent revision of the seasonally adjusted time series rat is defined as
the relative deviation of the most recent estimate from the first one. This can
be interpreted as the answer to the question of how much a given adjustment is




− 1 ≈ ln at|T
at|t
. (3.4)






≈ rut − rst (3.5)
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which follows directly from Equations (3.2) and (3.4) and is the difference between
revisions of the unadjusted time series and those of the seasonal component.
Revisions of per cent period-to-period changes r∆t , measured in percentage
points, are defined as
r∆t = ∆t|T −∆t|t, (3.6)
where ∆t|T and ∆t|t are defined analogously to ∆t in Equation (3.3).
3.3 Methodology
The seasonal component accounts for regular patterns arising from annually re-
curring circumstances, like seasons and length of months. These regular pat-
terns contain no news for analysing the current economic development. Thus, the
intention of seasonal adjustment is to eliminate these patterns from the unad-
justed time series, whilst maintaining news in the seasonally adjusted time series
(cf. Eurostat, 2009). Eventually, period-to-period changes of the seasonally ad-
justed time series are to be interpreted economically. For a description of seasonal
adjustment with the X-12-ARIMA method see Appendix A.
As the seasonal adjustment method X-12-ARIMA is not model based, it is
not possible to calculate standard errors for the seasonally adjusted time series
straightforwardly. The scientific literature on this topic is limited (for references
see Eurostat, 2006). The existing approaches often share the assumption of pure
linear smoothing. However, logarithmic transformation, RegARIMA modelling
and outlier detection, all three commonly used in practice, are neither linear nor
can they be approximated. Due to the fact that X-12-ARIMA lacks statistical
properties, an ad hoc analysis will be presented here.
Table 3.1 shows the most important basic data for the seasonal adjustment of
the analysed time series (for a detailed description of real time data properties
see Appendix B). Common to all time series within this chapter is the period
covered from the beginning of 1991 to the end of 2006. The forecast horizon of
RegARIMA modelling is twelve periods in each case, all time series are seasonally
adjusted assuming the multiplicative model.
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Table 3.1: Basic Data of Seasonal Adjustment of Time Series
Measuring Unit Calculation Data
Time Series (Base Year) Method Frequency
Gross Domestic Product Index (2000 = 100) Flow Quarterly
Employment 1,000 Persons Stock Monthly
Output Index (2000 = 100) Flow Monthly
Orders Received Index (2000 = 100) Flow Monthly
Retail Trade Turnover Index (2003 = 100) Flow Monthly
Analysis of revisions is based on the six-year period from 1996 to 2001. The
five years at the beginning of the data set are not used in revision analysis to
estimate primary seasonally adjusted figures of acceptable quality, and a five-
year period at the end is left in order to compare the results with almost final
seasonally adjusted figures. The real time database of the Deutsche Bundesbank
allows the impact of revisions of real time data to be quantified. However, as
the real time database is currently under construction, seasonally adjusted real
time data are not yet available over a long data span. Therefore, the analysis is
performed on the basis of selected, manually extended time series starting in 1996
(Gerberding et al., 2005).
3.4 Model
3.4.1 Seasonal Adjustment Basics
Equation (3.2) for the seasonally adjusted time series illustrates that generally re-
visions to seasonally adjusted real time data at have two separate but inter-related
sources. One source is the technical procedure of the method used for seasonal
adjustment, responsible for st, the other is the revision process of unadjusted data
in real time, ut. These sources are broken down in Figure 3.1. The estimation
of the seasonally adjusted time series at depends on the estimate of the seasonal
component st and the quality of unadjusted data ut. In turn, the estimate of the
seasonal component is influenced by the quality of unadjusted data.
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Figure 3.1: Sources of Revisions
In other words, revisions of unadjusted data influence the estimation of the
seasonal component. This can also be seen in Figure 3.2, which shows the structure
of the X-12-ARIMA method (Deutsche Bundesbank, 1999). RegARIMA modelling
constitutes a major improvement in X-12-ARIMA compared to its predecessor
version X-11. The capabilities of RegARIMA modelling are calendar adjustment
and the extension of a time series beyond its end. Forecasted time series values
are used for applying symmetric smoothing filters in the seasonal adjustment core
and forecasting seasonal components. The seasonal adjustment core represents the
established and enhanced X-11 method. This method is an iterative, mathematical
procedure for seasonally adjusting time series.
Table 3.2: Data Structure for Revision Analysis†
Seasonal Adjustment Real Time Data







... . . .
...
... . . .
T a1|T a2|T . . . aT |T a1|T a2|T . . . aT |T
† Reporting dates in columns and dates of releases in rows.
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Figure 3.2: Structure of X-12-ARIMA
The data structure for revision analysis is illustrated in Table 3.2. For the
analysis of the non-real time component, that is the seasonal adjustment method,
the most recent time series, truncated at the respective time t which is indicated
by superscript t, is used, while for the analysis of real time data the data actually
available at that specific point in time are taken.
In order to separate both effects a pure seasonal adjustment revision r˜st is
calculated which is not related to the revision of unadjusted data rut . The latter
is defined analogously to rat in Equation (3.4): rut := ut|T/ut|t − 1. The former
has to take into consideration the non-real time data component. Thus, r˜st does
not measure revisions of the seasonal component rst in real time but those of
the seasonally adjusted time series sequentially, much like the automatic History
procedure implemented in X-12-ARIMA (U. S. Census Bureau, 2001). This is
similar to rat with the difference that unadjusted data are not updated but the most
recent time series is truncated at time t and hence revisions of unadjusted real time
data do not influence seasonal adjustment revisions, which are per definitionem
non-real time. The definition of r˜st is equivalent to rat , where the denominator att|T is
now defined as the corresponding element of the truncated time series. Analogous
definitions apply to period-to-period changes.
CHAPTER 3. SOURCES OF REVISIONS 59
Hence, revisions of seasonally adjusted real time data, rat , comprise two effects
that show up in revisions resulting from seasonal adjustment, r˜st , and those from
unadjusted real time data, rut . A simple approach to the decomposition of revisions
is to understand rst but not r˜st as the residual of the approximate equality in
Equation (3.5) (for references see OECD, 2007).
rst ≈ rut − rat 6= r˜st (3.7)
It is important to note that rst and r˜st are two fundamentally different measures.
rst is defined to be the residual of a one-to-one relationship and is influenced by an-
other source of revisions. On the contrary, r˜st measures a pure seasonal adjustment
effect and allows for an original decomposition of total revisions into their sources.
Thus, in the remainder, the focus is exclusively on the pure seasonal adjustment
revision r˜st and not on revisions of the seasonal component rst .
3.4.2 Data and Theoretical Background
Data used in this study are firstly unadjusted real time data rebased to the current
base year but without metadata for filtering benchmark revisions, and secondly
the present user setting of seasonal adjustment which is held constant throughout
all vintages. For that, a new procedure is developed and implemented within the
framework of the seasonal adjustment method X-12-ARIMA in this chapter. It
measures revisions of real time data, each time rerunning seasonal adjustment with
the latest information available. RegARIMA model parameters, namely calender
regressors, outliers and ARMA parameters, are estimated with the full data span of
the latest time series available. In doing so a third source of revisions is suppressed
that emerges if user settings of seasonal adjustment are changed. Therefore, the
revisions derived from seasonal adjustment mainly describe the properties of sea-
sonal filters and extreme value detection. For seasonal adjustment purposes, data
prior to 1996 are added to each vintage using the latest time series available. Using
the two aforementioned data sources, the real time data is seasonally readjusted,
i.e. historical published figures are not used.
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The aim is to decompose total revisions, those of seasonally adjusted real time
data, into a seasonal adjustment and an unadjusted real time data part. The
hypothesis is that the variance of revisions of seasonally adjusted real time data
is the result of revisions from these two sources. To reiterate, the former source
results from shifting smoothing filters weights, the latter from newly available
information. Basically, a causal relationship of the form rat = f(r˜st , rut ) is presumed.
Revisions can be considered in a panel regression model, taking into account time
series and reporting date specific effects. The model chosen is a two-way fixed
effects heterogeneous panel regression model. Random effects are infeasible in
an unbalanced sample and the within-estimator is asymptotically unbiased. The
formal model is stated in Equation (3.8).
rai,t = αi,t + β
s
i · r˜si,t + βui · rui,t + νi,t, αi,t = α + γi + δt (3.8)
Different time series are indicated by subscript i, γi and δt are dummy variables
accounting for the heterogeneity across time series and reporting dates, νi,t is
assumed to be white noise. Slope coefficients βsi and βui are allowed to vary across
time series to capture their unique properties. In the case of real gross domestic
product, figures are assigned to the month in which the quarter ends.
Estimated slope coefficients represent marginal effects and hence depend on the
order of magnitude of the underlying revisions. They could be used to calculate
curve elasticities, εsi and εui , employing average absolute revisions, R¯ai ,
¯˜Rsi and R¯ui .
For this, absolute values are used, since otherwise revisions would cancel out to
a large extent. Elasticities have the advantage that their value possesses a direct
interpretation: values less than one indicate inelasticity, values greater than one
elasticity. The formulae for the calculation of curve elasticities are specified in
Equation (3.9). These formulae are easily derived from the definition of elasticity
as the relative change of the endogenous variable y to a 1% change of the exogenous












CHAPTER 3. SOURCES OF REVISIONS 61
The following statistical tests have been carried out on the estimated model.
Coefficients are tested with a one-sided t-test for significance of the null hypothesis
βi = 0 against the alternative βi > 0. The same test strategy is applied to
elasticities with the alternative hypothesis of inelastic revisions, i.e. εi = 1 against
εi < 1. For the ratio of elasticities, the null hypothesis εui /εsi = 1 is used against
the alternative εui /εsi > 1, which means that rut has a larger effect on rat than
r˜st . Standard errors of elasticities and their ratio are calculated using the Delta
Method. Significance levels are derived assuming asymptotic normality. χ2-Wald
tests are employed to test for parameter homogeneity, i.e. testing βi = βj ∀ i 6= j
under the null hypothesis. An F -test is suitable for checking model adequacy, the
null hypothesis is redundant fixed effects.
A pseudocode for the calculation of seasonally adjusted figures and elasticities
as well as the description of the Delta Method for the estimation of standard errors
of the latter are to be found in Appendix C.
3.5 Results
3.5.1 Predictability and Revisions
Certainty of seasonal adjustment at the end of the time series depends on the
forecast quality of RegARIMA modelling. With the aid of RegARIMA modelling a
time series is extended beyond its end and symmetric or less asymmetric smoothing
filters become applicable. Generally smaller revisions result from extending the
time series rather than applying asymmetric smoothing filters (Kirchner, 1999).
The closer the forecast comes to the realised value, the smaller are the revisions.
On the other hand, extending a time series which is hard to forecast will worsen
the robustness of the results. The average absolute percent ex ante-forecast errors
over the last three years are visualised in Figure 3.3. While time series of real
gross domestic product and retail trade turnover can be relatively well predicted,
predictability of time series of output in and orders received by the manufacturing
sector is significantly worse. The time series of employment performs best in these
terms.
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Figure 3.3: Average Absolute Percent Ex Ante-Forecast Errors




















































Figure 3.4: Average Absolute Revisions
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Time series specific average absolute revisions of seasonally adjusted real time
data, seasonal adjustment and unadjusted real time data and their corresponding
period-to-period changes are drawn in Figure 3.4. It is conspicuous that revisions
of seasonally adjusted real time data are much higher than those arising from
seasonal adjustment both for levels and period-to-period changes. Unadjusted
real time data revisions are by and large approximately of the same magnitude as
those of seasonally adjusted real time data. The problem with revisions of real time
data levels of employment is that the vintages exhibit a major structural change
due to the labour market reform and the inclusion of the new concept of persons
in marginal employment: revisions for the period before 1999 are a small fraction
of those for the period after 1999. Revisions of period-to-period changes of orders
received by the manufacturing sector are very high due to the occurrence of large
orders. Extreme value replacement for these outliers in the seasonal adjustment
core depends on the vintages.
3.5.2 Time Series Properties
A large influence on the magnitude of revisions and for this reason on the uncer-
tainty of seasonal adjustment could be ascribed to two factors. One of them is
the standard deviation of the irregular component which describes the time series’
fluctuations and the problems of forecasting and seasonal adjustment, see also
Figure 3.3. The other one is the standard deviation of the seasonal component
which represents the dependence of the time series on seasonal impacts and the
degree of necessity of seasonal adjustment. In the extreme case of no seasonal
fluctuations the unadjusted time series is equal to the seasonally adjusted time
series, ut = ct · it = at.
For comparison these influences are illustrated in Figure 3.5 as percentages.
Dividing the standard deviation by the expectation yields the dimensionless coef-
ficient of variation. Here, the expectation is equal to one in both cases.
The two components interact during seasonal adjustment (cf. Appendix A for
the significance of the seasonal-irregular component). Therefore, technically the
difficulties remain rather small if the standard deviation of the seasonal component
is relatively low, even if the one of the irregular component is relatively high. The
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Figure 3.5: Standard Deviations of the Irregular and the Seasonal Component
time series of real gross domestic product and employment have small standard
deviations of both the irregular and the seasonal component, whereby seasonal
adjustment is unproblematic. The biggest difficulties arise with the time series
of output in and orders received by the manufacturing sector and retail trade
turnover. These time series have high standard deviations of the irregular as well
as the seasonal component which leads to larger revisions.
With these five observations a cross-section regression is carried out with the
average absolute revisions of seasonal adjustment (cf. Figure 3.4) on the standard
deviations of the irregular and the seasonal component. The result with a coeffi-
cient of determination of R2 = 0.95 is stated in Equation (3.10) with Newey-West
standard errors in brackets beneath the parameters.
ˆ˜¯
Rsi = 0.4044 · σi + 0.0156 · σs
(0.0130) (0.0042)
(3.10)
It follows that the standard deviations of the irregular and the seasonal com-
ponent both influence the revisions positively. The higher the irregularity and the
seasonality of a time series are, the higher are the revisions. The standard devia-
tion of the irregular component has a higher impact on the revisions than the one
of the seasonal component.
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3.5.3 X-11 Statistics
Whether or not a change of the seasonally adjusted time series is random is a vital
question. The Deutsche Bundesbank solves this problem in short-term business
cycle analysis, e.g. in the Monthly Reports, by putting two or three periods at the
end of a time series together and comparing their change to an equally long period
before. Here, two diagnostics are presented which will give an indication and
support for answering the questions whether a change of the seasonally adjusted
time series is significant and how many periods should be put together in short-
term business cycle analysis. In any case, they will not provide an exact solution
to the problem. The diagnostics are the average duration of growth and decline
phases of the seasonally adjusted time series and the number of periods until the
ratio of the irregular and the trend-cycle component becomes less than one.
The average duration of growth and decline phases of the seasonally adjusted
time series (average duration of run, ADR) is the average number of successive
positive and negative terms, respectively, of the period-to-period changes. If a
term is zero, it is counted in the current phase. This is a suitable historical
indicator. The number of periods until the ratio of the irregular and the trend-cycle
component becomes less than one (periods for cyclical dominance, PCD) shows
when the trend-cycle component dominates the development of the seasonally
adjusted time series and not the irregular component. This relationship comes
from the definition of the seasonally adjusted time series as ct · it and the definition
of the irregular/trend-cycle component ratio as i¯/c¯.
Figure 3.6 visualises the average duration of run and the periods for cyclical
dominance. While PCD can only take integer values, ADR as an average is not
restricted to be an integer period.
Large values for average duration of run coincide with small values for periods
for cyclical dominance. The coefficient of correlation between these two indicators
is −0.65.
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Figure 3.6: X-11 Diagnostics
3.5.4 Decomposition of Revisions
The model in Equation (3.8) was estimated and the results are presented here.
Besides estimated slope coefficients, elasticities as in Equation (3.9) and their ratio
are calculated and reported below. All estimated slope coefficients are greater than
zero on the 1% significance level with the notable exception of period-to-period
changes of employment.
Results for levels in Table 3.3 reveal that elasticities of seasonal adjustment re-
visions are significantly less than one, i.e. revisions of seasonally adjusted real time
data react on average relatively inelastically to revisions of seasonal adjustment.
Revisions of unadjusted real time data are somewhat mixed, the null hypothesis
cannot be rejected for real gross domestic product and is only weakly rejected for
employment and output in the manufacturing sector. Ratios of these elasticities
clearly show that revisions of unadjusted real time data and not those of seasonal
adjustment are the major source of seasonally adjusted real time data revisions.
They are 1.25 to 2.81 times larger than the latter; the value for employment should
not be overrated as its standard error is extremely large.
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Table 3.3: Regression Results for Levels†
Time Series βsi βui εsi εui εui /εsi
Gross Domestic Product 1.50∗∗∗ .72∗∗∗ .46∗∗∗ .85 1.86∗∗
Employment 1.04∗∗∗ .91∗∗∗ .05∗∗∗ .91∗ 17.46∗∗∗
Output .93∗∗∗ .90∗∗∗ .33∗∗∗ .92∗∗ 2.81∗∗∗
Orders Received .98∗∗∗ .98∗∗∗ .55∗∗∗ .69∗∗∗ 1.25∗
Retail Trade Turnover .96∗∗∗ .80∗∗∗ .49∗∗∗ .69∗∗∗ 1.40∗∗
† Observations = 260, R2 = .99, χ2s(4) = 12.61∗∗, χ2u(4) = 35.63∗∗∗, α = .00,
F (73, 176) = 1.48∗∗. p-values: ∗∗∗ = 1%, ∗∗ = 5%, ∗ = 10%.
For period-to-period changes the results in Table 3.4 are not that clear cut.
Results for employment are insignificant due to the aforementioned problem. Elas-
ticities of revisions of real gross domestic product are not significantly less than
one, whereas those of the other time series are. Except for the ratio of elasticities
of output in the manufacturing sector, which is found to be significantly greater
than one, ratios are not statistically different from one as the inversion of the null
hypothesis does not hold either.
Table 3.4: Regression Results for Period-to-Period Changes†
Time Series βsi βui εsi εui εui /εsi
Gross Domestic Product 1.33∗∗∗ .45∗∗∗ .95 .78 .83
Employment .78 .12 .34∗∗ .23∗∗∗ .65
Output .93∗∗∗ .72∗∗∗ .48∗∗∗ .71∗∗∗ 1.49∗∗∗
Orders Received .98∗∗∗ .87∗∗∗ .65∗∗∗ .59∗∗∗ .91
Retail Trade Turnover .91∗∗∗ .68∗∗∗ .56∗∗∗ .62∗∗∗ 1.11
† Observations = 260, R2 = .99, χ2s(4) = 14.44∗∗∗, χ2u(4) = 96.33∗∗∗, α = −.03∗∗∗,
F (73, 176) = 1.98∗∗∗. p-values: ∗∗∗ = 1%, ∗∗ = 5%, ∗ = 10%.
Coefficients of determination are high for both models at R2 = 0.99. χ2-
Wald tests indicate that the heterogeneous model is appropriate as the parameter
homogeneity hypothesis is rejected. In line with this are F -tests which support
the adequacy of the fixed effects model.
Although results for levels clearly indicate the importance of unadjusted real
time data revisions and those for period-to-period changes do not contradict them,
it is worth taking a closer look at the latter because these are important for short-
term business cycle analysis. Due to the uncertainty of seasonally adjusted real
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time data, at the end of the time series a two or three-period moving average is
often used in practice and its change is compared to its previous period counterpart.
This strategy is used here. Some time series, such as employment, have a small
standard error, some a much higher one, such as output in and orders received
by the manufacturing sector. This is the only time series where the standard
deviation of revisions of seasonal adjustment is greater than that of unadjusted
real time data. By calculating moving averages, the standard errors are lowered
as noise is partially smoothed out.
The results in Table 3.5 show that in general ratios of elasticities become greater
than one when using moving averages (MA). However, results mainly remain in-
significant. This is not true for orders received by the manufacturing sector whose
ratio becomes significantly less than one. A possible explanation is the placement
of large orders which is done more sporadically than periodically. This problem
needs further investigation before robust estimates can be calculated, as even in
this case revisions of period-to-period changes of unadjusted real time data are
greater than those of seasonal adjustment. Additionally, the likelihood of esti-
mating the wrong sign of period-to-period changes decreases. Thus, revisions of
unadjusted real time data become more important since their elasticity increases
absolutely and relatively, and revisions of period-to-period changes themselves do
not have such a large influence on short-term business cycle analysis as the sign
does not change extraordinarily often.
Table 3.5: Ratios of Elasticities of Period-to-Period Changes of Moving Averages
Time Series Original MA(2) MA(3)
Gross Domestic Product .83 1.95∗∗ 1.17
Employment .65 .97 1.05
Output 1.49∗∗∗ 1.17 1.21
Orders Received .91 .72 .71
Retail Trade Turnover 1.11 1.18 1.09
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3.6 Summary
This chapter deals with the decomposition of sources of revisions of seasonally
adjusted real time data. On the one hand, non-real time data revisions of the
seasonal adjustment method as a result of appending new unadjusted data are
discussed. On the other hand, the focus is on revisions of unadjusted real time
data, resulting from updating old unadjusted data. The framework for decompo-
sition of total revisions into these two sources is a heterogeneous panel regression
model. As estimated slope coefficients indicate marginal effects, elasticities are
calculated and set in relation to each other. It can be concluded that revisions of
unadjusted real time data play an important role when trying to understand the
revision process of seasonally adjusted real time data. For levels, elasticities of sea-
sonally adjusted real time data revisions with respect to unadjusted real time data
revisions are greater than those with respect to revisions stemming from the sea-
sonal adjustment method. They are 1.25 to 2.81 times larger than the latter. For
period-to-period changes results are somewhat mixed. However, the calculation
of period-to-period changes based on moving averages underlines the importance
of unadjusted real time data revisions for explaining those of seasonally adjusted
real time data. Ratios of elasticities become greater than one. Furthermore, this
chapter confirms a well-known result for the recent past. The current domain of
uncertainty of seasonal adjustment depends heavily on the time series analysed
and their properties. Nearly throughout this chapter the same time series perform
equally well or worse.
Refinements of decompositions applied here might be to augment the model to
account for benchmark revisions and to incorporate metadata, both not the focus
of this chapter (Knetsch and Reimers, 2009). The importance of these factors
in practice makes them two further topics for fundamental research. However,
rebasing indices is to be preferred over recalculating them, as the new base year
does not apply to old data. Another fundamental question relates to revisions due
to changes of the user settings of seasonal adjustment, like RegARIMA modelling
and length of seasonal filters.
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Appendix A: X-12-ARIMA
In what follows RegARIMA modelling in the X-12-ARIMA method and its sea-
sonal adjustment core are explained in detail (cf. Figure 3.2). The illustration
here follows the expositions of Findley et al. (1998), and Ladiray and Quenneville
(2001), respectively. A new development as regards calendar adjustment in X-12-
ARIMA is RegARIMA modelling. This is the first part of the seasonal adjustment
procedure. The seasonal adjustment core itself is made up of three parts. The it-
erative smoothing procedure, contained in sections B, C and D, is displayed in
Figure 3.7 (cf. Kirchner, 1999).
RegARIMA Modelling
RegARIMA modelling contains a regression component of natural logarithms of
the unadjusted time series ut = ct · st · it (table A 1) according to Equation (3.1):
lnut = xt
′β + vt (3.11)





(1− L)d︸ ︷︷ ︸
I(d)







The main regressors in Equation (3.11) are calendar regressors which normally
represent the variation in the number of working days and holidays. Furthermore,
exogenous regressors are used to model outliers which would otherwise distort
the estimation of the model parameters. The ARIMA model in Equation (3.12)
can be written as ln(p, d, q)(P,D,Q)s. L denotes the lag (or backshift) operator
(Lτzt = zt−τ ), s the seasonal frequency (s = 12 for monthly data, s = 4 for
quarterly data), φ(L) = (1 − φ1L − · · · − φpLp) the non-seasonal AR operator
AR(p), Φ(Ls) = (1 − Φ1Ls − · · · − ΦPLPs) the seasonal AR operator SAR(P ),
(1−L)d the non-seasonal difference operator I(d), (1−Ls)D the seasonal difference
operator SI(D), θ(L) = (1−θ1L−· · ·−θqLq) the non-seasonal MA operator MA(q)
and Θ(Ls) = (1 − Θ1Ls − · · · − ΘQLQs) the seasonal MA operator SMA(Q). For
non-seasonal and seasonal AR and MA operators, it is assumed that all roots of
the inverse lag polynomial lie inside the unit circle. The error term et is assumed
to be white noise.
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The correlogram in Figure 3.8 shows the theoretical autocorrelation structure
of a ln(0, 1, 1)(0, 1, 1)12 model – here in non-seasonal and seasonal differences – with
the coefficients θ = .3 and Θ = .6. This so-called airline model is most frequently
chosen, see also Table 3.6. The autocorrelation is evident around the seasonal
frequency. As well as the negative autocorrelation at lag τ = 1 and τ = 12, which
results directly from the MA coefficients, this model has a positive autocorrelation
at lags τ = 11 and τ = 13, which is due to the interaction of the two coefficients.
This illustration is the basis for identifying a suitable ARIMA model for practical
seasonal adjustment using X-12-ARIMA.





























Figure 3.8: Autocorrelation Function (ACF) of the Differenced Airline Model
X-12-ARIMA allows for the adjustment of working-day fluctuations using
RegARIMA modelling. To this end, Equations (3.11) and (3.12) are estimated
with suitable regressors and the estimation of the calendar component is deter-
mined based on the estimated coefficients and the regressor values (table A 9).
The calendar component does the same as the seasonal component (cf. Section 3.3
for an explanation of the seasonal component) for recurring calendar events which
shift between months, such as the number of working days within the same month
in different years and timing of holidays. As the calendar component contains
no news on the underlying economic development either, it can be interpreted as
seasonality in the broader sense.
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Seasonal Adjustment Core
The procedure in the seasonal adjustment core can be simplified into four steps.
In the first step, the calendar-adjusted time series (table B 1) is smoothed using a
moving average in order to estimate the provisional trend-cycle component. The
trend-cycle component ct mirrors the long-run economic development and business
cycle fluctuations, and so is a smooth, generally non-stationary time series. From a
theoretical standpoint this component would be the most desirable one for business
cycle analysis as it shows cyclical turning points most clearly. However, at the end
of the time series, the estimation of this component is not possible with high
accuracy. There is a persistent risk of spurious extrapolation of a past trend-cycle
into the future. Nonetheless, an estimate is needed for seasonal adjustment.
The seasonal-irregular component (si)t (table B 8) is determined in the second
step as the ratio of the calendar-adjusted time series and the estimated trend-
cycle component. This seasonal-irregular component is smoothed using a monthly
or quarterly-specific moving average in the third step. After normalisation, the
outcome is an estimation of the seasonal component st (table B 10).
For the seasonal component, three-period simple moving averages of a simple
moving average of odd length are used as smoothing filters. This means that this
smoothing filter is based on a combination of two simple moving averages. The



































which originate from the systematic structure shown in Figure 3.9. This smoothing
filter has a validity window of eleven years since, contrary to the Henderson trend
filter (see below), the moving seasonal filter is calculated on a monthly or quarterly-
specific basis.
The symmetry of the smoothing filter prevents a phase shift, which would cause
the seasonally adjusted time series to have different turning points from that of
the unadjusted time series.
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Figure 3.9: Smoothing Filter Weights of the 3× 9-Moving Seasonal Filter
Using this estimate of the seasonal component, the seasonally and calendar-
adjusted time series (table B 11) is determined in step four. It is noteworthy that
smoothness of the seasonally adjusted time series at = ut/st from Equation (3.2),
is no criterion for its quality. As it can be seen from the same equation the
seasonally adjusted time series at = ct · it contains the irregular component per
definitionem. Also it should be noted that the movements of its period-to-period
changes ∆t = at/at−1 − 1 from Equation (3.3) are at least partly random noise.
The irregular component it (table B 13) comprises all random and exceptional
fluctuations as well as the errors of the other components. It is derived as the ratio
of the seasonally and calendar-adjusted time series and the trend-cycle component.
If extreme values are recorded for the irregular component, these seasonal-irregular
components are given a lower weighting (table B 17) and are replaced by adjacent
values – as exemplarily shown in Figure 3.10. Here, full weighting is used within
1.5 times the standard deviation of the expectation (E(it) = 1) and no weighting
is used beyond 2.5 times the standard deviation.
Based on this provisional weighting of extreme values in section B, the whole
process of smoothing out the trend and seasonal component from the calendar
and outlier-adjusted time series is repeated in section C in order to determine the
final weighting of extreme values (table C 17). Lastly, the final estimate of the
components (tables D 10, D 11, D 12 and D 13) is calculated in section D using
the irregular-weighted time series whose weights were calculated in section C.
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Figure 3.10: Down-Weighting of Extreme Seasonal Factors
For the trend-cycle component (table D 12), Henderson smoothing filters of odd
length are applied to the seasonally and calendar-adjusted time series. The filter





−n ωt+τ = 1,
∑n
−n t · ωt+τ = 0 and
∑n
−n t
2 · ωt+τ = 0. Analytically, for pe-
riod t+ τ (τ ∈ [−n, n]) the following formula results, where m = n+ 2:
ωt+τ =
315[(m− 1)2 − τ 2][m2 − τ 2][(m+ 1)2 − τ 2][(3m2 − 16)− 11τ 2]
8m(m2 − 1)(4m2 − 1)(4m2 − 9)(4m2 − 25) .






































This smoothing filter extends over 2n+ 1 = 13 successive periods (n = 6).
Figure 3.11 shows the smoothing filter properties in the frequency domain of a
combined monthly 3×9-moving seasonal filter and 13-term Henderson trend filter
using the squared gain. This smoothing filter eliminates the monthly frequencies
while the spectral mass is heightened around the monthly frequencies.


























































































































































Figure 3.11: Squared Gain of the Combined Smoothing Filter
Appendix B: Real Time Data Properties
Data Description
Gross domestic product in constant prices in million DM was calculated with base
year 1991 up to the first publication of reporting date first quarter 1999. From then
onwards it was based on the year 1995 and from reporting date fourth quarter 2001
onwards it is given in million Euro. The base year 2000, first introduced for
reporting date first quarter 2005, marked the changeover to previous year’s price
basis chain-linked Laspeyres volume indices with the annual overlap technique.
To account for this, all figures are converted to Euro if applicable, and fixed price
basis volumes are re-indexed with base year 2000 = 100 to match the current
chain index. Working-day adjustment is performed beforehand, utilising monthly
indicator time series.
Figure 3.12 shows the real time data vintages of gross domestic product on the
logarithmic scale for the last two years. The vintage graph exhibits the effect of
revisions to the time series. One can see for example that the growth path (on the
linear scale) has been revised continuously upwards in 2006 since new data became
available.





























































































































































































Figure 3.12: Real Time Data Vintages of Real Gross Domestic Product
Although revisions of real time data decline over time, they do not vanish as
is shown in Figure 3.13 which plots average absolute revisions of real time data of
gross domestic product against τ . The decline is to be expected given the increase
of available data with the passing of time. That revisions do not vanish completely
is due to benchmark revisions, e.g. changes in classifications.
The most recent vintage of the seasonally adjusted and unadjusted time series
as well as the seasonal component is drawn in Figure 3.14. The axis of the sea-
sonally adjusted and unadjusted time series is logarithmically scaled and the one
of the seasonal component is linearly scaled.
Employment was measured in 1,000 persons until the end of 1998 without per-
sons in marginal employment, and with these afterwards. While prior to reporting
month June 2000 the microcensus of the Federal Statistical Office was used as one
important source of the base data, since then it has been replaced by the employ-
ment statistics of the Federal Employment Agency. These effects are captured by
linking the vintages to show no revisions, i.e. monthly specific chain factors are
calculated that neutralise both these effects in the respective months. Time series
are to be found in Figure 3.15. Note that both axes are linearly scaled because
employment is not an index unlike the other indicators.
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Figure 3.14: Time Series of Real Gross Domestic Product
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Figure 3.15: Time Series of Employment
Output in and orders received by the manufacturing sector both begin as value
indices with base year 1991 = 100 up to reporting month May 1998 when the
base year was changed to 1995 = 100. The current base year 2000 = 100 was
introduced for output in reporting month December 2003 and for orders received
in January 2003. All figures used for this analysis are based on the year 2000 = 100.
Figures 3.16 and 3.17 show the time series.
Retail trade turnover is evaluated as an index in current prices excluding value
added tax. Its base year was changed in reporting month January 1997 from
1994 = 100 to 1995 = 100, in August 2002 to 2000 = 100 and in April 2005 to
2003 = 100. For this analysis the last base year, 2003 = 100, is the reference, too.
Furthermore, the very first estimate based only on six out of sixteen federal states
is used throughout. Time series are given in Figure 3.18.
Table 3.6 collects the user settings of seasonal adjustment. In particular, the
chosen ARIMA model, the seasonal and trend filter lengths and the sigma limits
(cf. Appendix A for the meaning of each of these settings).
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Figure 3.17: Time Series of Orders Received by the Manufacturing Sector
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Figure 3.18: Time Series of Retail Trade Turnover
Table 3.6: User Settings of Seasonal Adjustment of Time Series†
Filter Lengths
Time Series ARIMA Model Seasonal Trend Sigma Limits
Gross Domestic Product (0,1,0)(0,1,1) 3× 9 5 2.0 / 3.0
Employment (0,2,2)(0,1,1) 3× 5 13 2.5 / 3.5
Output (0,1,1)(0,1,1) 3× 9 17 2.0 / 3.0
Orders Received (0,1,1)(0,1,1) 3× 15 13 1.5 / 2.5
Retail Trade Turnover (0,1,1)(0,1,1) 3× 9 17 2.3 / 3.0
† Seasonal filters are applied separately to each month and quarter, respectively,
and may therefore differ from one another. In these cases the most frequently used
length is stated in the table.
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Data Tables
A breakdown of numeric values of time series specific average absolute percent ex
ante-forecast errors over the last three years of Figure 3.3 is given in Table 3.7.
Table 3.7: Average Absolute Percent Ex Ante-Forecast Errors
Time Series Last 3 Last Last−1 Last−2
Years Year Year Year
Gross Domestic Product 1.12% 1.91% 1.06% 0.40%
Employment 0.50% 0.33% 0.55% 0.62%
Output 2.36% 2.74% 3.06% 1.27%
Orders Received 2.48% 2.65% 3.13% 1.65%
Retail Trade Turnover 1.37% 0.89% 1.50% 1.72%
Numeric values of time series specific average absolute revisions of seasonally
adjusted real time data, seasonal adjustment and unadjusted real time data and
their corresponding period-to-period changes, drawn in Figure 3.4, are given in
Table 3.8.











Gross Domestic Product0.60% 0.18% 0.70%0.40% pt 0.28% pt 0.70% pt
Employment 1.24% 0.06% 1.25%0.07% pt 0.03% pt 0.13% pt
Output 1.23% 0.44% 1.26%0.94% pt 0.48% pt 0.92% pt
Orders Received 1.08% 0.60% 0.75%1.25% pt 0.83% pt 0.85% pt
Retail Trade Turnover 0.84% 0.43% 0.72%0.70% pt 0.43% pt 0.64% pt
In Table 3.9 numeric values are collected for the standard deviations of the
irregular and the seasonal component from Figure 3.5 along with average duration
of run and periods of cyclical dominance from Figure 3.6.
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Table 3.9: Time Series Properties and X-11 Statistics
Time Series σi σs ADR PCD
Gross Domestic Product 0.18% 1.45% 2.42 1
Employment 0.08% 0.72% 3.44 1
Output 0.82% 5.52% 1.68 3
Orders Received 1.35% 4.21% 1.74 3
Retail Trade Turnover 0.79% 8.63% 1.72 7
Appendix C: Estimation of Elasticities
Pseudocode
For fixing the model and keeping outliers throughout revision analysis, all parame-
ters need to be f-ixed in the specification file using both the b, and ar and ma-tags
in the regression and arima section, respectively. Additionally, the outlier
section needs to be deleted as all outliers should be included in the regression
section. The pseudocode for the calculation of seasonally adjusted figures, and
their revisions and elasticities reads as follows.
Pseudocode Input Output Reference
Seasonally adjust real time data ut|t at|t Eq. (3.2)
Seasonally adjust historic data utt|T a
t
t|T Tab. 3.2




Calculate revisions at|t, at|T rat Eq. (3.4)




∆t|t, ∆t|T r∆t Eq. (3.6)
Estimate marginal effects rat , r˜st , rut βs, βu Eq. (3.8)
Calculate elasticities βs, βu, R¯a, ¯˜Rs, R¯u εs, εu Eq. (3.9)
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Delta Method
Standard errors of elasticities and their ratio are calculated using the Delta Method.
The Delta Method is based on a first-order Taylor approximation of the non-
linear expression around its expectation. Let X be the vector of known ran-
dom variables and g(X) be the desired transformation into a new random vari-
able Y . It then follows that Y = g(X) ≈ g(E(X)) + J · (X − E(X)), where
J = ∂g(X)/∂X is the Jacobian matrix. The expectation and variance of Y are
E(Y ) ≈ g(E(X)) and Var(Y ) ≈ J · Var(X) · J′, respectively. For the calcula-
tion of variances of elasticities and their ratio, estimated slope coefficients and
average absolute revisions were used. Under the assumption of Cov(βi, R¯i) = 0,
Var(X) can be block-diagonal partitioned and the variance of Y can be written as
Var(Y ) ≈ Jβ · Var(βi) · J′β + JR¯ · Var(R¯i) · J′¯R, where Var(R¯i) = 1/T · Var(Ri).


















)2 βsi · 1R¯ai
]
.
Analogously, replace βsi and
¯˜Rsi with βui and R¯ui , respectively, for the elasticity
of unadjusted real time data revisions.
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Many Instruments in Dynamic
Panel Data GMM
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4.1 The Problem of Too Many Instruments
Dynamic panel data (DPD) models have become increasingly popular in the last
two decades. Nowadays the availability of micro level data, such as of firms or
banks, enables researchers to identify economic relationships at a disaggregate
level. Hence, the serious problem of aggregation bias (Lippi and Forni, 1990) can
be avoided. However, the solution is not without a drawback: DPD bias. As
Nickel (1981) has shown, the Least Squares Dummy Variables (LSDV) estimator
has a non-vanishing bias for small T and large N . Anderson and Hsiao (1982)
were the first to propose an unbiased DPD estimator with the notable trade-off
between lag depth and sample size. It was not until Holtz-Eatkin et al. (1988)
that an unbiased DPD estimator was constructed based on Generalised Method of
Moments (GMM) (Hansen, 1982). The breakthrough came with Difference GMM
by Arellano and Bond (1991), and System GMM by Arellano and Bover (1995) and
Blundell and Bond (1998). In the meantime, Kiviet (1995) proposed a corrected
LSDV estimator for balanced panels. However, one issue with regard to DPD
GMM still remains unresolved; the number of instruments grows quadratically in
T and GMM becomes inconsistent as the number of instruments diverges, thus
begging the question “what is the optimal set of instruments?”
Roodman (2009) addresses the problem of too many instruments. Increasing
the sample size causes the number of instruments to proliferate as DPD GMM
generates one instrument for each time period and lag available. Currently, there
are two techniques in use to reduce the instrument count. One of them is limiting
the lag depth, the other one is “collapsing” the instrument set. The former implies a
selection of certain lags to be included in the instrument set, making the instrument
count linear in T . The latter embodies a different belief about the orthogonality
condition: it no longer needs to be valid for any one time period but still for
each lag, again making the instrument count linear in T . A combination of both
techniques makes the instrument count invariant to T . These transformations
are deterministic ones of the instrument matrix, i.e. the transformation matrix
consists of zeroes and ones. Besides the fact that no widely accepted rule of
thumb for the instrument count exists, by choosing one of the aforementioned
approaches, the researcher decides which transformation is to be used for the
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data. The point in question is, “can we let the data decide how the transformation
matrix should look?” The answer to this question is found by means of factor
analysis of the instrument set and is shown to be “yes, we can.” The resulting
DPD GMM estimator is characterised by both a lower bias and a lower root mean
squared error (RMSE) than the standard techniques.
The remainder of the chapter is organised as follows. Section 4.2 introduces the
new estimation technique based on factorised instruments. Monte Carlo results
for this estimator are presented in Section 4.3. The final section concludes.
4.2 A Solution to this Problem
Consider an autoregressive panel model of order one for the endogenous variable
yi,t, where αi = α + ηi is a fixed effect and εi,t is the error term.
yi,t = α + βyi,t−1 + ηi + εi,t (4.1)
The autoregressive parameter β of Equation (4.1) is estimated with DPD GMM
in first differences (∆yi,t = β∆yi,t−1 + ∆εi,t). This will be treated here exclusively
without loss of generality but for simplicity of exposition. The standard instrument
set Z consists of lagged values of the endogenous variable, which are uncorrelated
with the first differences of the error term.
E(Z′∆ε) = 0 (4.2)
First, the conditions for consistency of the aforementioned techniques, along
with a whole class of transformations, to reduce the instrument count are veri-
fied in the following theorem. Unlike other authors, who derive the limited or
collapsed instrument set from first principles by considering interpretable orthog-
onality conditions, this chapter applies transformation matrices to the standard
instrument set which yield the desired results (cf. Appendix B). Proofs for this
and the following theorem are to be found in Appendix A.
Theorem 4.1. Let Equation (4.2) be valid. Then E(Z∗′∆ε) = 0 with Z∗ = ZF
for any deterministic transformation matrix F.
CHAPTER 4. THE PROBLEM OF TOO MANY INSTRUMENTS 88
It follows from Theorem 4.1 that limiting the lag depth, collapsing the instru-
ment set or both are valid transformations for consistent estimation of the pa-
rameter of interest. Moreover, any transformation, no matter if it lacks a sensible
interpretation, satisfies the conditions of the theorem as long as it is deterministic.
Second, the aim of this chapter is to introduce a new technique rather than
to evaluate standards already in use. Hence, the focus here lies on stochastic
transformations instead of deterministic ones. In order to solve the problem of
instrument proliferation, this chapter suggests the application of factor analysis
– more precisely for the case in hand – principal components analysis (PCA) to
the instrument set. PCA extracts the largest eigenvalues of the estimated covari-
ance matrix of Z and assembles the corresponding eigenvectors in the matrix of
component loadings F∗, the transformation matrix. In this case, the transfor-
mation matrix is stochastic and Theorem 4.1 is no longer applicable. However,
Theorem 4.2 provides a solution.
Theorem 4.2. Let yi,t−1−`, ` = 1, 2, . . . (the elements of the Z matrix) and ∆εi,t
be independent random variables for all i and t. Then E(Z∗∗′∆ε) = 0 with
Z∗∗ = ZF∗, where F∗ is the matrix of component loadings from PCA of V̂ar(Z).
Theorem 4.2 is both more general and more specific than Theorem 4.1. The
fact that it also holds true for deterministic F∗ = F makes it more general. It is
more specific in the sense that it requires independence of yi,t−1−` and ∆εi,t which
is a stronger property than uncorrelatedness. This assumption is not too strong if
the error term is thought of as being an exogenous shock.
4.3 Performance of Factorised Instruments
Judson and Owen (1999) provide Monte Carlo evidence that GMM is superior to
other estimation techniques when it comes to DPD. Among others, their findings
are: OLS produces biased estimates even for large T , the bias of LSDV decreases
with T but may still be up to 20% of the true value even when T = 30, and
also that the LSDV bias increases with the true value of the autoregressive pa-
rameter. Additionally, OLS is upward biased while LSDV is downward biased.
Windmeijer (2005) adds to this list that GMM becomes more efficient when the
lag depth is limited, and thus fewer instruments are employed in the estimation.
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Table 4.1 and Figures 4.1, 4.2 and 4.3 present biases, RMSEs and standard
deviations (SDs) from a Monte Carlo simulation of a one-step estimation of Equa-
tion (4.1) with parameter values of β in the range from close to zero to close to
one. εi,t is assumed to be standard normal, as is αi. N is fixed at 100, T is 10,
20 and 30, respectively (large N , small T ). The pre-sample period length is 30.
The standard instrument set is either taken as it is, limited, collapsed or both,
and additionally PCA has been applied to all four variants. The experiment is
repeated 1,000 times. The derivation of the GMM estimator and the test statistics
can be found in Appendix C.
The results confirm the findings of Judson and Owen (1999) and
Windmeijer (2005). In addition, factorised instruments outperform all other tech-
niques by having both a lower bias and RMSE, however, there are a few exceptions
when T = 10. In general, factorisation of the limited and collapsed instrument
set results in the lowest bias, while factorisation of the collapsed but unlimited
instrument set yields the lowest RMSE. Biases are zero to the second decimal
place or in relative terms less than 1%, RMSEs are zero to the first decimal place.
SDs reveal the frequently cited result that GMM is potentially more volatile than
least squares estimators. This is even more the case if factorised instruments are
used. The well-known trade-off between a loss of efficiency due to the neglect
of theoretically valid instruments and a reduction of bias by avoiding instrument
proliferation arises.
The advantage of factorised instruments over standard ones is the condensation
of the informational content of the instrument set into a much lower number of
instruments employed in the estimation thus lowering the risk of overfitting en-
dogenous variables but retaining almost all information. The next best approach
is standard GMM with the instrument set being both limited and collapsed. Ac-
ceptable results can also be derived from a collapsed but unlimited instrument set
in standard GMM. Limiting the lag depth on the one hand is a good idea as even
if the autoregressive parameter is high, serial correlation will be low after a few
periods and deeper lags are weak instruments, adding almost no new information
for estimation. Collapsing the instrument set on the other hand also condenses
the information in the instrument set into a lower number of instruments. The
techniques most frequently used in applied DPD research, the untransformed in-
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Table 4.1: Bias, RMSE and SD for β = .2 and β = .8†
T = 10 T = 20 T = 30
Method Statistic β = .2 β = .8 β = .2 β = .8 β = .2 β = .8
Least Squares
OLS Bias +.477 +.180 +.477 +.180 +.477 +.180
RMSE .478 .180 .478 .180 .478 .180
SD .035 .005 .032 .004 .031 .003
LSDV Bias −.136 −.243 −.064 −.111 −.042 −.070
RMSE .140 .245 .068 .113 .045 .071
SD .033 .031 .022 .019 .018 .014
Standard GMM
Untransformed Bias −.080 −.539 −.146 −.624 −.199 −.681
RMSE .101 .555 .151 .628 .201 .683
SD .062 .133 .038 .066 .029 .044
Limited (Ltd.) Bias −.061 −.506 −.114 −.580 −.157 −.633
RMSE .089 .528 .121 .585 .160 .635
SD .065 .151 .039 .075 .031 .051
Collapsed (Col.) Bias −.014 −.373 −.017 −.296 −.017 −.257
RMSE .070 .435 .047 .325 .039 .275
SD .069 .225 .043 .133 .035 .098
Ltd. & Col. Bias −.001 −.172 −.007 −.159 −.007 −.137
RMSE .071 .297 .044 .205 .036 .166
SD .071 .243 .044 .129 .035 .094
Factorised GMM
Untransformed Bias −.325 −.706 −.463 −.826 −.502 −.856
RMSE .550 .913 .632 .945 .607 .949
SD .444 .579 .430 .459 .341 .408
Limited (Ltd.) Bias −.165 −.534 −.300 −.646 −.399 −.760
RMSE .305 .769 .447 .781 .501 .861
SD .256 .553 .331 .439 .303 .405
Collapsed (Col.) Bias +.004 −.026 +.003 −.007 +.004 .000
RMSE .059 .189 .035 .077 .029 .048
SD .059 .188 .035 .077 .028 .048
Ltd. & Col. Bias +.002 +.005 +.002 −.002 +.003 .000
RMSE .067 .217 .037 .084 .031 .055
SD .067 .217 .037 .084 .030 .055
† For the sake of brevity, results for values of the autoregressive parameter other
than β = .2 and β = .8 are not displayed here. The results obtained for these
values are similar to those presented above.
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x-Axis: β, y-Axis: Bias; Solid Line: T = 10, Dashed Line: T = 20, Dotted Line: T = 30
Figure 4.1: Biases from a Monte Carlo Simulation
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x-Axis: β, y-Axis: RMSE; Solid Line: T = 10, Dashed Line: T = 20, Dotted Line: T = 30
Figure 4.2: RMSEs from a Monte Carlo Simulation
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x-Axis: β, y-Axis: SD; Solid Line: T = 10, Dashed Line: T = 20, Dotted Line: T = 30
Figure 4.3: SDs from a Monte Carlo Simulation
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strument set and the limited one in standard GMM, are the worst choices, that is
apart from the factorised variants of them. Both techniques are significantly down-
ward biased (which becomes even worse, the higher T is), although the estimate
still has the correct sign. Performance of their factorised variants is unacceptable;
not even the correct sign can be expected.
Explanations for the failure of the standard techniques can be found with re-
course to the Sargan (1958) test of overidentifying restrictions (cf. Table 4.2 and
Figure 4.4). The failure of the factorised variants can be traced back to PCA
and the Kaiser-Meyer-Olkin (Kaiser, 1970) measure of sampling adequacy (MSA)
(cf. Table 4.3 and Figure 4.5). Through testing for weak instruments according
to Staiger and Stock (1997), more evidence is found why both the standard tech-
niques and the factorised variants do not perform particularly well (cf. Table 4.4
and Figure 4.6).
Table 4.2 shows the number of instruments employed in the estimation for each
of the methods used and the proportions for which the validity of the overidentify-
ing restrictions have been rejected at the nominal 5% significance level. It should
be borne in mind that the power of the test is not weakened by many instruments.
For limited instrument sets, the number of lags employed is set to be half of the
available lags; for factorised instrument sets, the number of retained components
has been fixed. Both choices are to a certain extent arbitrary.
Table 4.2: Instrument Count J and Rejection Frequency of Valid Instruments
T = 10 T = 20 T = 30
Method J β = .2 β = .8 J β = .2 β = .8 J β = .2 β = .8
Standard GMM
Untransformed 36 .103 .202 171 .176 .400 406 .318 .605
Limited (Ltd.) 26 .096 .181 126 .140 .365 301 .228 .568
Collapsed (Col.) 8 .091 .166 18 .077 .169 28 .092 .185
Ltd. & Col. 4 .047 .097 9 .069 .096 14 .074 .099
Factorised GMM
Untransformed 3 .080 .076 4 .064 .057 5 .070 .064
Limited (Ltd.) 3 .100 .109 4 .063 .064 5 .076 .072
Collapsed (Col.) 2 .000 .000 3 .000 .000 4 .000 .000
Ltd. & Col. 2 .000 .001 3 .000 .000 4 .000 .000
CHAPTER 4. THE PROBLEM OF TOO MANY INSTRUMENTS 95
Standard GMM

















































...... . . .
. . .





















.................................. ....... ....... ....... .... .......
....... ....... ....... ..
. . . . . .








............................................ ....... ....... ....... ....... ....... ....... ....... ....... ..... ........ . .
Factorised GMM







................................................................................................................................................................................................ ....... ....... ....... ....... ....... ....... ....... ....... ....... ....... ....... ....... ....... .. . . . . . . . . . .







................................................................................................................................................................................................ ....... ....... ....... ....... ....... ....... ....... ....... ....... ....... ....... ....... ....... ...... . . . . . . . . . . . . . . . . .
















x-Axis: β, y-Axis: f ; Solid Line: T = 10, Dashed Line: T = 20, Dotted Line: T = 30
Figure 4.4: Rejection Frequency f of Valid Instruments
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Standard GMM with the untransformed or limited instrument set generates
invalid overidentifying restrictions in an unacceptably high number of cases. This
is due to the impossibility of fulfilling all restrictions simultaneously owing to the
large number of instruments and the resulting overfitting of endogenous variables.
Probabilities of rejection increase with β as well as with T (cf. Figure 4.4). As it
is known a priori that the null hypothesis of valid instruments or overidentifying
restrictions is true in all cases, severe size distortions of the test become visible.
While the test of the factorised variants of the collapsed (and limited) instrument
set is undersized, rejecting the null hypothesis in virtually none of the cases, all
tests of other instrument sets are oversized, some rather heavily.
Table 4.3 reports the explained variance and MSA from PCA. The explained
variance states the proportion of the instrument set’s variance that can be ex-
plained by the retained components. MSA is a statistical criterion to judge the
adequacy of the covariance matrix to be factorised; the closer it gets to one, the
better. A value in the .90s is regarded as being “marvellous” in the literature
(Kaiser and Rice, 1974).
Table 4.3: Fraction of Explained Variance ρ and Measure of Sampling Adequacy
T = 10 T = 20 T = 30
Method Statistic β = .2 β = .8 β = .2 β = .8 β = .2 β = .8
Untransformed ρ .398 .562 .247 .363 .200 .297
MSA .051 .859 .108 .930 .132 .948
Limited (Ltd.) ρ .350 .457 .197 .279 .154 .224
MSA .028 .776 .079 .901 .112 .931
Collapsed (Col.) ρ .700 .911 .670 .917 .669 .923
MSA .938 .999 .974 1.000 .981 1.000
Ltd. & Col. ρ .828 .968 .766 .966 .748 .967
MSA .926 .999 .977 1.000 .987 1.000
The explained variance from PCA of the collapsed (and limited) instrument
set is in the high .70s, low .80s for β = .2 and in the high .90s for β = .8. Almost
all of the variation of the standard instrument set can be explained by much fewer
components. Irrespective of β, PCAs of the untransformed or limited instrument
set do not score appreciable values (cf. Figure 4.5). This is the main reason why
these procedures fail to result in plausible estimates (cf. Table 4.1). Although high
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Figure 4.5: Fraction of Explained Variance ρ and Measure of Sampling Adequacy
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MSAs can be achieved for β = .8, the explained variance remains low. MSAs for
the first two procedures are close to one in all instances. The collapsed instrument
set is much more suitable for PCA as each instrument is non-zero for all applicable
observations, unlike untransformed instruments which are non-zero for just a single
observation.
Table 4.4 gives the proportions for which the weakness of the instruments has
been rejected, along with the number of instruments employed in the estimation
for each of the methods used. As a rule of thumb, the instrument set is deemed to
be weak if the F -statistic from the first stage regression in two stages least squares
(TSLS) is less than ten. This is an approximate test at the 5% significance level
that the TSLS bias is at most 10% of the OLS bias (Stock and Yogo, 2005).
Table 4.4: Instrument Count J and Rejection Frequency of Weak Instruments
T = 10 T = 20 T = 30
Method J β = .2 β = .8 J β = .2 β = .8 J β = .2 β = .8
Standard GMM
Untransformed 36 .180 .000 171 .000 .000 406 .000 .000
Limited (Ltd.) 26 .908 .000 126 .000 .000 301 .000 .000
Collapsed (Col.) 8 1.000 .000 18 1.000 .000 28 1.000 .000
Ltd. & Col. 4 1.000 .002 9 1.000 .000 14 1.000 .000
Factorised GMM
Untransformed 3 .000 .000 4 .000 .000 5 .000 .000
Limited (Ltd.) 3 .002 .000 4 .000 .000 5 .000 .000
Collapsed (Col.) 2 1.000 .047 3 1.000 .205 4 1.000 .670
Ltd. & Col. 2 1.000 .125 3 1.000 .646 4 1.000 .966
Irrespective of the instrument set used, the instruments get weaker, the higher
β becomes (cf. Figure 4.6). This is because the more the process approaches a
random walk, the lower is the correlation between levels and differences. Both in
standard and factorised GMM, as T rises, the untransformed or limited instrument
set becomes weaker, while the collapsed (and limited) instrument set gets stronger.
Partial R2s of deeper, uncollapsed instruments are virtually zero; thus, these add
almost no new information for estimation. Moreover, it seems as if many weak
instruments cause the entire instrument set to be weak even though it contains
a few strong ones. Again, the factorised variants of the collapsed (and limited)
instrument set perform best, while the factorised variants of the untransformed
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x-Axis: β, y-Axis: f ; Solid Line: T = 10, Dashed Line: T = 20, Dotted Line: T = 30
Figure 4.6: Rejection Frequency f of Weak Instruments
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or limited instrument set are worse than their standard GMM counterparts. Fac-
torised instruments are the only ones which are strong even for relatively high β
and any T .
4.4 Directions for Applied Research
The Monte Carlo results strongly suggest the use of factorised instruments as these
produce the lowest bias and RMSE. This generates an ultimate set of instruments
and reduces the uncertainty researchers face in their choice of instruments. Fur-
thermore, there is a clear recommendation to collapse the instrument set prior to
factorisation or, if factorisation is not to be used at all, then at the very least
the instrument set should be collapsed. To reiterate, this implies a deterministic
transformation of the standard instrument set, and the factorised variant of this
instrument set is the method of choice. Preferably, the lag depth is also limited.
The lag limit should be chosen based on a priori information on the value of the
autoregressive parameter, as serial correlation decreases exponentially. Most im-
portantly, standard GMM suffers from instrument proliferation. The findings in
this chapter indicate that results of numerous applications of GMM in the litera-
ture may benefit from factorised instruments. LSDV should be applied only if the
time dimension is much larger than 30, while pooled OLS should not be used at
all in the estimation of DPD.
In applied research, the number of retained components from PCA can be
derived from factor analytic criteria, such as MSA, and should be tested for their
validity in the GMM framework. The methodology outlined here can be applied
to System GMM or exogenous variables in a completely analogous fashion. It is
reasonable to make use of the correlation between all instruments to lower the
instrument count.
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Appendix A: Proof of Theorems
Proof of Theorem 4.1. Using the definition of Z∗ in Theorem 4.1 and
Equation (4.2), the proposition follows directly from the linearity property of the
expectation operator: E(Z∗′∆ε) = E(F′Z′∆ε) = F′E(Z′∆ε) = 0.
Proof of Theorem 4.2. Per definitionem of Theorem 4.2, the corresponding ele-
ments of Z and ∆ε, meaning those which form the cross products in Z′∆ε, are
independent random variables, and thus Borel. For any pair φ(·) and ψ(·) of Borel
functions, the corresponding elements of φ(Z) and ψ(∆ε) are also independent.
V̂ar(Z) is a positive semi-definite symmetric matrix meaning that all eigenval-
ues are real and non-negative. It is well-established that the sum and product of
two real-valued measurable functions are measurable. That eigenvectors can be
found in a Borel measurable fashion was shown by Azoff (1974, Corollary 4).
Hence, the corresponding elements of Z∗∗ = ZΛ(Z) = φ(Z), with F∗ = Λ(Z)
being the matrix of component loadings, and ∆ε = ψ(∆ε) are independent ran-
dom variables, too. Moreover, given quadratic integrability of the elements of Z∗∗
and ∆ε, the corresponding ones are uncorrelated. The proposition follows from
the fact that this can be the case if and only if E(Z∗∗′∆ε) = 0 as E(∆ε) = 0.
Appendix B: Structure of Transformation Matrices
For the sake of exposition, let T = 6 and i = 1, 2, . . . , N . Note that the first
observation is dropped due to differencing.
Untransformed
The standard instrument set consists of lagged values of the endogenous variable;





yi,t−1−`∆εˆi,t = 0∀ t = 3, 4 . . . , T ∧ ` = 1, 2, . . . , t− 2 (4.3)
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Zi =

0 0 0 0 0 0 0 0 0 0
yi,1 0 0 0 0 0 0 0 0 0
0 yi,2 yi,1 0 0 0 0 0 0 0
0 0 0 yi,3 yi,2 yi,1 0 0 0 0
0 0 0 0 0 0 yi,4 yi,3 yi,2 yi,1








for factorised instruments, where d·e is the ceiling function.
Limited (L)
Limiting the maximum lag depth of yi,t−1 to τ = 2, in general τ = (T −2)/2, gives
as transformation matrix a block matrix of identity matrices up to dimension τ
(for each time period, indicated by solid lines) separated by rows of zeroes (for









1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0




0 0 0 0 0 0 0
yi,1 0 0 0 0 0 0
0 yi,2 yi,1 0 0 0 0
0 0 0 yi,3 yi,2 0 0
0 0 0 0 0 yi,4 yi,3

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Collapsed (C)
The transformation matrix for collapsing the instrument set is made up of identity
matrices of increasing dimension stacked one upon the other (indicated by solid











1 0 0 0
1 0 0 0
0 1 0 0
1 0 0 0
0 1 0 0
0 0 1 0
1 0 0 0
0 1 0 0
0 0 1 0




0 0 0 0
yi,1 0 0 0
yi,2 yi,1 0 0
yi,3 yi,2 yi,1 0
yi,4 yi,3 yi,2 yi,1









Limited & Collapsed (LC)
When both techniques are combined, i.e. rows of zeroes from FL and stacked







yi,t−1−`∆εˆi,t = 0∀ ` = 1, 2, . . . , τ, τ ≤ t− 2 (4.6)





























Appendix C: GMM Estimator and Test Statistics
Generalised Method of Moments
Following Hansen (1982), GMM is an asymptotically efficient estimation method
if instruments outnumber regressors, i.e. if the specification is overidentified. The
task is to estimate the parameter vector β, given data matrices Y and X in a
linear model of the form:
Y = Xβ + E. (4.7)
The regressors are thought to be endogenous, i.e. correlated with the error
term E. Hence, instrumental variables Z are needed which are orthogonal to the
the latter. Assume that the researcher has these instruments Z at hand, so that:
E(Z′E) = 0 in addition to E(E|Z) = 0. (4.8)
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If instruments outnumber regressors, the corresponding vector of empirical
moments will not be exactly zero generally. To overcome this problem, GMM
minimises a generalised metric of the empirical moments of the errors with the
instruments, based on a full-rank matrix A that weights moments:






where the empirical residuals Eˆ are
Eˆ = Y −Xβˆ. (4.10)
















Minimisation requires the first matrix derivative with respect to the estimated















Eˆ = − 2
n
Eˆ′ZAZ′X != 0. (4.12)
This expression is solved for the linear GMM estimator by first transposing it,
second substituting Equation (4.10) and eventually inverting the leading term:
X′ZAZ′XβˆA = X
′ZAZ′Y ⇐⇒ βˆA = (X′ZAZ′X)−1X′ZAZ′Y. (4.13)
Efficient GMM requires that moments are weighted in inverse proportion to
their (co-)variances. Hence, the weighting matrix is the inverse of the variance
matrix of the moments:
A = Var(Z′E)−1 = (Z′Var(E|Z)Z)−1 = (Z′ΩZ)−1. (4.14)
CHAPTER 4. THE PROBLEM OF TOO MANY INSTRUMENTS 106
DPD Model
In the dynamic panel data framework of Arellano and Bond (1991) the above data
matrices are stacked by cross-section and are defined as follows: Y = ∆y = My,
X = ∆y−1 = My−1 and E = ∆ε = Mε, where M = IN ⊗Mi with Mi being a
[(T − 2)× (T − 1)] matrix of the form:
Mi =

−1 1 0 0 0 · · ·
0 −1 1 0 0 · · ·
0 0 −1 1 0 · · ·




... . . . . . .

.
The structure of the instrument matrix Z can be inferred from Appendix B.
The parameter vector collapses to the single lagged endogenous variable parameter:
β = β. The number of observations for Difference GMM is: n = N(T − 2).
However, Ω is in general unknown and needs to be estimated. A first stage
proxy, using the above definitions and the assumption that the untransformed
errors are i.i.d., is:
Ω = Var(Mε|Z) = MVar(ε|Z)M′ Var(ε|Z)=σ
2I−−−−−−−−→ σ2MM′ = σ2H, (4.15)




2 −1 0 0 · · ·
−1 2 −1 0 · · ·
0 −1 2 −1 · · ·
0 0 −1 2 . . .
...
...
... . . . . . .

.
Thus, the feasible DPD GMM estimator is:
βˆ = (∆y−1′Z(Z′HZ)−1Z′∆y−1)−1∆y−1′Z(Z′HZ)−1Z′∆y. (4.16)
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Monte Carlo Simulation
The results of this chapter are based on B = 1, 000 replications. The pseudocode
for the simulation reads:
Pseudocode Input Output
Simulate data α, β, ε, y0, N , T y
Generate instrument set y−1−` Z (Z∗)
Factorise instruments Z (Z∗) Z∗∗, ρ, MSA
Estimate parameter ∆y, ∆y−1, Z∗∗, H βˆ, S, F

























Note the obvious relation between the three, that is:
RMSE2 = SD2 + Bias2. (4.20)
The Sargan (1958) test statistic S for the validity of overidentifying restrictions
is a Wald test with the null hypothesis of joint validity, i.e. it tests whether or not
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Explained variance ρ from PCA is the proportion of the first f eigenvalues of






The Kaiser-Meyer-Olkin (Kaiser, 1970) measure of sampling adequacy (MSA)
depends on the so-called anti-image of the correlation matrix. (For the sake of
simplicity, the presentation focuses on correlations rather than on covariances.)
Let R−1 be the inverse of the correlation matrix R, where the former should be
near diagonal for “sampling adequacy”. Then P = SR−1S is the anti-image of
the covariance matrix, where S = (diag R−1)−1 with diag R−1 consisting of the
diagonal elements of R−1 only. The anti-image of the correlation matrix is then
defined as Q = TPT, where T = (diag P)−1/2. The off-diagonal elements of Q,
qk,l, k 6= l, are the negatives of the partial correlations. MSA follows as the ratio
of the sum of squared correlations to the sum of squared correlations plus the sum




















MSA is obviously bounded to lie between zero and one; the higher it is, the
better. Kaiser and Rice (1974) label the outcome as follows: .9 ≤ MSA ≤ 1.0 “mar-
vellous”, .8 ≤ MSA < .9 “meritorious”, .7 ≤ MSA < .8 “middling”, .6 ≤ MSA < .7
“mediocre”, .5 ≤ MSA < .6 “miserable” and .0 ≤ MSA < .5 “unacceptable”.
The Staiger and Stock (1997), and Stock and Yogo (2005) F -statistic for the
test of weak instruments under the null hypothesis stems from the first stage
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This thesis takes the views of both users and producers of official statistics. At
three stages – processing, validation and analysis of data – the problem of data
adequacy is discussed. In empirical research, the degree of uncertainty is an im-
portant issue. Hence, to be able to make an informed decision it is crucial that
one looks closely not only into the results but also into the data and methodology
used. Otherwise, the interpretation might be misleading.
Processing of data is analysed in the first main chapter. From the perspec-
tive of producers of price indices, the aggregation of price data without having
information on quantities or expenditures is a common problem. The chapter’s
contribution to the literature is the proposition of a statistical approach that al-
lows the achievement of numerical equivalence between an elementary index and a
desired aggregate index based on the price elasticity alone. In an empirical appli-
cation data from German foreign trade statistics is analysed. The results indicate
that a whole range of elementary indices would be necessary in the calculation of
price indices in order to mirror the fluctuations of the aggregate index. However,
the findings suggest a pronounced preference for the Carli index at the elementary
level of a Laspeyres price index. This translates into the harmonic index if the
Paasche index should be approximated.
The second main chapter deals with validation of data. Producers as well as
users of seasonally adjusted data are interested in the quality and interpretation
of business cycle indicators. Revisions to seasonally adjusted real time data stem
from two sources, revisions from the seasonal adjustment method and those from
unadjusted real time data. A new procedure for decomposition of revisions is
developed and contributes to the literature. Five important German business
cycle indicators are considered in the empirical application. Predictability of time
series and orders of magnitude of their components are made responsible for the
revision properties of the time series. The decomposition reveals that revisions of
unadjusted real time data, implying the use of newly available information, play a
larger role than those from the seasonal adjustment method, which are of purely
technical nature.
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In the third main chapter data analysis is examined from the user perspec-
tive. Estimation of econometric models with dynamic panel data suffers either
from DPD bias (LSDV) or instrument proliferation (GMM). As a solution to the
latter problem, a new methodology for reducing the instrument count in instru-
mental variables estimation is developed and is a contribution to the literature.
Factorisation of the standard instrument set is shown to be a valid and data-
driven transformation, i.e. it results in a consistent estimator whose instruments
are stochastically transformed. Applied to the limited and/or collapsed instrument
set, this results in the lowest bias and RMSE in a Monte Carlo study. Furthermore,
the overidentifying restrictions are more robust as regards both the exogeneity and
the relevance assumption. Notably, the estimates of standard GMM are heavily
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