In the present paper we introduce and investigate weighted statistical approximation properties of a -analogue of the Baskakov and Baskakov-Kantorovich operators. By using a weighted modulus of smoothness, we give some direct estimations for error in the case 0 < < 1. 
Introduction
In the last two decades interesting generalizations of Bernstein polynomials were proposed by Lupaș [17] and by Phillips [23] . Generalizations of the Bernstein polynomials based on the -integers attracted a lot of interest and were studied widely by a number of authors. In the last decade some new generalizations of well known positive linear operators based on -integers were introduced and studied by several authors, see [1] - [25] . On the other hand, the study of the statistical convergence for sequences of positive linear operators was attempted by Gadjiev and Orhan [12] . Recently, Durrmeyer and Kantorovich-type generalizations of the operators based on -integers were studied in [6, 13, 21] and [14] .
In the present paper, we introduce a general class of positive linear operators based on -calculus and we investigate their weighted statistical approximation properties. The first class of operators that we introduce is a general -Baskakov operator. Notice that general -Baskakov operators were introduced by Radu [24] for a different class of functions. Secondly we introduce a general -Baskakov-Kantorovich operator. Recently Gupta and Radu [14] defined nonpositive analogue of -Baskakov-Kantorovich operators. The advantage of our definition of -Baskakov-Kantorovich operators is that they are positive operators. In Section 5 we present some particular cases, which are -extensions of the For integers 0 ≤ ≤ , -binomial is defined by
The -derivative of a function ( ), denoted by D , is defined by
(1)
There are two important -analogues of the exponential function
Note that for 0 < < 1 the series expansion of ( ) has radius of convergence 1 1− . On the contrary, the series expansion of E ( ) converges for every real . The -exponential functions satisfy the following properties.
Endowed with the norm · ρ , where
respectively. These spaces are endowed with the norm · := · ρ .
Construction of the operators
We start with a sequence {φ } of real functions on R + which are continuously infinitely -differentiable on R + satisfying the following conditions.
where 1 2 ∈ N 0 are independent of and .
From (B1) and (B3), we deduce that
Notice that the classical Baskakov operators are defined in [5] . Recently Radu [24] introduced and studied statistical approximation properties of the -Baskakov operators for a different class of functions. Using the above defined class of functions {φ } we introduce a new -analogue of the Baskakov operators as follows. For all ∈ N, ∈ R + and 0 < < 1, we have
Proof. The proof is similar to that of Lemma 1 in [24] .
Remark 2.1.
Next we introduce the -Baskakov-Kantorovich operators as follows.
where φ is a sequence of functions satisfying (B1)-(B3). It is obvious that V *
, ∈ N, are positive and linear operators.
Lemma 2.2.
For the operators V * , we have
Proof. Using the binomial expansion we have
For all ∈ N, ∈ R + and 0 < < 1, we have
where ( 1 2 ) and ( 1 2 ) are constants depending on 1 2 and .
Proof. From (2) it follows that
Thus by the formulae (4) and (3) we have Proof. Assume that lim →∞ = 1. Fix A > 0 and consider the lattice homomorphism T A :
We see that Notice that the same result is true for the operator V .
Rate of convergence
Next, we obtain a direct approximation theorem in C * (R + ) and an estimation in terms of the weighted modulus of continuity. It is known that, if is not uniformly continuous on the interval R + , then the usual first modulus of continuity ω ( δ) does not tend to zero, as δ → 0. For every ∈ C * (R + ) the weighted modulus of continuity is defined as follows
Lemma 3.1 ([16]).
Let ∈ C * (R + ) ∈ N. Then
Ω ( δ) is a monotone increasing function of δ 2. lim δ→0
+ Ω ( δ) = 0 3. for any α ∈ [0 ∞), Ω ( αδ) ≤ (1 + α) Ω ( δ)
Lemma 3.2.
For all ∈ N and 0 < < 1 we have that Proof. It is clear that
where we used the following inequality
Based on the above inequality and by using the mathematical induction over , we obtain
On the other hand
The lemma is proved.
The following is the main convergence result of the paper. In Theorem 3.1 we give an expression of the approximation error with the operators V and V * by means of Ω .
Theorem 3.1.
If ∈ C * (R + ) then the inequalities
hold, where is a constant independent of and .
Proof. We prove the theorem for the operator V * , since the similar arguments are true for V .
From the definition of Ω ( δ) and Lemma 3.1, we may write
Applying the Cauchy-Schwarz inequality to the second term, we get
Notice that by Lemma 3.2 there are positive constants 1 2 and 1 2 such that
Now from (5), (6) and (7) we have 
Weighted statistical approximation properties
In this section, by using a Korovkin-type theorem proved in [11] , we present the statistical approximation properties of the operator V * . At this moment, we recall the concept of A-statistical convergence. Let A = ( ) be a non-negative regular summability matrix. A sequence { } is said to be A-statistically convergent to a number L if, for every ε > 0, lim 
In the next theorem we consider the weight functions ρ 1 ( ) = 1 + 2 , ρ 2 ( ) = 1 + 2α , α > 1.
Theorem 4.2.
Assume that ρ
Proof. 
Some special cases
In this section we present three particular cases of the operators V and V * Example 5.1 ( -Szász-Mirakjan and -Szász-Mirakjan-Kantorovich operators).
Then for all ( ) ∈ N × N, we have φ (0) = 1 and
In this case the operator V * turns into -Szász-Mirakjan operator of Kantorovich-type S * given as follows.
Notice that in this case V becomes -Szász-Mirakjan operator introduced in [19] . for ≥ 0, ∈ N, 0 < < 1.
Example 5.2 ( -Baskakov and -Baskakov-Kantorovich operators).
Let φ ( ) = [ ]
