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CHAPTER 1

INTRODUCTION

The vast amount of scientific, engineering, medical, business and social data
being generated today appears in many forms and formats, as numerical, text, image,
video, audio, graphics, or animation. The NASA, NOAA, and other international
satellites generate several terabytes of data each day. Scientific simulations generate
data in excess of 500GB on a regular basis. The modern space probes are returning,
and are expected to return, terabytes of plasma and particle data [1]. Temporal
data, spatial data, and spatiotemporal data account for much of the data stored
in various databases and data archive centers. Because of sheer volume, the data
science community is faced with the challenges associated with the storage, modeling,
representation, retrieval, processing, understanding, and visualization of such data.
In recent years, Data Science and Big Data have received national and international attention. White House Office of Science and Technology Policy has launched
research initiatives on big data through NSF, NASA, NIH, EPA, and DoD. Data Science is the practice of learning valuable information in data. In recent years, volume,
variety, and the need for real-time or near real-time processing of data have increased
significantly. Data when characterized by vast volume, variety, and high velocity pro-
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cessing is popularly known as Big Data. Big data is a collection of large and complex
data sets, difficult to manage and process using traditional data management and
processing techniques, and tools.
The NSF in a recent report has emphasized the importance of data science
and big data for experimental and observational research in all areas of science. Many
leading universities in the US are actively conducting research in data science related
topics. Data Science is truly an interdisciplinary field that integrates and builds on
methodologies from diverse areas such as database management, pattern recognition,
machine learning, image processing, visualization, modeling, data warehousing, high
performance computing, mathematics, statistics, and business analytics. Because of
the vastness and diversity of data, and the need for providing universal access from
mobile to sophisticated devices, data science needs practical solutions to complex
problems within the hardware, software, and bandwidth constraints.
One type of big data that has received significant attention in recent years is
time series data. A time series is a sequence of real values that indicates the state of
a variable or an object over time. Mathematically, a time series X = {x1 (t1 ), x2 (t2 ),
· · · , xn (tn )} is a sequence of n measurements, where each element has a time stamp.
The value xi is measured at ti , for t1 < t2 < · · · < tn . The time spacing between
adjacent samples xi and xi+1 may remain constant or vary over the duration of the
time series. For simplicity, it is a common practice to not to show time explicitly and
write the time series as X = {x1 , x2 , · · · , xn } when the spacing between adjacent
samples is uniform. In this dissertation, xi is also denoted as X[i]. The dimensionality
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or length of a time series is simply the number of elements (n), and is usually very
large. The streaming data, in theory, is also a time series of infinite length.
Time series data are common and occur naturally in many diverse areas including medicine, astronomy, geology, atmospheric science, space science, engineering,
business, and social media. In fact, much of the data collected by monitoring and
sensing systems are time series data. In speech recognition, continuous auditory signal is digitized, and the resulting time series is used for processing. The financial
institutions gather and maintain huge amounts of historic data on stocks, economy,
consumer confidence, etc., organized as time series. The vibration signal of an aircraft’s gear box sensed to assess the condition of the gear box is also a time series.
Though individual elements of a DNA sequence do not have a time stamp, the sequence can still be taken as a time series as the elements are ordered. Though time
series refers to a sequence of real numbers, it could refer to a sequence of vectors or
arrays. For example, a video is a time sequence of images (two dimensional integer
arrays). A group of related time series, where corresponding elements of individual
time series are measured in lock step at the same points in time, may be taken as
a time series of vectors. In this dissertation, time series refers to a sequence of real
numbers. The terms sequence and subsequence are used interchangeably for time
series and subseries, respectively.
The main processing tasks or operations associated with time series data are
query by content, clustering, classification, prediction, anomaly detection, motif detection, and rule discovery [2]. These are well known problems in pattern recognition
and data mining areas in the context of low-dimensional data. However, the proven
3

pattern recognition and data mining methods are not suitable for processing time
series data mainly because of the following three reasons.
1. The dimensionality of time series is very high, could be as high as tens of
thousands.
2. The corresponding elements of two time series may not align due to difference
in length, scale, translation, shift or non-uniform spacing between adjacent elements.
3. Finally, the notion of similarity in the context of time series is very different
from the one used in pattern recognition. In pattern recognition, the similarity
measure between two pattern vectors is a mathematical function, such as Euclidean distance or the normalized cross correlation. These measures are well
defined and relatively easy to compute. Unlike in pattern recognition, where
all elements of pattern vectors are used to determine the similarity between
two patterns, only subsets of elements of the two time series may be used to
determine their similarity. In many applications, the similarity between two
time series is based on approximate shape, prominent features, or time ordered
sequence of events. Also, the similarity may be determined by matching whole
sequences or subsequences. The standard mathematical distance measures are
not valid similarity measures if the two time series differ in length, scale and
translation. They are not capable of capturing broad similarity as perceived by
humans.
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An obvious solution to the above problem is the development of compact
representations of time series that are capable of achieving a significant reduction in
dimensionality without losing important features present in the original data. During
the past two decades, several piecewise polynomial, symbolic, transform, and model
based representations have been developed. Several distance measures capable of
comparing time series directly in the representation space have been developed.
As stated earlier, query by content, clustering, classification, prediction, motif
detection and rule discovery are common data mining applications associated with
time series data. Therefore, ideally, a good time series representation should allow
users to perform any of the above mentioned operations directly in the representation
space. An evaluation of existing representations reveals that none of the representations is able to satisfy the requirements of many of the time series data processing
applications. (A detailed analysis is given in Chapter 3.) Each representation has its
own drawbacks, and a few of them are listed below.
1. The transform based representations (discrete Fourier transform, discrete cosine
transform) being global representations do not provide local information about
subsequences.
2. The symbolic representations (symbolic aggregation approximation) lose most
of the shape information, and are not suitable for feature based clustering and
classification.
3. The model based representations, such as Hidden Markov Model, are computationally prohibitive.
5

4. None of the representations allow establishing similarity by identifying a subsequence of one time series that matches a subsequence of another time series.
5. Most existing representations are not capable of supporting the matching of two
time series that are similar in shape, and differ in length, scale, or translation.
6. Even the most widely used piecewise linear representation is not always able to
capture the prominent shape of the time series and achieve the desired degree
of representation accuracy needed to support feature based clustering, classification and other data mining operations.
The primary contribution of the research presented in this dissertation is a
new time series representation technique called the Hierarchical Piecewise Linear
Approximation (HPLA). The HPLA is more suitable for matching time series than the
existing representations. Thus the HPLA representation has the potential to support
the development of effective and efficient algorithms for clustering, classification, and
query by content. The specific research accomplishments are given below.
Based on a careful analysis of the needs of clustering, classification, query by
content and other time series related applications, a set of characteristics an ideal
time series representation should possess is identified. To the best of our knowledge, no effort was made previously to explicitly identify such a comprehensive list
of characteristics.
By using the characteristics of the ideal representation as metrics, widely used
time series representations techniques are analyzed to determine their strengths and
drawbacks. Through this analysis, it is shown that the piecewise linear approximation
6

(PLA) is better than other representations, and has the potential to go closer to the
ideal representation, if properly segmented.
For the first time, the notion of two types of breakpoints (points which partition the time series into segments) is introduced. The primary breakpoints are
determined first to capture the global shape of the time series, and later secondary
breakpoints are placed between adjacent primary breakpoints to achieve the desired
degree of representation accuracy. It is shown that because of the two-stage segmentation approach, the HPLA preserves the shape of the time series to a great extent
while achieving high representation accuracy, and is natural for coarse-fine processing
of the time series data.
A framework for aligning the segments of two time series being matched is
developed based on the analysis of relative positions of the primary breakpoints in
the two time series. The algorithms are effective even when the two time series differ
in length, translation, scale and shift. The alignment algorithm is shown to identify
the correct matching scenario (sequence-to-sequence or whole sequence, sequence-tosubsequence, or subsequence-to-subsequence) automatically.
As the HPLA represents each primary segment independently at several levels
of accuracy, an effective and efficient segment by segment matching algorithm is
developed to match two time series with the desired level of accuracy using a coarsefine matching approach.
The HPLA based online segmentation algorithm is developed for the processing of streaming data in real-time. It is shown through simulation studies that the
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performance of the online implementation of the HPLA is comparable to the performance of the well-know SWAB (Sliding Window and Bottom-up) online algorithm.
Preliminary thoughts on the usefulness of the HPLA representation for the
development of clustering, classification, query by content, and many interesting research topics are discussed.
The dissertation is organized into 8 chapters. The existing time series representations and related work are presented in Chapter 2. In Chapter 3, the logical
approach used for the identification of the characteristics of an ideal time series representation based on the needs of the prominent time series processing applications is
presented. An evaluation of widely used representation techniques based on the characteristics identified is also presented in Chapter 3. The construction of the HPLA
representation and experimental results comparing the representation accuracy of the
HPLA with PLA representations is given in Chapter 4. A novel time series alignment
approach which automatically suggests whole sequence, sequence-to-subsequence or
subsequence-to-subsequence matching is developed in Chapter 5. The HPLA based
algorithm for processing streaming data along with experimental results is given in
Chapter 6. The recommendations for future research are made in Chapter 7. Finally,
conclusions are presented in Chapter 8.
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CHAPTER 2

RELATED WORK ON TIME SERIES REPRESENTATION
TECHNIQUES

The main processing tasks or applications associated with time series data
are query by content, clustering, classification, prediction, anomaly detection, motif
discovery and rule discovery [2]. The ability to match two time series X and Y to
determine their similarity is critical for most time series data mining applications.
There are several distance measures for quantifying the similarity between two time
series [3]. The dimensionality of time series is usually very high, and computing
similarity measure for such data in the raw form is expensive, especially if the two
time series differ in length and their elements do not align. An obvious solution is to
develop representation techniques that reduce the dimensionality of the time series
while preserving salient attributes. In this chapter, important and commonly used
distance measures, and time series representation techniques are described.

2.1

Similarity Measures
There are several distance measures for quantifying the dissimilarity between

two time series. Ding et al have classified distance measures into four categories:
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lock-step measures, elastic measures, threshold-based measures, and pattern-based
measures [3] [4]. The important distance measures in each category are described in
this section.

2.1.1

Lock-step Distance Measures
A lock-step distance measure computes the distance between X and Y by

comparing ith element of X with ith element of Y . The Euclidean distance ED (X, Y)
between X and Y is defined as,

2

ED (X, Y ) =

n
X
i=1

(X[i] − Y [i])2 .

(2.1)

The Manhattan distance MD (X, Y) between X and Y is defined as,

M D(X, Y ) =

n
X
i=1

abs(X[i] − Y [i]).

(2.2)

The maximum norm MN (X, Y) between X and Y is defined as,

M N (X, Y ) = max [abs(X[i] − Y [i])].
1≤i≤n

(2.3)

The generalized distance measure based on Lp -norm GED (X, Y)is given by,

GEDp (X, Y ) =

n
X
i=1

10

(X[i] − Y [i])p .

(2.4)

The lock-step measures have several advantages. They are intuitive, computed in
linear time, and parameter free. However, these measures do not give acceptable
results when the two time series are noisy or misaligned in time due to time shift or
warp [5].

2.1.2

Elastic Distance Measure
Elastic distance measures allow a time series to be stretched or compressed

as needed to achieve good matching. A technique known as Dynamic Time Warping
(DTW) introduced by Berndt and Clifford, extensively used in speech recognition, is
the most commonly used elastic distance [6]. Given two time series, X of length n and
Y of length m, the DTW algorithm aligns the two time series so that the Euclidean
distance between them is minimized. Many-to-one and one-to-many mappings are
allowed for achieving optimal alignment. The alignment is established while satisfying
boundary, continuity, and monotonicity conditions. Let {(X[i1 ], Y [j1 ]), (X[i2 ], Y [j2 ]),
(X[i3 ], Y [j3 ]), · · · , (X[iN ], Y [jN ])} be the pairs of aligned elements of X and Y . The
boundary condition requires that i1 = j1 = 1, iN = n and jN = m (X[1] must align
with Y [1], and X[n] must align with Y [m]). The continuity condition requires that
(ik − ik−1 ) ≤ 1 and (jk − jk−1 ) ≤ 1 (many-to-one or one-to-many mappings must be
continuous). The monotonicity condition requires that (ik−1 ≤ ik ) and (jk−1 ≤ jk ).
The recurrence relation for the computation of DTW distance between X and Y is
given by,
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DT W [i, j] = min(DT W [i − 1, j], DT W [i, j − 1], DT W [i − 1, j − 1]) + D[i, j], (2.5)

where, DT W [0, 0] = 0, DT W [0, j] = DT W [i, 0] = ∞, for 1 ≤ i ≤ n, and 1 ≤ j ≤ m.
In the above equation, D[i, j] = (X[i] − Y [i])2 is the distance between X[i]
and Y [j]. The standard DTW algorithm computes DT W [i, j] in O(nm) time. The
fast DTW algorithm uses a hierarchical approach in which the result obtained from
a coarser resolution is refined in stages to achieve O(n) time.
For illustration, consider the computation of the DTW distance between the
time series X = {1, 1, 2, 3, 2, 0} and Y = { 0, 1, 1, 2, 3, 2, 1} shown in Figure 2.1(a).
The elements of D in Figure 2.1(b) are pairwise distances between the elements of X
and Y . The computation of DTW using Equation 2.5 is shown Figure 2.1(c). The
alignment of elements of X and Y is shown in Figure 2.1(d), where two elements of
Y map to one element of X. The DTW distance between X and Y is DT W [6, 7] =
2.

2.1.3

Edit Distance Measures
The edit distances are based on established string matching methods which

take the number of mutations (insertion, deletion, and replacement) required to transform one string into the other as the distance between the strings. The Longest
Common Subsequence (LCSS) algorithm [7] uses the length of the longest common
subsequence in the two time series as their similarity. This method is adapted from
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(a)

(b)

(c)

(d)

Figure 2.1: Illustration of DTW distance computation

text matching to time series matching by assuming that X[i] and Y [j] match if their
difference is less than a preselected threshold ǫ. The Edit Distance on Real (EDR)
Sequences [8], like LCSS, is also adapted from string or text matching. It assigns a
cost of 1 for each gap and each pair of corresponding elements of the two time series
that do not match.
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The EDR between time series X of length n and Y of length m is defined as,

EDR(X, Y ) =






EDR(Rest(X), Rest(Y )),









min({EDR(Rest(X), Y ) + 1},















if X[1] matches Y[1],

{EDR(X, Rest(Y )) + 1},

{EDR(Rest(X), Rest(Y )) + 1}), Otherwise.

(2.6)

The Edit Distance on Real Penalty (ERP) is a variation of EDR. It assigns
a distance of dist(X[i], Y [i]) if corresponding elements of the two time series do not
match (differ by more than ǫ). It also assigns a penalty for gaps between pairs of
matched elements, and the magnitude of penalty depends on the length of the gap [9].

ERP (X, Y ) =






ERP (Rest(X), Rest(Y )),
if X[1] matches Y[1],









min({EP R(Rest(X), Y ) + penalty(X[1], gap)},















2.1.4

{EP R(X, Rest(Y )) + penalty(gap, Y [1])},

{ERP (Rest(X), Rest(Y )) + dist(X[1], Y [1])}),

Otherwise.
(2.7)

Threshold based Distance Measures
The Threshold Query Based similarity (TQUEST) [10] is an example of the

threshold based similarity measures. Given a threshold ǫ, each time series is transformed into a sequence of threshold-crossing time intervals. An interval is considered
a threshold crossing interval if all values in the interval exceed the threshold. Each
14

threshold crossing interval is specified by its start time and end time. Let, X and Y
be the two time series, and T CTX and T CTY be the corresponding threshold crossing
time interval sequences. The distance between X and Y is defined as,

DT C (T CTX , T CTY ) =

X
1
|T CTX | s∈T CT

min dint (s, t)+

t∈T CTY
X

X
1
|T CTY | t∈T CT

min dint (t, s).

s∈T CTX
Y

(2.8)

In the above equation, dint (s, t) is the Euclidean distance between s and t in the
two dimensional space. The number of elements in T CTX and T CTY are represented
by |T CTX | and |T CTY |, respectively.
2.1.5

Pattern based Distance Measures
A pattern-based distance measure is obtained by matching patterns existing

in the two time series. Temporal scale, amplitude scale, pattern length and sliding
window step are the parameters we need to tune while implementing the method.
Similarity is determined based on the matching patterns in the two time series. For
example, if each time series is considered as a piecewise linear function then Short
Time Series (STS) distance is computed as the sum of the squared differences of the
slopes of the corresponding linear segments [11]. The slope of the k th linear segment
is calculated as (xi(k+1) − xik ) / (ti(k+1) − tik ), where (tik , xik ) and (ti(k+1) , xi(k+1) ) are
the endpoints of the k th linear segment. The STS distance is considered as a pattern
based distance measure.
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2.2

Time Series Representation Methods
During the past two decades, researchers have proposed several high level rep-

resentations for time series data. These representations are broadly classified into
four categories - piecewise polynomial representations, transform based representations, symbolic representations, and model based representations. They have also
developed distance measures to compare time series directly in the representation
space. Ideally, in the context of indexing and content based retrieval, these distance
measures are required to satisfy the lower bound criterion to guarantee that there
will not be any false dismissals. The lower bound criterion is satisfied if the distance
between the representations of any two time series calculated directly in the representation space is less than or equal to the distance (Euclidean or DTW distance)
between the two time series calculated using original values.

2.2.1

Piecewise Polynomial Representations
The Piecewise Polynomial Approximation (PPA) techniques partition the time

series into segments, and approximate each segment by a polynomial function of
degree r. The polynomial functions of degree greater than 2 are rarely used. Usually,
the degree of the polynomial function remains the same for all segments. There are
a few techniques where an appropriate value of r is selected for each segment based
on data.
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2.2.1.1

Piecewise Aggregation Approximation (PAA)

Let X = {x1 , x2 , · · · , xn } be a time series of length n. The piecewise aggregation approximation of X is obtained by partitioning X into N segments of equal
length n/N , where N << n, and then representing each segment by the mean of all
elements that belong to the segment [12]. Thus, P AA(X) = X̄ = {x¯1 , x¯2 , · · · , x¯N }
where x̄i is computed as,
n

N
x̄i =
n

i
N
X

xj .

(2.9)

n
j= N
(i−1)+1

Figure 2.2 shows the PAA representation of a time series X of length 530,
where X is partitioned into 10 segments of length 53.
In order to determine the similarity between two time series X and Y , both of
length n, first their PAA representations X̄ and Ȳ are computed. Then the distance
between X̄ and Ȳ is computed as,

DP AA (X̄, Ȳ ) =

r

v
u N
X
nu
t
(x̄i − ȳi )2 .
N i=0

(2.10)

It has been shown that DP AA (X̄, Ȳ ) is less than or equal to the Euclidean
distance between X and Y , and thus satisfies the desired lower bound criterion.
Therefore, the PAA representation, if used for indexing, guarantees no false dismissals
during query by content.
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Figure 2.2: The PAA representation of a time series of length 530 from UCR archive

2.2.1.2

Piecewise Linear Approximation (PLA)

The piecewise linear approximation is the most frequently used representation in which a time series X of length n is partitioned into N << n segments, and
each segment is approximated by a straight line. Keogh et al refer to the process of
generating the PLA representation as segmentation of the time series [13]. Uniform
segmentation produces segments of equal length l = n/N . Non-uniform segmentation partitions the time series into segments of unequal length to best fit the shape
of the time series. Figure 2.3 shows the PLA representation of X obtained using
uniform segmentation, where X is partitioned into 6 segments of equal length. Each
segment is approximated by the straight line joining the segment’s end points (linear
interpolation).
The segmentation algorithms have framed the segmentation problem in many
ways. For example, given the number of segments N , an algorithm may segment time
series X into N linear segments that best represent data. Another approach may
18

Figure 2.3: The PLA representation of the time series in Figure 2.2 using uniform
segmentation

partition X into minimum number of segments such that maximum error associated
with any segment is less than a pre-specified threshold. There are methods to segment
a time series such that the total error of all segments is less than a pre-specified
threshold. Two error measures are in use to quantify the error between the original
time series and its PLA representation. The error associated with a segment may be
taken as the sum of the squared vertical distances of segment data points from the
approximating line or as the maximum vertical distance between the segment data
points and the approximating line.
Though there are many names in use, most segmentation algorithms can be
grouped into three categories: Sliding Window, Top-Down, and Bottom-Up algorithms [14]. The sliding window approach, starting from the first element that is
not a part of any segment, grows the next segment until the segment error exceeds
a pre-specified threshold. The method is simple, intuitive and suitable for online im-
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plementation. Many researchers have developed variations of the basic approach to
speed-up the algorithm [15]. The sliding window approach is very popular in medicine.
A top-down algorithm, recursively partitions the time series at the best possible point
until the specified stopping condition is met. A bottom-up algorithm, starts with the
finest possible resolution, and merges segments until the stopping condition is met.
Keogh et al have shown through extensive simulation study that the sliding window
algorithms do not work well [14]. The top-down approach gives satisfactory results
in most cases. However, the algorithm does not scale well. In contrast, the less
frequently used bottom-up approach gives good results and scales linearly with data
size. Of the three approaches, the top-down takes more computation (O(n2 N )) than
others (O(nL)), where L is the maximum of all segment lengths.
Linear interpolation approximates the subsequence X[a : b], by the line joining
(a, xa ) and (b, xb ). Linear regression fits the best possible line to the sequence
X[a : b], in the least square sense. Linear interpolation produces line segments where
end points of successive segments align giving a smooth look. These end points
may not align if linear regression is used. However, the approximation produced by
regression is more accurate than the approximation produced by interpolation. As
linear interpolation can be done in constant time, it is the most widely used algorithm.

2.2.1.3

Adaptive Piecewise Constant Approximation (APCA)

The Adaptive Piecewise Polynomial Approximation (APCA) representation of
a time series is obtained by segmenting the time series into N segments of unequal
length based on data. Long segments are used to represent data regions of low activity
20

Figure 2.4: An APCA representation of time series X in Figure 2.2

and short segments are used to represent regions of high activity. Each segment is
represented by its mean value and the index of the right end point. Therefore, the
time series X = {x1 , x2 , · · · , xn } is represented as {hxv1 , xr1 i, · · · ,hxvN , xrN i},
where xvi is the mean of all values in the ith segment and xri is the index of the
right most element of the ith segment. An APCA representation of X is shown in
Figure 2.4.
In general, finding an optimal partition of a given time series requires dynamic
programming algorithm, where the order of computation is O(N n2 ). In most applications, a suboptimal APCA representation is determined by using a greedy approach,
which reduces the order of computation to O(n log(n)) [16].
There are two distance measures associated with the APCA representation,
both proposed by Keogh et al. Let X = {x1 , x2 , · · · , xn } be a time series of length n
whose APCA representation XAP CA = {hxv1 , xr1 i, · · · , hxvN , xrN i}. Given a query
time series Y = {y1 , y2 , · · · , yn }, an approximation to Euclidean distance between
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X and Y is computed in linear time as,
v
u N xri −xri−1
uX X
DAE (XAP CA , Y ) = t
(xvi − yk+xri−1 )2 .
i=1

(2.11)

k=1

Though DAE (XAP CA , Y ) tightly approximates the Euclidean distance between
X and Y , it is not suitable for indexing as it does not satisfy the lower bound criterion.
The second distance measure DLB (XAP CA , YAP CA ), which satisfies the lower bound
criterion is computed as,
v
u N
uX
DLB (XAP CA , YAP CA ) = t (xri − xri−1 )(yvi − xvi )2 .

(2.12)

i=1

The APCA representation of Y is obtained by projecting the segment end
points of X onto Y . In other words, corresponding segments of X and Y match in
length.

2.2.1.4

Variations of Piecewise Polynomial Approximation Representations

Because of simplicity and ease of computation, the piecewise polynomial representation continues to receive researchers’ attention. The important techniques
proposed in recent years are described in this section. Almost all techniques are developed for effective and efficient indexing of time series databases. Yan et al use a
two-step process to identify and segment the time series at important breakpoints [17].
In the first step, the time series X is divided into n subsequences and the indices of
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the maximum and minimum of each subsequence are identified. These indices along
with their corresponding values are arranged as a sequence in the order of their appearance in X to obtain sequence Y . In the second step, local maxima and minima
of Y are taken as the important breakpoints of X. The representation of the time
series is the polyline joining adjacent important points (endpoints of X are always
taken as important points). Yan et al claim based on their experiments that for a
given compression ratio, the method gives lower representation or fitting error than
the PAA for slow varying time series. The fitting error increases with compression
ratio, and exceeds the fitting error of the PAA for rapidly varying time series.
Park et al partition the time series into monotonically increasing or decreasing
segments. For each segment, a six dimensional feature vector is computed (B - first
value of the segment, L - last value of the segment, N - number of elements in the
segment, H - sum of heights of elements from the first element, DVmax - maximum
positive deviation from the line joining first and last elements, DVmin - minimum
negative deviation from the line joining first and last elements) [18]. The time series
in the database are indexed using the feature vectors of the segments. Similar results
were obtained by Xia et al through the use of Feature Point Segmented Time Warping
Distance (FPSTWD) [19]. In comparison with Euclidean and DTW distances, the use
of FPSTWD resulted in improved accuracy and reduced computation for clustering
and subsequence search applications.
Pratt and Fink divide the time series into segments at important points [20].
Given a time series X = {x1 , x2 , · · · , xn }, xm is an important maximum if there are
indices i and j such that xm is maximum among {xi , · · · , xj }, and xm /xi > R, xm /xj
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> R, where R is a parameter greater than 1. Similarly, xm is an important minimum
if there are indices i and j such that xm is minimum among {xi , · · · , xj }, and xi /xm
> R, xj /xm > R. The segment between two consecutive important points is referred
to as a leg, and is characterized by six features (vl - value of left important point
of the leg, vr - value of right important point of the leg, il - index of left important
point of the leg, ir - index of right important point of the leg, ratio = vr /vl , length =
ir − il ). The indexing is based on the prominent leg which is defined as the leg with
the highest ratio. Authors acknowledge that depending on one prominent leg could
lead to false dismissals, and propose the concept of extended-legs. However, it is not
clear when and how extended-legs should be created.
Zhou et al suggest building a PLA representation called STC by joining adjacent change points, which are defined as points at which slope changes significantly [21]. The approach is compared with SEEP (Slope Extract Edge Points) using
compression ratio and fitting error as metrics. Zhou’s approach performed better
than SEEP in seven out of ten data types used in the experiments [22]. In a similar
approach, Yuelong et al obtain piecewise linear approximation by identifying important feature points (IFP) defined as points at which the signal value differs from its
immediate neighbor by more than a pre-specified threshold [23]. For a given compression ratio, they achieved better fitting error than the PAA representation by using
fewer segments in stable regions and more segments in fast changing regions.
In Piecewise Linear Aggregate Approximation (PLAA), Nguyen Quoc et al
divide the time series into n segments of equal length and represent each segment
by the mean and slope of the best fitting straight line [24]. They have defined a
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distance measure in the mean-slope space that is closer to Euclidean distance than
the PAA distance measure. Also, the distance measure satisfies lower bound criterion
and guarantees no false dismissals. They claim, based on their experiments, that the
PLAA outperforms the PAA in tightness of lower bound, pruning power, and cost of
computation measured in CPU time.
It is well-known that the PLA representation outperforms the transform based
representations, PAA, and APCA in reconstruction accuracy. Only the singular value
decomposition, which is very costly in computation and space has better reconstruction accuracy than the PLA representation. However, as a distance measure satisfying
lower bound criterion was not known, the PLA representation was not used for indexing. Even today this statement is true if the lengths and number of segments are
not the same for all member time series. Chen et al proposed a distance function
in the PLA space that satisfies the lower bound criterion if time series are of equal
length, and are divided into m equal length segments [25]. Let, {a11 , b11 , a12 , b12 , · · ·
, a1m , b1m } be the PLA representation of time series X1 , where a1i and b1i are the
parameters of the best fitting line of the ith segment. Similarly, {a21 , b21 , a22 , b22 , · · ·
, a2m , b2m } be the PLA representation of time series X2 . The distance in the PLA
space between X1 and X2 is computed as,
v
u m l
uX X
distP LA (X1 , X2 ) = t
(a3i ∗ j + b3i )2 ,
i=1 j=1

where a3i = a1i − a2i and b3i = b1i − b2i for 1 ≤ i ≤ m.
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(2.13)

Lemire has proposed an adaptive segmentation approach, where the degree of
the approximating polynomial function (constant, linear, quadratic, etc.) varies from
segment to segment based on the shape of the segment [26]. The method assigns
a complexity of (r+1) for a polynomial function of degree r. Then, given a model
complexity k, an algorithm partitions the time series into an appropriate number of
constant, linear and quadratic segments such that the representation error is minimized while keeping the sum of complexities of all segments less than or equal to
k. The algorithm runs in O(n2 k) time whereas the dynamic programming solution
takes O(n3 k) time. Lemire has also proposed a sub-optimal top-down segmentation
approach that runs in O(kn) time. Though expected to achieve higher representation
accuracy for a given compression ratio, the approach ignores perceptually important
points. Therefore, the identification of similarity between two time series when they
contain large subsequence that are similar becomes challenging if this representation
is used.

2.2.2

Transform based Representations
As the first few coefficients of the discrete Fourier, cosine or wavelet transforms

contain most of the sequence energy, they are used for the compact representation
of time series. These orthonormal transforms preserve energy and distances in the
transform space, and allow the definition of distance measures that satisfy the lower
bound criterion.
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2.2.2.1

Discrete Fourier Transform Representation (DFT)

The Discrete Fourier Transform (DFT) of time X = {x0 ,x1 , · · · , xn−1 } is a
sequence of complex numbers XDF T = {F0 , F1 , · · · , Fn−1 } of length n. The DFT
coefficients are computed as,
n−1

Fu =

1 X ( −j2πui )
xi e n ,
n i=0

for 0 ≤ u ≤ n − 1.

(2.14)

As DFT is an orthonormal transform, distances are preserved in the transform space [27].
Specifically, Euclidean distance between two time series X and Y is same as the Euclidean distance between XDF T = {F0 , F1 , · · · , Fn−1 } and YDF T = {G0 , G1 , · · · ,
Gn−1 }.

n−1
X
i=0

(xi − yi )2

! 12

n−1
X

=

u=0

(Fu − Gu )2

! 21

.

(2.15)

It has been shown that the energy of the sequence X which is the sum of the
squares of the values of its elements is also equal to the energy of XDF T .
n−1
X
i=0

|xi |2 =

n−1
X
i=0

|Fu |2 .

(2.16)

For most real world sequences, most of the sequence energy is contained within
the first few DFT coefficients. Therefore, the first k (k << n) DFT coefficients can
be used as features of X for its compact representation. It is possible to recover an
approximation of the original time series X by taking the inverse DFT of the sequence
{F0 , F1 , · · · , Fk , 0, · · · , 0}. The magnitude of error between X and its approximation
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depends on the value of k and the energy contained in the first k coefficients. The
DFT features have been used in classification, clustering, compression and indexing
applications.

2.2.2.2

Discrete Cosine Transform (DCT) Representation

The Discrete Cosine Transform (DCT) uses cosine basis functions. Unlike
DFT, the DCT of a sequence of n real numbers is a sequence of real numbers of
length n [28]. If, XDCT = {C0 ,C1 , · · · , Cn−1 } is the DCT of the time series X = {x0 ,
x1 , · · · , xn−1 }, then the DCT coefficients are computed as given below.

C0 =

√

n−1

2X
xi .
n i=0

(2.17)

n−1

2X
(2i + 1)uπ
,
Cu =
xi cos
n i=0
2i

u = 1, 2, · · · , n − 1.

(2.18)

As the DCT is also an orthonormal transform, distances are preserved in the
transform space. Specifically, Euclidean distance between two time series X and Y
is same as the Euclidean distance between XDCT = {C0 , C1 , · · · , Cn−1 } and YDCT
= {D0 , D1 , · · · , Dn−1 }.
n−1
X
i=0

(xi − yi )2

! 12

=

n−1
X
i=0

(Cu − Du )2

! 21

.

(2.19)

As in the case of the DFT, the first k (k << n) DCT coefficients can be used
as features to represent X compactly. It is possible to recover an approximation of
the original time series X by taking the inverse DCT of the sequence {C0 , C1 , · · · ,
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Ck , 0, · · · , 0}. The magnitude of error between X and its approximation depends on
the value of k and the energy contained in the first k coefficients. The DCT features
have been used in classification, clustering, compression and indexing applications.

2.2.2.3

Discrete Wavelet Transform (DWT) Representation

The wavelet representation of a function is a multi-resolution representation [29] [30]. A square integrable scalar function φ(t), and its binary scalings and
integer translations φj,k (t) are used to create a series of approximations of a given
function by successively reducing the resolution by a factor of 2. The difference between adjacent approximations is encoded by Wavelet function ψ(t), and its binary
scalings and integer translations ψj,k (t) called wavelets. For a given scaling function,
there is a corresponding wavelet function. The relationship between φj,k (t) and φ(t)
is given by,
j

φj,k (t) = 2 2 φ(2j t − k).

(2.20)

Similarly, the relationship between ψj,k (t) and ψ(t) is given by,

j

ψj,k (t) = 2 2 ψ(2j t − k).

In the above equations, j and k take integer values ≥ 0.
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(2.21)

The DWT coefficients of time X = {x0 , x1 , · · · , xn−1 } are real numbers
computed as given below.
n−1

1X
Wφ (j0 , k) =
xi φj0 ,k (i).
n i=0

(2.22)

n−1

1X
xi ψj,k (i),
Wψ (j, k) =
n i=0

for j ≥ j0 .

(2.23)

For discrete case, φj0 ,k (i) and ψj,k (i) are obtained by sampling uniformly the
continuous scaling and wavelet functions φj,k (t) and ψj,k (t) at n discrete points, respectively. Normally, j0 = 0 and 0 ≤ j ≤ J − 1, where 2J = n, and 0 ≤ k ≤ 2j−1 .
There are several families of scaling and wavelet basis function in use. Haar, Symlets,
Coiflets, Morlets, and Daubechies are a few well known families of wavelets. The
Haar scaling and wavelet functions are the simplest, and perhaps the most widely
used.
Example: This example illustrates the computation of DWT using Haar wavelets for
the sequence X = {8, 6, 4, 2, -2, -4, -6, -8}. As n = 8,
φ0,0 = { 18 , 18 , 18 , 18 , 18 , 18 , 18 , 18 }
ψ0,0 = { 18 , 18 , 18 , 18 , −1
, −1
, −1
, −1
}
8
8
8
8
1

1

1

1

ψ1,0 = { 282 , 282 , −28 2 , −28 2 , 0, 0, 0, 0}
1

1

1

1

ψ1,1 = {0, 0, 0, 0, 282 , 282 , −28 2 , −28 2 }
ψ2,0 = { 14 , −1
, 0, 0, 0, 0, 0, 0}
4
ψ2,1 = {0, 0, 14 , −1
, 0, 0, 0, 0}
4
, 0, 0}
ψ2,2 = {0, 0, 0, 0, 14 , −1
4
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ψ2,3 = {0, 0, 0, 0, 0, 0, 14 , −1
}
4
Therefore, the wavelet coefficients are, Wφ (0, 0) = 0, Wψ (0, 0) = 5, Wψ (1, 0) =
√

2, Wψ (1, 1) =

√

2, Wψ (2, 0) = 0.5, Wψ (2, 1) = 0.5, Wψ (2, 2) = 0.5 and Wψ (2, 2) =

0.5. The original sequence can be reconstructed by taking the inverse DWT as given
below.
j

xi = Wφ (0, 0)φ0,0 (i) +

J−1 2X
−1
X

Wψ (j, k)ψj,k (i),

j=0 k=0

for 0 ≤ i ≤ n − 1.

(2.24)

As DWT is an orthonormal transform, distances and energy are preserved in
the transform space. Also, the energy is concentrated in a few wavelet coefficients.
Therefore, the time series can adequately be represented by choosing these coefficients
as features. If the goal is to represent a single time series then there are methods
for selecting a set of optimal coefficients based on their magnitudes. However, if
thousands of time series are to be represented by a set of coefficients then the first
k (k << n) DWT coefficients are usually used as features for each X. The DWT
features being compact and informative have been used in classification, clustering,
compression and indexing applications.

2.2.2.4

Singular Value Decomposition (SVD) Representation

The Singular Value Decomposition (SVD) is used to capture most information
in a set of large number (S) of time series while reducing the dimensionality from n
to N << n. The SVD method for reducing the dimensionality of S time series, each
of length n, is given below [31].
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Step 1: An S × n matrix A is formed, where each row is a time series. The singular
values of A, defined as the square roots of the eigenvalues of the n × n matrix AT A,
are determined and listed in the non-increasing order.
Step 2: The SVD of the matrix A = U ΣV T is determined, where U is an S × S
orthogonal matrix, V is an n × n orthogonal matrix, and Σ is an S × n matrix whose
first n diagonal values are the non-zero singular values of A. Other values of Σ are all
zeros. The matrix V is formed by using eigenvectors of AT A as its columns arranged
in the non-increasing order of its eigenvalues. Finally, U is determined such that
AV = U Σ.
Step 3: Each time series is transformed to another n-dimensional time series by the
transformation B = AV . Each row of B is a transformed time series.
Step 4: Dimensionality is reduced from n to N by keeping the first N columns of B.
Example: The above steps are illustrated using three 2-dimensional vectors [1 − 1]T ,
√
[1 − 1]T and [ 30]T .
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3 0





 5 −2 
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−2 2
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Eigen values of AT A are λ1 = 6 and λ2 = 1. The singular values of A are σ1 =
and σ2 = 1. Therefore,



The Eigen vectors of AT A are,
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Finally, U is computed such that AV = U Σ
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Therefore, the transformed vectors are,
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The SVD is computed a priori on the entire data, and therefore is suitable for
static databases. In recent years, research is being done to adopt SVD approach to
index dynamic databases [32].

2.2.3

Symbolic Representation
The symbolic representations transform a time series into a sequence of sym-

bols from an alphabet of finite size, so that proven text and string processing techniques can be used for processing the time series.

2.2.3.1

Symbolic Aggregate Approximation (SAX)

The Symbolic Aggregation Approximation (SAX) represents a time series of
length n by a sequence of symbols of length N << n [33]. First, the time series is normalized to have zero mean and unit standard deviation. Then a PAA representation
of the normalized time series is computed by partitioning it into an appropriate number of segments. Each segment is represented by its mean which is a real number. A
discretization process maps these real numbers to discrete symbols from an alphabet
A of size a. Usually, discretization determines breakpoints (quantization bins) so that
the symbols of A occur in the representation with equal probability. As the values of
normalized time series form standard Gaussian distribution, the breakpoints β1 , β2 ,
· · · , βa−1 are determined from statistical table such that the area under the N (0, 1)
Gaussian curve from βi to βi+1 is a1 , for all i. Figure 2.5 shows the SAX representation
of time series X of length 530 using an alphabet A = {a, b, c, d, e, f }.
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Figure 2.5: The SAX representation of X in Figure 2.2 using the alphabet A = {a,
b, c, d, e, f }

The distance measure MINDIST, which satisfies the lower bound criterion,
computes the distance between the SAX representations of the two time series X and
Y as,

M IN DIST (XSAX , YSAX ) =

r

v
u N
X
nu
t (dist(x
2
SAX i , ySAX i )) .
N i=1

(2.25)

In the above equation, dist(r, c), is the distance between symbols r and c, and
is computed as,

dist(r, c)





0,

if |r − c| < 1,




βmax(r,c)−1 − βmin(r,c) , Otherwise.
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(2.26)

2.2.3.2

Extended Symbolic Aggregate Approximation (ESAX)

Yi et al have developed a variation of SAX called the Extended Symbolic
Aggregate Approximation [34]. In ESAX, the minimum, mean and maximum values
of each segment are represented by three symbols. The order of appearance of these
symbols is determined by the position of the minimum, mean and maximum values
in the segment from left to right. For example, in segment 5 of Figure 2.5, maximum
value appears first, mean appears next, and minimum value appears last within the
segment, and the segment is represented by edc.
The distance measure used in the ESAX space is called ESAX Statistical
Vector Space (ESSVS). To compute the distance between two time series X and Y , a
feature vector for each time series is obtained from its ESAX representation. Simple
features such as number of segments in which the values are increasing, the number
of segments in which the values are decreasing, number of times adjacent symbols
are the same, etc. are used. The similarity between X and Y in ESAX space is
computed as the cosine of the angle between the two feature vectors. The main
advantage of ESAX representation is that it includes along with the average value
the approximate shape of the segment. However, it has not been proved that ESSVS
satisfies the lower bound ctriterion and therefore, not suitable for indexing if false
dismissals are not allowed.
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2.2.3.3

Shape Description Alphabet (SDA) Representation

The Shape Description Alphabet (SDA) representation transforms a given time
series X = {x1 , x2 , · · · , xn } to a sequence of symbols such that the symbol sequence
encodes the approximate shape of the time series in a compact manner. There are
several methods for transforming time series data to a sequence of symbols. Johnson
and Badal, have used a shape description alphabet of five symbols (a - highly increasing transition, u - slightly increasing transition, s - stable transition, d - slightly
decreasing transition, and e - highly decreasing transition) to characterize the difference between adjacent values of the time series. Associated with each symbol, there
is a high value and a low value which define the quantization bin of the symbol. The
transition from xi−1 to xi is represented by the symbol which includes the difference
(xi −xi−1 ) in its quantization bin [35]. Huang and Yu use a similar approach to covert
the time series to a string of symbols by mapping the ratio xi /xi−1 to symbols using
IMPACTS algorithm [36].

2.2.3.4

Grid-based Datawise Dimensionality Reduction (DDR) Representation

Usually, values in time series data change gradually with time. Therefore,
adjacent values are highly correlated resulting contiguous subsequences or segments
of similar values. Jiyuan et al have proposed a dimensionality reduction method by
representing each such segment by a single value [37]. Note that the segments are of
different length.
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Assume that X = {x1 , x2 , · · · , xn } is a time series which is normalized so
that all values are in the range [0, 1]. The vertical axis is divided into 2b bins, where
b is the number of bits that will be used to approximate xi . The first segment begins
with x1 . If x2 is within a distance of ǫ from the bin to which x1 belongs then x2 is
considered similar to x1 and is omitted. Otherwise, a new segment begins with x2 .
This process is repeated to group elements of X into segments of similar contiguous
values. Each segment is represented by the b-bit quantized value of its first element.
For example, if b = 3 and ǫ = 0.05 then the DDR representation of the time
series X = {0.20, 0.26, 0.24, 0.11, 0.25, 0.60, 0.66, 0.49} consists of two segments
{x1 , x2 , x3 , x4 , x5 } and {x6 , x7 , x8 }. This is because x2 , x3 , x4 , and x5 are within a
distance of 0.05 from the bin of x1 ([0.125, 0.250]), and x7 and x8 are within a distance
of 0.05 from the bin of x6 ([0.5, 0.625]). The first and second segments are assigned
the quantized values of x1 and x6 , respectively. In the DDR representation, omitted
values are specified by an n-bit mask followed by the quantized values of the first
elements of the two segments. Therefore, XDDR = {10000100, 001, 101}.
It has been shown that the lower bound distance between a time series Y and
XDDR satisfies the lower bound lemma [37]. The representation is very similar to
APCA with two minor differences. The DDR representation uses the quantized value
of the first element of each segment to characterize the segment whereas APCA uses
the mean. The APCA representation allows segments of unequal length by including
segment length in the representation. The DDR representation uses an n-bit mask
to encode the omitted values.
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2.2.3.5

Piecewise Vector Quantized Approximation (PVQA)

The Piecewise Vector Quantized Approximation (PVQA) represents a given
time series as a string of symbols where each symbol represents a codeword from
a codebook determined from sample time series data [38]. Each sample or training
time series is partitioned into non-overlapping segments of length m. The collection
of segments is partitioned into s clusters and the centroid of each cluster becomes a
codeword that is represented by a symbol. The collection of s codewords C = {c1 ,
c2 , · · · , cs } is called the codebook.
In order to determine the PVQA representation of time series X = {x1 , x2 ,
· · · , xn } the time series is first partitioned into w non-overlapping segments of length
m. Each segment is mapped to the symbol corresponding to the codeword in C that
is most similar to the segment. As there are only s codewords, the pairwise Euclidean
distance between codewords can be pre-computed and stored in the (s × s) distance
matrix D. The distance between any two time series X and Y is approximated by
computing the distance between their PVQA representations X ′ = {x′1 , x′2 , · · · , x′w }
and Y ′ = {y1′ , y2′ , · · · , yw′ } as,

′

′

DP V QA (X , Y ) =

w
X

D(x′i , yi′ ),

(2.27)

i=1

where, D(x′i , yi′ ) the distance between x′i and yi′ , is taken from D. The distance
measure DP V QA (X ′ , Y ′ ) does not satisfy the lower bound criterion.
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2.2.4

Model based Representation
The Hidden Markov Models (HMM) are natural for analyzing time series data

and have been used successfully in diverse areas such as psychology, engineering,
business, and medicine [39]. A HMM consists of a set of M states S = {s1 , s2 , · · · ,
sM }. While in state s(t) ∈ S at time t, the system emits a signal randomly selected
from the set of outcomes O = {o1 , o2 , · · · , oK }, and transitions from the present
state to the next state s(t + 1). The next state could be the present state. The model
is completely defined by three parameters given below:
1. aij - Probability of making transition from si to sj
2. bik - Probability of emitting ok while in state si
3. ci - Probability of si being the initial state at t = 1
The outcomes are observable and the states themselves are not observable. A
time series, in the context of HMM, is a sequence of observed outcomes emitted by
the system at t = 1, 2, · · · , n.
The HMM shown in Figure 2.6 consists of three states {s1 , s2 , s3 }, four possible
outcomes {o1 , o2 , o3 , o4 }. The state transition, outcome and initial state probabilities
are given below.
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C = 1.0 0.0 0.0



There are three main problems associated with hidden Markov models. Given
the model parameters, the evaluation problem is the task of computing the probability
that a given outcome sequence {o(1), o(2), · · · , o(T )} is generated by the model.
For example, the probability of generating the sequence {o2 , o1 } by the model in
Figure 2.6 is 0.084 (1.0 × 0.3 × 0.3 × 0.1 + 1.0 × 0.3 × 0.5 × 0.3 + 1.0 × 0.3 ×
0.2 × 0.5). The order of computation for the brute force approach is O(M T T ). The
backward and forward algorithms solve the evaluation problem much more efficiently
than the exhaustive method in O(M 2 T ) time.
The decoding problem, given an outcome sequence {o(1), o(2), · · · , o(T )},
determines the most probable sequence of hidden states {s(1), s(2), · · · , s(T )} that
led to the observed outcome sequence. For example, if the observed sequence is {o2 ,
o1 }, the most likely sequence of hidden states is {s1 , s2 } as this sequence is most
probable with a probability of 0.045. The probability of {s1 , s1 } is 0.009 and the
probability of {s1 , s3 } is 0.030. The exhaustive method finds the probability of all
possible sequences and chooses the most probable sequence, and is computationally
prohibitive as it requires O(M T T ) time. There are efficient algorithms to solve the
decoding problem in O(M 2 T ) time.
Given the number of states and observable outcomes, the learning problem
estimates the state transition probability matrix A and outcome probability matrix
B using sample sequences. The Baum-Welch algorithm which is a generalized expectation maximization algorithm, and maximum likelihood algorithm are the two
popular learning algorithms.
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Figure 2.6: Hidden Markov Model

The HMM based clustering, classification, and prediction methods exist. The
HMM based approach is very popular in speech recognition. The HMM based clustering approach groups time series data into clusters such that members of a cluster
are more likely to be generated by the same model. In classification, each class is
specified by a HMM. The input sequence is assigned to the class of the model which
is more probable to generate the sequence than other models. Theoretically, HMM
models can be used to index time series databases where each model serves as an
index. However, the HMM based approaches are computationally not efficient.
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CHAPTER 3

CHARACTERISTICS OF AN IDEAL TIME SERIES
REPRESENTATION AND EVALUATION OF TIME SERIES
REPRESENTATION TECHNIQUES

In this chapter, characteristics desired in an ideal time series representation
are identified based on the requirements of time series data mining applications.
Using the identified characteristics as metrics, well-known time series representation
methods are evaluated to determine the extent to which the representations satisfy
the requirements.

3.1

Characteristics of an Ideal Time Series Representation
Because of the existence of a multitude of competitive time series representa-

tions, it is important to understand their merits and limitations. Most of the previous
comparison studies do not provide clarity and are of little use because of the following
reasons.
1. Almost all studies compare effectiveness or efficiency of a subset of representation techniques in the context of query by content application, where the goal
is to retrieve all time series in the database that are similar to a given query
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sequence are retrieved. Not much attention has been given to other time series
data mining applications, such as classification, clustering and rule discovery.
2. The claims made in the literature are confusing and often contradictory. If one
study finds technique A better than technique B, another study finds technique
B better than technique A [40].
3. All claims are not supported by sufficient theoretical justification. Wang et al
have given several examples to show that most comparative studies have narrow focus, and illustrate through empirical results that the new representation
introduced is better than a subset of previously used representations. Their
observation is correct and revealing [40].
4. The metrics used for the comparison of representation techniques for the most
part are not implementation, application, hardware and software independent.
Therefore, an obvious question is what should be the basis of a meaningful
comparison of time series representations. Recently, Wang et al have proposed the
tightness of lower bound and 1-nearest neighbor classification accuracy as meaningful
metrics for the comparison of efficiency and effectiveness of time series representations [40]. The tightness of lower bound is a good metric for comparing performance
of representations for the query by content application. However, it may not be a good
choice for comparing representations for clustering and classification. The 1-nearest
neighbor classification accuracy, as a metric for effectiveness, is not meaningful in
environment where template matching approach does not work.
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There is consensus that a good representation should effectively support the
needs of various data mining operations performed on time series data. Therefore,
it makes sense to determine comparison metrics or ideal characteristics by analyzing
various data mining operations frequently performed on time series data.

3.1.1

Query by Content
The objective is to retrieve time series from the database that are similar in

information content to the given query time series Q. There are two types of content
based queries, range query and nearest neighbor query [2]. In range query, all time
series in the database that are within a specified distance from the query time series
are retrieved. In nearest neighbor query, k nearest neighbors (based on a distance
measure) of the query time series are retrieved. The representations are used to
build index structures to identify sequences in the database that are similar to Q or
sequences that contain subsequences similar to Q. However, there is no time series
representation to facilitate the identification of sequences containing a subsequence
similar to a sufficiently long subsequence of Q.
Though the content is almost always specified by a query time series, it is
desirable to have flexibility on how the content is specified. For example, in many
applications, general shape of time series, sequence of events, and similar subsequences
are valid specifications of the content. Therefore, to support query by content, the
representation should support indexing based on whole and subsequences, and allow
the broad specification of content based on overall shape.
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3.1.2

Clustering
Given a set of N unlabeled time series X1 , X2 , X3 , · · · , XN , clustering is

the process of partitioning the set into K groups based on a meaningful similarity
measure such that members belonging to a group are similar to one another, and
members belonging to different groups are significantly different from one another [2].
The grouping is crisp if each time series belongs to exactly one cluster, and fuzzy if a
time series is allowed to belong to more than one cluster with different probabilities.
Most algorithms that cluster time series data are variations of algorithms used
to cluster low-dimension vector data. The raw-data-based methods use original time
series and differ from conventional data clustering algorithms in computing the distance or similarity between two time series. These methods are computationally
expensive and are rarely used. The feature-based methods compute a small number of
features to represent each time series, and then use clustering algorithms such as the
k-means algorithms to cluster feature vectors. The model-based methods extract a set
of parameters for each time series, and then find clusters by clustering model parameters. A syntactic clustering approach using broad similarity as perceived by humans
is needed for clustering time series data. Therefore, the representation should preserve
salient attributes of the time series to support the development of mathematical and
syntactic clustering algorithms.
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3.1.3

Classification
Classification is the process of assigning an input time series to one of the

several known classes or categories [2]. All methods learn classification rules from
training samples whose membership is known. Many of the training algorithms successfully used with low dimensionality pattern vectors experience difficulty because
of high dimensionality of time series data.
Classifiers based on Bayes decision theory are not practical for raw time series
classification as the computation of probability density functions for high dimensionality time series is not feasible. For linear classifiers, such as perceptron, least mean
square methods and support vector machines, the number of samples required is at
least two times the dimensionality of the time series. Even if the required training
samples are available, training classifiers with such high dimensionality patterns is
computationally challenging. For non-linear classifiers, such as artificial neural networks (back-propagation network, radial basis function network), the network size
and the number of training samples required become prohibitively large. Also, large
neural networks do not result in decision rules that generalize data well. Moreover,
all existing training algorithms must be modified to accommodate differences in time
series length, temporal scale, amplitude scale, and translation. To the best of our
knowledge, there has been no serious and credible study of these classifiers to determine their suitability for classifying time series data. Thus classification based
on features appears to be the only practical solution. Therefore, the representation
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should preserve salient attributes of the time series and allow the computation of
geometric and mathematical features needed for training classifiers.

3.1.4

Prediction
As the time series represents the time evolution of a system or phenomenon, it

is natural to develop evolution analysis techniques to enable the prediction of future
values [2]. In other words, given a time series X = {x1 , x2 , · · · , xn }, prediction is
the process of determining likely values of xi for i > n. Prediction of future values
of stocks, weather, El Niño phenomenon, and system/part failure through vibration
data analysis are a few examples of prediction applications. In the simplest case, the
future values are predicted by the current evolution trend observed in the time series.
On the other hand, the prediction may be based on a fairly complex mathematical
model, such as Hidden Markov Model developed based on historic time series data
similar to the current time series. Usually, the model is based on prominent features
of the time series, not on raw-data. Therefore, the representation should preserve
local features and evolution trends of time series as accurately as possible.

3.1.5

Rule Discovery
Rule discovery in time series data is the process of learning temporal rules

that are hidden or not obvious [2]. A straight forward approach is to transform time
series to a sequence of symbols and then use association rule mining algorithms. It
is also possible to learn rules based on well-established heuristics, such as cup-andhandle and bull-flag formations used in stock market analysis. Another approach is
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to transform raw time series to a sequence of events and then discover temporal rules
using classification trees. For example, the frequency of crossing a predetermined
threshold in vibration time series data may be used to determine rules for predicting
machine or part failure. Rules can also be developed by associating attributes of
related time series. For example, if Microsoft stock goes down and Intel’s stock goes
up then IBM stock will go up very soon. Therefore, it should be possible to obtain
from the representation a meaningful sequence of symbols and events as defined by the
user.

3.1.6

Motif detection
Motif is an approximately repeating subsequence representing a meaningful

pattern in time series data [2]. For example, they are used in medicine for monitoring
on-body sensor measurement data, and for identifying common trading patterns in
stock market data. In general, motifs are used for rule-discovery, clustering and
classification of time series data. A common approach for motif detection divides the
time series into segments of constant length and processes each segment for motifs
of constant length. This method fails to detect motifs of lengths greater than the
segment length and also suffers from the possibility of splitting a motif between two
adjacent segments. Use of overlapping windows overcomes the splitting problem at
the cost of high computation. Another approach is to find small or short motifs
first, and then aggregate them to find larger motifs. The main difficulty associated
with this approach is the generation of large number of small motifs, which require
significant computation during post processing. The detection of motifs of different
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lengths even when they have the same or very similar general characteristics is still
an open research topic. Therefore, the time series representation must facilitate the
identification of motifs of varying lengths by preserving perceptually important points
and local trends.

3.1.7

Ideal Characteristics
A careful consideration of the needs of clustering, classification, query by con-

tent and other time series related applications leads to the identification of the following general and application specific characteristics desired in an ideal time series
representation.
1. The representation should be as compact as possible to achieve maximum dimensionality reduction, and at the same time should allow the reconstruction
of the original time series with good accuracy.
2. The computation for building the representation itself should be reasonable,
and should not require prior knowledge of the shape of the time series.
3. The representation should allow matching of time series based on whole sequences or subsequences even when the sequences differ in length, temporal
scale, amplitude scale, amplitude shift, and translation.
4. The representation should retain perceptually important points, salient attributes and local evolution trends to support prediction and motif detection.
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5. The representation should allow the computation of geometric and mathematical features, and model parameters to support feature and model based clustering and classification.
6. The representation should allow the specification and determination of flexible and broad similarity to support query by content, syntactic clustering and
classification.
7. The representation should facilitate the construction of an index structure to
support query by content based on whole sequences or subsequences.
8. The representation should have a distance measure satisfying the lower bound
criterion.

3.2

Evaluation of Time Series Representation Techniques
In this section, the time series representation techniques described in Chapter 2

are evaluated using the eight requirements or characteristics listed in Section 3.1.7.
The two time series X and Y , each of length 530, used for illustration throughout the
chapter are shown in Figure 3.1 and Figure 3.2, respectively. The two time series are
similar in shape. The two time series have the same time and amplitude scale, and
include long subsequences that are similar in shape. In fact, Y [1 : 460] is identical to
X[71 : 530].
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Figure 3.1: Time series X of length 530

Figure 3.2: Time series Y with Y [1 : 460] identical to X[71 : 530]

3.2.1

Piecewise Polynomial Approximation (PPA)
The PPA approximation techniques include PAA (zero degree polynomial func-

tions with equal length segments), APCA (zero degree polynomial functions with
variable length segments), and PLA (first degree polynomial functions with equal
or variable length segments) representations. An evaluation of these representations
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based on each of the eight requirements identified in Section 3.1.7 is given in this
section.
1. The compression ratio, reconstruction accuracy and shape complexity of the
time series are related. The only way of achieving high reconstruction accuracy is by partitioning the time series into large number of segments (N ) which
limits the extent to which the dimensionality is reduced. The APCA and PLA
representations achieve higher compression than PAA as they limit the number
of segments by placing long segments in regions where values are fairly constant
or linear, respectively. For a given compression ratio, the PLA representation
achieves higher reconstruction accuracy than the PAA and APCA representations [16].
2. The order of computation for building the PAA, PLA and APCA representations are O(n), O(nL), and O(nlog2 n), respectively [12] [13] [16]. It is not
always possible to choose appropriate values for r (degree of the polynomial)
and N even with prior knowledge of the shape and variation characteristics of
the time series.
3. In general, PPA representations are not suitable for matching or establishing
similarity between two time series which differ in length, scale, or translation.
In other words, these representations are not suitable for establishing similarity
between two time series based on their subsequences. The PAA representations
of X and Y shown in Figure 3.3 are very dissimilar illustrating that the PAA
is not suitable for matching time series based on their subsequences.
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Figure 3.3: The PAA representations of X and Y

Figure 3.4: The APCA representations of X and Y

Figure 3.4 illustrates the computation of the distance between the APCA representations of X and Y . The time series X is divided into 12 segments and
the APCA representation of Y is obtained by projecting the breakpoints of X
onto Y .
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Now, the distance between X and Y , which satisfies the lower bound criterion,
is simply the Euclidean distance between their representations. It is clear from
Figure 3.4 that mean values of the corresponding segments of X and Y differ
significantly from each other. This illustrates that the APCA representation
also suffers from all the disadvantages of the PAA representation and is not
suitable for time series matching.
In the PLA representations of Xand Y shown in Figure 3.5, each time series is
partitioned into 6 equal length segments (uniform segmentation). The two representations are quite different from each other. It is not possible to identify the
presence of identical subsequences in X and Y from these representations. Another pair of PLA representations of X and Y obtained using the sliding window
approach (non-uniform segmentation) with error threshold ǫ = 0.05 is given in
Figure 3.6. In this case, if we ignore the translation, the two representations are
quite similar in shape. This shows that if the two time series are properly segmented, the PLA representation is able to support subsequence-to-subsequence
matching.
4. The PAA and APCA representations do not provide any information regarding
the shape of the time series within segments. Therefore, sufficient information
to detect shapes and trends spanning one or more segments is not present. For
example, consider the PAA representation of time series X shown in Figure 3.3.
The mean values of segments 5 and 9 are almost same even though they are
very different in shape. Also, from the representation, it is not possible to know
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Figure 3.5: The PLA representations of X and Y from uniform segmentation

Figure 3.6: The PLA representations of X and Y from sliding window method
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the position and even approximate values of local maxima or local minima.
This is also true for the APCA representation. In Figure 3.4, though small
segments are placed in regions of high activity to capture the shape of the time
series, the chosen resolution does not adequately capture the shape of the right
most peak. In PLA, each straight line segment provides local trend (average
rate of increase or decrease) of data within the segment. This is certainly an
improvement over PAA and APCA representations. However, the general trend
need not provide sufficient information about the shape of the curve. Figure 3.5
shows the PLA representation of X in which X is partitioned into 6 equal
length segments. The linear approximations of segments 1 and 5 accurately
represent the shape of the curve within the segments. However, the trend
represented by the approximating line fails to represent the shape of the curve
for segments 4 and 6. The PLA representation obtained using sliding window
(Figure 3.6) retains the shape, local maxima, and local minima better than the
representation obtained from uniform segmentation (Figure 3.5). In general,
the PLA is better than PAA and APCA in approximating the shape of the
time series, especially if perceptually important points are used as breakpoints
during segmentation.
5. As PAA and APCA representations do not have information about the shape
of the time series within segments, and do not use points at which data trend
changes occur as breakpoints, they are unlikely to provide information needed
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to compute geometric and mathematical features necessary for feature based
clustering and classification.
6. The broad specification and determination of similarity is possible only if the
representation preserves perceptually important features present in time series,
which can be recognized and matched even if the two time series differ in translation, scale and length. The broad shape information is defined by a few
perceptually important points, such as prominent local maxima and minima,
and the shape of time series between adjacent prominent points. Unless these
points are included as breakpoints, the shape information will be lost as explained earlier. Therefore, PAA and APCA representation do not possess the
desired characteristics. The PLA representation, if segmented at the perceptually important points, has the potential to support the broad specification of
similarity.
7. The PPA representations facilitate the construction of an indexing structure for
query by content based on the entire query sequence (whole sequence matching).
None of the representations are suitable for the development of an indexing
structure, which facilitates the retrieval of time series from the database that
contain subsequences similar to a sufficiently long subsequence of the given
query sequence (subsequence-to-subsequence matching).
8. The PAA and APCA have distance measures that satisfy minimum bound criterion. In general, PLA does not have a distance measure that satisfies minimum
bound criterion. However, indexable PLA (IPLA), where all time series are
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of same length and are segmented into equal length segments, has a distance
measure that satisfies the minimum bound criterion [25].

3.2.2

Transform based Representations
The transform based representations, which include the Discrete Fourier Trans-

form (DFT), Discrete Cosine Transform (DCT) and Discrete Wavelet Transform
(DWT), represent the time series by the first few (k) coefficients of the transform
of the time series. An evaluation of these representations based on each of the eight
requirements identified in Section 3.1.7 is given in this section.
1. The transform based representations are able to capture a significant fraction
of the total energy of the time series with the first few transform coefficients.
However, sudden change in values, peaks and valleys are associated with high
frequency coefficients. Therefore, the low frequency coefficients represent a
highly smoothed version of the original time series. The time series X and its
reconstructed version (shown in red) using the first 6 DFT coefficients of X are
shown in Figure 3.7. It is obvious that all local maxima, minima, and trend
change patterns have been smoothed excessively. The amplitude of the left
maximum is reduced from more than 3.0 to less than 1.0. The right maximum
has dropped from about 3.6 to 0.1, and appears similar in value to the maximum
in the middle. In this example, use of 6 coefficients has translated to low
reconstruction accuracy. Many additional coefficients are usually needed to
increase the reconstruction accuracy marginally. This is true for DCT and
DWT representations also.
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Figure 3.7: The time series X and its reconstruction from 6 DFT coefficients

2. The order of computation for DFT and DCT is O(nlog2 n). The wavelet transform is computed in O(n) time.
3. The transform coefficients can be normalized and made invariant to amplitudeshift, amplitude-scale, and time scale. However, matching based on subsequences or sequence of similar patterns is not possible.

For example, the

first eight DFT coefficients (real and imaginary parts) of X and Y are [(0,0),
(-99.91,-197), (-43.62, 141.37), (52.7,99.68), (-84.86,-67.41), (-74.75,-3.72), (20.35,16.45), (11.71,-103.50)] and [(0,0), (34.77,-213.44), (-156.75,67.22), (-112.08,60.42), (79.29,44.96), (52.23,40.68), (-9.59,12.47), (-53.66,-82.03)], respectively.
From these values it is not possible to determine that X and Y have identical subsequences of length 460. Dealing with non-uniform scaling and unequal
lengths is also not straight forward.
4. The use of first few transform coefficients usually does not retain the perceptually important points and local trends.
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5. Most geometric and mathematical features are local features. As the transform
coefficients are global features, they are not helpful in identifying local features.
Though the DWT coefficients are able to localize features in the frequency-time
space, the determination of local temporal trends of all time series from the
same wavelet coefficients is not possible.
6. Any representation that facilitates broad specification of similarity should capture local shapes and trends accurately. A few transform coefficients do not
achieve the desired accuracy.
7. The transform based representations facilitate the construction of an indexing structure for query by content based on the entire query sequence (whole
sequence). None of the representations are suitable for the development of an indexing structure, which facilitates the retrieval of time series from the database
that contain subsequences similar to a sufficiently long subsequence of the given
query sequence.
8. As DFT, DCT and DWT are orthonormal transforms, the distance measure
computed from k transform coefficients satisfies the minimum bound criterion.

3.2.3

Symbolic Representations
In this section, Symbolic Aggregation Approximation (SAX), extended Sym-

bolic Aggregation Approximation (ESAX), Shape Description Alphabet (SDA), and
Piecewise Vector Quantization Approximation (PVQA) are evaluated by using the
eight ideal characteristics as metrics.
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1. The SAX and ESAX representations achieve higher compression than PAA as
each segment is represented by one and three discrete symbols instead of a real
number, respectively. The reconstruction accuracy is lower than that of PAA
due to two levels of approximation. The compression ratio and reconstruction
accuracy of SDA and PVQA representations depend on the number of symbols
or codewords used.
2. The order of computation for SAX, ESAX, and SDA representations is O(n).
The PVQA representation requires O(nm) time, where m and n are the sizes
of the code book and the length of the time series, respectively.
3. As time series are represented by sequences of symbols, proven string/text processing algorithms can be used for matching time series. However, these representations are not suitable if the matching subsequences in the two time series
are not similarly segmented, or the two time series differ in length, temporal
scale, amplitude scale, amplitude shift or translation. For example, the SAX
representations of X and Y shown in Figure 3.8 are cf f ddbbdbb and bcef dcbbdb,
respectively. The largest subsequence common to both representations is bbdb
(40% match). This is not a good measure of similarity between X and Y , where
Y [1 : 460] is identical to X[71 : 530] (87% match).
4. The symbolic representations do not retain perceptually important points, salient
attributes and local evolution trends. From the representations in Figure 3.8,
it is not possible to know the locations and values of local maxima or minima.
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Figure 3.8: The SAX representations of X and Y

5. The symbolic representations, because of the quantization used for the generation of symbol sequences, do not have information about the shape of the
time series within segments. Therefore, they do not include information needed
to compute geometric and mathematical features necessary for feature based
clustering and classification. Dissimilar segments may be assigned the same
symbol because of the two levels of approximation. For example, consider the
SAX representation of time series X shown in Figure 3.8 in which the PAA
representation is encoded using the alphabet {a, b, c, d, e, f }. The segments 5
and 9 are encoded as d even though they are very different in shape. Similarly,
segments 7, 8, and 10 are encoded as b. In general, symbolic representations do
not support feature and model based time series mining operations.

63

6. As SAX representations do not retain shape and trend information, broad specification and determination of similarity needed for syntactic clustering and
classification methods is not possible.
7. All symbolic representations facilitate the construction of an indexing structure
for query by content based on the entire query sequence (whole sequence).
None of the representations are suitable for the development of an indexing
structure, which facilitates the retrieval of time series from the database that
contain subsequences similar to a sufficiently long subsequence of the given
query sequence.
8. The SAX and ESAX representations have distance measures that satisfy minimum bound criterion. The SDA and PVQA do not have such distance measures.

3.3

Summary of Evaluation
The findings from the above evaluation are summarized in Table 7.1. Entries

Yes, No, and Possible are used to indicate that the requirement is satisfied, not satisfied, and possible to satisfy if certain conditions are true, respectively. It is obvious
that the PLA representation satisfies more requirements than other representations.
It achieves, for a given compression ratio, higher reconstruction accuracy than other
techniques. There are segmentation algorithms (not all techniques) that partition a
given time series into segments in linear time. As the approximate data trend is retained for each segment, the PLA representation is better suited for the computation
of features and model parameters than other representations. If the time series is seg-
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mented at perceptually important points, the PLA representation has the potential
to support matching based on subsequences, time ordered sequence of patterns, and
general shape as perceived by humans, which other representations are not capable
of supporting.
Therefore, research should focus on the development of an improved variation
of the PLA representation, which should be obtained by segmenting time series into
identifiable segments independent of translation, scale, and even missing data. A
multi-level representation should be used to capture the shape of each segment at
several levels of accuracy to support various time series processing goals. One such
representation is developed and described in Chapter 4.

Table 3.1: Evaluation summary of time series representation techniques
Req

PAA

PLA

APCA

DFT/DCT

DWT

SAX/ESAX

PVQA

1

No

Yes

No

No

No

No

No

2

O(n)

O(n)

O(n log2 n)

O(n log2 n)

O(n)

O(n)

O(mn)

3

No

Possible

No

No

No

No

No

4

No

Possible

No

No

No

No

No

5

No

Yes

No

No

No

No

Possible

6

No

Yes

No

No

No

No

Possible

7

No

Possible

No

No

No

No

No

8

Yes

Possible

Yes

Yes

Yes

Yes

No
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CHAPTER 4

THE HIERARCHICAL PIECEWISE LINEAR APPROXIMATION OF
TIME SERIES

In this Chapter, a new time series representation technique, called the Hierarchical Piecewise Linear Approximation (HPLA), is described. The HPLA representation satisfies 7 of the 8 requirements of an ideal representation identified in Chapter 3. The HPLA is a multi-level representation of time series data, which achieves
high compression with relatively low representation error through the determination
of appropriate breakpoints using a novel two-stage segmentation algorithm. It facilitates the development of effective and efficient algorithms for coarse-fine processing
of time series data. The representation is developed to permit the determination of
similarity between two time series when they share similar subsequences, patterns,
or time ordered sequence of patterns. It is effective in handling difference in length,
translation, time and amplitude scales, minor warp, and even some missing data. It
is also possible to determine similarity between two time series using mathematical
distance measures (quantitative) or general shape (subjective) characteristics.
The compression ratio achieved by a PLA representation of a given time series
is determined by the number of segments or breakpoints. For a given compression
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ratio, the representation accuracy is determined by where the breakpoints are placed
by the segmentation algorithm. The objective is to maximize the representation
accuracy for a given compression ratio, or maximize the compression ratio for a given
representation accuracy. In addition, it is important for the representation to retain
perceptually important features of the time series. Thus the effectiveness of a PLA
representation is determined by the number of breakpoints and how well they are
selected or placed during segmentation. Therefore, it is reasonable to seek answers
to the following questions.
1. What criteria should be used for the selection of breakpoints?
2. Do the segmentation methods currently in use satisfy the breakpoint selection
criteria?
3. Is it possible to develop a segmentation approach that results in a PLA representation highly suitable for all or most time series processing applications?
All three questions are answered in this chapter. The breakpoint selection
criteria used for the generation of the HPLA representation is described in Section 4.1.
An evaluation of the existing segmentation methods using the breakpoint selection
criteria identified in Section 4.1 as metrics is given in Section 4.2. A step-by-step
description of obtaining the HPLA representation of a given time series is given in
Section 4.3. The experimental results comparing the representation accuracy of the
HPLA representation with the representation accuracy of the PLA representations
obtained using sliding window, top-down and bottom-up segmentation methods are
given in Section 4.4.
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4.1

The Breakpoint Selection Criteria
When one looks at a time series, usually, a few points such as the prominent

maxima, the prominent minima, and the points at which slope changes significantly
grab attention. These points provide a broad perception of the shape, and also identify major trend changes in the time series. In this dissertation, such points are
called the perceptually important points (PIPs). If two time series are similar or
contain similar subsequences, it is possible to identify and align the similar sections
by matching the perceptually important points of the two time series. This is possible
even if the two time series differ in translation, temporal and amplitude scale, and
amplitude shift. Therefore, it is important to retain PIPs explicitly as breakpoints
during segmentation. The shape of the subsequence between adjacent PIPs may be
simple or complex. Therefore, additional breakpoints should be placed between adjacent perceptually important breakpoints to capture the shape of the segment. The
number and locations of breakpoints selected depend on the type of approximation
(linear, quadratic, etc.) and the level of accuracy desired.
Based on the above discussion, the following criteria are proposed for the
selection of breakpoints.
1. The perceptually important points (PIPs) in the time series should be selected
as primary breakpoints.
2. A minimum number of additional secondary breakpoints should be placed optimally between adjacent primary breakpoints to achieve the desired level of
representation accuracy.
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4.2

Evaluation of the Existing Segmentation Methods
There are four time series segmentation methods in use - uniform, sliding

window, top-down and bottom-up. In this section, the time series X of length 570
shown in Figure 4.1 is segmented using these methods, and the segmentation results
are compared with one another based on the above two breakpoint selection criteria.
Note that the time series has three prominent local maxima (labeled p1 , p2 , and p3 )
and two prominent local minima (labeled q1 and q2 ) excluding the endpoints.

Figure 4.1: Perceptually important maxima and minima of time series X

4.2.1

Uniform Segmentation
The uniform segmentation partitions the time series of length n into equal

length segments. It is the simplest of all methods and segments the time series
in constant time. The breakpoints are obtained independently of the shape of the
time series. It is obvious that the method pays no attention to the perceptually
important points or data trends. If breakpoints appear close to prominent local
69

Figure 4.2: Uniform segmentation of the time series X in Figure 4.1

maxima and local minima, it is just a coincidence. An illustration of this point is
shown in Figure 4.2, where the time series in Figure 4.1 is segmented into 18 equal
length segments. Breakpoints appear in the proximity of p1 , p2 , q1 and q2 . However,
there is no break point near p3 . The representation error of the segment that contains
p3 is very high and is not acceptable. For high compression ratio, the error of the
PLA representation obtained using the uniform segmentation method is much higher
than the error of the PLA representations obtained using the other three methods.
The uniform segmentation method is used only in simple applications, where signal
changes gradually without sharp peaks and valleys. The uniform segmentation is not
used in the comparison study from here onwards.

4.2.2

Sliding Window Method
The sliding window method partitions the input time series in linear time

(O(n)) such that the mean square error of each segment is less than a pre-specified
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threshold ǫ. The user can only specify the value of the parameter ǫ. It is not possible
to specify the number of segments as a parameter. If an appropriate value of ǫ is used
(very small), some of the breakpoints are likely to appear close to the perceptually
important maxima and minima. Otherwise, positions of the breakpoints have no
relationship with the positions of the perceptually important points. The time series
in Figure 4.1 is segmented into 9 segments by varying ǫ by trial-and-error. Note, as can
be seen from Figure 4.3(a), no breakpoints appear close to p1 and q1 . When the time
series is segmented into 11 segments as shown in Figure 4.3(b), the distance between
p1 and its nearest breakpoint decreased slightly. However, the distance between q2
and its nearest breakpoints increased. There is no known method to determine the
values of ǫ that is suitable for the segmentation of a given time series.

4.2.3

Top-down Segmentation
The top-down approach, starting with the input time series, recursively par-

titions each segment into two segments until the mean square error of each resulting
segment is less than ǫ. Alternately, the recursive partitioning continues until the
specified number of segments is obtained. The method allows the specification of
maximum segment error, number of segments or total error as the controlling parameter. Though the method is used widely, there are two disadvantages associated with
it. It is computationally expensive compared to other methods. The order of computation is O(n2 K), where K is the number of segments. The top-down method usually
does not give acceptable accuracy when the compression ratio is high, especially if the
time series has many prominent peaks and valleys. Also, it has been shown that top71

(a)

(b)

Figure 4.3: Segmentation of the time series in Figure 4.1 using the sliding window
method

down method does not scale well. This method does not guarantee the inclusion of
perceptually important maxima and minima as breakpoints. The time series shown in
Figure 4.1, segmented into 9 segments using the top-down method, is shown in Figure
4.4(a). There are no breakpoints close to any of the three local maxima p1 , p2 , and
p3 . There is no breakpoint close to the local minima q1 . The linear approximations
of 2nd and 3rd segments are not accurate and may not be acceptable. No significant
improvement is observed even when the time series is segmented into 11 segments
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(a)

(b)

Figure 4.4: Segmentation of the time series in Figure 4.1 using top-down method

as shown in Figure 4.4(b). In general, breakpoints appear close to prominent local
maxima and minima only if the number of segments is sufficiently large.

4.2.4

Bottom-up Segmentation
For a given compression ratio, the bottom-up method achieves higher repre-

sentation accuracy than the other three methods. It takes less computation than
the top-down method. The order of computation is O(nL), where L is the length of
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the longest segment. Similar to the top-down method, the bottom-up method allows
the specification of maximum segment error, number of segments or total error as
the controlling parameter. The time series in Figure 4.1 is segmented into 9 segments as shown in Figure 4.5(a) using the bottom-up method. The algorithm places
breakpoints correctly near all three local maxima. However, it fails to identify both
local minima as breakpoints. As a result, the representations of 4th and 6th segments
are not accurate. When the time series is segmented into 11 segments, breakpoints
are placed in the proximity of local minima as shown in Figure 4.5(b). In general,
bottom-up method places more breakpoints in the proximity of the perceptually important maxima and minima than the other methods at lower compression. However,
this is not true for higher compression values.

4.3

The Hierarchical Piecewise Linear Approximation
The common approach used by the time series segmentation algorithms treats

the time series as a sequence of real numbers or a discrete signal of length n. An
alternate approach or interpretation of the time series data is also possible. The time
series may be treated as a digital curve in the two dimensional time-amplitude binary
image. The number of columns in the binary image is equal to the length of the time
series. The number of rows is determined by the range of amplitude values and the
amplitude quantization bin size. This approach will allow the use of curve processing
methods well established in the area of image processing for smoothing, segmentation,
and interpretation of the time series. A step-by-step description of obtaining the
HPLA representation for both approaches is given in this section. Approach 1, where
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(a)

(b)

Figure 4.5: Segmentation of the time series in Figure 4.1 using bottom-up method

the time series is treated as a curve in the time-amplitude image is described in
Section 4.3.1. Section 4.3.2 describes the steps of obtaining the HPLA representation
using Approach 2, where the time series is treated as a discrete signal. A comparison
of the two approaches is given in Section 4.3.3.
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4.3.1

Approach 1: The HPLA Representation by treating the Time Series
as a Curve in the Two-dimensional Time-amplitude Image
There are several advantages for taking the image analysis approach for seg-

menting a time series. For example, in Section 4.1, the importance of including
perceptually important points such as the prominent local maxima and local minima as breakpoints is explained. In image processing, it has been shown that local
maxima, local minima, and inflection points of a curve are easily identified from the
3-bit chaincode representation of the curve [41] [42]. Therefore, by treating time series as an open curve in a digital image, the proposed approach can take advantage
of the existing chaincode based algorithms and real-time hardware implementation
architectures for efficient and effective time series smoothing and segmentation. A
step-by-step description of obtaining the HPLA representation is given below.
Step 1: Normalize the time series.
In this step, the time series is normalized to have zero mean and unit standard deviation. It is a common practice to normalize time series before building the
representation to achieve invariance to amplitude shift and amplitude scale while preserving the shape. The time series X = {x1 , x2 , · · · , xn } is normalized by replacing
amplitude xi by (xi - m)/σ, for 1 ≤ i ≤ n, where m and σ are the mean and standard
deviation of all amplitude values of the time series. For example, the mean and standard deviation of amplitude values for the time series of length 77 in Figure 4.6(a)
are 0.031 and 0.0031, respectively. The values of the normalized time series shown in
Figure 4.6(b) are obtained by replacing xi by (xi - 0.031)/0.0031.
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(a)

(b)

Figure 4.6: Time series before and after normalization

Step 2: Digitize the normalized time series and obtain the chaincode representation
of the resulting curve.
The amplitude values of the normalized time series are quantized to obtain the
binary image. The quantization maps xi to pixel [int ((xi - xmin )/b + 0.5), i], where b
is the desired amplitude resolution or bin size. The number of rows in the image is the
smallest integer greater than the ratio of the range of amplitude values to the desired
amplitude resolution. The maximum quantization error is one half of the amplitude
resolution. The discretization of time is not necessary as the amplitude values are
sampled at discrete points in time. Therefore, the number of columns is equal to
the length of the time series. The digital curve shown in Figure 4.7 is obtained by
digitizing the amplitude values in Figure 4.6(b) with a bin size of 0.1.
In digital image processing, a curve is often represented compactly by its chaincode [12]. The chaincode of a curve is simply a sequence of directional codes, where
the ith element of the chaincode specifies the direction of the ith pixel (point) relative
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Figure 4.7: Digital curve representation of the time series in Figure 4.6(b)

to the (i − 1)th pixel along the curve. A 3-bit binary code is used to encode the 8
possible directions.
In the case of time series, the curve representing the time series always begins
in the first column and ends in the last column. As time increases monotonically, from
any pixel (point) on the curve, the next pixel can be reached by moving one unit in
one of the five possible directions shown in Figure 4.8. The unique directional codes
(0 through 4) associated with these directions are also shown in Figure 4.8. Thus
starting with the first pixel, the curve is represented by a sequence of directional
codes called chaincode.
If the time series is actually converted to an image, significant additional memory is needed for storage. Fortunately, it is possible to obtain the desired chaincode
directly from time series values without any additional memory requirement. The
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Figure 4.8: The five directional codes

Algorithm 1 Returns chaincode representation of X
1: procedure Generate Chaincode(X, n, b )
2:
// X : input time series of length n
3:
// b : amplitude resolution f or quantizing elements of X
4:
chaincode ← empty list
5:
p = int((x1 − xmin )/b + 0.5) // row number of the f irst value
6:
i=2
7:
while i ≤ n do
8:
q = int((xi − xmin )/b + 0.5) // row number of the next value
9:
if q = p then
10:
Append 2 to chaincode
11:
else if q > p then
12:
Append 3 f ollowed by (q − p − 1) 4s to chaincode
13:
else
14:
Append 1 f ollowed by (p − q − 1) 0s to chaincode
15:
end if
16:
p=q
17:
i++
18:
end while
19:
Return chaincode
20: end procedure
algorithm Generate Chaincode obtains the chaincode representation of the time
series X without actually transforming X to a digital image.
The chaincode of the curve is Figure 4.7, obtained using the above algorithm is
{2433223343343343342232220110111113212100101001101343434443444344434344334
3344334332311331000100100010010001001001011221011212}.
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The following observations about Generate Chaincode are noteworthy.
1. The algorithm digitizes the time series and generates the chaincode in one pass
in linear time (O(n)).
2. As the digital image corresponding to the time series is never created, there is
no need to allocate memory for its storage.
3. If xi and xi+1 map to rows p and q, and if q > p then the rising curve segment
between p and q is represented by 3 followed by (q−p−1) 4s. Similarly, if xi and
xi+1 map to rows p and q, and if q < p then the falling curve segment between
p and q is represented 1 followed by (p − q − 1) 0s. For example, directional
code sequence that connects pixels (10, 5) and (14, 6) is 3444. Because of the
filling, the length of the chaincode is greater than the length of the time series.
Step 3: Determine perceptually important breakpoints.
The prominent local maxima and local minima of the time series or its digital
curve representation are taken as the perceptually important breakpoints for segmentation. These breakpoints are called primary breakpoints. The approach for the
determination of the primary breakpoints of the curve from its chaincode representation is described in the following paragraphs.
Nabors was the first person to show that partitioning a curve into segments
based on slope has many benefits [41]. He defined four types of curve segments - type
1, type 2, type 3, and type 4. The slope of a type 1 curve segment is between negative
infinity and -1, and the curve segment is represented by a sequence of direction codes
0 and 1. The slope of a type 2 curve segment is between -1 and 0, and the curve
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segment is represented by a sequence of direction codes 1 and 2. The slope of a type 3
curve segment is between 0 and 1, and the curve segment is represented by a sequence
of direction codes 2 and 3. Finally, the slope of a type 4 curve segment is between 1
and infinity, and the curve segment is represented by a sequence of direction codes 3
and 4.
First, the chaincode of the curve is partitioned into non-overlapping subsequences where each subsequence represents one of the four curve segment types as
illustrated in Figure 4.9. Each point at which type 1 or type 2 curve segment meets
type 3 or type 4 curve segment is a local maximum or a local minimum. For a local
minimum, type 1 or type 2 curve segment appears before type 3 or type 4, and for
a local maximum type 3 or type 4 appears before type 1 or type 2 curve segment.
Instead of selecting all, only the prominent local maxima and minima are selected as
primary breakpoints. A local maximum is taken as a prominent maximum if its raise
from the immediately preceding prominent minimum is greater than the average raise
of all local maxima. Similarly, a local minimum is taken as prominent minimum if its
fall from the immediately preceding prominent maximum is greater than the average
fall of all minima. The resulting list is further processed such that prominent maxima and minima alternate. The endpoints are always taken as primary breakpoints.
The approach identifies two local maxima and three local minima (including two end
points) as primary breakpoints for the curve in Figure 4.7. These breakpoints are
labeled as A, B, C, D and E in Figure 4.10.
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Figure 4.9: Partitioning of the chaincode into four types of curve segments

Figure 4.10: The primary breakpoints selected for the curve in Figure 4.7

Step 4: Smooth the curve segments between adjacent primary breakpoints.
The curve segments connecting adjacent primary breakpoints are smoothed by
directly modifying their chaincode. A smoothing algorithm similar to the algorithm
given by Kim has been developed for this purpose [42]. Unlike Kim’s algorithm which
first requires the identification of distorted parts of the segment, the new algorithm
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operates directly on the chaincode, and modifies only the elements that are likely
responsible for distortion. The approach retains the general shape of the curve and
keeps most of the points in their original positions. Also, the user has the ability
to control the extent of smoothing by specifying the size of the smoothing window
(usually 2 to 4).
The smoothing algorithm, using the moving window approach, modifies the
values within the window using the following replacement rules.
1. If 1 and 3 appear within the window replace them with 2 and 2.
2. If 0 and 4 appear within the window delete both.
3. If 2 and 4 appear within the window replace them with 3.
4. If 0 and 2 appear within the window replace them with 1.
For illustration purpose, the curve segment DE in Figure 4.10 is shown before
and after smoothing in Figure 4.11. It can be seen that breakpoints are retained as end
points after smoothing, and the distortion near the top is smoothed without changing
the rest of the curve. The smoothing window size used is 2. The smoothing suppresses
minor fluctuation due to noise, and usually reduces the number of partitions into
which the segment is divided in Step 5.
Step 5: Determine secondary breakpoints.
Each smoothed curve segment between adjacent primary breakpoints is partitioned into two sub-segments, and each sub-segment is represented by the line joining
its endpoints. If the mean square error or representation error (average of the square
83

(a)

(b)

Figure 4.11: Illustration of chaincode based curve smoothing of segment DE

of the vertical distances between the approximating line and points on the curve)
between a sub-segment and its approximating line is greater than a pre-specified tolerance ǫ then the sub-segment is partitioned again into two parts. Otherwise, it is
not partitioned further. This recursive process continues until representation error
becomes less than ǫ for all sub-segments. A curve segment may be partitioned at
its midpoint or best point. In this dissertation, each curve segment is partitioned at
the best point. The best point is defined as the point that minimizes the sum of the
representation errors of the two sub-segments.
The algorithm Segment-at-OptimalPoint on page 86 partitions the curve
segment between any two adjacent breakpoints represented by the chaincode chain-
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code[i: j] into two parts at the optimal breakpoint p in linear time. The algorithm
first computes segment[0 : L], where segment[l] is the amplitude of the lth point on
the curve segment. Note that (0, segment[0]) and (L, segment[L]) are coordinates of
breakpoints marking the start and end of the curve segment, respectively. Next, the
algorithm computes the representation errors E0,k and Ek,L for segment[0 : k] and
segment[k : L], respectively, for 0 < k < L. The optimal breakpoint p is found such
that (E0,p + Ep,L ) < (E0,k + Ek,L ) for all k 6= p. As E0,(k+1) and E(k+1),L are computed
from E0,k and Ek,L in constant time by updating A1 , B1 , C1 , A2 , B2 , and C2 , the
algorithm Segment-at-OptimalPoint segments the input segment in linear time
(O(j − i + 1)). The correctness of the algorithm and the claim of linear computing
time are proved in Section 4.3.2.
If Segment-at-OptimalPoint is invoked with primary segment DE (Figure 4.10) as input, the segment will be partitioned at the optimal breakpoint x. Now,
the curve segment DE is represented by two line segments Dx and xE. Assume that
the mean square error between segment Dx, and line Dx is greater than ǫ, and the
mean square error between segment xE and line xE is less than ǫ. Therefore, Dx
will be segmented again at the optimal point y. Assume that no further segmentation
is needed as the representation error is less than ǫ for all segments. Now the curve
segment Dx is represented by two line segments Dy and yx. The primary segment
DE is represented by three line segments Dy, yx, and xE. The primary and secondary breakpoints for all primary segments of the time series in Figure 4.7 is given
in Figure 4.12.

85

Algorithm 2 Partitions input segment at the best point
1: procedure Segment-at-OptimalPoint(chaincode[i : j])
2:
l=1
3:
amplitude = 0
4:
segment[0] = 0
5:
for k = i; k ≤ j; k + + do
6:
if chaincode[k] == 0 then
7:
segment[l] = segment[l] − 1;
8:
else if chainCode[k] == 1 then
9:
l = l + 1;
10:
segment[l] = segment[l] − 1
11:
else if chaincode[k] == 2 then
12:
l = l + 1;
13:
segment[l] = segment[l − 1]
14:
else if chaincode[k] == 3 then
15:
l =l+1
16:
segment[l] = segment[l] + 1
17:
else if chaincode[k] == 4 then
18:
segment[l] = segment[l] + 1
19:
end if
20:
end for
21:
k=1
22:
L=l
23:
A1 = 1
24:
B1 = segment[1] − segment[0]
25:
C1 = (segment[1] − segment[0])2
26:
m1 = (segment[1] − segment[0]) // slope
27:
E0,k = m21 ∗ A1 − 2 ∗ m1 ∗ B1 + C1
P
2
28:
A2 = L−1
q=k (L − q)
P
29:
B2 = L−1
q=k (L − q) ∗ (segment[L] − segment[q])
PL−1
30:
C2 = q=k (segment[L] − segment[q])2
31:
m2 = (segment[L] − segment[k])/(L − k) // slope
32:
Ek,L = m22 ∗ A2 − 2 ∗ m2 ∗ B2 + C2
33:
minError = E0,k + Ek,L
34:
p = k // optimal breakpoint
35:
k=2
36:
while k < L do
37:
m1 = (segment[k] − segment[0])/k
38:
A1 = A1 + (k − 1)2
39:
B1 = B1 + (k − 1) ∗ (segment[k − 1] − segment[0])
40:
C1 = C1 + (segment[k − 1] − segment[0])2
41:
E0,k = m21 ∗ A1 − 2 ∗ m1 ∗ B1 + C1
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42:
43:
44:
45:
46:
47:
48:
49:
50:
51:
52:
53:

m2 = (segment[L] − segment[k])/(L − k)
A2 = A2 − (L − k)2
B2 = B2 − (L − k) ∗ (segment[L] − segment[k])
C2 = C2 − ((segment[L] − segment[k])2
Ek,L = m22 ∗ A2 − 2 ∗ m2 ∗ B2 + C2
if (E0,k + Ek,L ) < minError then
minError = E0,k + Ek,L
p=k
end if
k++
end while
end procedure

In order to build the HPLA representation, the hierarchy (order of determination) of the breakpoints must be recorded. For example, x and y must be labeled
as level-1 and level-2 breakpoints, respectively. One method for recording the hierarchy of breakpoints is by using a binary tree. The structure of the binary tree is
simple. Each non-leaf node represents a subsequence X[i : j], its left child represents
X[i : p], and right child represents X[p : j], where p is the optimal breakpoint that
splits X[i : j] into two sub-segments. The binary tree that depicts the process of
recursive segmentation of the segment DE is shown in Figure 4.13. The breakpoint
x is called level-1 breakpoint because it creates the segments that appear in level-1
of the binary tree. Similarly, y is called level-2 breakpoint. There can be up to 2l−1
level l breakpoints (l > 0). Using this labeling scheme, the primary breakpoints are
level-0 breakpoints.
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Figure 4.12: The primary and secondary breakpoints of the time series in Figure 4.7

Figure 4.13: The binary tree representation of the segment DE

If N primary breakpoints are identified including the two end points then the
HPLA representation will consist of (N -1) binary trees. The depth of each binary
tree is determined by the shape complexity of the curve segment. The representation
error and the compression ratio decrease as the depth of the binary tree increases.
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Step 6: Compute feature vectors.
Features that represent the shape of the curve segment are computed and
stored in nodes of the binary tree. Each non-leaf node of the binary tree represents
a part of the curve segment, and its child nodes represent its two partitions. Each
non-leaf node includes a feature vector, components of which are the attributes of
the two sub-segments represented by its two child nodes. The feature vector of a
leaf-node specifies the segment’s endpoints.
In this dissertation, the following four features are used.
1. Time extent of left partition: ∆TL
2. Time extent of right partition: ∆TR
3. Amplitude extent of left partition: ∆AL
4. Amplitude extent of right partition: ∆AR
All four features are invariant to translation along time and amplitude axes.
The ratios (∆TL /∆TR ) and (∆AL /∆AR ) are invariant to translation, time scale,
and amplitude scale. If a scale invariant representation is needed then the above two
ratios can be stored instead of the four features, thereby achieving higher compression.
Other features describing shape of the two curve segments and proximity of each curve
segment to its approximating line may be used. As the number of features increase the
compression ratio decreases. For illustration, feature vectors associated with various
nodes of the binary tree in Figure 4.13 are shown in Figure 4.14.
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Figure 4.14: The binary tree representation of the segment DE with feature vectors

The above binary tree representation of the HPLA requires storage for features and links to define the structure of the binary tree. An alternate approach
for recording the hierarchy of breakpoints is desirable if the goal is to increase the
compression ratio. A list of time stamp, amplitude value and hierarchy number of
all breakpoints in the time order of their appearance may be used for recording the
HPLA representation. For example, the list (time stamp of D, amplitude value of D,
0), (time stamp of y, amplitude value of y, 2), (time stamp of x, amplitude value of
x, 1), (time stamp of E, amplitude value of E, 0) includes all the information present
in the binary tree in Figure 4.14. The approach requires the storage of 3 values for
each segment. In comparison, the PLA representation requires the storage of only
two per segment. As the hierarchy number is a small integer (usually less than 4), all
hierarchy numbers can be packed in a few words. For example, if a 2-bit field is used
for each hierarchy number, total storage needed to store all the hierarchy numbers is
only 2N bits, where N is the number of primary breakpoints.
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4.3.2

Approach 2: The HPLA Representation by treating the Time Series
as a Discrete Signal
Though there are several advantages, it is not necessary to treat a time series

as a curve in the time-amplitude image space to obtain the HPLA representation.
In this section, a step-by-step description of the approach for obtaining the HPLA
representation by treating the time series as a discrete signal is given.
Step 1: Normalize the time series.
The normalization of the time series to have zero mean and unit standard deviation is identical to the procedure described in Step 1 of Approach 1. The normalized
values of the input time series in Figure 4.6(a) are shown Figure 4.15.

Figure 4.15: The normalized values of the time series in Figure 4.6(a)

Step 2: Determine perceptually important primary breakpoints.
As in Section 4.3.1, the prominent local maxima and local minima of the
time series are taken as the perceptually important primary breakpoints. In order to
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determine the primary breakpoints, the time series is first divided into monotonically
non-decreasing (Type-1 ) and non-increasing (Type-2 ) sections. Every point at which
Type-1 sequence ends and Type-2 sequence begins is a local maximum. Similarly,
every point at which Type-2 sequence ends and Type-1 sequence begins is a local
minimum. In general, because of noise, a time series has many local maxima and
minima. Instead of selecting all, only the prominent local maxima and minima are
selected as primary breakpoints by Algorithm 3.
A brief description of the algorithm is given below.
1. The procedure FindMax&Min scans the time series X, and finds all local
maxima and minima. For each maximum (minimum), the function records the
time index and raise (fall) in amplitude value from the preceding minimum
(maximum) in the order of appearance.
2. The procedure FindAverageRaise&Fall calculates the average raise of all
maxima and average fall of all minima.
3. The procedure Determine Primary Breakpoints, first identifies all maxima (minima) for which the raise (fall) is greater than the average raise (average
fall), and stores them as candidate perceptually important maxima (minima) in
Prominent MaxMin I in the time order of their appearance. The time index of
each entry in Prominent MaxMin I is recorded in Prominent MaxMin Index I.
The adjacent elements of Prominent MaxMin I are examined to obtain the final list of perceptually important points. If Prominent MaxMin I[i] is a local maximum, and if there exist one or more local maxima between Promi92

Algorithm 3 Determines primary breakpoint of X
1: procedure Determine Primary BreakPoints(X)
2:
(M axM in, M axM inIndex) = FindMax&Min(X)
3:
(avgRaise, avgF all) = FindAverageRaise&Fall(M axM in)
4:
// Select candidates f or prominent maxima and minima
5:
for i = 0 to length(M axM in) − 1 do
6:
if M axM in(i) > avgRaise OR M axM in(i) < avgF all then
7:
P rominent M axM in I.add(M axM in(i))
8:
P rominent M axM in Index I.add(M axM inIndex(i))
9:
end if
10:
end for
11:
// Select f inal prominent maxima and minima
12:
i=0
13:
while i < length(P rominent M axM in I) − 1 do
14:
if P rominent M axM in I(i) > 0 then // local maxima
15:
Add index of the global maximum between
16:
P rominent M axM in Index I(i) and
17:
P rominent M axM in Index I(i + 1) (both inclusive)
18:
to P rominent M axM in Index F
19:
end if
20:
if P rominent M axM in I(i) < 0 then // local minima
21:
Add index of the global minimum between
22:
P rominent M axM in Index I(i) and
23:
P rominent M axM in Index I(i + 1) (bothinclusive)
24:
toP rominent M axM in Index F
25:
end if
26:
i++
27:
end while
28:
Return P rominent M axM in Index F
29: end procedure
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:

procedure FindAverageRaise&Fall(M axM in)
totalRaise = 0
noOf Raise = 0
totalF all = 0
noOf F all = 0
for i = 0 to length(M axM in) − 1 do
if M axM in(i) ≥ 0 then
totalRaise = totalRaise + M axM in(i)
noOf Raise + +
end if
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11:
12:
13:
14:
15:
16:
17:
18:
19:

if M axM in(i) < 0 then
totalF all = totalF all + M axM in(i)
noOf F all + +
end if
end for
avgRaise = totalRaise/noOf Raise
avgF all = totalF all/noOf F all
Return (avgRaise, avgF all)
end procedure

1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:

procedure FindMax&Min(X)
i=1
while i < length(X) do
if (X[i] ≥ X[i − 1]) then
raise = 0
while X[i] ≥ X[i − 1] do
raise = raise + (X[i] − X[i − 1])
i++
end while
M axM in.add(raise)
M axM inIndex.add(i − 1)
end if
if X[i] < X[i − 1] then
f all = 0
while X[i] < X[i − 1] do
f all = f all + (X[i] − X[i − 1])
i++
end while
M axM in.add(f all)
M axM inIndex.add(i − 1)
end if
end while
Return (M axM in, M axM inIndex)
end procedure
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nent MaxMin Index I[i] and Prominent MaxMin Index I[i + 1] (inclusive) with
amplitude values higher than Prominent MaxMin I[i], the maximum with the
highest value is taken as a final perceptually important maximum. Otherwise, Prominent MaxMin I[i] is taken as a final perceptually important maximum. Similarly, if Prominent MaxMin I[i] is a local minimum, and if there exist
one or more local minima between Prominent MaxMin Index I[i] and Prominent MaxMin Index I[i + 1] (inclusive) with amplitude values less than Prominent MaxMin I[i], the minimum with the lowest value is taken as a final perceptually important minima. Otherwise, Prominent MaxMin I[i] is taken as a
final perceptually important minimum. Indices of final perceptually important
maxima and minima are recorded in Prominent MaxMin Index F.
The primary breakpoints identified for the normalized time series in Figure 4.15 is shown in Figure 4.16.
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Figure 4.16: The primary breakpoints selected for the time series in the Figure 4.15

Step 3: Smooth each segment between adjacent primary breakpoints.
The well-known local neighborhood averaging method is used for obtaining
the smoothed values. The value of the ith element xi is replaced by the average
of (2k + 1) values { xi−k , xi−k+1 , · · · , xi , xi+1 , · · · , xi+k }, where k is an integer.
For illustration purpose, the time series in Figure 4.16 is shown after smoothing in
Figure 4.17 (k = 1). The smoothing suppresses minor fluctuation due to noise, and
usually reduces the number of partitions into which the segment is partitioned in Step
4.
Step 4: Determine secondary breakpoints.
Each segment between adjacent primary breakpoints, referred to as a primary
segment, is partitioned into two sub-segments at the optimal breakpoint, and each
sub-segment is represented by the line joining its endpoints. The optimal breakpoint
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Figure 4.17: The time series in Figure 4.16 after smoothing

is defined as the point that minimizes the sum of the representation errors (average
of the square of the vertical distances between the approximating line and time series
points) of the two sub-segments. If the representation error between a sub-segment
and its approximating line is greater than a pre-specified tolerance ǫ then the subsegment is partitioned again into two parts. Otherwise, it is not partitioned further.
This recursive process continues until the representation error becomes less than ǫ
for all sub-segments. The breakpoints obtained during this step are called secondary
breakpoints.
The algorithm Segment-at-OptimalPoint, partitions the input sequence
X[i : j] into two parts at the optimal breakpoint p in linear time. The algorithm
computes the representation errors Ei,k and Ek,j for X[i : k] and X[k : j], respectively,
for i < k < j. The optimal breakpoint p is found such that (Ei,p + Ep,j ) < (Ei,k
+ Ek,j ) for all k 6= p. As Ei,(k+1) and E(k+1),j are computed from Ei,k and Ek,j in
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Algorithm 4 Partitions input segment at the best point
1: procedure Segment-at-OptimalPoint(X[i : j])
2:
k =i+1
3:
A1 = 1
4:
B1 = X[k] − X[i]
5:
C1 = (X[k] − X[i])2
6:
m1 = (X[k] − X[i])/(k − i) // slope
m21 ∗ A1 − 2 ∗ m1 ∗ B1 + C1
7:
Ei,k =P
8:
A2 = jq=k (j − q)2
P
9:
B2 = jq=k (j − q) ∗ (X[j] − X[q])
P
10:
C2 = jq=k (X[j] − X[q])2
11:
m2 = (X[j] − X[k])/(j − k)
12:
Ej,k = m22 ∗ A2 − 2 ∗ m2 ∗ B2 + C2
13:
minError = Ei,k + Ek,j
14:
p = k // optimal breakpoint
15:
k++
16:
while k < j do
17:
m1 = (X[k] − X[i])/(k − i)
18:
A1 = A1 + (k − i)2
19:
B1 = B1 + (k − i) ∗ (X[k] − X[i])
20:
C1 = C1 + (X[k] − X[i])2
21:
Ei,k = m21 ∗ A1 − 2 ∗ m1 ∗ B1 + C1
22:
m2 = (X[j] − X[k])/(j − k)
23:
A2 = A2 − (j − k + 1)2
24:
B2 = B2 − (j − k + 1) ∗ (X[j] − X[k − 1])
25:
C2 = C2 − ((X[j] − X[k − 1])2
26:
Ek,j = m22 ∗ A2 − 2 ∗ m2 ∗ B2 + C2
27:
if (Ei,k + Ek,j ) < minError then
28:
minError = Ei,k + Ek,j
29:
p=k
30:
end if
31:
k++
32:
end while
33: end procedure
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constant time by updating A1 , B1 , C1 , A2 , B2 , and C2 , Segment-at-OptimalPoint
segments the input segment in linear time (O(j − i + 1)).
In the following paragraphs, it is shown that Segment-at-OptimalPoint
finds the optimal breakpoint in linear time. The goal is to find an optimal breakpoint
p such that the sum of the representation error of the sub-segments X[i : p] and
X[p : j] of X[i : j] is minimum. If k ( i < k < j) is selected as the breakpoint then
X[i : j] is represented by two line segments. The first sub-segment is represented by
line-1, which connects points (i, X[i]) and (k, X[k]). Similarly, line-2 that connects
points (k, X[k]) and (j, X[j]) represents the second sub-segment. The square of the
error between X[i : k] and line-1 is given by, Ei,k =

Pk

q=i (mk1 .(q − i) + X[i] − X[q])

2

,

where mk1 is the slope of line-1. Similarly, the square of the error between X[k : j]
and line-2 is given by Ek,j =
slope of line-2.

Pj

q=k (−mk2 .(j

− q) + X[j] − X[q])2 , where mk2 is the

The number of arithmetic operations needed to compute Ek = (Ei,k + Ek,j )
is proportional to the length of X[i : j]. As each k between i and j is a candidate for
becoming the optimal breakpoint, the order of computation for finding p is O((j −
i + 1)2 ). The improved algorithm (Segment-at-OptimalPoint) developed in this
dissertation determines the optimal breakpoint in O(j − i + 1) time as shown below.
The error Ei,k can be written as,

Ei,k = (m1 (k))

2

k
X
q=i

2

(q − i) + 2 ∗ m1 (k)

k
X
q=i

(q − i)(X[i] − X[q]) +

= (m1 (k))2 A1 (k) + 2 ∗ m1 (k) ∗ B1 (k) + C1 (k)
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k
X
q=i

(X[i] − X[q])2

The error Ei,(k+1) if (k + 1) is selected as the breakpoint is given by,

Ei,(k+1) = (m1 (k + 1))

2

k+1
X
q=i

k+1
X
q=i

2

(q − i) + 2 ∗ m1 (k + 1)

k+1
X
q=i

(q − i)(X[i] − X[q])+

(X[i] − X[q])2
= (m1 (k + 1))2 A1 (k + 1) + 2 ∗ m1 (k + 1) ∗ B1 (k + 1) + C1 (k + 1)

Note that A1 (k + 1), B1 (k + 1) and C1 (k + 1) can be determined from A1 (k), B1 (k)
and C1 (k) in constant time as follows.

A1 (k + 1) = A1 (k) + (k + 1 − i)2
B1 (k + 1) = B1 (k) + (k + 1 − i)(X[k + 1] − X[i])
C1 (k + 1) = C1 (k) + (X[k + 1] − X[i])2

Similarly, A2 (k + 1), B2 (k + 1) and C2 (k + 1) can be determined from A2 (k), B2 (k)
and C2 (k) in constant time as follows.

A2 (k + 1) = A2 (k) − (j − k)2
B2 (k + 1) = B2 (k) − (j − k)(X[j] − X[k])
C2 (k + 1) = C2 (k) − (X[j] − X[k])2

100

Therefore, the above algorithm finds the optimal breakpoint that minimizes
the sum of the representation error of the two sub-segments in O(j − i + 1), where
(j − i + 1) is the length of the segment X[i : j].
The above algorithm is first called with a primary segment as input. In other
words, i and j are the indices of two adjacent primary breakpoints. If the representation error of a sub-segment (segment[i : p] or segment[p : j]) is greater than ǫ then
this algorithm is called with the sub-segment as the input. This process continues recursively until the representation error of all resulting sub-segment becomes less than
ǫ. A binary tree is used for recording the segmentation hierarchy of each primary
segment as described in Section 4.3.1. As before, the HPLA representation of a time
series is a sequence of binary trees, where each binary tree represents a primary curve
segment.
When the four primary segments of the time series in Figure 4.15 are recursively segmented using the above algorithm, results almost identical to the result of
Approach 1 are obtained.
Step 5: Compute feature vectors.
This step is identical to the one described in Section 4.3.1, and is repeated
for the sake of completeness. Features that represent the shape of the curve segment
are computed and stored in the nodes of the binary tree. Each non-leaf node of the
binary tree represents a part of the curve segment, and its child nodes represent its
two partitions. Each non-leaf node includes a feature vector, components of which
are the attributes of the two sub-segments represented by its two child nodes. The
feature vector of a leaf-node specifies the segment’s endpoints.
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In this dissertation, the following four features are used.
1. Time extent of left partition: ∆TL
2. Time extent of right partition: ∆TR
3. Amplitude extent of left partition: ∆AL
4. Amplitude extent of right partition: ∆AR
All four features are invariant to translation along time and amplitude axes.
The ratios (∆TL /∆TR ) and (∆AL /∆AR ) are invariant to translation, time scale and
amplitude scale. If a scale invariant representation is needed then the above two
ratios can be stored instead of the four features, thereby achieving higher compression.
Other features describing shape of the two curve segments and proximity of each curve
segment to its approximating line may be used.
In summary, for a given time series, a set of perceptually important breakpoints
which partition the time series into primary segments are identified. Each primary
segment is further segmented into two partitions by placing secondary breakpoints
recursively until the representation error drops below a pre-specified tolerance for all
resulting partitions. The order in which the secondary breakpoints are determined
or the segmentation hierarchy is represented as a binary tree. At each non-leaf node,
features of the curve segment represented by the node that are invariant to translation
and scale are computed and stored. At each leaf node, co-ordinates of the end points
of the segment are stored. The time ordered sequence of the resulting binary trees is
the Hierarchical Piecewise Linear Representation of the time series.
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4.3.3

Comparison of Approach 1 and Approach 2
Approach 2 treats the time series as a sequence of real values for constructing

the HPLA representation. Approach 1 treats the time series as a digital curve in
the time-amplitude image space, generates the chaincode representation of the curve,
and uses the chaincode representation for constructing the HPLA representation. As
Approach 1 is new, it is reasonable to ask the questions “Are there any advantages for
using the chaincode?” and “How does the use of chaincode affect the computational
efficiency?” In this section, the two approaches are compared and the two questions
are answered.

4.3.3.1

Advantages of Approach 1

Usually, times series are smoothed before generating the representation to reduce the effect of minor fluctuations due to noise. The chaincode based smoothing
algorithm requires no arithmetic operation. It uses fixed substitution rules as described in Section 4.3.1 to achieve smoothing. For example, if the chaincode to be
smoothed is 12212231122221, the smooth chaincode 12212222122221 is obtained by
replacing 31 by 22 (replace 31 or 13 by 22 is one of the replacement rules). The
neighborhood averaging method used by Approach 2, in its simplest form, replaces
xi by the average of xi−1 , xi , xi+1 . This requires 2n addition and n division.
The chaincode based smoothing algorithm preserves perceptually important
points better than neighborhood averaging method and keeps most values unchanged
after smoothing. The method selectively changes a few values, which are most likely
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the cause of minor fluctuations. This is illustrated in Figure 4.18 and Figure 4.19.
In Figure 4.18(a), plots in blue and red represent the normalized time series of Amazon stock price data before and after smoothing using the neighborhood averaging
method, respectively. Similarly, in Figure 4.18(b), plot in red represents time series after smoothing using the chaincode method. It is clear from these plots that
chaincode based smoothing algorithm preserves values of prominent local minima and
maxima better than the neighborhood averaging method. For example, points A and
B are preserved better in Figure 4.18(b) than in Figure 4.18(a). Also, most points in
smooth region do not change their values in Figure 4.18(b). This is evident from the
region between C and D.

(a) Local averaging based smoothing
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(b) Chaincode based smoothing

Figure 4.18: Comparison of local averaging and chaincode based smoothing algorithms

Figure 4.19(a) shows a time series X = {xi = i3 }. This time series is smoothed
using both chaincode based method and neighborhood averaging method. Note that
the time series is smooth to begin with. Yet, the neighborhood averaging method
changes the values even when not needed as shown in Figure 4.19(b) (smoothed curve
- red and actual curve - blue). The chaincode based smoothing algorithm leaves all
values unchanged as shown in Figure 4.19(c), where red and blue plots coincide.
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(a) Time series X = {xi = i3 }

(b) Local average based smoothing of time se-(c) Chaincode based smoothing of time series
ries X

X

Figure 4.19: Comparison of smoothing for X = {xi = i3 }
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4.4

Simulation Results
There is consensus that a good time series representation technique should

support clustering, classification, query by content and many other time series data
mining applications, not just query by content that has received a lot of attention
until now. In Chapter 3, eight requirements an ideal time series representation should
satisfy were derived by analyzing the needs of various time series data mining applications. After careful analysis, in this dissertation, the following two measurable metrics
are proposed for measuring how well a representation satisfies the eight requirements.
1. Reconstruction accuracy.
2. Matching accuracy.
Both metrics are independent of application, implementation, and hardware
and software systems used. A representation that achieves high reconstruction accuracy is expected to capture perceptually important maxima and minima, local
features and evolution trends which are important to all data mining applications.
Therefore, reconstruction accuracy is a good metric for comparing time series representations. For a given compression ratio, higher the reconstruction accuracy better
is the representation.
Matching two time series to determine their similarity is the basis for query
by content, clustering, classification and many other data mining applications. For
time series data, the definition of similarity and the level of difficulty for the determination of similarity between two time series vary depending on the problem. In many
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applications, similarity is carefully defined to capture the semantics or similarity as
perceived by humans. A good representation should support the identification of the
similarity between two time series based on whole sequence, sequence-to-subsequence
and subsequence-to-subsequence matching even if the time series being matched differ
in translation, time scale and amplitude scale. Therefore, matching accuracy makes
a good metric for comparing time series representations.
A detailed analysis of various time series representation techniques has shown
that the PLA representation has the potential to satisfy more of the eight ideal requirements than other representations, if the breakpoints are properly placed. The
HPLA representation developed in this dissertation is a hierarchical PLA representation obtained by using a novel two-stage segmentation algorithm. Therefore, the
HPLA is compared with the PLA representations obtained using sliding window,
top-down and bottom-up segmentation methods. Experimental results comparing
the reconstruction accuracy (for a given compression ratio) of the HPLA representation with those of other representations are given in this section. An evaluation of
the HPLA representation based on matching accuracy is given in Chapter 5, where
the time series matching algorithm is described in detail.

4.4.1

Time Series Data Sets used for Simulation
The University of California at Riverside (UCR) has created and is maintaining

a very large collection of time series data in their archive for the purpose of testing
and comparing time series representation and mining algorithms [43]. The funding
for managing the data archive is provided by NSF and ISCA Technologies. Nine data
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sets from UCR archive and one data set from the KDD archive of the University
of California at Irvine used in the simulation study are listed in Table 5.1. For
simulation, 10 time series are selected randomly from each data set. One sample time
series from each set is shown in Figure 4.20.

Table 4.1: Data sets used for simulation
Name

Number of

Length

Description

Time Series
Mallat

320

1024

Includes eight classes of time series data

Olive Oil

60

570

Spectrogram data of different types of
Olive Oil

Fish

175

463

Contour signature of seven types of fish

Yoga

300

426

Body contour of male and female yoga
postures

50 Words

450

270

Time series representation of
handwritten text

Coffee

56

286

Spectrogram of two types of coffee

Face

100

350

Time series data set reflecting face
shapes

Swedish Leaf

500

128

Time series collection of 15 types of
Swedish leaves

OSU Leaf

200

427

Time series data for six types of OSU
leaves

Pseudo Synthetic

600

3313

Synthetically generated time series data
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(a) Mallat

(b) Olive Oil

(c) Fish

(d) Yoga

(e) 50 Words

(f) Coffee

(g) Face

(h) Swedish Leaf
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(i) OSU Leaf

(j) Pseudo Synthetic

Figure 4.20: Sample time series from each of the 10 data sets used in simulation
study

4.4.2

Error Measures used in Simulation
If a time series X of length n is partitioned into N segments then there exist

(N + 1) breakpoints, which must be stored to realize the piecewise linear approximation of X. Based on the segmentation method, each breakpoint is specified by m
values (time, amplitude, etc.). For example, m is one (amplitude) for uniform segmentation method, and two (time and amplitude) for sliding window segmentation
method. Therefore, the compression ratio C achieved by representing X by N linear
segments is (1 − m(N + 1)/n)), which may be approximated by (1 − mK/n).
There are two measures in use for quantifying the error between time series
and its representation, the mean square error and the maximum deviation error. The
mean square error E1 (a, b) for segment X[a : b] is defined as the mean square vertical
distance of data points from the approximating line segment.
b

E1 (a, b) =

1 X
[(xb − xa )/(b − a) ∗ (i − a) + xa − xi ]2
(b − a) i=a
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The maximum deviation error E2 (a, b) for segment X[a : b] is defined as the maximum
of the vertical distances of the time series data points from their approximating line
segment.
E2 (a, b) = max{abs[(xb − xa )/(b − a) ∗ (i − a) + xa − xi ]}
i

If both E1 (a, b) and E2 (a, b) are small, the representation tracks the time series closely.
The HPLA representation is compared with PLA representations obtained using sliding window, top-down and bottom-up segmentation methods using both error measures.

4.4.3

Simulation Approach
For each time series in the data set, the compression ratio is varied from Cmin to

Cmax by varying the number of segments N into which the time series is partitioned.
For a given compression ratio and for each data set, average E1 (a, b) and E2 (a, b)
are computed for the representations obtained using the sliding window, top-down,
bottom-up and HPLA method as described below.
In sliding window method, for compression ratio C, the value of N is calculated
as the smallest integer greater than (1 − C)n/2. The input parameter ǫ (maximum
mean square error of each segment) is varied by trial-and-error until the time series is
partitioned into N segments. The error measures E1 (a, b) and E2 (a, b) associated with
the resulting PLA representation are computed. Note that E1 (a, b) will be slightly
less than or equal to ǫ.
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In the top-down method, for compression ratio C, the value of N is calculated
as the smallest integer greater than (1 − C)n/2. The given time series is partitioned
into two segments at the optimal breakpoint. The segment with higher representation
error is selected and partitioned into two segments. This process is repeated until the
time series is partitioned into K segments. The error measures E1 (a, b) and E2 (a, b)
associated with the resulting PLA representation are computed.
In the bottom-up method, for compression ratio C, the value of N is also
calculated as the smallest integer greater than (1 − C)n/2. The given time series is
initially partitioned into n/2 segments of length 2. Each adjacent pair is considered
for merging, and the pair that gives minimum representation error is merged into
one segment. This process is continued until the time series is represented by N
segments. The error measures E1 (a, b) and E2 (a, b) associated with the resulting
PLA representation are computed.
In the HPLA representation, the relationship between the number of segments
N and the compression ratio C depends on the method used for recording the hierarchy of breakpoints. If the goal is to maximize compression ratio, then hierarchy
number of each breakpoint is stored as an integer. As hierarchy numbers are small integers (usually less than 4), hierarchy information of all breakpoints can be packed in
L words as 2-bit fields in the time order of their appearance. That means, the HPLA
representation requires the storage of two values (time and amplitude) per breakpoint
plus L words for hierarchy information. Therefore, for a given compression ratio C,
the value of N is calculated as the smallest integer greater than (1−C)n/2−L/2. The
HPLA algorithm used for simulation identifies the perceptually important primary
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breakpoints first. If the number of primary segments is greater than N , no further
partitioning is done. In this case, the desired compression ratio is not achievable. If
the number of primary segments is less than N then the worst segment as determined
by the mean square error is split into two segments at the optimal breakpoint. This
process of splitting the worst segment continues until the time series is represented by
N segments. The error measures E1 (a, b) and E2 (a, b) associated with the resulting
HPLA representation are computed as before.

4.4.4

Comparison and Analysis of Simulation Results
For each data set, the average representation error (mean square error) is plot-

ted as a function of the compression ratio. These plots are given in Figure 4.21(a)
through Figure 4.21(j). As observed by Keogh [44], the less used bottom-up method
achieves much lower representation error than the top-down and sliding window methods, especially at high compression ratios. Of all methods, the top-down method has
the worst performance as per the representation error is concerned. The performance
gaps between top-down and other methods increase significantly as compression ratio increases. The accuracy of the sliding window method is better than top-down
method for all data sets.
The HPLA achieves lower representation error than all other methods for
6 (Mallat, Olive Oil, face, Swedish Leaf, OSU Leaf, and Pseudo Synthetic) out of
10 data sets, for all compression ratios in the range considered. For “Fish” data
set, the representation error of the HPLA is higher than that of the sliding window
method when compression is less than 94%. For compressions greater than or equal
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(a) Mallat

(b) Olive Oil

(c) Fish

(d) Yoga

(e) 50 Words

(f) Coffee
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(g) Face

(h) Swedish Leaf

(i) OSU Leaf

(j) Pseudo Synthetic

Figure 4.21: Plot of mean square representation error verses compression ratio

to 94%, the HPLA outperforms the sliding window method. For “Yoga” data set, the
representation error of the HPLA is very close to that of the sliding window method
when the compression is less than 91%. For compressions greater than or equal to
91%, the HPLA outperforms the sliding window method. For “50 Words” data set,
the representation error of the HPLA is very close to that of the bottom-up method
for all compression ratios considered.
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The superior performance of the HPLA representation over other methods is
visually presented in Figure 4.22. The experimental study, which includes 10 data
sets, 6 compression ratios, and 4 segmentation algorithms, has computed E1 (a, b) and
E2 (a, b) for all 240 cases. Each of these cases maps to a point in Figure 4.22 based on
the relative values of E1 (a, b) and E2 (a, b). For each data set and each compression,
each of the four representations is assigned two numbers. The first number is i if
E2 (a, b) is ith lowest error among the representations, and the second number is j
if E1 (a, b) is j th lowest error among the representations. For example, for the Olive
Oil data set and compression ratio of 90%, E2 (a, b) for the HPLA, bottom-up, topdown and sliding window methods are 0.024, 0.11, 0.38, 0.073, respectively. The error
E1 (a, b) for the HPLA, bottom-up, top-down and sliding window methods are 0.0012,
0.0057, 0.03, 0.015, respectively. For this case, the HPLA, bottom-up, top-down and
sliding window methods are assigned (1, 1), (3, 2), (4, 4) and (2, 3), respectively.
A color coded plot (HPLA - purple, bottom-up - red, top-down - green, and sliding
window - blue) of these numbers for all 240 cases is shown in Figure 4.22.
In 52 out of 60 cases, the HPLA representation mapped to cells (1, 1), (1, 2),
(2, 1) and (2, 2) indicating the superior performance of the HPLA over representations
obtained using other segmentation methods. In comparison, only 32 of the 60 cases
mapped to the same group of cells for the bottom-up method. Only 3 cases of the
sliding window methods mapped to these cells. None of the cases associated with the
top-down method mapped to these cells. The study shows that, in most cases, the
HPLA representation achieves lower mean square error and lower maximum deviation
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Figure 4.22: Relative reconstruction accuracy of the four representation methods

error than PLA representations obtained using other segmentation methods. This is
especially true for high compression ratios.
In summary, based on theoretical analysis and simulation results, the following
conclusions are made.
1. The HPLA representation preserves the perceptually important points.
The PLA representations obtained using top-down, bottom-up and sliding window segmentation methods do not break the time series at the perceptually
important points, especially when the compression ratio is high. The HPLA
approach selects prominent local maxima and local minima as primary breakpoints. This supports the development of efficient and effective algorithms for
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subsequence-to-subsequence matching by aligning the primary breakpoints of
the two time series being matched (details in Chapter 5).
2. The HPLA representation achieves high reconstruction accuracy.
The mean square error and the maximum deviation error associated with the
HPLA representation are both lower than the corresponding values of the PLA
representations obtained using other segmentation methods. This implies that
the time series reconstructed from the HPLA representation tracks the original
time series closely. This is an important characteristic desired in time series
representations for the computation of mathematical and geometric features
needed for feature and model based processing.
3. The two-stage segmentation algorithm used by the HPLA approach is effective.
The novel two-stage segmentation algorithm used by the HPLA, though it uses
the top-down approach in the second stage after finding primary breakpoints,
results in representation error comparable or even better than the bottom-up
method, which is known to achieve higher representation accuracy than standard top-down and sliding window methods.
4. The HPLA representation is computed in linear time.
In the HPLA segmentation approach, while searching for the optimal breakpoint
to partition a segment into two segments, the error for each candidate breakpoint is computed by updating the error of the previous candidate in constant
time. Therefore, because of the improved segmentation algorithm, the HPLA
representation of a time series of length n is obtained in O(Kn) time, where K
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is the number of segments. In comparison, orders of computation for top-down
and bottom-up methods are O(n2 K) and O(nL) where L is the length of the
longest segment, respectively.
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CHAPTER 5

TIME SERIES MATCHING APPROACH USING THE HPLA
REPRESENTATION

The success of time series data mining applications, such as query by content, clustering, and classification, is greatly determined by the performance of the
algorithm used for the determination of similarity between the two time series. The
previous research on time series matching has focused mainly on whole sequence
matching and sequence-to-subsequence matching in the context of query by content.
Relatively very little work has been done on subsequence-to-subsequence matching
where two time series are considered similar if they contain similar subsequences or
similar patterns in the same time order. The ability to establish similarity based
on subsequence-to-subsequence matching is essential for clustering, classification and
other time series data mining applications. Also, note that the definition of similarity
and the level of difficulty for the determination of similarity between two time series
vary depending on the problem. Depending on the application, similarity should be
defined to capture the semantics or similarity as perceived by humans.
In Chapter 3, it has been shown that the time series matching based on the
existing time series representation techniques have serious limitation in handling dif-
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ferences in translation, amplitude scale and time scale. As a result, these representations are not capable of supporting subsequence-to-subsequence matching. In this
chapter, it is shown that the HPLA representation, by facilitating the alignment of
the time series being matched based on their perceptually important breakpoints,
allows the development of an effective approach capable of handling whole sequence,
sequence-to-subsequence and subsequence-to-subsequence matching.

5.1

The Scenarios of Time Series Matching
The ability to match two time series, X1 of length m, and X2 of length n,

to determine their similarity, is a fundamental and critical step in most time series
data mining applications. In the simplest case, the length of X1 is same as the length
of X2 (n = m), and their elements map one-to-one (X1 [i] maps to X2 [i], for all
i). In general, X1 and X2 may differ in length, time scale, amplitude scale, time
shift, and amplitude shift. There may be considerable distortion due to warp and
noise. Occasionally, some data points may be missing in either or both time series.
Such cases cause non-alignment, where there is no one-to-one mapping between data
points of X1 and X2 . Now, matching should be established on general shapes and
local trends of X1 and X2 . A good time series representation technique should support
the identification of similarity between two matching time series X1 and X2 in all the
following scenarios.
1. Sequence-to-sequence matching: This is also known as whole sequence matching,
where a distance D(X1 , X2 ) is computed as a measure of dissimilarity between
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X1 and X2 . If D(X1 , X2 ) is less than a pre-specified threshold ǫ, X1 and X2
are considered similar. In the simplest case, X1 and X2 are of the same length
and there exists one-to-one mapping between their elements. The element X1 [i]
corresponds to the element X2 [i], and therefore D(X1 , X2 ) is a lock-step distance
measure, such as Euclidean distance between X1 and X2 . In general, n 6= m,
and there is no one-to-one mapping between the elements of X1 and X2 . In
such cases, an elastic distance measure, such as Dynamic Time Warping is used
as D(X1 , X2 ).
2. Sequence-to-subsequence matching: Assume that X2 is shorter than X1 . In this
case, matching should determine the similarity between X2 and all (m − n + 1)
subsequences of X1 , assuming that X1 and X2 are of the same time scale. If
X1 and X2 have different time scales then the problem becomes even more
challenging. If the distance between X2 and the best matching subsequence of
X1 is less than ǫ, X1 and X2 are considered similar.
3. Subsequence-to-subsequence matching: In this case, X1 and X2 are considered
similar, if a sufficiently long subsequence of X2 is similar to a subsequence of
X1 . The problem is to find the longest subsequence X2 [a : b] that is similar to
X1 [c : d], where (b − a) = (d − c), if X1 and X2 are of the same time scale.
Relatively, this case has received very little or no attention, and is an open
research problem. If X1 and X2 have different time scale then the problem
becomes even more challenging.
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4. Sequence of events matching: Here, the similarity between X1 and X2 is measured based on the presence of similar joint or disjoint patterns appearing in
the same time order.
Even if X1 and X2 are of the same time scale, the computation of basic
lock-step distance measure, such as Euclidean distance, requires O(n), O(nm), and
O(n3 m) time for sequence-to-sequence, sequence-to-subsequence, and subsequenceto-subsequence matching, respectively. As time series are high dimension data, the
computation of dissimilarity between two time series in their raw form is very expensive. The situation becomes even worse if the data points of the two time series
do not align. In summary, for effective time series matching, challenges due to high
dimensionality, misalignment, and the need for the determination of similarity based
on broad shape should be addressed.

5.2

Related Work
The distance measures for computing the dissimilarity between two time series

X1 and X2 are described in detail in Chapter 2. The lock-step distance measures, such
as Euclidean distance and Manhattan distance, which compute the distance between
X2 [1 : n] and each subsequence X1 [i : i + n − 1] of length n, are not robust [45].
They are not capable of handling even the slightest misalignment between X2 and
X1 [i : i + n − 1]. The elastic measures, such as Dynamic Time Warping (DTW), allow
time series to be stretched or compressed as needed to achieve good matching [6].
The alignment is established while satisfying boundary, continuity, and monotonicity
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conditions. The edit distances, such as the longest common subsequences (LCSS)
and edit distance on real sequences (EDR), are adapted from text processing. These
methods use the distance computed based on the number of mutations required to
transform one sequence into another for sequence matching [7] [8]. As time series are
high dimension data, and DTW and its variants use dynamic programming requiring
O(mn) time, matching time series in their raw form based on distance measures is
computationally expensive. The two general approaches embraced by researchers for
reducing the computation are given in below.
1. The development of techniques to speed-up DTW and other time series matching algorithms.
2. The development of representation techniques for reducing the dimensionality
of time series while preserving salient attributes.
The dynamic programming method used for the computation of the DTW
distance between X1 and X2 , compares each element of X2 with all elements of
X1 without any restriction. Sakoe and Chiba improved the efficiency of the DTW
algorithm by defining a warp window, and by comparing each data point of X2 (query
sequence) with only the data points of X1 (sequence in the data base) that are inside
the warp window [46]. The Fast Time Series Evaluation algorithm (FTSE) maps data
points of X1 into a grid based on their values. The data point of X1 that matches X2 [i]
is determined by comparing X2 [i] with only the data points of X1 that reside in the
same grid cell as X2 [i] [47]. The EBSM (Embedding-Based Subsequence Matching)
algorithm converts each subsequence of X1 into a k-dimensional vector, where the ith
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component of the vector is the DTW distance between the subsequence and the ith
embedding sequence. Thus, each time series X1 in the database becomes a sequence
of vectors. The query sequence X2 is also converted to a vector using the same
embedding sequences, and vector matching techniques are used for retrieval. The
experimental results in [48] indicate one to two orders of magnitude faster retrieval
than the brute force method. Though time series are converted to sequences of vectors
offline, the approach generates a large number of vectors with high computational cost.
Many widely used methods including DTW are natural for only sequence-to-sequence
matching. There are variants of DTW algorithm, which are developed for sequenceto-subsequence matching [18]. Some methods, in order to handle this problem, cut
the long time series into non-overlapping short segments, and match each segment
with the query sequence [49]. Such approaches cannot retrieve any subsequence other
than the stored segments. Faloutsos et al use a sliding window of size w to convert
each time series in the database to a trail in a low-dimensional feature space [50].
The window is placed in every possible position, and features are extracted for the
subsequence inside the window. The feature vector is used to map the subsequence
to a point in the feature space. The trail is partitioned into sub-trails, and each subtrail is enclosed in a minimum bounding rectangle for indexing purpose. Similarly,
the query sequence X2 is mapped to the feature space to determine the sequences for
retrieval.
The second approach obtains compact representations of the two time series,
and matches them in the representation space. During the past two decades, several
representations, such as Discrete Fourier Transform (DFT) [27], Discrete Wavelet
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Transform (DWT) [29], Singular Value Decomposition (SVD) [31], Piecewise Aggregation Approximation (PAA) [12], Adaptive Piecewise Constant Approximation
(APCA) [16], Piecewise Linear Approximation (PLA) [13], Piecewise Polynomial Approximation (PPA) [26], Symbolic Representations (SAX) [33], etc. have been developed. The inability of these representations for providing acceptable support to
subsequence-to-subsequence matching has been discussed in detail in Chapter 3.
The above review and evaluation of the two approaches reveals two important
points. First, approaches which speed-up the computation of DTW distance succeed
only in improving the efficiency of whole sequence or sequence-to-subsequence matching. The problem of identifying matching subsequences in the two time series remains
unsolved. Secondly, most time series representations do not capture the important
features of the original data (perceptually important points, shape, evolution trends,
etc.) adequately, and are not invariant to translation and scale. If X1 [a : b] and
X2 [c : d] are matching subsequences, the segmentation methods used for partitioning
X1 and X2 do not guarantee identical partitioning of the two subsequences. This
makes the recognition of similarity between X1 [a : b] and X2 [c : d] a difficult task, or
even an impossible task.
For a representation to be suitable for subsequence-to-subsequence matching,
the matching subsequences in the two time series must be segmented identically even
if the two time series differ in translation, time scale and amplitude scale. Given two
time series X1 and X2 , it should be possible to determine from their representations,
the type of matching (whole sequence, sequence-to-subsequence, and subsequenceto-subsequence) to be used automatically. Ideally, the segmentation should ensure a
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one-to-one mapping of segments of the matching subsequences, and the corresponding segments must be similar. The HPLA representation is developed to satisfy these
requirements by partitioning each time series at perceptually important points, and
building the representation for each segment independently. A HPLA based time
series alignment algorithm capable of automatically suggesting sequence-to-sequence,
sequence-to-subsequence, or subsequence-to-subsequence matching, whichever is appropriate for the two time series being matched is developed. The algorithm aligns
the segments of the two time series through the relational analysis of perceptually
important breakpoints, and is given in Section 5.3. The HPLA based time series
matching algorithm is presented in Section 5.4. The experimental results using a
variety of time series data are given in Section 5.5.

5.3

Alignment of Segments of X1 and X2
An algorithm for aligning the breakpoints or segments of two time series X1

and X2 is described in this section. Let {p1 , p2 , p3 , · · · , pN } be the set of primary breakpoints of X1 selected by Determine Primary Breakpoints described
in Chapter 4. Let A be the (N × N ) relational matrix, where aij is an r-dimensional
vector that specifies the relationship between pi and pj . Note that A has non-zero
values only above the main diagonal. That means aii = 0 for all i, and aij = 0 for
all i > j. Similarly, let {q1 , q2 , q3 , · · · , qM } be the set breakpoints of X2 , and B be
the (M × M ) relational matrix, where blm is a k-dimensional vector that specifies the
relationship between ql and qm . Also, bll = 0 for all l, and blm = 0 for all l > m.
If aij is similar to blm then it implies that the relationship between pi and pj in X1
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is similar to the relationship between ql and qm in X2 . If aij and blm are similar for
several values of j and m then pi and ql are considered as matching breakpoints. If
X1 [a : b] is similar to X2 [c : d] then a time ordered sequence of breakpoints in X1 [a : b]
are expected to match a sequence of breakpoints in X2 [c : d] in the same time order.
The algorithm is given below.
Algorithm 5 Aligns segments of time series X1 and X2
1: procedure Align TimeSeries 1(X1 , X2 )
2:
(p1 , p2 , p3 , · · · , pN ) = Determine Primary BreakPoints(X1 )
3:
(q1 , q2 , q3 , · · · , qM ) = Determine Primary BreakPoints(X2 )
4:
A = RelationalM atrix(p1 , p2 , p3 , · · · , pN )
5:
B = RelationalM atrix(q1 , q2 , q3 , · · · , qM )
6:
cij = 0, f or 1 ≤ i ≤ N and 1 ≤ j ≤ M
7:
for i = 1 to N − 1 do
8:
for j = i + 1 to N do
9:
for l = 1 to M − 1 do
10:
for m = l + 1 to M do
11:
if (1 − ǫ1 )aij [k] ≤ blm [k] ≤ (1 + ǫ1 )aij [k], f or k = 1, 2 then
12:
cil + +
13:
cjm + +
14:
end if
15:
end for
16:
end for
17:
end for
18:
end for
19:
List of M atching P rimary Breakpoints = Align Primary BreakPoints(C)
20:
Return (List of M atching P rimary Breakpoints)
21: end procedure

The contents of primary breakpoint mapping matrix C suggest possible correspondences between the breakpoints of X1 and X2 . For example, a high value of cil
suggests that pi in X1 is very likely to correspond to ql in X2 . If cjm is zero or close to
zero then pj is unlikely to correspond to qm . The algorithm Align Primary BreakPoints
identifies likely correspondences between the primary breakpoints of X1 and X2 by
analyzing C.
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Algorithm 6 Suggests pairs of matching segments by analysing C
1: procedure Align Primary BreakPoints(C)
2:
// F ind the average of all non − zero values in C
3:
sum = 0
4:
count = 0
5:
for i = 1 to N do
6:
for j = 1 to M do
7:
if (cij > 0) then
8:
sum = sum + cij
9:
count + +
10:
end if
11:
end for
12:
end for
13:
average = sum/count
14:
15:
16:
17:
18:
19:
20:
21:

// Set all values less than average/2 to zero
for i = 1 to N do
for j = 1 to M do
if (cij < average/2.0) then
cij = 0
end if
end for
end for

22:
23:
24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:

// Keep only the maximum value in each row
for i = 1 to N do
max = ci1
for j = 2 to M do
if (cij > max) then
max = cij
end if
end for
for j = 1 to M do
if (cij < max) then
cij = 0
end if
end for
end for
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36:
37:
38:
39:
40:
41:
42:
43:
44:
45:
46:
47:
48:
49:
50:
51:
52:
53:
54:
55:
56:
57:
58:
59:
60:

// Keep only the maximum value in each column
for j = 1 to M do
max = c1j
for i = 2 to N do
if (cij > max) then
max = cij
end if
end for
for i = 1 to N do
if (cij < max) then
cij = 0
end if
end for
end for
// Determine pairs of matching primary breakpoints
List of M atching P rimary Breakpoints = null
for i = 1 to N do
for j = 1 to M do
if (cij > 0) then
List of M atching P rimary Breakpoints.append(pi , qj )
end if
end for
end for
Return (List of M atching P rimary Breakpoints)
end procedure
The following example illustrates the use of Align TimeSeries 1 for aligning

two time series.
The two time series X1 and X2 to be aligned are given in Figure 5.1 and
Figure 5.2, respectively. The time scale of X1 is same as the time scale of X2 , and
subsequences X1 [301 : 690] and X2 [1 : 390] are similar. The algorithm Determine Primary BreakPoints partitions the time series X1 into 8 primary segments
by identifying 9 primary breakpoints (including end points) labeled p1 through p9 .
The time series X2 is partitioned into 6 primary segments, and the 7 primary breakpoints are labeled q1 through q7 . The primary breakpoints of X1 are (1, -1.0), (180,
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1.7), (297, -1.1), (424, 1.5), (512, -1.2), (576, 0.0), (595, -0.8), (614, 1.4), (689, -1.1.
We use a 2-dimensional vector aij to represent the relationship between pi and pj . Its
components are the time offset (tj − ti ) and amplitude offset (X1 [tj ] − X1 [ti ]) between
pi and pj .

Figure 5.1: The nine primary breakpoints of X1

Figure 5.2: The seven primary breakpoints of X2
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The 9 × 9 relational matrix A of X1 is given below.

The primary breakpoints of X2 are (1, -1.0), (124, 1.5), (212, -1.2), (314, 1.4),
(388, -1.0), (556, 2.3), (689, -0.7). The 7 × 7 relational matrix of X2 , denoted by B,
is given below.

The 7 × 9 matrix C (output of Align TimeSeries 1 with ǫ1 = 0.15), where
rows represent the primary breakpoints of X2 (q1 through q7 ), and columns represent
the primary breakpoints of X1 (p1 through p9 ) is given below.
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The algorithm Align TimeSeries 1 successfully and correctly paired the primary breakpoints (p3 , p4 , p5 , p8 , p9 ) of X1 with the primary breakpoints (q1 , q2 , q3 ,
q4 , q5 ) of X2 , in the given order. With only one external input ǫ1 , the algorithm automatically suggested subsequence-to-subsequence matching, and correctly identified
likely correspondences between the segments of X1 and X2 . The pairs of corresponding segments suggested by Align TimeSeries 1 are (p3 p4 , q1 q2 ), (p4 p5 , q2 q3 ),
(p5 p8 , q3 q4 ), and (p8 p9 , q4 q5 ).
Each element of the relational matrices A or B specifies the positional relationship between two primary breakpoints. For example, aij specifies the relationship
between primary breakpoints pi and pj of X1 . As the relative position of pi and
pj is invariant to translation, aij is also invariant to translation. However, it is not
invariant to differences in time and amplitude scale. It is possible to achieve invariance to time and amplitude scale by considering groups of three primary breakpoints
instead of two. If X1 is scaled along time and/or amplitude axis, the relative position of the pi and pj , and the relative position of pj and pk change by the same
factor. The ratio of time (amplitude) spacing between pi and pj to time (amplitude)
spacing between pj and pk is invariant to time (amplitude) scale. Therefore, in order
to achieve invariance to translation and scale, A becomes a (N × N × N ) relational
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array, where aijk is an r-dimensional vector that specifies the relationship between
pi , pj , and pk . In this dissertation, a 2-dimensional vector aijk = [(tj − ti )/(tk − tj )
(X1 [tj ] − X1 [ti ])/(X1 [tk ] − X1 [tj ])] is used to specify the relationship among pi , pj , and
pk . Note, aijk is computed for all (i, j, k), where 1 ≤ i ≤ (N − 2), i + 1 ≤ j ≤ (N − 1),
and j + 1 ≤ k ≤ N . Similarly, B is a (M × M × M ) relational array, where blmn
specifies the relationship among ql , qm , and qn , and is computed as [(tm − tl )/(tn − tm )
(X2 [tm ] − X2 [tl ])/(X2 [tn ] − X2 [tm ])]. Now, A and B are invariant to translation, time
scale, amplitude shift, and amplitude scale. The matrix C is computed by matching
elements of A and B using the algorithm Align TimeSeries 2.
The contents of matrix C suggest possible correspondences between the primary breakpoints of X1 and X2 as before. The algorithm Align Primary BreakPoints
identifies likely correspondences between the segments of X1 and X2 as candidates for
further matching by analysing matrix C as described before. The following example
illustrates the use of the above approach for the computation of relational arrays A
and B, and breakpoint mapping matrix C for the alignment of segments of the given
time series.
The two time series X1 and X2 to be aligned are given in Figure 5.3 and
Figure 5.4, respectively. The time scale of X1 and the time scale of X2 differ by a
factor of 2, and the subsequence X1 [100 : 524] is identical to X2 in shape. In other
words, X1 and X2 differ in translation, time scale and length. The algorithm Determine Primary BreakPoints partitions the time series X1 into 6 primary segments
by identifying 7 primary breakpoints (including end points) labeled p1 through p7 .
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Algorithm 7 Scale invariant time series alignment algorithm
1: procedure Align TimeSeries 2(X1 , X2 )
2:
(p1 , p2 , p3 , · · · , pN ) = Determine Primary BreakPoints(X1 )
3:
(q1 , q2 , q3 , · · · , qM ) = Determine Primary BreakPoints(X2 )
4:
A = RelationalM atrix(p1 , p2 , p3 , · · · , pN )
5:
B = RelationalM atrix(q1 , q2 , q3 , · · · , qM )
6:
cij = 0, f or 1 ≤ i ≤ N and 1 ≤ j ≤ M
7:
for i = 1 to N − 2 do
8:
for j = i + 1 to N − 1 do
9:
for k = j + 1 to N do
10:
for l = 1 to M − 2 do
11:
for m = l + 1 to M − 1 do
12:
for n = m + 1 to M do
13:
if (1 − ǫ1 )aijk [r] ≤ blmn [r] ≤ (1 + ǫ1 )aijk [r], r = 1, 2 then
14:
cil + +
15:
cjm + +
16:
ckn + +
17:
end if
18:
end for
19:
end for
20:
end for
21:
end for
22:
end for
23:
end for
24:
List of M atching P rimary Breakpoints = Align Primary BreakPoints(C)
25:
Return (List of M atching P rimary Breakpoints)
26: end procedure
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The primary breakpoints of X1 are {(1, 0), (52, 0.1735), (191, -0.1979), (263,
0.2072), (431, 0.16), (504, 0.211), (635, -0.1375)}.

Figure 5.3: The time series X1 of length 635 with 7 primary breakpoints

Figure 5.4: The time series X2 of length 212 with 6 primary breakpoints
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The five 2-dimensional arrays that make 7 × 7 × 7 relational array A are shown
in Figure 5.5. The elements left blank and not shown are zeroes and not needed.

(a) i=1

(b) i=2

(c) i=3

(d) i=4

(e) i=5

Figure 5.5: The relational array for the time series in Figure 5.3

The time series X2 is partitioned into 5 primary segments, and the 6 primary
breakpoints are labeled q1 through q6 . The primary breakpoints of X2 are {(1, 0.0023), (45, -0.1969), (82, 0.2061), (167,-0.1622), (203, 0.2112), (213, 0.075)}. The
four 2-dimensional arrays that make 6 × 6 × 6 relational array B are shown in Figure
5.6. The elements left blank and not shown are zeroes and not needed.
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(a) l=1

(b) l=2

(c) l=3

(d) l=4

Figure 5.6: The relational array for the time series Figure 5.4

The vector aijk is taken as a match to blmn if corresponding values are within
15% of each other. That means ǫ1 is set to 0.15. The 6 × 7 breakpoint mapping
matrix C, where rows represent the primary breakpoints of X2 (q1 through q6 ), and
columns represent the primary breakpoints of X1 (p1 through p7 ) is given below.
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If the tolerance is increased to 20%, the C matrix changes to

In both cases, it is clear that breakpoints p3 , p4 , p5 , and p6 align with q2 ,
q3 , q4 , and q5 , respectively. Once again, with only one external input (tolerance ǫ1 ),
even when the two time series differ in scale and translation, the algorithm automatically suggested subsequence-to-subsequence matching, and correctly identified likely
correspondence between the primary breakpoints of X1 and X2 . The pairs of corresponding candidate matching segments suggested by Align Primary Breakpoints
for further matching are (p3 p4 , q2 q3 ), (p4 p5 , q3 q4 ), and (p5 p6 , q4 q5 ).

5.4

Matching Two Time Series X1 and X2 based on their HPLA Representation
If the number of pairs of candidate segments selected for further matching

by Align Primary Breakpoints is less than a pre-specified number, the two time
series X1 and X2 are considered as dissimilar and further matching is not necessary.
Otherwise, segments in each suggested pair are matched by comparing their HPLA
representations to determine if they are similar. Let (pi pj , qk ql ) be one such suggested
pair of segments. The segments pi pj and qk ql are matched as described below.
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1. First, the HPLA representations of pi pj and qk ql are constructed to obtain their
binary tree representations as described in Chapter 4.
2. Let Fija be the 2-dimensional scale and shift invariant feature vector stored in
non-leaf node a of the binary tree of the segment pi pj of X1 . Similarly, let
Fkla be the 2-dimensional scale and shift invariant feature vector stored in nonleaf node a of the binary tree of the segment qk ql of X2 . Note the nodes are
numbered using the complete binary tree notation.
3. The matching of the binary trees begins with the matching of the feature vectors
stored in their root nodes. If the two feature vectors are not similar, the two
segments are considered as dissimilar. If the two feature vectors are similar, the
segments may be considered similar or matching may continue using non-leaf
nodes in the next level. This process terminates when all corresponding non-leaf
nodes are exhausted. Usually, the matching process does not go beyond level 2,
as the approximation with 8 line segments is likely to capture the shape of the
segment accurately. The user may limit matching to root nodes, or consider the
non-leaf nodes in other levels, depending on the level of accuracy desired.
4. Feature vectors Fija and Fkla are considered similar if the value of Fija [v] is
between (1 − ǫ2 )Fkla [v] and (1 + ǫ2 )Fkla [v], for all values of v.
The time series X1 and X2 are considered similar, if a sufficiently long sequence
of binary trees in the HPLA representation of X1 matches with a sequence of binary
trees in the HPLA representation of X2 in the same time order.
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For time series X1 and X2 in Figure 5.3 and Figure 5.4, the alignment algorithm
suggested (p3 p4 , q2 q3 ), (p4 p5 , q3 q4 ), and (p5 p6 , q4 q5 ) as potential matching segments.
In order to ascertain similarity, the two segments in each suggested pair should be
matched using their HPLA representations. Therefore, the six primary segments p3 p4 ,
p4 p5 , and p5 p6 of X1 , and their corresponding segments q2 q3 , q3 q4 , and q4 q5 of X2 are
further segmented to obtain their HPLA representations. The secondary breakpoints
of segments and their binary tree representations are shown in Figure 5.7 and Figure
5.8, respectively. In this case, all segments are partitioned into only two segments,
making the root node the only non-leaf node in each binary tree. As the components
of the feature vectors of the root nodes of the corresponding segments are within
15% (ǫ2 = 0.15) of each other, the segments in all three suggested pairs are taken as
similar. Therefore, X1 and X2 are taken as similar time series.

(a)
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(b)

Figure 5.7: The primary and secondary breakpoints of (a) X1 and (b) X2

(a) The binary tree representations of q2 q3 and p3 p4
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(b) The binary tree representations of q3 q4 and p4 p5

(c) The binary tree representations of q4 q5 and p5 p6

Figure 5.8: The HPLA representations of subsequences q2 q5 and p3 p6

5.5

Experimental Results
In Chapter 4, the time series matching accuracy is identified as one of the

two metrics for the evaluation of the HPLA representation. The experimental study
given in this section shows that the HPLA based time series matching is efficient,
accurate, and able to treat all scenarios of matching uniformly including subsequence-
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to-subsequence matching. A search set of 212 time series and a query set of 40
time series used in the study are created from the three time series selected from
Mallat, Olive Oil, and Pseudo Synthetic data sets. The creation of these time series
is described in Section 5.5.1. The matching procedure and experimental results are
given in Section 5.5.2. The results are evaluated in Section 5.5.3.

5.5.1

Time Series Data for the Experimental Study
Two data sets from UCR (Mallat and Olive Oil) and Pseudo Periodic Synthetic

Time Series from UC Irvine archive, used as basis time series to create the search set
and the query set, are shown in Figure 5.9. The mean and standard deviation of
Mallat in Figure 5.9(a) are 0 and 1, respectively. The mean and standard deviation of amplitude values of Olive Oil and Psuedo Synthetic time series are 0.33 and
0.33, and 0.008 and 0.1, respectively. From each base time series, several translated,
time scaled, amplitude scaled, and amplitude shifted versions are created. Details
of transformation for a subset of the query set are given in Table 5.1. For example,
the query time series Q7 is obtained by selecting every second element of Mallat[300:
1024]. The elements of Q10 are obtained from the subsequence Mallat [300: 1024]
using a 3 step process. First, the desired time scaling is achieved by selecting every
second element of Mallat[300: 1024]. The resulting time series is amplitude shifted
by adding 1.75 to each element. Finally, value of each element is multiplied by 2.5 to
amplify the time series. In short, Q10 [i] = 2.5(Mallat[300+2(i-1)] + 1.75).
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(a) Mallat

(b) Olive Oil

(c) Pseudo Synthetic

Figure 5.9: The three time series used for the creation of the search and query sets

A similar approach is used to create 212 time series of the search set (84 from
Mallat, 44 from Olive Oil, and 84 from Pseudo Synthetic). In addition, a few created
time series are corrupted with Gaussian noise with zero mean. The standard deviation
of noise is varied from 0.02 to 0.05. Six sample time series from the search set are
shown in Figure 5.10.
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Table 5.1: A subset of the query set
Query

base

Sequence

Time

Amplitude

Amplitude

Scale

Shift

Scale

Subsequence

Q2

Mallat

1/2

1.85

None

[1: 1024]

Q5

Mallat

1/4

1.75

1.5

[1: 1024]

Q7

Mallat

1/2

None

None

[300:1024]

Q9

Mallat

1/2

1.5

2

[1: 688]

Q10

Mallat

1/2

1.75

2.5

[300:1024]

Q11

Mallat

None

2.05

None

[438: 784]

Q14

Mallat

1/2

1.75

1.85

[200: 797]

Q18

Olive Oil

None

None

1.75

[1: 570]

Q20

Olive Oil

1/2

1.05

2

[1: 570]

Q21

Olive Oil

None

None

None

[175: 570]

Q23

Olive Oil

1/2

1.5

1.75

[175: 570]

Q26

Pseudo Synthetic

1/4

None

1.25

[1: 3313]

Q29

Pseudo Synthetic

1/2

1.05

1.75

[1:3313]

Q32

Pseudo Synthetic

1/2

2

1.85

[400: 2500]

Q33

Pseudo Synthetic

1/4

1.75

1.15

[1:1800]

Q36

Pseudo Synthetic

None

2.05

None

[1500: 2500]

Q37

Pseudo Synthetic

None

1.05

1.65

[1500: 2500]

Q40

Pseudo Synthetic

1/2

1.05

1.65

[200: 1775]
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(a) Scaled Mallat with additive noise

(b) Subsequence of Mallat with additive noise

N (0, 0.02)

N (0, 0.04)

(c) Scaled Olive Oil with additive noise

(d) Olive Oil with additive noise N (0, 0.05)

N (0, 0.02)

(e) Scaled subsequence of Pseudo Synthetic

(f) Scaled subsequence of Pseudo Syn-

with additive noise N (0, 0.02)

thetic without additive noise

Figure 5.10: Six sample time series from the search set
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5.5.2

Matching Approach and Simulation Results
Each query time series Q in {Q1 , Q2 , · · · , Q40 }, is matched with all 212 time

series in the search set S = {X1 , X2 ,· · · , X212 }, and time series similar to the query
time series are identified. Ideally, the matching algorithm should identify all time
series in the search set that are created from the same base time series as the query
time series, and others should not be selected. The details of the two stage matching
approach used are given below.
1. As the 2 × 1 feature vectors used in the HPLA representation are invariant to
amplitude scale and amplitude shift, the time series are not normalized. In
fact, normalization is meaningful only in the case of whole sequence matching
for representations that are not invariant to amplitude shift and amplitude
scale. As the mean and standard deviation of a time series and its sub-series
are usually not equal, the normalization is more likely to hurt the matching
process than help when the similarity is based on sequence-to-subsequence or
subsequence-to-subsequence matching. The optional smoothing step is also not
used.
2. For each time series X in S, primary breakpoints are identified using the algorithm Determine Primary Breakpoints and stored. All prominent local maxima and local minima are taken as primary breakpoints as described
in Chapter 4. Minor maxima and minima whose raise and fall are in the
lower 30 percentile are not used in the computation of average raise and av-
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erage fall used as thresholds for selecting the primary breakpoints by Determine Primary Breakpoints algorithm.
3. Each primary segment is partitioned recursively at the optimal point using
algorithm Segment at OptimalPoint to obtain its binary tree representation.
For the sake of uniformity, each primary segment is represented by a complete
binary tree with 8 leaf nodes (4 levels). The feature vector of each non-leaf node
is computed and stored.
Each query time series Q in the query set is matched with each X in S in two
stages as described below.
Stage1: Selection of candidate time series from the search set
The goal is to select a candidate subset of S for further matching in Stage 2.
Ideally, the candidate set should include all time series in S that are similar to Q and
none of the time series that are not similar to Q. In reality, the set will include a few
time series not similar to Q (false positives) and not include a few time series similar
to Q (false negatives). The selection of the candidate set is described below.
1. The primary breakpoints and the HPLA representation of Q are determined
using Determine Primary Breakpoints and Segment at OptimalPoint.
2. Algorithm Align TimeSeries 2 is used to obtain the list of pairs of potential
matching primary breakpoints, which suggest pairs of candidate segments from
Q and X for further matching. The value of the parameter ǫ1 used for comparing
the corresponding elements of the relational arrays of X and Q is set at 0.15.
If more than 50% of the primary breakpoints of Q align with the primary
150

breakpoints of X in the same time order, X is selected for further matching in
Stage 2. Otherwise, X is not a candidate for further matching.
Stage 2: Filtering the false positives
The goal is to filter as many false positives as possible while retaining all true
positives by matching the HPLA representations of Q and each X.
1. The two segments (one of Q and one of X) in each suggested pair are matched
by comparing their HPLA representations to determine if they are similar. The
value of the tolerance parameter ǫ2 is set at 0.1.
2. The time series X is considered similar to Q, if 75% of the suggested segment
pairs of X and Q are found similar.
The simulation results, evaluated and discussed in the next section, are tabulated in Table 5.2.
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Table 5.2: Simulation results of the HPLA representation based time series matching
Query
Time
Series

Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8
Q9
Q10
Q11
Q12
Q13
Q14
Q15
Q16
Q17
Q18
Q19
Q20
Q21
Q22
Q23
Q24
Q25
Q26

Number
of
candidates
from
Stage 1
95
101
90
92
84
86
86
98
92
88
88
86
89
87
86
92
49
51
50
48
52
55
52
48
94
90

Number
of Time
Series
selected
in State 2
85
84
84
84
84
84
84
86
84
86
84
82
85
84
82
82
44
44
44
46
44
47
44
43
85
84

Number
of
false
positives

Number
of
false
negatives

Recall

Precision

Pruning
Power

3
0
2
0
0
0
0
2
0
2
0
0
1
0
0
0
0
0
0
2
0
3
0
1
1
0

2
0
2
0
0
0
0
0
0
0
0
2
0
0
2
2
0
0
0
0
0
0
0
2
0
0

0.9761
1
0.9761
1
1
1
1
1
1
1
1
0.9761
1
1
0.9761
0.9761
1
1
1
1
1
1
1
0.9545
1
1

0.9647
1
0.9761
1
1
1
1
0.9767
1
0.9767
1
1
0.98
1
1
1
1
1
1
0.9565
1
0.9361
1
0.9767
0.98
1

0.0859
0.1328
0.0468
0.0625
0.00
0.0156
0.0156
0.1090
0.0625
0.0312
0.0312
0.0156
0.0390
0.0234
0.0156
0.0625
0.0297
0.0416
0.0357
0.0238
0.0476
0.0654
0.0476
0.0238
0.0781
0.0468
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Q27

89

85

1

0

1

0.98

0.0390

Q28

88

84

0

0

1

1

0.0312

Q29

89

84

0

0

1

1

0.0390

Q30

86

83

0

1

0.98

1

0.0156

Q31

86

84

0

0

1

1

0.0156

Q32

98

84

1

1

0.98

0.98

0.1090

Q33

91

84

0

0

1

1

0.0546

Q34

89

85

1

0

1

0.98

0.0390

Q35

60

53

0

0

1

1

0.0440

Q36

62

52

0

1

0.98

1

0.0566

Q37

57

54

1

0

1

0.98

0.0251

Q38

73

68

0

1

0.98

1

0.0279

Q39

75

70

1

0

1

0.98

0.0419

Q40

71

69

0

1

0.98

1

0.0139

5.5.3

Evaluation of Simulation Results
The two metrics, recall and precision, commonly used for evaluating the per-

formance of database retrieval methods are used for the evaluation of the performance
of the HPLA based time series matching approach. Recall is defined as the ratio of
the number of truly matching time series retrieved to the total number of matching
time series in the search set. The value of recall is in the range [0, 1], where higher
value indicates better performance. A recall value of 1 indicates that all matching
time series in the database are retrieved without any false negatives. Precision is
defined as the ratio of the truly matching time series retrieved to the total number of
time series retrieved from the search set. The value of precision is also in the range
[0, 1]. A value of 1 indicates that there are no false positives.
Pruning power is another frequently used metric which specifies the number
of time series considered for matching. For the current situation, as an HPLA based

153

indexing method is not developed, the number of time series ruled as non-matching
by Align TimeSeries 2 may be used as a measure of the pruning power. In this
dissertation, pruning power is defined as the ratio of the number of time series selected
for matching by Align TimeSeries 2 minus the number of time series similar to Q
in S to the total number of time series in S minus the number of time series similar
to Q in S. For example, the pruning power of the matching approach for Q2 is 0.1328
((101 − 84)/(212 − 84)).
The simulation results in Table 5.2, which lists number of false positives, number of false negatives, recall, precision, and pruning power are very impressive. The
important observations about the HPLA based matching approach, and results are
discussed below.
1. Each time series in the query set is similar to a subset of time series in the
search set. The similarity may be based on sequence-to-sequence, sequence-tosubsequence or subsequence-to-subsequence matching. The matching scenario
that establishes similarity between query and search time series is not known in
advance. For example, consider Q2 of length 512, which is created from Mallat of
length 1024 by adding 1.85 to each time scaled (factor of 2) value. In the search
set there are 23 time series similar to Q2 based on whole sequence matching,
31 time series similar to Q2 based on sequence-to-subsequence matching, and
30 time series similar to Q2 based on subsequence-to-subsequence matching.
A total of 84 time series in S are similar to Q2 , and the remaining 128 time
series in S are not similar. In Stage 1, the algorithm Align TimeSeries 2
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has identified the correct matching scenario for Q2 , and for all other 39 query
sequences.
2. The analysis of relative positions of primary breakpoints is able to prune most
of the non-matching time series in S from further consideration. For example, in
the worst case, 101 candidates are selected by Align TimeSeries 2 for further
matching with Q2 in Stage 2. As there are 84 time series in S that are similar
to Q2 , even in the worst case, only 17 additional time series are selected for
matching in Stage 2. On the average, for the Mallat query set, only 90 time
series are selected as candidates for matching in Stage 2, giving an average
pruning power of 0.0469 ((90 − 84)/(212 − 84)). The average pruning powers
are also given for Olive Oil and Pseudo Synthetic query sets in Table 5.3.
3. The segment by segment matching of the HPLA representations of Q and X
has filtered most of the false positives selected in Stage 1. For example, 101
candidates selected by Align TimeSeries 2 for further matching in Stage 2
include all 84 time series that are similar to Q2 , and 17 time series that are not
similar to Q2 (false positives). The HPLA based matching in Stage 2 filters all
the false positives, and retains all 84 time series that are similar to Q2 . The
ability of the method in eliminating or significantly reducing the number of false
positives is consistently good for all 40 cases.
4. The effectiveness of the HPLA based time series matching is obvious from high
recall and precision values, which are close to the ideal value of 1. The low
values of pruning power (close to the ideal value 0) indicate the potential for
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building an efficient HPLA based indexing approach. The average recall and
precision for the three groups of query sequences (Mallat, Olive Oil, and Pseudo
Synthetic) are given in Table 5.3.
5. The approach requires the specification of only two tolerance parameters ǫ1
and ǫ2 . The value of ǫ1 directly affects the number of false negatives and false
positives in Stage 1. As ǫ1 increases, the number of false positives increases
and the number of false negatives decreases. In order to avoid the risk of
losing matching time series in Stage 1, the value of ǫ1 should be relatively high.
Similarly, the value of ǫ2 also affects the number of false positives and false
negatives in Stage 2. As the value of ǫ2 increases, the number of false positives
increases and the number of false negatives decreases.

Table 5.3: The average pruning power, recall and precision for Mallat, Olive Oil,
and Pseudo Synthetic Query sets
Query Set

Average Pruning

Average Recall

Average Precision

Power
Mallat

0.0469

0.9925

0.9921

Olive Oil

0.0394

0.9943

0.9836

Pseudo Synthetic

0.0423

0.9937

0.9925

In order to study the sensitivity of the approach to ǫ1 and ǫ2 , the matching
experiment is repeated for three values of ǫ1 (0.10, 0.15, 0.30) and three values of
ǫ2 (0.10, 0.20, 0.30). The average recall, precision and pruning power for Mallat,
Olive Oil and Pseudo Synthetic data sets are tabulated in Table 5.4, Table 5.5 and
156

Table 5.6, respectively. As expected, for a fixed value of ǫ2 , recall increases for all
three data sets as ǫ1 increases due to the reduction in the number of false negatives.
Similarly, for a fixed value of ǫ1 , recall is also a non-decreasing function of ǫ2 . For
a fixed value of ǫ1 , precision decreases for all three data sets as ǫ2 increases, due to
the increase in the number of false positives. No such monotonic relationship exists
between precision and ǫ1 . The pruning power is completely determined by the value
of ǫ1 , and is independent of ǫ2 . The pruning power increases in value (deteriorates in
performance) as ǫ1 increases. The experimental results indicate that the approach is
stable. The values of recall, precision and pruning power do not change drastically
as values of ǫ1 and ǫ2 change.

Table 5.4: Effect of ǫ1 and ǫ2 on recall
Data Set

ǫ1 ǫ2 ⇒

0.1

0.2

0.3

0.10

0.9880

0.9880

0.9880

0.15

0.9925

0.9925

0.9925

0.30

0.9955

0.9955

0.9955

0.10

0.9744

0.9744

0.9745

0.15

0.9943

0.9943

0.9943

0.30

0.9943

0.9943

0.9943

0.10

0.9907

0.9907

0.9907

0.15

0.9937

0.9955

0.9955

0.30

0.9974

0.9974

0.9974

⇓
Mallat

Olive Oil

Pseudo
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Table 5.5: Effect of ǫ1 and ǫ2 on precision
Data Set

ǫ1 ǫ2 ⇒

0.1

0.2

0.3

0.10

0.9948

0.9933

0.9862

0.15

0.9921

0.9889

0.9860

0.30

0.9883

0.9854

0.9832

0.10

0.9887

0.9832

0.9688

0.15

0.9836

0.9726

0.9628

0.30

0.9781

0.9726

0.9588

0.10

0.9968

0.9957

0.9879

0.15

0.9925

0.9931

0.9850

0.30

0.9924

0.9893

0.9836

⇓
Mallat

Olive Oil

Pseudo

Table 5.6: Effect of ǫ1 and ǫ2 on pruning power
Data Set

ǫ1 ǫ2 ⇒

0.1

0.2

0.3

0.10

0.0390

0.0390

0.0390

0.15

0.0469

0.0469

0.0469

0.30

0.0517

0.0517

0.0517

0.10

0.0364

0.0364

0.0364

0.15

0.0394

0.0394

0.0394

0.30

0.0431

0.0431

0.0431

0.10

0.0355

0.0355

0.0355

0.15

0.0423

0.0423

0.0423

0.30

0.0469

0.0469

0.0469

⇓
Mallat

Olive Oil

Pseudo
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In summary, the HPLA based time series approach described in this chapter
handles all three matching scenarios uniformly by identifying the appropriate scenario
to be used through the analysis of the relative positions of the primary breakpoints
in query and search sequences. There is no need for the user to specify the type of
matching scenario needed. The algorithm Align TimeSeries 2 identifies the matching scenario automatically, and also prunes most of the non-matching time series in
the search set from further consideration. The HPLA based matching algorithm filters most of the false positive, and achieves high precision and recall. The approach
is invariant to time and amplitude translation and scale differences between the two
time series matched.
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CHAPTER 6

SEGMENTATION AND REPRESENTATION OF STREAMING TIME
SERIES DATA

The streaming time series data is an infinite sequence of real values. A new
value is appended to the sequence at each time unit. The streaming data sequence
at time t is X[1 : t] = {X[1], X[2], · · · , X[t]}, where X[i] is the data value arriving
at time i. The data science community is interested in solving two primary problems
associated with the streaming time series data. The first problem is that of developing
online segmentation algorithms which achieve good representation accuracy and high
computational efficiency. At any given time, the online segmentation algorithms
should determine segments based on whatever data is available at that time. Usually,
representation accuracy of online segmentation algorithms is less than the accuracy
of offline segmentation algorithms, which have the global view of data. The second
problem is that of real-time pattern recognition or similarity matching. Given a set
of query sequences or patterns, the similarity matching problem is that of finding all
query sequences or patterns that are within a pre-specified distance from the latest
window of the streaming time series. All query sequences may or may not be of the
same length. The real-time similarity matching has obvious applications in diverse
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areas, for example, online monitoring of patient’s vital signs, analysis of financial time
series, speech processing, and sensor data analysis.
This chapter is organized into 3 sections. An overview of several important
methods used for the segmentation, representation, and similarity matching of streaming time series data are given in Section 6.1. An online algorithm developed for the
purpose of identifying the perceptually important local maxima and local minima as
primary breakpoints is described in Section 6.2. The experimental results comparing
the reconstruction accuracy of the resulting HPLA representation with the reconstruction accuracies of the PLA representations obtained using the sliding window
and SWAB (Sliding Window and Bottom-up algorithm) are given in Section 6.3 [44].

6.1

Related Work on Streaming Time Series Data Representation and
Analysis
The online segmentation is the only practical approach, where elements of very

long time series arrive as a continuous stream. The online algorithms use sliding window approach and lack the global view of data. As a result, sliding window methods
do not achieve the same level of approximation accuracy as offline approaches. Therefore, researchers have developed algorithms that capture the online nature of sliding
window approach, and yet achieve the superior performance of the offline bottom-up
approach.

161

6.1.1

Online Time Series Segmentation Methods
The SWAB (Sliding Window and Bottom-up) algorithm combines the ideas of

the sliding window and bottom-up approaches. The algorithm initially reads enough
data to create 5 or 6 segments into a buffer, segments the data in the buffer using a
bottom-up algorithm, outputs the left most segment, and reads in new data points
identified by the sliding window algorithm as a segment into the buffer [44]. The
bottom-up algorithm segments the data in the buffer, and outputs the left most
segment again. This process continues as long as data arrives. The experimental
results in [44] show that the SWAB algorithm achieves the same level approximation
as the offline bottom-up algorithm. The SWAB requires only small amount of memory
for the buffer, and its time complexity is a constant factor worse than that of the
standard bottom-up algorithm.
The SwiftSeg is a fast and accurate online segmentation algorithm that provides a piecewise polynomial approximation using a set of orthogonal polynomials as
basis. In the case of the sliding window approach, the coefficients of the orthogonal
expansion of the approximating polynomial of the window X[t − M : t] are updated
to obtain the coefficients of the next window X[t − M + 1 : t + 1]. Similarly, in the
case of growing window approach, coefficients of X[t − M : t] are updated to obtain
coefficients of X[t − M : t + 1]. The method is efficient because the coefficients of the
orthogonal expansion for each window are determined by updating the coefficients of
the previous window, and are not computed from scratch. The updating takes very
little computation as it is independent of the window size M , and depends only on
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the degree of the approximating polynomial. The runtime and accuracy of SwiftSeg
has been evaluated by comparing it with online sliding window (best runtime), offline
bottom-up (high accuracy) and SWAB (good compromise between runtime and accuracy) approaches. The experimental results in [51], show that the SwiftSeg offers
high accuracy at very low computational costs to data streaming applications.
The Feasible Space Window (FSW) and Stepwise Feasible Space Window
(SFSW) are two online piecewise linear segmentation algorithms based on a segmentation criterion called feasible space [52]. Both FSW and SFSW algorithms, for
a given error tolerance (maximum vertical distance of data points from the approximating line), drastically reduce the number of segments compared to SWAB and SW
algorithms by finding the farthest data point in the incoming stream that satisfies
the segmentation criterion. The SFSW achieves higher approximation accuracy by
refining the segmentation result produced by FSW through a backward segmentation
process as described below.
The FSW algorithm, starting with b0 , determines two segments by identifying
breakpoints b1 and b2 . Depending on the error tolerance, b1 and b2 overshoot the ideal
breakpoints. The SFSW algorithm, starting with b2 , identifies one breakpoint c by
proceeding in the backward direction toward b0 . The breakpoint c also overshoots the
ideal breakpoint corresponding to b1 in the opposite direction. Therefore, the ideal
break point is between c and b1 . The point d between c and b1 that minimizes the
sum of representation errors of segments b0 d and db2 is taken as the true segmentation
point. After finding the real breakpoint d, the forward-backward process continues
with d as the starting point. However, it has been shown that SWAB achieves signifi163

cantly higher representation accuracy (sum of squares of the vertical distance between
data points and the approximating line) than FSW and SFSW algorithms.
The adaptive approximation algorithm, which generates a piecewise representation of time series using a set of candidate functions (polynomial functions, exponential, etc.), is given in [53]. The algorithm, by using the Feasible Coefficient Space
(FCS) concept, identifies the farthest segmentation point, such that each data point
between the start point and the segmentation point is within a pre-specified distance
from the approximating function. The FCS algorithm is run simultaneously for all
candidate functions until at least one segment is obtained for each function (some
functions may have several segments). The subsequence between the start and segmentation points is approximated by the function that requires the minimum number
of coefficients. The algorithm achieves higher compression ratio than FSW for similar
average approximation error. The order of computation is O(nm−1 ) for polynomial
function of degree m.

6.1.2

Online Similarity Matching Methods
Let X be the data stream, and {Qk , 1 ≤ k ≤ N } be the set of query sequence

stored in the system. Each query sequence Qk has its own tolerance ǫk . The streaming
data sequence at time t is X[1 : t] = {X[1], X[2], · · · , X[t]}, where X[i] is the data
entry at time i. The similarity matching with the data stream is the process of
finding each Qk that is within a distance of ǫk from X[t − Len[Qk ] + 1 : t]. In order
to accommodate query sequences of different lengths, each query sequence is divided
into windows of length ω and each window is stored in a ω-dimensional space as a
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hypercube. When the data value at time t arrives, the point P in the ω-dimensional
space to which window X[t − ω + 1 : t] maps is determined. Each query sequence Qk
whose hypercube includes P becomes a candidate and is retrieved. If the matching
window of Qk is the last window of the sequence then the distance between Qk and
X[t − Len[Qk ] + 1 : t] is computed to determine the match [54]. Otherwise, Qk
becomes a candidate for future match.
In some applications, for various reasons like batch processing or network
congestion, next ∆t values arrive together at time (t + ∆t). The time between t and
(t+∆t) is known as blocked period during which the system has no knowledge of future
values. Instead of waiting for data values, ∆t future values of X are predicted based
on H past values, and candidate query sequences are retrieved from the database.
When actual values arrive, the distances are updated. Xiang et al have proposed three
methods to predict future values: 1) polynomial approach, 2) DFT based approach,
and 3) probabilistic approach [55]. The polynomial approach predicts future values
assuming that values from (t − H + 1) to (t + ∆t) fall on a straight line or a quadratic
curve. In the DFT based approach, H-point DFT of X[t − H + 1 : t] is computed.
The future values are predicted by appending ∆t zeros to the DFT sequence and
then by taking (H + ∆t)-point inverse DFT. For the probabilistic approach, Xiang et
al use a data structure called aggregate trie to maintain the historic data statistics
based on which prediction is made. The historic data of X is transformed to SAX
representation with k symbols and stored in the aggregate trie using the following
procedure
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1. Each historical subsequence of length H is partitioned into h non-overlapping
segments of length l (H = h.l).
2. Each segment is coded by a symbol based on its mean value.
3. The string is inserted into the aggregate trie of height h.
Each node has k child nodes and the height of the aggregate trie is h. Each node
except the root node maintains a triple hfreq, hit, missi where freq is the frequency
of the string appearing in the time series, hit is the number of successful predictions,
and miss is the number of incorrect predictions so far. For illustration, consider the
problem of predicting D in aacD. Staring with the root, traverse the path defined by
aac by incrementing freq of each node in the path. Now, there are three options (a, b,
or c) for D. The symbol corresponding to the highest value of f req × hit/(hit + miss)
is taken as the predicted value of D. When the real value of D arrives, the hit and
miss are updated accordingly.
Let P = {p1 , p2 , · · · , pm } be a set of given patterns, where each pattern is of
length w. The problem is to determine if the latest window of X[1 : t] of length w
matches any pj in P . The window Wi = X[i : i+w−1] matches with pj if Dist(Wi , pj )
≤ ǫ, where ǫ is a user specified tolerance. The multi-scale segment mean (M SM )
representation of pj of size w = 2l is M SM (pj ) = {M SM0 (pj ), M SM1 (pj), · · · ,
M SMl−1 (pj )}, where M SMi (pj ) is the list of means of 2i non-overlapping segments
of pj for 0 ≤ i ≤ (l − 1). When a new value arrives, M SM representation of the latest
window W of X is computed and matched with the M SM representations of all
patterns in P starting at level j (small 1 or 2). All patterns that are more than ǫ/2l−j
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distance from W are deleted from further consideration. The remaining patterns are
compared with W at level j + 1. This process is continued to identify all qualifying
candidates at level l. It has been proved that the distance computed using means of
segments as outlined guarantees that there will not be any false dismissals [56].

6.2

The HPLA Representation of Streaming Time Series Data
The online method for computing the HPLA representation for the streaming

time series data differs from the offline method only in the determination of the
perceptually important primary breakpoints. The procedure for the determination
of secondary breakpoints and the HPLA representation remains unchanged for both
approaches, once the primary breakpoints are determined. The challenge is to develop
effective and efficient heuristics to label local maxima and local minima as primary
breakpoints without the global view of data. Ideally, online and offline segmentation
algorithms should produce the same set of primary breakpoints.
An online algorithm, Online HPLA, developed for the identification of primary breakpoints is described in this section. The data point at which the segmentation procedure begins is taken as the first primary breakpoint p1 . Additional
breakpoints {p2 , · · · , pk−1 , pk , pk+1 , · · · } are added such that abs(X[ik ] − X[ik−1 ])
and abs(X[ik ] − X[ik+1 ]) are greater than θ, a pre-specified threshold. The algorithm
ensures that local maxima and local minima alternate in the sequence of breakpoints.
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Algorithm 8 Generation of the HPLA representation of streaming data
1: procedure Online HPLA( )
2:
// Select f irst data point as primary breakpoint p1
3:
k=1
4:
ik = 1
5:
pk = (ik , X[ik ])
6:
// Select candidate f or the next primary breakpoint
7:
// As data arrive, f ind the nearest local optimum
8:
C = (j, X[j]) such that abs(X[ik ] − X[j]) > θ
9:
if (X[j] > X[ik ]) then
10:
labelC = “maximum”
11:
else
12:
labelC = “minimum”
13:
end if
14:
while data at input do
15:
f rom = C
16:
if labelC == “maximum” then
17:
D = find next optimum(f rom)
18:
if (D is higher than C) then
19:
C=D
20:
f rom = C
21:
else
22:
if (abs(amplitude of C − amplitude of D) > θ) then
23:
outputX[ik : j] to HP LA representation builder
24:
k =k+1
25:
pk = C
26:
C=D
27:
f rom = C
28:
labelC = “minimum”
29:
else
30:
f rom = D
31:
end if
32:
end if
33:
end if
34:
if labelC == “minimum” then
35:
D = find next optimum(f rom)
36:
if (D is lower than C) then
37:
C=D
38:
f rom = C

168

39:
40:
41:
42:
43:
44:
45:
46:
47:
48:
49:
50:
51:
52:
53:

else
if (abs(amplitude of C − amplitude of D) > θ) then
outputX[ik : j] to HP LA representation builder
k =k+1
pk = C
C=D
f rom = C
labelC = “maximum”
else
f rom = D
end if
end if
end if
end while
end procedure
The number of primary breakpoints identified by the above algorithm for a

given section of data depends on the value of θ. In general, the number of primary
breakpoints increases as the value of θ decreases. It is not straight forward to determine the effect of θ on the number of secondary breakpoints and the compression
ratio for a given representation accuracy.
Usually, the same value of θ does not work well for all types of time series or
different time series of the same type. An appropriate value of θ should be determined from the time series using an adaptive method. The offline HPLA approach
presented in Chapter 4 calculated two thresholds based on average raise and average
fall from the time series data itself. These thresholds are then used to identify primary breakpoints. A similar approach has been developed for dynamically updating
the initially determined or specified value of θ as the online segmentation continues.
Step 1: Begin the segmentation process with θ as the initial threshold. The value
of θ may be specified by the user based on the prior knowledge of the nature of time
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series data or determined based on the average fall/raise of the first L local maxima
and minima of the streaming data.
Step 2: Each time a new local minimum or a maximum appears in the data, update
the threshold using the rule θ = (Lθ + δ)/(L + 1), where L is the number of local
minima or maxima so far, and where δ is the fall or raise of the latest primary
breakpoint from the previous primary breakpoint. Alternately, θ may be taken as the
moving average of latest Lmax falls and raises between adjacent local maximum and
minimum.

6.3

Experimental Results
As there is no global view of data, streaming time series are almost always

segmented using the sliding window method. It has been shown that SWAB achieves
higher representation accuracy by combining the sliding window and bottom-up approaches. In this section, the representation accuracy of the HPLA based online time
series segmentation algorithm is compared with those of sliding window and SWAB.
The same 10 time series datasets, each dataset consisting of 10 time series,
used in the experimental study for the evaluation of the offline HPLA algorithm
(Chapter 4) are used for the evaluation of the online implementation. All three
algorithms, starting from the first element x1 , assume that the element xi becomes
available only at time ti . The maximum segment error allowed is the only user
specified parameter ǫ for controlling the representation accuracy. All 10 time series
of each dataset are segmented, and the average representation error and the average
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number of segments are recorded. The value of ǫ is varied from ǫmin to ǫmax , and the
values of ǫmin and ǫmax depend on the dataset.
The implementation of the sliding window algorithm is straight forward and
needs no explanation. For SWAB, initially, it is necessary to read sufficient values of
the streaming data to gain limited global view before bottom-up algorithm can be
used. Starting with the first value, all values that belong to the first five segments as
determined by the less accurate sliding window algorithm are read into the buffer. The
subsequence in the buffer is segmented using the more accurate bottom-up algorithm,
and the leftmost segment is flushed out of the buffer as a final segment. New data
values that belong to the next segment as determined by the sliding window algorithm
are read into the buffer. This process continues until all values are processed.
The algorithm Online HPLA requires the user to specify an initial value for
the threshold θ. There is no good method for the determination of an appropriate
value for θ as it is data dependent. Therefore, it is taken as 1.0 for all datasets,
and updated each time a new primary breakpoint is determined. After finding each
primary breakpoint θ is replaced with (Lθ + δ)/(L + 1), where L is the number of
local minima or maxima seen so far and δ is the fall or raise of the latest primary
breakpoint from the previous primary breakpoint. The value of θ should adapt to the
data being processed after finding a few primary breakpoints. The input parameter
ǫ is used for the determination of secondary breakpoints as usual.
For each data set, the average representation error (mean square error) and
the number of segments are determined for several values of the parameter ǫ. These
results for the ten datasets are tabulated in Table 6.1 through Table 6.10.
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Table 6.1: Number of segments and representation error for the Mallat dataset

ǫ
0.00037
0.01360
0.02695
0.04024
0.05353
0.06682

Sliding Window
Segments Error
135
0.00026
46
0.01090
37
0.02126
34
0.31160
29
0.04297
24
0.05322

SWAB
Segments Error
131
0.00018
46
0.00350
33
0.00759
27
0.01136
25
0.01228
23
0.01779

HPLA
Segments Error
130
0.00012
44
0.00506
31
0.00867
28
0.01546
26
0.01704
24
0.02111

Table 6.2: Number of segments and representation error for the Olive Oil dataset

ǫ
0.0060
0.0090
0.0182
0.0454

Sliding Window
Segments Error
46
0.00469
43
0.00748
36
0.01434
28
0.03512

SWAB
Segments Error
48
0.00155
44
0.00165
35
0.00408
30
0.00542

HPLA
Segments Error
16
0.00128
15
0.00131
14
0.00319
12
0.00526

Table 6.3: Number of segments and representation error for the Fish dataset

ǫ
0.004
0.006
0.008
0.010
0.020

Sliding Window
Segments Error
21
0.00297
19
0.00469
17
0.00623
14
0.00766
12
0.01651

SWAB
Segments Error
20
0.00124
18
0.00155
16
0.00171
14
0.00333
11
0.00852
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HPLA
Segments Error
20
0.00134
19
0.00163
18
0.00184
16
0.00229
15
0.00845

Table 6.4: Number of segments and representation error for the Yoga dataset

ǫ
0.00097
0.01377
0.02657
0.03937
0.05217
0.08

Sliding Window
Segments Error
42
0.00058
18
0.01127
35
0.02278
24
0.03527
12
0.04482
11
0.07339

SWAB
Segments Error
42
0.00035
21
0.00359
16
0.00763
13
0.01495
12
0.02034
11
0.02612

HPLA
Segments Error
40
0.00035
22
0.00424
16
0.00716
15
0.01069
13
0.01305
12
0.01898

Table 6.5: Number of segments and representation error for the Face dataset

ǫ
0.09
0.15
0.25
0.35
0.45

Sliding Window
Segments Error
40
0.05424
37
0.09038
31
0.17037
26
0.23361
19
0.26711

SWAB
Segments
Error
39
0.021563
33
0.031421
30
0.043668
24
0.078742
20
0.105579
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HPLA
Segments Error
38
0.01245
32
0.01723
27
0.02584
23
0.05102
18
0.07558

Table 6.6: Number of segments and representation error for the 50 Words dataset

ǫ
0.012
0.0145
0.016
0.02
0.04
0.06
0.08

Sliding Window
Segments Error
42
0.00857
41
0.01004
37
0.01050
36
0.01281
33
0.03052
28
0.04564
24
0.05737

SWAB
Segments Error
41
0.00456
40
0.00505
39
0.00535
37
0.00753
26
0.01945
25
0.02008
23
0.02194

HPLA
Segments Error
40
0.00465
37
0.00575
36
0.00607
32
0.00831
28
0.01817
27
0.02002
25
0.02247

Table 6.7: Number of segments and representation error for the Coffee dataset

ǫ
0.02
0.05
0.07
0.09
0.2

Sliding Window
Segments Error
35
0.01476
25
0.03652
24
0.05188
18
0.07529
12
0.15280

SWAB
Segments Error
32
0.01481
21
0.02065
17
0.02797
14
0.03150
8
0.06889

HPLA
Segments Error
30
0.00534
19
0.01498
17
0.02458
12
0.02831
8
0.06759

Table 6.8: Number of segments and representation error for the Swedish Leaf dataset

ǫ
0.009
0.02
0.04
0.122
0.13

Sliding Window
Segments Error
23
0.00404
20
0.01081
18
0.01978
10
0.07744
9
0.08994

SWAB
Segments Error
25
0.00245
19
0.00608
15
0.01125
13
0.05571
10
0.05235
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HPLA
Segments Error
22
0.00292
19
0.00718
16
0.01212
9
0.05917
8
0.06492

Table 6.9: Number of segments and representation error for the OSU Leaf dataset

ǫ
0.007
0.0156
0.0328
0.0414
0.05
0.06

Sliding Window
Segments Error
38
0.00337
29
0.00914
23
0.02053
21
0.02803
18
0.03555
16
0.04484

SWAB
Segments Error
41
0.00209
32
0.00558
25
0.01108
23
0.01320
22
0.01782
20
0.01824

HPLA
Segments Error
38
0.00227
32
0.00472
26
0.00780
24
0.01293
21
0.01503
20
0.01802

Table 6.10: Number of segments and representation error for the Pseudo Synthetic
dataset

ǫ
0.00001
0.00002
0.00006
0.00008
0.0001

Sliding
Segments
298
246
183
169
157

Window
Error
8.165E-06
1.662E-05
5.192E-05
6.937E-05
8.869E-05

SWAB
Segments
Error
432
2.401E-06
364
4.650E-06
260
1.723E-05
239
2.251E-05
214
2.926E-05

HPLA
Segments
Error
141
2.604E-06
122
4.830E-06
85
1.481E-05
78
2.291E-05
73
3.098E-05

From the simulation results, the following observations can be made.
1. Both HPLA and SWAB significantly outperform the sliding window method
by achieving much higher levels of representation accuracy, especially at high
compression ratios (small number of segments). For example, for Mallat and
Yoga datasets, the representation error of the sliding window method is roughly
2.5 and 3.8 times the representation errors of the HPLA and SWAB, respectively.
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2. There is no significant difference between the HPLA and SWAB as per the representation error is concerned. For 5 data sets (Olive Oil, Yoga, Face, Coffee,
and OSU Leaf) the HPLA achieved slightly better representation error than the
SWAB. For the other 5 datasets, the SWAB achieved slightly better representation error than the HPLA.
3. On the average, for a given ǫ, the sliding window method partitioned the data
into higher number of segments (lower compression ratio) than the SWAB or
the HPLA. However, the difference is not as significant as in the case of the
representation error. For two data sets, the compression achieved by the HPLA
method is more than twice the compression achieved by the SWAB or the
sliding window method. For the Olive Oil data set, the average number of
segments obtained using the sliding window, SWAB and HPLA methods are
38, 39 and 14, respectively. Similarly, for the Pseudo Synthetic data set, the
average number of segments obtained using the sliding window, SWAB and
HPLA methods are 210, 302 and 100, respectively. For the remaining 8 datasets,
there is no significant difference between the SWAB and the HPLA methods
as per the compression ratio is concerned. Both the SWAB and the HPLA
methods achieve slightly better compression than the sliding window method
for a given value of ǫ.
4. The HPLA and SWAB achieve significantly lower representation error than the
sliding window method as the compression ratio increases.
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In summary, it is shown that the approach used by the HPLA for the segmentation of the time series can be easily adapted for real-time online implementation for
segmenting streaming data. It is customary to compare any new online time series
segmentation method with the well-known Sliding Window and Bottom-up (SWAB)
method. This is because the SWAB is simple to implement, and has been shown
through extensive simulation that it achieves high representation accuracy. The experimental results presented in this chapter show that, for a given tolerance, the
online HPLA approach achieves the same level of accuracy as SWAB. Also, the level
of compression achieved by the online HPLA approach is same or better than that of
SWAB.
The only difference between the online and the offline HPLA implementation
is in finding the primary breakpoints. The simulation results show that the accuracy
of the HPLA based online segmentation algorithm in finding the primary breakpoints
is comparable to that of the offline segmentation algorithm. Therefore, the online
HPLA implementation has all the advantages the offline HPLA implementation has
for matching time series. The SWAB, irrespective of its simplicity and accuracy, does
not segment the streaming data at the perceptually important points. In Chapter 5, it
has been shown that segmenting time series at the perceptually important points helps
determine the similarity between two time series. As a result, the HPLA approach is
better than SWAB for recognizing pre-defined patterns in the streaming data.
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CHAPTER 7

PRELIMINARY THOUGHTS AND RECOMMENDATIONS ON
FUTURE RESEARCH

The research presented in this dissertation has developed a broad framework
for the representation and matching of the time series data. The approach suggested
consists of the following five major steps:
1. Identification of the perceptually important points as primary breakpoints.
2. Optimal placement of secondary breakpoints between adjacent primary breakpoints.
3. Building hierarchical representation for individual primary segments independently.
4. Alignment of primary breakpoints for best matching or maximizing similarity.
5. Segment by segment matching of the HPLA representations.
As clustering, classification, and content based retrieval applications rely heavily on establishing similarity between two time series or among a group of time series,
the HPLA framework is beneficial to these applications. In this chapter, preliminary
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thoughts on several time series applications and recommendations for future research
are presented. The recommendations are broadly classified into two categories.
1. Recommendations for improving the HPLA framework.
2. Recommendations to explore the use of HPLA representation for clustering,
classification, content based retrieval, and other time series applications.

7.1

Recommendations for the Improvement of the HPLA Framework

1. Expand the definition of the perceptually important point.
In this dissertation, only prominent local maxima and local minima are taken as
the perceptually important points (PIP). It appears reasonable to expand the
definition of PIP to include the end points of perceptually important features.
Here, a perceptually important feature is defined as any segment that has distinguishable appearance, such as a long sequence of collinear or nearly collinear
points. Alternately, the segmentation algorithm should make sure that such
points are included in the set of secondary breakpoints. If a perceptually important feature is a subsequence of a primary segment, the information should
be included as a feature in the representation of the primary segment. By using
the chaincode representation of time series (Approach 1 in Chapter 4), it may be
possible to take advantage of the existing computationally efficient algorithms
to recognize a number of interesting geometric features. Keeping each easily
distinguishable feature completely in one segment is beneficial to applications,
such as motif and anomaly detection.
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2. Explore alternate methods for the determination of the secondary breakpoints.
The algorithm Segment at OptimalPoint selects the secondary breakpoints
to minimize the representation error between the segment and its two-line representation. It terminates when the representation error drops below the prespecified tolerance for all segments. There is no guarantee that the desired level
of accuracy is achieved with the minimum number of segments. The use of the
bottom-up approach for the determination of secondary breakpoints is an interesting problem to investigate. It may achieve better compression ratio than the
top-down algorithm. The identification of the secondary breakpoints to keep
each perceptually important feature within a segment is another interesting
problem.
3. Explore enhancing relational arrays by adding new features.
The element aijk of the relational array A used by Align TimeSeries 2 is a
2-dimensional vector that specifies the positional relationship among primary
breakpoints pi , pj , and pk of X1 . Similarly, the element blmn of the relational
array B is a 2-dimensional vector that specifies the positional relationship among
primary breakpoints ql , qm , and qn of X2 . The relational arrays do not include
any information regarding the shape of the time series in the neighborhood of
the primary breakpoints. It may be useful to identify suitable features that
specify the relative shape of the time series in the vicinity of these primary
breakpoints. If successful, the new features could increase the accuracy of the
alignment algorithm.
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4. Explore the development of new techniques to post process the primary breakpoint
mapping matrix C.
In an ideal situation, the primary breakpoint mapping matrix C, will have a
maximum of one non-zero value in each row and each column. If this is not
true Align Primary Breakpoints, developed in this dissertation, processes
C to resolve ambiguity. Depending on the nature of the time series being
matched and the situation, a more sophisticated logic than the one currently
used may be needed. One possibility is to use the association graph approach,
where each node represents a possible mapping (pi , ql ) and the weight of the
arc connecting (pi , ql ) and (pj , qm ) is a measure of the compatibility of the two
mappings. Initially, each node (pi , ql ) should be assigned a value for Pil (0),
the probability that pi maps to ql . The node weights and arc weights may
be updated using the probabilistic relaxation algorithm. When the algorithm
converges, the probabilities of nodes that correspond to the true mappings will
approach 1 and probabilities of other nodes will approach 0. The questions
to be answered are “How to determine initial node probabilities?” and “How
to determine initial arc weights?” Updating node and arc weights is straight
forward.
5. Determine a list of features that can be used to characterize segments in HPLA.
In the HPLA representation, each non-leaf node is assigned a feature vector.
There is room for adding more features to the vector. For example, the representation error or a measure of tightness to the approximating line of the left
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and right partitions may be added. Though too many features increase the
information to be stored, it is good to include features that capture the shape
of the curve segment. Therefore, the development of a comprehensive list of
features that are suitable for use in the HPLA representation is recommended.
6. Develop the HPLA based subjective time series matching approach.
The HPLA representation has the potential to support time series matching
based on general appearance as perceived by humans. The development of a
subjective time series matching approach is feasible and is recommended for
future research. A possible technique consists of assigning a characteristic word
consisting of several fields to each non-leaf node, where each field specifies a
relationship between the segments represented by the node’s left and right child
nodes subjectively. Three examples of subjective relationships are “the left
segment is longer than the right segment”, “the left segment is steeper than the
right segment”, and “the left segment is more linear than the right segment”. In
general, properties that give the broad description of the shape of the segment
can be stored in the field of the characteristic word.

7.2

Preliminary Thoughts on Common Time Series Processing Applications
In this section, preliminary thoughts on the use of HPLA for query by content,

clustering, classification and motif detection time series applications are presented.
As the time series reconstructed from the HPLA tracks the original time series closely,
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it should be suitable for other applications, such as anomaly detection and rule discovery.

7.2.1

Query by Content
Let D be the database containing N time series {X1 , X2 , · · · , XN }, where ni

is the length of Xi . Given a query sequence Q, the goal is to retrieve all members
of D that are similar to Q (range query), or k members of D that are most similar
to Q (k-nearest neighbor query). Depending on the situation, sequence-to-sequence,
sequence-to-subsequence, or subsequence-to-subsequence matching may be needed for
establishing the similarity. For now, assume that Q and X are similar if L consecutive
primary segments of Q match L consecutive primary segments of X in the same time
order, where L is specified by the user. A possible approach for the use of HPLA for
the query by content application is given below.
1. For each X in D determine the primary breakpoints and the HPLA representation.
2. For each group of 3 consecutive primary breakpoints (pi , pi+1 , pi+2 ) compute
the feature vector Fi (X) = [(ti+1 − ti )/(ti+2 − ti+1 ) (X[ti+1 ] − X[ti ])/(X[ti+2 ] −
X[ti+1 ])]. Note that the vector is invariant to translation and scale. A time
series with K primary breakpoints will have (K − 2) feature vectors.
3. Map each feature vector of each time series in D to the 2-dimensional feature space and enclose points in non-overlapping minimum bounding rectangles
(MBR). Each entry in an MBR is 2-tuple (id(X), i), where id(X) identifies the
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time series and i identifies the two connected primary segments beginning at pi .
Continue to determine larger MBRs to include the smaller MBRs, and build an
r-tree based indexing structure.
When a query sequence Q arrives, the time series to be retrieved from D are
identified as follows.
1. Determine the primary breakpoints and the HPLA representation of Q.
2. Determine feature vectors Fj (Q) for all valid values of j.
3. Fetch all entries in the MBR into which Fj (Q) maps. Let Gj be the group of
entries fetched using Fj (Q).
4. Each X for which (id(X), i + k) appears in all Gj+k , for 0 ≤ k ≤ (L − 2), is a
candidate for retrieval.
5. The candidate list may be further pruned by matching the HPLA representations of Q and each X selected in Step 4.
The method may be modified to obtain the feature vectors by considering more
than 3 primary breakpoints at a time. The approach requires memory for storing the
feature vectors of all members of D.

7.2.2

Clustering
Given a set of N time series {X1 , X2 , · · · , XN }, clustering is the process of

partition D into disjoint groups, where time series belonging to a given group are
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similar to one another, and time series belonging to different groups are dissimilar
from one another. The similarity measure plays an important role in clustering, and
must be clearly defined. It is reasonable to consider X and Q similar if L consecutive
primary segments of Q match L consecutive primary segments of X in the same time
order, where L is a positive integer specified by the user. The similarity between a
time series X and a group C may be defined in many ways. The two straight forward
definitions are given below.
1. X is similar to C if one or more members of C are similar to X.
2. X is similar to C if all members of C are similar to X.
The following algorithm may be used to cluster D based on the first definition
of similarity between X and C.
1. Assign X1 as the member of the first cluster C1 .
2. Compare the similarity of the next time series X2 with X1 by matching their
HPLA representations. If X2 is found similar to X1 then assign X2 to the cluster
C1 . Otherwise, create a new cluster C2 and assign X2 as its first member.
3. During iteration k, if Xk is not similar to any of the existing clusters, a new
cluster is created with Xk as its first member. Otherwise, Xk is assigned to the
cluster to which it is most similar. The process continues until all N time series
are assigned to a cluster.
If the goal is to develop algorithms based on the second definition, pairwise
similarity or dissimilarity between members of D is needed. The similarity between
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Xi and Xj , denoted by Sij , may be taken as the ratio of the number of matching
primary segments to minimum of Ki and Kj , where Ki and Kj are the numbers of
primary segments in Xi and Xj , respectively. The value of Sij is in the range (0, 1),
and (1 - Sij ) may be used as a measure of dissimilarity.
The pairwise similarities may be represented as graph in which each node represents a time series. If two time series Xi and Xj are not similar, the corresponding
nodes are not connected by an arc. If Xi and Xj are similar, the corresponding nodes
are connected by an arc, and the similarity measure Sij is assigned as the arc weight.
For example, consider the following 8 × 8 arc weight matrix S given below.
Table 7.1: An 8 × 8 arc weight matrix
X1

X2

X2

X4

X5

X6

X7

X8

X1

1

0

0

5/8

3/8

3/8

5/8

0

X2

0

1

0

0

0

3/8

0

0

X3

0

0

1

0

0

4/8

0

0

X4

5/8

0

0

1

0

0

3/8

3/8

X5

3/8

0

0

0

1

0

5/8

0

X6

3/8

3/8

4/8

0

0

1

0

0

X7

5/8

0

0

3/8

5/8

0

1

3/8

X8

0

0

0

3/8

0

0

3/8

1

There are 8 time series in D, and Sij is the similarity between Xi and Xj . The
problem of finding the clusters based on the first definition of similarity is equivalent
to the problem of finding the connected components in the graph. The nodes of each
connected component represent a cluster. For the example being considered, the clus186

ters are (X1 , X4 , X5 , X7 , X8 ) and (X2 , X3 , X6 ). The problem of finding the clusters
based on the second definition of similarity is equivalent to the problem of breaking
arcs so that all resulting disjoint sub-graphs are completely connected. The nodes of
each completely connected component represent a cluster. The best partitioning of
the connected component (X1 , X4 , X5 , X7 , X8 ) into completely connected sub-graphs
is by breaking the arcs (1, 4) and (4, 7). The resulting clusters are (X1 , X5 , X7 ) and
(X4 , X8 ). In the second connected component, the weak arc (2, 6) is broken to form
two additional clusters (X3 , X6 ) and (X2 ). The example illustrates that it is possible
to develop time series clustering algorithms based on the HPLA representation, and
should be explored. The challenge is to identify a minimum number of completely
connected sub-graphs in each connected component, and at the same time maximize
the sum of arc weights of all completely connected sub-graphs.

7.2.3

Classification
This section describes how time series classification algorithms can be devel-

oped using the HPLA representation. Assume that there are K classes, and each
class is adequately represented by the given sample set of N time series {X1 , X2 , · · ·
, XN }. Depending on the situation, one of the following approaches may be taken.
1. If the number of sample patterns in each class is small, the use of the nearest
neighbor classification approach is appropriate. The HPLA representations of
all sample time series may be determined and stored, and the input time series
X may be assigned to the class of its nearest neighbor.
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2. If the number of sample time series in each class is fairly large then each class
may be represented by one or more prototypes and the input time series X
may be assigned to the class of its nearest prototype. The prototypes of a class
may be determined by clustering the HPLA representations of its members
such that time series of each cluster have atleast L common similar primary
segments. The HPLA representations of time series belonging to each cluster
should be combined to obtain its prototype.
3. As the time series reconstructed from the HPLA representation tracks the original time series closely, it should be possible to identify features for training
classifiers. One possible approach is to represent each connected group of L
primary segments of each time series by a feature vector that is invariant to
translation and scale. Note, a time series consisting of N primary segments will
give (N − L + 1) vectors, which may be used for training linear or non-linear
classifiers.

7.2.4

Motif Detection
A motif is an approximately repeating subsequence representing a meaningful

pattern in time series data. The common approach used for motif detection, which
divides the time series into segments of constant length and processes each segment
for motifs of constant length, has three major disadvantages.
1. The method fails to detect motifs of lengths greater than the segment length.
2. A motif may be split between two adjacent segments making detection difficult.
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3. The use of overlapping windows to overcome the splitting problem increases
computation.
As the HPLA preserves perceptually important points and local trends, the
detection of motifs may be achieved by matching segments of a time series with one
another. A motif may be completely included in a primary segment or may span
several primary segments. The HPLA representation of each primary segment may
be compared with the representations of all other primary segments of the same
time series to determine groups of similar primary segments. Each group becomes a
candidate for further analysis for motif detection.

189

CHAPTER 8

CONCLUSIONS

The primary contribution of this dissertation is the development of a new time
series representation technique called the Hierarchical Piecewise Linear Approximation, which facilitates the development of an efficient and effective approach for time
series matching. In the HPLA representation, a time series is partitioned into segments between identifiable perceptually important points called primary breakpoints,
and each primary segment is represented independently at several levels of accuracy by placing additional secondary breakpoints. The HPLA representation enables
the selection of sequence-to-sequence, sequence-to-subsequence, or subsequence-tosubsequence matching automatically by aligning the primary breakpoints of the two
time series being matched. The feature vectors of the HPLA representation, being
invariant to translation and scale, are able to determine similarity between two time
series even when they differ in translation and scale.
In addition to developing the HPLA representation, several significant contributions that are beneficial to time series data mining area are made.
1. Though many time series representation techniques were developed during the
past two decades, to the best of our knowledge, no attempt was made to identify
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a set of characteristics an ideal time series representation should possess. In this
dissertation, eight characteristics of an ideal time series representation are identified by analyzing the needs of important time series processing applications
including query by content, clustering and classification. These characteristics
can be used as metrics to evaluate the existing time series representation techniques and the new representation techniques that may be developed in the
future.
2. A time series is always treated as a sequence of real numbers. It is shown
that by treating the time series as an open curve in the time-amplitude space,
its chaincode representation can be processed using well established algorithms
in the area of image analysis. These algorithms have been proved efficient to
determine many of the broad geometric features and patterns that characterize
the time series or parts of time series as perceived by humans.
3. The HPLA representation, in addition to achieving high reconstruction accuracy, retains perceptually important maxima, minima, and local evolution
trends better than other representations. This is a desirable characteristic if
the goal is to support feature based clustering and classification directly in the
representation space.
4. The standard top-down algorithm that breaks a time series segment into two
parts at the optimal breakpoint takes O(n2 ) computing time, where n is the
length of the segment. The improved algorithm described in Chapter 4, finds
the optimal breakpoint in O(n) time.
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5. The reconstruction accuracy and the matching accuracy are proposed and justified as the two meaningful measurable metrics for measuring how well a representation satisfies the eight requirements of the ideal time series representation.
These metrics are independent of application, implementation, hardware and
software systems used.
6. The HPLA achieves high reconstruction accuracy than PLA representations obtained using sliding window, top-down, and bottom-up segmentation methods.
The simulation results show that the mean square error and the maximum deviation error associated with the HPLA representation are both lower than the
corresponding values of the PLA representations obtained using other segmentation methods. This implies that the time series reconstructed from the HPLA
representation tracks the original time series closely.
7. A new time series alignment algorithm is developed based on the analysis of
relative positions of primary breakpoints in the two time series to suggest the
sequence-to-sequence, sequence-to-subsequence, or subsequence-to-subsequence
matching automatically. The algorithm is robust as it is based on prominent
maxima and minima of the time series. The relational array approach introduced provides opportunity to include new features to further enhance the accuracy of the alignment algorithm.
8. The experimental results validate that the alignment algorithm identifies the
matching scenario automatically, and also prunes most of the non-matching
time series in the search set from consideration. The results show that the
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HPLA based matching algorithm filters most of the false positives, and achieves
high precision and recall.
9. The HPLA is shown to adapt easily to online implementation for segmenting the
streaming data. The experimental results show that the online HPLA implementation is comparable in performance to the well-known SWAB algorithm,
without any significant deterioration from its offline implementation. In addition, the HPLA has the advantage of being more suitable than SWAB for
recognizing pre-defined patterns in the streaming data.
On the surface, the research presented in this dissertation appears to have
focused and succeeded in developing a viable solution to time series matching, including the challenging subsequence-to-subsequence matching problem. In reality,
the research has produced a framework and a segment-wise processing methodology
that is equally suitable for the development of solutions to many important time series
applications. This is because, unlike the other representation techniques which appear to have been developed for specific applications, the development of the HPLA is
guided by the characteristics of the ideal representation derived from the requirements
of many applications. Therefore, the HPLA provides a suitable platform on which
algorithms can be developed for several practical time series applications including
clustering, classification, query by content and motif detection.
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