This paper considers the problem of testing for linearity of stationary time series. Portmanteau tests are discussed which are based on generalized correlations of residuals from a linear model (that is, autocorrelations and cross-correlations of different powers of the residuals). The finite-sample properties of the tests are assessed by means of Monte Carlo experiments. The tests are applied to 100 time series of stock returns. JEL classification: C12; C22; C52.
INTRODUCTION
The problem of testing for neglected nonlinearity in time series models has attracted a great deal of interest in recent years. A multitude of statistical procedures designed to test the null hypothesis of linearity against nonlinear alternatives are available in the literature, including general portmanteau tests without a specific alternative as well as tests with fully specified parametric alternatives; Tong (1990) and Teräsvirta, Tjøstheim, and Granger (2010) provide useful overviews. Linearity tests have become an essential first step in model-building exercises since, due to the difficulties associated with the statistical analysis of nonlinear models, it is often desirable to establish the adequacy or otherwise of a linear data representation before exploring more complicated nonlinear structures.
The present paper contributes to this literature by considering portmanteau tests for linearity of stationary time series based on 'generalized correlations' of residuals from a finite-parameter linear model, that is to say autocorrelations and cross-correlations of different powers of the residuals. Such tests are similar in spirit to the popular test proposed by McLeod and Li (1983) , which is based on the empirical autocorrelations of squared residuals. The McLeod-Li test is known to respond well to autoregressive conditional heteroskedasticity (ARCH) but tends to lack power against many other interesting types of nonlinearity that do not have apparent ARCH structures.
In addition to tests based on the empirical autocorrelations of the second or higher power of residuals, we also investigate tests that involve empirical cross-correlations between residuals and their squares (or, more generally, cross-correlations between different powers of the residuals). Lawrance and Lewis (1985, 1987) put forward the idea of using such cross-correlations to identify nonlinear dependence and examined analytically the cross-correlation functions for certain types of nonlinear models. Their analysis, however, focused only on visual inspection of individual cross-correlations and they did not consider the effects of parameter estimation.
In what follows we tackle these problems by developing portmanteau tests based on the generalized correlations of residuals from linear models. The proposed tests are easy to implement and have chi-square asymptotic null distributions under general regularity conditions. Furthermore, tests based on cross-correlations are shown to be more powerful against many types of nonlinearity compared to the familiar test based on squared-residual autocorrelations.
The paper is organized as follows. In Section 2 we discuss residual-based generalized correlations and the associated portmanteau tests for linearity, and present some relevant asymptotic results. Section 3 examines the finite-sample properties of the proposed tests by means of Monte Carlo experiments. Section 4 presents an application to time series of stock returns.
Section 5 summarizes and concludes.
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GENERALIZED CORRELATIONS AND

PORTMANTEAU STATISTICS
Consider a second-order stationary, short-range dependent, real-valued stochastic process {X t } with mean µ satisfying
where
{ψ j (δ)} is an absolutely summable sequence of weights, assumed to be known functions of a finite-dimensional (row) vector δ of unknown parameters, {ε t } is strictly stationary white noise, and L denotes the lag operator. A leading example of a parametric model which gives rise to a process that is representable as in (1) is the autoregressive moving average (ARMA) model. In this case, the transfer function Ψ(z) is of the form
where, for some fixed p, q ∈ N ∪ {0} such that p + q > 0, A(z) = 1 − p i=1 α i z i , with A(z) = 0 for all |z| 1, B(z) = 1 + q i=1 β i z i , and δ = (α 1 , . . . , α p , β 1 , . . . , β q ).
A stochastic process {X t } is typically characterized as linear if it admits the moving-average (MA) representation (1) with {ε t } being independent and identically distributed (i.i.d.) random variables. This is the notion of linearity considered by McLeod and Li (1983) , Lawrance and Lewis (1985, 1987) , Bickel and Bühlmann (1996) , Berg, Paparoditis, and Politis (2010) , and Giannerini, Maasoumi, and Dagum (2015) , among many others, and is the one adopted in this paper. 3 It is worth noting, however, that this is not the only characterization of linearity found in the literature. Hannan (1973) , for instance, considers a second-order stationary process to be linear if its best one-step-ahead linear predictor is the best predictor (both in the meansquare sense), which is equivalent to {ε t } in (1) being a square-integrable martingale-difference sequence relative to its natural filtration. This alternative characterization of linearity does not lend itself to the type of statistical tests considered in the sequel. A test for linearity of the best predictor is discussed in Terdik and Máth (1998) .
The focus of attention here are the generalized correlations of the noise {ε t } in (1). For r, s ∈ N such that E(|ε 0 | r+s ) < ∞, we define the generalized correlations of {ε t } at lag k as (3) gives the autocorrelations of {ε t } for r = s = 1, the autocorrelations of {ε 2 t } for r = s = 2, and cross-correlations of the type considered by Lawrance and Lewis (1985, 1987) for (r, s) ∈ {(1, 2), (2, 1)}. Linearity of {X t } implies that ρ rs (k) = 0 for all k = 0.
When an estimatorθ = (μ,δ) of θ = (µ, δ) is available, one may use residuals {ε t ; t = 1, 2, . . . , T } (to be defined in a precise manner later) in place of the unobservable noise {ε t }.
For r, s ∈ N, we define the empirical generalized correlations of the residuals at lag k aŝ
for any collection of random variables {ξ t } and b ∈ N. Tests for linearity of {X t } may then be based on portmanteau test statistics of the form
for some r, s, m ∈ N such that r + s > 2 and m < T .
In order to develop asymptotic distribution theory for residual-based generalized correlations and associated portmanteau tests, the following assumptions are made (in the sequel, limits in stochastic-order symbols are taken by letting T → ∞):
A2: Ψ(z) is holomorphic in an open neighbourhood of the closed disc |z| 1, does not vanish at any |z| 1, and is differentiable with respect to δ.
Assumption A1 amounts to linearity of {X t } in our setting. Under A2, 1/Ψ(z) has the convergent
and, consequently, {X t } admits the autoregressive (AR) representation
Hence, given an estimatorθ based on a finite stretch (X 0 , X 1 , . . . , X T ) of {X t }, residuals may PORTMANTEAU TESTS FOR LINEARITY OF STATIONARY TIME SERIES Working Paper NBS 1/2016 be defined as (cf. Kreiss (1991) )
Estimators of θ satisfying assumption A3 may be obtained by quasi-maximum likelihood or instrumental-variables methods under suitable regularity conditions (see, e.g., Hannan (1973) ; Dunsmuir (1979) ; Hosoya and Taniguchi (1982) ; Kuersteiner (2001) ). In the ARMA case specified by (2), assumptions A2-A4 hold true, under an i.i.d. assumption about {ε t }, as long as the polynomials A(z) and B(z) have no zeros in common and A(z)B(z) = 0 for all |z| 1.
We have the following result for the asymptotic distribution of a finite set of empirical generalized correlations of the residuals defined by (4) under the assumption that {X t } is linear.
Theorem 1 Suppose that {X t } satisfies (1) and assumptions A1-A4 hold. Then, for any fixed m ∈ N and r, s ∈ N such that r + s > 2 and E[|ε 0 | 2(r+s) ] < ∞, the asymptotic distribution of √ T (ρ rs (1), . . . ,ρ rs (m)), as T → ∞, is Gaussian with zero mean vector and identity covariance matrix.
Proof: For a fixed m < T , a Taylor expansion ofγ rs (k) about θ leads tô
Hence, the distribution of √ T (γ rs (1) − γ rs (1), . . . ,γ rs (m) − γ rs (m)) is asymptotically the same as the distribution of √ T (γ rs (1) − γ rs (1), . . . ,γ rs (m) − γ rs (m)). Furthermore, puttingḟ b (ε t ) =
Therefore, recalling that γ rs (k) = 0 for all k = 0 under assumption A1, by an application of the central limit theorem for strictly stationary, finitely dependent sequences (e.g., Anderson (1971, Theorem 7.7.6) ) to the normalized partial sum
. . ,γ rs (m)) converges weakly to the standard normal distribution on R m . The assertion of the theorem follows from this result and the fact thatγ
We note that, for r = s = 2 and Ψ(z) specified as in (2), the central limit theorem of McLeod and Li (1983) is retrieved from Theorem 1. We also note that, as in McLeod and Li (1983) , instead of usingQ rs (m) to test for linearity of {X t }, asymptotically equivalent statistics of the form
may be considered (with r + s > 2), which are similar in spirit to the popular modification of the Box-Pierce statisticQ 11 (m) proposed by Ljung and Box (1978) . It is readily seen that, under PORTMANTEAU TESTS FOR LINEARITY OF STATIONARY TIME SERIES Working Paper NBS 1/2016 the conditions of Theorem 1, the asymptotic distribution of the statisticsQ rs (m) and Q rs (m) is chi-square with m degrees of freedom. The implementation of tests based on statistics such asQ rs (m) and Q rs (m) is straightforward and computationally inexpensive. 4
MONTE CARLO SIMULATIONS
This section presents simulation results regarding the properties of portmanteau tests for linearity. In addition to the finite-sample size and power properties of the tests, we also examine the effects of non-Gaussian noise, measurement errors, correlation order, and multiple testing.
SIMULATION DESIGN
The following data-generating processes (DGPs) are used in the simulations: In the experiments, 5000 independent artificial time series {X t } of length 100 + T , with T ∈ {200, 500, 1000}, are generated according to M1-M18, but only the last T data points of each series are used to carry out portmanteau tests for linearity. As preliminary analysis indicated that, for relatively short time series, tests based on the statistics Q rs (m) defined in (7) control the Type I error probability somewhat more successfully (albeit marginally) than tests based on the statisticsQ rs (m) defined in (5), we shall henceforth focus on the former.
Unless indicated otherwise, the tests are applied to least-squares residuals from an AR model for {X t } the order of which is determined by the Bayesian information criterion (BIC). The BIC is defined according to Method 1 of Ng and Perron (2005) with the maximum allowable order set equal to 8(T /100) 1/4 , where x denotes the greatest integer in x. 6 Employing an AR model with data-dependent order as the null specification is not only computationally convenient but also theoretically attractive. Even when the DGP is not a finite-order AR process, an AR model the order of which increases with the sample size may be viewed as a finiteparameter approximation to a linear process that admits the infinite-order AR representation (6).
If the order of the AR approximation grows at a suitable rate, the approximation error becomes small as T increases, and estimates of the parameters in (6) obtained from the approximating autoregression are consistent and asymptotically normal (see Berk (1974) ; Bhansali (1978) ; Lewis and Reinsel (1985) ). and M13, which is not perhaps surprising since Q 22 is asymptotically equivalent to a Lagrange multiplier statistic for testing linearity against ARCH (see Luukkonen, Saikkonen, and Teräsvirta (1988) ). The power of all the tests generally improves as T increases.
EMPIRICAL SIZE AND POWER
NON-GAUSSIAN NOISE
To investigate the sensitivity of the simulation results with respect to non-Gaussianity of the noise in the DGP, we consider artificial time series (of length T = 500) generated accorded M1-M18 with ε t having either Student's t distribution with d degrees of freedom or a gamma distribution with shape parameter d and scale parameter 1. (The distributions are recentred and/or rescaled so as to have zero mean and unit variance). We take d ∈ {10, 11, . . . , 19, 20}, a range of values which is sufficiently representative of some of the distributional characteristics (e.g., mild asymmetry and leptokurtosis) of many economic and financial time series. Following the suggestion in Tong (1990, p. 324 ) that, when constructing tests for uncorrelatedness, autocorrelations at low lags should be watched more closely than autocorrelations at high lags,
we set m = ln T (see also Tsay (2010, p. 33) ).
For the sake of expositional simplicity and space conservation, the rejection frequencies of 
MEASUREMENT ERRORS
Economic and financial data are often contaminated by measurement errors due to, inter alia, sampling, self-reporting or imperfect data sources. To investigate the potential effect of such measurement errors on tests for nonlinearity, we consider contaminated series (of length PORTMANTEAU TESTS FOR LINEARITY OF STATIONARY TIME SERIES Working Paper NBS 1/2016 T = 500) generated according to X * t = X t + σ η η t , where X t comes from M1-M18 and {η t } are i.i.d. random variables, independent of {ε t } and {ν t }, having either Student's t distribution with 10 degrees of freedom or a gamma distribution with shape parameter 10 and scale parameter 1 (recentred and/or rescaled to have zero mean and unit variance). The variance of the measurement error is allowed to be proportional to the sample varianceσ 2
x of (X 1 , . . . , X T ), that is
where ω 2 ∈ {0.005, 0.010, . . . , 0.060, 0.065}. The range of values for the noise-tosignal ratio ω is calibrated according to Koreisha and Fang (1999) shown in Figure 5 . The tests exhibit no substantial size distortion, regardless of the contamination rate and the distribution of the noise. Some power loss is observed as the contamination rate increases, but the reduction in power is not of the magnitude that makes the tests unattractive for applications.
HIGHER-ORDER CORRELATIONS
Although the discussion in much of the paper focuses on tests with r, s ∈ {1, 2}, the use of higher values for (r, s) is, of course, possible. To examine whether power gains may be made by using higher-order generalized correlations, we compute the empirical power of tests based on Q rs (m) with r, s ∈ {1, 2, . . . , 6} and m = ln T . The rejection frequencies of tests (of nominal level 0.05) for T = 500, averaged across the nonlinear DGPs (M6-M18), are reported in Table 1 . The results indicate that there are generally no power improvements associated with the use of higher-order generalized correlations; for instance, tests based on Q 12 and Q 32 have almost the same (average) rejection frequencies. Furthermore, it is worth bearing in mind that the asymptotic justification of portmanteau tests associated with high values of (r, s) requires finiteness of a fairly large number of moments (cf. Theorem 1). This requirement may be at odds with the characteristics of many economic and financial time series (e.g., equity returns, exchange rate returns, interest rates), for which it is often argued that they only possess unconditional moments of relatively low order (see, e.g., Koedijk, Schafgans, and de Vries (1990); Jansen and de Vries (1991); de Lima (1997)).
MULTIPLE TESTING
In practice, linearity is often tested using several tests (e.g., Q rs (m), r, s ∈ {1, 2}) jointly and/or several values of m. However, unless adjustments for multiple testing are made, there is an increased risk of overstating the significance of nonlinearity when many tests are carried out using the same set of data (see Psaradakis (2000)). This is due to the fact that, if the linearity
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Working Paper NBS 1/2016 hypothesis is rejected when at least one of the tests leads to a rejection, the overall Type I error probability associated with the multiple testing procedure (i.e., the probability of at least one erroneous rejection) can be well in excess of the nominal level of each individual test.
A simple Bonferroni-type adjustment for multiple testing based on Simes (1986) is considered here, which may be implemented as follows. Let P (1) P (2) · · · P (N ) denote the ordered (asymptotic) P -values associated with the set of portmanteau test statistics under consideration. Multiplicity-adjusted P -values are then calculated asP (i) = min{N P (i) /i, 1}, i ∈ {1, 2, . . . , N }, and the null hypothesis of linearity is rejected at overall level α ∈ (0, 1) if
Simes' procedure is generally less conservative than the classical Bonferroni orŠidák procedures, especially when several highly correlated test statistics are involved. 8
In Table 2 
EMPIRICAL APPLICATION
In this section portmanteau tests for linearity are applied to a set of weekly stock returns, span- Table 5 . In order to guard against the danger of overstating the significance of nonlinearity because of the use of three different tests, we also report the P -values of the 8 It also yields the same critical values as the multiple testing procedure of Benjamini and Hochberg (1995) that controls the so-called false discovery rate (i.e., the expected proportion of erroneous rejections over all rejections).
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Using unadjusted test P -values, evidence against linearity is found in 82 stock returns (at 5% significance level) on the basis of the Q 22 test. This arguably is not a very surprising finding since conditional heteroskedasticity is a characteristic feature of many asset returns. Linearity is also rejected by at least one of the cross-correlation Q 12 /Q 21 tests in 66 cases. Using multiplicity-adjusted P -values, evidence against linearity is found by at least one of the three tests in 85% of stock returns (at 5% significance level). We conclude, therefore, that the vast majority of the stock returns considered in our analysis exhibit nonlinear features which cannot be captured by a linear model with i.i.d. noise. 
SUMMARY
