1) Flag quantitatively problematic
items which may not appear problematic from qualitative results
2) Avoid measurement gaps
3) Ensure a better match between the measure and the target population 4) Allow for a preliminary check of the measurement properties of the scale Are these benefits attainable in practice?
• Those benefits would be extremely useful but we question their attainability in practice, based on several factors present in a review of the empirical research.
Performance of models with small sample
• Available empirical studies of item and person parameter recovery with small samples are not promising, showing poor item and person parameter recovery for small N analyses. 3, 4 The majority of studies do not even investigate conditions with N as small as advocated for during early analyses (i.e., less than N = 100). [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] Realistic minimum sample size
• Below is part of a commonly cited table re: minimum N's from Linacre. 15
• Even the "Size for most purposes" values are based on a large "acceptable error" range and assume idealized conditions. Samples will realistically need to be much larger for accurate estimation.
Post-analysis result visualization
• Figure 1 shows 40 threshold values (such as would be obtained from a 10-item COA which uses 5 category response options) obtained from the same generating or "true" parameter values .
• Each item parameter has been perturbed/randomly varied at plus or minus 1 logit, the range of "acceptable error."
• Conclusions regarding the presence and location of any "measurement gaps" change across these 4 plots.
• Figure 2 shows an item-person map with three possible sets of item distributions from the same set of items, all within the purported range of acceptable error.
• Conclusions regarding "domain coverage" and item-person concordance vary greatly depending on which threshold plot is used.
Post analysis fit assessment
• Numerous studies [16] [17] [18] [19] [20] have found INFIT and OUTFIT null distributions are affected by sample size and parameter distribution. Despite recommendations, there is no common "cut point" that is appropriate and empirical studies have not investigated the fit measures' performance with samples as small as currently being advocated.
Applicability of small-sample results to analysis sample
• When a highly constrained model is used to accommodate the small sample available during early analyses, but other IRT models are planned for use in the later psychometric analyses, any information gained from these early analyses does not necessarily generalize to later stage analyses.
Conclusions
• Existing literature shows that the use of IRT models with small samples, including even Rasch-consistent models, is empirically unsupported.
• Our conclusion: conduct the standard large sample psychometric study that will allow for the proper statistical analysis of the draft instrument.
• Simply put, if one is not likely to receive trustworthy information from an initial small data collection phase, why collect the additional data and conduct the analyses at all?
