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Abstract 
 
We begin this paper with a short survey on finite reflection groups. First we establish what a 
reflection in Euclidean space is. Then we introduce a root system, which is then partitioned into 
two sets: one of positive roots and one with negative roots. This articulates our understanding of 
groups generated by simple reflections. Furthermore, we develop our insight to Weyl groups and 
crystallographic groups before exploring crystallographic root systems. The section section of 
this paper examines the twisted group algebra along with the Demazure element Xi and the 
Demazure-Lusztig element Ti. Lastly, the third section of this paper computes such Xi and Ti in 
the case of S3 where S3 is the symmetric group Sn, n=3. 
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Chapter 1
Introduction
We recall related concepts of reflections, root systems, Weyl groups, and
Crystallographic root systems for the convenience for the readers. We need
these concepts in order to define the twisted group algebra, the Demazure
elements, and the Demazure-Lusztig elements. Nothing is new in this section.
We also follow the structure of [3]. This provides contextual information in
understanding future commutations outlined in later sections.
1.1 Reflections
We begin this introduction by recalling finite groups generated by reflections
in (real) Euclidean space. Before we define what a reflection in Euclidean
space is, we wish to define the following:
Definition 1.1.1. [6] A symmetric bilinear form on a vector space V is a
bilinear function Q : V × V → R.
Definition 1.1.2. [6] A symmetric bilinear form with Q(v, v) > 0 for all
v 6= 0 ∈ V is called positive definite.
Definition 1.1.3. [2] A hyperplane is a subspace whose dimension is one
less than that of its ambient space.
Now we can define what it means to be a reflection in Euclidean space.
Definition 1.1.4. [3] A reflection in (real) Euclidean space V endowed with
a positive definite symmetric bilinear form (λ, µ) is a linear operator s on
1
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V which sends some nonzero vector α to its negative while fixing point-wise
the hyperplane Hα orthogonal to α. We may denote s = sα. The formula of
reflection is given by: sαλ = λ− 2(λ,α)(α,α) α, λ ∈ V .
One would expect sα to preserve the length of vectors and the angles
between them. Thus, we wish to show that such reflections are orthogonal
transformations (i.e. (sαλ, sαµ) = (λ, µ), λ, µ ∈ V ) as seen in the following
verification:
(sαλ, sαµ) = (λ−
2(λ, α)
(α, α)
α, µ− 2(µ, α)
(α, α)
α)
= (λ, µ)− (λ, 2(µ, α)
(α, α)
α)− (2(λ, α)
(α, α)
α, µ) + (
2(λ, α)
(α, α)
α,
2(µ, α)
(α, α)
α) = (λ, µ)
We also claim that s2α = 1. Suppose v ∈ V . Reflecting v across a
hyperplane before reflecting it across the same hyperplane should yield the
same point. Therefore |sα| = 2 in the group of all orthogonal transformations
of V , which is denoted by O(V ).
1.2 Roots
In this section, we establish how selecting a well-chosen set of vectors, called
roots, orthogonal to reflecting hyperplanes simplify our understanding of
reflection groups.
Denote W as a finite reflection group acting on Euclidean space V . We
wish to more thoroughly investigate how W acts on V . For each reflection
sα ∈ W determines a reflecting hyperplane Hα. Thus, there must exist some
line segment Lα ⊥ Hα connecting the original vector to its reflection.
Proposition 1.2.1. [3] If t ∈ O(V ) and α is any nonzero vector in V, then
tsαt
−1 = stα. In particular, if w ∈ W , then swα ∈ W when sα ∈ W .
Proof. The proof comes from [3]. We claim that tsαt
−1 sends tα to its neg-
ative (this follows from the fact that sα(α) = −α). Now, we wish to show
that tsαt
−1 fixes Htα point-wise. Note that λ ∈ Hα ⇐⇒ tλ ∈ Htα be-
cause (λ, α) = (tλ, tα) since it is an orthogonal transformation. In turn,
(tsαt
−1)(tλ) = tsαλ = tλ whenever λ ∈ Hα.
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Therefore, clearly W permutes the lines Lα corresponding to sα ∈ W
such that W (Lα) = Lwα. All such Lα are determined by the reflections so
W determines these lines.
Now we wish to further define W . Let Φ be a finite set of vectors of
V . Let W be the group generated by reflections sα, α ∈ Φ. We wish to
call Φ to be the root system with associated reflection group W in which
Φ = {nonzero vectors in V } satisfying:
I Φ ∩ Rα = {±α}.
II sαΦ = Φ,∀α ∈ Φ.
Elements of α of V are called roots. Any finite reflection group can be
determined with a root system Φ ⊂ V subject to the two axioms listed above.
The choice of Φ is determined case wise, as different reflection groups require
different root systems.
Definition 1.2.2. [5] Let group G act on a set X. The group action is said
to be faithful if gx = x ∀x ∈ X ⇒ g = 1.
Since W is a group, it contains the identity element w = 1, which would
fix all elements of the selected root system. The action of Sn on Φ is also
faithful, which implies that W is finitely generated.
1.3 Positive and Simple Systems
Let Φ be a fixed root system in V so that W =< sα >,∀sα(α ∈ Φ). Since our
root system is designed from the geometry of our finite reflection group, we
may experience situations in which Φ is much larger than the dimension of
the vector space V . Thus, we wish to partition Φ in such a way to reduce the
number of elements of our selected root system. Therefore, we introduce the
notion of simple systems, which is a linear independent subset of Φ. Before
we formally define simple systems, we which to define the total ordering of
V .
Definition 1.3.1. [3] A total ordering of a real-vector space V is a transitive
relation on V , denoted <, satisfying the following axioms:
1. For each pair λ, µ ∈ V , only one of λ < µ, λ > µ, or λ = µ holds.
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2. ∀λ, µ, v ∈ V , if µ < v, then λ+ µ < λ+ v.
3. If µ < v and c 6= 0 ∈ R, then cµ < cv if c > 0 and cv < cµ if c < 0.
In order to design such a partition, we wish to define that λ ∈ V is positive
if 0 < λ. Let x1, ..., xn be a basis of V with all xi positive and let ai, bi be
coefficients for i = 1, 2, ..., n. This basis is then organized alphabetically
where where
∑
aixi <
∑
bixi means that ak < bk if k is the least index i
for which ai 6= bi. Ergo, it becomes apparent that V is now totally ordered.
Consequently, all elements of this basis is positive for all i.
According to I from section 1.2, all roots come in pairs {α,−α}. The
total ordering of V will now partition Φ into two subsets: one of positive roots
and one of negative negative. Therefore, call Π ⊂ Φ a positive system if it
consists of all those roots which are positive relative to some total ordering
of V . On the contrary, −Π ⊂ Φ denotes a negative system. Clearly Φ is the
disjoint union of Π,−Π. We now will denote α > 0 instead of α ∈ Π because
all elements of Π are positive. We now proceed to the following definition:
Definition 1.3.2. [3] Let ∆ ⊂ Φ be a simple system (and its elements simple
roots) if ∆ is a basis for the vector space for the R-span if Φ in V and if each
α ∈ Φ is a linear combination of ∆ with coefficients all of the same sign (i.e.
all nonnegative or all non-positive).
The subsequent theorem proves the existence of such simple systems.
Theorem 1.3.3. [3] The following statements hold:
1. If ∆ is a simple system in Φ, then there exists a unique positive system
containing ∆.
2. Every positive system Π ∈ Φ contains a unique simple system.
In particular, simple systems exist.
Proof. Proof will be skipped. Reference section 1.3 of [3].
1.4 Conjugacy of Positive and Simple Sys-
tems
We wish to explore the relationship between different systems. Consider the
special case of when w = sα, α ∈ ∆.
1.5. GENERATION BY SIMPLE REFLECTIONS 5
Proposition 1.4.1. [3] Let ∆ be a simple system contained in the positive
system Π. If α ∈ ∆, then sα(Π\{α}) = Π\{α}.
Proof. The proof comes from [3]. Let β ∈ Π, β 6= α, and write β =
∑
γ∈∆ cγγ
with all cγ ≥ 0. But the only multiples of α ∈ Φ are ±α, some cγ > 0 for
γ 6= α. Now apply sα to both sides: sαβ = β − cα is a linear combination
of ∆ involving γ with some coefficient cγ. Since all coefficients in such an
expression have like sign, sαβ must be positive. It cannot be α, for then we
reach the following contradiction: β = sαsαβ = sαα = −α /∈ Π. Therefore,
sα maps Π\{α} to itself (injectively) hence onto itself.
This result is useful when we wish to check if an arbitrary root is a simple
root. In our positive system, it is apparent that α > 0. Therefore, sα maps
α to −α (i.e. the negative root of α).
Theorem 1.4.2. [3] Any two positive (respectively simple) systems in Φ are
conjugate under W .
Proof. The proof comes from [3]. Let Π,Π′ be positive systems such that
each contains precisely half of all the roots. We proceed inductively on r =
Card(Π∩Π′). If r = 0, then Π = Π′. and we are done. If r > 0, then clearly
the simple system ∆ in Π cannot entirely be contained in Π′. Choose α ∈ ∆
with α ∈ Π′. By Proposition 1.4.1, we have that Card(sαΠ ∩ Π′) = r − 1.
Induction, applied to the positive systems, sαΠ,Π
′ furnishes an element w ∈
W for which w(sαΠ) = Π
′.
1.5 Generation by Simple Reflections
We wish to explore how our construction of positive and simple systems
describe how reflection groups are generated. Let ∆ be a fixed simple system
with corresponding positive system Π ∈ Φ. The choice of ∆ is unimportant
as all simple systems are conjugate to each other, so we can alter one simple
system to another. If W is a finite reflection group, one would expect this
group to be generated by reflections. We proceed to the following definition
before arriving to the conclusion that W is generated by simple reflections.
Definition 1.5.1. [3] If β ∈ Φ, we uniquely write β =
∑
α∈∆ cαα and call∑
cα the height of β (relative to ∆). This is denoted by ht(β).
For instance, we have that ht(β) = 1 if β ∈ ∆.
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Theorem 1.5.2. [3] For a fixed simple system ∆, W is generated by the
reflections sα for α ∈ ∆.
Proof. The proof comes from [3]. Denote W ′ to be the subgroup of W gen-
erated by ∆. We proceed in steps to show W ′ = W .
1. If β ∈ Φ, consider W ′β ∩ Π. This is a nonempty set of positive roots
(containing at least β) and we can choose from it an element γ of the
smallest possible height. We claim γ ∈ ∆. Write γ =
∑
α∈∆ and
note 0 < (γ, γ) =
∑
cα(γ, α) forcing 0 < (γ, α) for some α ∈ ∆. If
γ = α, we are satisfied. Otherwise, consider the root sαγ which is
positive according to Proposition 1.4.1. Since sαγ is obtained from γ
by subtracting a positive multiple of α, we have ht(sαγ) < ht(γ). But
sαγ ∈ W ′β because sα ∈ W ′, which contradicts our original choice of
γ. Therefore, γ = α must be simple.
2. We wish to show that W ′∆ = Φ. We showed that the W ′-orbit of any
positive root β meets ∆ so that Π ⊂ W ′∆. On the other-hand, if β is
negative, then −β ∈ Π is conjugate by some w ∈ W and α ∈ ∆. So we
have that −β = wα ⇒ β = (wsα)α with some wsα ∈ W ′. Therefore,
−Π ⊂ W ′∆.
3. Finally, take any generator sβ of W . By (2), we can write β = wα
for some w ∈ W ′ and α ∈ ∆. Then Proposition 1.2.1 implies that
sβ = wsαw
−1 ∈ W ⇒ W = W ′.
Remark 1.5.3. [3] Relative to some fixed positive system, any arbitrary root
can attain the status of a simple root.
Corollary 1.5.4. [3] Given a simple system ∆, for every β ∈ Φ, ∃w ∈ W
such that wβ ∈ ∆.
1.6 The Length Function
We wish to explore how an arbitrary w ∈ W can be written as a product of
simple reflections, say w = s1...sr with si = sαi, αi ∈ ∆.
1.7. THE DELETION AND EXCHANGE CONDITIONS 7
Definition 1.6.1. [3] The length l(w) of w, relative to ∆, is the smallest r
for such an expression exists and call the expression reduced. By convention,
l(1) = 0.
Definition 1.6.2. [3] Let n(w) := Card(Π∩w−1(−Π)), which is the number
of positive roots sent to negative roots by w.
Lemma 1.6.3. [3] Let α ∈ ∆, w ∈ W . Then we have the following:
1. 0 < wα⇒ n(wsα) = n(w) + 1.
2. wα < 0⇒ n(wsα) = n(w)− 1.
3. 0 < w−1α⇒ n(sαw) = n(w) + 1.
4. w−1α < 0⇒ n(sαw) = n(w)− 1.
Proof. The proof comes from [3]. Set Π(W ) := Π ∩ W−1(−Π) so that
n(w) = CardΠ(W ). If wα > 0, observe that Π(wsα) is the disjoint union of
sαΠ(w) and {α} by Proposition 1.7. If wα < 0, the same result implies that
sαΠ(wsα) = Π(W )\{α} where α does lie in Π(w). This establishes (1) and
(2). For (3) and (4), replace w by w−1 and use the fact n(w−1sα) = (sαw).
Proposition 1.6.4. [3] If w ∈ W is written in any way as a product of simple
reflections, say w = s1...sr, then n(w) ≤ r. In particular, n(w) ≤ l(w).
Proof. The proof comes from [3]. As we build up the expression for w in r
steps, the value of the n function (initially 0) can increase by at most one at
each step, according to Lemma 1.11.
1.7 The Deletion and Exchange Conditions
This section introduces both the deletion and exchange conditions, which are
useful in simplifying elements w ∈ W when each w is a product of simple
reflections. The following result is vital in simplifying products of simple
reflections if it is not irreducible.
Theorem 1.7.1. [3] Fix a simple system ∆ and let w = s1...sr be any
expression of w ∈ W as a product of simple reflections (say si = sαi with
repetitions allowed). Suppose n(w) < r. Then there exists indices 1 ≤ i <
j ≤ r satisfying the following:nm
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1. αi = (si+1...sj−1)αj.
2. si+1si+2...sj = sisi+1...sj−1.
3. w = s1...ŝi...ŝj...sr (where the hat denotes omission).
Proof. Proof will be skipped. Reference section 1.7 of [3].
We call condition (3) of the pervious theorem to be the Deletion Condition
in which w will eventually yield a reduced expression due to the consecutive
omissions of factors (assuming w is not already a reduced expression). For
instance, if w = s1s2s2s3s4s4, then w can be reduced to w = s1s3 as (si)
2 = 1.
As a formal consequence of the deletion condition, we have the following
theorem, called the Exchange Condition:
Theorem 1.7.2. [3] Let w = s1...sr where si are simple reflections (note
that w may not be a reduced expression). If l(ws) < l(w) for some simple
reflection s = sα, then there exists an index i for which ws = s1...ŝ1...sr
(therefore w = s1...ŝi...srs with a factor s exchanged for a factor of si). In
particular, w has a reduced expression ending in s ⇐⇒ l(ws) < l(w).
Proof. Proof will be skipped. Reference section 1.7 of [3].
1.8 Crystallographic Groups
In the analysis of finite reflection groups, it becomes apparent that many of
these groups are in fact crystallographic. We proceed to define the following
types of lattices in order for us to define crystallographic subgroups. We
proceed to define coroots:
Definition 1.8.1. [3] Let α∨ := 2α
(α,α)
. The set Φ∨ of all coroots α∨, α ∈ Φ is
a root system in V with simple system ∆∨ = {α∨|α ∈ ∆}. This is also called
the inverse or dual root system.
Now, let L denote the lattice (a free abelian group) generated by the set
Φ∨. It follows:
Definition 1.8.2. [3] The Z - span L(Φ) of Φ in V is called the root lattice.
It is a lattice in the subspace of V spanned by Φ, which we can usually assume
to be V itself.
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Similarly, we can define the coroot lattice L(Φ∨). In other words, the
coroot lattice is generated by the set of coroots
Definition 1.8.3. [3] Let the weight lattice be defined as:
L̂(Φ) := {λ ∈ V |(λ, α) ∈ Z, ∀α ∈ Φ}.
Definition 1.8.4. [3] Let the coweight lattice be defined as:
L̂(Φv) := {λ ∈ Φ|(λ, α) ∈ Z, ∀α ∈ Φ}.
Definition 1.8.5. [3] A subgroup G of GL(V) is said to be crystallographic
if it stabilizes a lattice L in V (the Z-span of a basis of V): gL ⊂ L∀g ∈ G
(since G is a group, it is automatic that gL = L).
The following theorem determines the conditions for a finite reflection
group to be crystallographic.
Proposition 1.8.6. [3] If W is crystallographic, then each integer m(α, β) ∈
{2, 3, 4, 6}.
Proof. The proof comes from [3]. If α 6= β, we know that sαsβ 6= 1 acts on
the plane spanned by α and β as a rotation through the angle θ := 2π
m(α,β)
while fixing the orthogonal complement point-wise. Thus its trace relative
to a compatible choice of basis for V is (n− 2) + 2 cos(θ) where n = dimV .
It follows that cosθ must be a half-integer, while 0 < θ ≤ π. The only
possibilities are cosθ = −1, −1
2
, 0, 1
2
corresponding to the cases m(α, β) =
2, 3, 4, 6.
1.9 Crystallographic Root Systems and Weyl
Groups
Now that crystallographic groups have been established, we wish to examine
crystallographic root systems before defining what it means for a group to
be a Weyl group.
Definition 1.9.1. [3] A root system Φ is crystallographic if it satisfies the
equation: 2(α,β)
(β,β)
∈ Z,∀α, β ∈ Φ. These are called Cartan integers
Definition 1.9.2. [3] The group W generated by all reflections sα for α ∈ Φ
is the Weyl group of Φ.
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Consequently, Weyl groups are synonymous to the reflection group of
crystallographic root systems of various types, which are examined more
closely in section 1.10. For our convenience, let us suppose that Φ or W
is irreducible so each root can be one of two prescribed lengths. Since the
length of one root is longer than the other, we will denote these root lengths
by long and short. According to [3], if there are both long and short roots,
then the ratio of the length squared can only be 2 or 3.
Now that we can classify a group as being crystallographic or not, we will
now discuss crystallographic groups in more detail. Let α∨ = 2α
(α,α)
, then the
set Φ∨ = {all coroots α∨|α ∈ Φ} is also a crystallographic root system in V
with simple system ∆∨ := {α∨|α ∈ ∆}. It is called the inverse (or dual) root
system. The Weyl group of Φ∨ is W with wα∨ = w(α)∨. Most of the time
Φ∨ ∼= Φ, however, root types Bn and Cn are actually dual to each other.
We conclude this section by describing how one can construct (crystallo-
graphic) root systems of all possible types. According to Humphreys, crys-
tallographic root systems are fashioned in the following steps:
1. In a suitably chosen lattice L in Rn, define:
Φ := {all vectors having 1 or 2 prescribed lengths}
2. Verify that the following scalars 2(α,β)
(β,β)
∈ Z.
3. It follows by 1.9.1 that the vectors with respect to vectors in Φ stabilize
L and hence permute Φ as required.
1.10 Types of Reflection Groups
This section outlines finite reflection groups of types An, Bn, Cn, and Dn.
Example 1.10.1. [3] The name of this type is An. Let Sn denote the sym-
metric group, which is a subgroup of O(n,R) of n × n orthogonal matrices.
Let V ′ be the hyperplane in Rn+1 consisting of vectors whose coordinates sum
to zero. Let V = Rn be acted on by permuting the subscripts of the stan-
dard basis vectors x1, ..., xn. Recall that Sn is generated by transpositions.
In this type, each transposition (ij) in Sn is a reflection xi − xj mapped to
−(xi−xj) while fixing the orthogonal complement point-wise. The orthogonal
complement is represented by the set:
{all vectors in Rn where the i-th and j-th components are equal}.
1.10. TYPES OF REFLECTION GROUPS 11
Let Φ be the set of vectors of squared length 2 in the intersection of V with
standard lattice vectors a1x1 + ...+anxn with ai ∈ Z,∀i. Then root system, Φ
is composed by the n(n+ 1) vectors xi − xj with 1 ≤ i 6= j ≤ n+ 1. For our
simple system, we take ∆ to be α1 = x1−x2, α2 = x2−x3, ..., αn = xn−xn−1.
The Weyl group W of An is a reflection group generated by transpositions
(i, i+ 1), 1 ≤ i ≤ n− 1, which is isomorphic to Sn.
Example 1.10.2. [3] The name of this type is Bn. Let V = Rn and let
Sn act on V as described in example 1.10.1. In this case, we fix all xj while
sending xi to −xi for i 6= j. These reflections generates a group G ∼= (Z/2Z)n
where |G| = 2n. Additionally, we have that Sn ∩ Bn = {1} within O(V ) and
Sn normalizes (Z/2Z)n.
Let Φ be the set of vectors of squared length 1 or 2 in the standard lattice
with cardinality 2n2. Moreover, Φ consists of the 2n short roots ±xi and the
2n(n− 1) long roots ±xi±xj for i < j. For ∆, take α1 = x1−x2, ..., αn−1 =
αn−1 − αn, αn = xn. Therefore, define W to be this semi-direct product
Sn n (Z/2Z)n = W where W is a reflection group of order 2nn! because the
order of W is the product of the orders of Sn and (Z/2Z)n. Furthermore, the
(Z/2Z)n is normal in W .
Example 1.10.3. [3] This example is of type Cn. Starting with type Bn, one
can define Cn to be its inverse root system. We wish to state that B2 ∼= C2.
Type Cn consists of the 2n long roots ±ei and 2n(n− 1) short roots ±xi±xj
for i < j. For ∆, take α1 = x1 − x2, ..., αn−1 = αn−1 − αn, αn = 2xn.
Example 1.10.4. [3] The name of this type is Dn. Let V = Rn. In this case,
we take a subgroup H of index 2 in (Z/2Z)n, (i.e., the subgroup consisting
of even number of sign changes) such that H acts on V . It is obvious that
Sn normalizes the subgroup consisting of even number of sign changes that
is generated by reflections xi + xj 7→ −(xi + xj), i 6= j. We then define W as
W = Sn nH where W is also a finite reflection group.
Let Φ be the set of vectors of squared length 2 in the standard lattice. Thus,
Φ consists of the 2n(n− 1) roots ±xi ± xj for 1 ≤ i < j ≤ n. Furthermore,
W is the semi-direct product Sn (permuting the xi) and (Z/2Z)n−1 (acting
by an even number of sign changes). The latter is normal in W.
Moreover, there also exist reflection groups of types G2, F4, E6, E7, and
E8. However, these groups will not be referenced in this paper. See section
2.10 of [3] book for more details.
Chapter 2
Twisted Group Algebra
In this section, we recall the definition of twisted group algebra and Demazure
elements, while also recalling proofs of certain properties. Nothing in this
section is new.The computations in section 2.2 and section 3 are specific
towards reflection groups of type An−1.
2.1 Twisted group algebra and the Demazure
elements
Let Λ = L(Φ) be the root lattice. Then it is a free abelian group with rank
n, where n = |Π|. Let S = SymZΛ be the symmetric algebra, which is a
polynomial ring with coefficients in Z. Indeed, S = Z[α1, α2, ..., αn]. Let
{αi, ..., αn} be simple roots. Then the action of W on Λ extends to an action
on S.
Let Q denote the field of fractions of S. Define QW to be the Q-vector
space with basis {δw : w ∈ W} in which such QW is called the twisted group
algebra. Such QW is a non-commutative ring. We define the twisted formal
group algebra to be the R-module QW := Q⊗RR[W ]. The product is defined
as follows: (qδw)(q
′δw′) = qw(q
′)δww′ ,∀w,w′ ∈ Wand q, q′ ∈ Q. [1]
Note that for Q-algebras, Q should be central (i.e. Q commutes with
all other elements). But this fails in the definition of QW , so QW is not a
Q-algebra.
For i = 1, ..., n − 1, we can define the Demazure element Xi ∈ QW as
Xi :=
1
αi
− 1
αi
δi. For any reduced decomposition for w = si1 · · · sik , define
Xw = Xi1 ...Xik . According to the Proposition 4.2 of [4], this does not depend
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on the choice of reduced sequence. We proceed to the following definition:
Definition 2.1.1. [1] The nil-Hecke algebra is the sub-algebra of the twisted
group algebra QW generated by Xi for i = 1, 2, ...., n.
2.2 Type An
In the following, we will derive some relations between elements Xi. Let sαi ,
for i = 1, ..., n, act on S such that sαi switches xi and xi+1. For simplicity,
we will denote sαi = si as corresponding (simple) reflections for αi for all i.
For example, s1(x
3
1x2x
2
3) = x
3
2x1x
2
3. We now denote αi = xi − xi+1 in which
α1, ..., αn is a basis of L(Φ).
Let p be a polynomial and let i = 1, 2, ..., n− 1. The group W generated
by such si is precisely the symmetric group Sn. Furthermore, δi commutes
with rational functions as defined in the following relation: δip = si(p)δi. For
example, δ2(x
3
1x2x
2
3) = s2(x
3
1x2x
2
3)δ2 = (x
3
1x3x
2
2)δ2. In addition, δ
2
i = 1. Since
any element w ∈ W can be decomposed into a product of simple reflections,
we can write w = si1 ...sik for 1 ≤ ij ≤ n− 1 for any j. Thus, we can define
δw = δi1...ik . For a simpler notation, we can write δw = δi1...ik . For example,
δ123 = δ1δ2δ3.
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Lemma 2.2.1. For Xi, the following three relations hold:
1. X2i = 0.
2. XiXjXi = XjXiXj if |i− j| = 1.
3. XiXj = XjXi if |i− j| ≥ 2.
Proof. The verification of each identity is shown below:
1. X2i = 0:
X2i = (
1
αi
− 1
αi
δi)(
1
αi
− 1
αi
δi)
= 1
α2i
− 1
α2i
δi − 1αi δi
1
αi
+ 1
αi
δi
1
αi
δi
= 1
α2i
− 1
α2i
δi − 1αi si(
1
αi
)δi +
1
αi
si(
1
αi
)δiδi
= 1
α2i
− 1
α2i
δi − 1αi (
1
−αi )δi +
1
αi
( 1−αi ) = 0.
2. XiXjXi = XjXiXj:
We verify this identity by expanding the left hand side and the right
hand side separately.
LHS:
XiXjXi = (
1
αi
− 1
αi
δi)(
1
αj
− 1
αj
δj)(
1
αi
− 1
αi
δi)
= ( 1
αiαj
− 1
αiαj
δj − 1αi δi
1
αj
+ 1
αi
δi
1
αj
δj)(
1
αi
− 1
αi
δi)
= ( 1
αiαj
− 1
αiαj
δj − 1αi si(
1
αj
)δi +
1
αi
si(
1
αj
)δij)(
1
αi
− 1
αi
δi)
= ( 1
αiαj
− 1
αiαj
δj − 1αi(αi−αj)δi +
1
αi(αi−αj)δij)(
1
αi
− 1
αi
δi)
= 1
αiαjαi
− 1
αiαj
δj
1
αi
− 1
αi(αi−αj)δi
1
αi
+ 1
αi(αi−αj)δij
1
αi
− 1
αiαjαi
δi +
1
αiαj
δj
1
αi
δi +
1
αi(αi−αj)δi
1
αi
δi − 1αi(αi−αj)δij
1
αi
δi
= 1
αiαjαi
− 1
αiαj
sj(
1
αi
)δj − 1αi(αi−αj)si(
1
αi
)δi +
1
αi(αi−αj)sij(
1
αi
)δij
− 1
αiαjαi
δi +
1
αiαj
sj(
1
αi
)δji +
1
αi(αi−αj)si(
1
αi
)δ2i − 1αi(αi−αj)sij(
1
αi
)δiji
= 1
αiαjαi
− 1
αiαj(αi−αj)δj −
1
αi(αi−αj)(−αi)δi +
1
αi(αi−αj)(αj)δij
− 1
αiαjαi
δi +
1
αiαj(αi−αj)δji +
1
αi(αi−αj)(−αi) −
1
αi(αi−αj)(αj)δiji
=
(αi−αj)(−αi)+αjαi
αiαjαi(αi−αj)(−αi) +
αjαi+(αi−αj)(αi)
αiαjαi(αi−αj)(−αi)δi −
1
αiαj(αi−αj)δj +
1
αi(αi−αj)(αj)δij
+ 1
αiαj(αi−αj)δji −
1
αi(αi−αj)(αj)δiji.
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RHS:
XjXiXj = (
1
αj
− 1
αj
δj)(
1
αi
− 1
αi
δi)(
1
αj
− 1
αj
δj)
= ( 1
αjαi
− 1
αjαi
δi − 1αj δj
1
αi
+ 1
αj
δj
1
αi
δi)(
1
αj
− 1
αj
δj)
= ( 1
αjαi
− 1
αjαi
δi − 1αj sj(
1
αi
)δj +
1
αj
sj(
1
αi
)δji)(
1
αj
− 1
αj
δj)
= ( 1
αjαi
− 1
αjαi
δi − 1αj(αi−αj)δj +
1
αj(αi−αj)δji)(
1
αj
− 1
αj
δj)
= 1
αjαiαj
− 1
αjαi
δi
1
αj
− 1
αj(αi−αj)δj
1
αj
+ 1
αj(αi−αj)δji
1
αj
− 1
αjαiαj
δj +
1
αjαi
δi
1
αj
δj +
1
αj(αi−αj)δj
1
αj
δj − 1αj(αi−αj)δji
1
αj
δj
= 1
αjαiαj
− 1
αjαi
si(
1
αj
)δi − 1αj(αi−αj)sj(
1
αj
)δj +
1
αj(αi−αj)sji(
1
αj
)δji
− 1
αjαiαj
δj +
1
αjαi
si(
1
αj
)δij +
1
αj(αi−αj)sj(
1
αj
)δ2j − 1αj(αi−αj)sji(
1
αj
)δjij
= 1
αjαiαj
− 1
αjαi(αi−αj)δi −
1
αj(αi−αj)(−αj)δj +
1
αj(αi−αj)(αi)δji
− 1
αjαiαj
δj +
1
αjαi(αi−αj)δij +
1
αj(αi−αj)(−αj) −
1
αj(αi−αj)(αi)δjij
=
(αi−αj)(−αj)+αiαj
αjαiαj(αi−αj)(−αj) +
αiαj+(αi−αj)(αi)
αjαiαj(αi−αj)(−αi)δj−
1
αjαi(αi−αj)δi+
1
αj(αi−αj)(αi)δji+
1
αjαi(αi−αj)δij +
1
αj(αi−αj)(−αj) −
1
αj(αi−αj)(αi)δjij.
Clearly the left-hand side and the right hand sides equate.
3. XiXj = XjXi if |i− j| ≥ 2:
XiXj = (
1
xi
− 1
xi
δi)(
1
xj
− 1
xj
δj)
= 1
xixj
− 1
xi
δi
1
xj
− 1
xixj
δj +
1
xi
δi
1
xj
δj
= 1
xixj
− 1
xi
si(
1
xj
)δi − 1xixj δj +
1
xi
si(
1
xj
)δij
= 1
xixj
− 1
xi
( 1
xj
)δi − 1xixj δj +
1
xi
( 1
xj
)δij = XjXi.
To properly define Ti, first we let h be a parameter that commutes with all
symmetric action. We then replace S with S ′ := SymZ[h]Λ, that is, it is the
polynomial ring with coefficients in the polynomial ring Z[h]. Define Ti the
Demazure-Lusztig elements for i = 1, ..., n− 1 such that Ti = αi+hαi δi −
h
αi
=
hXi + δi. We will now determine some relations between the T -elements,
which are all special cases of Lemma 2.1 and Theorem 2.13 of Zhao- Zhong
paper [7].
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For Ti, the following three relations hold:
Lemma 2.2.2. [4] For the Demazure-Lusztig element Ti, we have the fol-
lowing identities:
1. T 2i = 1.
2. TiTj = TjTi if |i− j| ≥ 2.
3. TiTjTi = TjTiTj where i < j,j = i− 1.
Proof.
1. T 2i = 1
T 2i = (
αi+h
αi
δi − hαi )(
αi+h
αi
δi − hαi )
= αi+h
αi
δi
αi+h
αi
δi − αi+hαi δi
h
αi
− h(αi+h)
α2i
δi +
h2
α2i
= αi+h
αi
si(
αi+h
αi
)δ2i − αi+hαi si(
h
αi
)δi − h(αi+h)α2i δi +
h2
α2i
= αi+h
αi
(−αi+h−αi )−
αi+h
αi
( h−αi )δi −
h(αi+h)
α2i
δi +
h2
α2i
=
−α2i +αih−hαi+h2
−α2i
+ h(αi+h)
α2i
δi − h(αi+h)α2i +
h2
α2i
=
−α2i +h2
−α2i
+ h(αi+h)
α2i
δi − h(αi+h)α2i +
h2
α2i
=
−α2i +h2
−α2i
+ h(αi+h)
α2i
δi − h(αi+h)α2i +
−h2
−α2i
=
−α2i
−α2i
= 1.
2. TiTj = TjTi if |i− j| ≥ 2
TiTj = (
αi+h
αi
δi − hαi )(
αj+h
αj
δj − hαj )
= αi+h
αi
δi
αj+h
αj
δj − αi+hαi δi
h
αj
− h(αj+h)
αiαj
δj +
h2
αiαj
= αi+h
αi
si(
αj+h
αj
)δij − αi+hαi si(
h
αj
)δi − h(αj+h)αiαj δj +
h2
αiαj
= αi+h
αi
(
αi+αj+h
αi+αj
)δij − αi+hαi (
h
αi+αj
)δi − h(αj+h)αiαj δj +
h2
αiαj
.
TjTi = (
αj+h
αj
δj − hαj )(
αi+h
αi
δi − hαi )
=
αj+h
αj
δj
αi+h
αi
δi − αj+hαj δj
h
αi
− h(αi+h)
αjαi
δi +
h2
αjαi
=
αj+h
αj
sj(
αi+h
αi
)δji − αj+hαj sj(
h
αi
)δj − h(αi+h)αjαi δi +
h2
αjαi
=
αj+h
αj
(
αi+αj+h
αi+αj
)δji − αj+hαj (
h
αi+αj
)δj − h(αi+h)αjαi δi +
h2
αjαi
.
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3. TiTjTi = TjTiTj where i < j,j = i− 1
We proceed by expanding the left hand side and right hand side sepa-
rately before showing that they equate.
LHS: TiTjTi = (
αi+h
αi
δi − hαi )(
αj+h
αj
δj − hαj )(
αi+h
αi
δi − hαi )
= (
(αi+h)(αi+αj+h)
αi(αi+αj)
δij − (αi+h)hαi(αi+αj)δi −
h(αj+h)
αiαj
δj +
h2
αiαj
)(αi+h
αi
δi − hαi )
=
(αi+h)(αi+αj+h)
αi(αi+αj)
δij
αi+h
αi
δi− (αi+h)hαi(αi+αj)δi
αi+h
αi
δi−h(αj+h)αiαj δj
αi+h
αi
δi+
h2
αiαj
αi+h
αi
δi
− (αi+h)(αi+αj+h)
αi(αi+αj)
δij
h
αi
+ (αi+h)h
αi(αi+αj)
δi
h
αi
+
h(αj+h)
αiαj
δj
h
αi
− h2
αiαj
h
αi
=
(αi+h)(αi+αj+h)
αi(αi+αj)
sij(
αi+h
αi
)δiji− (αi+h)hαi(αi+αj)si(
αi+h
αi
)δ2i −
h(αj+h)
αiαj
sj(
αi+h
αi
)δji+
h2(αi+h)
αiαjαi
δi
− (αi+h)(αi+αj+h)
αi(αi+αj)
sij(
h
αi
)δij +
(αi+h)h
αi(αi+αj)
si(
h
αi
)δi +
h(αj+h)
αiαj
sj(
h
αi
)δj − h
3
αiαjαj
=
(αi+h)(αi+αj+h)
αi(αi+αj)
(
αj+h
αj
)δiji − (αi+h)hαi(αi+αj)(
−αi+h
−αi ) −
h(αj+h)
αiαj
(
αi+αj+h
αi+αj
)δji +
h2(αi+h)
αiαjαi
δi
− (αi+h)(αi+αj+h)
αi(αi+αj)
( h
αj
)δij +
(αi+h)h
αi(αi+αj)
( h−αi )δi +
h(αj+h)
αiαj
( h
αi+αi
)δj − h
3
αiαjαj
.
RHS: TjTiTj = (
αj+h
αj
δj − hαj )(
αi+h
αi
δi − hαi )(
αj+h
αj
δj − hαj )
= (
(αj+h)(αi+αj+h)
αj(αi+αj)
δji − (αj+h)hαj(αi+αj)δj −
h(αi+h)
αjαi
δi +
h2
αjαi
)(
αj+h
αj
δj − hαj )
=
(αj+h)(αi+αj+h)
αj(αi+αj)
δji
αj+h
αj
δj− (αj+h)hαj(αi+αj)δj
αj+h
αj
δj−h(αi+h)αjαi δi
αj+h
αj
δj+
h2
αjαi
αj+h
αj
δj
− (αj+h)(αi+αj+h)
αj(αi+αj)
δji
h
αj
+
(αj+h)h
αj(αi+αj)
δj
h
αj
+ h(αi+h)
αjαi
δi
h
αj
− h2
αjαi
h
αj
=
(αj+h)(αi+αj+h)
αj(αi+αj)
sji(
αj+h
αj
)δjij− (αj+h)hαj(αi+αj)sj(
αj+h
αj
)δ2j−
h(αi+h)
αjαi
si(
αj+h
αj
)δij+
h2(αj+h)
αjαiαj
δj
− (αj+h)(αi+αj+h)
αj(αi+αj)
sji(
h
αj
)δji +
(αj+h)h
αj(αi+αj)
sj(
h
αj
)δj +
h(αi+h)
αjαi
si(
h
αj
)δi − h
3
αjαiαj
=
(αj+h)(αi+αj+h)
αj(αi+αj)
(αi+h
αi
)δjij − (αj+h)hαj(αi+αj)(
−αj+h
−αj ) −
h(αi+h)
αjαi
(
αi+αj+h
αi+αj
)δij +
h2(αj+h)
αjαiαj
δj
− (αj+h)(αi+αj+h)
αj(αi+αj)
( h
αi
)δji +
(αj+h)h
αj(αi+αj)
( h−αj )δj +
h(αi+h)
αjαi
( h
αi+αj
)δi − h
3
αjαiαj
.
Chapter 3
Transition Matrices of the
Demazure Elements and
Demazure-Lusztig Elements
3.1 Simplification of Notation
In this section, we will introduce some shorthanded notation that will be
utilized for the following computations. This notation makes computations
simpler and easier to understand.
First, we redefine δi so that δw = δi1 ...δik = δi1...ik if w = si1 ...s1k . For
example, δ321 = δ3δ2δ1. Similarly, we utilize this notation with sw. For
example, s123 = s1s2s3. There are a couple of identities (which will be left to
the reader to verify) that are used constantly in sections 3.2 and 3.3. They
are as follows:
1. si(αi) = −αi.
2. si(αj) = αi + αj if |i− j| = 1.
3. si(αj) = αj if |i− j| ≥ 2.
In addition, we also introduce some short hand for the αi notation. Note
that α−i = −αi and that αi+j = αi + αj.
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3.1.1 Demazure Element Operators for A2
In this section, we compute the transition matrix between the δ basis with
the Demazure elements in the case of S3.
Consider n = 3, then S3 = {e, s1, s2, s12, s21, s121 = s212}. It follows:
Xe =
1
αe
− 1
αe
δe = 1.
X1 =
1
α1
− 1
α1
δ1.
X2 =
1
α2
− 1
α2
δ2.
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X12 = (
1
α1
− 1
α1
δ1)(
1
α2
− 1
α2
δ2)
= 1
α1α2
− 1
α1α2
δ2 − 1α1 δ1
1
α2
+ 1
α1
δ1
1
α2
δ2
= 1
α1α2
− 1
α1α2
δ2 − 1α1 s1(
1
α2
)δ1 +
1
α1
s1(
1
α2
)δ12
= 1
α1α2
− 1
α1α2
δ2 − 1α1α1+2 δ1 +
1
α1α1+2
δ12.
X21 = (
1
α2
− 1
α2
δ2)(
1
α1
− 1
α1
δ1)
= 1
α2α1
− 1
α2α1
δ1 − 1α2 δ2
1
α1
+ 1
α2
δ2
1
α1
δ1
= 1
α2α1
− 1
α2α1
δ1 − 1α2 s2(
1
α1
)δ2 +
1
α2
s2(
1
α1
)δ21
= 1
α2α1
− 1
α2α1
δ1 − 1α2α1+2 δ2 +
1
α2α1+2
δ21.
X121 = X12X1 = (
1
α1α2
− 1
α1α2
δ2 − 1α1α1+2 δ1 +
1
α1α1+2
δ12)(
1
α1
− 1
α1
δ1)
= 1
α1α2α1
− 1
α1α2
δ2
1
α1
− 1
α1α1+2
δ1
1
α1
+ 1
α1α1+2
δ12
1
α1
− 1
α1α2α1
δ1 +
1
α1α2
δ2
1
α1
δ1 +
1
α1α1+2
δ1
1
α1
δ1 − 1α1α1+2 δ12
1
α1
δ1
= 1
α1α2α1
− 1
α1α2
s2(
1
α1
)δ2 − 1α1α1+2 s1(
1
α1
)δ1 +
1
α1α1+2
s12(
1
α1
)δ12
− 1
α1α2α1
δ1 +
1
α1α2
s2(
1
α1
)δ21 +
1
α1α1+2
s1(
1
α1
)δ21 − 1α1α1+2 s12(
1
α1
)δ121
= 1
α1α2α1
− 1
α1α2α1+2
δ2 − 1α1α1+2α−1 δ1 +
1
α1α1+2α−1+2
δ12
− 1
α1α2α1
δ1 +
1
α1α2α1+2
δ21 +
1
α1α1+2α−1
− 1
α1α1+2α−1+2
δ121
= α−1α1+2+α1α2
α−1α21α2α1+2
− 1
α1α2α1+2
δ2 − α−1α1+2+α1α2α−1α21α2α1+2 δ1 +
1
α1α1+2α−1+2
δ12 +
1
α1α2α1+2
δ21 −
1
α1α1+2α−1+2
δ121.
3.2 Demazure-Lusztig Operators for S3:
In this section, we compute the transition matrix between the δ basis with
the Demazure-Lusztig elements in the case of S3.
Te = 1.
T1 =
α1+h
α1
δ1 − hα1 .
T2 =
α2+h
α2
δ2 − hα2 .
T12 = T1T2 = (
α1+h
α1
δ1 − hα1 )(
α2+h
α2
δ2 − hα2 )
= α1+h
α1
δ1
α2+h
α2
δ2 − α1+hα1 δ1
h
α2
− h(α2+h)
α1α2
δ2 +
h2
α1α2
= α1+h
α1
s1(
α2+h
α2
)δ12 − α1+hα1 s1(
h
α2
)δ1 − h(α2+h)α1α2 δ2 +
h2
α1α2
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= (α1+h)(α1+α2+h)
(α1)(α1+α2)
δ12 − (α1+h)hα1(α1+α2)δ1 −
h(α2+h)
α1α2
δ2 +
h2
α1α2
.
T21 = T2T1 = (
α2+h
α2
δ2 − hα2 )(
α1+h
α1
δ1 − hα1 )
= α2+h
α2
δ2
α1+h
α1
δ1 − α2+hα2 δ2
h
α1
− h(α1+h)
α2α1
δ1 +
h2
α2α1
= α2+h
α2
s2(
α1+h
α1
)δ21 − α2+hα2 s2(
h
α1
)δ2 − h(α1+h)α2α1 δ1 +
h2
α2α1
= (α2+h)(α1+α2+h)
α2(α1+α2)
δ21 − α2+hα2 δ2 −
h(α1+h)
α2α1
δ1 +
h2
α2α1
.
T121 = T12T1
= ( (α1+h)(α1+α2+h)
(α1)(α1+α2)
δ12 − (α1+h)hα1(α1+α2)δ1 −
h(α2+h)
α1α2
δ2 +
h2
α1α2
)(α1+h
α1
δ1 − hα1 )
= (α1+h)(α1+α2+h)
(α1)(α1+α2)
δ12
α1+h
α1
δ1− (α1+h)hα1(α1+α2)δ1
α1+h
α1
δ1− h(α2+h)α1α2 δ2
α1+h
α1
δ1 +
h2(α1+h)
α1α2α1
δ1
− (α1+h)(α1+α2+h)
(α1)(α1+α2)
δ12
h
α1
+ (α1+h)h
α1(α1+α2)
δ1
h
α1
+ h(α2+h)
α1α2
δ2
h
α1
− h3
α1α2α1
= (α1+h)(α1+α2+h)
(α1)(α1+α2)
s12(
α1+h
α1
)δ121 − (α1+h)hα1(α1+α2)s1(
α1+h
α1
)δ21 −
h(α2+h)
α1α2
s2(
α1+h
α1
)δ21 +
h2(α1+h)
α1α2α1
δ1
− (α1+h)(α1+α2+h)
(α1)(α1+α2)
s12(
h
α1
)δ12 +
(α1+h)h
α1(α1+α2)
s1(
h
α1
)δ1 +
h(α2+h)
α1α2
s2(
h
α1
)δ2 − h
3
α1α2α1
= (α1+h)(α1+α2+h)(α2+h)
(α1)(α1+α2)(α2)
δ121− (α1+h)(h)(−α1+h)α1(α1+α2)(−α1) −
h(α2+h)(α1+α2+h)
α1α2(α1+α2)
δ21 +
h2(α1+h)
α1α2α1
δ1
− (α1+h)(α1+α2+h)(h)
(α1)(α1+α2)(α2)
δ12 +
(α1+h)(h2)
α1(α1+α2)(−α1)δ1 +
h(α2+h)h
α1α2(α1+α2)
δ2 − h
3
α1α2α1
= (α1+h)(α1+α2+h)(α2+h)
(α1)(α1+α2)(α2)
δ121−h(α2+h)(α1+α2+h)α1α2(α1+α2) δ21−
(α1+h)(α1+α2+h)(h)
(α1)(α1+α2)(α2)
δ12+
h2(α1+h)[(α1+α2)(−α1)+(α2α1)]
α1α2α1(α1+α2)(−α1) δ1
+ h(α2+h)h
α1α2(α1+α2)
δ2 − (α1+h)(h)(−α1+h)(α2α1)−h
3(α1+α2)(−α1)
α1α2α1(α1+α2)(−α1) .
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