Linear regression quantifies the linear relationship between paired sets of input and output observations. The well known least-squares regression optimizes the performance criterion defined by the residual error, but is highly sensitive to uncertainties or perturbations in the observations. Robust least-squares algorithms have been developed to optimize the worst case performance for a given limit on the level of uncertainty, but they are applicable only when that limit is known. Herein, we present a robust-satisficing approach that maximizes the robustness to uncertainties in the observations, while satisficing a critical sub-optimal level of performance. The method emphasizes the trade-off between performance and robustness, which are inversely correlated. To resolve the resulting trade-off we introduce a new criterion, which assesses the consistency between the observations and the linear model. The proposed criterion determines a unique robust-satisficing regression and reveals the underlying level of uncertainty in the observations with only weak assumptions. These algorithms are demonstrated for the challenging application of linear regression to neural decoding for brain-machine interfaces. The model-consistent robust-satisfying regression provides superior performance for new observations under both similar and different conditions.
Introduction
Linear regression is a classical inverse problem where the parameters of a linear model that relate the dependent variables to the independent variables need to be estimated from a set of observations [1, 2] . The problem is complicated by three major sources of uncertainties: (i) measurement uncertainty, which accounts for inaccuracies in the observations, (ii) model uncertainty, which accounts for possible non-linear effects, and (iii) temporal uncertainty, which accounts for potential changes that are not present in the available observations.
A major goal of linear regression is to use the estimated parameters to predict the dependent variable from new observations of the independent variables. The performance criterion of interest in this case is the norm of the residual error, which is estimated from the available set of observations. The well known least-squares regression is derived by minimizing the residual norm. However, given the above uncertainties, the resulting least-squares regression may fail to provide high, or even acceptable, performance for new observations [3] . An alternative criterion is based on the combination of the residual norm and the weighted regression norm [1] [2] [3] [4] [5] . The weight of the regression norm is referred to as the regularization parameter: increasing the regularization parameter reduces the sensitivity to uncertainties in the observations at the expense of increasing the residual norm. Thus regularized regression depends on properly choice of the regularization parameter to balance this trade-off [4] .
The choice of the regularization parameter depends on the distribution of the singular values of the observation matrix A, whose columns describe the independent variables [4] . In general, when the condition number of the observation matrix A is large, the least squares solution is greatly affected by uncertainties in the observations and may differ considerably from the underlying linear model [3] . If there is a clear gap in the spectrum of the singular values, i.e., A is rank deficient, the regularization may be based on truncated singular value decomposition (tSVD) [5] , and the rank of A can be used to determine the regularization parameter. However, if the singular values of A decay gradually, the problem is ill-posed and the choice of the regularization parameter is more complicated. For ill-posed problems there are two classes of parameter choice methods: (a) Methods based on knowledge or good estimate of the uncertainties, including for example Morozov's discrepancy principle [4] , and the robust min-max approach [6, 7] . (b) Methods which assess the level of uncertainty given the measurements, including for example, the generalized cross validation, and the L-curve [4] .
When the uncertainty in the observations is bounded by a known limit, a robust least-squares regression can be determined using the min-max approach, which minimizes the worst case residual norm [6, 7] Under a specific set of assumptions, the robust least-squares regression has been shown to have the form of a Tikhonov regularized regression [1] with a regularization parameter that depends on the presumed bound on the level of uncertainty in the observations. Hence, the method substitutes the choice of the Tikhonov regularization parameter with the assessment of the bound on the level of uncertainty in the observations. The L-curve has been suggested as a method for choosing the regularization parameter when bound on the level of uncertainties or perturbations is not known [8] . However, the L-curve may loose its characteristic L-shape in the presences of large uncertainties and thus the method may fail to determine the appropriate regularization parameter (see Section 5). Consequently, the choice of the Tikhonov regularization parameter under uncertainties remains a challenge.
Here we address the case where the bound on the uncertainty in the observations is unknown. In Section 2, we describe the uncertainty in the observations by an information-gap (info-gap) model, which is parameterized by the level of uncertainty. Instead of optimizing performance, we focus on maximizing the level of uncertainty under which a critical level of performance can be guaranteed. This approach has been termed robust-satisficing, where satisficing (coined by Simon [9]) refers to satisfying a sufficient level of performance [10] .
The info-gap approach emphasizes the robustness/performance trade-off detailed in Section 3: high robustness to uncertainties can be achieved only by relinquishing performance. To determine the appropriate trade-off, Section 4 introduces a new criterion, which assesses the consistency between the observations and the robust-satisficing regression. The model-consistency criterion determines a unique regression and reveals the appropriate performance and robustness trade-off. The effectiveness of the model-consistent robust-satisficing method is demonstrated in Section 5 for the challenging application of linear regression to neural decoding in brain-machine interfaces (BMI), where the L-curve method is inadequate due to the large level of uncertainty.
Robust satisficing regression

Information-gap models of uncertainty
We consider a linear regression between the dependent variable b and the (column) vector of independent variables a 2 < K , computed from a set of N available observations fã i ;b i g For convenience, the available observations are arranged into a N Â K observation matrixÃ ¼ ½ã 1 ;ã 2 ; . . . ;ã N T , and an observation vectorb ¼ ½b 1 ;b 2 ; . . . ;b N T . Given a regression vectorx 2 < K , the common criterion for its performance is the 2-norm of the residual error rðx;Ã;bÞ kÃ x Àb k 2 . However, when there are uncertainties in the observations, the criterion of interest is rðx; A; bÞ kA x À b k 2 based on the ideal observation matrix A ¼ ½a 1 ; a 2 ; . . . ; a N T and vector b ¼ ½b 1 ; b 2 ; . . . ; b N T of the linearly related variables. In order to assess the relation between these two criteria, we need to specify the set of ideal observations that might have resulted in the available observations, given the level of uncertainty. We consider models of the form Uða :Ã;bÞ ¼ fb 2 < N ; A 2 < NxK : kA ÀÃk 2 pa; k b Àb k 2 pnag
where aX0 is the level of uncertainty in the observation matrix A and nX0 is the relative level of uncertainty in b.
The 2-norm is used as the vector-norm and the induced 2-norm as the matrix norm. The index-2 that specifies the nature of the norm would be omitted except for the definitions.
