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Abstract
The Levy’s type maximal inequality is a key to establish the law of the iterated logarithm for associated random variables.
Unfortunately, this type inequality cannot be obtained for a generalization of association, i.e., linear positive quadrant dependence,
because of their special dependence structure. The purpose of this paper is to provide a different approach to obtain a law of the
iterated logarithm for a sequence of linear positive quadrant dependent random variables.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and result
In the last years there has been growing interest in concepts of positive dependence for families of random variables.
Lehmann [9] introduced a simple and natural definition of positive dependence.
Definition 1. Two random variables X and Y are said to be positive quadrant dependent (PQD, for short) if
P(X > x,Y > y) P(X > x)P (Y > y) for all x, y ∈ R. (1.1)
A much stronger concept than PQD was considered by Esary, Proschan and Walkup [7].
Definition 2. A finite family {X1, . . . ,Xn} of random variables is said to (positively) associated if for every pair of
subsets A and B of {1,2, . . . , n},
Cov
(
f (Xi; i ∈ A),g(Xj ; j ∈ B)
)
 0 (1.2)
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every finite subfamily is associated.
Another notion of positive dependence, which is stronger than PQD and weaker than associated, is due to
Newman [12].
Definition 3. A sequence {Xn;n  1} is said to be linear positive quadrant dependent (LPQD, for short) if for any
disjoint finite subsets A,B ⊂ N and any positive rj ’s, ∑i∈A riXi and ∑j∈B rjXj are PQD.
Positively dependent random variables play an important role in a wide variety of areas, including multivariate
statistical analysis, reliability theory and life sciences. In the past two decades, the notions of positively dependent ran-
dom variables have received more and more attention. Under some covariance restrictions a number of limit theorems
have been proved for associated sequences. Newman [10] proved the central limit theorem, Newman and Wright [11]
extended this to a functional central limit theorem. Further results are the law of the iterated logarithm [20], the
functional law of the iterated logarithm [6], the Berry–Esseen inequality [1,19], the moment inequality [2], the
Glivenko–Cantelli lemma and weak convergence for empirical processes [21], the strong invariance principle [22], the
Rényi–Hájek–Chow inequality and Doob inequality [18], the strong law of large numbers for U-statistics [5]. From
the definitions of associated and LPQD, we see that associated implies LPQD. The following example shows that
LPQD does not imply associated.
Example. Consider three discrete random variables with joint density p(x, y, z) := P(X = x,Y = y,Z = z).
p(2,2,1) = p(3,2,1) = p(2,3,1) = p(3,3,1) = p(1,1,2) = p(2,1,2) = p(3,1,2) = p(1,2,2) = p(1,3,2) =
1/17 and p(1,1,1) = p(3,3,2) = 4/17. A lengthy verification shows that {X,Y,Z} is LPQD. But, {X,Y,Z} is
not associated since P(X > 1, Y > 1,Z > 1) = 4/17 <P(X > 1, Y > 1)P (Z > 1) = 72/289.
Since LPQD is strictly weaker than associated, studying the limit theorems for LPQD sequences is of interest. For
LPQD sequences, Newman [12] proved the central limit theorem and Berry–Esseen inequality, Birkel [3,4] obtained
the strong law of large numbers and functional central limit theorem. Further result is the strong law of large numbers
for linear processes [8]. Note that in the above-mentioned limit theorems for LPQD sequences, the law of the iterated
logarithm is missing. Hence a natural question is whether the law of iterated logarithm holds for a sequence of LPQD
random variables. Philipp [14] pointed out that “the law of the iterated logarithm holds for any sequence for which the
Borel–Cantelli lemma, the central limit theorem with a reasonably good remainder and a certain maximal inequality
are valid.” Many authors [15,16,20] have followed this plan in proving the law of the iterated logarithm for dependent
random variables. Unfortunately, it seems that Levy’s type maximal inequality and maximal exponential inequality
cannot be obtained for LPQD random variables because of their special dependence structure. The purpose of this
paper is to provide a different approach to obtain a law of the iterated logarithm for a sequence of linear positive
quadrant dependent random variables. For convenience we will let log logx denote ln ln(x ∨ ee) for x > 0.
Theorem 1. Let {Xn; n  1} be a strictly stationary LPQD sequence with EX1 = 0 and 0 < EX21 . Denote Sn =∑n
j=1 Xj . Assume that
(C1) E|X1|p < ∞ for each p > 2,
(C2) u(n) :=∑j=n+1 Cov(X1,Xj ) = O(n−λ) for some λ > 2,
(C3) σ 2 := EX21 + 2
∑∞
j=2 Cov(X1,Xj ) < ∞, then
lim sup
n→∞
Sn√
2σ 2n log logn
= 1 a.s. (1.3)
Remark 1. Consider three discrete random variables with joint density p(x, y, z) := P(X = x,Y = y,Z = z).
p(2,2,1) = p(3,2,1) = p(2,3,1) = p(3,3,1) = p(1,1,2) = p(2,1,2) = p(3,1,2) = p(1,2,2) = p(1,3,2) =
1/17 and p(1,1,1) = p(3,3,2) = 4/17. From the above example we know that {X,Y,Z} is an LPQD se-
quence. Now, let f (x) = 2I {x > 2} + xI {|x|  2} − 2I {x < −2}, then f (x) is a nondecreasing function. But,
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f (X2) > 3)P (f (X3) > 1) = (8/17)(9/17). Thus, the result “For any LPQD sequence {Xn; n 1}, if f is a nonde-
creasing function, then {f (Xn); n 1} is also an LPQD sequence” does not hold. Hence the truncation method fails
for LPQD random variables, and condition (C1) cannot easily be removed.
2. Proof
In this section, let [x] denote the integer part of x, C denote a positive constant, which may take different values
whenever it appears in different expressions.
We will need the following properties:
(H1) Two random variables X and Y are PQD if and only if Cov(f (X),g(Y )) 0 for all real nondecreasing functions
f and g (such that f (X) and g(Y ) have finite variance) (see Lehmann [9]);
(H2) (Hoeffding equality): For any absolutely continuous functions f and g on R1 and for any random variables X
and Y satisfying Ef 2(X)+Eg2(Y ) < ∞, we have
Cov
(
f (X),g(Y )
)=
∞∫
−∞
∞∫
−∞
f ′(x)g′(y)
{
P(X  x,Y  y)− P(X  x)P (Y  y)}dx dy.
The proof of Theorem 1 is based on the following lemmas.
Lemma 1. Under the assumptions of Theorem 1, then for each r > 2, there exists a positive constant Kr such that
E max
in
∣∣Sm(i)∣∣r Krnr/2 for all m 0,
where Sm(n) =∑m+nj=m+1 Xj .
Proof. Fix m 0 and n 1. According to Lemma 3 of Birkel [4], we have under the conditions (C1) and (C2)
sup
m0
E
∣∣Sm(n)∣∣r  Cnr/2.
Hence direct application of Theorem 3.7.5 of Stout [17] yields the result. 
Lemma 2. Under the assumptions of Theorem 1, then
sup
x
∣∣∣∣P
(
Sn
σ
√
n
 x
)
−Φ(x)
∣∣∣∣= O(n−1/5),
where Φ(x) is the standard normal distribution function.
Proof. From Theorem 1 of Wood [19] it follows that
sup
x
∣∣∣∣P
(
Sn
σ
√
n
 x
)
−Φ(x)
∣∣∣∣ 16σ 4k m(σ 2 − σ 2k )/(9πν2k )+ 3νk/(σ 3k m1/2),
where n = k ·m, σ 2k = E(Sk/k1/2)2 and νk = E|Sk/k1/2|3.
By 0 <EX21, (H1), stationarity and (C2), we have
0 < σ 2k =
1
k
k∑
i=1
Cov
(
Xi,
k∑
j=1
Xj
)
 u(0) < ∞
and by Hölder inequality and Lemma 1
0 < σ 3  νk < ∞.k
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σ 2 − σ 2k = 2
∞∑
j=2
Cov(X1,Xj )− 2
k
k∑
j=2
(k + 1 − j)Cov(X1,Xj )
= 2
∞∑
j=k+1
Cov(X1,Xj )+ 2
k
k∑
j=2
(j − 1)Cov(X1,Xj )
 2u(k)+ 2
k
∞∑
j=1
u(j)
 Ck−1.
Now, choosing k = [n3/5] and m = [n2/5], we get the result. 
Lemma 3. Under the assumptions of Theorem 1, let {g(n)} be a nondecreasing sequence of positive numbers and
{nk} be a nondecreasing sequence of positive integers such that ∑∞k=1 n−1/5k < ∞. Then the following statements are
equivalent:
(A) ∑∞k=1 P(Snk > g(nk)n1/2k σ ) < ∞,
(B) ∑∞k=1 P(|Snk | > g(nk)n1/2k σ ) < ∞
and
(C) ∑∞k=1 1g(nk) exp(− 12g2(nk)) < ∞.
Proof. By Lemma 2, the proof follows easily from the proof of Lemma 9 in Petrov [13, p. 311]. 
Proof of Theorem 1. Without loss of generality we may suppose that σ 2 = 1. It suffices to show that ∀0 < ε < 1/10
lim sup
n→∞
|Sn|
(2n log logn)1/2
 1 + 4ε a.s., (2.1)
and
lim sup
n→∞
Sn
(2n log logn)1/2
 1 − 4ε a.s. (2.2)
To prove (2.1), choose 0 < α < 1 such that α(1 + 4ε)2 > 1. Let nk = [ekα ] for k  1. Then
∞∑
k=1
1
[2(1 + 4ε)2 log lognk]1/2 exp
(−(1 + 4ε)2 log lognk) C ∞∑
k=1
k−α(1+4ε)2 < ∞
and hence by Lemma 3 with g(n) = [2(1 + 4ε)2 log logn]1/2
∞∑
k=1
P
(|Snk | > (1 + 4ε)(2nk log lognk)1/2)< ∞.
By Borel–Cantelli lemma we get
lim sup
k→∞
|Snk |
(2nk log lognk)1/2
 1 + 4ε a.s. (2.3)
Let
Mk := max |Sn − Snk |/(2nk log lognk)1/2
nkn<nk+1
Y.-X. Li, J.-F. Wang / J. Math. Anal. Appl. 339 (2008) 259–265 263for k  1. For each k  1
|Sn|
(2n log logn)1/2
 |Snk |
(2nk log lognk)1/2
+Mk (2.4)
for nk  n < nk+1.
For given α, we choose p > 2 such that p(1 − α) 2. By Lemma 1 we get
∞∑
k=1
EM
p
k  C
∞∑
k=1
(nk+1 − nk)p/2
(2nk log lognk)p/2
 C
∞∑
k=1
k−p(1−α)/2(log k)−p/2
< ∞.
Hence by Borel–Cantelli lemma we get
Mk → ∞ a.s. (2.5)
Thus, (2.1) follows from (2.3)–(2.5).
We proceed to prove (2.2). Fix N > 2, let
Ck :=
{
SNk − SNk−1+[Nk/2] > (1 − 2ε)ψ
(
Nk −Nk−1 − [Nk/2])}, k  1,
where ψ(n) = (2n log logn)1/2. The first thing we need to do is show that
∞∑
k=1
P(Ck) = ∞. (2.6)
For a sufficiently large integer N0, we have
∞∑
k=1
1
[2(1 − 2ε)2 log log(Nk −Nk−1 − [Nk/2])]1/2 exp
(−(1 − 2ε)2 log log(Nk −Nk−1 − [Nk/2]))
 C +
∞∑
k=N0
exp
(−(1 − ε)2 log log(Nk −Nk−1 − [Nk/2]))
 C +
∞∑
k=N0
exp
(−(1 − ε)2 log logNk)
 C +C
∞∑
k=N0
k−(1−ε)2 = ∞.
Hence by stationarity and Lemma 3 with g(n) = [2(1 − 2ε)2 log logn]1/2 we get
∞∑
k=1
P(Ck) =
∞∑
k=1
P
(
SNk−Nk−1−[Nk/2] > (1 − 2ε)ψ
(
Nk −Nk−1 − [Nk/2]))= ∞.
Next, we will show that
P
(
SNk − SNk−1+[Nk/2] > (1 − 3ε)ψ
(
Nk −Nk−1 − [Nk/2]) i.o.)= 1. (2.7)
Let ξk = SNk − SNk−1+[Nk/2]. Choose a function f (x) such that |f ′(x)| Γ for some 0 <Γ < ∞ and
0 I
{
x > (1 − 2ε)ψ(Nk −Nk−1 − [Nk/2])} f (x)
 I
{
x > (1 − 3ε)ψ(Nk −Nk−1 − [Nk/2])} 1 ∀x ∈ R. (2.8)
In order to prove (2.7), it is enough to show that
264 Y.-X. Li, J.-F. Wang / J. Math. Anal. Appl. 339 (2008) 259–265∞∑
k=1
f (ξk) = ∞ a.s. (2.9)
From (2.6) and (2.8), it follows that
∞∑
k=1
Ef (ξk)
∞∑
k=1
P(Ck) = ∞. (2.10)
Thus
P
( ∞∑
k=1
f (ξk)
1
2
n∑
k=1
Ef (ξk)
)
 P
(∣∣∣∣∣
n∑
k=1
f (ξk)−
n∑
k=1
Ef (ξk)
∣∣∣∣∣ 12
n∑
k=1
Ef (ξk)
)
 4 Var
(
n∑
k=1
f (ξk)
)/( n∑
k=1
Ef (ξk)
)2
 4∑n
k=1 Ef (ξk)
+ 8
∑∞
k=1
∑∞
j=k+1 |Cov(f (ξk), f (ξj ))|
(
∑n
k=1 Ef (ξk))2
. (2.11)
Noting that ξk and ξj are LPQD from the definition of LPQD. Hence by (H1), (H2) and (C2) we have
∞∑
k=1
∞∑
j=k+1
∣∣Cov(f (ξk), f (ξj ))∣∣ Γ 2 ∞∑
k=1
∞∑
j=k+1
Cov(ξk, ξj )
= Γ 2
∞∑
k=1
Cov
(
SNk − SNk−1+[Nk/2],
∞∑
j=k+1
(SNj − SNj−1+[Nj/2])
)
 C
∞∑
k=1
(
Nk −Nk−1 − [Nk/2])u([N(k+1)/2]+ 1)
 C
∞∑
k=1
Nke−λNk/2 < ∞. (2.12)
Since
∑∞
k=1 Ef (ξk) = ∞, associated with (2.11) and (2.12), letting n → ∞ gives
P
( ∞∑
k=1
f (ξk) < ∞
)
= 0 a.s.
This clearly proves (2.9) and consequently (2.7). Let
C′k :=
{
SNk − SNk−1+[Nk/2] > (1 − 3ε)ψ
(
Nk −Nk−1 − [Nk/2])}, k  1,
and
Bk :=
{
SNk−1+[Nk/2] > −2ψ
(
Nk−1 + [Nk/2])}, k  1.
Hence by (2.1) and (2.7), we have
P(Bk ∩C′k i.o.) = 1.
It is easily seen that choosing N sufficiently large implies that
P
(
SNk > (1 − 4ε)ψ
(
Nk
)
i.o.
)
 P
(
SNk > (1 − 3ε)ψ
(
Nk −Nk−1 − [Nk/2])− 2ψ(Nk−1 + [Nk/2]) i.o.)
 P(Bk ∩C′k i.o.) = 1. (2.13)
This proves (2.2), by (2.13). 
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