ABSTRACT
INTRODUCTION
Currently, the search for analytical solutions for the dispersion problems is one of the main research subjects in the pollutant dispersion modelling. These solutions become important due to the intention to obtain dispersion models that generate reliable results in a small computational time, which are of great iterest for regulatory air quality applicarions. expressed in a mathematical closed form, allow in general a deep sensitivity analysis over model parameters. Moreover, computer codes based on analytical expressions in general do not have to consider prohibitive computational resources.
Analytical solution for the Eulerian and Lagrangian particle models are usually obtained just for stationary conditions and by making strong assumptions about the wind solutions of the diffusion-advection equation they are assumed constant along the whole Planetary Boundary Layer (PBL) or following a power law (van Ulden, 1978; Pasquill and Smith, 1983; Seinfeld, 1986; Tirabassi et al., 1986; Sharan et al., 1996) . In Lagrangian particle models, the solution of the Langevin equation is normally obtained according to the rules is normally obtained according to the rules of the Ito calculus (Rodean, 1996) . Some special solutions of the Langevin equation are presented by Gardiner (1985) and Rodean (1996) . This last author, for instance, describes the solution for stationary homogeneous turbulence as suggested by Lin and Reid (1963) and Legg and Raupach (1982) .
In this paper two semi-analytical techniques are used to simulate the pollutant dispersion during two tracer dispersion on a discretization of the PBL in N sub-layers; in each sublayers the advection-diffusion equation is solved by the Laplace transform technique, considering an average value for eddy diffusivity and the wind speed. (Vilhena et al.,1998; Moreira et al.,1999) . The second technique is based on solution of the Langevin equation through the Method of Successive Approximations or Picard's Iteration Method (Carvalho et al., 2004 . Lagrangian particle models are obtained considering the Gram-Charlier Probability Density Function (PDF) of turbulent velocity, through which Gaussian and non-Gaussian turbulence conditions can be considered (Anfossi et al., 1997; Ferrero and Anfossi, 1998) . The main objective of this paper is to present and discuss the results of a model evaluation between two semi-analytical techniques, focusing the quality and accuracy of these techniques in pollutant emitted from low and high sources. Furthermore, this work presents the mathematical and computational features of the Eulerian and Lagrangian models to provide a better understanding about these two techniques.
The turbulent parameters used as input in Eulerian model (diffusion coefficients) and Lagrangian model time scales) are parameterized according to a scheme able to generate continuous values in all stability and in all heights in the PBL (Degrazia et al., 2000) . Ground-level concentrations measured during Prairie Grass (Barad, 1958) and Copenhagen (Gryning and Lyck, 1984) experiments are used to compare observed and calculated concentrations. The results are evaluated through a statistical analysis ordinarily used to evaluate pollutant dispersion models (Hanna, 1989) . The paper is outlined as follows: in section two we present the description of the models, in section three we report the turbulence parameterization, in section four we display the modelling results attained by the two semi-analytical methods
DESCRIPTION OF THE MODELS

Eulerian Model
Following Vilhena et al. (1998) and Moreira et al. (1999) , the steady state advection-diffusion equation is written as (Arya, 1995) :
where i = 1, 2, 3, C denotes the average concentration, x i is the position, U i is the mean wind velocity and K i is the eddy diffusivity. The cross-wind integration of the Equation (1), in which the longitudinal axis coincides with the direction of the average wind and the longitudinal diffusion is neglected, leads to:
PBL top, and a source with emission rate Q at height H s :
where now C y represents the average cross-wind integrated concentration,Q is the source term and is the delta Dirac. Bearing in mind the dependence of the K 3 and U 1 on the variable z, the height h of PBL is discretized in N sub-intervals in such a manner that inside each interval K z (z) and U(z) assume the average value: 
Therefore, the solution of problem (2) 
for n = 1:N, where C 
Applying the Laplace transform in Equation (7) 
where and L p is the operator of the Transform Laplace. The well-known solution of the Equation (10) Finally, applying the interface and boundary conditions we come out with a linear system for the integration constants. Henceforth the concentration is obtained inverting numerically the transformed concentration C y by Gaussian quadrature scheme (Heydarian and Mullineaux, 1989) : 
The solution (12) is valid for layers that do not contain the contaminant source and x 1 > 0, once the quadrature scheme of Laplace inversion does not work for and x 1 = 0. On the other hand, the solution (13) can be used to evaluate the concentration k and P k are the weights and roots of the Gaussian quadrature scheme and are tabulated in the book by Stroud and Secrest (1966) .
Lagrangian Model
An alternative method to solve the Langevin equation based on Picard's Iterative Method was suggested by Carvalho et al. (2004) . The three dimensional Langevin equation for inhomogeneous turbulence is:
where u i is the turbulent velocity component of each particle, a i (x i , u i )dt is the deterministic term, b i (x i , u i ) i (t) is the stochastic term and i is a normally distributed (average 0 and variance dt) random increment. The displacement of each particle is given by:
Therefore, the Langevin model consists of a pair of stochastic differential equations that describe the trajectories of 1992). This formulation includes the well-mixed criterion, which declaretes that if a species of passive "marked particles" is initially mixed uniformly in position and velocity space in stay that way (Thomson, 1987) . The particles are not allowed to interact among themselves and no deposition or buoyance effects participe of the dynamic of this model. a depends on the Eulerian PDF of the turbulent velocity and is determined from the Fokker-Planck equation under steady conditions for the statistical momentum (Thomson, 1987; Rodean, 1996) . A Gram-Charlier PDF, which is given by the series of Hermite polynomials, can be adopted (Anfossi et al., 1997; Ferrero and Anfossi, 1998) . The Gram-Charlier PDF truncated to the fourth order is given by the following expression (Kendall and Stuart, 1977 ): 
In the case of Gaussian turbulence, Equation (15) becomes a normal distribution, considering C 3 and C 4 equal to zero. The third order Gram-Charlier PDF is obtained with C 4 = 0.
Applying the Equation (15) in steady Fokker-Planck
where j can assume 1, 2, 3 and j i, L i is the Lagrangian decorrelation time scale and f i , g i and h i are expressions written as: f C r C C r C r C r C r 
(17), we can write the Langevin equation as:
assuming that b i Hinze, 1975; Tennekes, 1982) , where i 2 is the turbulent velocity variance. Rewriting the Equation (19) as Multiplying the integrating factor by all terms in Equation (20), we obtain an integral equation
from which the iterative approximation presents the following form:
The Picard´s Iteration Method (Boyce and DiPrima, 1999; page 69) is applied to the Equation (21), assuming that the initial value for the turbulent velocity is a random value supplied by a Gaussian distribution. The Picard Iterative Method or Method of Successive Approximations is a numerical process that can approximate the solution of an initial problem value. The method generates a sequence of functions through a recurrent formula, which converges to the solution of the initial problem value. The sequence of functions obtained through the iterative process converges to a unique solution provided the Lipschitz condition c such that
.
In principle, the Picard's Iteration Method can be applied to any differential equation, and by this reason is proof of existence and uniqueness of a solution (Innocentini, 1999) .
TURBULENCE PARAMETERIZATION
The present application considers the turbulence parameterization scheme suggested by Degrazia et al. (2000) . Accounting for the current knowledge of the PBL structure and characteristics, the authors derived parameterizations for eddy difusivity (K i ), turbulent velocity variance ( i 2 ) and Lagrangian decorrelation time scale ( L i ): 
MODELLING RESULTS
The performance of the Eulerian and Lagrangian semianalytical models has been evaluated against experimental ground-level concentration provided by the Prairie Grass (Barad, 1958) and Copenhagen (Gryning and Lyck, 1984) diffusion experiments.
Comparison with Prairie Grass Data SetUnstable Case
The Prairie Grass experiment was realized in O'Neill, Nebraska, 1956. The pollutant (SO 2 ) was emitted without buoyancy at a height of 0.5 m and it was measured by samplers length of 0.6 cm. The results for twenty convective (-h/L > 10) experiments are presented. All available data (see Table 1) Monin-Obukhov and OML model (Berkowicz et al., 1986) .
inhomogeneous only in the vertical and the transport was realized by the longitudinal component of the mean wind velocity. The horizontal domain was determined according to sampler distances and the vertical one was set equal to the observed PBL height. In Eulerian model, the order of the Gaussian quadrature scheme was N k = 8 because this value provides the desired accuracy with the smallest computational time. The number of sub-layers N is set according to desired accurate ; obviously, the greater is N the more accurate is the calculated concentration pattern, but as a consequence the greater is the relative computational time. In Lagrangian models, the time step was maintained constant and it was obtained according to the value of the Lagrangian decorrelation time scale ( t = L / 10), where L must be the smaller value between its components. The boundary condition of the simulation domain. In Gaussian turbulence case the case the scheme suggested by Thomson and Montgomery (1994) is used. Fifty particles were released in each time step during by counting the particles in a cell or imaginary volume. The integration method used to solve the integrals appearing in Equation (21) was the Romberg technique.
The model performances are shown in Tables 4 and 5  and Figures 1a and 2a. Table 4 shows the result of the statistical analysis made with the observed and predicted values of ground-level cross-wind-integrated concentration (C y ). Figure 1a shows the scatter diagram between observed and predicted C y , where lines have been added to indicate factor of two and factor of three under and over prediction. Figure 2a shows a quantile-quantile plot where the distribution of predicted and observed values are compared. The data are ordered by rank, so for instance the highest observed concentration is paired with the highest predicted concentration (Olesen, 1995) . In this sense, this plot permits to compare the frequency distributions of predicted and observed data. The statistical indices in Table 4 are the following (Hanna, 1989) : . As nearest zero are the NMSE, FB and FS and as nearest one are the R and FA2, better are the results.
According Table 4 and 5 and Figures 1a and 2a , the results show a satisfactory agreement between measurements and simulations. NMSE, FB and FS values are relatively near to zero and R and FA2 are relatively near to 1. The Lagrangian model presents a better performance than Eulerian model when observed and predicted concentration values are compared. However, the computational time required by the Eulerian model to simulate all runs is approximately sixty times lesser.
Comparison with Prairie Grass Data Set -Stable Case
The tracer (SO 2 ) was released without buoyancy at a height of 0.5 m and collected at a height of 1.5 m at three downwind distances (50, 200 and 800 m). The Prairie Grass site micrometeorological parameters recorded during the dispersion experiments are summarized in Table 3 , based on the paper of following the similarity theory of Monin-Obukhov and OML model (Berkowicz et al., 1986) . The numerical and computational characteristics to simulate the Prairie Grass stable experiment were the same used to simulate the unstable one. The results provided by the simulations can be seen in Tables 4 and 5 and Figures 1b and 2b . Like it happened in the unstable Prairie Grass simulation, the Lagrangian model presents accurate results when compared with the ones generated by the Eulerian model. However, the computational effort of the Eulerian model demands a lesser computational time.
Comparison with Copenhagen Data Set
The Copenhagen experiment was carried out in the northern part of Copenhagen. The pollutant (SF 6 ) was released without buoyancy from a tower at a height of 115 m and collected at the ground-level positions in up to three crosswind arcs of tracer sampling units. The sampling units were positioned 2-6 km from the point of release. The site was mainly residential with a roughness length of 0.6 m. The results for nine runs performed under neutral to convective conditions to simulate the Copenhagen experiment were the same used to simulate the Prairie Grass experiment. The results provided by the simulations show a very good agreement with measured data. Again, the simulations revealed that, in general, Lagrangian model generates more accurate results, but the simulation time be seen in Tables 4 and 5 and Figures 1c and 2c. 
Mathematical and Computational Analysis
To a better understanding of the numerical comparison between the Eulerian and Lagrangian semi-analytical methods in this work, our attention is now focused to the mathematical and computational feature of these approaches. Concerning the Eulerian model, it is well known that the results attained by the Gaussian quadrature scheme of order N k , are exact when the transformed function is a polynomial of degree (2 N k -1). On it is known that a continuous function can be approximated by Third, regarding the analytical feature of the ILS solution in every iterative step, it is possible to control the solution error, except for the round-off error, by regulating the number of iterations. In this sense, we believe that the solution of the Langevin equation through the Picard Method is a promising alternative method in order to simulate the dispersion of pollutants in the PBL. Regarding to extreme computational time compared to Eulerian model, additional development considering other integration techniques has been realized to obtain more satisfactory results.
CONCLUSIONS
The aim of this paper was to present and discuss the results of an intercomparison between two semi-analytical dispersion model, focusing the ability to correctly reproduce high sources. An statistical analysis, considering observed and predicted concentration values, revealed that all values for the indices are within ranges that are characteristics of those found for showing that the models and the turbulence parameterizations are quite effective. According the results, the Lagrangian model gives more accurate results meanwhile the computational effort of the Eulerian model demands a lesser computational time. This is a promissing result as these two semi-analytical techniques may be jointly used for estimations of contaminant distribution. Neglecting further possible improvement in the Eulerian and Lagrangian models, we can say that these approaches are equivalent, according previous analysis. The method selection for pollutant dispersion simulation has to be done by the user according his necessity and knowledgment. Bearing in mind the semi-analytical character of the mentioned approaches, in the sense that no approximation is made in the derivatives appearing neither in the diffusion equation nor in the Langevin equation and motivated by this semi-analytical feature, we are round-off error.
