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INTRODUCTION. 
Dans le contexte actuel d’instabilité des marchés, les entreprises doivent intégrer l'incertitude 
de la demande dans leurs méthodes de planification afin de mieux gérer leurs ressources et de 
préserver leurs performances. D'autre part, elles se sont de plus en plus recentrées sur leur 
coeur de métier, et se sont donc de plus en plus regroupées au sein de chaînes logistiques. 
 
La gestion des chaînes logistiques (ou Supply Chain Management, SCM) s’intéresse dans ce 
cadre à des chaînes logistiques dont les acteurs de la chaîne sont des entités décisionnelles 
indépendantes. L’étude de ces chaînes logistiques passe donc souvent par la prise en compte 
d’une relation "point-à-point" entre le client et le fournisseur, qui constitue le "maillon" 
élémentaire de la chaîne logistique. L’amélioration de ces chaînes logistiques passe par la 
mise en place de processus coopératif entre les différents acteurs afin qu’ils puissent mieux 
travailler ensemble. Dans ce cadre, plusieurs types d’information peuvent être échangés 
comme les plans d’approvisionnement, les niveaux de stocks prévisionnels etc. Notre cadre 
d’étude sera donc un "maillon" d’une chaîne logistique (relation client-/fournisseur) dont les 
acteurs (le client et le fournisseur) sont des entités décisionnelles indépendantes qui souhaitent 
mettre en place des processus de planification coopératifs en présence d’incertitude. 
 
Des chaînes logistique comme celles du secteur aéronautique fabriquent des produits à la 
commande mais utilisent aussi des composants standards qui sont fabriqués sur stock (par 
exemple, les sondes pitots, les hublots,..). La tendance actuelle va vers des produits de plus en 
plus personnalisés (par exemple,  l'A380 propose plus de 1000 points de configuration, soit 10 
à 20 fois plus que l'A330), et ceci avec des personnifications de plus en plus tardives. Cela 
induit des incertitudes sur les besoins en composants et rend la gestion de 
l’approvisionnement vitale pour respecter les délais client et limiter les stocks obsolètes.  
 
De plus, il est connu que les incertitudes dans les chaînes logistiques ont un effet cumulatif 
connu sous le nom d’ « effet Bullwhip ». L’enjeu au niveau tactique est de proposer, malgré 
les incertitudes dues à la variation du marché et à la personnalisation des produits, un 
processus de gestion des approvisionnements qui propage dans la chaîne logistique une 
information suffisamment riche (mais facilement exploitable), pour que le fournisseur ait une 
meilleure vision de sa demande. 
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Dans ce contexte, la contribution majeure visée par nos travaux est l’intégration de 
connaissances imparfaites sur les données (date du besoin en composants, quantité 
nécessaire…etc.) afin de calculer un plan d’approvisionnement plus robuste (plan minimisant 
l’impact de l’incertitude). L’intégration des imperfections repose sur l’utilisation de la théorie 
des possibilités afin de représenter au mieux l’information disponible en prenant en compte 
une connaissance imparfaite sur certaines données, ou leur dimension subjective. Une fois le 
modèle de représentation des données imparfaites réalisé, nous proposons des méthodes de 
calcul de plans d’approvisionnements utilisant les informations supplémentaires apportées par 
la représentation des imperfections.    
 
Cette thèse est composée de 5 chapitres, dont un chapitre d’état de l’art et quatre de 
contributions. 
 
Le chapitre I a pour objectif de situer notre domaine d’étude (planification des chaînes 
logistiques) ainsi que de présenter les éléments théoriques utilisés tout au long de la thèse. Il 
s’agit de cerner les méthodes de gestion des chaînes logistique et de s’approprier les concepts 
d’incertitude, imperfection et imprécision ainsi que les modèles de représentation des 
imperfections et les critères de décision sous incertitude. Ces études débouchent sur la 
justification de notre approche et sont suivies par un état de l’art sur les méthodes de 
planification sous incertitude quand les imperfections sont modélisées par la théorie des 
possibilités. 
 
Le chapitre II formalise le processus auquel nous nous intéressons. Tout d’abord, il présente 
le processus de collaboration entre les acteurs (client/fournisseur) ainsi que le processus de 
calcul d’un plan d’approvisionnement dans le contexte où le client est en MTO (Make-to-
order, fabrication à la commande) et le fournisseur en MTS (Make-to-stock, fabrication pour 
le stock). Une fois le processus présenté, nous proposons un modèle de représentation des 
imperfections des données utilisant la théorie des possibilités. Ce chapitre aboutit à une 
formalisation du problème de calcul de plan d’approvisionnement intégrant les imperfections 
sur les données. Il conclut sur une segmentation du problème : calcul des besoins bruts et 
calcul du plan d’approvisionnement. 
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Le chapitre III présente trois méthodes de calcul des besoins bruts. La première est une 
méthode exacte, qui calcule tous les besoins bruts possibles, alors que la deuxième est une 
méthode qui ne calcule que les besoins bruts possibles ayant des quantités minimales et 
maximales que nous qualifierons de « besoins bruts extrêmes ». La troisième calcule quant à 
elle les quantités cumulatives extrêmes (maximale et minimale). Ce chapitre propose donc 
trois méthodes s’appliquant : 
- à des problèmes de petite taille : méthode de calcul exhaustif de tous les besoins bruts 
possibles, 
- à des problèmes de taille moyenne par une méthode de  calcul des besoins bruts extrêmes, 
- à des problèmes de grande taille, par une méthode de calcul des quantités cumulatives 
extrêmes.  
 
Le Chapitre IV propose une méthode de choix d’un plan de production prenant en compte les 
contraintes du fournisseur afin de limiter les risques de rupture. Ce chapitre présente ensuite 
une méthode d’aide à la décision pour le choix d’un plan d’approvisionnement sous 
incertitude sur les besoins bruts. 
 
Le Chapitre V traite le problème de calcul d’un plan d’approvisionnement dans un contexte 
incertain, ce qui correspond à un problème de planification de la production (cette 
correspondance sera plus longuement discutée dans le chapitre 2). Dans ce chapitre, on 
s’intéresse au problème d’optimisation robuste dans le cas où l’incertitude est représentée par 
des intervalles, puis dans celui où elle est représentée par une distribution de possibilité. 
 
Pour conclure, un bilan est présenté, ainsi qu’un ensemble de perspectives de recherches 
allant du court terme (proche des résultats de la thèse) à des questions plus générales sur la 
planification sous incertitude au sien des chaînes logistiques.       
 
Le synoptique présenté Figure 1 vise à faciliter la lecture du manuscrit. 
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Chapitre I
Chapitre II
Chapitre III
Chapitre IV
Chapitre V
•Planification au sein de chaînes logistiques 
•Incertitudes dans les chaînes logistiques 
•Modèles de représentation des incertitudes 
•Décision sous incertitude 
•Planification sous incertitude dans les chaînes logistique 
Etat de l’art 
Formulation du problème de planification
•Processus collaboratif d’élaboration de plan 
d’approvisionnement 
•Modélisation des données incertaines 
Calcul des besoins bruts 
•Passage en période des besoins en 
composants 
•Construction du graphe de besoins bruts 
•Calcul des besoins bruts extrêmes 
Aide à la décision pour le processus de 
calcul du plan d’approvisionnement 
•Choix d’un plan de production sous 
incertitude 
•Aide à la décision pour le calcul d’un plan 
d’approvisionnement 
Approche par optimisation robuste pour le 
calcul d’un plan de production
•Présentation du problème 
•Evaluation d’un plan de production
•Méthode de résolution utilisant le critère
minmax
•Calcul d’un plan d’approvisionnement 
utilisant le critère de risk minimisation  
Fig. 1. Synoptique du manuscrit de thèse
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Introduction 
 
Comme nous l’avons vu en introduction, dans le cadre de notre thèse nous nous intéressons à 
un maillon (client/fournisseur) d’une chaîne logistique, dans lequel le client a une production 
à la commande et le fournisseur une production sur stock. Le client fabrique en différenciation 
retardée des produits fortement personnalisables par son propre client.  
 
L’objectif de ce chapitre est de faire un état de l’art sur la planification de la production sous 
incertitude au sein de chaînes logistiques. Cet état de l’art nous permettra de situer le contexte 
de nos travaux par rapport aux différentes approches de gestion des incertitudes au sein de 
chaînes logistique.  
 
Nous allons donc, dans un premier temps, présenter un état de l’art sur les processus de 
planification au sein d’une chaîne logistique.  
Dans un deuxième temps, nous nous intéresserons de manière générale à la gestion des 
incertitudes dans les chaînes logistiques, afin de nous positionner par rapport à la littérature.  
 
Nous proposons ensuite un état de l’art portant sur les modèles de représentation des 
incertitudes dans un contexte de connaissances incomplètes et sur les critères de décision sous 
incertitude.  
La dernière partie se concentre sur les incertitudes impactant la planification, et sur les 
modèles de planification sous incertitude utilisant la théorie des possibilités pour modéliser 
les incertitudes.  
1. Planification au sein de chaînes logistiques 
L’objectif de cette partie est de faire un état de l’art sur la planification au sein des chaînes 
logistiques, afin de nous positionner par rapport à celui-ci. Nous pourrons ainsi montrer que le 
processus de calcul d'un plan d’approvisionnement prenant en compte les incertitudes dans le 
cas où le donneur d’ordre produit à la commande et le fournisseur sur stock est un processus 
complexe porteur de nombreux verrous scientifiques.  
En effet, au sein des chaînes logistiques, on distingue différents modes de gestion des flux qui 
dépendent à la fois des exigences techniques et des demandes des clients. Ces différents 
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modes influencent très fortement les modèles et méthodes de planification des acteurs de la 
chaîne logistique, ainsi que les processus de collaboration entre les acteurs de la chaîne. 
Nous allons donc dans un premier temps passer en revue ces différents modes de gestion des 
flux. Nous focaliserons ensuite sur les modèles de planification utilisés en production à la 
commande (Make-to-Order) et production sur stock (Make-to-Stock) pour un acteur de la 
chaîne. Enfin, nous présenterons les processus de planification collaboratifs existants dans le 
cadre d’une chaîne logistique collaborative.  
1.1. Modes de gestion des flux au sein de chaînes logistiques  
Au sein d’une chaîne logistique, on peut identifier différents modes de gestion des flux au 
niveau de chaque acteur de la chaîne : conception à la commande (définition 1), fabrication à 
la commande (définition 2), assemblage à la commande (définition 3) et production sur stock 
(définition 4) sont les modes les plus souvent évoqués (Arnold et Chapman 2001).  
 
Définition 1. « La conception à la commande (Engineer-to-Order, ETO) signifie que 
les spécifications du client requièrent une conception unique ou une particularisation 
importante. Habituellement, le client est fortement lié à la conception du produit. »  
 
Définition 2. « Dans un mode de fabrication à la commande (Make-to-Order, MTO), 
l’entreprise ne commence à fabriquer un produit que quand une commande est reçue. Le 
produit final peut inclure des composants sur mesure mais contient en général des pièces 
standards, qui peuvent faire l'objet de variantes. »  
 
Définition 3. « Dans le cas de l'assemblage à la commande (Assemble-to-order, ATO), 
le produit est fabriqué à partir de sous-ensembles standards pré-assemblés que l’entreprise 
peut stocker et assembler en fonction des commandes du client. » 
 
Définition 4. « La production sur stock (Make-to-Stock, MTS) signifie que l'entreprise 
fabrique les produits en fonction du niveau de stock de produit fini. Le client est livré à partir 
de ces stocks. » 
 
Le choix du mode de gestion des flux dépend notamment des caractéristiques du produit 
fabriqué : on va bien sûr privilégier une production sur stock pour les produits standard 
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fabriqués en grande série. L’assemblage à la commande sera plutôt dédié aux produits dont la 
spécificité dépend de la combinaison de variantes de composants standard (automobile par 
exemple). La fabrication à la commande sera plutôt pour des produits fabriqués unitèrement et 
dédiés à un client. La conception à la commande sera, quant à elle, utilisée pour des produits 
très spécifiques.  
On peut noter que des entreprises peuvent avoir des produits en MTS et d’autres en MTO ou 
ATO, en fonction des caractéristiques des produits, du marché, de l’outil de production et des 
temps de production et de livraison (Figure (2)). Dans la littérature, des articles proposent des 
méthodes de calcul du point de découplage et du choix de mode de gestion (Olhager 2003) 
(Adan et Wal 1998) (Soman et al. 2004) (Rapajagopalan 2002). Par point de découplage, on 
entend la limite entre deux politiques de production : par exemple, le niveau d'élaboration du 
produit à partir duquel on passe de "make-to-stock" (pour les composants) à "assemble-to-
order" (pour le véhicule) dans l'automobile.  
Le point de découplage peut être difficile à calculer étant donnée la quantité des facteurs 
impactants.  
Les facteurs qui impactent directement le point de découplage sont les caractéristiques du 
marché (croissant décroissant), les caractéristiques de la production (machines …) et les 
temps de livraison et de production. Ces temps dépendent des caractéristiques du produit. La 
Figure (2) illustre les relations entre ces différentes caractéristiques ainsi que leur influence 
sur le point de découplage. 
 
Caractéristiques 
du marché
Caractéristiques 
du produit
Caractéristiques 
de la production
Temps de 
livraisons
Temps de 
production
Point de 
découplage
 
Fig. 2. Facteurs conceptuels impactant le positionnement du point de découplage 
(Olhager 2003)  
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La Figure (3) synthétise les différents modes de gestion des flux en fonction du « point de 
découplage », représenté par un triangle. D’un point de vue général, le point de découplage 
est fortement lié au rapport entre le cycle de production du produit et le cycle commercial. Par 
exemple, si on a besoin de 3 semaines de délai de production mais que le client vient 
directement au magasin (soit un délai client nul), le produit doit être fabriqué en MTS.  
 
Engineering Fabrication Assemblage Distribution
MTS
ATO
MTO
ETO
 
Fig. 3. Point de découplage (Kolisch 2001)  
 
Quand le produit est élaboré par une chaîne logistique, le point de découplage peut se trouver 
à différents endroits de la chaîne, au sein d’une même entreprise ou à l’intersection de deux 
entreprises. Dans ce cas, les entreprises ont chacune un processus de planification différent en 
fonction de leurs modes de gestion des flux (exemple : entreprise cliente en MTO ou ATO et 
fournisseur de composants en MTS). La Figure (4) présente l’évolution des processus de 
gestion tout au long d’une chaîne logistique en fonction du délai client. Plus le client 
commande un produit spécifique, plus on se rapproche d'une activité à la commande qui peut 
être gérée en MTO ou ATO suivant que l’on fabrique tout le produit ou que l’on utilise des 
composants standards. 
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Activités a la commande
Chaîne logistique
Entreprises 
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Entreprises 
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Entreprises 
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Entreprises 
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Fig. 4. Processus de planification au sein de la chaîne logistique 
 
Le cas où le point de découplage est situé entre deux acteurs de la chaîne logistique peut 
impliquer des processus spécifiques.  
Par exemple, une entreprise en MTO ou ATO planifie sa production avec un modèle par date 
(ou par tâches), alors que ses fournisseurs peuvent planifier en terme de quantités par période 
s'ils sont en MTS. Dans le premier cas, une date précise est associée à chaque commande, 
tandis que le deuxième cas considère des quantités de pièces à livrer par période.  
Au niveau de l’approvisionnement, il faut donc passer d’un modèle par date à un modèle par 
quantité. Nous verrons (chapitre 2) que ce passage se fait facilement dans un cadre 
déterministe mais pose des problèmes quand on souhaite prendre en compte l’incertitude 
(Chapitres 3, 4 et 5).  
 
Dans le cadre de ce travail, nous considérons des chaînes logistiques dans lesquelles l’acteur 
"client" est en MTO ou ATO et l’acteur fournisseur en MTS. Nous allons donc faire un état 
de l’art sur les méthodes de planification en MTO ou ATO, puis, dans la partie suivante, sur la 
planification en MTS. Nous finirons par présenter les processus de collaboration entre les 
acteurs de la chaîne logistique.  
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1.2. Planification d’activité à la commande 
En MTO ou ATO, les entreprises planifient par date à partir des dates de livraison et en 
déduisent leur production ou assemblage en calculant des dates de lancement. Il s’agit donc 
de produire ou d’assembler des produits spécifiques conformes à la demande du client dans 
un temps le plus court possible en respectant des contraintes liées aux ressources.  
La planification d’activité à la commande est similaire à une planification multi-projets dans 
laquelle chaque projet équivaut à un produit, la date de fin de projet étant la date de livraison 
client. Dans la communauté scientifique, le problème est communément appelé le Resource-
Constrained Multi Project Scheduling Problem (RCMPSP). Dans un contexte mono-
entreprise, le RCMPSP peut être transformé en un problème classique de Resource-
Constrained Project Scheduling Problem (RCPSP) en combinant toutes les activités des 
projets en un "super projet" (Zhu et al. 2010). Le problème résultant est NP-difficile 
(Blazewicz et al. 1983). 
 
La modélisation de projet utilise en général la représentation potentiel-tâche basée sur : 
- le WBS (Work Breakdown Structure) qui est la structure hiérarchique des tâches du 
projet  
- et des contraintes induites par la succession des tâches, l’utilisation des ressources, le 
séquencement ou le délai client. 
La Figure (5) donne la représentation potentiel-tâche d'un projet à cinq tâches. 
Une tâche i est caractérisée par une durée di , une date de début ti et une date de fin Ti=ti+di. 
Les tâches du projet doivent respecter des contraintes de types suivants : 
- des contraintes de précédence (i précède j : iij dtt ?? ),  
- des contraintes de délai (i doit être terminée à la date id  iii ddt ?? ), 
- des contraintes disjonctives : la tâche j peut être faite avant ou après la tâche i 
iij dtt ??  si vijp=1 jji dtt ??  si vij=0, avec vij une variable booléenne 
représentant le choix (i avant j), 
- des contraintes de capacité : la somme des ressources utilisées pour chaque 
tâche doit être inférieure ou égale à la capacité maximale de la ressource : 
trCq tr
i
rti ,,,, ???  avec rtiq ,,  la quantité de ressource r utilisée par la tâche i à 
l’instant t, et trC ,  la capacité maximale de la ressource r à l’instant t. 
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Fig. 5. Exemple de graphique potentiel-tâche  
 
Le problème RCPSP peut être formulé sous la forme d’un Mixed Integer Programming 
Problem. Nous présentons à titre d'exemple un modèle qui cherche à maximiser le nombre  
d'ordres acceptés (c'est-à-dire le nombre de projets pouvant être finis à la bonne date), où 
chaque ordre représente un produit fabriqué pour un client (Kolisch 2000). 
Les variables de décision binaires sont : 
py  : prend la valeur de 1 si l’ordre p est accepté, sinon 0 
tjx ,  : prend la valeur de 1 si la tâche j commence dans la période t, sinon 0 
Données du problème : 
pv  : prix de vente de l’ordre p  
];[ pp dd  : fenêtre de temps dans laquelle le client veut être livré 
jp  : durée de la tâche j  
jP  : ensemble des prédécesseurs immédiats de la tâche j  
pp es ,  : respectivement date de début et de fin de l’ordre p 
min
, jit  : temps minimum à attendre après avoir fini la tâche i avant de commencer la tâche j  
trC ,  : capacité maximale de la ressource r à l’instant t 
?,jc  : ressource nécessaire pour chaque période ? (? =1,…, jp ) de chaque durée jp  de la 
tâche j  
 ?
?
??
P
p
pp yvz
1
Maximiser  (1) 
 jji
T
t
tii
T
t
tj PiJjtxptxt ????????? ??
??
],;1[)( min,
1
,
1
,  (2) 
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L’équation (1) est la fonction objectif ; la contrainte (2) oblige le respect du temps minimum 
d’attente entre la fin d’une tâche et le début de la tâche suivante ; la contrainte (3) est la 
contrainte de capacité ; la contrainte (4) implique qu’une tâche n'est réalisée qu’une fois sur 
l’horizon ; la contrainte (5) est la contrainte de livraison au client ; la contrainte (6) garantit 
que toutes les tâches pour les ordres acceptés sont bien comprises entre les dates de début et 
de fin de l’ordre et les contraintes (7) et (8) définissent les variables de décision. 
En ce qui concerne les méthodes de résolution de ces problèmes, on peut se référer à Kolisch 
2001) ou (W?glarz 1999) qui présentent un état de l’art sur les algorithmes de planification de 
projet.  
1.3. Planification en Make-To-Stock 
Le problème de planification de la production par anticipation inclut un problème de 
dimensionnement de lot (Lot Sizing Problem) qui peut être modélisé par un graphe de flot où 
la source est la production et le puits est la demande (la Figure (6) montre un modèle de 
problème dynamique, c'est-à-dire avec un horizon de plusieurs périodes, dans le cas le plus 
simple : un seul produit p est fabriqué, il n’inclut pas de composants et on n'accepte pas de ne 
pas satisfaire totalement la demande). La production (pt ) de la période t plus les quantités (It-
1 ) en stock à la fin de la période t-1 permettent de satisfaire la demande (Dt) de la période t. Si 
la demande ne consomme pas toutes les quantités, le surplus passe à la période t+1 sous la 
forme d’un stock (It).  
On note : 
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pt : la quantité produite à la période t,  
It : le niveau de stock à la fin de la période t,  
Dt : la demande en produit p pour la période t. 
p1 p2 p3 pT-1
pT
I1 I2 IT-1
D1
D2 DT-1 DT
D3
 
Fig. 6. Représentation graphique du problème « Dynamic lot sizing »  
 
Nous décrirons tout d'abord un algorithme de résolution très largement utilisé dans l’industrie, 
communément appelé « méthode de calcul des besoins » (Orlicky 1975), qui fait partie de la 
méthode MRP (Manufacturing Resource Planning), méthode de planification la plus utilisée 
en entreprise. Le Calcul des Besoins peut en effet être vu comme une heuristique pour 
résoudre le problème de "lot sizing" multi niveau et multi produits dans le cas à capacité 
infinie, afin de proposer rapidement une solution au décideur.  
 
Nous présenterons ensuite des variantes du problème de lotissement prenant en compte les 
capacités de production, un seul ou plusieurs produits etc., par exemple le problème « Multi 
Level Multi Product Capacited Lot Sizing Problem » (MLMPCLSP) qui est un problème 
d’optimisation. Les méthodes de résolution de ces problèmes sont par exemple utilisées par 
les APS (Advanced Planning Systems) (Définition 5) et sont largement traitées par la 
communauté des chercheurs en recherche opérationnelle. 
 
Définition 5. Les APS (Advanced Planning System) sont des logiciels destinés à la 
planification de l’ensemble de la chaîne logistique (demande, achats, production, stockage, 
transport). En fonction de la demande exprimée en aval de l’entreprise, l’APS permet 
d’analyser la capacité des ressources (de production, de transport et de stockage) et les 
diverses contraintes de planification afin de proposer un plan d’activité détaillé et adaptable 
pour une production optimale. 
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1.3.1. Méthode de calcul des besoins en composants  
La méthode de calcul des besoins permet de propager la demande en produit final au niveau 
des composants des produits en prenant en compte leurs dépendances décrites dans les 
nomenclatures.  
Le calcul des besoins est fait à partir de la demande en produits finis, des délais d’obtention 
(temps nécessaire à la réalisation des composants) et des nomenclatures des produits qui 
donnent le nombre de composants nécessaires à la fabrication de chaque produit ordonné en 
fonction de la séquence de fabrication (Figure (7)).  
Produit Fini 
(PF)
Composant 
1 (C1) Composant 
2 (C2)
Composant 
3 (C3)
Composant 
4 (C4)
Composant 
5 (C5)
(2)
(5)
(4)
(2)(9)
 
Fig. 7. Exemple de nomenclatures 
 
Dans le calcul des besoins en composants, le problème est de déterminer les ordres de 
fabrication et les demandes d’achat (quantité de produit/composant que l’on doit fabriquer / 
approvisionner) afin de pouvoir satisfaire la demande du client.  
 
Globalement, la méthode est composée de trois étapes itérées de la période 1 à T :  
1. Calcul du besoin brut (Equation (9)),  
2. Choix de la quantité à produire en fonction de la politique de lotissement (lot pour lot 
(Equation 11), taille de lot économique (Equation (12))...), 
3. Calcul du niveau de stock à la fin de la période (Equation (13)). 
  
De façon plus formalisée nous avons : 
Notations : 
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Indice : 
 t : période allant de 1 à T 
 p : produit allant de 1 à P 
 PC p,c : ensemble des produits p utilisant le composant c 
Données du problème : 
Dp,t : demande d’un produit p pour la période t 
Np,c : quantité du composants c nécessaire à l’assemblage de p 
Doc : délai d’obtention du composant c  
Tl :  taille de lot économique 
Variables dépendantes : 
Ic,t : stock du composant c à la fin de la période t 
BBc,t : besoin brut du composant c à la période t  
BNc,t : besoin net du composant c à la période t 
 xc,t : quantité produite du composant c à la période t 
 
 ? ??
?
???
cp
c
PCp
Dotccptc DNBB
,
,,,  (9) 
 ? ?tctctc IBBBN ,,, ;0max ??  (10) 
 tctc BNx ,, ?  (11)  
 ? ?tcntc BNTnTlnx ,, min ????  (12) 
 tctctc xBNI ,,1, ???  (13)
  
Nous allons illustrer la méthode de calcul des besoins pour le 
composant C1 qui est utilisé pour la fabrication d'un produit final noté 
PF (on a besoin de 2 C1 pour assembler 1 PF) avec un délai 
d’obtention de C1 de 1 période. Le Tableau (1) représente le calcul du 
besoin en composant C1 à partir des lancements en fabrication du 
produit PF. 
Pour le calcul du Besoin Brut de la période 1, on considère les 
lancements du produit fini pour la période 2=1+ Doc1 =1+1. On 
multiplie la quantité de produit fini désirée par la quantité de 
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composants nécessaire à la fabrication d’un produit PF (2). On obtient 
donc BB=10*2=20.  
Le besoin net est déduit du besoin brut en soustrayant le stock 
disponible à période 1 (BN=20-10=10).  
La quantité à produire doit respecter la contrainte de taille de lot qui 
est de 15. On produit donc 15 unités pour la période 1 et on calcule le 
stock disponible pour la période 2 (15-10=5). On fait de même pour 
toutes les périodes de 1 à 4.  
 
Période  1 2 3 4 
Composant 
C1 
Lancement 
du Produit 
PF 
10 10 12 14 
Besoin Brut 10*2=20 12*2=24 14*2=28 12*2=24 
Stock : 10 15-10=5 30-19=11 30-17=13 15-11=4 
Besoin Net 20-10=10 24-5=19 28-11=17 24-13=11 
Production 
(taille de lot 
égale à 15) 
15 30 30 15 
Tableau 1. Calcul des besoins 
 
1.3.2. Modèles d’optimisation pour la planification tactique 
Des modèles d’optimisation sont par exemple utilisés dans les APS afin de permettre au 
décideur de déterminer un plan de production optimal, alors que la méthode de calcul des 
besoins ne donne qu’une solution faisable (du point de vue des quantités, sans que les 
capacités soient prises en compte puisque les délais de production utilisés ne tiennent pas 
compte des capacités des ressources). 
Les problèmes d’optimisation de la planification tactique peuvent être écrits sous la forme de 
modèles linéaires ; en effet, au niveau tactique, les périodes sont suffisamment grandes pour 
que l'on ne considère pas les coûts de changement de production (ou coûts de "set up"). On a 
donc une fonction de coût ne dépendant plus que du coût de stockage, de production, de 
rupture (coût d’avoir un composant manquant). Suivant les caractéristiques de l’entreprise, 
ces problèmes peuvent devenir multi-niveaux ou pas, avec ou sans contraintes de capacité etc.  
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Nous présentons par exemple ci-dessous un modèle linéaire pour le problème multi produits 
multi niveaux avec ruptures et contraintes de capacité (Equations de (14) à (17)). 
 
Notations : 
t : période allant de 1 à T 
i : produit allant de 1 à I 
r : ressource allant de 1 à R 
li : temps d’obtention du produit i 
Z : fonction de coût à minimiser 
cii : coût de stockage du produit i 
cpi : coût de production du produit i 
cbi : coût de rupture du produit i 
ai,j : quantité de produit i nécessaire pour produire un produit j 
bi,r : ressource r nécessaire à la production d’un produit i 
Ct,r : capacité de la ressource r pour la période t 
 
Variables de décisions : 
It,i : niveau de stock du produit i à la période t 
pi,t : production du produit i à la période t 
Bt,i : niveau de rupture du produit i à la période t 
 
 ? ?? ?? ? ??? Tt Ii itiitiiti BcbpcpIciZ 1 1 ,,,  (14) 
 s.t. 
 itDpaBIBpI t
I
j tjjiitititiltit i
,
1 ,,,1,,,,1
??????? ? ????  (15) 
 rtCpb rtit
I
i ri
,,,1 , ??? ?  (16) 
 itBIp ititit ,0,, ,,, ??  (17) 
  
Des modèles plus complets peuvent prendre en compte les coûts de lancement de la 
production d’un produit. Ces problèmes sont formalisés par des modèles du type Mixed 
Integer Programing (MIP). De plus, dans un contexte de chaîne logistique intégrée, ces 
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modèles ont été étendus aux problèmes de planification multi-sites prenant en compte 
l’approvisionnement, la production et la distribution.  
 
Les problèmes de "lot sizing" sous contraintes de capacité sont pour la plupart des problèmes 
NP-difficiles ou NP-complets. Nous ne détaillerons pas ici les méthodes de résolution de ces 
problèmes, un état de l’art sur les algorithmes de résolution étant, par exemple, proposé par 
(Comelli et al. 2008).  
1.4. Planification collaborative au sein d’une chaîne logistique 
Les entreprises ne peuvent plus être gérées avec un point de vue purement interne, c'est-à-dire 
sans prendre en considération qu'elles font partie d’un réseau d’entreprises reliées par des 
relations client-fournisseur. 
Cette partie présente la notion de chaîne logistique collaborative, chaîne logistique dans 
laquelle les acteurs sont des entités décisionnelles indépendantes mais coopérantes. La 
planification de la chaîne elle-même sera le résultat d’un processus collaboratif1. La Figure 
(8) illustre un maillon d’une chaîne collaborative dans laquelle les processus de planification 
du client sont reliés aux processus de planification du fournisseur par un processus 
collaboratif.  
 
Fournisseur Cient
Processus 
Collaboratif
Fig. 8. Chaîne logistique collaborative 
                                                 
1 Le concept de processus collaboratif sera donc compris comme un synonyme des termes processus de 
coopération et processus de coordination, sans distinction sur l’intensité de la relation instaurée entre les acteurs. 
Toutes sortes d’intensités dans la coopération peuvent être envisagées, de la relation ponctuelle et limitée à 
l’expression d’un besoin à l’établissement de processus de synchronisation plus complexes sur le long terme. 
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Nous avons présenté, dans le paragraphe précédent, les processus de planification internes des 
acteurs d’une chaîne logistique. Nous allons maintenant nous intéresser aux processus 
collaboratifs pouvant exister entre deux acteurs de la chaîne.  
Dans la plupart des cas, chaque maillon planifie en utilisant la méthode MRP et envoie un 
plan d’approvisionnement à ses fournisseurs. Cette méthode est très peu collaborative et peut 
être vue comme le processus "minimal" de collaboration entre les acteurs d’une chaîne 
logistique : des besoins sont exprimés vers l'amont de la chaîne, les modalités de réponse à 
ces besoins ayant été définies dans les contrats liant les entreprises. On trouve dans la 
littérature une approche de planification utilisant un plan de référence, le principe de cette 
approche est de pénaliser les changements entre le nouveau plan de production et le plan de 
référence (qui est lui-même un compromis entre le plan de référence précédant et le plan 
optimal). Cette pénalisation est réalisée grâce à des coûts de changement (Génin et al., 2008a) 
(Génin et al., 2008b). Cette approche accroît la stabilité du plan tout en prenant en compte les 
variations de la demande. Cette approche stabilise aussi le plan d’approvisionnement en 
donnant une forte pénalité sur les changements des quantités à approvisionner. 
Afin de rendre plus collaboratif l’échange d'information qui s'effectue autour des plans 
d’approvisionnement, des contrats d’approvisionnement de plus en plus élaborés sont passés 
entre le client et le fournisseur, incluant des horizons gelés, des horizons d’engagement, etc. 
Ces contrats ont en particulier pour but de stabiliser les prévisions de la demande envoyée aux 
fournisseurs pour leur permettre de mieux gérer leur production. 
Il existe aussi diverses méthodes de collaboration proposées par des associations 
d’industriels : ces associations ont pour but de promouvoir un ensemble de « bonnes 
pratiques » de gestion de la production. Dans ce chapitre, nous présenterons deux de ces 
méthodes de gestion visant pour l'une à partager des approvisionnements (Vendor 
Management Inventory - VMI) (Marques, 2010) et pour l'autre à mettre en place un processus 
de planification collaboratif  (Collaborative Planning, Forecasting and Replenishment - 
CPFR) (Ireland et Crum 2005).   
D’un point de vue planification pure, une des méthodes les plus évoluées est de mettre en 
place un processus de négociation entre les acteurs. Nous présentons donc les modèles 
d’optimisation basés sur la négociation entre les acteurs de la chaîne logistique. 
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1.4.1. Collaboration par envoi de plan d’approvisionnement  
Dans cette partie, nous allons présenter deux types de contrats d’approvisionnement très 
utilisés dans l’industrie dans un contexte MTS/MTS : le contrat à horizon glissant et le contrat 
à engagement sur horizon. Pour une étude plus détaillée des différences et des avantages de 
chacun de ces contrats, nous renvoyons à (Amrani-Zouggar et al. 2010). 
Nous présenterons ensuite un exemple plan d’approvisionnement négocié dans le contexte 
MTO/MTO. 
1.4.1.1. Contrat à horizon glissant 
Ce type de contrat engage le client à acheter des quantités précises sur un horizon court terme 
appelé "horizon gelé" et à donner des prévisions de commande pour les périodes plus 
lointaines (horizon flexible et horizon libre). Ces prévisions seront réactualisées au cours du 
temps en fonction de l’horizon auquel elles appartiennent (horizon flexible : les prévisions 
peuvent être modifiées avec un certain pourcentage par rapport aux quantités précédentes, 
horizon libre : les prévisions sont réactualisées sans aucune contrainte). Ce contrat permet de 
stabiliser le plan de production du fournisseur à court terme, les quantités de l’horizon gelé ne 
pouvant être modifiées. Des travaux comme ceux de Sridharan et al. (1987) étudient l’impact 
de la durée de l’horizon gelé sur le coût, du point de vue du client. Plus récemment, Galasso 
et Thierry (2009) étudient la stratégie de planification du fournisseur dans le cadre d’échange 
de plans d’approvisionnement à horizon gelé. La Figure (9) illustre la dynamique de ce type 
de contrat dans le cas ou l’horizon gelé est de 3 périodes et l’horizon libre de 5 périodes, 
l’envoi du plan d’approvisionnement du client au fournisseur étant périodique.  
t=t0
t=t0+1
Périodes 1 2 3 4 5 6 7 8
Décisions 
reportées
Décisions 
ajustées
Décisions 
complétées
Horizon gelé Horizon libre
 
Fig. 9. Contrat à horizon glissant 
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L’avantage de ce type de contrat est donc d’augmenter la stabilité du plan de production (côté 
fournisseur). En revanche, ce contrat contraint fortement le client en cas de variabilité 
importante sur la demande.  
1.4.1.2. Contrat à engagement sur horizon 
Le contrat à engagement sur horizon est caractérisé, quant à lui, par un horizon d’engagement 
et une quantité sur cet horizon. Le client s’engage donc à commander au moins la quantité 
spécifiée sur l’horizon, mais ne s’engage pas sur la répartition de cette quantité sur les 
périodes. La Figure (10) illustre la dynamique de ce type de contrat.  
Par exemple : considérons un engagement de 10 pièces sur 4 périodes, c'est-à-dire que le 
client s’engage à acheter au moins 10 pièces pendant les quatre prochaines périodes.  
Après 3 périodes, le client a acheté 7 pièces : 2 pièces à la période 1, 3 pièces à la période 2 et 
2 pièces à la période 3. Le client doit au moins acheter 3 pièces (10-7=3) pour la quatrième 
période. 
Livraisons effectives du 
fournisseur
Horizon 
d’engagement : 
quantité =10
2 3 2
10-2-3-2 = 3
minimum
 
Fig. 10. Contrat à horizon d’engagement 
 
Ce contrat stabilise moins le plan de production, mais il permet une plus grande flexibilité 
pour le client dans le cas de demande changeante.  
1.4.1.3. Approvisionnement dans un contexte MTO/MTO 
Dans un contexte chaîne logistique en MTO, (Monsarrat et al. 2004) propose un cadre 
coopératif pour l’approvisionnement par cadre de décision d’une commande (Figure (11)). Un 
cadre de décision est défini par les points Ai, Bi, Ci et Di. Le point Ai indique la quantité 
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maximale qui pourra être mise à disposition au délai minimum. Le point Bi indique la quantité 
maximale qui pourra être mise à disposition au délai maximum. Le point Ci indique la 
quantité minimale qui pourra être mise à disposition au délai maximum. Le point Di indique la 
quantité minimale qui pourra être mise à disposition au délai minimum. Il y a alors deux 
possibilités : 
? le fournisseur planifie en respectant les contraintes dues au cadre de décision,  
? le client négocie des modifications s'il y a des impossibilités. 
 
 
 
Fig. 11. Cadre de décision d’une commande (Monsarrat et al. 2004)  
 
Cette approche, qui permet la collaboration dans un cas MTO/MTO, est intéressante du point 
de vue de la négociation de la date de livraison, qui va au delà de la seule négociation de la 
quantité en MTS. Par contre, elle n’est pas applicable à notre cas du fait de  la planification 
par période d'un fournisseur en MTS. 
1.4.2. Vendor Management Inventory 
Le Supply Chain Council (2008) définit le VMI comme « un concept pour planifier et 
contrôler les stocks, dans lequel le fournisseur a accès aux données de stock du client et est en 
charge de maintenir ce stock à un niveau donné ». Avec le VMI, la décision 
d’approvisionnement devient responsabilité du fournisseur. 
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Le VMI peut être vu comme un processus de collaboration à part entière (Marques, 2010) 
avec trois niveaux de décision :  
 
- « Partnering Agreement » (PA) est le processus du niveau stratégique : processus devant 
permettre l’intégration des processus VMI dans les processus de planification des différents 
acteurs (conception des processus de la collaboration) 
 
- « Logistical Agreement » (LA) est le processus du niveau tactique : processus de 
négociation servant principalement à définir les niveaux min et max des stocks.  
 
- « Production & Dispatch » (P&D) : processus de gestion des flux opérationnels à la charge 
du fournisseur (décision sur les quantités à produire et à livrer). 
1.4.3. « Collaborative Planning Forecasting and Replenishment » 
Le CPFR (Ireland et Crum 2005) est une "bonne pratique" de collaboration agissant à tous les 
niveaux du processus de planification (voir Figure (12)), du niveau stratégique au niveau 
opérationnel. Il implique en plus un processus d’analyse des performances par rapport aux 
objectifs prédéfinis. Le CPFR est composé en plusieurs sous-processus : 
 
Strategy & Planning (Stratégie et Planification) est le processus qui planifie les objectifs de la 
collaboration, les rôles respectifs, les responsabilités ainsi qu’un Plan Commercial commun 
qui identifie les évènements importants ayant un impact sur la chaîne logistique, comme les 
promotions, la politique de gestion des stocks, les fermetures/ouvertures de nouveaux 
magasins, etc. 
 
Demand & Supply Management (Gestion de la demande et des approvisionnements) se 
découpe en deux parties : le Sales Forecasting qui donne les prévisions de vente et Order 
Planning/Forecasting qui détermine les futurs ordres de production et les livraisons à partir 
des prévisions de vente, des niveaux de stocks, des délais de livraison et d’autres facteurs. 
 
Execution (Exécution) consiste à générer les ordres (Order Generation) ce qui permet de 
passer de prévisions à une demande ferme. Order Fulfillment est le processus de production, 
approvisionnement, livraison et stockage des produits pour satisfaire la demande client. 
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Le processus Analysis (Analyse) contient le sous processus Exception Management qui gère 
les activités quand on sort des bornes prévues, et le Performance Assessment qui calcule et 
évalue les performances et les réalisations des objectifs prédéfinis, et développe des 
alternatives si ces objectifs ne sont pas atteints. 
 
Fig. 12. Modèle CPFR 
 
1.4.4. Planification collaborative basée sur la négociation 
Dans le contexte industriel actuel, les acteurs des chaînes logistiques sont, dans la plupart des 
cas, des entités décisionnelles indépendantes qui ne planifient donc pas leur production de 
manière centralisée (optimisation utilisant une fonction de coût modélisant les performances 
de la chaîne logistique entière) mais de manière distribuée (chaque entité ayant sa fonction 
d’optimisation). Dans ce cadre, si on se positionne du point de vue de la chaîne logistique, on 
peut être très loin de l’optimum global.  
Des approches dites de « planification collaborative » s’appuyant sur des modèles 
d’optimisation distribuée ont été proposées dans la littérature pour améliorer les performances 
globales de la chaîne logistique tout en respectant l’autonomie des acteurs.  
Parmi les travaux dans ce domaine, (Dudek 2009), (Dudek et Stadtler 2005), (Ouyang et 
Daganzo 2006) proposent des modèles basés sur la négociation entre les acteurs de la chaîne. 
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(Forget et al. 2008) utilisent, quant à eux, une approche multi agent pour la collaboration 
basée sur les APS.  
Le principe de ces méthodes de collaboration est de mettre en place un processus itératif où le 
client puis le fournisseur proposent un plan d’approvisionnement (client) et un plan de 
livraison (fournisseur) jusqu'à atteindre un compromis acceptable par rapport aux contraintes 
internes des deux partenaires.  
Ces méthodes peuvent être vues comme des outils d’aide à la collaboration dans le cadre du 
CPFR pour le processus Demand & Supply Management. Ce sont des méthodes de 
collaboration plus poussées que le simple envoi de plan d’approvisionnement.  
1.5. Conclusion et Positionnement 
Dans les chaînes logistiques aéronautiques, les fournisseurs ont, en général, une gestion à la 
commande qui est traitée dans la littérature (Monsarrat et al. 2004). Par contre, d'autres 
fournisseurs produisent des composants standards (par exemple, les hublots) avec une gestion 
de leur production par anticipation. Ceci entraîne une gestion des approvisionnements dans un 
contexte MTO ou ATO/MTS qui est différent du cas MTS/MTS plus classiquement étudié. 
Le cas MTO ou ATO/MTS a été étudié par (Kolisch 2001) dans un contexte de chaîne 
logistique intégrée (c'est-à-dire quand on réalise un planning de manière centralisée) mais pas 
dans une approche "gestion collaborative" (chaque acteur planifie sa production séparément).  
Comme nous l’avons vu dans l’introduction, le processus de personnalisation dans 
l’aéronautique est tardif par rapport au processus de production, ce qui rend problématique 
l’approvisionnement des composants standards à variantes, puisque soumis à l’incertitude du 
choix du client final.  
 
Pour ces deux raisons, dans cette thèse, nous allons nous intéresser au problème de 
planification des approvisionnements dans un maillon d’une chaîne logistique où le client 
produit à la commande des articles personnalisables tardivement et où le fournisseur fabrique 
des composants standards avec une gestion de production de type MTS. 
 
Dans un contexte où les acteurs sont des entités décisionnelles indépendantes, le management 
de la chaîne peut être amélioré à l’aide de processus collaboratifs qui vont de l’échange 
d’information à la mise en place d’un processus de négociation. Nous considérerons donc que 
les acteurs considérés sont dans une démarche collaborative avec échange d’information. 
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Nous avons vu qu’il existe des standards industriels proposant des méthodologies générales 
de mise en place de la collaboration au sein des chaînes logistiques (comme le CPFR), ou des 
méthodes basées sur le partage d’information, comme les niveaux de stocks (par exemple 
VMI). Dans le cadre de cette thèse, nous nous intéressons au niveau tactique de la 
planification des approvisionnements. Nous nous concentrerons donc sur l’obtention d’un 
plan d’approvisionnement dans un contexte collaboratif. 
 
Comme cela a été dit plus haut, la chaîne logistique considérée évolue dans un contexte 
incertain du à la demande et au processus de personnification. Nous allons donc dans la 
section suivante faire un état de l’art sur la gestion des incertitudes dans les chaînes 
logistiques.  
2. Incertitudes dans les chaînes logistiques 
L’incertitude dans les chaînes logistiques est un sujet très large, nous allons donc dans un 
premier temps définir les concepts de risque, incertitude, gestion des risques afin de mieux 
positionner notre étude.  
2.1. Définitions risques/ incertitudes 
Depuis quelques années, les problématiques liées aux risques et à l’incertitude dans les 
chaînes logistiques sont devenues un sujet de recherche important et vaste, allant de la gestion 
des risques à la décision sous risque ou incertitudes. Il convient donc dans un premier temps 
de bien définir les concepts de risque et d’incertitude dans ce contexte. 
2.1.1. Risque 
Parmi un ensemble de définitions, le Guide 73 de l’ISO/IEC  peut être considéré comme une 
référence couramment utilisée. En 2002, le risque était défini comme « la combinaison de la 
probabilité d’un évènement et de ses conséquences ». De ce point de vue, un risque était donc 
caractérisé par le produit « probabilité × impact ». Cette définition a été depuis modifiée mais 
nous pouvons nous appuyer sur elle et sur les travaux de recherche en théorie de la décision 
pour différencier (Jeantet 2010) : 
1. la décision sous risque (on connaît les probabilités sur les évènements), 
2. la décision sous incertitude (on ne connaît pas les probabilités sur les évènements).  
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Cette définition a depuis été remise à jour en tenant compte de l’évolution des outils de 
représentation de l’incertain. Le risque peut en effet être aussi défini comme l'« effet de 
l'incertitude sur l'atteinte des objectifs » (International Organization for 
Standardization, 2009). Le modèle de représentation de l’incertitude n’est dans ce cas plus 
cité. Le risque peut donc être représenté par le schéma de la Figure (13) : un évènement 
provoque une perturbation de l'état du système qui a un impact négatif ou positif sur sa 
performance (Gourc, 2006). 
 
Evènement
+
Situation
Perturbation
(état)
Impact
(mesure)
Positif
Négatif
 
Fig. 13. Vision générale du risque (Gourc, 2006) 
 
Dans le cadre de cette thèse, nous nous intéresserons au problème de planification de 
l’approvisionnement dans le cas où nous ne disposons pas de mesure de probabilité pour 
modéliser les incertitudes.  
2.1.2. Incertitudes 
Jusqu’ici, nous avons utilisé le terme « incertitude » au sens large. Lorsque l’on cherche à 
intégrer les incertitudes dans le modèle de planification, il est nécessaire de bien différencier 
différents types d’incertitudes. Dans ce cadre, différentes notions (imperfection, incertitude, 
imprécision, incomplétude) ont été distinguées, par exemple dans (Bouchon-Meunier 1995) 
ou (Dubois et Prade 2006) : 
 
Définition 6. L'incertitude dénote un doute sur la validité d’une connaissance. 
 
Définition 7. L'imprécision découle de l'impossibilité d'énoncer une connaissance précise 
sûre.  
 
Définition 8. L'incomplétude est une absence de connaissances, ou une connaissance partielle 
sur certaines caractéristiques du système. 
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Définition 9. L’imperfection est une notion qui englobe l'incertitude, l'imprécision et 
l'incomplétude.  
 
On remarque que le terme « imperfection » peut être utilisé comme terme générique dans ces 
travaux, alors que c’est généralement le cas pour le terme « incertitude » dans le domaine de 
la gestion de la chaîne logistique. 
 
Les imperfections mentionnées dans les définitions peuvent être la conséquence de plusieurs 
facteurs. Nous proposons ci-dessous une énumération non exhaustive de différentes causes 
d’incertitude, puis d’imprécision.  
 
L’incertitude peut venir de : 
? la fiabilité de la source de l’information (un inconnu me dit que la demande va être de 
30 pièces pour le mois de janvier), 
? une difficulté d’obtention ou de vérification (la dimension d’une pièce au dixième de 
micron prés)  
? la qualité d’une prévision (la demande sera de 20 pièces par mois dans 2 ans), 
? sa nature aléatoire (avoir un 6 quand je lance un dé), 
? une imprécision et une incomplétude (voir l'exemple ci-dessous). 
?
Les imprécisions peuvent être dues : 
? à une approximation (« environ dix pièces »), 
? à une définition "floue" des bornes d’une catégorie (« vieux », « grand »), 
? au passage progressif entre deux propriétés (« à côté de », « loin »). 
?
Les incomplétudes ne sont pas prises en compte séparément, car elles conduisent à de 
l’incertitude et de l’imprécision. Par exemple, supposons que l'on ait une connaissance 
incomplète sur la configuration d’un produit. On sait qu’il est composé de quatre composants 
de type 1 ou 2 et qu’il a au moins un composant de type 1. On a donc une imprécision sur le 
nombre de composants de type 1 (entre 1 et 4) et une incertitude sur le fait que le composant 
de type 2 intervienne dans la composition du produit. On voit ainsi qu’une incomplétude sur 
la connaissance de la configuration d’un produit entraîne des incertitudes et / ou des 
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imprécisions sur ses attributs : nombre de composants de type 1 et utilisation du composant de 
type 2 par exemple.  
2.2. Gestion des risques et décision sous risque/incertitude 
Nous allons maintenant décrire des méthodes de gestion des risques dans les chaînes 
logistiques. Nous regarderons tout d'abord comment sont gérés les risques en "optimisation" ; 
nous recenserons pour cela les critères utilisés dans les modèles d’optimisation visant une 
minimisation du risque. De plus, ces dernières années, une démarche de gestion des risques 
dans les chaînes logistiques appelée Supply Chain Risk Management (SCRM) s’intéresse à la 
proposition d’un processus général de gestion des risques, allant de l’analyse du système au 
traitement du risque. Nous présenterons cette méthode ainsi qu'une bibliographie sur les 
sources de risque dans les chaînes logistiques afin de définir les sources de risques que nous 
aborderons dans la suite. Nous finirons cette partie en positionnant notre approche par rapport 
à la gestion des risques.  
2.2.1. Modèle d’optimisation et risque  
Avec une vision "optimisation", la minimisation des risques est modélisée par deux types de 
fonction objectif (Liu 2002): 
1. l’une basée sur la minimisation de la probabilité d’apparition d’une conséquence 
critique, 
2. l’autre sur la notion de minimisation de la moyenne des conséquences. 
 
De façons plus formelle, la première cherche à minimiser la probabilité que la fonction coût 
soit supérieure à un coût jugé trop important par le décideur (Equation (18)), cette approche 
est appelé « risk minimization ».  
La deuxième, quant à elle, cherche à minimiser l’espérance mathématique du coût (Equation 
(19)). 
 
? ? ??
?
??CXts Pr..
minimiser
 (18) 
 
? ?CXEminimiser  (19) 
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Ces deux fonctions objectif correspondent à des contextes différents : 
1. il existe des conséquences redoutées par le décideur qui peuvent apparaître suite à un 
aléa. Le but est bien de minimiser le risque (probabilité*conséquence) en minimisant 
la probabilité d’occurrence de la conséquence crainte. 
2. il n’existe pas de conséquence que le décideur souhaite éviter au maximum, mais 
toutes les conséquences sont négatives pour le décideur qui souhaite donc minimiser 
en moyenne les conséquences.  
 
En optimisation, la conséquence est modélisée par une fonction de coût, ce qui peut paraître 
restrictif car elle ne tient pas compte des impacts sociaux comme les rapports entre les clients 
et les fournisseurs. De plus, cette approche ne cherche pas à réduire les sources d’aléa, mais à 
réduire la ou les conséquences pour un aléa donné. Il faut noter que l’objectif « risk 
minimization » est minimal si la probabilité d’avoir un coût supérieur à une valeur critique est 
minimale. En revanche l’objectif de la minimisation de l’espérance mathématique est minimal 
si la conséquence moyenne sur l’ensemble des aléas est minimale.  
 
Dans la partie suivante, nous allons voir que la gestion des risques dans les chaînes logistiques 
est une démarche beaucoup plus globale et "continue", c'est-à-dire répétée perpétuellement.  
2.2.2. Démarche générale de gestion des risques 
La gestion des risques et la gestion des incertitudes au sein d’une chaîne logistique sont 
souvent regroupées dans le concept de Supply Chain Risk Management (SCRM). Le SCRM 
est une démarche de gestion des risques appliquée à la chaîne logistique. Selon la norme ISO 
(International Organization for Standardization, 2008, 2009), le management des risques est 
composé d’un ensemble d’« activités coordonnées dans le but de diriger et piloter un 
organisme (dans ce cas la chaîne logistique) vis-à-vis du risque ». La démarche est basée sur 
cinq processus principaux intégrés dans une démarche continue : 
 
? L’établissement du contexte (Establishing the context) permet de définir 
l’ensemble des paramètres externes ou internes au système qu’il faut prendre 
en compte, ainsi que les méthodes qui seront utilisées pour l’identification et 
l’évaluation ; 
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? L’identification des risques (Risk identification) est un « processus de 
recherche, de reconnaissance et description » des sources de risques, de 
leur(s) zone(s) d’impact, des évènements potentiels, de leurs causes et de 
leurs conséquences possibles. Le but est de construire une liste des risques 
potentiels. L'identification des risques peut faire appel à des outils classiques 
tels que des données historiques, des analyses théoriques, des avis d'experts 
et autres personnes compétentes, des brainstormings… ; 
? L’analyse des risques (Risk analysis) est un « processus mis en œuvre pour 
comprendre la nature d'un risque ». Il permet d’exprimer quantitativement ou 
qualitativement l’occurrence et les conséquences de chacun des risques 
préalablement identifiés. Classiquement, cette étape consiste à établir le 
niveau de risque, c'est-à-dire l’importance du risque « exprimée en termes de 
combinaison des conséquences et de leur vraisemblance » (par un produit le 
plus souvent) ce qui, dans le cas ou la vraisemblance est exprimée par une 
probabilité, revient à la définition du risque comme la conséquence multipliée 
par la probabilité ; 
?  L’évaluation des risques (Risk evaluation) est un processus dont le but est 
de proposer un cadre permettant de comparer les risques et de distinguer ceux 
qui devront être traités de ceux qui ne le seront pas, sur la base de critères 
définis lors de l’établissement du contexte. Une matrice des risques peut 
également être utilisée, qui fait figurer les conséquences et la vraisemblance 
(croyance en l’apparition de l’aléa) sur ces deux dimensions. Elle permet 
d’aider à classer et à visualiser des catégories de risques. C’est aussi à ce 
niveau que doit être prise en compte l’attitude de l’entité face au risque : 
goût, tolérance, aversion. Dans la norme, ces trois attitudes sont graduelles :  
« importance et type d’opportunité qu’elle est prête à saisir » (goût), « 
disposition à supporter le risque » (tolérance) et « attitude de rejet du risque » 
(aversion) ; 
? Le traitement des risques (Risk treatment) consiste à choisir une solution 
pour traiter le risque et à l'implémenter. Il est aussi défini comme un « 
processus destiné à modifier un risque ». La norme cite plusieurs exemples 
d’options possibles : 
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o éviter le risque : en ne s’engageant pas ou en stoppant la ou les 
activités associées. Il s’agit typiquement de la décision de ne pas aller 
à la plage avec une météo incertaine (go, no go ?) ; 
o supprimer la source de risque : ne pas emmener le jouet préféré pour 
éviter de le perdre ; 
o modifier la vraisemblance d’un évènement potentiel : tout type de 
maintenance préventive, telle que la vidange de la voiture ; 
o modifier la conséquence : faire voter une loi qui interdit ou limite le 
nombre d’habitations en zone inondable ; 
o partager le risque avec une autre partie : répartition consentie du 
risque avec d'autres parties (assurances, contrats…) ; 
o accepter le risque : « maintien du risque fondé sur un choix 
argumenté ». 
2.2.3. Classification des sources d’incertitude 
Chaque processus de la chaîne logistique est source de risque, que ce soit le processus de 
planification ou ceux de pilotage, d’approvisionnement, de production et de prévision de la 
demande. A cela s’ajoutent des risques externes à la chaîne logistique. (Ziegenbein et 
Nienhaus, 2004) classent les risques suivant les sources précédemment énoncées (Figure 
(14)) : 
? les risques de planification et de pilotage (Planning and control risks) sont 
issus de l’application (bonne ou mauvaise) des hypothèses, règles et 
procédures utilisées par l’entreprise pour planifier et piloter ses processus ; 
? les risques d’approvisionnement (Supply risks) sont associés aux fournisseurs 
et fournisseurs des fournisseurs lorsqu’ils sont incapables de livrer les 
composants pour respecter la demande ; 
? les risques de production (Process risks) sont liés aux interruptions des 
activités à valeur ajoutée effectuées par l’entreprise ; 
? les risques sur la demande (Demand risks) sont associés à la connaissance de 
la demande des clients sur laquelle s’aligne la chaîne logistique ; 
? les risques environnementaux (Environmental Risk) viennent de différentes 
sources externes qui sont en dehors de la sphère d’influence de l’entreprise, 
de ses clients et de ses fournisseurs. 
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Fig. 14. Catégories de risques de la chaîne logistique (Ziegenbein et Nienhaus, 2004) 
 
Les sources de risque diffèrent suivant le niveau de décision (stratégique : disparition d’un 
acteur de la chaîne, tactique : variations des prévisions de la demande, opérationnel : pannes/ 
rebut machines).  
(Gaonkar et Viswanadharn 2007) classe les risques suivant deux axes : le premier est le 
niveau de décision, le second traduit l’impact du risque (rupture dans la chaîne logistique ou 
variation des paramètres). Il distingue : 
? rupture ou perturbation : concerne une rupture de flux, telle qu’une 
perturbation physique dans les activités de production, stockage ou transport ; 
? déviation : il s’agit d’une variation de la demande, du temps de cycle ou des 
coûts de transport ou de production ; 
? désastre : peut être interprété comme une forme de rupture à caractère 
exceptionnel (« catastrophic ») concernant son apparition ainsi que son 
impact (« temporary irrecoverable »). Par exemple : attaque terroriste, 
catastrophe naturelle… 
 
Différents exemples de croisement de ces deux dimensions sont présentés dans le Tableau (2). 
 
 
48  
 
 
 Opérationnel Tactique Stratégique 
Déviation ? Variation de élai 
d'obtention 
? Variation de la 
demande 
? Variation de la 
demande prévue 
? Variation de la capacité de 
production 
? Changement du marché 
Rupture/
Perturbation
? Pannes/ Rebut 
Machines 
? Panne transport 
? Grève d’un acteur 
? Blocage d’un port 
? Disparition d’un acteur 
Tableau 2. Exemple de sources de risques (Gaonkar et Viswanadharn 2007) 
 
A partir de ces classements, nous allons donc pouvoir recenser les types de sources de risques 
auxquelles nous nous intéressons dans le cadre de cette thèse.  
2.3. Positionnement 
Dans cette thèse, nous nous focalisons sur le processus de calcul de plan d’approvisionnement 
dans le cas où le client produit en MTO ou ATO des produits personnalisables, son 
fournisseur gérant sa production en MTS. Le calcul d’un plan d’approvisionnement 
correspond au niveau tactique de la planification (le choix des fournisseurs étant fait au 
niveau stratégique, et la passation de commande au niveau opérationnel). 
 
Le contexte choisi (production en MTO ou ATO et produit personnalisable tardivement) rend 
difficile l'obtention de probabilités afin de quantifier les apparitions des aléas. Nous nous 
plaçons donc dans le cas où l’on ne dispose pas de probabilités, mais d'indications sur la 
vraisemblance de l’apparition des aléas. Dans le paragraphe §1.3, nous présentons des 
modèles de représentation des imperfections utilisables quand on ne peut pas disposer de 
probabilités.  
 
Selon la classification de (Gaonkar et Viswanadharn 2007), nous nous focalisons sur la 
gestion des risques de type "déviation" au niveau tactique. En ce qui concerne la classification 
de (Ziegenbein et Nienhaus 2004), nous nous centrons sur la gestion des risques du processus 
de planification, afin de limiter les risques d’approvisionnement côté client et ceux de la 
gestion de la demande côté fournisseur.  
Nous nous plaçons néanmoins dans un contexte de minimisation de coût (coût 
d’approvisionnement) qui pourra être formalisé (par utilisation d’un critère déterminé pour 
une fonction de coût donnée : chapitre 5) ou non formalisé (utilisant un ensemble 
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d’indicateurs proposés au décideur : chapitre 4). Nous nous situons donc dans une vision 
"gestion des risques" en optimisation, ce qui peut être vu comme une gestion locale des 
risques, et à moyen terme (on ne cherche pas à réduire les sources de risques mais les 
conséquences à moyen terme (le coût d’approvisionnement par exemple)).  
 
Nous pouvons donc considérer que nous abordons un problème de gestion des risques à 
moyen terme de façon locale, en nous concentrant sur la minimisation des coûts 
d’approvisionnement dans un contexte incertain. 
 
Nous allons donc étudier, dans le chapitre suivant, les modèles de représentation de 
l’incertitude, puis nous présenterons les méthodes de décision sur incertitude ; nous finirons 
par un état de l’art sur la planification sous incertitude dans les chaînes logistiques.  
3. Modèles de représentation des incertitudes 
Quand on considère les modèles proposés pour la représentation des incertitudes, on constate 
qu'il peut être difficile de distinguer clairement incertitude et imprécision, étant donné que les 
modèles peuvent représenter ces deux aspects sous des formes voisines. Dans cette partie, 
nous allons présenter différents modèles de représentation d’une information imparfaite. Nous 
insisterons aussi sur les relations entre ces différents modèles. 
?
La représentation la plus courante de l’incertitude (au sens large : incertitude et imprécision) 
consiste à attribuer une valeur à un évènement a de S, )(ag  dans l’intervalle unité. )(ag  
mesure ainsi la confiance de l’agent dans la vérité de la proposition av ? (définition 6) 
(Dubois et Prade 2006). 
 
Définition 10. g est une mesure de confiance si c’est une fonction monotone sur {0,1} 
satisfaisant les conditions suivantes : 0)( ??g , 1)( ?Sg  et la monotonie dans 
l’inclusion : )()(alorssi bgagba ?? . 
 
Cette mesure peut être appelée de manière générique "mesure de confiance" ; elle peut être 
une mesure de probabilité, de possibilité, de nécessité, de plausibilité, de croyance … etc.  
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3.1. Ensemble aléatoire 
Un ensemble aléatoire noté (m,F) est (Définition 11) un modèle général de représentation des 
incertitudes. Dans ce cas, on ne connaît pas les probabilités de chaque élément mais des poids 
de probabilités à répartir entre les éléments des sous-ensembles de S.  
 
Définition 11. Une distribution de masse (m, F) est une fonction ? ?1,0)(: ?Emm  des sous-
ensembles de S dans l’intervalle unité, non négative et normée 1)( ?? ?SE Em . Le sous-
ensemble E ayant une masse positive est appelé "ensemble focal" ; F est l’ensemble des 
éléments focaux. 
 
A partir de la distribution de masse, on peut calculer les mesures de plausibilité (notées : Pl) 
et de croyance (notées : Bel) qui sont les estimations supérieures (Pl) et inférieures (Bel) de la 
croyance en l’apparition de l’évènement (Shafer 1976) (Equations (20), (21)). En effet, la 
mesure de plausibilité représente à quel point l’évènement est plausible, alors que la mesure 
de croyance représente la certitude sur l’évènement. 
 
 ?
?
?
AEE
EmABel
,
)()(  (20) 
 ?
?
???
0,
)()(1)(
AEE
c EmABelAPl
?
 (21) 
 
A partir de ces deux mesures, on peut définir un ensemble de probabilités tel que : 
 
 )()()( aPlaPaBel ??  (22) 
 
3.2. Possibilité 
Les distributions de possibilités sont construites à partir d’intervalles de confiance d’un expert 
sur une variable. Par exemple, "je suis sûr que le temps de fabrication sera entre 14 et 20 
minutes, mais il sera vraisemblablement entre 16 et 18 mn". Il faut noter que plus 
l’information est imprécise, plus elle est sûre (si vous donnez l’ensemble des valeurs possibles 
de l’état du monde il est sûr que votre variable prendra une de ces valeurs). On peut donc 
évaluer ces ensembles par un niveau de possibilité (échelle allant de 0 à 1). Nous pouvons 
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donc construire une distribution de possibilités (Définition 12) : la distribution de possibilités 
représentant l’information de l’exemple est illustrée par la Figure (15).  
 
14 2016 18 minutes
possibilité
Ensemble des valeurs possibles
1
 
Fig. 15. Exemple de distribution de possibilités 
 
Définition 12. Une distribution de possibilités est une fonction ? ?1,0: ?S?  de l’espace S dans 
l’intervalle unité, telle que 1)( ?v?  pour au moins un élément de S. 
 
Une distribution de possibilités est un ensemble d’ensembles emboîtés 
M
AAAs ??? ...10 ??? avec 1...0 210 ????? M????  et A? est l’?-coupe définie par : 
 
 ? ?ixSxA i ??? ??? )(  (23) 
 
A partir de cette distribution, on peut calculer plusieurs mesures (Dubois et Prade 2006) telles 
que la possibilité et la nécessité (Equation (24) et (25)) avec cA  le complément de A :  
  
 )(sup)( xA
Ax
?
?
??  (24) 
 )(1)( cAA ????  (25) 
 
Ces mesures respectent des propriétés importantes : 
  
 )()(, aaSa ?????  (26) 
 ))(),(min()(,, BABASBA ?????? ?  (27) 
 ))(),(max()(,, BABASBA ?????? ?  (28) 
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Si a est certainement vrai, 1)( ?? a  donc 1)( ?? a  
Si a est certainement faux, 0)( ?? a  donc 0)( ?? a  
Si l’on ne sait pas, 0)( ?? a donc 1)( ?? a  
 
Un des intérêts de ce formalisme par rapport aux probabilités est son aptitude à représenter 
l'ignorance, et donc l'incomplétude de l'information. 
La distribution de possibilités est un cas particulier d’ensembles aléatoires et définit 
l’ensemble aléatoire (m,F) dont les ensembles focaux Ei de masse m(Ei) sont, pour i=1,…,M 
de telle sorte que (Dubois et Prade 1982) : 
 
 
? ?
??
??? ??
????
?1)(
)(
iii
ii
Em
AxSxE
i
??
?? ?  (29) 
 
Ces mesures sont donc les bornes de la probabilité de l’évènement : 
 
 )()()( aaPa ????  (30) 
 
3.3. Nuages 
En plus de la distribution de possibilités définissant l’ensemble des valeurs possibles, on peut 
disposer d'une information sur l’ensemble des valeurs qu’il est possible de ne pas avoir. Par 
exemple : il est possible que le temps de fabrication soit moins de 15 minutes et plus de 19 
minutes, et il est un peu moins possible qu’il soit entre 16 et 18. La Figure (16) représente le 
nuage défini par l’information sur les durées de fabrication possibles ? et les durées qu’il est 
possible de ne pas avoir 1-?. Un nuage est défini dans la (Définition 13). 
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14 2016 18 minutes
possibilité
?
?
15 19
Ensemble des valeurs possibles
1
 
Fig. 16. Exemple de nuage 
 
Définition 13. Un nuage est défini par une paire de distributions ? ?1,0: ?S?  et ? ?1,0: ?S? de 
l’espace S vers [0,1], telles que ? est inférieure à ? (i.e. ?? ? ) avec 1)( ?v?  pour au moins 
un élément de S, et 0)( ?v?  pour au moins un élément de S. ? et ? sont respectivement les 
distributions inférieure et supérieure du nuage. 
 
Comme une distribution de possibilités, un nuage peut être mis sous forme d’un ensemble 
aléatoire (m,F) dont les ensembles focaux Ei de masse m(Ei) sont, pour i=1,…,M (Destercke 
2008) : 
 
 
? ? ? ?? ?
??
?
??
?????
?1)(
)()(
iii
iii
Em
xxSxE
??
????
 (31) 
 
Il est possible de borner l’ensemble des probabilités de A par les mesures de nécessité et 
possibilité (Neumaier 2004) : 
 
? ? ? ?)(),(max)()()()(),(max 1**1 AAAPAPAPAA ???? ?? ????????  (32) 
 
3.4. Conclusion et positionnement 
Nous nous plaçons dans le cas d'un expert qui peut donner de l’information sous la forme 
d’intervalle de confiance. Le choix du modèle est donc entre les distributions de possibilités et 
les nuages. 
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Si l'on compare l’information donnée par une distribution de possibilités et un nuage, on a 
pour une distribution de possibilités des intervalles du type ? ?1,?  ou ? ??,0  pour les 
probabilités que l’évènement A se produise. En revanche, pour les nuages, les bornes de la 
probabilité pour que l’évènement A se produise sont de la forme ? ? ? ?1,0, ??? , ce qui donne 
une information plus riche. 
 
Par contre, l’addition des nuages tend vers une distribution de possibilités (Destercke 2008), 
ce qui rend son utilisation peu intéressante quand on envisage la propagation de l’incertitude 
dans un processus de planification, dans lequel les additions peuvent être nombreuses.  
Nous situant dans un contexte de planification, nous utiliserons donc des distributions de 
possibilités pour représenter l’information imparfaite. 
4. Décision sous incertitude 
La théorie de la décision est basée sur les axiomes de Savage (1972) ; sans rentrer dans le 
détail de ces axiomes, nous rappelons qu’un décideur rationnel respecte : 
1. le principe de la chose sûre (Définition 14) : si des décisions ont la même 
conséquence pour un état donné, la préférence entre les deux décisions ne dépend 
pas de cette conséquence. 
2. le principe de Pareto optimalité (Définition 15) : si une décision d est préférable 
ou indifférente par rapport à la décision b pour tous les états du monde possibles 
et qu’il existe un état ou la décision d et préférée à b, alors la décision d est 
préférée par le décideur à la décision b.  
Le respect (ou pas) de ces principes permet de classer les critères de décision.  
 
Définition 14. Si les décisions f et g ont la même conséquence pour un état s, la préférence 
entre les deux décisions ne dépend pas de cette conséquence ; si ),,..( 11 hff n?  est préféré à 
),,..( 11 hgg n? , alors )',,..( 11 hff n? est préféré à )',,..( 11 hgg n? . 
 
Définition 15. Si pour tout s, ))(())(( sbusdu ?  et qu’il existe s* tel que *))((*))(( sbusdu ? , 
alors d doit être préféré à b. 
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De plus, les critères de décision dépendent du degré d’optimisme du décideur, qui représente 
sa vision de l’incertitude. En d’autres termes, est-ce que la nature joue avec moi (optimiste) 
ou contre moi (pessimiste) ? 
 
Dans cette partie, nous allons faire suivre un exemple afin d’illustrer chaque critère et de faire 
ressortir leurs caractéristiques. 
 
Exemple : Soit un problème de choix de fournisseur pour la 
commande d’un produit : 
4 fournisseurs sont possibles : (F1 ; F2 ; F3 ; F4)  
4 états du monde sont possibles : 
? s1 : pas de retard 
? s2 : un jour de retard 
? s3 : deux jours de retard  
? s4 : trois jours de retard 
Le client supporte des surcoûts dus au retard de la livraison du 
fournisseur. L’utilité de la décision est donc l’opposé de ce surcoût. 
Le tableau (3) donne les utilités de chaque fournisseur pour les quatre 
états possibles.  
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  Etats Utilité client 
Fournisseur 1 s1 -200 
s2 -220 
s3 -220 
s4 -240 
Fournisseur 2 s1 -210 
s2 -220 
s3 -210 
s4 -230 
Fournisseur 3 s1 -210 
s2 -220 
s3 -220 
s4 -240 
Fournisseur 4 s1 -200 
s2 -210 
s3 -220 
s4 -230 
Tableau 3. Exemple d’un problème de décision sous incertitude 
 
Nous allons dans la suite analyser plusieurs critères de la littérature par rapport aux 
connaissances disponibles. 
  
4.1. Ignorance totale 
Dans ce cas, on ne sait rien sur l’état du monde. On considère que les états sont équipossibles 
c'est-à-dire qu’ils peuvent avoir une probabilité comprise entre 0 et 1.  
4.1.1. Critères Maximax, Maximin et d'Hurwicz 
Il existe trois critères basés sur les notions de maximisation de l’utilité de la décision : le 
Maximax, Maximin et le critère d'Hurwicz. 
 
Le Maximin, ou critère de Wald (1950), est très pessimiste car il choisit la décision qui 
maximise l’utilité minimale du décideur sur S. Il est défini par l’équation : 
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 ))((minmax sdu
SsDd ??
 (33) 
 
Le Maximax, quant à lui, est un critère optimiste car il choisit la décision qui maximise 
l’utilité maximale du décideur sur S. Il est défini par l’équation : 
 
 ))((maxmax sdu
SsDd ??
 (34) 
 
Entre les deux critères précédents, le critère d'Hurwicz propose une pondération entre le 
critère pessimiste et le critère optimiste. Il est défini par l’équation : 
 
 ? ?))((max)1())((minmax sdusdu
SsSsDd ???
???? ?  (35) 
 
Exemple : Appliquons ces critères à notre exemple : 
 (En italique dans le tableau : les utilités optimales quand on applique 
le critère Maximin, et en gras les utilités optimales quand on applique 
le critère Maximax).  
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  Etats Utilité client 
Fournisseur 1 s1 -200
s2 -220 
s3 -220 
s4 -240 
Fournisseur 2 s1 -210 
s2 -220 
s3 -210 
s4 -230 
Fournisseur 3 s1 -210 
s2 -220 
s3 -220 
s4 -240 
Fournisseur 4 s1 -200
s2 -210 
s3 -220 
s4 -230 
Tableau 4. Résultats pour les critères Minmax et Maximax  
 
Ces critères subissent ce que l’on appelle « l’effet de noyade », ce qui 
signifie que ces critères laissent un très grand nombre d’alternatives, 
pourtant très différentes, non distinguables les unes des autres, alors 
qu’elles le sont pour le décideur. Considérons le cas de notre exemple. 
Le critère Maximax ne distingue pas les choix F1 et F4 alors que leurs 
utilités sont les mêmes pour les états s1 et s3, mais que l’utilité de F4 
est supérieure à l’utilité de F2 pour les états s2 et s4. Le fournisseur F4 
est donc intuitivement meilleur que le fournisseur F1. Ces critères ne 
satisfont ni le principe de « Pareto optimalité » (définition 14) 
(justification précédente) ni le principe de la chose sûre (définition 15) 
car si l’on remplace l’utilité de l’état s1 pour les fournisseurs F1 et F4 
(qui est -200 dans cet exemple) par -1000, le critère Maximax 
distinguera le choix F1 et F4 alors que leur utilité pour cet état est la 
même.  
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4.1.2. Regret 
Le critère de minimisation du regret signifie que l’on souhaite minimiser le regret que l’on 
pourrait avoir une fois que l’état du monde est connu. Ce critère calcule donc la différence 
entre l’utilité de la décision idéale (d*) dans un état s et l’utilité de la décision d (Equation 
(36)). 
 
 ? ?))(())((maxmaxmin *
*
sdusdu
DdSsDd
?
???
 (36) 
 
Exemple : Nous appliquons ce critère à notre exemple : 
Pour le scénario S1 du fournisseur F1, le calcul du regret consiste à 
chercher pour le scénario S1 le coût de la solution optimale (celle qui 
maximise l’utilité) et d'y enlever le coût de la décision choisie (dans 
notre cas, la décision F1). On a donc le coût de la solution optimale 
égal à -200 et le coût de la décision F1 pour le scénario S1 égal à -200. 
Le regret est donc de (-200)-(-200)=0. Le tableau (5) récapitule les 
résultats pour le critère MinmaxRegret. 
 S1 S2 S3 S4 
F1 -200+200=0 -210+220=10 -210+220=10 -230+240=10 
F2 -200+210=10 -210+220=10 -210+210=0 -230+230=0 
F3 -200+210=10 -210+220=10 -210+220=10 -230+240=10 
F4 -200+200=0 -210+210=0 -210+220=10 -230+230=0 
Tableau 5. Résultat pour le critère MinmaxRegret 
 
Dans cet exemple, on ne peut choisir entre aucun des fournisseurs. On 
voit bien que ce critère et aussi sujet au problème de noyade et ne 
satisfait ni le principe de la chose sûre ni le principe de « Pareto 
optimalité ».  
 
Le regret cherche à minimiser la dégradation d’un critère due à l’incertitude sur les états du 
monde, ce qui est une recherche de robustesse. La minimisation de ce critère cherche donc à 
limiter les « risques » à impact négatif dans un contexte d’ignorance totale. Ce critère est 
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utilisé dans les problèmes d’optimisation sous incertitude comme critère de robustesse (Roy 
2010) lorsque les incertitudes sur les variables sont des scénarios discrets ou des intervalles.  
4.1.3. Leximin et Leximax 
Ces critères consistent à classer les utilités par ordre lexicographique (on classe les utilités par 
ordre croissant) d’une décision d sur S et à les comparer, en choisissant soit le min (Leximin) 
soit le max (Leximax). 
 
Exemple : Nous appliquons le critère Leximin à notre exemple : 
F1 : (-240 ;-220 ;-220,-200), 
F2 : (-230 ;-220 ;-210 ;-210), 
F3 : (-240 ;-220 ;-220 ;-210), 
F4 : (-230 ;-220 ;-210 ;-200). 
On compare les utilités minimales des décisions et on garde les 
décisions qui ont les utilités les plus élevées. Il nous reste donc : 
F2 : (-230 ;-220 ;-210 ;-210) et F4 : (-230 ;-220 ;-210 ;-200) 
Afin de pouvoir choisir entre les deux fournisseurs, on enlève la 
première utilité et on compare jusqu'à que l’on puisse les distinguer : 
F2 : (-230 ;-220 ;-210 ;-210) et F4 : (-230 ;-220 ;-210 ;-200) 
F2 : (-230 ;-220 ;-210 ;-210) et F4 : (-230 ;-220 ;-210 ;-200) 
F2 : (-230 ;-220 ;-210 ;-210) et F4 : (-230 ;-220 ;-210 ;-200) 
On choisit donc F4, puisque le fournisseur F2 a les mêmes utilités que 
F4 pour les trois plus faibles valeurs, et une utilité plus faible pour la 
dernière. 
 
Les critères Leximin et Leximax raffinent les critères Maximin et Maximax dans le sens où 
une solution optimale suivant le critère LexX est optimale suivant le critère MaxiX mais 
l’inverse n’est pas vrai. De façon plus formelle :  
 
 bdbd LexiMaxi ?? ?  (37) 
 
Ces critères respectent le principe de la chose sûre, contrairement aux critères précédemment 
présentés.  
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4.1.4. Principe de Laplace 
Ce critère vise à minimiser l’utilité moyenne du décideur S (Equation (38)), quels que soient 
les extrema.  
 
 
??
??
?
?
??
??
?
??
?
? S
sdu
Ss
Dd
))((
max  (38) 
 
Exemple : Nous appliquons le critère de Laplace à notre exemple : 
F1=(-200-220-220-240)/4=-220 ; F2=217,5 ; F3=222.5 ; F4=215 
On choisit donc le fournisseur 4. 
 
Il faut noter que ce critère ne distingue pas les décisions ayant pour conséquence (-u, u) et 
(0,0) quelle que soit la valeur de u puisque ces deux décisions ont la même moyenne (0). Ce 
critère est basé sur la maximisation de la moyenne qui peut être souhaitée dans le cas de 
décision répétée car la moyenne pourra être finalement atteinte (on a –u puis u puis u puis –u 
on a donc une utilité moyenne de 0). En revanche, dans le cas d’une décision unique, ce 
critère n’est pas utilisable car la moyenne ne sera pas atteinte ; on aura une valeur possible, 
par exemple -u ou u, mais jamais 0. 
4.2. Connaissance incomplète 
Une connaissance incomplète graduelle est telle que nEEEs ...21 ???  avec Ei plus possible 
que Ei+1, L’ensemble des Ei est donc une distribution de possibilités. On peut donc attribuer à 
l’état s un niveau de possibilité et un niveau de nécessité. Nous allons dans un premier temps 
décrire deux critères généraux, puis expliquer comment les utiliser quand on connait des 
niveaux de possibilité et de nécessité sur les états du monde. 
4.2.1. Intégrale de Sugeno 
L’intégrale de Sugeno (Sugeno 1974) nécessite une mesure de confiance ? (définition 6) sur 
les états du monde et une fonction d’utilité u telle que : 
? ?1,0: ?LS ??  
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? ?1,0: ?LXu ?  
Les informations fournies sont des informations ordinales. L’utilité est donc comprise entre 0 
et 1, elle représente la satisfaction de la décision (0 pas satisfait, 1 totalement satisfait) ce qui 
permet de comparer la mesure d’utilité avec la mesure de confiance sur un évènement. 
 
L’intégrale de Sugeno est définie par : 
 
 ? ?)(,minmax)(, ??? ?? FdSug Lu ??  (39) 
 avec ? ?? ??? ?? )(, sdusF  
 
F? est l’ensemble des états ayant une utilité d’au moins ?. 
 
Le critère est donc de choisir la décision qui maximise l’intégrale de Sugeno. Dans le cas de 
connaissance incomplète, les mesures de confiance sont la mesure de possibilité et la mesure 
de nécessité. L’intégrale de Sugeno peut être déclinée selon deux critères : un critère optimiste 
avec la mesure de possibilité (Equation (40)) et un critère pessimiste avec la mesure de 
nécessité (Equation (41)). 
  
 ? ?)(,minmax)( ?? ? FdU Lopt ?? ?  (40) 
 ? ?)(,minmax)( ?? ? FdU Lpes ?? ?  (41) 
 
L’intégrale de Sugeno est la généralisation des critères Maximin (critère pessimiste) et 
Maximax (critère optimiste). 
 
Exemple : Nous considérons toujours le même exemple, mais nous 
ajoutons une connaissance du client sur les possibilités que le 
fournisseur soit en retard. Nous avons donc une distribution de 
possibilités sur les états du monde pour chaque fournisseur, telle que : 
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 S1 S2 S3 S4 
F1 ?=0.5  ?=1  ?=0.8  ?=0.5  
F2 ?=1  ?=1  ?=0.5  ?=0.2  
F3 ?=1  ?=0.2  ?=0.2  ?=0.1  
F4 ?=0.3  ?=1  ?=0.2  ?=0.2  
Tableau 6. Niveau de possibilité de chaque scénario  
 
De plus, pour utiliser l’intégrale de Sugeno, nous devons traduire les 
utilités du décideur dans une échelle 0 et 1. Pour cela, considérons 
(dans le cas de cet exemple) une fonction d’utilité linéaire (ce qui est 
une normalisation des coûts) dans laquelle nous attribuons un niveau 
de satisfaction de 1 à l’utilité la plus grande (-200) et 0 à l’utilité la 
plus petite (-240). 
  
 S1 S2 S3 S4 
F1 u=1 u=0.5 u=0.5 u=0 
F2 u=0.75 u=0.5 u=0.75 u=0.25 
F3 u=0.75 u=0.5 u=0.5 u=0 
F4 u=1 u=0.75 u=0.5 u=0.25 
Tableau 7. Utilité de chaque scénario 
Nous notons Fi=[( )(
1?F? , 1? ) ;… ; ( )( mF?? , m? ) ] 
Avec m??? ??? ...21  
Pour le critère optimiste, nous avons : 
F1=[(1,0) ; (1,0.5) ; (0.5,1)]. On prend donc le minimum entre  )(
i
F??  
et i?  pour i=1…m. On obtient F1=[(0) ;(0.5) ;(0.5)] et on choisit le 
maximum : on a donc 0.5. 
F2=[(1,0.25) ; (1,0.5) ; (1,0.75)] donc 0.75, 
F3=[(1,0) ; (1,0.5) ; (1,0.75)] donc 0.75, 
F4=[(1,0.25) ; (1,0.5) ; (1,0.75) ; (0.3,1)] donc 0.75. 
Les fournisseurs 2, 3 et 4 sont donc équivalents. 
 
Pour le critère pessimiste, nous avons : 
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F1=[(1,0) ; (0.5,0.5) ; (0,1)]  donc 0.5, 
F2=[(1,0.25) ; (0.8,0.5) ; (0,0.75)] donc 0.5, 
F3=[(1,0) ; (0.9,0.5) ; (0.8,0.75) ] donc 0.75, 
F4=[(1,0.25) ; (0.8,0.5) ; (0.8,0.75) ; (0,1)] donc 0.75. 
On choisit donc F3 ou F4. 
On remarque que ces critères ont la même caractéristique que le 
Maximin et Maximax : ils sont sujets à l’effet de noyade. 
 
4.2.2. Intégrale de Choquet 
On construit l’ensemble ? ?
mjj ..1?? à partir du classement par ordre croissant des utilités 
possibles tel que m??? ??? ...21  
 ? ? ? ?? ? ? ??? 1... 1)( mj jj jFdCh ????  (42) 
 avec ? ?? ?jsdusF j ?? ?? )(,  
 
L’intégrale de Choquet  (Choquet 1955) est une généralisation de l’utilité espérée (si ? est une 
probabilité) qui permet de calculer l’utilité espérée minimale et maximale en fonction de la 
mesure de confiance utilisée (inf=>min ; sup=>max). Dans le cadre de la théorie des 
possibilités, l’utilité minimale est définie pour la mesure de nécessité (Equation (43)) et la 
maximale pour la mesure de possibilité (Equation (44)).  
 ? ? ? ?? ? ? ???? 1... 1min )( mj jj jFdEU ???  (43) 
 
 ? ? ? ?? ? ? ???? 1... 1max )( mj jj jFdEU ???  (44) 
 
Exemple : Nous calculons l’espérance mathématique optimiste dans le 
cadre de l’exemple (Tableau (8)). Pour le fournisseur F1 on a : 
)S1(200)S3etS2(220)S4(240 321 ???????? ???  
et  
? ? 1)S1S2S3S4(
1
??????? ?F  
? ? 1)S1S2S3(
2
?????? ?F  
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? ? 5.0)S1(
2
???? ?F  
 
1?  2?  3?  4?  
F1=-210 (-240)*1 (-220+240)*1 (-200+220)*0.5  
F2=-215 -230*1 (-220+230)*1 (-210+220)*0.5  
F3=-210 -240*1 (-220+240)*1 (-210+220)*1  
F4=-207 -230*1 (-220+230)*1 (-210+220)*1 -(200+210)*0.3 
Tableau 8. Résultat pour l’espérance mathématique optimiste 
 
On choisit donc le fournisseur 4. 
 
Comme le critère de Laplace dans le cas d’ignorance totale, ces critères sont basés sur l’idée 
de moyenne et ne sont utilisables que pour des décisions répétées et compensatoires. 
4.2.3. Une règle ordinale de décision sans commensurabilité 
Dans l’intégrale de Sugeno, les mesures de confiance et les mesures d’utilité sont 
comparables, c'est-à-dire que ? ?))((),(min sfus?  a un sens, ce qui n’est pas toujours le cas.  
Dans ce cas, le décideur dispose de relations de confiance entre les évènements et d'une 
relation de préférence entre les conséquences, notée P? . Dans le cas de la théorie des 
possibilités, on a donc une relation de possibilité ??  telle que BA ?? signifie que 
l’évènement A est plus possible que l’évènement B. 
La règle de décision est alors de choisir la décision qui est préférée pour l’état le plus 
possible. En d’autres termes, gf ?  si est seulement si ? ? ? ?fggf PP ????? ?  avec 
gf P??  étant l’abréviation de )()(, sgsfs P?? . 
Il faut noter que cette règle de décision correspond à une prise de décision par ordre 
lexicographique car, si pour le niveau le plus possible A et B sont indifférents, on considère 
ensuite le niveau de possibilité inférieur. 
 
Exemple : Appliquons cette méthode de décision à notre exemple : 
Cette fois, nous avons des relations de possibilités entre les états du 
monde : 
F1 : s2 ?? s3 ?? s1 ?? s4 ; 
F2 :s2 ?? s1 ?? s3 ?? s4 ; 
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F3 :s1 ?? s2 ?? s3 ?? s4 ; 
F4 : s2 ?? s1 ?? s3 ?? s4. 
On compare donc les utilités u(F1(s2))=-220, u(F2(s2))=-220, 
u(F3(s1))=-210, u(F4(s2))=-210. Comme u(F3(s1)) = u(F4(s2)), on 
considère le niveau de possibilité inférieur : u(F3(s2))=-220 
u(F4(s1))=-200 
On choisit donc le fournisseur 4. 
 
4.3. Conclusion 
Dans cette partie, nous avons présenté un ensemble de critères de choix sous incertitude. Ces 
critères dépendent du niveau de connaissance dont nous disposons mais aussi du niveau 
d’incertitude du décideur. On peut classer ces critères dans deux grandes catégories : 
? Critères basés sur les extremums (Maximin, intégrale de Sugeno) 
? Critères basés sur la moyenne (Laplace, Intégrale de Choquet) 
5. Planification sous incertitude dans les chaînes logistique 
Après avoir caractérisé les incertitudes et nous être positionnés par rapport à la gestion des 
risques dans les chaînes logistiques, nous allons nous concentrer sur le problème de 
planification sous incertitudes. Dans un premier temps, nous allons étudier les incertitudes 
entachant la planification dans les chaînes logistiques, puis nous ferons un état de l’art sur les 
méthodes de gestion des incertitudes en planification au sein des chaînes logistiques.  
5.1. Incertitudes impactant la planification au sein de chaînes logistiques 
Cette partie propose une analyse plus détaillée des variables de planification au sein d’une 
chaîne logistique, avec l’impact qui leur est associé (sans référence à la méthode de gestion et 
au modèle de représentation : probabilité ou possibilité).  
5.1.1. Types d’incertitudes en planification au sein de chaînes logistiques 
Dans cette partie, nous allons en particulier nous appuyer sur les états de l’art de (Peidro et al. 
2009 (a)) et (Dolgui et Prodhon 2007) pour lister les incertitudes prises en compte en 
67  
 
planification sous incertitude dans les chaînes logistiques. Nous présenterons par la suite 
différentes méthodes de gestion des incertitudes permettant de traiter ces incertitudes.  
On peut distinguer trois grandes catégories d’incertitudes (Peidro et al. 2009 (a)) :  
? l’incertitude sur la demande,  
? l’incertitude sur le système de production (temps de fabrication),  
? l’incertitude due à l’approvisionnement (temps d’approvisionnement).  
 
A partir de cet état de l’art, nous pouvons faire deux analyses. 
La première concerne les types d’incertitudes considérés dans la littérature. On se rend 
compte qu’en planification tactique, l’incertitude sur la demande est très largement prise en 
compte (41/47 sur articles dans (Peidro et al. 2009 (a))  et 17/25 dans (Dolgui et Prodhon 
2007)), alors que la prise en compte des incertitudes sur le système de production est moindre 
(respectivement 10/47 articles et 12/25), et la prise en compte des incertitudes sur 
l’approvisionnement encore plus faible (6/47 articles).  
 
L’autre analyse concerne la prise en compte de plusieurs sources d’incertitudes en même 
temps. En effet, seulement 19% des articles analysés dans (Dolgui et Prodhon 2007) prennent 
en compte l’incertitude sur la demande et l’incertitude sur les temps d’obtention dans la 
méthode MRP. En moyenne, 60% des articles traitent une source d’incertitude, 30% deux 
sources et seulement 10% traitent les trois sources d’incertitudes. 
5.1.2. Impact des incertitudes 
Bien que notre client soit en MTO ou ATO, ses fournisseurs perçoivent des variations de la 
demande dues à du retard dans l’assemblage final ou au changement tardif sur le choix des 
composants personnalisables. Ces variations s’amplifient tout au long de la chaîne. Ce 
phénomène est bien connu dans une chaîne logistique et il est appelé l’effet "coup de fouet" 
(« Bullwhip effect (BWE) ») (Lee et al. 1997). En plus des variations sur la demande, 
l’incertitude sur les temps d’obtention (temps de production ou temps d’approvisionnement) 
dans la méthode MRP a un impact important sur la performance du système et peut aussi 
engendrer un effet de type BWE (Agrawal et al. 2009), (So et Zheng 2003) et (Dolgui et 
Prodhon 2007).  
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Les variations des données du problème de planification résultant de l'incertitude ont 
habituellement pour conséquence la création de stocks obsolètes et des retards au niveau de 
l’approvisionnement, conséquences directes du BWE.  
 
Après avoir identifié les variables qui sont soumises à des variations (demande, système de 
production, approvisionnement) et leurs impacts (stock obsolète, retard dû à un manque de 
composant), nous allons présenter les méthodes de gestion des incertitudes en planification 
dans le paragraphe suivant. 
5.2. Utilisation de la théorie des Possibilités en planification sous 
incertitude dans les chaînes logistiques 
Dans les parties précédentes, nous avons présenté les types d’incertitudes qui peuvent 
influencer le système de planification de la production ainsi que des modèles mathématiques 
de représentation des incertitudes.  
Dans cette section, nous allons donc faire un état de l’art sur les méthodes de planification 
sous incertitude utilisant des distributions de possibilités pour représenter les incertitudes. 
Le calcul d’un plan d’approvisionnement dans un contexte MTO ou ATO/MTS sous 
incertitude peut être assimilé à un problème de Lot Sizing (LSP), car à partir d’un ensemble 
de besoins nets possibles, on cherche une quantité précise à approvisionner, ce qui est 
équivalent à choisir une quantité à produire pour satisfaire une demande incertaine. Cette 
affirmation sera justifiée plus amplement dans le chapitre suivant.  
De ce fait, nous n’aborderons pas ici les problèmes d’ordonnancement, mais les problèmes de 
type Lot Sizing (LSP).  
Dans un premier temps, nous allons clarifier la différence entre préférence (ou flexibilité) et 
incertitude, puis nous présenterons des approches utilisant des distributions de possibilités 
pour représenter des données incertaines.  
 
On peut classer les travaux dans ce domaine en trois grandes classes, selon la façon avec 
laquelle l’incertitude est traitée :  
? La première approche défuzzifie (en utilisant une fonction qui attribue une valeur 
précise à une distribution de possibilités) a priori les distributions de possibilités 
suivant différents critères. 
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? la deuxième s’appuie sur la propriété des distributions de possibilités selon laquelle 
une distribution de possibilités représente un ensemble de distributions de probabilités. 
Dans cette approche, le décideur choisit donc a priori une distribution de probabilités 
parmi celles de l’ensemble des distributions de probabilités possibles, suivant 
différents critères. 
? la troisième approche consiste à trouver une solution nécessaire optimale. Cette 
approche n’a pas été encore développée pour les problèmes de type LSP. Elle consiste 
à minimiser le coût maximal possible (critère Minmax) ou le regret maximal possible 
(approche MinmaxRegret) (cf : §4.1.) en considérant tous les scénarios possibles 
générés à partir des données incertaines.  
5.2.1. Clarification préférence/incertitude  
Dans la littérature, il est parfois difficile de distinguer ce que les ensembles flous 
représentent : préférence ou incertitude. Nous proposons dans cette partie de clarifier les 
différences fondamentales entre ces deux concepts et présentons les concepts de contraintes 
floues et d’objectifs flous afin d’illustrer les notions de préférence et d’incertitude. 
  
Les ensembles flous (Zadeh 1975) peuvent être utilisés pour représenter différents concepts : 
flexibilité, préférence, incertitude.  
Lorsqu’on veut modéliser de la flexibilité sur une contrainte ou sur la valeur prise de la 
fonction coût, les valeurs d’une variable ou d’un objectif sont évaluées par un niveau de 
préférence.  
Lorsqu’on est en présence d’incertitude, les valeurs d’une donnée sont évaluées par des 
niveaux de possibilités. Ces types particuliers d'ensembles flous sont appelés distributions de 
possibilités (Dubois et Prade 1999).  
La différence fondamentale entre la flexibilité et l’incertitude a été discutée dans (Dubois et 
al. 2003) pour les problèmes d’ordonnancements en général.  
 
Nous allons présenter deux concepts utilisés en planification de la production de type LSP : 
1. Contraintes flexibles (préférences sur une variable), 
2. Fuzzy goal programming (préférences sur les valeurs que peut prendre la fonction de 
coût). 
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L’optimisation sous contraintes flexibles permet de modéliser les degrés de liberté sur une 
contrainte. Par exemple, Mula et al. (2006) rendent flexible la contrainte de capacité pour un 
problème de planification du type MLLSP. L’objectif est donc de chercher une solution au 
coût minimal qui satisfasse au mieux les contraintes de capacité. 
 
Le "Fuzzy goal programming" permet de modéliser de la flexibilité sur l’objectif que la 
fonction de coût doit atteindre ; la satisfaction est proportionnelle à la distance entre le coût de 
la solution et l’objectif, le but étant de maximiser le degré de satisfaction. (Selim et al. 2008) 
utilise cette approche pour modéliser un problème de planification (production / distribution) 
dans une chaîne logistique collaborative au sein de laquelle chaque acteur a un objectif 
personnel. Ces travaux utilisent différents critères d’agrégation des fonctions objectifs pour 
trouver une solution satisfaisant les objectifs de chaque acteur en fonction du niveau 
d’intégration de la chaîne logistique. 
 
Dans la suite de ce travail, nous nous focaliserons sur la décision sous incertitude et donc sur 
l’utilisation des ensembles flous pour modéliser l’incertitude, et non sur les préférences. 
5.2.2. Utilisation des fonctions de classement de nombres flous en 
planification 
Un grande partie de la littérature (Liang 2008), (Peidro et al. 2009 (b)) , (Peidro et al. 2010), 
(Liang et Cheng 2009), (Wang et Liang 2005) étudie des problèmes du type CLSP et 
considère des valeurs incertaines qui sont défuzzifiées avant optimisation. La défuzzification 
est effectuée en utilisant des fonctions de classement d’ensembles flous (centre de gravité 
(Figure (17)), rapport des surfaces…) (Yager 1981).  
Le problème linéaire considère les variables dépendantes telles que le niveau de stock et le 
niveau de rupture comme des variables de décision.  
En défuzzifiant au préalable les incertitudes sur la demande, les interactions entre les 
variables (demande, stock et rupture) ne sont pas prises en compte. Nous illustrons nos propos 
dans l’exemple suivant. 
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Exemple : 
Soit une demande incertaine comprise entre 1 et 11. On choisit de 
produire 11 : le niveau de stock incertain à la fin de la période peut 
donc être compris entre 0 et 10.  
Si on défuzzifie la demande au préalable en utilisant la moyenne 
(centre de gravité d’un ensemble classique), la demande est égale à 6 
et le stock est dans ce cas égal à 5 (avec un coût de stockage égal à 1, 
le coût de la solution production égale à 11 est de 5). Pourtant, il peut 
être de compris entre 0 et 10. La défuzzification au préalable fait donc 
perdre de l’information sur les coûts possibles. 
Si maintenant la demande est comprise entre 5 et 7 pour une 
production de 11, la valeur de la fonction de coût du modèle 
défuzzifié est la même que pour une demande comprise entre 1 et 11, 
ce qui n’est pas vrai, car on a un coût compris entre 4 (si la demande 
est de 5) et 6 (si la demande est de 7). Le modèle défuzzifié ignore 
l’imprécision alors qu’au départ il utilise les distributions de 
possibilités pour la prendre en compte, ce qui est contradictoire. 
 
Du point de vue de la gestion des incertitudes, cette approche ne prend pas en compte 
l’imprécision, puisque le coût d’une solution est le même quelque soit l’imprécision, tant que 
la valeur défuzzifiée reste la même.  
 
Une autre partie de la littérature propage l’incertitude et utilise une fonction de classement sur 
le coût pour choisir une solution.  
Pai (2003) propage ainsi l’incertitude dans l’algorithme de résolution de (Floran et Klein 
1971) pour résoudre le problème de « Capacity lot sizing » avec des capacités de production 
incertaines. Pour cela, il calcule dans un premier temps des tailles de lots de lancement floues 
avec leur coût respectif, puis choisit la solution optimale en utilisant une fonction de 
classement. Lorsque la solution est choisie, il défuzzifie les tailles de lots. Cette méthode est 
intéressante car elle propage l’incertitude dans l’algorithme de résolution et prend donc en 
compte les interactions entre les variables (la taille de lot devient floue).  
(Kao et Hsu 2002) propose une méthode pour calculer la taille de lot économique (Economic 
Order Quantity) pour un problème de planification à une période en prenant en compte 
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l’incertitude sur la demande. Les auteurs propagent l’incertitude de la demande dans les coûts 
de stockage et de rupture puis choisissent une solution en utilisant une fonction de classement. 
Cette méthode est intéressante car elle garde l’incertitude jusque dans la fonction de coût et 
prend bien en compte les possibilités de stocks et de rupture dues au choix d’une quantité 
précise. 
On peut noter que le résultat obtenu en utilisant une fonction de classement peut être difficile 
à interpréter. Prenons l’exemple illustré dans la Figure (17), où la fonction de classement est 
le centre de gravité de la distribution (une distribution est considérée comme supérieure à une 
autre si l’abscisse de son centre de gravité est supérieur à celui de l'autre). Nous avons deux 
distributions : D1 représentée en rayé et D2 représentée en quadrillé. Le centre de gravité D1 
et inférieur à celui de D2. La distribution D1 est donc inférieure à D2 alors que pour certaines 
valeurs, D1 est supérieur à D2. L’utilisation de la fonction de classement ne donne aucune 
vision sur ces informations, il est donc difficile d’interpréter le résultat.  
 
Calcul du centre de 
gravité de la distribution 
de possibilité
abscisseabscisse
Possibilités 
 
Fig. 17. Exemple de fonction de classement 
 
5.2.3. Optimisation sous incertitude inspirée de l’optimisation stochastique 
Une distribution de possibilités représentant un ensemble de distributions de probabilités (cf : 
§3.2), une partie de la littérature applique les modèles d’optimisation stochastique aux 
distributions de possibilités. Dans cette partie, nous allons faire un état de l’art sur ces 
modèles et sur leur application aux problèmes de planification tactique. 
5.2.3.1. Modèles d’optimisation 
Une distribution de possibilités représente un ensemble de distribution de probabilités. La 
Figure (18) représente quelques fonctions cumulatives appartenant à la distribution de 
possibilités. Certaines de ces fonctions ont un nom : 
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? la nécessité, qui est la borne inférieure des distributions de probabilités (1), 
? la possibilité, qui est la borne supérieure des distributions de probabilités (2), 
? la crédibilité, qui est la distribution moyenne entre la possibilité et la nécessité (4). 
 
D’autres n’ont pas de nom, comme celle montrée en (3) dans la Figure (18). Les fonctions 
cumulatives de probabilités modélisées par une distribution de possibilités sont toutes celles 
qui respectent les contraintes sur la probabilité (( ? ? )()Pr( AAA ???? ) induites par la 
distribution de possibilités sur chaque ensemble.  
4
3
2
1
 
Fig. 18. Exemple de fonctions cumulatives de probabilités modélisées 
par une distribution de possibilités  
 
(Liu 2002) présente un état de l’art sur les approches d’optimisation sous incertitude et 
identifie : 
? l’approche « chance constrained » (Charnes et Cooper 1959), 
? l’approche de l’espérance mathématique, 
? et l’approche « risk minimisation » appliquée aux distributions de possibilités.  
 
L’approche chance constrained permet de modéliser des contraintes sous incertitude pour 
lesquelles le décideur choisit avec quel "niveau de chance" cette contrainte doit être respectée. 
La fonction de chance dans la théorie des possibilités peut être la possibilité, la nécessité ou 
une combinaison linéaire des deux, comme la crédibilité (moyenne). L’utilisation de la 
possibilité signifie que l’on souhaite que la contrainte soit possiblement respectée pour un 
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niveau donné de probabilité. En revanche, la nécessité signifie que l’on veut être sûr que la 
contrainte soit respectée pour un niveau choisi de probabilité. La crédibilité s’intéresse quant 
à elle à la valeur moyenne.  
 
L’approche de l’espérance mathématique cherche à minimiser (maximiser) l’espérance 
mathématique de la fonction objectif. Cette approche est intéressante dans le cas de décisions 
répétées étant donné qu’elle optimise la valeur moyenne. Dans le cas où l’incertitude est 
représentée par des distributions de possibilités, l’espérance mathématique devient un 
intervalle avec comme borne inférieure l’espérance mathématique pour la fonction de 
possibilité et la borne supérieure pour la fonction de nécessité. Il est possible de réduire cet 
intervalle en prenant la valeur moyenne. De même que pour le chance constrained, le choix 
que l’espérance mathématique utilisée change le critère de décision. Si le décideur est 
optimiste sur l’espérance mathématique, il choisira de minimiser l’espérance mathématique 
minimale, en revanche si le décideur est pessimiste, il minimisera l’espérance maximale. 
C’est une généralisation des critères Minmax et Maxmin à l’espérance mathématique. 
 
L’approche risk minimisation cherche à minimiser le risque d’avoir une conséquence critique 
en minimisant la probabilité d’apparition de cette conséquence.  
Cette approche peut être vue dans le cas de décisions sous incertitude comme une application 
du goal programming. L’utilisation des possibilités signifie que l’on souhaite que l’objectif 
soit possiblement respecté pour un niveau donné de probabilité. En revanche, la nécessité 
signifie que l’on veut être sûr que l’objectif soit respecté pour un niveau choisi de probabilité. 
La crédibilité s’intéresse quant à elle à la valeur moyenne. 
Le tableau (9) synthétise les approches avec leur formalisation mathématique (pour les 
fonctions de possibilité et nécessité).  
  
Chance constrained Espérance mathématique Risk minimisation 
 
? ? ???? BXA ~~  ou 
? ? ???? BXA ~~  
]~[min * XCE  ou 
]~[min * XCE  
avec 
? ?]~[];~[]~[ ** XCEXCEXCE ?  
? ? ??? ??? XCts ~..min  
ou ? ? ?? ??? XC~  
Tableau 9. Synthèse des modèles mathématiques 
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5.2.3.2. Utilisation en planification 
Les approches précédemment présentées (chance constrained, espérance mathématique et risk 
minimisation) ont été utilisées en planification de la production. Dans cette partie, nous 
présenterons un état de l’art sur l’utilisation de ces approches pour les problèmes de type 
CLSP.  
 
En ce qui concerne l’approche chance constrained, (Panda et al. 2008) propose une méthode 
de calcul de la quantité économique (Economic Order Quantity) pour les problèmes de 
planification multi-produits avec contraintes de capacité, quand la demande est stochastique et 
que la capacité est une distribution de possibilités triangulaire. La contrainte de capacité est 
soit une contrainte possible (contrainte utilisant le niveau de possibilité) soit une contrainte 
nécessaire (contrainte utilisant le niveau de nécessité). 
 
Pour l’approche risk minimisation, nous distinguons deux cas : celui où la fonction est la 
possibilité et celui ou la fonction est la crédibilité. 
 
(Tavakkoli-Moghaddam et al. 2007) traite le problème de calcul de plan de production avec 
demande incertaine. Les auteurs calculent un plan optimal possible qui maximise la 
possibilité que le coût satisfasse l’objectif du décideur. Cela correspond au problème de risk 
minimisation dans lequel la fonction chance est la possibilité et l’objectif (?) est flou.  
Torabi et Hassini (2008) utilisent la même approche que celle de (Tavakkoli-Moghaddam et 
al. 2007), mais avec plusieurs objectifs pour le problème de planification de 
l’approvisionnement (production et distribution). Ces travaux donnent une solution optimiste 
au problème d’optimisation sous incertitude, mais ne garantissent pas que le coût soit 
inférieur à une certaine valeur. Pourtant, quand on souhaite gérer les incertitudes, il serait 
intéressant que cette contrainte soit prise en compte puisque lorsqu’on gère les incertitudes 
(vision « risque ») on cherche à minimiser les conséquences les plus néfastes.  
 
Sun et Liu (2008) utilisent la fonction de crédibilité pour le problème de planification multi-
produit en le transformant en un « two stage optimisation problem ». L’utilisation de la 
fonction de crédibilité revient à chercher une solution pour la distribution de probabilités 
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moyenne de l’ensemble des distributions possibles. La solution choisie est solution optimale 
pour la valeur moyenne. Toutefois, comme dans le cas où on utilise la possibilité comme 
fonction cumulative de probabilités, la solution ne garantit pas un coût inférieur à une certaine 
valeur, donc ne limite pas la conséquence maximale possible. 
 
Aliev et al. (2007) traitent le problème de planification de la production et de la distribution 
en prenant en compte les incertitudes sur la demande, la capacité de production et la capacité 
de stockage. Ils cherchent un plan flou grâce à un algorithme génétique qui vise à minimiser 
le coût maximal multiplié par la nécessité que la production soit inférieure à la demande 
moins l’espérance mathématique du coût. Malgré des résultats obtenus meilleurs qu'avec 
l’optimisation déterministe, la forme complexe de la fonction à minimiser rend difficile 
l’interprétation du résultat. En particulier, il est difficile de décider si l’on a : 
? un plan optimal possible, 
? un plan nécessairement optimal, 
? un plan minimisant l’espérance du coût, 
? ou un plan qui est un compromis entre les précédents... 
5.2.3.3. Conclusion 
Ces approches sont très intéressantes dans une vision "gestion des incertitudes" car elles 
permettent au décideur : 
? de modéliser des contraintes quand les données sont incertaines (chance constrained),  
? de maximiser la chance d’avoir une fonction objectif qui ne soit pas en dessous d'un 
certain seuil (risk minimisation), 
? ou de maximiser l’espérance mathématique de la fonction objectif (espérance 
mathématique).  
Toutefois, quand les incertitudes sont modélisées par des distributions de possibilités et que 
l’on souhaite gérer les incertitudes de façon robuste, c'est-à-dire minimiser les impacts 
maximaux que peuvent créer les incertitudes, des mesures de nécessité et des bornes 
supérieures de l’espérance mathématique doivent être utilisées, ce qui n’a pas été développé 
dans la littérature pour les problèmes de planification tactique de type CLSP.  
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5.2.4. Propagation des incertitudes et aide à la décision 
Les paragraphes précédents s’intéressaient aux problèmes d’optimisation sous incertitude 
modélisés par des distributions de possibilités. Etant donné qu’il est parfois difficile de 
connaître de façon explicite la fonction à optimiser, une autre partie de la littérature 
s’intéresse au problème de planification avec une approche "aide à la décision".  
 
Dans le cadre d’une ignorance totale (ensemble de scénarios sans connaissance sur la 
possibilité d’apparition) (cf : §4.1), Galasso et Thierry (2009) proposent une méthode d’aide à 
la décision pour le choix de stratégie-fournisseur dans un contexte de coopération avec 
échange d’information incluant un plan d’approvisionnement avec horizon gelé et un horizon 
flexible (intervalle de demande) entre client et fournisseur, dans un contexte incertain. La 
méthode s’appuie sur la simulation de scénarios de demandes et sur les critères de décision 
sous ignorance totale (Maximin, Minmax, Hurwicz, Laplace, Regret) afin de choisir une 
stratégie de planification du fournisseur. L’intérêt est l’utilisation de plusieurs critères, c'est-à-
dire la traduction de plusieurs comportement possibles du décideur, mais l'étude ne considère 
que les scénarios simulés, qui sont en nombre bien inférieur à l'ensemble des scénarios 
possibles,  qui est de 2T , T étant le nombre de périodes de l’horizon. 
 
Marques (2010) étudie la sensibilité de la décision sur la collaboration entre client et 
fournisseur. Il cherche donc à savoir quel processus de collaboration le client et le fournisseur 
choisiront, dans le cas où ils utilisent des critères différents dans la liste suivante : Maximin, 
Minmax, Hurwicz, Laplace, Regret. Cette étude s’appuie aussi sur de la simulation de 
scénarios. Les remarques sont les mêmes que celles formulées pour (Galasso et Thierry 
2009) : on prend bien en compte les comportements différents des décideurs, mais il est 
difficile de vérifier a priori que les scénarios testés sont bien les scénarios sur lesquels les 
décisions doivent être prises (pour le critère Minmax, il faudrait par exemple savoir s'il existe 
un scénario qui est d'un coût supérieur au scénario simulé).   
 
Thierry et Fargier (2000) intègrent des incertitudes modélisées par des distributions de 
possibilités dans le calcul du Plan Directeur de Production (PDP) et proposent des critères 
d’évaluation tels que la possibilité et la nécessité de décision de sous-traitance. Cette méthode 
est intéressante car elle propage l’incertitude jusqu'à la décision, toutefois, elle ne débouche 
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pas sur la solution optimale pour un critère donné mais sur une solution satisfaisante pour le 
décideur.  
 
Grabot et al. (2005)  appliquent la méthode MRP dans le cas ou les ordres de fabrication sont 
incertains (peuvent être annulés) et imprécis (quantité floue). Une fois les incertitudes 
propagées dans le calcul des besoins, les auteurs proposent des critères tels que la possibilité 
et la nécessité pour évaluer les décisions concernant le nombre de lots de production à lancer. 
Cette méthode est intéressante car elle propage l’incertitude jusqu'à la décision, mais de 
nouveau, elle ne trouve pas la solution optimale pour un critère donné.  
 
L’approche par propagation des incertitudes puis proposition de critères d’évaluation au 
décideur, permettent à ce dernier de prendre une décision en connaissant les risques encourus. 
En effet, il choisit les conséquences plutôt qu'il ne les subit. En revanche, cette méthode ne 
garantit pas que le décideur choisisse le plan optimal (plan qu’il préfèrerait à tous les autres) 
mais seulement le plan préféré parmi ce qui lui a été proposé et a été évalué.  
6. Conclusion 
La gestion des incertitudes dans les chaînes logistiques peut être abordée de façons 
différentes :  
? soit en mettant en place des processus de collaboration (échange d’information, 
contrat d’approvisionnement, optimisation collaborative), 
? soit en intégrant l’incertitude dans le modèle de planification.  
 
Le cas où le point de découplage MTO ou ATO/MTS est positionné entre deux acteurs de la 
chaîne logistique, cas que l'on rencontre dans certaines secteurs (secteur aéronautique par 
exemple) n’a pas encore été étudié dans une approche "chaîne logistique collaborative" avec 
intégration des incertitudes dans le modèle de planification. En effet, les processus de 
production MTO ou ATO ont été adaptés aux données incertaines, les processus de 
production MTS aussi, mais le passage d’un processus à l’autre ne semble pas avoir été 
encore étudié. 
De plus, la littérature montre que, dans un contexte de gestion des incertitudes en 
planification, la prise en compte des incertitudes sur la demande par la théorie des possibilités 
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est souvent traitée alors que l’incertitude sur les délais d’obtention n’est pas prise en compte, 
bien qu’elle puisse créer un effet Bullwhip susceptible de provoquer des risques importants.  
Dans le cadre de cette thèse, nous étudierons donc le processus de planification des 
approvisionnements entre deux acteurs en prenant en compte les incertitudes sur la demande 
ainsi que sur les délais. Nous focalisons sur le processus de calcul de plans 
d’approvisionnement sous incertitude dans le cas où le client gère ses flux en MTO ou ATO 
et le fournisseur en MTS avec demande incertaine, cas rarement abordé dans la littérature. 
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Introduction.  
 
Comme nous l’avons présenté dans le chapitre 1, nous focalisons dans le cadre de cette thèse 
sur une relation élémentaire client/fournisseur dans une chaîne logistique (on parle aussi de 
chaîne logistique dyadique).  
Une grande partie des chaînes logistiques fonctionnent selon une logique de production à la 
commande (MTO ou ATO), cas largement abordé dans la littérature. Toutefois, nous avons 
signalé que certains fournisseurs pouvaient produire des composants standards 
(éventuellement à variantes), comme les hublots ou les sondes "pitot", qui sont fabriqués pour 
le stock. Dans ce cas, on a donc une problématique de liaison entre logique MTO ou ATO 
(pour le client) et MTS (pour le fournisseur) qui pose des problèmes originaux et complexes, 
en particulier au niveau du passage entre des commandes par dates (MTO ou ATO) et des 
lancements de lots par périodes (MTS) dans un contexte incertain. 
 
La personnalisation des produits fabriqués, qui se fait tardivement par rapport au début des 
opérations d'assemblage ou production, crée en effet des incertitudes sur les composants à 
approvisionner. L’approvisionnement est, pour les composants personnalisables, un point clé 
pour la satisfaction du client. Dans cette thèse, nous allons donc nous intéresser au calcul du 
plan d’approvisionnement dans le but de mieux gérer ces incertitudes.  
Pour cela, nous allons intégrer les incertitudes dans le processus de planification. Afin de 
mieux gérer les risques, nous proposons de plus un processus collaboratif pour le calcul du 
plan d’approvisionnement.  
Dans ce chapitre, nous détaillerons donc tout d’abord le processus de calcul d’un plan 
d’approvisionnement dans le cas où le client a une gestion par date (gestion à la commande) 
et le fournisseur par quantité (ou période).  
Dans un premier temps, nous analysons le processus de calcul de plan d’approvisionnement 
dans un cas classique ; une formalisation du processus de calcul de plan d’approvisionnement 
sera proposée. 
Dans un deuxième temps, nous formalisons un processus collaboratif de calcul de plan 
d’approvisionnement sur le modèle d’une collaboration de type VMI (Vendor Management 
Inventory) dans lequel le fournisseur s’engage à avoir un niveau de stock compris entre deux 
valeurs.  
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Dans la deuxième partie de ce chapitre, nous étudions les types d’imperfections qui peuvent 
entacher les informations, et nous proposons un modèle de représentation de ces 
imperfections. Nous étudions les contraintes qui peuvent exister entre les données et nous les 
formalisons. Pour finir, nous nous intéressons aux préférences que peut avoir le client.  
Nous finirons en formalisant le problème de calcul de plan d’approvisionnement dans un 
contexte collaboratif intégrant les incertitudes.  
1. Processus collaboratif d’élaboration de plan d’approvisionnement  
1.1. Processus d’élaboration dans un contexte faiblement collaboratif 
Dans un contexte de faible collaboration, le client calcule de son côté un plan 
d’approvisionnement, puis le transmet à son fournisseur (Figure (19)).  
 
Ordres
Planification 
de la 
production
Ordres planifiés
Planification des 
approvisionnements
Planification de 
la production
Fournisseur Client
1
2
3
 
Fig. 19. Transmission d'un plan d'approvisionnement 
 
Dans cette thèse, nous nous centrons sur le processus 2 de la Figure (19), qui consiste à 
calculer le plan d’approvisionnement à partir duquel le fournisseur pourra planifier sa 
production.  
Dans un contexte peu collaboratif, ce processus reçoit les ordres planifiés du processus de 
planification de la production (côté client) et envoie un plan d’approvisionnement au 
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processus de planification du fournisseur. La Figure (20) localise plus précisément le sous-
processus auquel nous nous intéressons. 
Plan Industriel et 
Commercial (PIC)
Plan Directeur de 
Production (PDP)
Calcul des Besoins 
(CB)
Plan d’Approvisionnement Ordres planifiés (OP)
Ordres de fabrication (OF)
 
Fig. 20. Positionnement du calcul du plan d’approvisionnement 
dans le processus de planification 
 
Le monde dans lequel évoluent les entreprises est incertain. Afin de prendre en compte les 
évolutions de la demande et des niveaux de stock du client dus à cette incertitude, le plan 
d’approvisionnement est recalculé périodiquement, puis renvoyé au fournisseur. Le plan 
d’approvisionnement est donc une prédiction de la demande future, et non une demande 
ferme au fournisseur.  
1.2. Calcul d’un plan d’approvisionnement  
1.2.1. Processus de planification des approvisionnements en MTO ou ATO  
Nous considérons un fournisseur dont le processus de planification de production est de type 
MRP2, qui est la méthode prônée dans les chaînes logistiques aéronautiques comme dans la 
plupart des domaines industriels. Sa production est donc planifiée en terme de nombre de 
produits à fabriquer par période.  
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Le client est quant à lui en MTO ou ATO, et planifie donc sa production en terme de dates de 
début des tâches à réaliser. Le client doit donc transformer ses besoins en composants pour 
une date en quantités à approvisionner par période. La méthode de calcul des plans 
d’approvisionnement retenue dans la suite est tirée des travaux de thèse d'Olivier Telle (Telle  
2003). Cette méthode est, par exemple, utilisée par Airbus.  
Le calcul du plan d’approvisionnement dans ce contexte peut être décomposé en deux étapes 
(Figure (21)) : 
? calcul des besoins bruts par périodes (1), 
? calcul du plan d’approvisionnement (2). 
 
A partir des ordres planifiés et connaissant la durée des périodes sur l’horizon de 
planification, on peut calculer les besoins bruts par périodes en regroupant les Besoins en 
Composants des différents ordres qui commencent dans une même période (1).  
On calcule alors un plan d’approvisionnement (3) (Figure (21)). 
 
5 14 2 74
2 3 5 9 2 22 2 2 3
Besoin net
Ordres 
planifiés
Plan d’appro 5 14+-2 2 +-2 7 +-24 +-2
1
2
3
 
Fig. 21. Processus de calcul d’un plan d’approvisionnement 
 
1.2.2. Formalisation  
Nous allons maintenant formaliser le processus de calcul d’un plan d’approvisionnement d’un 
composant à partir d’ordres planifiés concernant plusieurs produits selon une logique de type 
"calcul des besoins" dans un cadre déterministe.  
Le client planifie plusieurs ordres o des produits p qui nécessitent un même composant c.  
Les équations de (1) à (5) représentent la méthode de calcul des besoins qui permet au client 
de générer un plan d’approvisionnement, sur un horizon de T périodes : ce plan 
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d’approvisionnement correspond à une politique de lotissement de type Lot-pour-Lot (le 
besoin brut est égal à la quantité à approvisionner) car le client ne souhaite demander au 
fournisseur que les composants dont il aura besoin pendant la période, puisqu’il produit en 
MTO ou ATO.  
 
Notations : 
 
Indice : 
 t : période allant de 1 à T 
 o : ordre planifié allant de 1 à O 
 p : produit allant de 1 à P 
 
Données du problème : 
Oro,p,t : Ordre planifié o d’un produit p appartenant à la période t 
Np,c : Nombre de composants c nécessaires à l’assemblage de p 
ro,c,t : Besoin en composants c de l’ordre planifié o appartenant à la période t 
 
Variables dépendantes : 
BBc,t : Besoins bruts du composant c à la période t 
Apc,t : Quantité à approvisionner du composant c pour la période t 
 
 ptcoNOrr cptpotco ,,,,,,,, ???  (45) 
 tcrBB O
o tcotc
,
1 ,,,
??? ?  (46)  
 tcBNAp tctc ,,, ??  (47) 
 
L’équation (45) calcule le besoin du composant c pour un ordre o à la période t.  
L’équation (46) calcule le besoin brut par période d’un composant c pour la période t en 
sommant l’ensemble des besoins en composants tcor ,,  de cette période. 
L’équation (47) calcule la quantité à approvisionner tcAp ,  à partir du besoin brut tcBB ,  
Dans le cas du calcul d’un plan d’approvisionnement tel qu’il est présenté ci-dessus, le client 
ne prend pas en compte les contraintes du fournisseur. 
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Cette méthode est tout à fait satisfaisante dans de nombreux cas, mais quand le fournisseur est 
un fournisseur critique (capacité de production limitée et nécessité de faire appel à lui), cette 
méthode peut déboucher sur un plan de production qui engendrera des problèmes 
d’approvisionnements, alors que le client pourrait potentiellement choisir un autre plan.  
Pour limiter ces problèmes, nous proposons un processus de calcul de plan 
d’approvisionnement collaboratif qui est présenté dans la partie suivante.  
1.3. Calcul d’un plan d’approvisionnement dans un contexte collaboratif 
1.3.1. Processus collaboratif de planification des approvisionnements 
Nous proposons un processus de collaboration entre le processus d’approvisionnement et le 
processus de planification de la production/distribution du fournisseur. Pour permettre une 
collaboration efficace, le client propose plusieurs plans de production au processus de calcul 
des approvisionnements, satisfaisants pour lui, tandis que le fournisseur communique à ce 
processus des informations sur ses capacités de livraison. 
  
Ce processus s’appuie sur des échanges d’informations similaires à ceux existant dans un 
contexte de collaboration de type VMI (Figure (22)) entre le client et le fournisseur. En effet, 
dans un contexte collaboratif de type VMI, le client et le fournisseur peuvent connaître les 
niveaux de stock du partenaire.  
Dans cette thèse, nous utiliserons le terme de "quantité livrable par période" pour les quantités 
que le fournisseur peut livrer à chaque période. Nous ne tenons donc pas compte des 
contraintes de transport, car nous somme en stock avancé (VMI). 
Dans la figure, A représente le niveau de stock minimal et maximal du fournisseur. En effet, 
dans un contexte de VMI, le fournisseur et le client se mettent d’accord sur des niveaux de 
stocks : le niveau de stock minimal et le niveau de stock maximal que le fournisseur peut 
constituer. Après traitement, le processus de calcul des approvisionnements fait remonter les 
plans de production acceptables, c'est-à-dire ceux qui ne poseront pas de problème au niveau 
de l’approvisionnement, par rapport aux contraintes du fournisseur. 
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Fig. 22. Système étudié dans un contexte collaboratif 
 
Nous nous sommes donc concentrés sur le client et n’avons pas abordé le calcul des niveaux 
de stock minimum et maximum du fournisseur pour un client donné, qui est déterminé au 
niveau stratégique. De même pour les quantités livrables par le fournisseur, calculées à partir 
de ses niveaux de stocks.  
 
Nous synthétisons à l’aide d’un flowchart ce processus collaboratif (Figure (23)) :  
1. Le service planification de la production propose un ensemble de plans de production 
envisageables. Le fournisseur envoie au client les quantités qu’il peut livrer 
(dépendant du niveau de stock maximal que peut garantir le fournisseur). A partir de 
ces deux informations, le service approvisionnement évalue si le plan de production 
peut être satisfait, connaissant les quantités livrables par le fournisseur, et choisit le 
plan de production le plus satisfaisant. 
2. A partir de ces évaluations, le service production choisit le plan le moins risqué. 
3. Pour le plan le moins risqué, le service approvisionnement choisit un plan 
d’approvisionnement.  
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Fig. 23. Flowchart du processus collaboratif de calcul de plan d’approvisionnement  
 
1.3.2. Formalisation  
Nous allons maintenant formaliser le processus de calcul d’un plan d’approvisionnement d’un 
composant à partir d’ordres planifiés portant sur plusieurs produits, selon une logique de type 
"calcul des besoins" dans un cadre déterministe, dans un contexte collaboratif. Pour cela, nous 
présentons tout d'abord le modèle des plans de production alternatifs, puis celui des 
contraintes de livraisons dues au niveau de stock maximal.  
1.3.2.1. Modélisation des préférences du client 
Dans le processus de calcul d’un plan d’approvisionnement collaboratif, nous proposons que 
le service planification de la production calcule au préalable un ensemble réduit de solutions 
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de planification acceptables de son point de vue. En effet, des solutions différentes peuvent 
exister du fait des contraintes disjonctives du problème de planification en MTO ou ATO.  
Les contraintes disjonctives correspondent au fait que deux tâches peuvent être réalisées dans 
n’importe quel ordre : a avant b ou b avant a (par exemple du fait de pouvoir faire passer un 
produit avant un autre). Dans le but de raffiner la connaissance sur l’ensemble des plans de 
production possibles, nous proposons de prendre en compte les préférences du planificateur. 
Avant de transmettre l’ensemble des plans de productions possibles à l’approvisionnement, le 
planificateur classe par ordre de préférence les différents plans. Nous considérons que l’ordre 
doit être strict, c'est-à-dire qu’il n’existe pas de plans de production qui soient équivalents aux 
yeux du planificateur.  
 
Ce classement peut être réalisé de deux façons différentes. Soit le planificateur classe les 
plans de production, soit il attribue un degré de préférence à chaque contrainte disjonctive. De 
façon automatique, nous en déduirons le classement des plans de production. Le choix de la 
méthode dépend de la facilité du planificateur à exprimer ses préférences. 
 
La première méthode ne nécessite pas de calcul ; la seconde, en revanche, doit classer par 
préférence les plans de production à partir des états des contraintes disjonctives.  
Soit R(i,j) la relation de préférence telle si R(i,j)=1 et R(j,i)=0 alors (i avant j) est totalement 
préféré à (j avant i), si R(i,j)=1 et R(j,i)=1 alors (i avant j) est équivalent à (j avant i). 
 
On organise alors les contraintes dans le modèle de planification de telle sorte que si l’ordre (i 
avant j) est préféré, la variable booléenne sera égale à 1 (vij=1) dans la contrainte disjonctive1. 
 
Cette méthode nous permet de connaître le niveau de préférence de chaque contrainte pour un 
plan donné, puisque l’on connaît l’état des variables vij : 
- si vij=1 alors le niveau de préférence est égal à 1, 
- si vij=0 alors le niveau de préférence est égal à R(j,i).  
 
Nous avons donc un ensemble de préférences pour chaque plan de production possible. Nous 
les classons ensuite en utilisant le critère Leximin. Nous avons choisi un critère qui classe en 
                                                 
1 une contrainte disjonctive : iij dtt ??  si vij=1 jji dtt ??  si vij=0, avec vij une variable booléenne 
représentant le choix (i avant j). 
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fonction des valeurs minimales, car la satisfaction d’un plan de production découle de la 
satisfaction des contraintes disjonctives 1 et 2 et… n. De plus, nous avons choisi l’ordre 
leximin car il raffine l’ordre induit par le maximin. S’il existe deux plans de production non-
distinguables (c’est-à-dire pour lesquels tous les niveaux de satisfaction possibles des 
contrainte disjonctives sont les mêmes), nous demandons a posteriori au planificateur de les 
classer. L’exemple ci-dessous illustre la méthode. 
   
Exemple : soient trois contraintes disjonctives :  
A avant B ou B avant A 
C avant B ou B avant C 
A avant C ou C avant A 
avec les degrés suivants :  
A avant B=0.8 
B avant C=0.2 
C avant A=0.6 
Nous avons donc les 6 plans suivants : 
ABC ; ACB ; BAC ; CAB ; BCA ; CBA avec les degrés de 
préférences correspondants (1 ; 0.8 ; 0.2)ABC (1 ; 1 ; 0.8)ACB (1 ; 1 ; 
0.2)BAC (1 ;0.8 ;0.6)CAB (1 ; 0.6 ; 0.2)BCA (1 ; 1 ; 0.6)CBA 
On applique le critère Leximin est nous obtenons le classement 
suivant: 
ACB?  CBA?  CAB ?  BAC ?  ABC ?  BCA 
  
1.3.2.2. Modèle des quantités livrables par le fournisseur 
Les capacités maximales de livraison du fournisseur sont dues au niveau maximal de stock 
qu’il peut constituer. Nous considérons de plus une obligation du client de prendre une 
quantité minimale de composants par période, ce qui correspond aux pratiques observées. Si 
cet engagement n’existe pas, la quantité minimale est donc égale à zéro. 
On représente l’ensemble des quantités (par période) livrables par le fournisseur par un 
intervalle : [ ctl ,  ; ctl , ]. 
Dans un premier temps, le client utilise la quantité maximale livrable par le fournisseur afin 
de choisir le plan de production le plus satisfaisant, étant donné que sa satisfaction dépend du 
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risque de manquer de composants pour satisfaire la quantité maximale demandable au 
fournisseur. L’intégration de cette contrainte permet au client de décider "avec" cette 
contrainte plutôt que de la subir, ce qui doit donc augmenter sa visibilité et sa satisfaction.  
Dans un deuxième temps, le client choisit les quantités à approvisionner dans les quantités 
livrables par le fournisseur [ ctl ,  ; ctl , ]. 
1.3.2.3. Formalisation du Processus de choix d’un plan de production 
Pour chaque plan, on calcule le plan d’approvisionnement correspondant (§1.1). On vérifie 
que chaque plan d'approvisionnement satisfait de façon stricte les contraintes sur les quantités 
livrables par le fournisseur (Equation (48)). S'il existe des plans satisfaisant strictement les 
contraintes sur les quantités livrables par le fournisseur, on choisit celui qui maximise le 
critère de préférence de la production. S'il n’y en a pas, on vérifie si des plans sont 
partiellement compatibles avec les contraintes de livraison du fournisseur (Equation (49)) (en 
pratique, cela implique que le client accepte de changer sa politique de lot-pour-lot). On 
choisit ensuite le plan qui a un niveau de préférence maximal du point de vue de la 
production.  
S'il n’y a aucun plan de production tel que les besoins bruts ne peuvent être satisfaits, on 
choisit le plan de production préféré du point de vue de la production. 
 
 tBBl ctct ?? ,,  (48) 
 
 tBBl
t
i
ci
t
i
ci ????
?? 1
,
1
,  (49) 
 
1.3.2.4. Formalisation du Processus de calcul du plan d’approvisionnement 
Une fois le plan de production choisi en prenant en compte ces quantités maximales livrables, 
le client calcule son plan d’approvisionnement en intégrant les contraintes sur les quantités 
livrables par le fournisseur. Cette contrainte est composée d’une quantité maximale ctl ,  et 
d’une quantité minimale ctl , . La quantité maximale est due au niveau de stock maximal du 
fournisseur (niveau de stock maximal = quantité maximale livrable). En revanche, la quantité 
minimale est un engagement concernant la charge de travail minimale transmise au 
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fournisseur ; c’est donc un engagement du client sur les quantités minimales qu’il s’engage à 
prendre. S'il n’y a pas de quantité minimale, sa valeur est égale à zéro.  
Etant donné que la valeur tcAp ,  doit être comprise entre ctl , et ctl , , il n'est pas toujours 
possible de satisfaire ( tctc BBAp ,, ? ). On doit donc trouver une valeur de tcAp ,  satisfaisant les 
contraintes de livraison. Il se peut donc que tcAp , < tcBB , , ce qui rend possible la rupture en 
composant, ou que tcAp , > tcBB ,  ce qui rend possible un niveau de stock à la fin de la période 
t. 
Les contraintes du fournisseur transforment le problème du calcul du plan 
d’approvisionnement de façon significative, puisqu’elles transforment un calcul déterministe 
en un problème de décision qui consiste à choisir une valeur possible de tcAp ,  qui satisfasse au 
mieux le client. En revanche, la méthode de calcul du besoin brut reste identique à celle 
utilisée en l'absence de coopération. Par contre, le calcul du plan d’approvisionnement devient 
un problème d’optimisation.  
 
Le problème de calcul du plan d’approvisionnement sous contraintes de livraison est 
modélisable par un problème classique de « Dynamic lot sizing with Backordering ».  
 
En effet, le besoin brut peut être vu comme une demande (ce que le client va effectivement 
consommer) ; la capacité de livraison du fournisseur équivaut aux contraintes de capacité de 
production dans le problème de « Dynamic lot sizing with Backordering » et les quantités à 
approvisionner aux quantités à produire. La Figure (24) représente notre problème de façon 
graphique. 
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Fig. 24. Représentation graphique du problème « Dynamic lot sizing with Backordering »  
 
Notre fonction objectif est de minimiser le coût d’approvisionnement. Ce coût dépend du 
nombre de composants en stock et du nombre de composants manquants. Le modèle linéaire 
est décrit par les équations de (50) à (53) où l’équation (50) est la fonction à minimiser sous 
les contraintes exprimées par les équations (51) à (53). 
 
Notations : 
IC  : coût de stockage 
BC  : coût du manque d’un composant 
tcB ,  : quantité manquante pour le composant c à la période t  
tcI ,  : quantité en stock pour le composant c à la période t 
tcAp ,  : quantité approvisionnée pour le composant c à la période t 
 ? ?? ? ?Tt tcBtcI BCIC1 ,,  (50) 
 s.t. 
 tBNBBIApI tctctctctctc ?????? ?? ,,1,,,1,  (51) 
 tlApl cttcct ??? ,,,  (52) 
 tBI tctc ?? 0, ,,  (53) 
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La contrainte (51) est la contrainte de satisfaction du besoin brut et de conservation du stock ; 
la contrainte (52) est la contrainte de quantité livrable par le fournisseur. La contrainte (53) est 
la contrainte de positivité des variables. 
Ce problème fait partie de la famille des problèmes de "lot sizing", mais contrairement à 
d’autres, il peut être résolu de façon exacte par un algorithme efficace (algorithme en temps 
O(n log n)) proposé par (Ahuja et Hochbaum 2008)). 
1.4. Conclusion 
Le processus de calcul d’un plan d’approvisionnement précis dans un contexte collaboratif 
peut être résolu de façon efficace. Nous situant dans un contexte incertain, nous allons nous 
intéresser à l’intégration des incertitudes dans ce processus de calcul de plan 
d’approvisionnement, afin de le rendre plus réaliste et de prendre en compte les informations 
(entachées d'incertitude) que l’on possède sur les besoins en composants. Nous proposons 
dans la prochaine partie une modélisation de l'incertitude attachée à ces données.  
2. Modélisation des données incertaines  
Dans cette partie, nous proposons un modèle de prise en compte des imperfections basé sur la 
théorie des possibilités. Dans un premier temps, nous analysons les imperfections existantes 
sur les besoins en composants, sachant que le client est en MTO ou ATO, puis nous 
considérerons les connaissances disponibles sur les besoins bruts. Nous proposerons enfin un 
modèle de préférences justifié par notre contexte de collaboration client-fournisseur.  
2.1. Types d’imperfections  
Notre problème est de calculer un plan d’approvisionnement quand le client est en MTO ou 
ATO et le fournisseur en MTS, dans un contexte collaboratif.  
Les durées des tâches sont considérées comme connues de façon imprécise ; la date de 
disponibilité des ordres planifiés devient donc elle aussi imprécise. Cette imprécision est 
propagée jusqu’aux besoins en composants, dont la date devient à son tour imprécise. 
 
Pour aborder le problème dans toute sa complexité, le produit fabriqué par notre client est 
configurable (ce qui justifie sa fabrication en MTO ou ATO) et le client final peut choisir 
tardivement le fournisseur de certains composants (par exemple la sonde "pitot", qui peut être 
produite par Thales ou Goodrich). Du point de vue de l’approvisionnement, un besoin en 
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composants peut donc être annulé. Nous avons ainsi de l’incertitude sur le besoin en 
composants, reflétant le fait qu'il peut être annulé ou pas. 
 
Les besoins en composants peuvent aussi intégrer la non-qualité au montage et les rebuts en 
cours de fabrication. Dans le cas général, le client a donc une connaissance imprécise sur le 
nombre de composants nécessaire à l’assemblage.  
 
Le client connaît donc ses besoins en composants avec des imperfections relatives : 
? à l’incertitude sur l'existence du besoin (annulé ou pas), 
? à l’imprécision sur la quantité ("environ x composants"), 
? à l’imprécision sur la date ("requis aux environs de la date t"). 
 
D’autre part, nous voulons prendre en compte les contraintes du fournisseur concernant ses 
capacités de livraison. Ces capacités interviennent deux fois dans le processus de calcul du 
plan d’approvisionnement : une première fois pour le choix du plan de production et une 
deuxième fois pour le calcul du plan d’approvisionnement. Dans un contexte industriel 
caractérisé par un environnement incertain (fournisseur planifiant à horizon glissant), il est 
difficile au fournisseur de connaître avec précision ses capacités de livraison pour un client 
donné. Nous considérons donc que les capacités de livraisons du fournisseur sont également 
imprécises.  
2.2. Modélisation des imperfections  
Nous proposons d'utiliser la théorie des possibilités pour modéliser les imperfections car, dans 
notre contexte, il n’est pas possible d’avoir des données statistiques fiables, du fait de la 
fabrication en MTO ou ATO (avec souvent peu d’historique) et du choix tardif du client 
concernant la configuration du produit (sur lequel on peut éventuellement avoir une 
connaissance experte). 
 
Dans un premier temps, nous présenterons pour chaque imperfection un modèle de 
représentation. Nous proposerons donc successivement un modèle représentant l’incertitude 
sur le besoin en composants, un modèle représentant l’imprécision sur la quantité nécessaire 
et un autre représentant l’imprécision sur la date. Nous présenterons ensuite les six cas de 
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connaissance sur les besoins en composants possibles résultant de la combinaison des 
paramètres précédents. 
2.2.1. Incertitude sur le besoin en composants 
Si le besoin en composants est annulé, la quantité dont on aura besoin sera de zéro. Par contre, 
s'il ne l’est pas, sa quantité sera de Q (quantité nécessaire). Dans la théorie des possibilités, on 
attribue à chaque valeur possible un niveau de possibilité, sachant qu’il faut qu’il existe au 
moins une valeur totalement possible (?(u)=1). On représente donc l’incertitude par les 
valeurs hi de tel sorte que ? ? 1max ?ii h . 
 
 Exemple : il est considéré comme tout à fait possible que le besoin 
soit annulé, mais moins possible que le besoin soit confirmé. Nous 
modélisons par exemple cette affirmation par 
1)0( 1 ??? h et 5.0)( 2 ??? hQ  (Figure (25)). 
Quantités
Possibilité
Q
0.5
1
0
Fig. 25. Représentation de l’incertitude sur l'existence du besoin 
 
2.2.2. Modèle de représentation de l'imprécision 
Une distribution de possibilités représentera une quantité imprécise. Nous utiliserons pour la 
modéliser un quintuplé (a ; b ; c ; d ; h) illustré par la Figure (26), dans lequel a et b 
définissent l’intervalle le plus possible (?=1), c et d traduisant les imprécisions sur les bornes 
respectivement inférieure et supérieure, h étant le niveau de possibilité maximal. 
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x
Possibilité
a
h
c d
b
 
Fig. 26. Représentation d'une distribution de possibilités (a ; b ; c ; d ; h) 
 
2.2.2.1. Imprécision sur la quantité du besoin en composants 
Si la quantité nécessaire pour l’assemblage est connue avec imprécision, nous pouvons 
modéliser cette information grâce à une distribution de possibilités sur l’ensemble des 
quantités.  
 
Exemple : le décideur estime que la quantité nécessaire est comprise 
entre 9 et 14, mais plus vraisemblablement entre 10 et 12. Cette 
information peut être modélisée par une distribution de possibilités 
trapézoïdale illustrée par la Figure (27), dans laquelle les quantités de 
9 à 12 ont une possibilité égale à 1 et les quantités de 9 à 14 une 
possibilité égale à 0. 
 
Possibilité
0
1
9 14 Quantités10 12
Fig. 27. Représentation de l’imprécision 
 
 
 
100  
 
2.2.2.2. Imprécision sur la date du besoin  
L’imprécision sur la date du besoin est par exemple la conséquence de la prise en compte des 
imprécisions sur les dates de début des tâches dans le processus de planification de la 
production. Nous considèrerons donc que le processus de planification transmet au service 
approvisionnement un plan d’ordres planifiés flous dans lequel les dates sont représentées par 
des distributions de possibilités trapézoïdales.  
 
Exemple : La Figure (28) illustre le plan des besoins en composants 
du composant C. Il convient de noter que malgré la ressemblance avec 
la Figure (27), les distributions de possibilités ne portent pas ici sur les 
quantités de composants pour chaque ordre, mais sur son 
positionnement dans le temps (l'abscisse est la date du besoin). 
 
Possibilité
6
Date
7 10
0
1
8 22 24 26 30
(b)
Fig. 28. Représentation de l’imprécision sur les dates 
 
2.2.3. Représentation des incertitudes sur deux quantités imprécises 
Pour définir un besoin qui soit à la fois incertain (il peut être annulé) et imprécis (sa quantité 
exacte n'est pas connue), nous devons donc utiliser deux distributions de possibilités. La 
représentation d’une incertitude sur deux quantités "imprécises" dans la théorie des 
possibilités est représentée par une union de distributions de possibilités : 
 
?
i
iiiii hdcba );;;;( tel que ? ? 1max ?ii h  
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Un besoin incertain et imprécis en quantité sera donc représenté par une union de deux 
distributions de possibilités telles que la possibilité maximale de l’un des deux ensembles soit 
égale à 1 (max(h1 ; h2)=1), voir la Figure (29). 
 
Quantités 
Possibilité
h1
h2
0 a b
c d
 
Fig. 29. Quantité d’un besoin en composants (0 ; 0 ; 0 ; 0 ; h1) U (a ; b ; c ; d ; h2) (incertain et 
à quantité imprécise) 
2.2.4. Modèles des besoins en composants 
Un besoin en composant est caractérisé par une quantité et une date. Un besoin en composants 
est donc modélisé par deux sous-modèles (Figure (30)) : 
? un sous-modèle représentant l’incertitude sur le besoin en composants et l’imprécision 
sur la quantité (cf. partie précédente), 
?  un sous-modèle représentant l’imprécision sur la date. 
 
Quantités 
Possibilité
h1
h2
0 a b
c d
0
1
a b Date 
c d
Possibilité
 
Fig. 30. Représentation d’un besoin en composant 
 
Les tableaux (10) et (11) présentent un modèle de représentation général des imperfections 
pouvant entacher le besoin en composants, avec (qa ; qb ; qc ; qd ; qh) représentant les 
quantités floues, (?a ; ?b ; ?c ; ?d ; ?h) les dates floues et (0 ; 0 ; 0 ; 0 ; h’) l’annulation. Ce 
modèle permet de représenter l'incertitude sur le besoin en composants, l'imprécision sur la 
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quantité et l'imprécision sur la date, ainsi que l'incertitude sur la quantité et l'incertitude sur la 
date.  
  
Quantité certaine Quantité incertaine 
 Quantité précise Quantité imprécise Quantité précise Quantité imprécise 
Besoin en 
composants 
certain 
 
(qa ; qa ; 0 ; 0 ; 1) 
 
(qa ; qb ; qc ; qd ; 1) 
?
n
i
iii qhqaqa
1
);0;0;;(
?
1)(
1
max ?? jh
n
j
 
?
n
i
iiiii qhqdqcqbqa
1
);;;;(
?
 
1)(
1
max ?? jh
n
j
 
Besoin en 
composants 
incertain 
(qa ; qa ; 0 ; 0 ; qh)U 
(0 ; 0 ; 0 ; 0 ; h’) 
max(h’,qh)=1 
(qa ; qb ; qc ; qd ; qh) 
U 
(0 ; 0 ; 0 ; 0 ; h’) 
max(h’,qh)=1 
)';0;0;0;0(
);0;0;;(
1
h
qhqaqa
n
i
iii
?
?
?
 
1)',(
1
max ?? hh
n
j j
 
)';0;0;0;0(
);;;;(
1
h
qhqdqcqbqa
n
i
iiiii
?
?
?  
1)',(
1
max ?? hh
n
j j
 
Tableau 10. Représentation des quantités  
 
Date certaine Date incertaine 
 Date précise Date imprécise Date précise Date imprécise 
Besoin en 
composants 
certain 
(?a ; ?a ; 0 ; 0 ; 
1) 
(?a ; ?b ; ?c ; ?d ; 1) ?
n
i
iii haa
1
);0;0;;(
?
???  
1)(
1
max ?? jh
n
j
?  
?
n
i
iiiii hdcba
1
);;;;(
?
?????  
1)(
1
max ?? jh
n
j
?  
Besoin en 
composants 
incertain 
(?a ; ?a ; 0 ; 0 ; 
?h) 
max(h’,?h)=1 
(?a ; ?b ; ?c ; ?d ; ?h) 
max(h’, ?h)=1 ?
n
i
iii haa
1
);0;0;;(
?
???
 
1)(
1
max ?? jh
n
j
?  
?
n
i
iiiii hdcba
1
);;;;(
?
?????  
1)(
1
max ?? jh
n
j
?  
Tableau 11. Représentation des dates 
 
Dans notre contexte d’étude, il existe de l’imprécision sur les dates due à la connaissance 
imparfaite des temps de fabrication et des dates de livraisons, de l’incertitude sur les besoins 
en composants due au processus de personnalisation, et de l’imprécision sur la date des besoin 
en composants due aux rebuts et aux pertes pendant le montage. Nous donc avons seulement 
trois imperfections : incertitude sur le besoin en composants, imprécision sur la quantité et 
imprécision sur la date.   
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Suivant que l'on considère chacun de nos trois attributs comme précis ou non, nous avons 
donc 23=8 types de besoins en composants :  
? incertain, quantité précise et date précise, 
? incertain, quantité précise et date imprécise, 
? incertain, quantité imprécise et date précise, 
? incertain, quantité et date imprécise, 
? certain, quantité précise et date précise, 
? certain, quantité précise et date imprécise, 
? certain, quantité imprécise et date précise, 
? certain, quantité et date imprécise. 
2.2.5. Conclusion  
L’utilisation des distributions de possibilité pour représenter les imperfections à été proposée 
dans la littérature pour modéliser soit des imperfections sur les quantités soit des 
imperfections sur les dates. Dans ce chapitre, nous avons proposé un modèle général qui 
permet de prendre en compte toutes les imperfections possibles sur les besoins en composant. 
Il faut noter que dans un contexte réel, ce modèle doit être utilisé pour modéliser les seules 
imperfections qui posent réellement un problème. Rendre toutes les données incertaines et 
imprécises déboucherait en effet sur des calculs impossibles ou aux résultats peu informatifs. 
Autrement dit, notre postulat est que dans la réalité, seuls quelques besoins seront imprécis en 
quantité ou en date, quelques besoins seront incertains et d’autres seront précis et certains. 
2.3. Dépendances 
Le client réalise différents produits sur plusieurs lignes de production ou assemblage. Ce 
contexte implique que, dans le cas le plus complexe, les besoins en composant ne sont pas 
complètement indépendants : il peut exister des dépendances entre eux dues à l'utilisation de 
ressources communes (lignes d’assemblages du produit par exemple). 
D’autres dépendances sont dues aux produits assemblés (composants intervenants à plusieurs 
niveaux de la nomenclature par exemple).  
Nous appellerons "dépendances sur les quantités" les dépendances provenant de la 
nomenclature des produits, et "dépendances de précédence" celles dues aux ressources 
partagées (ligne d’assemblage). Dans les parties suivantes, nous allons présenter ces 
dépendances (dépendances sur les quantités puis dépendances de précédence) ainsi qu'un 
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modèle permettant leur prise en compte dans le calcul des besoins bruts dans un contexte de 
connaissances imparfaites. 
2.3.1. Dépendances sur les quantités 
Analysons le cas générique dans lequel la nomenclature d’un produit est celle représentée par 
la Figure (31).  
A
B C
C D
 
Fig. 31. Nomenclature d’un produit A 
 
Nous constatons que s'il y a un changement sur la quantité de A à produire, alors les quantités 
du sous-ensemble B et du composant C sont modifiées elles aussi.  
Si les quantités de sous-ensemble B à fabriquer sont modifiées, alors les quantités du 
composant C (intervenant à la fabrication de B) et les quantités du composant D sont 
modifiées. 
Il existe donc dans ce cas une dépendance entre les quantités du besoin en composant C pour 
assembler A et le besoin en composant C pour assembler B. Nous proposons ci-dessous un 
exemple pour illustrer cette dépendance. 
 
Exemple : La demande en A est incertaine et est soit de 1 soit de 3. Il 
faut 10 B et 5 C pour assembler A et 4 C et 8 D pour assembler B 
(Figure (32)).  
Dans le cas où la demande en A est de 1, on a besoin de 10 B et de 5 
C. Pour la demande de 10 B, on a besoin de 4x10 C.  
Dans le cas où la demande de A est de 3, on a besoin de 3x10 B et de 
3x5 C. Pour la demande de 30 B, on a besoin de 30x4 C.  
Pour le besoin total en composants C, on ne peut pas sommer sans 
précautions les besoins issus de l’assemblage de A et ceux issus de 
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l’assemblage de B : il faut que les besoins en composants C 
correspondent au même état de la demande sur A (soit 1, soit 3).  
Donc, soit la demande sur A est de 1 donc celle sur C est de : 
1x(10x4)+1x(5)=45 soit la demande sur A et de 3 et celle sur C 
devient : 3x(10x4)+3x(5)=135  
 
A
B C
C D
10 5
4 8
Besoin en 
composants C :
1*(10*4)+1*(5)=45
ou
3*(10*4)+3*(5)=13
5
Jamais :
1*(10*4)+3*(5)=55
Besoin en 
composants C pour 
B :
1*(10*4) ou 3*(10*4)
Besoin en 
composants 
C pour A :
1*(5) ou 3*(5)
 
Fig. 32. Illustration des dépendances sur les quantités 
 
  
Les dépendances sur les quantités induisent donc une contrainte sur les incertitudes possibles 
entachant un besoin en composants. Nous exprimons une dépendance sur deux besoins en 
composants ro et ro’ de la façon suivante : 
Soit Qo et Qo’ les quantités des deux besoins en composants ro et ro’.  
On note : 
? 
ojo
A ,  les sous-ensembles flous des quantités possibles telles que ?
o
o
j
joo AQ ,?   
? 
ojoA ,
?  la distribution de possibilités attribuée à l’ensemble
ojo
A ,  . 
Une dépendance sur la quantité entre deux besoins en composants ro et ro’ induit la contrainte 
suivante (Equation (31)) :  
 
 ''
',',
ooAoAo jjQQ
ojoojo
????? ??  (31) 
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2.3.2. Dépendances sur les dates 
Au delà des dépendances sur les quantités, le fait que deux composants soient réalisés sur la 
même ligne d’assemblage ou de production crée des dépendances sur les dates auxquelles on 
aura besoin de ces composants. S'il y a du retard sur la ligne, alors toutes les opérations 
suivantes auront aussi du retard (Figure (33)).  
 
?o
?o
Dépendances de précédence
Retard
 
 Fig. 33. Illustration des dépendances de précédences 
 
Une dépendance entre les dates de deux besoins en composants ro et ro’ induit la contrainte 
suivante (Equation (32)), où o?~  est la duré imprécise entre le besoin en composants ro et ro’, 
o??  la distribution de possibilités de la date à laquelle on aura besoin du composant pour un 
ordre o :  
 
 
'
~
oo o ?? ??? ??  (32) 
 
2.4. Connaissance su 
2.5. r les besoins bruts 
Malgré les incertitudes sur les besoins en composants, le décideur peut avoir à sa disposition 
une connaissance générale sur les besoins en composants qui peuvent être annulés en même 
temps. Ne pas prendre en compte cette connaissance peut entraîner des incohérences au 
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niveau du calcul des besoins bruts. Dans cette partie, nous allons proposer un modèle pour 
représenter cette connaissance. 
 
Le modèle de représentation des incertitudes sur les besoins en composants peut être enrichi 
par une connaissance sur le nombre moyen de besoins en composants pouvant être annulés en 
même temps. Nous allons illustrer l’intérêt de prendre en compte les connaissances sur 
l’incertitude du besoin en composants et sur l’incertitude sur le nombre de besoins en 
composants pouvant être annulé sur un exemple. 
 
Exemple : Pour une question de simplicité, l’exemple considère un 
horizon à une période dans le cas où les besoins en composants sont 
incertains (annulables), mais précis en date et en quantité. 
Le client ne connaît pas avec certitude les besoins en composants 
pouvant être annulés ; ils sont donc tous potentiellement annulable. Il 
attribue ainsi à chaque besoin en composants (b1=10 b2=20 b3=15 
b4=40) une possibilité d’être annulé ou pas. 
Par contre, il sait qu’ils ne seront pas tous annulés en même temps, 
que moins de la moitié pourra être annulé, et qu'au moins un sera 
annulé.  
Si on ne prend pas en compte cette connaissance, les besoins bruts 
possibles sont compris entre 0 et 85.  
En revanche, si l’on prend en compte cette connaissance, les besoins 
bruts possibles sont compris entre 25 et 75. On additionne la moitié 
des besoins à quantité minimale 10+15=25 et on additionne les 
besoins en composant à quantité maximale dans le cas où un seul 
besoin est annulé 40+20+15=75.  
2.5.1. Modèle des quantités livrables par le fournisseur 
Les capacités de livraison du fournisseur interviennent dans deux étapes distinctes du 
processus de calcul du plan d’approvisionnement. Dans une approche par intégration des 
incertitudes dans la méthode de calcul du plan d’approvisionnement, nous distinguons en 
effet : 
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? le modèle de la quantité maximale livrable par le fournisseur, utilisé pour vérifier 
l’adéquation capacité de livraison/besoin brut et pour choisir parmi les plans 
proposés par le service de planification de la production le plan de production qui a 
les besoins bruts les plus faciles à satisfaire par le fournisseur (ce modèle prend en 
compte les imprécision sur la quantité maximale), 
? le modèle des contraintes sur les quantités livrables par le fournisseur pour calculer 
un plan d’approvisionnement à partir du plan de production choisi (ce modèle ne 
prend pas en compte les imprécisions mais prend en compte les quantités minimale 
et maximale livrables par le fournisseur). 
2.5.1.1. Modèle des quantités maximale livrables par le fournisseur 
Nous avons posé comme hypothèse (compatible avec les pratiques observées) que le 
fournisseur s’engage à garder son niveau de stock entre deux valeurs extrêmes. Il peut donc 
livrer au maximum la quantité maximale du stock. Ceci n’est pas forcement réalisable en 
pratique : il se peut en effet qu’il ne puisse pas garder son stock au niveau maximal tout au 
long de l’horizon. Dans une approche de prise en compte des incertitudes, nous considérons 
que le fournisseur donne une information plus complète sur ses stocks, en ajoutant le niveau 
de stock maximal pouvant être garanti de façons certaine et le niveau de stock maximal le 
plus possible. A partir de ces trois niveaux de stocks maximaux, nous pouvons construire une 
distribution de possibilités sur les capacités maximales de livraisons du fournisseur sur 
l’ensemble de l’horizon (Figure (34)). 
Possibilité
Période t
Quantités
Niveau de stock 
maximal 
garanti de façon 
certaine
Niveau de stock 
maximal le plus 
possible
Niveau de stock maximal 
"maximal"
 
Fig. 34. Représentation des capacités imprécises de livraison maximale  
 
 
 
109  
 
2.5.1.2. Modèle des contraintes sur les quantités livrables par le fournisseur 
Une fois le plan de production choisi par le client, le fournisseur lui envoie ses contraintes sur 
les quantités livrable en s’engageant à pouvoir livrer ces quantités (il n’y a plus d’imprécision 
sur la quantité maximale : le fournisseur en a choisi une qu’il s’engage à pouvoir fournir). Ces 
quantités livrables sont donc représentées par un intervalle classique (Figure (35)). 
 
a b
Préférence
Quantités
 
Fig. 35. Représentation des contraintes de livraisons 
 
2.6. Formalisation du calcul d’un plan d’approvisionnement sous 
incertitude 
Une fois le problème déterministe formalisé et les donnés incertaines modélisées, nous 
proposons une formalisation du problème de calcul d’un plan d’approvisionnement sous 
incertitude. 
2.6.1. Formalisation du calcul des besoins bruts 
Le calcul des besoins bruts est réalisé au moyen des équations (45) et (46) (cf : §1.2.2) qui 
sont rappelées ci-dessous :  
Données du problème : 
Oro,p,t : Ordre planifié o d’un produit p appartenant à la période t 
Np,c : Nombre de composants c nécessaires à l’assemblage de p 
ro,c,t : Besoin en composant c de l’ordre planifié o appartenant à la période t 
 
Variables dépendantes : 
BBc,t : Besoins bruts en composant c à la période t  
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 ptcoNOrr cptpotco ,,,,,,,, ???  (54) 
 tcrBB O
o tcotc
,
1 ,,,
??? ?  (55) 
 
Etant donné que la date à laquelle on aura besoin des composants est imprécise, Oro,p,t n’est 
plus une valeur précise. Le nombre de composants nécessaires étant lui aussi imprécis et les 
besoins en composants pouvant être annulés, Np,c et ro,c,t ne sont plus précis non plus. Notre 
problème est donc de calculer BBc,t sachant que Oro,p,t ,Np,c et ro,c,t sont mal connus. On notera 
dans la suite ~ les données mal-connue. On a donc le problème suivant : 
 
  ptcoNrOr cptpotco ,,,
~~~
,,,,, ???  (56) 
 tcrBB O
o tcotc
,~~
1 ,,,
??? ?  (57) 
 
Une méthode de résolution de ce problème est décrite dans le Chapitre 3.  
2.6.2. Formalisation du processus de choix d’un plan de production 
Etant donné que les besoins bruts sont mal connus, les équations utilisées dans le cas 
déterministe (Equations (45), (46) et (47), §2.1.1) doivent être adaptées à ce nouvel état de 
connaissance. Le client fabrique en MTO ou ATO et utilise donc une politique de lot pour lot. 
Cette politique de lot-pour-lot (qui est utilisée pour calculer les plans d’approvisionnements) 
dans le cas déterministe permet de calculer un plan d’approvisionnement à partir des besoins 
bruts, étant donné que le plan d’approvisionnement ne génère ni stock (quantité 
approvisionnée supérieure au besoin brut) ni rupture (quantité approvisionnée inférieure au 
besoin brut). Dans le cas où l’on prend en compte les imperfections, ceci n’est plus vrai, 
puisque la quantité approvisionnée est précise. La prise en compte des imperfections 
transforme le problème de génération du plan d’approvisionnement. Nous appelons dans la 
suite "besoins bruts" les besoins par période calculés à partir des ordres planifiés.  
 
 tBBl ctct ?? ,, ~~  (58) 
 
 tBBl
t
i
ci
t
i
ci ????
?? 1
,
1
,
~~  (69) 
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Une méthode de résolution de ce problème est décrite dans le chapitre 4. 
2.6.3. Formalisation du processus de calcul du plan d’approvisionnement 
De même que pour les processus précédents, le modèle du problème de calcul d’un plan 
d’approvisionnement (Equations (10), (11), (12) et (13), chapitre 1 §1.3.2) doit être adapté à 
la présence de données mal connues :  
  
 ? ?? ? ?Tt ctBctI BCIC1 ,, ~~  (61) 
 s.t. 
 tBBBBIApI ctctctcttcct ?????? ?? ,,,1,,,1 ~~~~~  (62) 
 tlApl ctctct ??? ,,,  (63) 
 tBI ctct ?? 0~,~ ,,  (64) 
 
Nous proposons deux approches pour résoudre ce problème : 
1. Approche "aide à la décision" décrite dans la première partie du chapitre 4, 
2. Approche par optimisation robuste utilisant le critère Minmax et « risk 
minimisation » dans la deuxième partie du chapitre 5. 
 
L’approche "aide à la décision" permet au décideur de choisir un plan d’approvisionnement 
sans avoir besoin de formaliser de façon précise son critère de choix ni les composants de sa 
fonction de coût.  
L’autre approche que nous développerons est l’approche robuste qui, dans un contexte de 
« gestion des risques », nous parait la mieux appropriée car son but est de minimiser le coût 
maximal ; en d’autres termes, elle vise à limiter l’impact négatif de l’incertitude sur le coût 
d’approvisionnement.  
3. Conclusion 
Dans ce chapitre, nous avons proposé un processus de collaboration pour le calcul d’un plan 
d’approvisionnement considérant que le fournisseur accepte de communiquer au client des 
informations telles que ses livraisons maximales, et peut s’engager sur des quantités à livrer. 
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En échange, le client propose un plan d’approvisionnement adapté aux capacités du 
fournisseur. L’intégration de ces nouvelles données transforme le calcul de plan 
d’approvisionnement. 
 
De plus, nous avons proposé un modèle de représentation des connaissances sur les données 
du problème (besoins en composants, capacité, préférence du client) tout en prenant en 
compte les dépendances entre les besoins en composants.  
La prise en compte de ces imperfections, en plus des données du fournisseur, transforme notre 
problème en un problème de décision sous incertitude.  
 
Dans les chapitres suivants, nous développerons les méthodes de calcul nécessaires à toutes 
les étapes du calcul d’approvisionnement en présence de données imparfaites.  
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Introduction. 
 
Après avoir formalisé notre problème et modélisé les données, nous proposons dans ce 
chapitre une méthode de calcul des besoins bruts, première étape dans le processus de calcul 
d’un plan d’approvisionnement (Guillaume et al. 2009) et (Guillaume et al. 2010).  
Cette méthode se compose de quatre grandes parties (Figure (36)) : 
1. Pour chaque besoin en composants exprimé en termes de quantité nécessaire floue 
pour une date donnée, il s'agit de déterminer le besoin en composants exprimé en 
termes de quantité nécessaire floue pour une période. Nous appellerons cette étape le 
"passage en période" du besoin en composant. 
2. Dans une deuxième étape, il s'agit de représenter l’ensemble des besoins bruts 
possibles pour chaque période, ainsi que les niveaux de possibilité que ces besoins 
bruts soient compatibles. En d’autre termes, si le besoin brut vaut a à la période t, nous 
calculons avec quel niveau de possibilité il est possible que le besoin brut soit de b à la 
période t+1. Nous proposons une représentation sous la forme d’un graphe dans lequel 
une quantité floue est attribuée à chaque nœud et un niveau de possibilité à chaque arc. 
3. Dans une troisième étape, nous allons présenter une méthode de calcul des besoins 
bruts" extrêmes" c'est-à-dire ayant la quantité maximale ou minimale pour au moins 
une période.  
4. Dans la quatrième étape nous calculons les quantités cumulatives extrémales floues du 
besoin brut. 
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Fig. 36. Processus du calcul des besoins bruts  
  
Ce chapitre est composé de trois parties qui présenteront les trois processus représentés sur la 
Figure (36) avec : 
? tout d'abord le processus de passage en périodes qui permet de regrouper les besoins 
en périodes,  
? ensuite, le processus de construction du graphe, 
? enfin, le processus de calcul des besoins bruts cumulatifs extrêmes ainsi que la 
construction du graphe "extrême". 
Tout au long de ce chapitre, nous illustrerons la démarche sur un exemple. 
1. Passage en période des besoins en composants 
En prenant en compte les imperfections sur les besoins en composants, les données ne 
sont plus déterministes (précises).  
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Les données du problème sont les suivantes : 
? tporO ,,~  : Ordre planifié numéro o d’un produit p commençant dans la période t 
? cpN ,~ : Nombre de composants c nécessaires à l’assemblage du produit p ()  
Le passage en période consiste à calculer l’ensemble des tporO ,,
~  pour un ordre planifié 
o d’un produit p commençant dans la période t, sachant que la date à laquelle on aura besoin 
des composants est imprécise. On attribue à chaque valeur de tpoOr ,,  un niveau de possibilité 
qui correspond à la possibilité que le besoin en composants correspondant appartienne à la 
période t noté : )( ,, tpoOr?  (section 3.1.1).  
La prise en compte de l’imprécision sur les quantités attribue une quantité floue 
cpN ,
~ au nombre de composants c nécessaire à la réalisation du produit p.  
La prise en compte de l’incertitude sur le besoin en composant ajoute une information 
sur le nombre composants c nécessaires à la réalisation du produit p du fait de l’annulation 
possible ou pas du besoin en composant. Cette information transforme la quantité floue cpN ,
~  
en un ensemble de deux quantités : zéro pour l’annulation et cpN ,
~  pour l’acceptation.  
Etant donné que les informations sur l’annulation dépendent du besoin en composants, 
on calcule une nouvelle quantité à partir de cpN ,
~  et de l’information sur l’incertitude de 
chaque besoin en composants. On note ocpN ,,
~  l’ensemble des quantités de composants c 
nécessaires à l’assemblage de p sachant qu'elles sont destinées à l’ordre o.  
A partir de l’ensemble des valeurs de tporO ,,
~  et ocpN ,,
~ , on calcule l’ensemble des 
besoins en composants c possibles de l’ordre planifié o commençant dans la période t ( tcor ,,~ ) 
(section 4.1.3). Ces besoins respectent les deux contraintes suivantes : 
1. un besoin en composants ne peut appartenir qu’à une seule période, 
2. un besoin en composants ne peut prendre qu’une et une seule valeur floue sur 
l’horizon. 
 
118  
 
1.1. Calcul de l’ensemble des périodes dans lesquelles l’ordre peut 
commencer  
Certains ordres ont des dépendances entre eux (relations de précédence) dues notamment à 
l’utilisation d’une même ressource (ligne d’assemblage). D’autres sont totalement 
indépendants. On peut donc séparer l’ensemble des ordres planifiés en sous-ensembles 
indépendants d’ordres dépendants.  
Le calcul de l’appartenance de la date de début des ordres aux périodes s’applique de façon 
indépendante à chaque ensemble de besoins indépendants. L’exemple suivant illustre le 
découpage de l’ensemble des ordres de fabrications en sous-ensembles indépendants. 
 
Exemple : Soient trois lignes d’assemblage A, B, C et leurs plans flous 
respectifs concernant les ordres o=1 à o=7 
Possibilité
6 13
Date
7 10
0
1
8 17 19 21 25 27 30
(A)
(o=1) (o=4) (o=6)
 
Possibilité
8 18
Date
9 11
0
1
10 19 22 24
(B)
(o=2) (o=5)
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Possibilité
9
Date
10 13
0
1
11 25 26 30 36
(C)
(o=3) (o=7)
 
Fig. 37. Exemple d’ordre planifié dépendant 
 
Les ordres planifiés 1 ; 4 ; 6 sont indépendants des ordres 2 ; 5 et des 
ordres 3 ; 7. On applique donc la méthode de calcul d’appartenance à 
une période aux ensembles d’ordres {1 ; 4 ; 6}, {2 ; 5} et {3 ; 7} de 
façon indépendante. 
 
Pour chacun des ensembles dépendants, nous calculons en commençant par le plus récent 
(celui qui a la date la plus proche) les niveaux de possibilités d’appartenir aux différentes 
périodes t de l’horizon (Equation (65) et Figure (38)).  
  
 )))(max()( tt ooo ???? ????  (65) 
 
 
Fig. 38. Niveaux de possibilités que le besoin appartienne à une période 
 
Période t Période t+1 
1)( ??? to?  
66.0)1( ???? to?  
Date 
Possibilité 
)1;6;2;12;10(?o?  
14
8 10 18 12 
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Le calcul des appartenances des ordres aux périodes doit prendre en compte les dépendances 
avec l’ordre précédent.  
Pour cela, on calcule la distribution de possibilités de l’ordre précédent sachant qu’il 
appartient à une période donnée (Equation (66), Figure (39)) avec oT  l’ensemble des périodes 
auxquelles l’ordre o peut appartenir.  
 
 ot tooto T??? ???? ?? ,  (66) 
Fig. 39. Distribution de possibilités de l’ordre o sachant qu’il appartient à la période t 
 
Nous calculons ensuite la distribution de possibilités de l’ordre de fabrication suivant o’ 
to /'??  
(Equation (67)). 
 
 
toto o ,/'
~
?? ??? ??  (67) 
  
Nous représentons le niveau de possibilité )( ,...,,,, 1 ntttpoOr? qu’un ordre o du produit p 
appartienne à une période t, sachant que les ordres précédents appartiennent aux périodes 
t1(premier prédécesseur),…, tn (nième prédécesseur). 
 
Nous illustrons cette méthode de calcul sur l’exemple précédant : 
 
 
Période t Période t+1 
Date 
Possibilité 
)1;6;2;12;10(?o?  
14
8 10 18 12 
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Exemple : Soient les trois ordres de fabrication indépendants 1 ; 4 ; 6. 
Possibilité
6 137 10
0
1
8 17 19 21 25 27 30
(o=1) (o=4) (o=6)
7 14 21 28
Période 1 Période 2 Période 3 Période 4 Période 5
Date
 
Fig. 40. Ordres de planification dépendants 
 
Avec )11;11;10;7(~1 ??  , )9;8;8;8(~4 ??  
On calcule le niveau de possibilité que l’ordre de fabrication 1 
appartienne aux périodes 1 et 2 : 
1
6
7
1
8
7
10
Possibilité que l’ordre 1 
appartienne à la 
période 1
Possibilité que l’ordre 1 
appartienne à la 
période 2
 
Fig. 41. Illustration du calcul d’appartenance à une période 
 
 1))1)(max()1( 111 ????? ????  ; 1))2)(max()2( 111 ????? ????  
On a donc ? ?2;11 ?T  et 1)( 1,,1 ?? pOr 1)( 2,,1 ?? pOr  
On calcule les distributions de possibilités de l’ordre suivant (ordre 4) 
sachant que l’ordre 1 appartient à la période 1 ( 1/4?? ) : 
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Possibilité
6 7
0
1
17 21 25 27 30
(o=1) (o=4) (o=6)
7 14 21 28
Période 1 Période 2 Période 3 Période 4 Période 5
Date
13 18
 
Fig. 42. Ordre planifiés sachant que l’ordre 1 appartient à la période 1  
 
A partir de la distribution de possibilités de l’ordre 4, sachant que 
l’ordre 1 appartient à la période 1 
1/4?? , on calcule les niveaux de 
possibilités que l’ordre 4 appartienne aux différentes périodes de 
l’horizon : 
25.0))2)(max()2( 1/41/41/4 ????? ????  
1))3)(max()3( 1/41/41/4 ????? ????  
On a donc ? ?3;21/4 ?T  et 25.0)( 1,2,,4 ?? pOr  ; 1)( 1,3,,4 ?? pOr .  
De la même façon, nous calculons les niveaux de possibilités que 
l’ordre 4 appartienne aux différentes périodes de l’horizon pour le cas 
où l’ordre 1 appartient à la période 2 : 
On a ? ?32/4 ?T  et 1)( 2,3,,4 ?? pOr .  
On calcule la distribution de possibilités de l’ordre suivant (ordre 6) 
sachant que l’ordre 1 appartient à la période 1 et l’ordre 4 appartient à 
la période 2 : 
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Fig. 43. Plan des ordres planifiés sachant que o=1 appartient à la 
période 1 et que o=4 appartient à la période 2 
 
On a ? ?42,1/6 ?T  et 25.0)( 2,1,4,,6 ?? pOr .  
Nous calculons de même: 
? ?43,1/6 ?T  et 1)( 3,1,4,,6 ?? pOr  
? ?5;43,2/6 ?T  et 1)( 3,2,4,,6 ?? pOr  ; 667.0)( 3,2,5,,6 ?? pOr  
 
1.2. Calcul des quantités de composants c nécessaires à l’assemblage de p 
pour l’ordre o  
Après avoir effectué le « passage en période », nous allons modifier l’ensemble des quantités 
de composants c nécessaires à l’assemblage de p ( cpN ,
~ ) afin de prendre en compte 
l’information sur l’incertitude du besoin en composants. Nous noterons ocpN ,,
~  l’ensemble des 
quantités de composants c nécessaires à l’assemblage de p pour l’ordre o et ? ?oo acan ;  les 
niveaux de possibilités respectifs que l’ordre soit annulé ou pas. ocpN ,,
~  est défini par 
l’équation (68). 
 ? ?? ?);;;;(;;0;0;0;0~ ,,,,,, ocpcpcpcpoocp acqdqcqbqaanN ?   (68) 
 
Exemple : Les besoins en composants liés aux ordres de fabrication 4 
et 6 sont incertains avec les degrés d’incertitude suivants : 
- Ordre 4 : {0.8 ; 1} 
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- Ordre 6 : {1 ; 0.6} 
cpN ,
~
est égal à (10 ; 12 ; 2 ; 5) et est représenté dans la Figure 45. 
Fig. 44. Représentation de la distribution de possibilités cpN ,
~  
 
A partir de ces données, on calcule l’ensemble des quantités de 
composant c nécessaires à l’assemblage de p pour l’ordre 4 et 6 : 
? ?? ?)1;5;2;12;10(;8.0;0;0;0;0~ 4,, ?cpN   
? ?? ?)6.0;5;2;12;10(;1;0;0;0;0~ 6,, ?cpN  
 
1.3. Calcul de l’ensemble besoins en composants par période 
Après avoir calculé les quantités ocpN ,,
~ de composants c nécessaires à l’assemblage de p pour 
l’ordre o et le « passage en période » effectué, on calcule l’ensemble des besoins en 
composants nttttcor ,...,*,,,, 1  d’un composant c de l’ordre o du produit p pour lequel il est possible 
qu’il appartienne à une période t, sachant que les ordres précédents appartiennent aux 
périodes t1 (premier prédécesseur),…, tn (nième prédécesseur). On distingue deux cas : 
1. le besoin en composant appartient à la période t, c'est-à-dire que t est égal à 
t*. Sa quantité est donc égale à cpN ,
~ , 
2. le besoin en composant n’appartient pas à la période t,  c'est-à-dire que t est 
différent de t*. Sa quantité est donc égale à (0 ; 0 ; 0 ; 0). 
 
Pour calculer le niveau de possibilité, on multiplie les niveaux de possibilités que le besoin 
soit annulé ou confirmé par la possibilité d’appartenir à la période considérée (Equation (69) 
pour le cas 1 et (70) pour le cas 2).  
Quantités 
Possibilité 
8 10 17 12 
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 ? ?? ? ? ?? ?
n
nn
n
o
n
ooo
tttpoocpcpcpcptttpoo
ttttco
ttttPpOo
OracqdqcqbqaOran
r
TTTT ???????
????
?
,...,,*,,,
)(;;;;;)(;0;0;0;0
1
11
1
1
,...,*,,,,,,,,...,*,,,
,...,*,,,,
 (69) 
 ? ?? ? ? ?? ?
n
nn
n
o
n
ooo
tttpootttpoo
ttttco
ttttPpOo
OracOran
r
TTTT ???????
????
?
,...,,*,,,
)(;0;0;0;0;)(;0;0;0;0
1
11
1
1
,...,*,,,,...,*,,,
,...,*,,,,
 (70) 
 
Exemple : Reprenons notre exemple avec les ordres de fabrication 1 ; 
4 ; 6. Nous avons donc les données suivantes : 
1)( 1,,1 ?? pOr  ; 1)( 2,,1 ?? pOr  
25.0)( 1,2,,4 ?? pOr  ; 1)( 1,3,,4 ?? pOr  ; 1)( 2,3,,4 ?? pOr  
667.0)( 3,2,5,,6 ?? pOr  ; 1)( 3,2,4,,6 ?? pOr  ; 1)( 3,1,4,,6 ?? pOr  
25.0)( 2,1,4,,6 ?? pOr  
et  
? ?)1;5;2;12;10(~ 1,, ?cpN  ; ? ?? ?)1;5;2;12;10(;8.0;0;0;0;0~ 4,, ?cpN   
? ?? ?)6.0;5;2;12;10(;1;0;0;0;0~ 6,, ?cpN  
A partir de ces données, on calcule les besoins en composants en 
appliquant l’équation (69) pour les besoins dont la quantité est 
différente de zéro (cas où le besoin n’est pas annulé) : 
? ? ? ?)111;5;2;12;10())(;5;2;12;10( 11,,11,1,,1 ?????? acOrr pc ? ?)111;5;2;12;10(;)111;0;0;0;0(2,2,,1 ?????cr  
? ?)25.0125.0;5;2;12;10(;)2.08.025.0;0;0;0;0(1,2,2,,4 ?????cr  
? ?)111;5;2;12;10(;)8.08.01;0;0;0;0(1,3,3,,41,3,3,,4 ?????? cc rr  
? ?)4.08.0667.0;5;2;12;10();667.01667.0;0;0;0;0(3,2,5,5,,6 ?????cr  
? ?)16.01;5;2;12;10(;)111;0;0;0;0(3,1,4,4,,63,2,4,4,,6 ?????? cc rr  
? ?)15.06.025.0;5;2;12;10(;)5.0125.0;0;0;0;0(2,1,4,4,,6 ?????cr  
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On utilise l’équation (70) pour modifier les besoins en composants 
dont la quantité, dans le cas où ils ne sont pas annulés, est égale à 
zéro: 
? ? ? ?)1;0;0;0;0())(;0;0;0;0( 12,,12,1,,1 ???? acOrr pc ? ?)1;0;0;0;0(1,2,,1 ?cr  
? ?)25.0;0;0;0;0(;)2.0;0;0;0;0(1,3,2,,4 ?cr  
? ?)1;0;0;0;0(;)8.0;0;0;0;0(1,2,3,,41,2,3,,4 ?? cc rr  
? ?)4.0;0;0;0;0(;)667.0;0;0;0;0(3,2,4,5,,6 ?cr  
? ?)6.0;0;0;0;0(;)1;0;0;0;0(3,1,5,4,,63,2,5,4,,6 ?? cc rr  
? ?)15.0;0;0;0;0(;)25.0;0;0;0;0(2,1,5,4,,6 ?cr  
 
1.4. Conclusion 
Prendre en compte les imperfections sur la connaissance portant sur les besoins en 
composants a un impact important sur la taille du problème à traiter. En effet, le nombre de 
besoins en composants possibles dépend du niveau de connaissance, et plus précisément du 
rapport entre l’imprécision sur la date et la durée des périodes. Cette approche fait apparaître 
un lien fort entre la durée des périodes et la connaissance des dates de lancement. Prendre des 
périodes trop courtes par rapport aux imprécisions sur les dates rend le calcul impossible. 
Mais, y a-t-il un sens à vouloir décrire avec précision (période réduite) des informations 
imprécises ? 
Prendre en compte l’imprécision sur les dates peut donc permettre de vérifier l’adéquation 
entre la durée des périodes et la précision de la connaissance sur les dates de lancement. Cela 
pourrait même servir à dimensionner la taille des périodes de manière à trouver un compromis 
entre la richesse de l’information et sa possibilité d'exploitation en termes de calcul. 
Après avoir calculé les besoins en composants exprimés pour une période, nous allons 
calculer, dans la section suivante, les besoins bruts à partir de ces besoins en composants. 
2. Construction du graphe besoin brut 
Comme nous l’avons vu dans la section précédente, les besoins en composants sont exprimés 
en termes de quantités par période et représentés par un ensemble de valeurs possibles. Nous 
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allons maintenant proposer une méthode de calcul des besoins bruts qui prenne en compte les 
besoins en composants possibles ainsi que la connaissance sur les besoins bruts, qui est une 
vision agrégée des incertitudes (incertitude au niveau de la période et non pas au niveau du 
besoin en composant).  
Le besoin brut est représenté par un graphe. Nous décomposons donc le calcul des besoins 
bruts en deux grandes parties :  
1. la méthode de calcul des nœuds du graphe, 
2. la méthode de calcul des arcs du graphe.  
 
2.1. Calcul des nœuds 
Le calcul des nœuds correspond au calcul des besoins bruts par période. Un nœud est désigné 
par : 
? la période à laquelle il appartient, 
? l’indice de sa combinaison (qui sera détaillé plus tard) qui est composé de l’ensemble 
des attributs des besoins en composants (annulés ou acceptés, appartenant à la période 
t) considérés pour le calcul du besoin brut.  
Reprenons l’équation de calcul des besoins bruts à partir des besoins en composants 
(Equation (46), chapitre 2 §1.2.2) 
 
tcrBB O
o tcotc
,
1 ,,,
??? ?  (46) 
Après intégration des imperfections, le besoin en composants exprimé pour une période est un 
ensemble de besoins en composants possibles? ?nttttcor ,...,*,,,, 1 .  
Le besoin brut devient donc un ensemble de besoins bruts possibles. 
On note : 
?  an ttttco nr ,...,*,,,, 1  : la quantité annulée du besoin en composants de l’ordre o du composant 
c à la période t sachant : 
o qu’il appartient à la période t* , 
o que les ordres précédents appartiennent aux périodes t1 (premier 
prédécesseur),…, tn (nième prédécesseur). 
? ac ttttco nr ,...,*,,,, 1  : la quantité acceptée du besoin en composants de l’ordre o du composant 
c à la période t sachant : 
o qu’il appartient à la période t* , 
128  
 
o que les ordres précédents appartiennent aux périodes t1 (premier 
prédécesseur),…, tn (nième prédécesseur). 
? On a donc ? ? ? ?ac ttttcoan ttttcottttco nnn rrr ,...,*,,,,,...,*,,,,,...,*,,,, 111 ;?  
 
Pour chaque période, nous construisons toutes les combinaisons possibles des besoins en 
composants en respectant les contraintes dues aux dépendances sur les quantités (cf. : §2.1.1) 
et celles dues à la connaissance sur les besoins bruts (cf. : §2.1.2). Chaque combinaison 
correspond à un ensemble d’indices des besoins en composants, dans lequel chaque scénario 
des besoins en composants est séparé par un point virgule. Les attributs des besoins en 
composants sont codifiés de la manière suivante : 
- an ou ac : signifient respectivement que le besoin est annulé ou accepté, 
- o : le numéro de l’ordre du besoin en composant, 
- c : le composant concerné, 
- t : la période de la combinaison, 
- t* : la période à laquelle appartient l’ordre, 
- ntt ,...,1  : les périodes auxquelles appartiennent les ordres précédents. 
 
? ?nnnn ttttcoacttttcoacttttcoanttttcoan ''',...,''''*,'',,,''',;...;'',...,'''*,',,,'',;',...,''*,,,,',;,...,*,,,,, 1111
 
Afin de simplifier la notation de l’ensemble des indices des besoins en composants, nous 
indexons les combinaisons possibles des besoins en composants de chaque période t avec un 
indice combt tel que ? ?tt COMBcomb ;1? . 
 
Exemple : Soient trois besoins en composant c provenant de trois 
ordres de fabrication o=1, o=2 et o=3. Ces ordres n’ont pas de 
dépendances sur les quantités et le décideur n’a aucune connaissance 
sur le besoin brut. Nous allons calculer les combinaisons de ces trois 
besoins en composants pour la période 2 : 
Soit les trois ensembles de besoins en composants : 
? ?2,2,,11,2,,1 ; cc rr  : le besoin en composant de l’ordre 1 peut appartenir :  
- à la période 1, 
- ou à la période 2; 
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? ?2,2,2,,21,2,2,,21,1,2,,2 ;; ccc rrr  : le besoin en composant de l’ordre 2 
peut appartenir : 
- à la période 1 et 2 si l’ordre précédent appartient à la période 1, 
- à la période 2 seulement si le l’ordre précédent appartient à la 
période 2 ; 
? ?2,2,,3 cr  : le besoin en composant de l’ordre 3 peut seulement 
appartenir à la période 2. 
De plus, nous savons que les besoins en composants des ordres 1 et 3 
sont annulables, alors que le besoin en composants de l’ordre 2 ne 
l’est pas. Cela se traduit par : 
? ? ? ?accancaccanccc rrrrrr 2,2,,12,2,,11,2,,11,2,,12,2,,11,2,,1 ;;;; ?  
? ? ? ?accaccaccccc rrrrrr 2,2,2,,21,2,2,,21,1,2,,22,2,2,,21,2,2,,21,1,2,,2 ;;;; ?  
? ? ? ?accancc rrr 2,2,,32,2,,32,2,,3 ;?  
Nous donnons ci-dessous l’ensemble des combinaisons pour les trois 
besoins en composants présentés précédemment. La première 
combinaison de la période 2 est par exemple : 
)2,2,,3,;1,1,2,,2,;1,2,,1,( caccaccan  correspondant au cas où :  
- le besoin en composant 1 est annulé (an) et il appartient à la 
période 1,   
- le besoin en composant 2 est accepté (ac) et il appartient à la 
période 1 sachant que l’ordre précédant appartient à la période 1, 
- le besoin en composant 3 est accepté (ac) et il appartient à la 
période 2. 
130  
 
??
??
??
??
?
??
??
??
??
?
?
??
??
??
??
?
??
??
??
??
?
?
)2,2,,3,;2,2,2,,2,;2,2,,1,(;)2,2,,3,;2,2,2,,2,;2,2,,1,(
)2,2,,3,;1,2,2,,2,;2,2,,1,(;)2,2,,3,;1,2,2,,2,;2,2,,1,(
)2,2,,3,;1,1,2,,2,;2,2,,1,(;)2,2,,3,;1,1,2,,2,;2,2,,1,(
)2,2,,3,;2,2,2,,2,;2,2,,1,(;)2,2,,3,;2,2,2,,2,;2,2,,1,(
)2,2,,3,;1,2,2,,2,;2,2,,1,(;)2,2,,3,;1,2,2,,2,;2,2,,1,(
)2,2,,3,;1,1,2,,2,;2,2,,1,(;)2,2,,3,;1,1,2,,2,;2,2,,1,(
)2,2,,3,;2,2,2,,2,;1,2,,1,(;)2,2,,3,;2,2,2,,2,;1,2,,1,(
)2,2,,3,;1,2,2,,2,;1,2,,1,(;)2,2,,3,;1,2,2,,2,;1,2,,1,(
)2,2,,3,;1,1,2,,2,;1,2,,1,(;)2,2,,3,;1,1,2,,2,;1,2,,1,(
)2,2,,3,;2,2,2,,2,;1,2,,1,(;)2,2,,3,;2,2,2,,2,;1,2,,1,(
)2,2,,3,;1,2,2,,2,;1,2,,1,(;)2,2,,3,;1,2,2,,2,;1,2,,1,(
)2,2,,3,;1,1,2,,2,;1,2,,1,(;)2,2,,3,;1,1,2,,2,;1,2,,1,(
cancaccaccaccaccac
cancaccaccaccaccac
cancaccaccaccaccac
cancaccancaccaccan
cancaccancaccaccan
cancaccancaccaccan
cancaccaccaccaccac
cancaccaccaccaccac
cancaccaccaccaccac
cancaccancaccaccan
cancaccancaccaccan
cancaccancaccaccan
 
 
2.1.1. Contraintes des dépendances de quantités 
Les dépendances de quantités impliquent une cohérence entre les états des besoins en 
composants (annulés ou accepté). Si un besoin en composant est annulé (resp. accepté) tous 
les besoins en composants dépendants doivent aussi être annulés (resp. acceptés). Cela se 
traduit par les contraintes suivantes (contrainte 1 et contrainte 2) : 
 
Contrainte 1 : Si an ttttcottttco nn rr ,...,*,,,,,...,*,,,, 11 ?  alors an ttttcottttco nn rr ,...,*,,,,'',...,''*,,,,' 11 ? pour tout o’ ayant une 
dépendance de quantité avec o 
 
Contrainte 2 : Si ac ttttcottttco nn rr ,...,*,,,,,...,*,,,, 11 ?  alors ac ttttcottttco nn rr ,...,*,,,,'',...,''*,,,,' 11 ? pour tout o’ ayant une 
dépendance de quantité avec o 
 
Exemple : Reprenons l’exemple ci-dessus avec une dépendance en 
quantités entre les ordres 1 et 3. 
Si le besoin en composants provenant de l’ordre 1 et annulé (resp. 
accepté) alors celui de l’ordre 3 est annulé (resp. accepté) lui aussi. 
On a donc COMBt=2*3*1 +2*3*1=12 : 
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??
??
?
??
??
?
?
??
??
?
??
??
?
?
)2,2,,3,;2,2,2,,2,;2,2,,1,(;)2,2,,3,;1,2,2,,2,;2,2,,1,(
)2,2,,3,;1,1,2,,2,;2,2,,1,(;)2,2,,3,;2,2,2,,2,;2,2,,1,(
)2,2,,3,;1,2,2,,2,;2,2,,1,(;)2,2,,3,;1,1,2,,2,;2,2,,1,(
)2,2,,3,;2,2,2,,2,;1,2,,1,(;)2,2,,3,;1,2,2,,2,;1,2,,1,(
)2,2,,3,;1,1,2,,2,;1,2,,1,(;)2,2,,3,;2,2,2,,2,;1,2,,1,(
)2,2,,3,;1,2,2,,2,;1,2,,1,(;)2,2,,3,;1,1,2,,2,;1,2,,1,(
caccaccaccaccaccac
caccaccaccancaccan
cancaccancancaccan
caccaccaccaccaccac
caccaccaccancaccan
cancaccancancaccan
 
 
2.1.2. Connaissance sur les besoins bruts 
Le décideur a une connaissance globale sur le nombre de besoins en composants qui peuvent 
être annulés en même temps. Cette connaissance se traduit par une contrainte dans le calcul 
des combinaisons possibles de besoins en composants. 
On note :  
?t : le pourcentage minimal de besoins en composants incertains pouvant être annulés en 
même temps à la période t. 
 ?t : le pourcentage maximal de besoins en composants incertains pouvant être annulés en 
même temps à la période t.  
 nt : le nombre de besoins en composants indépendants pouvant appartenir à la période t.  
tcombt
nan , : le nombre de besoins en composants indépendants annulé pour la combinaison 
combt appartenant à la période t.  
 combtn
nan
t
t
combt
t
t ,100, ???? ??  (71) 
 
Exemple : Reprenons l’exemple sans dépendance sur les quantités. 
Cette fois, le décideur à une nouvelle connaissance sur le besoin brut : 
au moins 50% des besoins en composants sont annulés.  
On a donc : ?2 =50% ?2 =100% 
Il ne reste donc que les combinaisons ayant au moins un besoin en 
composant annulé (18 combinaisons) : 
132  
 
??
??
??
?
??
??
??
?
?
??
??
??
?
??
??
??
?
?
)2,2,,3,;1,2,2,,2,;2,2,,1,(;)2,2,,3,;1,1,2,,2,;2,2,,1,(
)2,2,,3,;2,2,2,,2,;2,2,,1,(;)2,2,,3,;2,2,2,,2,;2,2,,1,(
)2,2,,3,;1,2,2,,2,;2,2,,1,(;)2,2,,3,;1,2,2,,2,;2,2,,1,(
)2,2,,3,;1,1,2,,2,;2,2,,1,(;)2,2,,3,;1,1,2,,2,;2,2,,1,(
)2,2,,3,;2,2,2,,2,;2,2,,1,(;)2,2,,3,;2,2,2,,2,;1,2,,1,(
)2,2,,3,;1,2,2,,2,;1,2,,1,(;)2,2,,3,;1,1,2,,2,;1,2,,1,(
)2,2,,3,;2,2,2,,2,;1,2,,1,(;)2,2,,3,;2,2,2,,2,;1,2,,1,(
)2,2,,3,;1,2,2,,2,;1,2,,1,(;)2,2,,3,;1,2,2,,2,;1,2,,1,(
)2,2,,3,;1,1,2,,2,;1,2,,1,(;)2,2,,3,;1,1,2,,2,;1,2,,1,(
cancaccaccancaccac
cancaccancaccaccan
cancaccancaccaccan
cancaccancaccaccan
cancaccaccancaccac
cancaccaccancaccac
cancaccancaccaccan
cancaccancaccaccan
cancaccancaccaccan
 
 
2.1.3. Calcul des quantités pour chaque combinaisons possible 
Après avoir déterminé l’ensemble des combinaisons, nous calculons maintenant les quantités 
correspondantes avec l’équation (72).  
 
 ? ? ,,),...,*,,,,,( 1,...,*,,,,1, 1 tccombttttcoxrBB tnx ttttcoOocombtc nt ???? ?  (72) 
 
L’équation (73) rappelle comment additionner des distributions de possibilité trapézoïdales 
représentées par des quintuplés. 
 Ai ?  Aj = (a ; b ; c ; d ; h) (73) 
avec : 
? ?
dddbbb
cccaaa
h
d
h
dhd
h
c
h
chc
hhh
jiji
jiji
j
j
i
i
j
j
i
i
ji
?????
?????
???
?
???
? ???
???
?
???
? ???
? ,min
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Exemple : Prenons l’exemple avec dépendance sur les quantités : 
??
??
?
??
??
?
?
??
??
?
??
??
?
?
)2,2,,3,;2,2,2,,2,;2,2,,1,(;*)2,2,,3,;1,2,2,,2,;2,2,,1,(*
)2,2,,3,;1,1,2,,2,;2,2,,1,(;)2,2,,3,;2,2,2,,2,;2,2,,1,(
)2,2,,3,;1,2,2,,2,;2,2,,1,(;)2,2,,3,;1,1,2,,2,;2,2,,1,(
)2,2,,3,;2,2,2,,2,;1,2,,1,(;)2,2,,3,;1,2,2,,2,;1,2,,1,(
)2,2,,3,;1,1,2,,2,;1,2,,1,(;)2,2,,3,;2,2,2,,2,;1,2,,1,(
)2,2,,3,;1,2,2,,2,;1,2,,1,(;)2,2,,3,;1,1,2,,2,;1,2,,1,(
caccaccaccaccaccac
caccaccaccancaccan
cancaccancancaccan
caccaccaccaccaccac
caccaccaccancaccan
cancaccancancaccan
 avec : 
? ?
? ???
?
??
?
?
?
)5.0;5;2;12;10(;)25.0;0;0;0;0(
;)1;0;0;0;0(;)5.0;0;0;0;0(
2,2,,1
1,2,,1
c
c
r
r
;
? ?
? ?
? ???
??
?
??
??
?
?
?
?
)2.0;8;5;26;24(
;)1;8;5;26;24(
;)8.0;0;0;0;0(
2,2,2,,2
1,2,2,,2
1,1,2,,2
c
c
c
r
r
r
? ?? ?)5.0;5;2;12;10(;)5.0;0;0;0;0(2,2,,3 ?cr   
Illustrons le calcul pour la combinaison encadrée par des astérisques : 
)2,2,,3,;1,2,2,,2,;2,2,,1,( caccaccac  
On a : 
- le besoin en composants 1 pour le cas 2,2,,1, cac  qui est égal à 
)5.0;5;2;12;10(2,2,,1 ?accr   
- le besoin en composants 2 pour le cas 1,2,2,,2, cac  qui est égal à 
)1;8;5;26;24(1,2,2,,2 ?accr   
- le besoin en composants 3 pour le cas 2,2,,3, cac  qui est égal à 
)5.0;5;2;12;10(2,2,,3
ac
cr . 
Le besoin brut correspondant à cette combinaison est : 
)5.0;14;5.6;54;5.41()5.0;5;2;12;10()1;8;5;26;24()5.0;5;2;12;10( ???
 
? ? 5.0)5.0;1;5.0min(,min ??? ji hhh  
5.6
5.0
2
1
5
5.0
25.0 ???
???
? ???????
?
???
? ???
j
j
i
i
h
c
h
chc  
14
5.0
5
1
8
5.0
55.0 ???
???
? ???????
?
???
? ???
j
j
i
i
h
d
h
dhd  
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5.415.6252102410 ????????????? cccaaa jiji  
5414585122612 ????????????? dddbbb jiji  
 
Une fois les nœuds calculés, nous allons les connecter par des arcs représentant la possibilité 
d’avoir besoin d’une quantité à la période suivante, connaissant la quantité de période 
précédente. 
2.2. Construction des arcs 
Pour calculer les arcs, nous vérifions si deux nœuds appartenant à des périodes consécutives 
sont connectables ou pas, et à quel niveau de possibilité ils le sont. De plus, nous prenons en 
compte les dépendances sur les quantités, car deux besoins en composants ayant une 
dépendance sur les quantités ne sont pas forcément lancés à la même période.  
Nous appliquons la méthode décrite dans la section 2.2.1 pour créer les arcs des nœuds pour 
les combinaisons sans dépendances sur les quantités, et nous appliquons la méthode décrite 
dans la section 2.2.2 pour ceux avec dépendances sur les quantités.  
2.2.1. Connexions de nœud sans dépendances sur les quantités 
Nous connectons chaque nœud de chaque période avec un nœud de la période suivante s'ils 
sont compatibles. Deux nœuds sont compatibles si tous les attributs des besoins en 
composants provenant d’un même ordre et appartenant aux deux nœuds sont identiques. 
On note : 
? );;( 1 tcombcomb tt ?  : l’arc connectant le nœud );( tcombt au nœud )1;( 1 ?? tcombt  
? tcombcomb ttw ;; 1?  : le niveau de possibilité de l’arc );;( 1 tcombcomb tt ? . 
 
Deux nœuds );( tcombt  et )1;( 1 ?? tcombt sont compatibles si )1;(&);( 1 ??? ? tcombtcombo tt  
alors les attributs de t
n combttttcox ?),...,*,,,,,( 1 sont égaux aux attributs 
de 1
1 ),...,*,,1,,,( ??? tn combttttcox  ? ? nonooooo ttttacanx TTTT ?????? ,...,,*,,; 11 . 
 
Si deux nœuds sont compatibles, on attribue le niveau de possibilité du besoin en composants 
de la période t+1 à l’arc (Equation (74)). 
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 tcombcombBB tttcombtc wh ;; 111, ??? ?  (74) 
 
Exemple : Soit deux nœuds appartenant à des périodes successives : 
? ?),,,3,;1,1,,,2,;,,,1,(),3( ttcanttcacttcant ??  
? ?)1,1,,4,;,1,,3,;1,1,1,,2,()1,8( ??????? ttcanttcanttcact  
Les besoins en composants provenant des ordres 2 et 3 appartiennent 
aux périodes t et t+1. 
Nous vérifions s'ils sont compatibles, c'est-à-dire si leurs attributs 
),...,*,,,,,( 1 nttttcox  sont identiques : 
Soient : 
- 1,1,,,2, ?ttcac  les attributs de l’ordre 2 du nœud (3,t), 
- 1,1,1,,2, ?? ttcac  les attributs de l’ordre 2 du nœud (8,t+1). 
On note l’attribut indicé avec les indices du nœud pour signifier que 
c’est l’attribut de ce nœud. Par exemple, t*(3,t) est l’attribut t* du nœud 
(3,t) et il vaut t+1. 
Nous commençons par comparer les valeurs de l’attribut x pour les 
deux nœuds. 
On compare successivement :  
- x(3,t) avec x(8,t+1) : x(3,t) = ac et x(8,t+1) =ac donc x(3,t) = x(8,t+1). Ils sont 
donc compatibles pour l’attribut x 
- puis, les valeurs de l’attribut t* pour les deux nœuds : t*(3,t)=t+1 et 
t*(8,t+1) =t+1 donc t*(3,t)= t*(8,t+1)  
- enfin, nous comparons les valeurs de l’attribut t1 pour les deux 
nœuds : t1(3,t)= t1(8,t+1) =1 
Etant donné que tous les attributs sont compatibles, les nœuds (3,t) et 
(8,t+1) sont compatibles. 
Comme )8.0;8;6;30;25(8 1, ??tcBB , on attribue le niveau de possibilité 
8.08
1,
;8;3 ?? ?tcBBt hw  à l’arc. 
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2.2.2. Connexion des nœuds avec dépendances sur les quantités 
Nous ajoutons les contraintes suivantes à la contrainte de compatibilité utilisée pour connecter 
les nœuds sans dépendances sur les quantités : 
Contrainte 3 : Si tcombttttcoan ?),...,*,,,,,( 1  alors '1 )',...,''*,,',,',( tn combttttcoan ? pour 
tout o’ ayant une dépendance de quantité avec o quelque soit t’. 
Contrainte 4 : Si tcombttttcoac ?),...,*,,,,,( 1  alors '1 )',...,''*,,',,',( tn combttttcoac ? pour 
tout o’ ayant une dépendance de quantité avec o quelque soit t’. 
 
Nous distinguons deux cas: 
1. il existe un besoin en composant pouvant appartenir à la période t+1 qui est dépendant 
d’un besoin en composant du nœud );( tcombt , 
2. il existe un besoin en composant pouvant appartenir aux périodes [t+2 ; T] qui est 
dépendant d’un besoin en composant du nœud );( tcombt . 
 
Dans le premier cas, on connecte les nœuds qui sont compatibles et qui respectent les 
contraintes 3 et 4, puis on évalue leur niveau de possibilité comme dans le cas de nœud sans 
dépendances sur les quantités (Equation (74)). 
 
Dans le cas où il existe un besoin en composant dépendant pouvant appartenir aux périodes 
[t+2 ; T], il faut prendre en compte le fait que l’on est passé par un nœud dans lequel il existait 
un besoin en composants dépendant avec un besoin en composant appartenant aux périodes 
[t+2 ; T]. Il faut alors mémoriser de l’état du besoin en composant dépendant (« annulé » ou 
« accepté »). Ceci veut dire que l’on doit conserver l’information dans les nœuds 
intermédiaires, donc dans l’ensemble des chemins possibles entre les deux nœuds. Etant 
donné que d’autres nœuds sur lesquels le besoin en composant ayant une dépendance est 
différent (annulé alors que dans l’autre il est accepté) peuvent être connectés avec un même 
nœud du chemin intermédiaire, nous devons dédoubler ce nœud. Nous obtenons donc un 
nœud pour le cas « annulé » et un nœud pour le cas « accepté ».  
Pour cela, on crée un nouveau nœud ayant la même combinaison pour chaque nœud pouvant 
être connecté, sans tenir compte de cette contrainte. On ajoute à la combinaison du nouveau 
nœud les caractéristiques du besoin en composants ayant une dépendance sur sa quantité, et 
on connecte ce nouveau nœud avec un arc valué par un niveau de possibilité (Equation (39)).  
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Exemple : Soient deux nœuds compatibles );( tcombt et 
)1;( 1 ?? tcombt  tels que : 
? ?),,,4,(;),,,3,(;)1,,,2,(;)1,,,1,( ttcacttcacttcanttcancombt ???  
??
?
??
?
???
????? )2,1,,5,(;),1,,4,(
);,1,,3,(;)1,1,,2,(
1 ttcacttcac
ttcacttcan
combt  
Le besoin en composants o=1 a une dépendance sur la quantité avec 
un besoin en composants o=4 pouvant appartenir aux périodes : {t+2 ; 
t+3} 
Nous créons donc un nœud )1;1( 1 ?? ? tCOMB t tel que : 
??
?
??
?
???
?????? )2,1,,5,(;),1,,4,(
);,1,,3,(;)1,1,,2,(;)1,,,1,(
1 ttcacttcac
ttcacttcanttcan
COMBt
???B 
Nous connectons ensuite les nœuds );( tcombt  et )1;1( 1 ?? ? tCOMB t  
par un arc de possibilité tCOMBcomb ttw ;1; 1??  
La Figure (45) illustre les différentes étapes de la méthode : 
1. on connecte les nœuds compatibles si on ne tient pas compte 
de la dépendance sur les quantités, 
2. on crée un nœud qui est identique pour les besoins en 
composants non interdépendants, et on modifie les autres de 
telle sorte qu’ils respectent les dépendances sur les quantités, 
3. on connecte les nœuds totalement compatibles. 
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Fig. 45. Illustration de la méthode 
 
2.3. Conclusion 
Le calcul exhaustif des besoins bruts peut devenir un problème quand l’incertitude sur les 
besoins en composants est importante et que le nombre de besoins grandit. Cette méthode 
peut donc s’appliquer à des problèmes de petite taille, étant donné l’explosion combinatoire 
en fonction des incertitudes sur les besoins en composants et aussi du rapport période 
imprécision / date. De façons plus formelle, le nombre de nœud par période est égal à 
tt mn 22 ?  dans le cas où un ordre peut appartenir au plus à deux périodes et sans connaissance 
sur le besoin brut, avec nt le nombre de besoins en composants incertain et mt le nombre de 
besoins en composants pouvant appartenir à deux périodes. Cette situation est donc réaliste 
pour des productions en petite série (MTO ou ATO) avec des incertitudes et imprécision 
raisonnable, mais pas une situation de grande série.  
 
Dans la partie suivante (§3), nous allons proposer des approches pour le calcul de l’ensemble 
des besoins bruts extrémaux qui permettent de réduire considérablement le nombre de calculs. 
Nous choisissons de réduire notre calcul des besoins bruts aux besoins bruts maximaux car 
dans la gestion des risques comme dans la gestion des incertitudes, les valeurs extrémales sont 
des valeurs influençant fortement le décideur. La décision sous incertitude propose en effet de 
);( tcombt  )1;( 1 ?? tcombt
);( tcombt  )1;( 1 ?? tcombt
)1;1( 1 ?? ? tCOMB t  
Etape 1 
Etape 2 
);( tcombt  )1;( 1 ?? tcombt
)1;1( 1 ?? ? tCOMB t  
Etape 3 
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retenir des critères comme le Maximin et Maximax, qui sont des critères n'utilisant que les 
valeurs extrêmes.  
3. Calcul des besoins bruts extrêmes 
Dans une approche "gestion des risques", le décideur s’intéresse aux scénarios qui sont les 
plus risqués en termes de niveau de stock et de niveau de rupture (critères de performance de 
l’approvisionnement). Il ne veut pas savoir si en moyenne le plan est bon, mais s'il existe des 
cas pour lesquels les conséquences peuvent être maximales. Il cherche ensuite à minimiser ces 
conséquences. En effet, en gestion des risques, on cherche à évaluer la situation critique, puis 
à diminuer son impact (cf. chapitre 1 §2). En décision sous incertitude, on utilise les mesures 
de possibilité ou de nécessité, qui sont les mesures extrêmes des probabilités (voir §3 et 4 du 
chapitre 1). De plus, on montre que l’être humain choisit plus généralement en regardant les 
satisfactions extrêmes positives et négatives : « Un humain choisit souvent en se basant sur un 
ordre ordinal des pour et des contre, et se focalise sur l’argument le plus saillant »1 
(Bonnefont et al. 2008 (a)). Dans notre contexte de planification de l’approvisionnement, les 
niveaux de stocks et de ruptures sont des arguments qui peuvent être pour ou contre une 
solution. Par exemple, le plan 1 a moins de ruptures que le plan 2, mais le plan 1 a plus de 
stock le plan 2 ; le décideur peut donc peser le pour et le contre de ces deux arguments. Plus 
formellement on peut supposer qu’un décideur compare les niveaux maximaux de stocks de 
chaque période It avec les niveaux maximaux de ruptures de chaque période Bt. Il n’a donc 
besoin que des niveaux maximaux de stock et de rupture. On peut montrer que : 
 
Proposition 1. Le niveau de stock (respectivement : de rupture) pour une période t est 
maximal pour la quantité minimale (resp. maximale) du besoin brut cumulatif (somme des 
besoins bruts de la période 1 à t).  
 
Preuve : on note xt la quantité approvisionnée à la période t. La fonction de calcul du niveau 
de stock à la période k pour des quantités approvisionnées données s’écrit de la manière 
suivante : 
                                                 
1 "Human agents often decide on the basis of an ordinal ranking of the pros and the cons, and by focusing on the 
most salient arguments"  
140  
 
 ? ?0;max)(
11 ??? ?? ai iai iik BBxBBI . Cette fonction est décroissante, elle atteint donc le 
maximum pour la quantité minimale de ??ai iBB1 . La fonction de calcul du niveau de rupture 
à la période k pour des quantités approvisionnées données s’écrit de la manière suivante : 
 ? ?0;max)(
11 ? ?? ?? ai iai iik xBBBBB . Cette fonction est croissante, elle atteint donc le 
maximum pour la quantité maximale de ??ai iBB1 . 
 
Comme on l’a vu dans la section précédente, le calcul de l’ensemble des besoins bruts explose 
en fonction du rapport imprécision sur les dates / taille des périodes et incertitude sur les 
besoins en composants.  
A partir de la proposition 1, on déduit qu’un décideur ne regardant que les niveaux maximaux 
de stocks et de ruptures choisit la même solution qu’il ait à sa disposition tous les besoins 
bruts possibles ou seulement les quantités cumulatives maximale et minimale du besoin brut 
pour chaque niveau de possibilité. 
 
Dans les cas où le calcul de l’ensemble des besoins bruts n’est pas possible, il est donc 
intéressant de proposer cette option au décideur qui, s'il l’accepte, permet de réduire 
considérablement le calcul, puisqu’il suffit de calculer les quantités cumulées floues extrêmes 
du besoin brut pour chaque période.  
Notons que le décideur qui respecte cette hypothèse ne regarde pas si les niveaux maximaux 
de stock et de rupture peuvent apparaître consécutivement ou pas, ce qui pour un décideur 
peut être gênant. Afin de combler cette lacune, il faut calculer les scénarios de stock maximal 
(resp. rupture maximale) pour tous les besoins bruts cumulés de quantité maximale (resp. 
besoins bruts cumulés de quantité minimale). Un décideur regardant les niveaux maximaux de 
stocks et de ruptures ainsi que l’apparition consécutive de ces niveaux choisit alors le même 
plan d’approvisionnement, qu’il ait à sa disposition le graphe des besoins bruts ou le graphe 
extrême des besoins bruts. 
   
Afin de simplifier le problème, nous considérons que nous n’avons pas de connaissance sur le 
nombre d’ordres planifiés pouvant être annulés en même temps dans une période. Nous 
proposons donc deux méthodes de calcul des besoins bruts maximaux et minimaux, c'est-à-
dire ne calculant pas l’ensemble des besoins bruts possibles mais seulement les extrêmes. La 
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première méthode ne donne que les quantités extrêmes cumulées pour chaque période de 
l’horizon. La méthode calcule l’ensemble des scénarios dont le besoin brut cumulé est 
extrême pour une période de l’horizon. La première méthode pourra être utilisée pour des 
problèmes de toutes tailles, mais perd l’information sur l’apparition successive d’avoir 
plusieurs besoins bruts extrêmes dans un même scénario. Quant à la deuxième, elle est 
utilisable pour des problèmes de taille beaucoup plus grande que la méthode de calcul 
exhaustif des scénarios de besoins bruts, et garde une information plus riche que la méthode 
précédente. 
3.1. Calcul des quantités de besoins bruts cumulés extrêmes 
La méthode de calcul des quantités de besoins bruts cumulés extrêmes est composée de trois 
grandes étapes : 
? décomposition du problème en fonction des niveaux de possibilité, 
? calcul des scénarios donnant les quantités de besoins bruts cumulés 
extrêmes pour un niveau de possibilité, 
? calcul des quantités de besoins bruts cumulés extrêmes à partir des 
scénarios de chaque niveau de possibilité. 
3.1.1. Calcul des niveaux de possibilités des changements de composition 
des quantités extrêmes   
Tout d'abord, on calcule les niveaux de possibilités pour lesquels la composition du besoin 
brut (ensemble des besoins en composants et leurs caractéristiques : « annulé » ou 
« accepté », appartient à la période t ou t’…etc.) de quantité maximale possible change 
(noté? ?chang? ). Ces possibilités correspondent aux niveaux de possibilités pouvant être 
attribués aux arcs dans la méthode précédente. 
Ces niveaux de possibilités dépendent des niveaux de possibilités pour lesquels les 
combinaisons extrêmes changent : 
Si un besoin en composant 1 peut être annulé avec un niveau de possibilité égal à 0.6, on a un 
changement au niveau de possibilité 0.6 : pour 0 ? ? ? 0.6, on a les cas « annulés » ou 
« acceptés » tandis que pour 0.6 < ? ? 1, on n'a que le cas « accepté ». Le besoin en 
composants de quantité minimale sera annulé pour 0 ? ? ? 0.6 et pas annulé pour 0.6 < ? ? 1. 
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Nous construisons pour tout ? ?chang???  un graphe extrême. 
 
Exemple : Soient les besoins en composant c suivants : 
? ?
? ???
?
??
?
?
?
)5.0;5;2;12;10(;)25.0;0;0;0;0(
;)1;0;0;0;0(;)5.0;0;0;0;0(
2,2,,1
1,2,,1
c
c
r
r
 ;
? ?
? ?
? ???
??
?
??
??
?
?
?
?
)2.0;8;5;26;24(
;)1;8;5;26;24(
;)8.0;0;0;0;0(
2,2,2,,2
1,2,2,,2
1,1,2,,2
c
c
c
r
r
r
 
; ? ?? ?)5.0;5;2;12;10(;)5.0;0;0;0;0(2,2,,3 ?cr   
On a donc les niveaux de possibilités que chaque besoin en composant 
apparaisse égaux l à : 0.5 ; 1 ; 0.25 ; 0.5 ; 0.8 ; 1 ; 0.2 ; 0.5 ; 0.5. 
Nous construisons l’ensemble des possibilités de changement tel que 
tout niveau de possibilité que le besoin en composant apparaisse 
( tcomb
tcBB
h
,
) existe dans l’ensemble des possibilités de changement, mais 
qu’il n’y soit qu’une fois (Etape 1) et nous ajoutons le degré de 
possibilité zéro (Etape 2) :  
Etape 1 : 1 ; 1 ; 0.8 ; 0.5 ; 0.5 ; 0.5 ; 0.5 ; 0.25 ; 0.2  
Etape 2 : 1 ; 0.8 ; 0.5 ; 0.25 ; 0.2 ; 0  
On a donc ? ? ? ?0;2.0;25.0;5.0;8.0;1?? chang  
 
3.1.2. Calcul des quantités cumulées extrêmes pour un niveau de possibilité 
appartenant à ? ?chang?  
Nous allons présenter dans un premier temps le calcul de la quantité cumulée maximale, puis 
celle des quantités cumulées minimales. On considère que le décideur n’a pas de connaissance 
sur le nombre d’ordres pouvant être annulés à la fois. Etant donné que l’on s’intéresse à la 
quantité maximale, on considère que tous les ordres pouvant être accepté le sont ; les 
dépendances sur les quantités sont donc satisfaites. Le principe est de trouver la répartition 
dans le temps des ordres planifiés qui maximise la quantité cumulée. Pour cela, on doit 
résoudre le problème suivant : trouver, pour le cas où tous les ordres planifiés sont acceptés, 
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pour un niveau de possibilité donné et un horizon donné, la répartition de ces ordres telle que 
la somme des besoins bruts sur cet horizon est maximale. 
 
Nous distinguons deux calculs selon : 
? que les ordres sont indépendants,  
? que les ordres appartiennent à un ensemble d’ordres dépendants. 
 
3.1.2.1.   Ordres indépendants 
Dans ce cas, la quantité maximale (comme la minimale) pour les ordres appartenant 
certainement à l’horizon [1 ; k] (ne pouvant pas appartenir à une période t>k) correspond au 
cas où le besoin en composants appartient à la période avec une possibilité de 1. En effet, le 
niveau de possibilité que notre besoin en composant appartienne à une période multiplie la 
possibilité d’être accepté (§1.3 Equation (69)). Cette multiplication diminue la quantité 
maximale (augmente la quantité minimale) du besoin en composant quelque soit son niveau 
de possibilité si 1)( ,, ?? tpoOr . La Figure 46 illustre par un exemple ce propos.  
 
 
Fig. 46. Illustration de la proposition 
 
En ce qui concerne les ordres indépendants pouvant appartenir à une période t>k (avec un 
niveau de possibilité inférieur ou égal au niveau de possibilité considéré), la quantité 
maximale sur l’horizon [1 ; k] correspond au cas où tous ces ordres appartiennent à la période 
k.  
 
Dans le cas de la quantité minimale, le cas considéré est celui dans lequel aucun ordre 
n'appartient à la période k. 
  
aco=1 0.9*aco 
quantités quantités 
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3.1.2.2. Ordres dépendants en date 
On doit dans un premier temps faire le calcul d’appartenance possible d’un ordre planifié à 
une période (§1) afin de pouvoir calculer les scénarios de besoins en composants dépendants 
en date pour chaque ensemble d’ordres dépendants ? ?nooE ,...,0? , avec io l’indice de l’ordre 
tel que io  est le prédécesseur de 1?io .  
Nous définissons un scénario de besoins en composants dépendants en date de l’ensemble 
d’ordres dépendant E comme un vecteur ),...,,( 10 nE ttts ?  avec EEs ?? , où 0t  est la période 
à laquelle appartient le dernier ordre dépendant,  t1 la période à laquelle appartient l’avant 
dernier, et ainsi de suite jusqu’à tn la période à laquelle le premier ordre dépendant appartient. 
On a donc nttt ??? ...10 .   
Pour chaque horizon [1; k] avec ];1[ Tk?  et l'ensemble E d’ordres dépendants, on définit un 
ensemble de scénario ),...,,( 1, niikE ttts ?? kEkEs ,, ??  tel que ),...,,( ,1 kEE stts ?  avec kt i ? . On 
a donc ETE ss ?, . 
 
Si pour tout kEkEs ,, ??  le vecteur kEs ,  a la même dimension, alors on prend le scénario 
kEs ,' tel que ))((max)( ,,,, ,,',, kEikEkEkEi sposspo OrOr ??? ?? .  
 
En effet, si le vecteur kEs ,  a la même dimension pour tout kEkEs ,, ?? , cela signifie qu’il 
n’existe pas d’ordre planifié Eo?  pouvant appartenir à l’horizon [1; k] et à l’horizon [1; 
k+1], puisque la dimension est fonction du nombre d’ordres tels que kt i ? . Pour les mêmes 
raisons que pour les ordres indépendants (Figure (46)), on prend le scénario de possibilité 
maximale.  
S' il existe des scénarios kEs ,  tels que leurs dimensions sont différentes, on prend le scénario 
le plus possible de chaque dimension, puis on calcule leur quantité maximale sur l’horizon 
(Equation (75)). On choisit le scénario qui a la quantité la plus importante.  
 
On note ?max,,kEsQ  la quantité maximale sur l’horizon de possibilité ? avec ? ?chang???  du 
scénario kEs ,  ; on la calcule en utilisant la formule suivante : 
 
 ? ?? kt ss tEkE rQ 1 max,max, ,, ??  (75) 
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avec ?max,,tEsr  la quantité maximale de possibilité ? du besoin en composant ?max, ,...,,,,, 1 nttttcor  tel que les 
indices des périodes d’appartenance soient égaux aux composantes du scénario : 
niin tttttt ,...,,,...,, 11 ??   et que l’ordre o appartienne à l’ensemble des ordres dépendant : 
Eo? . 
 
Dans le cas du calcul du scénario de quantité minimale, on fait la même chose à ceci près que 
l’on prend le scénario à quantité minimale.  
 
Exemple : Soient les ordres dépendants utilisés dans le §1.1 de ce 
chapitre : 
Possibilité
6 137 10
0
1
8 17 19 21 25 27 30
(o=1) (o=4) (o=6)
7 14 21 28
Période 1 Période 2 Période 3 Période 4 Période 5
Date
 
Fig. 47. Ordres de planification dépendants 
Nous connaissons les scénarios Es  (cf. exemple §1.1 de ce chapitre) : 
? ?)2,3,5(;)2,3,4(;)1,3,4(;)1,2,3(  avec : 
 1)( 1,,1 ?? pOr , 1)( 2,,1 ?? pOr , 25.0)( 1,2,,4 ?? pOr , 1)( 1,3,,4 ?? pOr , 
1)( 2,3,,4 ?? pOr , 25.0)( 1,2,4,,6 ?? pOr , 1)( 1,3,4,,6 ?? pOr , 
1)( 2,3,4,,6 ?? pOr , 667.0)( 2,3,5,,6 ?? pOr . 
On connaît les quantités imparfaites des quatre ordres (1, 4 et 6) : 
Besoin en composant de l’ordre 1 pour la période 1 appartenant à la 
période 1 : ? ?)1;5;5;20;10(;)5.0;0;0;0;0(1,1,,1 ?cr  
Besoin en composant de l’ordre 1 pour la période 1 appartenant à la 
période 2 : ? ?)1;0;0;0;0(;)5.0;0;0;0;0(2,1,,1 ?cr  
146  
 
? ?)1;5;5;20;10(;)5.0;0;0;0;0(2,2,,1 ?cr , 
? ?)1;0;0;0;0(;)5.0;0;0;0;0(1,2,,1 ?cr , 
? ?)25.0;5;5;25;12(;)125.0;0;0;0;0(1,2,2,,4 ?cr , 
? ?)25.0;0;0;0;0(;)125.0;0;0;0;0(1,2,3,,4 ?cr ,  
? ?)1;5;5;25;12(;)5.0;0;0;0;0(2,3,3,,4 ?cr , 
? ?)25.0;2;2;25;20(;)0;0;0;0;0(1,2,4,4,,6 ?cr , 
? ?)1;2;2;25;20(;)0;0;0;0;0(1,3,4,4,,6 ?cr , 
? ?)1;2;2;25;20(;)0;0;0;0;0(2,3,4,4,,6 ?cr , 
? ?)667.0;0;0;0;0(;)0;0;0;0;0(1,3,5,4,,6 ?cr , 
on a ? ? ? ?0;125.0;25.0;5.0;667.0;1?? chang  
A partir de ces données, on sélectionne les scénarios donnant la 
quantité cumulative maximale pour k=1 à 5 pour ?=1. On a donc 
? ?)2,3,4(;)1,3,4(??E . 
Premièrement, on considère que tous les besoins en composants sont 
acceptés. Puis, on regarde la taille des vecteurs des scénarios pour 
k=1 : 
? ?)Ø(;)1(1, ??E , on a donc des tailles différentes. On compare donc 
les quantités maximales des deux scénarios (1) et )Ø(  : la quantité 
maximale pour le scénario (1) est 20 (la valeur maximale pour l’ ?-
coupe avec ?=1, la quantité maximale pour le scénario )Ø(  étant 0. Le 
scénario donnant la quantité maximale de besoins bruts cumulatifs est 
donc (1). 
Pour k=2 : 
 ? ?)2(;)1(2, ??E  les scénarios ont la même taille et leurs possibilités 
sont égales  1)( 1,,1 ?? pOr = 1)( 2,,1 ?? pOr . On choisit donc un des 
deux indifféremment (leurs quantités maximales sont égales, et valent 
20). 
Pour k=3 :   
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? ?)2,3(;)1,3(3, ??E  les scénarios (3,1) et (3,2) sont tous les deux des 
scénarios donnant la quantité de besoin brut cumulatif maximal sur 
l’horizon 3 : 20+25=45 
Pour k=3 :   
? ?)2,3,4(;)1,3,4(3, ??E  les scénarios (4,3,1) et (4,3,2) sont tous les 
deux des scénarios donnant la quantité de besoin brut cumulatif 
maximal sur l’horizon 3 : 20+25+25=45 
 
3.1.2.3. Calcul du besoin brut cumulé du scénario maximal pour un niveau de 
possibilité donné 
Le scénario maximal est l’union des scénarios maximisant la quantité pour les ordres 
indépendants et les ordres dépendants. A partir de ce scénario, on calcule la quantité du 
besoin brut cumulé flou pour le scénario maximal. Par analogie, le scénario minimal est 
l’union des scénarios minimisant la quantité pour les ordres indépendants et les ordres 
dépendants. 
 
3.1.3. Calcul du besoin brut cumulé maximal 
Une fois calculée la quantité du besoin brut cumulé flou pour tous les niveaux de possibilité 
appartenant à ? ?chang? , on calcule le besoin brut cumulé flou maximal en faisant l’union sur 
l’ensemble des besoins bruts cumulés maximaux possibles. 
 
Dans le cas de la quantité du besoin brut cumulé flou minimal, on fait l’union sur l’ensemble 
des besoins bruts cumulés minimaux possibles.  
Exemple : Soient trois quantités de besoin brut flou pour les niveaux 
de possibilité 0.2 : (35 ; 37 ; 39 ; 40), 0.6 : (30 ; 35 ; 37 ; 39), 1 : (28 ; 
30 ; 35 ; 37). Le calcul de la quantité maximale flou cumulative pour 
cette période est l’union de ces trois quantités, (voir Figure (48) ).    
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Fig. 48. Calcul de la quantité maximale cumulative 
3.1.4. Conclusion 
L’utilisation des besoins bruts cumulatifs extrêmes ou du graphe des besoins bruts donne le 
même plan d’approvisionnement si le décideur compare période par période les niveaux 
maximaux de stocks et de ruptures afin d évaluer la qualité d’un plan d’approvisionnement. 
Un décideur comparant la somme maximale des niveaux de stocks et la somme maximale des 
niveaux de ruptures sur l’horizon, on peut noter qu'il suffit de calculer les besoins bruts tels 
que le besoin brut cumulé de la période T soit extrême.  
3.2. Calcul du graphe de besoins bruts extrêmes 
Cette méthode de calcul des besoins bruts a pour but d’être applicable à des problèmes de plus 
grande taille que le calcul exhaustif des besoins bruts, tout en gardant plus d’information que 
la méthode précédente. Nous cherchons donc à calculer tous les nœuds pouvant appartenir au 
scénario extrême de chaque période de l’horizon (scénario calculé par la méthode précédente). 
Pour garantir que tous les nœuds appartiennent à un scénario de besoin brut (scénario sur tout 
l’horizon) que nous calculons sachant que l’on est dans le scénario extrême pour la période t, 
on calcule le scénario de la période t à T tel que la quantité est extrême pour la période T (en 
utilisant la méthode précédente). Cette méthode permet de limiter au maximum le nombre de 
nœuds. On calcule donc dans le pire des cas ? ?? ? 22 Tcard chang ???  nœuds sur tout l’horizon, 
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avec ? ?? ?changcard ?  la cardinalité de l’ensemble ? ?chang? . On note que le nombre de nœuds ne 
dépend plus que de la cardinalité de ? ?chang?  et de la taille de l’horizon. Une fois les nœuds 
calculés, on les relie en utilisant la méthode présentée dans ce chapitre, §2.2.  
4. Conclusion 
Dans ce chapitre, nous avons proposé plusieurs méthodes de calcul des besoins bruts en 
prenant en compte les imperfections sur les besoins en composants. La prise en compte de ces 
imperfections complexifie le calcul des besoins bruts, puisque dans le cas déterministe cela se 
fait simplement à l’aide d’une multiplication et de deux additions, alors que dans notre cas, 
une méthode algorithmique plus complexe est nécessaire.  
En revanche, l’intégration des imperfections nous a fait pointer du doigt le problème de 
dimensionnement des périodes, qui est souvent ignoré en calcul déterministe.  
Malgré la forte combinatoire du calcul des besoins bruts, il reste possible de les calculer 
exhaustivement pour des problèmes de petite taille mais réalistes, avec des connaissances 
fortement imparfaites (incertitude importante, imprécision sur les dates importantes). Bien 
sûr, il y a une forte corrélation entre le nombre de combinaisons et le volume des besoins 
bruts, la précision de l’information et le nombre d’ordres planifiés. En effet, si l’information 
est précise, on retombe sur le problème déterministe et il n’y a plus d’explosion combinatoire. 
Pour permettre l’utilisation de l’approche par intégration des imperfections sur des problèmes 
plus grands ou plus imparfaits, nous avons proposé deux méthodes de calcul : une calculant 
les besoins bruts cumulatifs extrêmes, l’autre un graphe des besoins bruts extrêmes. Pour 
certaines conditions sur les critères utilisés par le décideur pour évaluer un plan 
d’approvisionnement, le calcul des besoins cumulatifs extrêmes est équivalent au graphe 
complet (décideur qui compare les niveaux de stocks et de ruptures de chaque période), de 
même que le calcul des scénarios pour lequel le besoin brut cumulatif est extrême pour la 
dernière période de l’horizon (décideur qui compare la somme sur l’horizon des niveaux 
maximal de stocks et de ruptures).  
 
Dans le chapitre suivant, nous proposons donc une méthode d’évaluation des plans de 
production en prenant en compte les imperfections. Nous proposons ensuite une méthode de 
calcul d’un plan d’approvisionnement dans une approche orientée "aide à la décision".  
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Introduction 
Dans les chapitres précédents, nous avons présenté et formalisé le problème de calcul de plan 
d’approvisionnement dans un contexte collaboratif (Chapitre 2) puis nous avons présenté des 
méthodes de calcul des besoins bruts à partir de connaissances imparfaites sur les besoins en 
composants (Chapitre 3).  
Dans l’approche collaborative, le calcul d’un plan d’approvisionnement est composé de deux 
processus :  
? processus de choix d’un plan de production prenant en compte les imperfections 
les besoins bruts, 
? processus de calcul d’un plan d’approvisionnement prenant en compte les 
imperfections sur les besoins bruts. 
 
Le premier processus est présenté dans la section 1. Pour plus de clarté, nous utiliserons le 
terme de « approvisionneur » pour qualifier le décideur chargé des décisions 
d’approvisionnement, et le terme de « planificateur » pour le décideur chargé des décisions 
sur la production. 
La prise en compte des imperfections pose des problèmes de choix de plan 
d’approvisionnement à partir des besoins bruts, et donc de critères de choix, ce qui n'est pas le 
cas dans le cas déterministe. Etant donnée l’analogie entre ce problème et celui de 
lotissement, nous gardons les critères utilisés pour l’estimation de la qualité de la solution :  
? quantité en stock, 
? nombre des ruptures. 
 
Le deuxième processus peut être réalisé de deux façons différentes en fonction du niveau de 
formalisation des objectifs de l’approvisionneur. Dans ce chapitre, nous présentons le cas où 
l’approvisionneur ne peut pas donner un critère de choix sous incertitude (minimisation du 
coût max, minimisation du regret max ou minimisation du coût min ou minimisation du coût 
moyen…), ni les valeurs des coefficients de la fonction de coût (coût de rupture, de stockage). 
L’approche par optimisation n’est donc pas envisageable. Dans ce contexte de formalisation 
faible, l’approche "aide à la décision" est intéressante car il suffit de connaître les indicateurs 
influençant le choix de l’approvisionneur sans savoir de quelle façon ils l’influencent.  
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Les indicateurs influençant ces choix sont donc les variables prises en compte dans la fonction 
de coût déjà évoquée :  
? les niveaux de stocks, 
? les niveaux de rupture. 
  
 L’approche "aide à la décision" pour le calcul d’un plan d’approvisionnement est présentée 
dans la section 4.2.  
1. Choix d’un plan de production sous incertitude 
Un plan de production est évaluable en fonction des quantités livrables par le fournisseur. 
Cette évaluation est utilisée afin de choisir un plan de production faisable, c'est-à-dire un plan 
de production dont les besoins en approvisionnement seront satisfaits.  
Afin de choisir un plan de production, il faut dans un premier temps évaluer la faisabilité des 
besoins bruts pour chaque plan de production. Une fois ce calcul réalisé, des critères de choix 
sont proposés afin de choisir un plan de production satisfaisant le planificateur. 
Afin de pouvoir choisir le plan de production le plus satisfaisant, le planificateur a à sa 
disposition : 
?  un ensemble de séquences d’ordres planifiés évalués par un niveau de préférence,  
? l’ensemble des besoins bruts pour chaque séquence, 
? les quantités maximales livrables par le fournisseur.  
 
A partir de ces informations, il peut évaluer la faisabilité de chaque séquence.  
Nous distinguons deux façons d’évaluer la faisabilité : 
? de façon globale, en calculant le niveau de faisabilité pour l’ensemble des besoins 
bruts possibles (chapitre 4 §1.1),  
? de façon extrême, en calculant les niveaux de faisabilité maximums de chaque 
période à partir des ordres de fabrication (chapitre 4 §1.2). 
 
1.1. Choix d’un plan de production utilisant l’ensemble des besoins bruts 
Dans cette partie, nous allons présenter le calcul de faisabilité des besoins bruts qui 
correspond au niveau de nécessité de pouvoir satisfaire le besoin brut. Le niveau de faisabilité 
permet de calculer des niveaux de risque de rupture (définition 17) différents en fonction de la 
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vision du planificateur. Comme nous l'avons vu, en décision sous risque/incertitude, il existe 
deux grands types de vision du risque : 
? vision basée sur les extremums (maximum et minimum), 
? vision basée sur la notion de moyenne.  
 
Une fois le calcul de faisabilité réalisé, nous proposons des évaluations des risques de rupture 
pour les deux visions du risque rappelées ci-dessus.  
  
Définition 16. Le risque de rupture est un critère qui dépend du niveau de possibilité maximal 
que l’on soit en rupture de stock quand le fournisseur fournit au client le maximum possible à 
chaque période. 
 
Ce calcul est effectué pour chaque séquence, donc pour chaque graphe représentant les 
besoins bruts. 
1.1.1. Calcul des niveaux de faisabilité d’un plan de production 
 Dans ce paragraphe, nous présentons dans un premier temps la méthode de calcul du niveau 
de faisabilité, puis nous illustrons cette méthode sur un exemple (Guillaume et al. 2010). 
1.1.1.1. Présentation de la méthode 
La notion de faisabilité d’un besoin brut signifie qu’il y aura nécessairement suffisamment de 
pièces en stock pour satisfaire le besoin brut. Nous allons donc calculer les niveaux de stocks 
possibles sous la contrainte de livraison du fournisseur. Cette valeur peut être transmise 
directement par le fournisseur ou avoir été négociée dans un processus de collaboration.  
Quelque soit la source de l’information, la quantité maximale de composants livrables par le 
fournisseur n’est pas précise, du fait des incertitudes liées à son outil de production. Cette 
quantité est modélisée par une distribution de possibilités triangulaire (cf. chapitre 2 §2.4.1.1). 
La figure correspondante est rappelée ci-dessous (Figure (49)). 
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Fig. 49. Représentation des quantités livrables maximales imprécises  
 
Notations: 
Données d’entrées: 
tC
~  : quantités maximales floues livrables par le fournisseur pour la période t 
tcomb
tcBB , : besoin brut du nœud (combt,t) 
tcombcomb tt
w ;; 1?  : niveau de possibilité de l’arc );;( 1 tcombcomb tt ?  
 
Données dépendantes: 
tcombt
I ,'
~ : niveau de stock possible qui peut être positif ou négatif, pour le nœud (combt,t) 
tcombt
I ,
~  : stock du nœud (combt,t)  
tcombt
B ,
~  : nombre de composants manquants du nœud (combt,t)  
 
Donnée de sorties: 
tcombt ,
?  : niveau de faisabilité du besoin brut du nœud (combt,t)  
 
Le niveau de faisabilité d’un nœud (possibilité que le stock soit supérieur à zéro) est le 
complément du niveau de nécessité. Si l'on est sûr (s'il est nécessaire) que le stock est 
supérieur à zéro, alors la quantité du besoin brut est réalisable. A l’inverse, si l'on n'est pas sûr 
que le stock soit supérieur à zéro, alors le nœud est infaisable.  
Nous calculons donc dans un premier temps le niveau de stock flou du nœud dans le cas où le 
fournisseur livre le maximum ( tC
~ ). Puis, on évalue le niveau de faisabilité à partir de ce 
niveau de stock 
tcombt
I ,'
~ . On propage ensuite le stock 
tcombt
I ,
~ s'il est positif, sinon on propage 
Possibilité 
Période t 
Quantité 
Niveau de stock 
maximal garanti 
de façon 
certaine 
Niveau de stock 
maximal le plus 
possible 
Niveau de stock 
maximal
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les ruptures 
tcombt
B ,
~  si une partie du stock est négative. L’algorithme 1 est utilisé pour calculer 
le niveau de faisabilité.  
 
Algorithme 1: Calcul du niveau de faisabilité 
Entrées: Graphe des besoins bruts ?? ? tcombcombcombtc ttt wBB ;;, 1, ,  
 quantité maximale floue livrable par le fournisseur pour la période t tC
~ ; 
Sortie: Niveau de faisabilité de chaque nœud 
tcombt ,
? ;
Pour tout t faire  
 Pour tout nœud (combt,t) faire 
Pour tout 01;;1 1 ??? ? tcombcombt ttwcomb  faire 
//calcul du niveau de stock possible des nœuds précédents//  
Si 0~ , ?tcombtB
Alors t
ttt
comb
tctcombtcombcombt BBCII ,,1,, )(
~)(~'~
11
??? ?? ?
Sinon
11 ,1,,,
~)()(~'~ ?? ???? tttt combtcombtctcombcombt BBBCI
Fin
Fin
//calcul du niveau de faisabilité du nœud// 
? ?
? ?
??
?
?
?
??
?
?
? ???
??
??
?
??
??
? )(max
0'~
min
min
;;
,,
0
,,,
1
1
1
;;11
1
1
tcombcombcomb
combcombt
wcomb
combcombtcombcombt
tt
t
tt
ttcombtcombt
tt
t
t
w
I   
//calcul du niveau de stock critique// 
11 ,,,,,,
'~'~ ?? ???? tttttt combcombtcombtcombcombtcombt II  
//calcul des niveaux de stock possibles et des niveaux de rupture possibles// 
???
???
?
???
???
?
???
???
??
?
tcombttcombttcombttcombt
tcombttcombttcombttcombt
tcombttcombttcombttcombt
t
IIII
IIII
IIII
combt
bdbd
acac
bbaa
I
,,,,
,,,,
,,,,
~'~'~~
~'~'~~
'~~'~~
,
);0max(
);0max(
);0max(;);0max(
~  
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???
???
?
???
???
?
????
????
????
?
);0max(
);0max(
);0max(;);0max(
~
,,,,
,,,,
,,,,
'~'~~~
'~'~~~
'~~'~~
,
tcombttcombttcombttcombt
tcombttcombttcombttcombt
tcombttcombttcombttcombt
t
IIBB
IIBB
IBIB
combt
dbbd
caac
abba
B
Fin
Fin
Retourner
tcombt ,
?  
 
Le calcul du niveau de nécessité ? ?0'~
1,,
?? ?tt combcombtI ,  qui est égal à 1 moins le niveau de 
possibilité d’avoir un niveau de stock inférieure à zéro (Equation (76)), est illustré dans la 
Figure (50). 
  ? ? )0)((max1'~
1,,1 '
~,, ???? ?? III tcombtcombttt Icombcombt ?   (76) 
 
Fig. 50. Calcul du niveau de nécessité que le stock soit supérieur à zéro  
1.1.1.2. Illustration sur un exemple 
Nous allons appliquer cet algorithme aux données générées à partir d’un plan comportant 
environs 3 ordres par semaine sur un horizon de 7 semaines, décomposé en 5 périodes (3 
périodes d'une semaine et 2 de 2 semaines). Nous considérons que l’incertitude est croissante 
sur l’ensemble de l’horizon, allant de 0 à 20% (le client final a fait son choix définitif sur les 
commandes des premières périodes, mais n’en a fait que 80% sur les dernières périodes de 
l’horizon). On a également des imprécisions sur les dates allant de 2 à 8 jours. Pour 
l’exemple, nous avons pris cpN ,
~ =(10 ; 12 ; 2 ; 4) pour tous les ordres.  
 
 
 
 
1
I
Possibilité
tcombcomb tt
w ;;1?? ?0'~ 1,, ?? ?tt combcombtI
1,,
'~ ?tt combcombtI
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 Période 1 Période 2 Période 3 Période 4 Période 5 
Combt=1 (50 ; 60 ; 10 ; 
20) 
(50 ; 60 ; 10 ; 
20) 
(40 ; 48 ; 8 ; 
16) 
(90 ; 108 ; 18 ; 
36) 
(90 ; 108 ; 18 ; 
36) 
Combt=2  (40 ; 48 ; 8 ; 16) (30 ; 36 ; 6 ; 
12) 
(80 ; 96 ; 26 ; 32) (80 ; 96 ; 26 ; 
32) 
Combt=3   (20 ; 24 ; 4 ; 8) (70 ; 84 ; 14 ; 28) (70 ; 84 ; 14 ; 
28) 
Combt=4    (60 ; 72 ; 12 ; 24) (60 ; 72 ; 12 ; 
24) 
Combt=5    (50 ; 60 ; 10 ; 20)  
Tableau 12. Besoins bruts tcombtcBB ,  
 Comb2=1 Comb2=2
Comb1=1 11;1;1 ?w  11;2;1 ?w  
Tableau 13. Poids entre les combinaisons 1;; 21 combcombw   
 Comb3=1 Comb3=2 Comb3=3
Comb2=1 1 1 0.8 
Comb2=2 1 1 0.8 
Tableau 14. Poids entre les combinaisons 2;; 32 combcombw   
 Comb4=1 Comb4=2 Comb4=3 Comb4=4 Comb4=5 
Comb3=1 0 0.5 1 1 0.5 
Comb3=2 0.5 1 1 1 0.5 
Comb3=3 0.5 1 1 0.5 0 
Tableau 15. Poids entre les combinaisons 3;; 43 combcombw  
 Comb5=1 Comb5=2 Comb5=3 Comb5=4 
Comb4=1 0 0.8 1 0.5 
Comb4=2 0.8 1 1 0.5 
Comb4=3 0.8 1 1 0.5 
Comb4=4 0.8 1 1 0.5 
Comb4=5 0.8 1 0.5 0 
Tableau 16. Poids entre les combinaisons 4;; 54 combcombw  
 
A partir des Tableaux de (12) à (16), on peut construire le graphe de la Figure (51) qui 
représente l’ensemble des besoins bruts possibles de notre exemple. 
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Fig. 51. Représentation graphique des besoins bruts 
 
Période 1 Période 2 Période 3 Période 4 Période 5 
(80 ; 80 ; 85) (60 ; 70 ; 85) (70 ; 80 ; 85) (120 ; 140 ; 170) (150 ; 160 ; 170) 
Tableau 17. Quantités maximales floues livrables par le fournisseur 
 
Nous appliquons l’algorithme 1 à ces besoins bruts avec les contraintes de livraison du 
Tableau (17). 
Pour la période 1 : 
On calcule : 1 1,1,0,1,1 )(
~)(~'~ cEE BBCII ???  
On obtient : )15;20;30;20('~ ,1,1 ?EI  
? ? 10'~ ,1,1 ??? EI  puisque quelque soit la valeur du besoin brut, le stock sera positif.  
 
On a donc 1
1
1
)(max
1
1;1;
1,1 ????
Ew , 
et comme 0'~ ,1,1 ?EI , on propage le stock à la période 
suivante : )15;20;30;20(~ 1,1 ?I   
 On passe à  la combinaison 1 de la période 2. 
)40;50;50;30('~ 1,1,2 ?I  
Comme ? ? 6.00'~ 1,1,2 ??? I  on a 6.016.0)(max 6.0 1;1;11,2 ???? w  
Comme 1,1,2'
~I  n’est pas strictement supérieur à zéro, on propage le niveau de rupture 
)0;20;0;)4.0(0(~ 1,2 ?B . 
On passe ensuite à la combinaison 2 de la période 2 et ainsi de suite jusqu’à la combinaison 4 
de la période 5. 
E S
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Le résultat est présenté dans la Figure (52). 
 
Fig. 52. Niveaux de faisabilité des besoins bruts 
 
Une fois les niveaux de faisabilité évalués pour tous les besoins bruts calculés à partir de 
différents plans d’approvisionnements, le planificateur doit choisir un plan parmi ces plans. 
La section suivante présente des critères ainsi que le processus de choix de plan 
d’approvisionnement à partir des mesures de faisabilité.  
1.1.2. Choix des séquences 
Dans cette partie, nous allons proposer des critères permettant au planificateur de choisir le 
plan de production qui génère le moins de risque du côté de l’approvisionnement. Nous 
utiliserons le terme de "besoin brut risqué" pour un besoin brut qui n’est pas totalement 
faisable. Nous allons donc proposer différentes mesures de risque (risque maximal et risque 
moyen) que le planificateur pourra considérer afin d’évaluer le risque du plan de production. 
Nous considérons dans cette section que le planificateur donne au système de décision sa 
vision des critères de risques, ainsi que ses préférences sur les plans de production proposés. 
Le système de décision lui retourne le plan d’approvisionnement qui est préféré parmi les 
plans les moins risqués selon la vision du planificateur exprimée au préalable.  
1.1.2.1. Présentation de la méthode 
A partir des niveaux de faisabilité de chaque nœud et des quantités en rupture découlant du 
graphe représentant les besoins bruts de la séquence s, on peut évaluer le “risque” sr1  de la 
séquence s (Equation (77)), qui est le niveau de risque maximal que le stock soit inférieur à 
zéro pour tous les besoins bruts possibles pour un ordre donné.  
 
E S1 
0.6 
0.92 
0.69
1
1
0.77
0.82
0.93
1
1
0.91
1
1
1
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 ? ?? ?
t
t
combtscombts
r ,,,
1 1max ???  (77) 
 
On peut aussi mesurer le risque sr 2  de la séquence s (Equation (78)), qui est la proportion de 
besoins bruts pouvant ne pas être satisfaite pour une séquence donnée. Cette mesure de risque 
ne peut être utilisée que si l’on applique l’algorithme 1 sur le graphe entier, car c’est une 
mesure de type "moyenne" et non "extrême" comme la mesure 1sr  (qui, elle, peut être utilisée 
sur le graphe extrême). Si la mesure 2sr  est utilisée, elle doit être traduite comme la 
"proportion de besoins bruts maximaux comportant un risque".  
On note : 
snb  : le nombre de nœuds du graphe de la séquence s 
?
snb  : le nombre de nœuds du graphe de la séquence s sachant que ? ? 01 ,, ??? tcombts  
 
s
s
s nb
nbr
?
?2   (78) 
Ces deux mesures sont complémentaires car l’une ( sr1 ) reflète le risque maximal d’être au 
moins une fois en rupture de stock, mais ne donne aucune information sur le nombre de fois 
où l’on risque d’être en rupture, tandis que la deuxième ( sr 2 ) donne une information sur le 
nombre de scénarios qui seront en rupture de stock, mais ne donne aucune indication sur le 
niveau de possibilité d’être en rupture de stock.  
 
Exemple : Pour une séquence a on a les deux mesures de risque : 
11 ?ar , 1.02 ?ar . Il existe donc au moins un besoin brut avec un niveau 
de risque égal à 1, mais seulement 10% de besoins bruts risqués.  
Pour la séquence b, on a : 1.01 ?br , 12 ?br . Il existe donc au moins un 
besoin brut de niveau de « risque » égal à 0.1 mais 100% des besoins 
bruts sont risqués. 
Un décideur préférant limiter les risques maximums (décideur 
pessimiste) se basera sur le pire cas pour décider et choisira la 
séquence b. Par contre, un décideur ayant une vision moyenne 
considérera la "chance" de ne pas être risqué (critère 2r ) : il choisira 
la séquence a. 
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Comme nous l’avons montré dans l’exemple, la décision dépend de la vision du planificateur 
sur ces deux niveaux de « risque ».  
Nous considérons que le planificateur exprime au système son intérêt pour chacune des 
mesures de risque ( sr1 et sr 2 ), cet intérêt étant modélisé par une fonction. A partir des deux 
mesures de risque ( sr1 et sr 2 ) et des fonctions d’utilité (u(x), v(x)) du planificateur, le système 
de décision peut choisir la séquence la moins « risquée» du point de vue du planificateur.  
Pour cela, nous utiliserons le critère Leximin (Equation (79)) car c’est un critère de 
maximisation du minimum, qui choisit donc une solution dans laquelle les pires critères ont 
une valeur maximale. Il a un pouvoir discriminant supérieur au Maximin et laisse moins de 
solutions équivalentes.  
Malgré le pouvoir discriminant du critère Leximin, il est possible que deux séquences ne 
puissent pas être distinguables. Par exemple, si on a 1)( 1 ?cru , 8.0)( 2 ?crv  et 8.0)( 1 ?dru , 
1)( 2 ?drv  alors ces séquences sont équivalentes suivant le critère Leximin. Dans ce cas, on 
raffine la décision en utilisant l’ordre des préférences entre les plans de production du 
planificateur. Par exemple, si dc ? nous choisissons la séquence d.  
 
 ? ?)(),(min 21 sss rvruLexi  (79) 
 
La décision est ensuite affinée en utilisant les relations de préférence entre les séquences les 
moins risquées. On choisit donc dans l’ensemble des séquences les moins « risquées » celles 
qui ont le meilleur niveau de satisfaction. 
1.1.2.2. Illustration par un exemple 
Nous considérons les besoins bruts utilisés dans la partie 5.1.2 (BB1), plus deux autres 
besoins bruts calculés à partir d’alternatives de planification : BB2 et BB3 (Figure (53)). 
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Fig. 53. Besoins bruts  
 
Pour chacun des besoins bruts, nous calculons les niveaux de risques : 
BB1 : ? ?? ? 4.01max ,,1,11 ???? tt combtcombtr 4.015621 ??r  
BB2 : 4.012 ?r 43.014
62
2 ??r  
BB3 : 32.013 ?r 5.016
82
1 ??r  
Les préférences entre les plans de production sont : BB2?  BB1?  BB3 
Les fonctions d’utilité (u(x), v(x)) du planificateur sont décrites dans la Figure (54). 
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Fig. 54. Fonctions d’utilité (u(x), v(x)) 
 
On constate que le planificateur accorde un peu plus d’importance au risque maximal qu’au 
risque moyen. 
On note les évaluations des besoins bruts <a ;b> où a et b sont les évaluations des besoins 
bruts avec a?b (ordre lexicographique). 
Ceci donne les évaluations suivantes : 
? BB1 : <0.6 ; 0.6> 
? BB2 : <0.57 ; 0.6> 
? BB3 : <0.5 ; 0.68> 
 
Le critère Leximin nous donne BB1 meilleurs que BB2 indifférents et BB3. Le décideur 
choisit donc le plan de production qui correspond au besoin brut BB1. 
1.2. Choix d’un plan de production à partir des besoins bruts cumulatifs 
maximaux 
Comme nous l’avons vu dans la partie précédente, le niveau de faisabilité dépend de la 
possibilité maximale d’avoir une rupture. Nous proposons dans cette partie une méthode 
applicable à des problème de grande taille en nous basant sur deux hypothèses : le décideur 
utilise le critère de risque maximal et il n’a pas de connaissance sur le nombre d’ordres 
pouvant être annulés en même temps. Comme nous l’avons montré dans le chapitre 3 §3 
(théorème 1), le niveau maximal de rupture pour une période est dans le cas où le besoin brut 
cumulatif est maximal. Pour évaluer le niveau de faisabilité de chaque période, il suffit donc 
de calculer les quantités maximales du besoin brut cumulatif pour chaque période (chapitre 3 
§3), puis de soustraire la capacité maximale cumulative afin de calculer le niveau de rupture 
1
1
1
sr  
u(x) 
1
1
2
sr  
v(x) 
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possible (Equation (80)). On calcule ensuite le niveau de faisabilité maximal pour chaque 
période (Equation (81)). 
 ? ?0;~)(~max~
11 ,, ??? ?? ti iti sist CBBB  (80) 
 )0~( ,, ???? stst B  (81) 
 
Afin de donner toutes les informations disponibles au planificateur, nous proposons deux 
critères : 
? un critère basé sur le risque maximal 1sr (le même que dans la 
méthode précédente (Equation (82)),  
? un critère 2sr  sur l’occurrence d’un risque (Equation (83)). 
 
 )1(max ,
1
stts
r ???  (82) 
 
T
nbr ss
?
?2   (83) 
Avec ?snb  : le nombre de périodes, sachant que ? ? 01 , ??? ts  
A partir de ces deux mesures, la méthode de choix d’un plan de production est la même que 
pour le cas précédent : le planificateur donne au système de décision l'importance de chaque 
critère ainsi que ses préférences sur les plan de production, puis l’on choisit le plan préféré 
parmi les plans de production les moins risqués.  
 
Exemple : la méthode de calcul des besoins bruts cumulatifs 
maximaux (méthode du chapitre 3 §3) nous donne les besoins bruts 
suivants (Figure (55)) : 
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Fig. 55. Besoin brut cumulatif 
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Nous calculons les capacités maximales de livraisons cumulatives à 
partir des capacités maximales de chaque période données par le 
fournisseur (Figure (56)) : 
 
1
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Fig. 56. Capacité maximale cumulative 
 
A partir de ces données, on calcule les niveaux de rupture possibles 
pour chaque période (Equation (79), Figure (57)) : 
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Fig. 57. Niveau de rupture maximal 
 
A partir des niveaux de rupture, on évalue la faisabilité : 
1,1 ?? s , 28.0,2 ?? s , 3.0,3 ?? s . 
A partir de ces niveaux de faisabilité, on évalue les niveaux de risque : 
72.0)3.01;28.01;11(max1 ?????sr  
3
2
3
2 ??
?
s
s
nbr  
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1.3. Conclusion 
Nous avons proposé une méthode de calcul de la faisabilité des plans de production 
envisageables sous incertitudes et nous avons proposé des critères permettant de choisir le 
plan de production le plus satisfaisant aux yeux du décideur. Nous avons distingué deux 
méthodes de calcul des niveaux de faisabilité et d’évaluation du risque.  
La première est beaucoup plus lourde que dans le cas sans prise en compte des incertitudes 
(cf. chapitre 2) mais permet de prendre en compte de manière précise les risques fournisseur 
liés aux plans de production, et de les évaluer plus finement.  
La deuxième est réalisable sur des problèmes de taille plus importante mais ne considère que 
les valeurs extrêmes du risque, ce qui limite la vision du risque mais est adapté lorsque le 
décideur souhaite minimiser la valeur maximale du risque.  
Nous constatons encore une fois que l’intégration des incertitudes rend le problème plus lourd 
à résoudre, mais qu’il peut être allégé suivant les critères de décision retenus par le décideur. 
En d’autres termes, certains critères ne sont utilisables que sur des problèmes de petite taille 
(peu d’ordre de fabrication ou peu d’imperfection) tandis que d'autres tendent à simplifier la 
résolution du problème.  
2. Aide à la décision pour le calcul d’un plan d’approvisionnement 
Une fois le plan de production fixé, il faut calculer un plan d’approvisionnement (Guillaume 
et al. 2011) : 
? prenant en compte les quantités maximales livrables par le fournisseur, 
? et étant le plus satisfaisant possible pour le client. 
 
Etant donnée la complexité du modèle de représentation des besoins bruts et la difficulté qui 
existe souvent pour évaluer les coûts de stockage et de rupture, nous proposons dans un 
premier temps une approche de type "aide à la décision" pour résoudre le problème du calcul 
du plan d’approvisionnement en contexte incertain.  
Une approche par optimisation sera néanmoins proposée dans le chapitre suivant. 
L’approche "aide à la décision" consiste dans un premier temps à donner au fournisseur une 
visibilité sur les besoins bruts, puis à trouver, parmi les quantités que le fournisseur peut 
livrer, l’ensemble des quantités à livrer avec leur niveau de possibilité d’être optimales.  
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Dans la partie suivante, nous proposons : 
1. dans un premier temps, deux méthodes d’exploitation du graphe :  
o un processus d’extraction d’un ensemble de scénarios des besoins bruts 
possibles (rappelons qu'un un scénario est un cas possible de répartition des 
ordres de fabrications dû aux imprécisions sur la date à la possibilité 
d’annulation des besoins en composants) 
o un processus de calcul permettant d’évaluer la possibilité moyenne de besoins 
bruts proposés par le décideur. 
2. dans un deuxième temps, une méthode de calcul des quantités que l’on doit avoir en 
stock à chaque période pour satisfaire les besoins bruts de la période suivante, sachant 
que notre fournisseur est soumis à des contraintes de capacité : 
o pour les besoins bruts à quantité maximale, ce niveau de stock permet de 
garantir la faisabilité de tous les besoins bruts possibles,  
o pour les besoins bruts à quantité minimale, ce niveau de stock est requis pour 
garantir qu'au moins un scénario de besoin brut est faisable 
3. dans un troisième temps, et à partir des niveaux de stocks nécessaires (calculés en 2), 
on calcule (parmi les quantités livrables par le fournisseur) le niveau de possibilité que 
la quantité soit la quantité à se procurer : 
o pour les besoins bruts à quantité maximale, 
o pour les besoins bruts à quantité minimale. 
4. enfin, nous décrivons le processus de prise de décision utilisant notre outil.  
5. nous proposons une méthode d’aide à la décision utilisant les besoins bruts cumulatifs 
extrêmes. 
2.1.  Exploitation du graphe 
Quelle que soit la méthode utilisée pour le calcul des besoins bruts (calcul de l’ensemble des 
besoins bruts ou de l’ensemble des besoins bruts extrêmes), l’exploitation des résultats est 
nécessaire car il n’est pas possible et/ou pas exploitable de donner au décideur le graphe 
complet sans pré-traitement.  
Dans une approche "aide à la décision", nous devons proposer des méthodes d’exploitation du 
graphe (graphe complet ou graphe extrême) pour aider le décideur à choisir un plan 
d’approvisionnement sans lui proposer une solution précise. 
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Dans cette section, nous proposons deux méthodes complémentaires d’exploitation du graphe, 
s’appuyant sur les deux types d’information que l’on peut utiliser pour décider sous 
incertitude, pour que le décideur puisse avoir une information lisible et riche, c'est-à-dire qui 
prend en compte les imperfections.  
 
En décision sous incertitude, un décideur utilise des critères utilisant principalement les 
extremums, mais aussi des critères utilisant les moyennes.  
Le décideur peut donc être intéressé par deux types d’informations :  
1. les valeurs extrêmes (maximales ; minimales), 
2. la valeur moyenne.  
 
Nous proposons donc, dans la section 2.1.1, une méthode de calcul de scénarios qui donne des 
scénarios extrêmes au décideur suivant les différents attributs. Dans la section 2.1.3, les 
niveaux moyens de possibilité d’apparition de besoins bruts seront calculés.  
2.1.1. Calcul des scénarios extrêmes  
Nous proposons dans cette section une méthode de calcul de scénarios ayant des 
caractéristiques particulières afin de les proposer au décideur. Nous considérons trois grandes 
caractéristiques : 
1.  le niveau d’annulation des besoins en composants, 
2.  le niveau de retard des ordres planifiés, 
3.  le niveau de possibilité d’apparition des évènements. 
 
La première caractéristique nous donne deux cas extrêmes : 
? tous les besoins incertains sont annulés, 
? tous les besoins incertains sont acceptés. 
 
La deuxième caractéristique nous donne deux cas extrêmes : 
? tous les ordres sont au plus tôt, c'est-à-dire sont requis pour leur date minimale 
possible, 
? tous les ordres sont au plus tard, c'est-à-dire sont requis pour leur date 
maximale. 
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La troisième caractéristique nous donne elle aussi deux cas extrêmes : 
? l’?-coupe pour ?=1, c'est-à-dire l’ensemble des valeurs les plus possibles, 
? l’?-coupe pour ?=0, c'est-à-dire l’ensemble des valeurs possibles. 
  
 A partir de ces trois caractéristiques, nous construisons donc huit scénarios extrêmes. Ces 
scénarios sont les suivants : 
1. l’?-coupe pour ?=1 ; tous les ordres sont au plus tôt ; tous les besoins incertains 
sont annulés, 
2. l’?-coupe pour ?=0 ; tous les ordres sont au plus tôt ; tous les besoins incertains 
sont annulés,  
3. l’?-coupe pour ?=1 ; tous les ordres sont au plus tard; tous les besoins incertains 
sont annulés, 
4. l’?-coupe pour ?=0 ; tous les ordres sont au plus tard; tous les besoins incertains 
sont annulés,  
5. l’?-coupe pour ?=1 ; tous les ordres sont au plus tôt ; tous les besoins incertains 
sont acceptés, 
6. l’?-coupe pour ?=0 ; tous les ordres sont au plus tôt ; tous les besoins incertains 
sont acceptés,  
7. l’?-coupe pour ?=1 ; tous les ordres sont au plus tard; tous les besoins incertains 
sont acceptés, 
8. l’?-coupe pour ?=0 ; tous les ordres sont au plus tard; tous les besoins incertains 
sont acceptés,  
 
Cette méthode donne un nombre réduit de scénarios (8 scénarios) traduisant des 
configurations extrêmes, ce qui permet d’aider le décideur dans son choix d’un plan 
d’approvisionnement.  
Nous calculons les besoins bruts pour les deux valeurs extrêmes de la base et du noyau des 
ensembles flous représentant les dates du besoin dato concernant l’ordre o (Figure (58)) : 
? pour dato=ao, on a les scénarios : l’?-coupe pour ?=1, au plus tôt, pour les 
quantités min et max respectivement (tous les ordres incertains annulés et 
tous les ordres incertains acceptés), 
? pour dato=bo on a les scénarios : l’?-coupe pour ?=1, au plus tard pour les 
quantités min et max, 
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? pour dato= ao -co on a les scénarios : l’?-coupe pour ?=0, au plus tôt, pour 
les quantités min et max, 
? pour dato= bo +do on a les scénarios : l’?-coupe pour ?=0, au plus tard pour 
les quantités min et max, 
Fig. 58. Attribution d’une valeur précise pour la date de lancement d’un ordre o 
 
Une fois affectées les valeurs de dato, nous calculons les combinaisons de quantités 
maximales et minimales possibles (pour les quatre affectations de dato , ce qui nous donne 
huit scénarios) : 
? pour les scénarios de possibilité 1 de quantité maximale (puis minimale), nous 
appliquons la méthode de calcul des combinaisons (cf. : chapitre 3 §2.1) ayant un 
degré de possibilité 1 d’être annulées et un degré de possibilité 1 d’être acceptées.  
? pour les scénarios de possibilité supérieure ou égale à 0 de quantité maximale (puis 
minimale) nous appliquons la méthode de calcul des combinaisons (cf. : chapitre 3 
§2.1) sur l’ensemble des besoins en composants.  
 
Exemple : Dans cet exemple, nous utiliserons les notations suivantes 
afin de synthétiser l’expression des huit scénarios tout en donnant les 
caractéristiques de chacun d’eux : 
A : tous les ordres sont au plus tôt, 
R : tous les ordres sont au plus tard, 
1 : ?-coupe pour ?=1, 
Date 
Possibilité 
dato= ao -co  dato=ao dato= bo +do  dato=bo 
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0 : ?-coupe pour ?=0, 
M : quantités maximales, c'est-à-dire pour lesquelles tous les besoins 
en composant sont acceptés, 
m : quantités minimales, c'est-à-dire pour lesquelles tous les besoins 
en composant sont annulés.  
On peut donc écrire les scénarios extrêmes : 
A1M (pour tout en avance de possibilité égale à 1 de quantité 
maximale) A1m, A0M, A0m, R1M, R1m, R0M et R0m. 
Soient les ordres planifiés suivants : 
 
Fig. 59. Illustration des ordres planifiés 
 
On a les données suivantes : les ordres 2 et 3 peuvent donc être 
annulés an2=0.8, ac2=1 ; an3=1, ac3=0.8 et Np,c=(10 ;12 ;2 ;5) pour 
o=1,2,3 . 
On calcule le scénario (A1M) "tous les ordres sont au plus tôt" (A) 
pour l’?-coupe ?=1 (1) de quantité maximale (M) : 
On affecte la date minimale pour l’?-coupe ?=1 à tous les ordres, ce 
qui nous donne :  
Pour l’ordre 1 : dat1=7, pour l’ordre 2 dat2=17 et pour l’ordre 3 
dat3=25.  
On considère que tous les ordres pouvant être acceptés avec un degré 
de possibilité 1 le sont, donc l’ordre 1 et l’ordre 2 sont acceptés et 
l’ordre 3 est annulé. 
L’ordre 1 appartient à la période 1 et est accepté, ce qui fait que le 
besoin brut de la période 1 est égal à (10 ; 12 ; 2 ; 5), 
Possibilité 
6 13 7 10 
0 
1 
8 17 19 21 25 27 30 
(o=1) (o=2) (o=3) 
7 14 21 28 
Période 1 Période 2 Période 3 Période 4 Période 5 
Date 
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L’ordre 2 appartient à la période 3 et est accepté, ce qui fait que le 
besoin brut de la période 3 est égal à (10 ; 12 ; 2 ; 5), 
L’ordre 3 appartient à la période 4 et est annulé, ce qui fait que le 
besoin brut de la période 4 est égal à (0 ; 0 ; 0 ; 0) 
Toutes les autres périodes (période 2 et 5) ont une besoin brut nul égal 
à (0 ; 0 ; 0 ; 0). 
On obtient le scénario suivant (A1M) :  
P1 : (10 ; 12 ; 2 ; 5) / P2 : (0 ; 0 ; 0 ; 0) /P3 : (10 ; 12 ; 2 ; 5) /P4 : (0 ; 
0 ; 0 ; 0) /P5 : (0 ; 0 ; 0 ; 0). 
 
La figure (60) présente tous les scénarios : les trapèzes représentent la 
quantité (10 ; 12 ; 2 ; 5) et les autres schémas la quantité (0 ; 0 ; 0 ; 0). 
 
Fig. 60. Ensemble des scénarios 
 
Cette méthode, en plus de donner les besoins bruts des configurations extrêmes, permet un 
calcul très rapide puisqu’elle consiste à calculer seulement huit scénarios. Elle permet donc de 
réduire considérablement la combinatoire du calcul des besoins bruts. 
Période 1 Période 2 Période 3 Période 4 Période 5 
A1M= 
A1m 
R1M= 
R1m 
A0M 
R0M 
A0m 
R0m 
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Toutefois, à l’inverse de la méthode de calcul du graphe des besoins bruts extrêmes, elle ne 
nous donne pas forcément la configuration qui sera la plus critique ("tous les ordres en 
avance" et "tous les ordres en retard" ne sont pas forcément les configurations les plus 
critiques, même si on les choisit dans le graphe des besoins bruts extrême, cf. : chapitre 3 §4). 
On ne peut donc pas utiliser ces huit scénarios pour choisir un plan d’approvisionnement qui 
minimise le risque maximum (minimisation des niveaux de stocks et ruptures maximaux ou 
critère minmax).  
En revanche, la méthode donne au décideur une information sur les quantités maximales 
(minimales) à approvisionner au plus tôt et au plus tard. En plus d’une information extrême, 
nous proposons de donner au décideur un niveau de possibilité moyen d’avoir un besoin brut 
donné. Cette méthode est expliquée dans la section suivante.  
2.1.2. Calcul de besoins bruts possibles 
Nous proposons ici une autre méthode de calcul des besoins bruts (Guillaume et al. 2009), qui 
ne raisonne pas sur les extrêmes comme la méthode précédente mais sur la notion de 
moyenne (qui est l’autre  information pouvant être utilisée par un décideur décidant sous 
incertitude). Cette approche ne réduit pas l’explosion combinatoire mais permet au décideur 
de pouvoir avoir une information agrégée sur l’ensemble du graphe, et plus précisément sur la 
possibilité moyenne d’apparition de besoins bruts proposés par l’approvisionneur. De plus, il 
faut noter que la méthode ne prend pas en compte les dépendances entre les périodes.  
Cette méthode est intéressante dans une phase de "proposition" du processus d’aide à la 
décision, en complément des scénarios proposés par la première méthode. En effet, elle donne 
une vision "moyenne" de l’information alors que la méthode décrite dans la partie 5.1 en 
donne une vision "extrémale".  
 
Cette approche calcule le niveau de possibilité moyen des valeurs des besoins. Pour toutes les 
périodes de 1 à T : 
1.  on calcule l’ensemble des nœuds de la période t (cf. :  chapitre 3 §1 et §2), 
2.  pour un ensemble de valeurs choisies par le décideur, on calcule dans chaque nœud 
les degrés de possibilité qu'elles puissent être demandées (Equation (84)), 
3.  on calcule la possibilité moyenne (Equation (85)). 
 
On note : 
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? ?tiv ,  : ensemble des valeurs choisies par le décideur pour la période t  
)( ,, tcombtiv?  : niveau de possibilité que la valeur vi,t existe dans la combinaisons combt de la 
période t 
)( ,, tcombtiv?  : niveau de possibilité moyen que la valeur vi,t existe pour la période t 
 ttiBBcombti combivv tcombtct ,)()( ,,, , ??? ?  (84) 
 ?
?
?
?
?
??
t
t
tcomb
tc
t
t
t
COMB
comb
BB
COMB
comb
combti
ti
h
v
v
1
1
,,
,
,
)(
)(   (85) 
 
Exemple : Soient quatre nœuds pour la période t=1:  
(1,1) avec )8.0;5;6;45;41(1, ?tcBB  
(2,1) avec )1;5;10;58;48(2, ?tcBB  
(3,1) avec )2.0;2;8;45;35(
3
, ?tcBB  
(4,1) avec )1;8;6;55;50(4, ?tcBB  
Le décideur donne l’ensemble de valeurs à partir des scénarios 
extrêmes calculés, résultat de la méthode précédente, qui serait dans 
ce cas : 
 )5;10;58;48(11 ?? MAmA , )8;6;55;50(11 ?? mRMR  
)2.0;2;8;45;35(0 ?mA )5;10;58;48(0 ?MA
)8;6;55;50(00 ?? mRMR . 
A partir de ces scénarios, le décideur propose les valeurs suivantes, 
qui correspondent à un ensemble de valeurs qui couvre l’étendue des 
valeurs possibles (entre 30 et 60) avec une granularité de 5 (précision 
jugée suffisante par le décideur) : 
? ? ? ?60;55;50;45;40;35;301, ?iv  
0)30()30( 1
1,
1 ???
cBB
?  ; 0)30( 2 ??  ; 075.0)30( 3 ??  ; 0)30( 4 ??  
0)35( 1 ??  ; 0)35( 2 ??  ; 2.0)35( 3 ??  ; 0)35( 4 ??  
666.0)40( 1 ??  ; 2.0)40( 2 ??  ; 2.0)40( 3 ??  ; 0)40( 4 ??  
8.0)45( 1 ??  ; 7.0)45( 2 ??  ; 2.0)45( 3 ??  ; 166.0)45( 4 ??  
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3.0)50( 1 ??  ; 1)50( 2 ??  ; 0)50( 3 ??  ; 1)50( 4 ??  
0)55( 1 ??  ; 1)55( 2 ??  ; 0)55( 3 ??  ; 1)55( 4 ??  
0)60( 1 ??  ; 6.0)60( 2 ??  ; 0)60( 3 ??  ; 375.0)60( 4 ??  
On calcule la possibilité moyenne de chaque valeur proposée par le 
décideur : 
025.0
12.018.0
0075.000)30( ????
?????  ; 066.012.018.0
02.000)35( ????
?????  
 355.012.018.0
02.02.0666.0)40( ????
?????  ; 622.03
866.1)45( ???  
766.0
3
3.2)50( ???  ; 666.03
2)55( ???  ; 325.03
975.0)60( ???  
 
On obtient la distribution de possibilité (non normalisée, c’est-à-dire 
que la valeur maximale n’est pas forcément égale à 1) moyenne 
discrète suivante de la Figure (61). 
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Fig. 61. Résultat de la fusion 
 
D’après les résultats, on voit que les quantités de besoins bruts sont 
autour de 50, à plus ou moins 10 près. La quantité "50" est dans ce cas 
la seule quantité à avoir une possibilité moyenne de 0.766, ce qui 
représente un niveau relativement élevé. A partir de ce résultat, le 
décideur pourrait dans un premier temps proposer 50.  
 
178  
 
2.2. Calcul des niveaux de stock nécessaires 
La première étape consiste à calculer les niveaux de stocks nécessaires (Définition 17). 
 
Définition 17. Le niveau de stock nécessaire est le niveau de stock que l’on doit avoir pour 
satisfaire les besoins bruts sous contrainte de livraison du fournisseur.  
2.2.1. Méthode de calcul 
Pour cela, on utilise un algorithme récursif allant de la période T à la période 1.  
Nous distinguons deux niveaux flous de stock nécessaire :  
? celui qui permet de satisfaire les besoins bruts maximums, qui permet donc d’avoir 
un stock suffisant afin de satisfaire n’importe quel besoin brut, 
? celui qui permet de satisfaire les besoins bruts minimums, qui permet donc de 
satisfaire au moins un besoin brut. 
 
Nous calculons les deux bornes floues du niveau de stock nécessaire. Cette approche est donc 
applicable au graphe des besoins bruts extrêmes comme au graphe complet. On peut ainsi 
appliquer cette méthode sur des cas réels de taille moyenne à grande (pour une production 
MTO ou ATO), étant donné que le graphe extrême a un nombre réduit de nœuds ne 
dépendant pas du nombre d’ordres de fabrication, mais des dépendances entre les ordres 
planifiés. De plus, seuls quelques ordres planifiés sont dépendant entre eux (cf. § 3.2).  
Dans cette partie, nous utilisons un intervalle dans lequel les bornes sont des nombres 
graduels pour modéliser un nombre flou ]~;~[~ baF ? . 
 
Définition 18(Fortin 2006): Un nombre réel graduel r~  est défini par son profil r~A  qui est une 
fonction (0,1] (intervalle unité privé de 0) dans R . On note G  l’ensemble des nombres réels 
graduels. 
 
Dans ces travaux, nous utilisons des nombres graduels monotones, linéaires, croissants sur le 
profil inférieur et décroissants sur le profil supérieur (Figure (62)), c'est-à-dire des nombres 
graduels définissant une distribution de possibilité trapézoïdale. On note : 
 ? ? ? ?? ?)0(~),1(~;)1(~),0(~]~;~[~ ?????? ?? AAAAAAA . 
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Fig. 62. Nombre flou ]~;~[~ ??? AAA  
 
Les variables sont notées: 
]~;~[~ *** ??? ttt rIrIrI : niveau flou de stock nécessaire pour la période t qui satisfait tous les 
besoins bruts, 
]~;~[~ ***
??? ttt rIrIrI : niveau flou de stock nécessaire pour la période t qui satisfait au moins un 
besoin but, 
]~;~[~ *,
*
,
*
,
???
ttt combtcombtcombt
rIrIrI : niveau flou de stock nécessaire pour le nœud (combt, t) qui 
satisfait tous les besoins bruts, 
]~;~[~ ,*,*,*
???
ttt combtcombtcombt
rIrIrI : niveau flou de stock nécessaire pour le nœud (combt, t) qui 
satisfait au moins un besoin brut. 
];[ ??? ttt llL : ensemble des quantités livrables par le fournisseur lt à la t 
L’algorithme commence par la période T puis fait remonter les niveaux de stock nécessaires 
au début de la période T pour satisfaire les besoins bruts, comme niveau de stock à la fin de la 
période précédente (T-1), et ainsi de suite jusqu'à la période 1. Nous rétro-propageons donc le 
stock de la période T à la période 1. Les niveaux de stocks nécessaires pour la période T sont 
fusionnés afin d’être rétro-propagés à la période précédente. Il existe plusieurs opérateurs de 
fusion tels que l’union, l’intersection... etc.. Etant donné que l’on s’intéresse aux niveaux 
extrêmes (maximal et minimal) des stocks nécessaires, nous utilisons les opérateurs max et 
min pour rétro-propager le stock nécessaire de la période t à la période t-1. L’opérateur utilisé 
pour la rétro-propagation dépend du type de niveau flou de stock nécessaire que l’on souhaite 
calculer : 
? minimum : pour calculer le niveau flou de stock nécessaire qui satisfait au moins 
un besoin brut, 
? maximum : pour calculer le niveau flou de stock nécessaire qui satisfait tous les 
besoins bruts.  
?A~  ?A~  
x 
1 
possibilité 
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Nous considérons que le niveau de stock de la période T+1 est égal à 0. Pour calculer un 
niveau de stock nécessaire (par exemple : celui qui satisfait tous les besoins bruts *
,
~
tct
rI ), le 
problème d’optimisation (Equations (86) à (88)) est résolu : 
? pour tous les nœuds (combt, t) (de (COMBT, T) à (1,1)),  
? et pour les quatre valeurs du niveau de stock nécessaire.  
 
Par exemple : )0(~ *,
?
tcombt
rI ; )1(~ *,
?
tcombt
rI ; )1(~ *,
?
tcombt
rI ; )0(~ *,
?
tcombt
rI  pour celui qui satisfait tous les 
besoins bruts. 
 
..
)~(minimiser ,*
ts
rI tcombt    (86). 
 * 1,
*
,
~~~
?
? ??? ttcombtccomt rIlBBrI tt   (87) 
 0~ *, ?tcombtrI  (88) 
 
Notons que l’équation (87) n’est pas une équation floue: on note les opérateurs + et – et non 
pas (+) et (-), car on cherche les bornes floues (optimiste = ?*,
~
tcombt
rI ; pessimiste = ?*,
~
tcombt
rI ) 
qui correspondent aux cas extrêmes du besoin brut pour la période suivante (donc ??
*
1
~
trI  et 
?
?
*
1
~
trI ) pour les bornes extrêmes du besoin brut pour le nœud (combt, t) ( t
comb
tcBB , ). On a donc 
?*
,
~
tcombt
rI pour ?tcombtcBB ,  et 
?
?
*
1
~
trI ; et 
?*
,
~
tcombt
rI  pour ?tcombtcBB ,  et 
?
?
*
1
~
trI .  
De plus, le niveau de stock nécessaire est le niveau de stock minimal quelle que soit la 
quantité approvisionnée. On choisit donc la valeur supérieure ?tl .  
Nous appliquons la même méthode pour le calcul du niveau de stock satisfaisant au moins un 
besoin brut en remplaçant I* par I* . 
 
Exemple : Soit le niveau de stock )]15,10(;)5,0[(~ *2 ?rI , 
)]30,25(;)22,20[(1 1, ?cBB , ]40;12[1 ?L . 
On cherche les quatre valeurs de *1,1
~rI  : 
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On applique la méthode décrite précédemment. )0(~ *1,1
?rI  doit garantir 
que le stock à la fin de la période (-20+33) est supérieur à zéro tout en 
étant minimal et strictement positif. Comme -20+33=13, la valeur 
optimale est 0)0(~ *1,1 ??rI . Nous faisons de même pour les trois autres 
valeurs. Ci-dessous un récapitulatif des calculs des quatre valeurs :  
valeur minimale de possibilité 0 : 0)0(~03320)0(~ *1,1
*
1,1 ????? ?? rIrI   
valeur minimale de possibilité 1 : 0)1(~53322)1(~ *1,1
*
1,1 ????? ?? rIrI  
valeur maximale de possibilité 1 : 2)1(~103325)1(~ *1,1
*
1,1 ????? ?? rIrI  
valeur maximale de possibilité 0 : ????? 153330)0(~ *1,1rI  
18)0(~ *1,1 ??rI  
A partir des quatre valeurs on construit )]18,2(;)0,0[(~ *1,1 ?rI . 
 
La rétro-propagation du maximum (resp. minimum) des niveaux de stocks nécessaires rend 
impossible la conservation de la représentation de la distribution de possibilité par quatre 
valeur (la Figure (64) montre un exemple ou il faudrait utiliser 3 valeurs pour la borne 
inférieure). Afin de remédier à ce problème, nous proposons une méthode approximative qui 
nous permettra de déboucher sur des ensembles trapézoïdaux. Un ensemble linéaire par 
morceaux est plus lourd à calculer et n’apporte en fait pas beaucoup d’information 
supplémentaire à l’approvisionneur.  
Dans le cadre de cette thèse, les distributions de possibilités trapézoïdales sont en effet 
construites à partir d’une expertise exprimée par deux intervalles de confiance (ensemble de 
valeurs les plus possibles et ensemble de valeurs auquel on est sûr que la variable incertaine 
va appartenir), puis d’une linéarisation entre les deux intervalles extrêmes (Figure (63)). Etant 
donnée la subjectivité de la représentation de la connaissance entre les deux intervalles 
extrêmes, une linéarisation des opérateurs min et max est tout à fait cohérente avec la 
construction de la distribution de possibilités trapézoïdale. Afin d’être sûr que toutes les 
quantités possibles seront propagées (pour ne pas oublier des cas possibles qui pourraient être 
critiques), nous souhaitons trouver la distribution de possibilités trapézoïdale qui inclut toutes 
les valeurs possibles et minimise l’ajout de valeurs qui ne sont pas possible. 
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Fig. 63. Construction d’une distribution de possibilités trapézoïdale 
 
Cette méthode dite "approximative" est décrite : 
? pour le minimum de la borne inférieure par les équations ((89), (90), (91)) et la 
Figure (64), 
? pour la borne supérieure, par l’équation (95),  
? pour la borne inférieure du maximum par l’équation (96) et la Figure (65), 
? pour la borne supérieure par les équations ((92), (93), (94)).  
 
Fig. 64. Approximation du minimum 
 
 ? ?)0(~min)0(~ *,0* ,1, ??? ?? tttcombtcomb combtwt rIrI  (89) 
 
? ?
10
)0(~)1(~
1
)1(~)1(~
,,,,
**
,
,,
,,*
,
*
,
11
1
1
???
?????
??
?
? ????
tcombcombtcombcomb
tcombt
tcombcomb
tcombcomb
combtcombt
tttt
t
tt
tt
tt
ww
rIrI
w
w
rIrI
 (90) 
ensemble de valeur les plus 
possibles 
ensemble de valeurs dans lequel 
je suis sûr  que la valeur de la 
variable ce trouve 
5 10 
2 17 
5 102 17 x 
possibilité 
x x 
?A~  
?B~  
Résultat exact Résultat approximatif 
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 ? ?)1(~min)1(~ *,0* ,1, ??? ?? tttcombtcomb combtwt rIrI  (91) 
 ? ?)0(~max)0(~ *,0* ,1, ??? ?? tttcombtcomb combtwt rIrI  (92) 
 
? ?
10
)0(~)1(~
1
)1(~)1(~
,,,,
**
,
,,
,,*
,
*
,
11
1
1
???
?????
??
?
? ????
tcombcombtcombcomb
tcombt
tcombcomb
tcombcomb
combtcombt
tttt
t
tt
tt
tt
ww
rIrI
w
w
rIrI
 (93) 
 ? ?)1(~max)1(~ *,0* ,1, ??? ?? tttcombtcomb combtwt rIrI  (94) 
 
 
Fig. 65. Approximation du maximum 
 
 ? ?)1(~min)1(~~~ *,0*','*','* ,1, ????? ??? tttcombtcombtt combtwcombtcombtt rIrIrIrI   (95) 
 ? ?)1(~max)1(~~~ *,0*','*','* ,1, ????? ??? tttcombtcombtt combtwcombtcombtt rIrIrIrI  (96) 
 
La Figure (65) illustre les équations qui définissent le minimum entre deux nombres graduels 
?A~  et ?B~ . Le principe est de faire passer la droite qui approxime le minimum par deux points 
de valeur x minimale pour un degré de possibilité. La droite est telle que tous ses points sont 
inférieurs aux points de la droite définie par les deux nombres graduels ?A~  et ?B~ . Dans le cas 
de la Figure (66), le point de possibilité zéro du nombre ?A~  est le point de possibilité 0.6 du 
nombre ?B~  .  
x x 
?A~  
?B~  
Résultat exact Résultat approximatif 
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Fig. 66. Illustration de l’approximation du minimum 
2.2.2. Illustration sur un exemple 
Nous reprenons ici le besoin brut BB1 qui a été choisi dans le chapitre 4 §1.2.2. Nous 
rappelons les quantités concernées (Tableau (18)) ainsi que sa structure (Figure (67)).  
 
 Période 1 Période 2 Période 3 Période 4 Période 5 
Combt=1 (50 ; 60 ; 10 ; 
20) 
(50 ; 60 ; 10 ; 
20) 
(40 ; 48 ; 8 ; 
16) 
(90 ; 108 ; 18 ; 
36) 
(90 ; 108 ; 18 ; 
36) 
Combt=2  (40 ; 48 ; 8 ; 16) (30 ; 36 ; 6 ; 
12) 
(80 ; 96 ; 16 ; 32) (80 ; 96 ; 16 ; 
32) 
Combt=3   (20 ; 24 ; 4 ; 8) (70 ; 84 ; 14 ; 28) (70 ; 84 ; 14 ; 
28) 
Combt=4    (60 ; 72 ; 12 ; 24) (60 ; 72 ; 12 ; 
24) 
Combt=5    (50 ; 60 ; 10 ; 20)  
Tableau 18. Représentation des besoins bruts tcombtcBB ,  
 
Fig. 67. Représentation graphique des besoins bruts 
E S
?A~  
?B~  
x 
1 
0.6 
?A~  
?B~  
x 
1 
x 
1 
1 13 7 1 3 3 11 13 
1 11 
Minimum 
185  
 
 
Les quantités maximales livrables par le fournisseur sont données dans le Tableau (19). 
 
Période 1 Période 2 Période 3 Période 4 Période 5 
[40 ; 82] [40 ;70] [40 ;85] [50 ;140] [50 ;170] 
Tableau 19. Quantités livrables par le fournisseur 
 
Nous appliquons la méthode aux quatre nœuds de la période 5 : 
)]144,108(;)90,72[(1 5, ?cBB , )]128,96(;)80,64[(2 5, ?cBB , )]112,84(;)70,56[(3 5, ?cBB , 
)]96,72(;)60,48[(4 5, ?cBB  
avec )]0,0(;)0,0[(~ *6 ?rI  
On calcule le niveau de stock nécessaire de chaque nœud de la période 5 : 
Etant donné que quelque soit la quantité du besoin brut 1 5,cBB , les quantités livrables par le 
fournisseur sont supérieures au besoin brut (170>144), aucun stock n'est nécessaire pour 
satisfaire le besoin brut. De même pour les autres nœuds de la période 5 :  
)]0,0(;)0,0[(~~~~~~~~ 4,5*3,5*2,5*1,5*
*
4,5
*
3,5
*
2,5
*
1,5 ???????? rIrIrIrIrIrIrIrI  
Comme tous les niveaux de stocks sont nuls, tous les stocks nécessaires à la fin de chaque 
nœud de la période précédente sont égaux à zéro. 
Nous passons ensuite à la période 4 : 
)]144,108(;)90,72[(1 4, ?cBB , )]128,96(;)80,64[(2 4, ?cBB , )]112,84(;)70,56[(3 4, ?cBB , 
)]96,72(;)60,48[(4 4, ?cBB , )]80,60(;)50,40[(5 4, ?cBB  
On calcule le niveau de stock nécessaire de chaque nœud de la période 4 : 
0)0(~014072)0(~ *1,4
*
1,4 ????? ?? rIrI , 0)1(~014090)1(~ *1,4*1,4 ????? ?? rIrI  
0)1(~0140108)1(~ *1,1
*
1,4 ????? ?? rIrI , 4)0(~0140144)0(~ *1,4*1,4 ????? ?? rIrI  
on a donc )]4,0(;)0,0[(~ *1,4 ?rI , )]4,0(;)0,0[(~ 1,4* ?rI  
)]0,0(;)0,0[(~~~~~~ 4,4*3,4*2,4*
*
4,4
*
3,4
*
2,4 ?????? rIrIrIrIrIrI  
On calcule pour chaque nœud de la période précédente le stock qu’il doit avoir en sortie : 
(1,3) )]0,0(;)0,0[(~~ 4*
*
4 ?? rIrI  
(2,3) ? ? )]4,0(;)0,0[()]4,0(;)0,0[(;)]0,0(;)0,0[(max~ *4 ??rI  
(2,3) ? ? )]0,0(;)0,0[()]4,0(;)0,0[(;)]0,0(;)0,0[(min~ 4* ??rI  
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(3,3) ? ? )]4,0(;)0,0[()]4,0(;)0,0[(;)]0,0(;)0,0[(max~ *4 ??rI  
(3,3) ? ? )]0,0(;)0,0[()]4,0(;)0,0[(;)]0,0(;)0,0[(min~ 4* ??rI  
On calcule de la même façon les niveaux de stock nécessaires pour les périodes 1, 2 et 3. La 
Figure (68) représente le résultat.  
 
Fig. 68. Représentation graphique de l'exemple 
 
2.3. Choix d’un plan d’approvisionnement 
Les étapes deux et trois de la méthode, respectivement le calcul de l’ensemble des quantités à 
approvisionner et l’évaluation des niveaux des stocks et de rupture, sont décrits dans cette 
partie. Ces deux étapes sont exécutées de façon itérative, de la période 1 à T.  
Le processus du choix de quantités à approvisionner est basé sur un processus itératif dans 
lequel l’approvisionneur propose des quantités à approvisionner, puis évalue les conséquences 
en termes de niveau de stock et de rupture, puis modifie cette quantité jusqu’à satisfaction.  
Soient : 
]~;~[~ *,
*
,
*
,
???
ttt ctctct
PPP : la quantité approvisionnée floue pour le nœud (combt, t) qui satisfait 
tous les besoins bruts, 
]~;~[~ ,*,*,*
???
ttt ctctct
PPP : la quantité approvisionnée floue pour le nœud (combt, t) qui satisfait 
au moins un besoin brut, 
E S
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,4)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,4)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,0)] 
[(0,0) ; (0,10)] 
[(0,0) ; (0,0)] 
*~
trI  
trI *
~  
Légende 
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]~;~[~ *** ??? ttt PPP : la quantité approvisionnée floue pour la période t qui satisfait tous les 
besoins bruts, 
]~;~[~ ***
??? ttt PPP : la quantité approvisionnée floue pour la période t qui satisfait au moins un 
besoin brut, 
*~
tI : le niveau de stock flou à la fin de la période t dans le cas de la satisfaction de tous les 
besoins bruts possibles, 
tI*
~ : le niveau de stock flou à la fin de la période t dans le cas de la satisfaction d’au moins un 
besoin brut, 
*~
tB : le niveau de rupture flou à la fin de la période t dans le cas de la satisfaction de tous les 
besoins bruts possibles, 
tB*
~ : le niveau de rupture flou à la fin de la période t dans le cas de la satisfaction d'au moins 
un besoin brut, 
xt : la valeur proposée par le décideur pour la période t 
? : la différence entre le niveau de stock nécessaire de la période t et le niveau de stock à la 
période t. 
2.3.1. Calcul du plan d’approvisionnement flou 
Nous appliquons cette méthode au deux cas extrêmes :  
? satisfaction de tous les besoins bruts, 
? satisfaction d’au moins un besoin brut.  
Le système donne à l’approvisionneur deux ensembles flous qui correspondent aux deux cas 
extrêmes. Pour trouver ces ensembles flous, on calcule les quantités optimales que 
l’approvisionneur doit approvisionner pour que le niveau de stock à la fin de la période soit 
égal au niveau de stock nécessaire pour la période suivante. On cherche donc la solution 
optimale pour les quatre quantités (min possibilité 0, min possibilité 1, max possibilité 1, max 
possibilité 0). 
De façon plus formelle, on doit résoudre le modèle d’optimisation (Equations (97) à (99)) 
pour les quatre valeurs du plan d’approvisionnement flou (de )0(~ *,
?
tcombt
P à )0(~ *,
?
tcombt
P ). 
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L’équation (98) est la fonction à optimiser. Elle représente l’écart entre la solution optimale et 
la solution choisie respectant les contraintes des quantités livrable par le fournisseur (Equation 
(99)). 
 
..
)(minimiser
ts
?   (97) 
 )0(~)0()0(~)0(~)0(~ *,
*
1
*
1
*
,
???
?
?
?
? ????? tcombtcttcombt rIBBBIP tt?   (98) 
 ??? ?? tcombtt lPl t )0(
~ *
,   (99) 
 
Exemple : Reprenons l’exemple précédent : 
soient )]5,4(;)4,2[(~ *1 ?rI , )]45,40(;)40,35[(1 1, ?cBB , ]52;12[1 ?L , 
)]4,4(;)4,4[(~*1 ??tI . 
On calcule les quatre valeurs possibles à approvisionner : 
2354)0(~ *1,1 ???? ?P? et 52)0(~12 *1,1 ?? ?P  
33)0(~ *1,1 ??P  
4404)1(~ *1,1 ???? ?P? et 52)1(~12 *1,1 ?? ?P  
40)1(~)1(~ *1,1
*
1,1 ?? ?? PP  
5454)0(~ *1,1 ???? ?P? et 52)0(~12 *1,1 ?? ?P  
46)0(~ *1,1 ??P . 
On a donc la quantité floue à approvisionner : 
)]46,40(;)40,30[(~ *1,1 ?P  est l’ensemble des quantités à approvisionner 
"possiblement optimale" pour le nœud 1 de la période 1. Dans cet 
exemple, on peut constater que les quantités livrables par le 
fournisseur peuvent satisfaire le client (? =0 quelle que soit la quantité 
de *1,1
~P ). 
 
189  
 
Une fois le calcul des plans d’approvisionnement flous effectué pour chaque nœud, on 
fusionne les quantités afin de ne donner que deux ensembles flous extrêmes, ce qui rend le 
résultat exploitable par l’approvisionneur.  
Comme pour la rétro-propagation du stock nécessaire, l’opérateur de fusion dépend du cas 
que l’on souhaite calculer : 
? maximum pour le plan d’approvisionnement qui satisfait tous les besoins bruts 
maximaux (Equation (100)), 
? minimum pour le plan d’approvisionnement qui satisfait au moins un besoin brut 
(Equation (101)). 
 )~(max~ *,
*
t
t
combtcombt
PP ?   (100) 
 )~(min~ ,** t
t
combtcombt
PP ?   (101) 
2.3.2. Calcul d’un plan d’approvisionnement 
Cette étape se décompose en deux parties : 
? le calcul d’un plan d’approvisionnement dans l’horizon gelé,  
? le calcul d’un plan d’approvisionnement dans l’horizon flexible ou libre. 
2.3.2.1.  Calcul d’un plan d’approvisionnement dans l’horizon gelé 
On défuzzifie les quantités d’approvisionnement floues afin de proposer une quantité précise 
à l’approvisionneur. 
Nous choissions de défuzzifier en utilisant l’espérance mathématique moyenne 
( 2])[][(][ *
* ??? EEE ?? (chapitre 1 §5.2.2). Nous utilisons donc cet opérateur pour 
défuzzifier les quantités d’approvisionnement floues qui satisfont au moins un besoin brut, 
ainsi que les quantités d’approvisionnement floues qui satisfont au moins un besoin brut. Afin 
de prendre en compte la préférence de l’approvisionneur, nous lui demandons d'exprimer 
celle-ci par une mesure de capacité (par exemple : une probabilité subjective), entre "satisfaire 
tous les besoin bruts possibles" et "au moins un". En effet, s’il choisit de satisfaire tous les 
besoins bruts, sa décision peut entraîner un stock énorme. S’il choisit de satisfaire au moins 
un besoin brut, elle peut entraîner des ruptures importantes. Nous proposons d'équilibrer 
risque de rupture et risque de sur-stock par l’utilisation de la mesure de capacité. Une fois les 
190  
 
préférences de l'approvisionneur exprimées, on calcule la moyenne des centres de gravité des 
deux quantités floues pondérées par ces préférences.  
A partir des niveaux de stock (niveau minimal flou et niveau maximal flou) et du niveau de 
rupture (niveau minimal flou et niveau maximal flou) générés par la défuzzification, le 
décideur peut modifier la quantité proposée automatiquement jusqu’à satisfaction la valeur 
initiale.  
Nous présentons dans cette partie comment calculer les deux niveaux de stocks et les deux 
niveaux de rupture.  
Les équations (102), (103), (104) et (105) permettent de calculer les niveaux de stocks et/ou 
ruptures dans le cas où l’on satisfait tous les besoins bruts. 
 
 tct
comb
tctt combIBBIx t
t ???? ? *,,* 1 '~)('~)(  (102) 
 )'~(min'~ *,
*
t
t
combtcombt
II ?  (103) 
 ??
??
?
??
??
?
??
??? ????
????
))0('~;0max()0(~;))1('~;0max()1(~
))1('~;0max()1(~;))0('~;0max()0(~~
****
****
*
tttt
tttt
t
IIII
IIII
I  (104) 
 ??
??
?
??
??
?
??
??? ????
????
))0('~;0max()0(~;))1('~;0max()1(~
))1('~;0max()1(~;))0('~;0max()0(~~
****
****
*
tttt
tttt
t
IBIB
IBIB
B  (105) 
 
Une fois la valeur de la période 1 choisie, on recommence pour la période suivante en 
propageant aux périodes suivantes, dans le cas où l’on satisfait tout les besoins bruts : 
? le niveau de stock s’il existe, sinon les ruptures pour le cas de la satisfaction d’au 
moins un besoin brut (scénario "besoins bruts minimums"), 
? le niveau de rupture s’il existe, sinon le stock pour le cas de la satisfaction de tous 
les besoins bruts possibles (scénario "besoins bruts maximal"). 
 
En d’autres termes, on propage la situation la plus extrême afin de toujours donner à 
l’approvisionneur les conséquences extrêmes en termes de niveau de stock et de rupture. 
2.3.2.2. Calcul d’un plan d’approvisionnement dans l’horizon libre 
Dans cet horizon, l’approvisionneur choisit trois valeurs :  
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1. la valeur qu’il choisirait s'il devait envoyer un plan d’approvisionnement déterministe 
sur tout l’horizon,  
2. la valeur qu’il choisirait s’il calculait à partir de la première période de l’horizon 
flexible, sachant que le besoin brut a été maximal sur tout l’horizon gelé, 
3. la valeur qu’il choisirait s’il calculait à partir de la première période de l’horizon 
flexible, sachant que le besoin brut a été minimal sur tout l’horizon gelé. 
 
Le scénario maximal (resp. minimal) est le scénario dans lequel durant tout l’horizon gelé le 
besoin brut a été maximal (resp. minimal).  
Concernant le calcul de la première valeur, la méthode est la même que dans l’horizon gelé. 
Tout au long de l’horizon gelé, l’approvisionneur doit choisir une valeur précise quelles que 
soient les incertitudes sur les besoins bruts. A la fin de cet horizon, les niveaux de stocks et de 
ruptures dépendent des besoins bruts qui ont été effectivement satisfaits. Etant donné que l’on 
ne sait pas quel besoin brut sera effectivement satisfait, nous calculons les niveaux maximaux 
de stocks et de ruptures que les incertitudes sur l’horizon gelé ont générées pour l’horizon 
libre. Nous plaçons donc l’approvisionneur dans les deux scénarios ayant des conséquences 
maximales en termes de niveaux de stock et de rupture. Pour chacun de ces scénarios, nous lui 
demandons de choisir une quantité pour cette période (de la première à la dernière période de 
l’horizon libre) comme si le besoin brut de l'horizon ferme était le scénario maximal (resp. 
minimal). 
 
Pour le niveau maximal de rupture, nous considérons que le scénario maximal est survenu sur 
l’horizon gelé. Nous appliquons alors la même méthode que dans l’horizon gelé à partir de la 
première période de l’horizon libre, avec comme niveau de stock de la période précédente le 
niveau minimal possible, et comme niveau de rupture le niveau maximal possible. 
Le calcul de la troisième méthode est le même que dans le cas de la deuxième, à part que dans 
ce cas c'est le scénario minimal sur l’horizon gelé qui est considéré. 
2.4.  Illustration de la méthode de calcul d’un plan d’approvisionnement 
Reprenons l’exemple du chapitre 4 §2.1.1 pour lequel nous avons calculé les niveaux de 
stocks nécessaires dans ce même paragraphe.  
Nous considérons que les périodes 1 et 2 sont dans l’horizon gelé et que les périodes 3 à 5 
sont dans l’horizon libre. 
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On calcule le niveau de possibilité pour la période 1 que les quantités proposées par le 
fournisseur soient nécessaire pour satisfaire le besoin.  
0400)0(~ *1,1 ???? ?P?  et 82)0(~40 *1,1 ?? ?P  donc 40)0(~ *1,1 ??P  
0500)1(~ *1,1 ???? ?P?  donc 50)1(~ *1,1 ??P , 0600)1(~ *1,1 ???? ?P?  donc 60)1(~ *1,1 ??P  
10800)0(~ *1,1 ???? ?P? donc 82)0(~ *1,1 ??P . 
On a donc la quantité floue à approvisionner *1
*
1,1
~)]82,60(;)50,40[(~ PP ?? .  
On fait de même pour le cas où on souhaite satisfaire au moins un besoin brut : on obtient  
1*1,1*
~)]80,60(;)50,40[(~ PP ??  
Une fois ces deux quantités floues calculées, on propose une valeur non floue égale à la 
moyenne des deux quantités. Dans cet exemple on a : 
9.57
4
)80605040(2.0)82605040(8.0
1 ???????????x   
Le tableau de bord du décideur est représenté par la Figure (69). 
 
40 50 60 80 82
57.9
1possibilité
quantité
0 7.9 17.9
1
quantité
Niveau de stock
Niveau de rupture
Quantité floue à approvisionner
0 2.1 22.1
1
quantité
possibilité
possibilité
 
Fig. 69. Tableau de bord du décideur 
 
On considère que le client n’est pas satisfait par cette quantité et préfère la quantité 60 afin de 
limiter les ruptures. Il a donc à la fin de la période un niveau de stock [(0,0) ; (10,20)] et un 
niveau de rupture égal à [(0,0) ; (0,20)] pour les deux cas extrêmes.  
On passe ensuite à la période suivante pour le nœud (1,2), avec 70~40 *2,1 ?? P et 
70~40 2,1* ?? P . 
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0400)0(~ *2,1 ???? ?P?  donc 40)0(~ *2,1 ??P  
0500)1(~ *2,1 ???? ?P?  donc 50)1(~ *2,1 ??P , 0600)1(~ *2,1 ???? ?P?  donc 60)1(~ *2,1 ??P  
08020)0(~ *2,1 ???? ?P? donc 70)0(~ *2,1 ??P . 
On a donc )]70,60(;)50,40[(~ *2,1 ?P  
0400)0(~ 2,1* ???? ?P?  donc 40)0(~ 2,1* ??P  
0500)1(~ 2,1* ???? ?P?  donc 50)1(~ 2,1* ??P , 06010)1(~ 2,1* ???? ?P?  donc 50)1(~ 2,1* ??P  
08020)0(~ 2,1* ???? ?P?  donc 60)0(~ 2,1* ??P . 
On a donc )]60,50(;)50,40[(~ 2,1* ?P  
Nous réalisons le même calcul pour le nœud (2,2) : 
)]70,48(;)40,40[(~ *2,1 ?P , )]44,40(;)40,40[(~ 2,2* ?P  
A partir de ces quatre quantités, on calcule les quantités floues : 
)]70,60(;)50,40[(~ *2 ?P , )]44,40(;)40,40[(~ 2* ?P  
Une fois ces deux quantités floues calculées, on propose une valeur non floue égale à la 
moyenne pondérée des deux quantités. Dans cet exemple, on a : 
2.52
4
)44404040(2.0)70605040(8.0
1 ???????????x   
Le nouveau tableau de bord du décideur est représenté dans la Figure (70), dans laquelle les 
courbes en pointillés sont les niveaux de possibilités moyens de stocks et de ruptures. Ils sont 
calculés de la même manière que les possibilités moyennes d’avoir un besoin brut (§4.2.1). 
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Fig. 70. Tableau de bord du décideur pour la période 2 
 
L’approvisionneur choisit une quantité de 53 pour l’approvisionnement de la période 2. Etant 
donné que la période 3 fait partie de l’horizon libre, nous avons trois paires de quantités 
floues à approvisionner : 
? Quantité moyenne : )]81,55(;)40,40[(~ *3 ?P , )]40,40(;)40,40[(~ 3* ?P  
? Quantité minimale : )]63,40(;)40,40[(~ *3 ?P , )]40,40(;)40,40[(~3* ?P  
? Quantité maximale : )]81,55(;)40,40[(~ *3 ?P , )]49,40(;)40,40[(~3* ?P  
 
A partir de ces quantités, le système d’aide à la décision propose trois quantités, avec les 
niveaux de stocks et de ruptures correspondants. Le décideur choisit 3 valeurs (Quantité 
moyenne = 43 ; Quantité minimale = 40 et Quantité maximale = 54). Nous passons ensuite à 
la période 4 pour chacun des cas.  
Le plan d’approvisionnement choisi par le décideur est représenté par le Tableau (20). 
 
 Période 1 Période 2 Période 3 Période 4 Période 5 
Quantité moyenne 60 53 43 70 140 
Quantité minimale 60 53 40 50 50 
Quantité maximale 60 53 54 85 160 
Tableau 20. Plan d’approvisionnement 
 
40 50 60 70 
52.2 
1 
possibilité 
quantité 
0 8.2 12.2 
1 
possibilité 
quantité 
Niveau de stock Niveau de rupture 
Quantité à approvisionner floue 
0 7.8 17.8 
1 
quantité 
possibilité 
44 
0.5 
0.3 
2.2 20.2 
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Nous constatons que plus la période est éloignée dans l’horizon, plus l’intervalle de quantité 
est important :  
? période 3 : on a 54-40=14  
? période 4 : on a 85-50=35 
? période 5 : on a 160-50=110  
 
En effet, les incertitudes de chaque période s’accumulent tout au long de l’horizon.  
Le client gère entièrement les incertitudes sur l’horizon ferme, étant donné que quelles que 
soient les incertitudes, il doit choisir une quantité précise. En revanche, dans l’horizon libre, le 
client transmet une partie de l’incertitude à son fournisseur, qui devra la gérer. Dans l’horizon 
libre, la gestion des incertitudes est répartie entre le client et le fournisseur. Le client gère une 
partie de l’incertitude puisqu’il ne donne pas le graphe au fournisseur, mais donne les 
décisions fermes dans des scénarios extrêmes (maximal, minimal). Quant au fournisseur, il 
n’a plus une quantité précise mais un ensemble de quantités possibles.  
 
2.5. Calcul d’un plan d’approvisionnement à partir des besoins bruts 
cumulatifs extrêmes 
Le calcul d’un plan d’approvisionnement dans le cas où l’approvisionneur dispose des besoins 
bruts cumulatifs extrêmes consiste à calculer les niveaux de stocks et de ruptures sur tout 
l’horizon à partir d’un plan d’approvisionnement utilisant les équations (106) et (107). 
  
 ? ?0;~max~
11
min ? ?? ?? ti iti it BBxI  (106) 
 ? ?0;~max~
1
max
1 ??? ?? ti iti it xBBB  (107) 
 
Avec minix  la quantité minimale approvisionnée à la période i et 
max
ix  la quantité maximale 
approvisionnée à la période i. 
 
Le premier plan d’approvisionnement est calculé à partir des besoins bruts cumulatifs 
défuzzifiés et des contraintes fournisseur : 
? on défuzzifie les besoins bruts cumulatifs : le maximal et le minimal, 
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? l’approvisionneur donne ses préférences entre "avoir du stock (PI)" et "avoir des 
ruptures (PB)", 
? on calcule la quantité cumulée à approvisionner idéale (Equation (108)),  
? on calcule la quantité cumulée à approvisionner respectant les contraintes du 
fournisseur (Equation (109) et (110), 
? On calcule les quantités par période à approvisionner (Equation (111)) 
 
 2
max,min, tt
t
BBPBBBPI
Q
????
 (108) 
 
Avec PI+PB=1, min,tBB  le besoin brut cumulatif minimal de la période t défuzzifié et max,tBB  
le besoin brut cumulatif maximal de la période t défuzzifié. 
 
 )(min ftt QQ ?  (109) 
 ?? ?? ?? ti iftti i lQlts 11..  (110) 
 
Avec tQ  la quantité cumulée approvisionnée idéale et 
f
tQ  la quantité cumulée approvisionnée 
faisable.  
 ft
f
ttt QQxx 1
maxmin
????  (111) 
 
L’approvisionneur modifie le plan d’approvisionnement proposé jusqu'à ce qu’il soit satisfait. 
Le plan est composé de valeurs précises sur l’horizon gelée ( maxmin tt xx ? ) et de trois valeurs 
dans l’horizon flexible (même logique que la méthode précédente) : 
? valeur que l’approvisionneur choisirait maintenant, 
?  valeur maximale qu’il choisirait, 
? valeur minimale. 
3. Conclusion 
Dans ce chapitre, nous avons proposé des méthodes d’évaluation de plans de production du 
client compatibles avec la taille du problème. De plus, nous avons proposé deux méthodes 
d’aide à la décision pour le calcul d’un plan d’approvisionnement, méthodes qui donnent une 
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valeur sur l’horizon gelé et un ensemble de trois valeurs sur l’horizon libre. Ceci permet au 
fournisseur d’avoir une vision des incertitudes sur l’horizon libre, c'est-à-dire de savoir de 
combien les prévisions peuvent varier. Cette visibilité sur les incertitudes permet au 
fournisseur de prendre sa décision en fonction des variations possibles, contrairement au cas 
où l’on donne des valeurs précises sur l’horizon libre. Le fournisseur est donc bien conscient 
de ce que le client pourrait lui demander et ne risque pas de prendre la quantité donnée sur 
l’horizon libre comme quantité sûre. Cette erreur peut être commise si l’on envoie une valeur 
précise sur l’horizon libre. De plus, une méthode a été définie pour le graphe extrême, ce qui 
permet de traiter des problèmes de tailles supérieures à qui est possible avec le graphe 
complet sans changer la décision (si l’on ne regarde que les niveaux de possibilité maximaux 
et pas les possibilités moyennes). La méthode utilisant les besoins bruts cumulatifs est 
applicable à n’importe quelle taille de problème mais donne moins d’information à 
l’approvisionneur.  
 L’avantage de ces méthodes de calcul de plan d’approvisionnement est qu'elles ne nécessitent 
pas que l’approvisionneur exprime de façon formelle les valeurs de coûts (coût de stockage et 
coût de rupture). Pour autant, elles permettent aux décideurs de prendre leurs décisions en 
fonction des conséquences en termes de niveau de stockage et niveau de rupture.  
 
L’application de la méthode au graphe complet permet en plus au décideur d’utiliser les 
niveaux de possibilités moyennes d’avoir un certain niveau de stocks ou de ruptures. En 
d'autres termes, l’approvisionneur peut baser sa décision sur un critère de type "moyenne" en 
plus des critères "extremums". La méthode de calcul des niveaux de possibilités "moyens" 
d’avoir un certain niveau de stocks ou de ruptures est la même que celle proposée pour 
calculer les niveaux de possibilités moyens qu’une quantité soit nécessaire (chapitre 4 §2.1), 
sauf qu’on l’applique soit au niveau de stock flou soit au niveau de rupture flou.  
Dans le chapitre suivant, nous allons étudier le problème de calcul de plan 
d’approvisionnement dans une approche "optimisation", c'est-à-dire dans le cas où on connaît 
les coefficients de coût de stockage et de rupture.  
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Introduction 
 
Dans le chapitre précédent, nous avons proposé un outil d’aide à la décision pour le calcul 
d’un plan d’approvisionnement sous incertitude. L’approvisionneur ne formalisait pas son 
critère de sélection, ni même les coûts attachés aux niveaux de stocks et de ruptures. Dans ce 
chapitre, nous proposons de calculer un plan d’approvisionnement dans un contexte où les 
besoins bruts sont imprécis. Cette imprécision peut être représentée par un intervalle ou par 
des distributions de possibilités. Nous allons dans ce chapitre utiliser les critères "robustes", 
tels que le critère Minmax dans le cas des intervalles et le critère de "risk minimisation" 
utilisant la mesure de nécessité dans le cas des distributions de possibilités. Ces critères ont 
été appliqués à différents problèmes combinatoires (chemin le plus cour, choix d’item,…etc.)  
(Kasperski et Zieli?ski, 2010), (Kasperski et Zieli?ski, 2011). Notons que le critère "risk 
minimisation" est utilisé pour les problèmes d’optimisation dans l’incertain afin de garantir 
que la chance (probabilité, nécessité ou possibilité) que le coût soit supérieur à une valeur 
critique soit minimale. Dans le cadre possibiliste, si l’on veut garantir avec certitude que la 
probabilité que le coût soit supérieur à une valeur critique soit minimale, nous devons utiliser 
la mesure de nécessité.  
Dans ce chapitre nous allons : 
1. présenter le problème déterministe, avec imprécision modélisée par des intervalles 
et avec imprécision modélisée par des distributions de possibilités, 
2. proposer une méthode de calcul des coûts minimal et maximal quand l’imprécision 
sur la demande est représentée par un intervalle, avec imprécision modélisée par 
des distributions de possibilités, 
3. proposer des méthodes de calcul des plans d’approvisionnement minimisant le 
coût maximal quand l’imprécision sur la demande est représentée par un intervalle,  
4. résoudre le problème de minimisation du risque utilisant la mesure de nécessité 
quand l’imprécision sur la demande est représentée par des distributions de 
possibilités, 
5. proposer une méthode de calcul de plan d’approvisionnement dans lequel les 
quantités de l’horizon libre sont des distributions de possibilités.     
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1. Présentation du problème 
Dans cette partie, nous présentons le problème auquel nous nous intéressons dans le cas 
déterministe, puis nous présentons le problème robuste quand l’imprécision sur la demande 
est un intervalle ; nous finirons par présenter le problème de risk minimisation utilisant la 
mesure de nécessité.  
1.1. Problème déterministe 
Le problème de calcul d’un plan d’approvisionnement est équivalent à un problème de lot-
sizing (§2.1). En effet il existe une analogie directe entre : 
? les besoins bruts de chaque période et les demandes de chaque période, 
? les quantités à approvisionner et les quantités à produire,  
? les quantités livrables par le fournisseur et les contraintes de production.  
 
Etant donné que dans notre cas d’étude, nous nous concentrons sur le calcul d’un plan 
d’approvisionnement d’un composant, nous nous intéressons au problème de lot-sizing mono 
produit, mono niveau, multi période.  
Afin de garantir qu’il existe toujours une solution à notre problème (un plan de production) 
nous considérons les ruptures possibles. 
On note : 
t : indice de la période avec t allant de 1 à T 
xt : la production à la période t 
dt : la demande à la période t 
tl  : la quantité minimale fabricable à la période t 
tl  : la quantité maximale fabricable à la période t 
Dt : la demande cumulative de la période t tel que ?
?
?
t
i
it dD
1
 
Xt: la production cumulative de la période t tel que ?
?
?
t
i
it xX
1
 
 
Nous considérons les coûts de stockage et de rupture constants tout au long de l’horizon. 
On note : 
cI : coût de stockage quelque soit la période t 
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cB : coût de rupture quelque soit la période t 
 
Nous avons un stock positif à la période t si la demande jusqu’à la période t est inférieure à la 
production jusqu’à la période t, donc si 0?? tt DX  et nous avons de la rupture si la demande 
jusqu’à la période t est supérieure à la production jusqu’à la période t, donc si 0?? tt XD . 
Notre fonction de coût pour une période t (Equation (112)) peut s’écrire sous la forme :  
 
 ? ? ? ?)();(max, tttttt XDcBDXcIDXL ???   (112) 
 
Le problème est donc de trouver un plan de production faisable ( tlxl ttt ???  ou X?x ) qui 
minimise le coût total de stockage et de rupture (Equation (113)) : 
 
 ? ??
???
?
T
t
ttxx
DXLxF
1
,min)(min
XX
 (113) 
 
Tout au long de ce chapitre nous distinguerons deux cas : 
? sans contraintes de capacité,  
? avec contrainte de capacité. 
  Le cas « sans contraintes » de capacité correspond au cas où il existe pour chaque période 
une quantité livrable par le fournisseur égale à la demande (Equation (114)). De façon plus 
formelle, elle correspond au cas où : 
 
 ? ???
??
????
t
i
i
t
i
ti TilDl
11
;..;1  (114) 
 
Dans ce cas, nous avons une solution triviale qui consiste à attribuer la valeur dt à chaque 
variable de décision xt. 
Dans le cas avec capacité limitée, le problème (Equation (115)) peut être formulé comme un 
problème de flot à coût minimal (voir (Ahuja et al. 1993)) : 
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? ?
? ?
TtIB
Ttlxl
TtxdIBts
cBBcII
tt
ttt
t
j jjtt
T
t tt
,..,1,0,
,..,1,
,..,1,..
..min
1
1
??
???
????
?
?
?
?
?
 (115) 
 
Ce problème peut être résolu de façon efficace, par exemple, avec un algorithme présenté 
dans (Ahuja et Hochbaum  2008) qui prend en compte la structure spéciale du réseau.   
1.2. Problème d’optimisation robuste avec imprécision sur la demande 
représentée par des intervalles 
Dans cette partie, nous supposons que les demandes de toutes les périodes t : dt sont 
imprécises et appartiennent à des intervalles ];[ ??? ttt dddd . 
Un vecteur ,),,...,( 1 ttT ddddds ?? représentant une affectation des demandes dt  pour chaque 
période t=1,…,T, est appelé un scénario. Donc, un scénario exprime une réalisation de la 
demande au cours de l’horizon. On note ?  l’ensemble des scénarios, avec 
],[...],[ 11
???? ???? TT dddd . On peut distinguer les scénarios extrêmes, notés ext? , les scénarios 
appartenant à ? ? ? ????? ???? TText dddd ,..., 11 . 
On note ?s (respectivement ?s ), le scénario où toutes les demandes sont égales à la borne 
maximale (respectivement minimale) des intervalles.  
Les demandes et les demandes cumulatives de la période t pour un scénario sont notées : 
? tt ddsd ?)(  
? ?
?
?
t
i
tt sdsD
1
)()(  
On a donc ])(),([)( ??? sDsDsD ttt .  
La fonction de coût ? ?tt DXL ,  devient : 
? ? ? ?))(());((max)(, tttttt XsDcBsDXcIsDXL ???  
De même, la fonction de coût sur l’horizon T )(xF  devient (Equation (116)) : 
 
 ? ??
?
?
T
t
tt sDXLsxF
1
)(,),(  (116) 
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Dans ce chapitre, nous nous intéressons au calcul d’un plan robuste. Un des critères 
couramment utilisé en optimisation robuste est le critère Minmax. La version Minmax du 
problème (117) consiste à trouver un plan faisable qui minimise le coût maximal sur 
l’ensemble des scénarios ; on peut l’écrire : 
 
 ? ??
????
????
?
??
T
t
ttsx
sxx
r
sDXL
sxFxAxROB
1
)(,maxmin
),(maxmin)(minarg:
X
XX
 (117)   
 
Si l’on considère un plan de production X?x , on appelle scénario optimiste ??os le 
scénario qui minimise ),( sxF  dans le problème ROB. On appelle scénario pessimiste ??ws  
le scénario qui maximise ),( sxF dans le problème ROB. Les coûts de ces deux scénarios 
seront utilisés pour évaluer les un plan dans la section §5.2.1. 
1.3. Problème de risk minimisation dans un contexte possibiliste 
Dans cette section, nous considérons que l’imprécision sur la demande est modélisée par des 
distributions de possibilités. Une affectation tt sd ?  telle qu'un scénario ? ?Tttss 1?? est 
caractérisé par un niveau de possibilité (Equation (118)): 
 
 ? ? ? ? )(min...)(
,...,111 ttTtTT
sdsdsdss ??????????? ??  (118)   
 
Nous avons donc un ensemble flou de scénario ?~ défini par une distribution de possibilités 
Tss R??),(? . Nous pouvons définir une ?-coupe de l’ensemble des scénarios ?~  pour chaque 
valeur de ]1,0(??  qui satisfait l’égalité suivante (Equation (119)) : 
 
 ? ? ],[...],[)(:~ ][][][1][1][ ????? ?? ???? ?????? TT ddddss  (119) 
 
][~ ??  est un ensemble classique de scénarios contenant tout les scénarios de possibilité 
supérieure ou égale à ?. 
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2. Evaluation d’un plan  
Dans cette partie, nous proposons des méthodes d’évaluation des plans de production dans le 
cas où l’imprécision et représentée par des intervalles et dans celui où l’imprécision est 
représentée par des distributions de possibilités. 
2.1. Evaluation sous imprécision (modélisée par des intervalles) 
Dans cette section, nous montrons comment évaluer un plan de production donné X?*x . 
Nous présentons des méthodes pour évaluer les scénarios optimiste et pessimiste pour un plan 
donné qui nous permettent de calculer les coûts possibles et nécessaires, qui sont les coûts 
minimal et maximal.  
2.1.1. Scénario optimiste 
Nous considérons premièrement le problème du calcul de scénario optimiste pour un plan 
donné X?*x , qui est le problème suivant : 
 
 ),(min),( ** sxFsxF
s
o
???   (120) 
 
Le minimum est atteint pour un scénario s, ??s , puisque ),( sxF  est une fonction continue 
sur un ensemble borné clos ? . Le problème (120) peut être formulé comme un problème de 
programmation linéaire (problème (121)) : 
 
 
.,...,1,0,
,,...,1],,[
,,...,1,)(..
)(min
1
*
1
TtIB
Ttdds
TtxsIBts
cBBcII
tt
ttt
t
j jjtt
T
t tt
??
??
????
?
??
?
?
?
?
 (121) 
 
Si ots ,
o
tB  et 
o
tI , t=1,…,T, est une solution optimale du problème X, alors ),...,( 1
o
T
oo sss ?  est 
un scénario optimiste pour *x (une réalisation optimiste de la demande incertaine) et otI  
(respectivement otB ) est le niveau de stock (resp. rupture) de la période t à la période t+1 pour 
un scénario optimiste ),...,( 1
o
T
oo sss ? .  
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Le problème (121) peut être réduit à un problème de flot à minimisation de coût et peut être 
résolu de façon efficace en prenant en compte la structure du réseau (voir (Ahuja et 
Hochbaum 2008)). Du fait que cI et cB >0, nous avons pour t=1,…, T une des deux quantités 
o
tB  ou 
o
tI  égale à zéro. 
2.1.2. Scénario pessimiste 
Nous considérons maintenant le problème de calcul du scénario pessimiste pour un plan 
donné X?*x (Equation (122)), qui est le problème suivant : 
 
 ),(max),()( *** sxFsxFxA
s
w
??
??  (122) 
 
Le maximum est atteint pour un scénario s, ??s , puisque ),( sxF  est une fonction continue 
sur un ensemble borné clos ? . De plus, la recherche du scénario s peut être réduite à  
l’ensemble des scénarios extrêmes ext? . Nous prouvons ci-dessous la convexité de la fonction 
de coût sur ? . 
 
Proposition 1. La fonction ),( * sxF  est convexe sur ?  pour n’importe quel plan X?*x . 
 
Preuve : Les fonctions ))(( * sDXcI tt ?  et ))(( *tt XsDcB ?  sont convexes sur ? . Nous en 
déduisons que )))(());((max( ** tttt XsDcBsDXcI ??  est convexe sur ?  et donc  
? ? ??Tt tttt XsDcBsDXcI1 ** )))(());((max(  est convexe sur ? . 
 
Le résultat précédent nous permet de réduire l’ensemble des scénarios ?  à l’ensemble des 
scénarios extrêmes ext? . 
 
Proposition 2. Un scénario optimal pour le problème (122) est un scénario extrême. 
 
Preuve : La fonction ),( * sxF  atteint ses maxima dans ? . Comme ),( * sxF  est convexe 
(Proposition 1) et ?  est un hyper rectangle, un scénario optimal pour le problème (122) est un 
scénario extrême (voir (Martos 1975)). 
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Le problème (122) peut être formulé comme un problème linéaire à nombre entier (Problème 
(123)) : 
 
 
? ? .,...,1,1,0
,,...,1,)(
,,...,1,)()1(
,,...,1,0,
,,...,1],,[
,,...,1,)(..
)(max
1
*
1
*
1
*
1
Tt
TtxdB
TtdxI
TtIB
Ttdds
TtxsIBts
cBBcII
t
t
j jttt
t
j tjtt
tt
ttt
t
j jjtt
T
t tt
??
???
????
??
??
????
?
?
?
?
?
?
?
?
?
??
?
?
?
?
?
 (123)  
 
Les contraintes du problème (121) et (123) ne diffèrent que pour les deux dernières 
contraintes et l’ajout de la variable binaire t? . Ces variables binaires garantissent le fait qu’il 
est impossible d’avoir un niveau de stock différent de zéro ( 0?tI ) avec un niveau de rupture 
différent de zéro ( 0?tB ) à la même période. Si 1?t?  alors 0?tB  ; à l’inverse si 0?t?  
alors 0?tI . 
Soient wts ,
w
tB et 
w
tI  et t? , t=1,…, T, une solution optimale pour le problème (123). Alors 
),...,( 1
w
T
ww sss ?  est le scénario pessimiste pour *x (une réalisation pessimiste de la demande 
incertaine) et wtI  (respectivement
w
tB ) est le niveau de stock (resp. rupture) de la période t à la 
période t+1 pour un scénario pessimiste ),...,( 1
w
T
ww sss ? .  
 
A partir des propositions (1) et (2) on peut donner un algorithme basé sur la programmation 
dynamique. Soit tD  l’ensemble des demandes cumulatives pour la période t, avec  
? ?)(,...,1)(),( ??? ?? SDSDSD ttttD , soit )(1 ddLLt?  le coût maximal d’un plan *x , quand la 
demande cumulative de la période t-1 est égale à dd, 1?? tdd D , ??? ? RD 11 : ttLL . On a 
? ?00 ?D , TT ddddLL D??? 0)(  et : 
 
? ?
? ? 1,...,,)(,
)(,
max)( 1*
*
1 TtdddddLLdddXL
dddLLdddXL
ddLL t
tttt
tttt
t ?????
?????
??? ???
???? ???
??
? D  (124) 
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Le coût maximal d’un plan *x  est égal à )0(0LL , 
?? *)0(0 xfLL , qui est calculé à partir de la 
rétro propagation (Equation (124)). On peut construire le scénario pessimiste correspondant 
wS  en prenant la demande ? ???? ttt ddd ,  telle que )(1 ddLLt?  était maximale. 
Le temps de calcul de cet algorithme est )( TTO D? , qui est un temps pseudo polynomial. Ce 
temps peut être réduit si tdd tt ???? ?? . Alors on ne cherche plus que dans l’ensemble des 
demandes cumulatives possibles : ? ?)(,...,)(),( ??? ??? SDSDSD ttttD  ce qui nous donne un 
temps de calcul polynomial  )( 2TO . 
2.1.3. Evaluation d’un plan 
Afin d’évaluer la possibilité qu'un plan X?*x  n’excède pas un certain seuil g (répondant à la 
question : est-ce qu’il existe un scénario ??s  tel que gsxF ?),( * ?) il suffit de déterminer le 
scénario optimiste os en résolvant le problème (121) et de regarder si gsxF o ?),( * . 
 Similairement, évaluer la nécessité qu'un plan de production X?*x  n’excède pas un certain 
seuil g ("est-ce que pour tout scénario ??s  gsxF ?),( * ?), il suffit de déterminer le scénario 
pessimiste ws en résolvant le problème (123) et de regarder si gsxF w ?),( * .   
De plus, à partir des scénarios optimiste os  et pessimiste ws , on peut évaluer l’intervalle de 
coût ],[ *** ??? xxx ffF  d’un plan de production X?*x  tel que (Equation (125)) : 
 
 )],(),,([],[ ***** woxxx sxFsxFffF ?? ??   (125) 
  
2.2. Evaluation sous imprécision (modélisée par des distributions de 
possibilités) 
Nous allons dans cette partie présenter des méthodes d’évaluation d’un plan donné X?*x  
quand l’imprécision de la demande est modélisée par des distributions de possibilités.  
Rappelons que le coût d’un plan est une quantité mal connue, notée *xF (cf. section 
précédente). Quand on modélise l’imprécision sur la demande avec une distribution de 
possibilités, le coût imprécis devient une distribution de possibilités *
~
xF , appelée "coût flou". 
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On peut donc évaluer la possibilité d’avoir un coût v de production grâce à l’équation 
suivante (Equation (126)) : 
 
 ? ? R???? ? vsvF vsxFsx ),(sup)( ),(: ** ?  (126) 
 
A partir de cette équation, on peut définir les degrés de possibilité (Equation (127)) et de 
nécessité (Equation (128)) que le coût d’un plan de production X?*x  n’excède pas un 
certain seuil g : 
 
 ? ? )(sup)(sup)( ),(:~ *** svgF gsxFsFgvx x ?? ?? ????  (127) 
 
? ? )(sup1
)(sup)(1)(
),(:
~
*
*
**
s
vgFgF
gsxFs
F
gv
xx
x
?
?
?
?
??
???????
 (128) 
 
Nous remarquons que ???? )( * gFx  signifie qu’il existe un scénario s tel que ?? ?)(s  
pour lequel le coût du plan de production *x  n’excède pas le seuil g, gsxF ?),( * . De même, 
????? 1)( * gFx  signifie que pour n’importe quel scénario s, tel que ?? ?)(s , le coût du 
plan de production *x  n’excède pas le seuil g, gsxF ?),( * . 
 
Nous considérons maintenant le problème du calcul des degrés de possibilité (Equation (127)) 
et de nécessité (Equation (128)) pour un plan donné X?*x . On écrit ],[~ ][][][ *** ??? ??? xxx ffF  
l’intervalle des coûts possibles pour un degré de possibilité ? (? coupe du coût flou) du plan 
de production *x . L’intervalle des coûts ],[ ][][ ** ?? ?? xx ff  correspond à la résolution des 
problèmes (121) et (123) (cas avec intervalle) pour les scénarios ][~ ?? . Il existe donc un lien 
entre le problème avec intervalle et avec distribution de possibilités : 
 
 ? ?gfgf xx ????? ? ][** :]1,0[sup)( ??  (129) 
 ? ?gfgf xx ?????? ? ][** :]1,0[inf1)( ??  (130) 
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A partir des équations (129) et (130), on obtient une méthode de calcul des différents degrés 
(possibilité et nécessité). Donc, pour calculer )( * gfx ??  (resp. : )( * gfx ?? ) nous devons 
trouver la valeur de ? la plus grande (resp. : la plus petite) telle qu’il existe un scénario 
][~ ???s  pour lequel gsxF ?),( *  (resp. : pour tout scénarios ][~ ???s  telle que la contrainte 
gsxF ?),( *  soit respectée) pour *x  en résolvant (121) (resp. : (123)) et évaluer gsxF o ?),( *  
(resp. : gsxF w ?),( * ). Tant que ][* ??xf  (resp. : ][* ??xf ) est une fonction croissante (resp. : 
décroissante) de ?, nous pouvons utiliser une recherche binaire sur ]1,0[?? . 
2.3. Conclusion  
Dans cette partie nous avons présenté des méthodes d’évaluation de plan de production dans 
deux contextes d’imprécision (intervalle et distribution de possibilités). Il faut noter que ces 
méthodes pourrons être utilisées pour aider le décideur à évaluer un plan d’approvisionnement  
pour le problème avec imprécision et incertitude pour des scénarios flous particuliers, en 
échange d’une formalisation des coût de stockage et de rupture.    
3. Méthode de résolution utilisant le critère Minmax 
Dans cette partie, nous allons distinguer le problème avec et sans contrainte de capacité. 
Premièrement, nous proposons une méthode de résolution dans le cas sans contraintes de 
production, puis nous résoudrons le problème avec contrainte de capacité. 
3.1. Sans contrainte de capacité 
Nous considérons ici le problème ROB sans contrainte de capacité, c'est-à-dire le problème 
avec un ensemble ? ?Ttxxx tT ,...,1,0:),...,( 1 ???X . Notons que la fonction ),( sxF  est 
continue sur X et? , ?  est un ensemble borné clos, et que donc la fonction )(xA  est bien 
définie continue sur X  (voir (Meyer 1970) , théorème 1.4).  
Un plan optimal de production )ˆ,...,ˆ(ˆ 1 Txxx ? , avec )(minargˆ xAx x X?? , peut être calculé par 
la formule suivante : 
 
2,ˆˆˆ,)()(ˆ
ˆˆ,)()(ˆ
1
11
11
1
?????
????
??
????
?
??
??
tXXx
cIcB
sDcIsDcBX
Xx
cIcB
sDcIsDcBX
ttt
tt
t
 (131) 
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Un algorithme pour déterminer un plan optimal xˆ  avec les formules (131) peut être 
implémenté en un temps O(n). Avant de prouver que le plan xˆ  est optimal pour le problème 
ROB sans contrainte de capacité, nous devons prouver la proposition suivante. 
 
Proposition 3 : Soit xˆ un plan calculé avec les formules (131). Alors xˆ  est faisable et ?s et ?s  
sont les scénarios pessimistes du plan xˆ , ),ˆ(),ˆ()ˆ( ?? ?? sxFsxFxA . 
 
Preuve : Il est facile de voir que )](),([ˆ ??? sDsDX ttt , )ˆ)(())(ˆ( tttt XsDcBsDXcI ??? ?? , 
t=1…T, et .0ˆ1 ?x  Vue que )()(1 ??? ? sDsD tt  et )()(1 ??? ? sDsD tt , 2?t , on montre 
que 0ˆ ?tx pour 2?t .  
Par conséquent ))(ˆ())(,ˆ( ?? ?? sDXcIsDXL tttt  et )ˆ)(())(,ˆ( tttt XsDcBsDXL ?? ?? , t=1…T, 
donc  ),ˆ(),ˆ( ?? ? sxFsxF . Soir s un scénario quelconque, ??s . Nous pouvons déduire que : 
  
?? ? ??? ?????? Tt ttttTt tttt XsDcBsDXcIXsDcBsDXcIsxF 11 ))ˆ)(());(ˆ(max())ˆ)(());(ˆ(max(),ˆ(
),ˆ(),ˆ( ?? ?? sxFsxF . 
 
On peut maintenant prouver l’optimalité du plan xˆ . 
 
Théorème 1. Un plan déterminé par la formule (131) est un plan optimal pour le problème 
ROB sans contrainte de capacité. 
 
Preuve. On montre que )ˆ()( xAxA ?  pour tout X?x . Considérons un plan X?'x . Nous 
modifions ce plan en utilisant la formule suivante (Equation (132)) : 
 
 Tt
sDXsD
sDXiX
sDXsD
X
ttt
ttt
ttt
t ,...,1
),('if)(
),('f'
),('if)(
" ?
??
??
?
?
?
?
?
??
?
??
 (132) 
 
Maintenant, )](),([" ??? sDsDX ttt . A partir de la faisabilité de x’, il suit que tt XX '' 1?? , 2?t , 
et aussi )()(1
??
? ? sDsD tt et )()(1 ??? ? sDsD tt , 2?t  ; par conséquent tt XX "" 1?? , 2?t , on a 
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bien X?"x . De plus, il est facile de vérifier que )"()'( xAxA ? . D’après la définition de 
)"(xA , nous avons ? ?),"();,"(max)"( ??? sxFsxFxA . On a seulement besoin de montrer que 
? ? ),ˆ(),ˆ(),"();,"(max ???? ?? sxFsxFsxFsxF . 
Nous nous focalisons sur le plan x (déterminé à partir de la formule (131)). Notons que la 
fonction ? ? ?? ?? Tt tt sDXcIsxF 1 ))((),( est linéaire et croissante (respectivement 
? ? ?? ?? Tt tt XsDcBsxF 1 ))((),(  est linéaire et décroissante) par rapport à ? ?Tt tX1 , 
où )](),([ ??? sDsDX ttt , Tt ,...,1? . A partir de cela et du fait que 
?? ? ??? ?? ????? Tt ttTt tt XsDcBsxFsDXcIsxF 11 )ˆ)((),ˆ())(ˆ(),ˆ( , 
)](),([ˆ ??? sDsDX ttt ,t=1,…, T (voir proposition 3) : le point ? ?Tt tX1 ˆ est le point 
d’intersection, Tt ,...,1? . On conclut que ? ? ),ˆ(),ˆ(),"();,"(max ???? ?? sxFsxFsxFsxF . La 
proposition 3 montre que )ˆ(),ˆ(),ˆ( xAsxFsxF ?? ??  et finalement que )ˆ()"()'( xAxAxA ?? . 
 
Il faut noter que s'il y a un niveau de rupture initial supérieur à zéro 00 ?B , on modifie la 
demande de la période 1 de la manière suivante : ],[ 01011 BdBddd ??? ??  ; si le niveau de 
stock initial 0I  est tel que : 
??? 100 dI , on modifie la demande de la période 1 de la manière 
suivante : ],[ 01011 IdIddd ??? ?? , et on applique la formule (131) afin de déterminer le plan 
robuste optimal du problème ROB avec les demandes modifiées. Si ?? 10 dI , nous devons 
utiliser l’Algorithme 2 pour résoudre le problème (voir section suivante) avec comme 
contrainte de capacité tMlxl ttt ????? 0  avec M un nombre très grand.         
3.2. Avec contrainte de capacité sur les quantités livrables par le fournisseur 
Nous considérons maintenant le problème ROB avec les contraintes de capacité. Il faut noter 
que ? est un ensemble borné clos, et que la fonction ),( sxF est continue sur X et ? donc 
)(xA  est continue sur X (voir (Meyer 1970), théorème 1.4). A partir de ces hypothèses et du 
fait que X  est un ensemble borné clos, on sait que )(xA  atteint son minimum sur X . 
Nous construisons maintenant un algorithme pour résoudre le problème ROB basé sur une 
relaxation itérative pour les problèmes Minmax proposée dans (Shimizu et Aiyoshi, 1980). 
Des approches similaires ont été développées pour les problèmes de programmation linéaire 
214  
 
avec critère Minmax Regret pour des coûts définis par des intervalles (Inuiguchi et Sakawa 
1995), (Mausser et Laguna 1999). Nous considérons le problème (RX-ROB) (Equation (133)) 
qui est la relaxation du problème ROB ; il consiste à remplacer l’ensemble des scénarios ?  
par un ensemble de scénarios discrets ? ?kdis ss ,...,1??  : 
 
 
,
,),(..
min :ROBRX *
X?
????
??
x
ssxFats
aa
dis
kk  (133) 
 
avec ? ?Ttktk ss 1?? . La contrainte ),( ksxFa ? appelée scenario cut, est associée à un scénario 
exact tel que dis
ks ?? . Nous avons donc le coût maximal *a sur l’ensemble des scénarios 
dis
ks ??  de la solution optimale. *x  est la borne minimale du coût maximal du plan robuste 
optimal rx  pour le problème ROB. On a donc )(* rxAa ? . Il faut noter que la contrainte 
),( ksxFa ?  associée au scénario ks  n’est pas une contrainte linéaire. On peut la linéariser en 
la remplaçant dans le problème RX-ROB par T+1 contraintes et 2T nouvelles variable de 
décisions : 
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,,...,1,)(
,)(
1
1
TtIB
TtxsIB
cBBcIIa
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kk
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s
t
T
j j
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j
s
t
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s
t
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????
??
?
?
?
?
 (134)   
 
3.2.1. Algorithme de résolution 
Notre algorithme (Algorithme 2) nécessite : 
? une borne inférieure du coût maximal du plan optimale robuste rx , LB=0,  
? un candidat X?*x  pour la solution optimale du problème ROB et  
? un ensemble vide de scénarios discret, dis? =Ø.  
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A chaque itération, l’algorithme calcule le scénario pessimiste ws  pour *x  utilisant la 
méthode (123) présentée dans la section 2.1.2. Il faut noter que c’est l’étape qui consomme le 
plus de temps.  
Clairement, ),()( ** wsxFxA ? est la borne supérieure de )( rxA , )()( *xAxA r ? . Si le critère 
d’arrêt de l’algorithme est atteint ( 0,)( * ??? ??LBxA ), alors l’algorithme s’arrête et nous 
donne en sortie le plan de production robuste optimal *x . Dans le cas contraire, on ajoute le 
scénario pessimiste ? ?Ttwtw ss 1?? à l’ensemble des scénarios discrets dis?  ; on ajoute aussi la 
scenario cut ),( wsxFa ?  au problème RX-ROB. On résout ensuite le problème linéaire 
actualisé RX-ROB et on obtient le meilleur candidat *x pour la solution optimale au problème 
ROB et une nouvelle borne inférieure *aLB ? . Une fois la borne inférieure calculée, 
l’algorithme fait une nouvelle itération.  
 
Algorithme 2 : Trouver un plan de production robuste optimal 
Entrées : Intervalle de demandes ,,...1],,[ Ttdddd ttt ?? ?? les coûts cI et cB, le plan X?*x , 
le paramètre de tolérance de convergence 0??  
Sorties : un plan de production robuste optimal rx et le scénario pessimiste correspondant ws . 
Etape 0. k=0, LB=0, dis? =Ø    
Etape 1. *xxk ?  
Etape 2. calculer le scénario pessimiste ws  pour kx en appliquant la méthode (123) de la 
section 2.1.2 
Etape 3. Si ??? LBsxF wk ),(  alors les sorties sont kx et ws et STOP 
Etape 4. k=k+1 
Etape 5. wk ss ? , ? ?kdisdis s????  ajouter la contrainte ),( ksxFa ?  au problème RX-ROB 
Etape 6. Calculer un plan optimal ),( ** ax pour le problème RX-ROB, *aLB ? , et retourner à 
l’Etape 1 
 
Afin de choisir un bon plan initial X?*x  pour l’algorithme 2, nous proposons de résoudre le 
problème déterministe de planification avec contrainte de capacité (modèle (121)) avec 
comme scénario de demande le scénario moyen ms , avec 2/)()( ?? ?? ttmt ddsd , t=1…T,  et de 
prendre le plan optimal pour ce scénario comme plan initial. 
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Théorème 2. L’algorithme 2 se termine en un nombre fini d’étapes pour un 0??  donné. 
 
Preuve : La preuve est à peu près la même que celle donnée dans ((Geoffrion 1972),  
Théorème 2.5) et ((Shimizu et Aiyoshi 1980), Théorème 3). On note par ? ?),( kk ax  la 
séquence des solutions optimales ),( kk ax  calculées consécutivement à chaque itération à 
l’Etape 6. k représente la kième itération de l’algorithme. La séquence ? ?),( kk ax  converge vers 
le point X?xax ˆ),ˆ,ˆ( , ce qui vient du fait que la séquence ? ?kx  appartient à un ensemble borné 
clos X  ( X est un ensemble compact) et que? ?ka  est une séquence bornée non dégressive. Des 
considérations similaires s’appliquent à la séquence? ?ks  des scénarios déterminés à l’Etape 2. 
L’ensemble ?  est un ensemble borné clos (compact) et donc ? ?ks  converge vers ??sˆ . Etant 
donné que la contrainte (scenario cut) est rajoutée au problème RX-ROB, l’inégalité 
),( 11 kkk sxFa ?? ? est respectée. Par continuité de la fonction F, nous avons : 
 
 )ˆ,ˆ(ˆ sxFa ?  (135)  
 
Nous définissons l’ensemble des )(xsw , l’ensemble des scénarios pessimistes pour X?x , 
avec ? ?),(maxarg)( sxFssxs swww ???? . L’ensemble )(xsw est non vide pour chaque X?x . 
A partir du ((Meyer 1970), Théorème 1.5), ws est semi continue supérieure à la valeur xˆ  et 
donc )ˆ(ˆ xss w? . Par conséquent : 
 
 )ˆ,ˆ(),ˆ(max)ˆ( sxFsxFxA
s
??
??
 (136)  
 
En combinant (136) et (135) on obtient )ˆ(ˆ xAa ? . Par le ((Meyer 1970), Lemme 1.2) A est 
semi continue supérieure, on a donc ,),()( ???? kkkk asxFxA pour un k suffisamment 
important. 
Ceci implique que le critère de terminaison de l’Etape 3 sera satisfait dans un nombre fini 
d’itérations. 
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3.2.2. Résultat expérimentaux 
Afin de vérifier l’efficience de l’Algorithme 1, nous avons réalisé un ensemble de tests. Nous 
avons pris des tailles d’horizon T allant de 100 à 1000 périodes. Dix instances du problème 
ROB avec contraintes de capacité pour chaque taille de l’horizon ont été générées. Pour 
chaque instance le coût de stockage cI=1 et le coût de rupture cB=10 ; ces valeurs ont été 
choisies au hasard, puisqu’elles n’ont aucun impact sur les temps de calcul. 
Les intervalles [X, Y] des demandes et des capacités ont été générées de façon aléatoire, où X 
est un entier tiré aléatoirement dans l’ensemble de probabilités uniformes {0, 1,…, 99} et Y 
est un entier tiré aléatoirement dans l’ensemble de probabilités uniformes {100, 101,…, 199}. 
 
T 100 200 300 400 500 600 700 800 900 1000 
MIN 0.22 0.44 1.23 3.91 5.73 9.22 43.22 7.70 35.13 33.94 
MOY 0.42 2.29 7.88 13.28 41.96 104.07 203.86 155.97 335.56 581.95 
MAX 0.90 4.76 25.04 37.38 96.62 396.30 358.20 398.78 580.79 1152.54
Tableau 21. Temps de calcul minimal, moyen et maximal en secondes 
 
Pour résoudre les instances générées, nous avons utilisé la librairie IBM ILOG CPLEX 12.2 
avec un ordinateur équipé avec un processeur Intel Core 2 Duo 2.5 GHz. Le Tableau 21 
donne les temps de calcul minimum, moyen et maximum en secondes. Tous les calculs 
finissent après quelque itérations et environ 98% du temps total est utilisé pour calculer les 
scénarios pessimistes du modèle (117). Comme on peut le voir à partir des résultats, 
l’Algorithme 2 peut résoudre des problèmes de grande taille, jusqu’à 1000 périodes, dans un 
temps raisonnable.      
4. Calcul d’un plan d’approvisionnement utilisant le critère de "risk 
minimisation" 
Dans cette partie, nous proposons deux critères pour choisir un plan de production robuste 
quand l’imprécision est modélisée par des distributions de possibilités : 
? maximiser la nécessité que le coût soit supérieur à un seuil certain, 
? maximiser la nécessité que le coût soit supérieur à un seuil flou. 
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4.1. Calcul d’un plan d’approvisionnement non flou 
Le premier critère est le suivant : nous avons un seuil g est nous souhaitons maximiser la 
nécessité que le coût de notre plan soit supérieur à ce seuil g. Notre problème est donc le 
suivant (Equation (137)) : 
 
 )(max gfxx ???X  (137) 
 
Ceci correspond à calculer un plan de production robuste pour un niveau de possibilité 
minimal dont le coût n’est pas supérieur à g. On peut facilement vérifier que le problème 
(137) est équivalent au problème suivant : 
 
 
.
],1,0[
,..
min
][
X?
?
??
x
gfts x
?
?
?
 (138) 
 
Si *? est l’objectif optimal et *x est la solution optimale du problème (138) alors 
*1)( * ????? gfx . Si le problème (138) est infaisable, alors 0)( ??? gfx  quelque soit 
X?x . 
 
Le deuxième critère correspond au cas où le décideur connaît ses préférences sur le coût du 
plan de façon floue. Il les exprime donc avec un seuil flou que l’on appellera fuzzy goal G~ . 
G~ est un ensemble flou dans R avec un support compact. La fonction d’appartenance du fuzzy 
goal G~?  est une fonction décroissante sur [0,?) sur [0,1] telle que 1)(~ ?vG?  pour ],0[ gv? . 
La valeur de )(~ xG f?  est le niveau de satisfaction du décideur pour le coût xf . Nous 
remplaçons donc la contrainte "" gfx ? par une contrainte floue "~" Gfx ? . Nous pouvons donc 
exprimer la nécessité que "~" Gfx ?  par l’équation suivante (Equation (139)) : 
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Si ????? 1)~( Gfx  cela signifie que pour tout scénario s tel que ?? ?)(s , le degré que le 
coût du plan x appartient au fuzzy goal G~ , n’est pas inférieur à ??1 . Remarquons que 
)~( Gfx ??  est une généralisation du critère )( gfx ??  car si 0)(~ ?vG? pour ),[ ?? gv  on a 
)()~( gfGf xx ????? . De plus, on a dans le cas général )()~( gfGf xx ????? . 
A partir de ce critère, nous pouvons donc choisir le plan qui maximise la nécessité que le coût 
de plan de production appartienne au fuzzy goal, ce qui correspond au problème 
d’optimisation suivant : 
 
 )~(max Gfxx ???X  (140) 
 
On peut facilement vérifier que le problème (140) est équivalent au problème suivant : 
 
 
.
],1,0[
,..
min
]1[][
X?
?
? ???
x
gfts x
?
?
??
 (141) 
 
Si ),( ** ?x est une solution optimale pour le problème (141), alors *1)~( * ????? Gfx . Si le 
problème (140) est infaisable alors X????? xGfx 0)
~( * . 
Un algorithme pour résoudre le problème (141) (resp. : (138)) est basé sur la méthode de 
recherche binaire dans [0,1] (l’intervalle des valeurs possibles de ?) ; cet algorithme est 
utilisable car la fonction ][??xf  est décroissante et 
]1[ ???g (respectivement g) est croissante sur 
?.  
Nous appelons cet algorithme : algorithme basé sur la recherche binaire. Pour trouver un plan 
optimal ),( ** ?x  avec ]1,0[, ** ?? ?Xx , avec une erreur donnée 0?? , nous vérifions s'il 
existe, pour un ? fixé, un plan X?x  tel que ]1[][ ?? ??? ? gfx  (resp : gfx ?? ][? ) dont nous 
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récupérons le plan robuste rx avec son scénario pessimiste appartenant à ][~ ?? . Nous résolvons 
donc à chaque itération le problème ROB. Si l’ensemble des valeurs de ? est inférieur à ? , 
lors le plan robuste rx  pour un ? fixé est la solution optimale du problème (141) (resp. : 
(138)). 
 
Afin de vérifier l’efficience de l’Algorithme basé sur la recherche binaire, nous avons réalisé 
un ensemble de tests. Nous avons pris des tailles d’horizon T allant de 100 à 1000 périodes. 
Dix instances du problème ROB avec contraintes de capacité pour chaque taille de l’horizon 
ont été générées. Pour chaque instance, le coût de stockage cI=1 et le coût de rupture cB=10. 
Les intervalles [X, Y] des capacités ont été générées de façon aléatoire, où X est un entier tiré 
aléatoirement dans l’ensemble de probabilités uniformes {0, 1,…, 99} et Y est un entier tiré 
aléatoirement dans l’ensemble de probabilités uniformes {100, 101,…, 199}. 
Les demandes sont des distributions de possibilité triangulaire avec un support [0,199] et la 
valeur modale est égale à Z, avec Z un entier tiré aléatoirement dans l’ensemble de 
probabilités uniforme {0,1,…,199}, le fuzzy goal est modélisé par un nombre flou trapézoïdal 
(0 ; 0 ; g ; g?). Nous choisissons la valeur g de telle sorte que g est égal au coût du problème 
ROB pour ?=0 sans contrainte de capacité, ce qui correspond au cas où le fournisseur est 
parfait. En d’autres termes, nous choisissons un plan totalement robuste si le fournisseur est 
parfait et nous acceptons une prise de risque si le fournisseur nous contraint. Les valeurs de ? 
testées sont 0, 0.25, 0.5, 0.75 et 1.      
 
T 0 0.25 0.5 0.75 1 
100 0.75 0.76 0.74 0.73 0.70 
200 3.47 3.47 3.40 3.38 3.37 
300 14.03 13.96 13.95 13.93 13.93 
400 25.64 25.60 25.64 25.60 25.61 
500 34.70 34.68 34.64 34.66 34.56 
600 86.74 86.73 86.90 86.78 86.87 
700 141.40 141.41 141.05 141.08 141.31 
800 210.70 210.81 210.68 210.79 207.91 
900 338.86 338.49 338.65 338.86 338.36 
1000 668.77 672.50 672.18 672.61 671.49 
Tableau 22. Temps moyen pour un horizon allant de 100 à 1000 périodes 
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Pour résoudre les instances générées, nous avons utilisé la librairie IBM ILOG CPLEX 12.2 
avec un ordinateur équipé avec un processeur Intel Core 2 Duo 2.5 GHz. Le Tableau (22) 
donne les temps de calcul moyen en secondes. Comme on peut le voir à partir des résultats 
obtenus, l’algorithme basé sur la recherche binaire, qui appelle l’algorithme 2 à chaque 
itération, peut résoudre le problème de façon efficace jusqu’à des horizons de 1000 périodes. 
4.2. Méthode de calcul d’un plan d’approvisionnement flou 
Dans la partie précédente, nous avons vu que le calcul d’un plan d’approvisionnement quand 
les besoins bruts sont représentés par des distributions de possibilité est rapide. Nous allons 
donc proposer une méthode itérative de calcul de plan d’approvisionnement flou. Pour les 
périodes appartenant à l’horizon libre, nous allons propager les conséquences du choix des 
périodes appartenant à l’horizon gelé.  
Il existe pour chaque ?-coupe un nombre très important de conséquences possibles (égal au 
nombre de demandes possibles sur l’horizon gelé), ce qui rend impossible de les considérer 
toutes. Nous allons donc en choisir certaines : 
? les conséquences donnant un niveau de stock maximal, 
? les conséquences donnant un niveau de rupture maximal. 
 
De plus, il est impossible de réaliser ce calcul pour toutes les ?-coupes ; l’approvisionneur 
doit donc donner un ensemble de ? pour lesquels les calculs de plan d’approvisionnement 
seront réalisés.   
Le client calcule donc un plan d’approvisionnement non flou sur tout l’horizon et un 
ensemble de plans d’approvisionnement évalués par un niveau de possibilité sur l’horizon 
glissant qui correspond aux plans d’approvisionnements que l’on choisirait si la demande était 
maximale ou minimale sur tout l’horizon gelé.  
5. Conclusion et perspectives 
Dans ce chapitre, nous avons proposé des méthodes d’évaluation et de résolution pour les 
problèmes de planification sous imprécision en utilisant des critères de robustesse (Minmax 
pour le cas "intervalle" et "risk minimisation" dans le cas possibiliste). Les campagnes de test 
nous ont montré que le problème de planification pouvait être résolu de façon exacte dans des 
temps raisonnables. 
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De plus, nous avons proposé une méthode de construction d’un plan d’approvisionnement 
flou basé sur l’optimisation robuste afin de propager une partie des imprécisions au 
fournisseur.  
Comme perspective, nous souhaitons appliquer dans un premier temps le critère de 
minimisation de l'espérance mathématique maximale possible. En effet, la planification est un 
processus de décision répété, d’où l’intérêt de l’espérance mathématique. De plus, cela évite 
au décideur de donner une valeur de seuil, tout en garantissant une certaine robustesse si l’on 
minimise l’espérance mathématique maximale. A plus long terme, nous voulons résoudre le 
problème de calcul de plan de production robuste dans un contexte où l’incertitude de la 
demande est modélisée par un graphe (comme dans notre cas).    
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CONCLUSION ET PERSPECTIVES
1. Conclusion 
Les chaînes logistiques sont confrontées à une augmentation des incertitudes sur la demande 
du marché et à une personnification de plus en plus tardive des produits. La gestion des 
incertitudes est donc devenue une nécessité, depuis quelques années, afin de garantir un bon 
niveau de performance et de robustesse des chaînes logistiques. Dans cette thèse nous nous 
somme intéressés à la gestion des incertitudes dans un contexte de chaîne logistique 
collaborative.  
Nous nous somme concentrés sur le calcul des plan d’approvisionnement d’un maillon de la 
chaîne composé de deux acteurs (le client et le fournisseur), où le client gère sa production à 
la commande et le fournisseur par anticipation.  
Notre approche consiste à intégrer les imperfections sur les connaissances du système dans le 
processus de planification des approvisionnements en utilisant la théorie des possibilités. 
En nous appuyant sur la théorie des possibilités et sur des travaux déjà réalisés sur la 
modélisation des imperfections en planification, nous avons proposé un modèle général 
permettant de modéliser tous les types d’imperfections possibles sur les besoins en 
composants. La modélisation explicite de ces imperfections permet notamment de vérifier si 
la durée des périodes du plan d’approvisionnement est cohérente avec le niveau de 
connaissance du client.  
A partir de ce modèle nous avons suggéré différentes méthodes de calcul des besoins bruts 
intégrant de manière plus ou moins complète ces imperfections (graphe des besoins bruts, 
graphe des besoins bruts extrêmes et besoins bruts cumulatifs extrêmes). D’un point de vue 
pratique, si on traite des problèmes de petite taille, par exemple lorsque on focalise sur des 
produits, ou ressources critiques, on peut faire appel à des méthodes qui utilisent toute la 
connaissance sur ces imperfections : ces méthodes seront basées sur un graphe de tous les 
besoins bruts possibles. Par contre, si on souhaite traiter des problèmes de plus grande taille, 
on ne conservera que la partie de cette connaissance qui a le plus gros impact sur la décision. 
Dans ce cadre, nous avons proposé une approche qui permet de garantir une décision 
conforme aux pratiques de prise de décision sous incertitude identifiées en théorie de la 
décision. Cette approche s’appuie sur un graphe des besoins bruts extrêmes ou des besoins 
bruts cumulatifs extrêmes. 
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Dans un contexte collaboratif, nous avons proposé une méthode permettant au client, en 
fonction de ses préférences, d’adapter son plan de production aux contraintes de son 
fournisseur dans le but de limiter les risques de rupture. 
Nous proposons ensuite une méthode de calcul de plan d’approvisionnement dans une 
approche « aide à la décision » adaptée aux différents modèles de besoins bruts.  
Enfin, sur un problème plus précis, celui du calcul d’un plan d’approvisionnement avec 
besoins bruts imprécis, nous avons proposé une approche par optimisation robuste qui 
s’appuie sur le critère « Minmax ». 
 
L’intégration des imperfections dans le processus de calcul d’un plan d’approvisionnement 
permet aux deux acteurs du maillon de partager les risques tout en « optimisant » les coûts. Le 
client pourra ainsi évaluer les impacts possibles de ses décisions et ainsi mieux utiliser ses 
degrés de liberté. Par ailleurs il pourra transmettre les incertitudes qu’il n’est pas en mesure de 
gérer à son fournisseur. Ainsi le fournisseur pourra gérer les incertitudes plutôt que les subir.  
De manière plus générale, l’intégration de l’imperfection nous amène à considérer deux points 
de vue : celui de la minimisation des risques et celui de la minimisation des coûts. Les 
approches déterministes se concentrent sur la minimisation des coûts. A l’inverse, nos 
approches se focalisent sur la minimisation des risques. Notre approche aide à la décision a 
pour objectif d’équilibrer les risques de ruptures et de stock. Notre approche optimisation 
robuste, quant à elle, a une vision agrégée du risque traduite par une fonction de coût.  
2. Perspectives 
2.1. Extension de l’approche à des contextes/problèmes voisins 
Le premier type de perspectives consiste à étendre l’approche proposée à des contextes et des 
problèmes voisins. 
Les méthodes de calcul besoins bruts avec imperfection peuvent être adaptées au problème de 
calcul de MRP qui prend en compte l’imprécision sur les délais de fabrication/de livraisons et 
l’imprécision sur la demande. Ce problème est modélisable par un graphe des besoins bruts 
particulier avec un seul ordre planifié par période (la demande) imprécis en date (délai de 
fabrication imprécis). On peut donc calculer le graphe des besoins bruts pour des problèmes 
de grande taille et utiliser la méthode de calcul de plan d’approvisionnement pour calculer les 
lancements dans le MRP (Guillaume et al. 2011a, Guillaume et al. 2011b). 
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L’approche proposée pour un produit peut être généralisée au problème multi produit. L’idée 
générale reste la même. Dans l’approche optimisation robuste, il faut mener une étude 
expérimentale sur le temps de calcul pour trouver le scénario pessimiste pour chaque produit. 
En effet, dans la résolution du problème à un produit, la recherche de ce scénario prenait 98% 
du temps. 
La construction d’un plan d’approvisionnement flou est réalisée sachant que l’on a déjà choisi 
les durées des horizons gelés et flexibles. Nous pouvons proposer un modèle de calcul de plan 
d’approvisionnement qui calcule dynamiquement les tailles des horizons gelés et flexibles à 
partir du modèle précédent. Pour cela, il faudra d’abord ajouter dans le modèle des contraintes 
représentant le risque accepté par le décideur en termes de niveaux de stock et de rupture 
maximaux.  
2.2. Modélisation des imperfections et décision sous incertitude 
Dans le problème d’optimisation nous avons choisi de représenter les imprécisions sur la 
demande au niveau de chaque période. Ce choix est justifié par le fait qu’en pratique les 
décideurs raisonnent en terme de quantités par période sur un horizon et par le fait que dans 
notre cas nous ne disposons pas d’historique sur les demandes. En choisissant d’utiliser la 
théorie des possibilités pour modéliser ces imprécisions,  les imprécisions sur les demandes 
cumulatives augmentent tout au long de l’horizon. En effet, l’utilisation de l’addition en 
théorie des possibilités propage les imprécisions. Or, ceci est contraire à l’intuition. 
Un des moyens pour modéliser des phénomènes avec une forte imprécision à chaque période 
mais une précision relative sur un horizon serait d’acquérir des informations sur les demandes 
cumulatives (déterministes, possibilistes ou probabilistes). Cette acquisition d’information 
peut être envisagée par dire d’expert ou par calcul.  
Par ailleurs, plus généralement, les degrés de pessimisme et d’optimisme du décideur sont 
modélisés par une composition linéaire des coûts maximaux et minimaux sur l’horizon. Dans 
la théorie des jeux, on considère que quelqu’un est pessimiste s’il joue comme si la nature est 
contre lui et à l’inverse, optimiste si la nature joue avec lui. Une personne ni pessimiste ni 
optimiste peut donc être vue comme quelqu’un pour qui la nature joue de temps en temps 
contre lui et de temps en temps avec lui. Dans notre cas, cela reviendrait à ne pas avoir 
constamment la demande la plus pessimiste ou la plus optimiste sur l’horizon, ce qui est 
différent de la pondération entre le coût maximal et minimal proposé dans la littérature 
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(critère d’Hurwicz). En d’autres termes cela revient à étudier la notion d’ « optimiste 
pessimiste » dans un processus de décision séquentiel.  
2.3. Approche aide à la décision 
L’utilisation du graphe extrême est basée sur l’hypothèse que le décideur s’appuie sur une 
comparaison des niveaux de stock et de rupture maximaux. Pour aller plus loin dans l’aide à 
la décision il serait intéressant de proposer un ensemble de solutions au-delà des indicateurs 
de performances. Pour cela, le décideur pourrait proposer un ensemble de règles de 
transformation des niveaux maximaux de stock et de rupture en des pours et des contres (par 
exemple plus de 7 pièces en stock est un contre moins de 5 pièces en stock est un pour). A 
partir de ces règles, on pourrait lui proposer des solutions utilisant des heuristiques de 
comparaison (Bonnefont et al. 2008 (b)) des pours et des contres. On pourrait également 
construire les règles à partir de choix de solutions du décideur. 
De manière plus générale, ces travaux de thèse induisent un certain nombre de questions sur 
l’approche aide à la décision. En effet l’aide à la décision a pour objectif de mener le décideur 
à « sa solution optimale » (solution qui mènera aux meilleurs conséquences à ses yeux) de la 
manière la plus rapide possible. Le décideur étant au centre de ce processus, il est important 
d’analyser les critères plus ou moins formalisables qui influencent sa décision pour les 
intégrer au processus de décision. 
2.4. Approfondissement de l’approche optimisation robuste 
A partir de l’algorithme de calcul du coût maximal possible, on peut proposer différents 
critères possibilistes qui n’ont pas encore été développés dans la littérature : la minimisation 
de l’espérance mathématique maximale et le critère d’Hurwicz. Pour cela, on peut résoudre le 
problème approximativement en discrétisant l’ensemble flou en ?-coupes. L’objectif devient 
donc de minimiser la somme des coûts maximaux de chacune des ?-coupes pour l’espérance 
mathématique et la pondération des coûts maximaux et minimaux pour le critère d’Hurwicz. 
Dans notre approche optimisation robuste nous avons proposé un algorithme pseudo-
polynomial. Pour aller plus loin il est nécessaire d’évaluer la complexité du problème pour 
soit prouver que le problème est NP-hard soit trouver un algorithme polynomial.  
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Plus globalement, il me parait nécessaire de mieux cerner le sens de la « fonction objectif », 
de se poser des questions sur sa nature (fonction de coût, ensemble de règle de préférence, 
niveau de satisfaction des contraintes). 
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