Introduction
Nanofluids, a name conceived by Choi [1] in Argonne National Laboratory, are fluids consisting of solid nanoparticles with sizes less than 100 nm suspended in with solid volume fraction typically less than 4%.
Nanofluids can enhance heat transfer performance compared with pure liquids. Nanofluids can be used to improve thermal management system in many engineering application such as nanofluid in transportation, micromechanics, instrument, HVAC, and cooling system [2] .
Recently, many investigators studied the nanofluid convective heat transfer in different geometries both numerically and experimentally. Maiga et al. [3, 4] numerically investigated the hydrodynamic and thermal characteristics of nanofluids flowing through a uniformly heated tube in both laminar and turbulent regimes. They showed that the addition of nanoparticle can increase the heat transfer substantially compared with the base fluid alone. In other study, Maiga et al. [5] proposed a new correlation to describe the thermal performance of Al 2 O 3 -water nanofluids under turbulent regime. There are many numerical and experimental investigations about nanofluid thermal and hydrodynamic behavior in tubes and annulus [6] [7] [8] [9] [10] [11] [12] . A numerical investigation of laminar mixed convection flow through a copper-water nanofluid in a square lid-driven cavity has been studied by Talebi et al. [13] . They showed the effect of solid concentration as a positive effect on heat transfer enhancement.
A numerical investigation of mixed convection flows through a copper-water nanofluid in a square cavity with inlet and outlet port has been performed by Shahi et al. [14] . The results indicated that any increase in solid concentration leads to an increase in the average Nusselt number at the heat source surface and a decrease in the average bulk temperature.
The effectiveness assessment of Al 2 O 3 nanoparticle at enhancing single-phase and two-phase heat transfer in micro-channel heat sinks has been performed by Lee et al. [15] . They found that the high thermal conductivity of nanoparticles were enhanced the single-phase heat transfer coefficient. However, the enhancement was found weaker in a fully developed region. It was proved that nanoparticles had an important effect on thermal boundary layer development.
The heat transfer due to laminar flow of copper-water nanofluid through two isothermally heated parallel plates was studied by Santra et al. [16] . They considered the fluid as Newtonian as well as non-Newtonian for a wide range of Reynolds and solid volume fraction. The results indicated that the rate of heat transfer increased with an increase in flow as well as an increase in solid volume fraction of the nanofluid. Unlike natural convection, the heat transfer was increased for both cases.
The study of confined and submerged impinging jet heat transfer using Al 2 O 3 -water nanofluid has been investigated experimentally by Nguyen et al. [17] . They reported that the use of nanofluid can provide a clear heat transfer enhancement for both laminar and turbulent regime. It has also been found that nanofluids with high particle fraction were not appropriate for the heat transfer enhancement purpose under the configuration of confined and submerged impinging jet.
In this work we study the effects of nanoparticle volume fraction in a hydrodynamic and thermal characteristic of a forced plane jet, which has a wide range of application in fusion [18, 19] , vacuum environment [20] , and cooling of electronic devices.
The effective thermal conductivity of nanofluid has been calculated with a model proposed by Yu et al. [21] .
To determine the viscosity of nanofluid, we used two experimental correlations for Al 2 O 3 -water and CuO-water nanofluids proposed by Nguyen et al. [22] . Figure 1 shows the co-ordinate system and the computational domain in which the governing equation for the incompressible jet flow are solved. The inlet velocity profile is specified by U 0 (y) that has a superimposed computational velocity. The jet flow is allowed to develop in the spatial x-direction.
The governing equations
In this paper the governing equations are derived from the full incompressible Navier-Stokes and energy equations. These equations together with an equation representing mass conservation are the governing equation for an incompressible plane jet flow. These are solved in a domain which is finite in the streamwise x-direction and doubly infinite in the cross--stream y-direction. In x-direction a high order compact finite difference scheme is used. In y, the cross-stream direction, a mapped compact finite difference method is employed. All equa-tions are made non-dimensional by appropriate characteristic scales of jet flow. All lengths are normalized by the inlet jet half width, b 1/2 , and velocities are normalized by U 0 . The time is normalized by b 1/2 /U 0 and temperature is normalized as
The mean component of the streamwise velocity at the inlet plane of the domain, as presented by Schlichting [23] , was:
The inlet temperature profile is also assumed the same as the inlet velocity profile. The rotational form of Navier-Stokes equation is:
where the vector r r r H , , )= U The instantaneous velocity
y and the computational velocity components, u(x, y, t), n(x, y, t), as:
Using the streamwise components of eq. (2) and the decomposition shown by eq. (3) yields:
where w 1 = w 2 = H 3 = 0 for the case of 2-D flow. The cross-stream velocity component v is recovered directly from the continuity equation:
The vorticity component w 3 is calculated following its definition:
Then the energy equation is solved. ¶ ¶
The instantaneous temperature T is decomposed into a base temperature, T 0 (y), and the computational temperature components, T c (x, y, t), as: 
Boundary and initial conditions
Equation (5) is a fourth-order partial differential equation, so it requires four boundary conditions. The u velocity is specified at the inlet (x = 0) and the outlet boundaries (x = L x ). With the help of continuity equation, ¶u/ ¶x is also specified at the inflow and outflow boundaries:
The former and the latter are known as Dirichlet and Neumann type boundary conditions, respectively. The boundary conditions are set to zero in the transverse direction.
In the numerical simulation, the instantaneous velocity components at the inlet boundary are specified using cosine hyperbolic profile, eq. (1), which is superimposed by some perturbations.
Convective outflow boundary conditions are specified at the outflow. The boundary condition must be non-reflective to avoid feedback problem. The convective boundary conditions, eq. (11), are used to generate the Dirichlet boundary condition for both velocity components and temperature.
where y is replaced by each of the velocity components and temperature. In eq. (11) , c represents the local advection speed of the large-scale structures in the layer at the vicinity of the outlet. That is the local speed of convection at the outlet boundary. This condition allows the flow structures to wash out of the domain in a natural manner. The convective outflow boundary condition was used by many investigators [24] [25] [26] [27] . Energy equation requires two temperature boundary conditions, known as Dirichlet boundary conditions. For the forced jet simulation, only the perturbation part for n is excited at the inflow boundary as:
The amplitude and frequency are set to A = 0.01 and w = 0.5, respectively. A uniformly distributed cosine hyperbolic mean velocity at all x stations is the initial condition. These initial conditions must then be allowed to wash out of the outlet boundary before performing any statistical analysis on the jet flow. In other words, any particle at the inlet (x = 0) must be allowed to leave the outlet boundaries (x = L x ).
Initial condition for temperature is assumed the same as the velocity initial condition.
Numerical formulation
The spatially developing jet is solved in a domain with a finite extend in the streamwise direction and doubly infinite (y ® ±4) in the major-gradient (MG) direction. A mapping is employed to convert the doubly-infinite y extend of the original domain into a computational domain of z with interval 0 £ z £ 1.
The derivatives in the streamwise direction are computed using the Pade' finite difference scheme developed by Lele [28] .
The compact finite difference scheme is an implicit scheme, hence the highest order of accuracy can be obtained at the maximum distance from both boundaries where the lower order schemes are used a cotangent mapping given by:
which is used to map the doubly infinite physical domain -4 £ y £ 4 into the finite computational domain with the interval of 0 £ z £ 1. l in eq. (13) is a stretching parameter of the mapping. Equation (6) is the governing equation for the cross-stream velocity. Compact finite difference scheme, is subjected to the ill-conditioning problem. To overcome ill-conditioning problem the y derivative operator is applied on the both sides of eq. (6):
Equation (14) is not ill-conditioned. This also satisfies the boundary conditions at infinites. In other words eq. (14), which is a second order differential equation, is solved using v(±4) = 0 as boundary conditions. A compact third order Runge-Kutta time differencing scheme developed by Wray et al. [29] is used to advance the computations in time.
Code verification
To evaluate the code an asymptotical solution correspond to inviscid flow, known as stuart solution, is examined. Stuart [30] provides a class of exact solution to the inviscid Navier-stoks equations which study the 2-D jet flow. The particular solution of interest here has a hyperbolic tangential profile for the u velocity component. As a consequence, the flow is periodic in x-direction and advects downstream at the main speed of the layer, c. The analytical expression for the stream function, y, is: 
The Stuart solution provide an excellent test for the time advancement the formation of the right hand side of eq. (5) and the advection section of the code. Therefore, the time development of this filed was computed for a case with b = 1/2 and c = 1 on the domain of 0 £ x £ L x = = 2p/3 and -4 £ y £ 4. The domain was discretized using Nx = 45, Ny = 40, and l = 3.
Plots of the maximum errors between the numerical result and exact solution of and are shown in fig. 2 .
In another asymptotical case the base fluid is applied in which the volume fraction is zero. The dimensionless axial velocity is compared to analytical results of Tollmien [see in 31] , Goetler [see in 31], Zijnen's Gaussian profile [32] , a sech 2 profile of Thorne [33] and more re-cent analytical expressions of Morchain et al. [34] and Aziz et al. [35] . As shown in fig. 3 the result is closely fitted with the previous investigations. 
Nanofluid mathematical formulation
A single phase, mixture model is used for nanofluids. As mentioned before, many researchers such as Talebi [13, 14 and 36] have examined this model and report a good agreement with experimental data. Using an effective value for thermophysical properties, the momentum and energy equations are written as:
where 1/Re nf = m nf /r nf U in b 1/2 . The inlet mass flow rate is assumed constant and Reynolds number is corrected due to the nanofluid viscosity, where 1/Pr nf = K nf /m nf (c p ) nf and Pe nf = Pr nf Re nf .
The effective heat capacity is calculated with correlation as proposed by Pak et al. [37] .
The effective conductivity is calculated using equation introduced by Yu et al. [21] : (21) where b = 0.1 is used to calculate the thermal conductivity of nanofluid. For viscosity we use two experimental correlations proposed by Nguyen et al. [22] : . .
Result and discussion

Jet simulation
The case of 2-D forced jet is considered in the streamwise extent of L x = 25. The Reynolds number is Re = 300. The Prandtl number is equated to 6.2 for pure water. The domain was discretized using 1000 points to represent the streamwise x extend of the domain and 526 points in the MG direction. A time step of 0.05 was used in this work. 
For CuO-water
Comparison of two different nanoparticles
In this section we compare the different results for both nanofluid with volume fraction of 0.04. Figures 19 and 20 illustrate the variation of turbulence velocity amplitude for two different nanoparticles.
The Reynolds number with respect to any addition in CuO is less than that of Al 2 O 3 nanoparticle. This is related to the effective viscosity which is greater when CuO is used than the effective viscosity when Al 2 O 3 is employed. Thus the velocity amplitude of turbulence in Al 2 O 3 water is greater than that of CuO-water. Figure 21 shows the temperature amplitude of turbulence in CuO-water nanofluid which is greater than that in Al 2 O 3 -water nanofluid. This is explained owing to the increases in the peclet number when CuO-water is used instead of 
Conclusions
Direct numerical simulation of a 2-D incompressible spatially developing forced jet flow has been studied numerically for two different nanofluids in this work. A compact finite difference was used to represent the spatial derivatives in streamwise direction and a mapped compact finite difference method was used for derivatives in the MG direction. The simulations were time advanced by means of the third order Runge-Kutta method. 
