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A b s t r a c t  I .  I n t r o d u c t i o n  
A method i s  developed f o r  t h e  computat ion of The problem c o n s i d e r e d  h e r e  concerns t h e  d e t e r -  
minimum-fuel t r a n s f e r  t r a j e c t o r i e s  between c o p l a n a r  mina t ion  of t ime-open minimum-fuel t h r u s t - l i m i t e d  
e l l i p t i c  o r b i t s  w i t h  a t h r u s t - l i m i t e d  va r i ab le -mass  t r a n s f e r  t r a j e c t o r i e s  between c o p l a n a r  e l l i p t i c  
r o c k e t  moving i n  a c e n t r a l  g r a v i t a t i o n  f o r c e  f i e l d .  o r b i t s .  That  i s ,  g iven  two c o p l a n a r  e l l i p t i c  o r b i t s  
Each o r b i t  i s  d e f i n e d , t h r a u g h  t h e  e c c e n t r i c i t y ,  d e f i n e d ,  f o r  example,  by p a i r s  of s e m i l a t e r a  r e c t a ,  
s e m i l a t u s  rectum, and argument of p e r i c e n t e r .  Trans-  e c c e n t r i c i t i e s  and arguments of  p e r i c e n t e r ,  t h c  
f e r  t ime i s  l e f t  open. The minimum-fuel t r a j e c t o r y  problem i s  t o  f i n d  t h e  minimum-fuel t r a n s f e r  t r a -  
i s  assumed t o  c o n s i s t  of two t h r u s t i n g  phases  sepa r -  j e c t o r y  between t h e s e  two o r b i t s .  P r i o r  a t t e m p t s  t o  
a t e d  by a c o a s t i n g  phase.  Computation of t h e  f i n d  a r e l i a b l e  and e f f i c i e n t  method f o r  s o l v i n g  
minimum-fuel t l a n s f e r  t r a j e c t o r y  i s  accomplished by t h i s  problem have met w i t h  on ly  l i m i t e d  succcss due 
a d i r e c t  i n t e g r a t i o n  of t h e  r o c k e t  e q u a t i o n s  of t o  t h c  extreme s e n s i t i v i t y  of t h e  p a r t i c u l a r  two- 
motion and t h e  a s s o c i a t e d  a d j o i n t  e q u a t i o n s .  T h i s  p o i n t  boundary v a l u e  problem. A s i g n i f i c a n t  c o n t r i -  
d i r e c t  approach is  made p o s s i b l e  by a t r a n s f o r m a t i o n  bu t ion  has been made by McCue who used a h i g h l y  
of t h e  a d j o i n t  e q u a t i o n s  i n t o  a s e t  of e q u a t i o n s  s o p h i s t i c a t e d  q u a s i l i n e a r i z a t i o n  method t o  o b t a i n  
which p r o v i d e  a much b e t t e r  unde r s t and ing  of t h e  s o l u t i o n s . ( l )  However, McCuc's method consumes a 
g e n e r a l  behav io r  of minimum-fuel t r a n s f e r  t r a j e c -  r e l a t i v e l y  l a r g e  amount of computer t ime and a p p e a r s  
t o r i e s .  v e r y  d i f f i c u l t  t o  program. The approach t a k e n  i n  
p r i m a r i l y  s i n g l e - p r e c i s i o n  a r i t h m e t i c  i s  used f o r  t h i s  p a p e r  i s  t o  t r ans fo rm t h e  conven t iona l  a d j o i n t  
t h e  computat ion.  Rapid convergence i s  o b t a i n e d  v a r i a b l e s  i n t o  a s e t  of v a r i a b l e s  which p r o v i d e  more 
ove r  a broad c l a s s  of t r a n s f e r  t r a j e c t o r i e s  and i n s i g h t  i n t o  t h e  c h a r a c t e r i s t i c s  of t h e  optimum 
r o c k e t  t h r u s t  l e v e l s .  t r a n s f e r  t r a j e c t o r y .  D i f f e r e n t i a l  e q u a t i o n s  a r e  
An IBM 7094 d i g i t a l  computer program w i t h  
developed f o r  t h e  t r ans fo rmed  v a r i a b l e s ,  and t h e s e  
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8 p o r t i o n  of the hamil tmian 
a portion of t h e  hamiltonian 
instantaneous racket mass 
remilatus rectum 
distance from center of force t o  the  rocket 
switching function ( s  positive implies t h r u s t  i s  on) 
t i m e  
r a d i a l  velocityir 
transverse "elociCy/r 
reciprocal of t h e  instantaneous mas3 
reciprocal of the per-unit-mars angular momentum 
A 
-1 (D 
t a n  (;) 
f * ' p  
adJoinr variable 
cambination of a d j o i n t  and s t a t e  variables  
comhinafion of a d j o i n t  and s t a t e  variables 
t h rus t  intensify control variable  (0 .< 5 I: I )  
1 1 2  
argument of per icenter  
r J  + h i ]  
anRle of thruet arienLaLlon above l o c a l  horiionral 
e q u a t i o n s  a r e  i n t e g r a t e d  d i r e c t l y  a long  w i t h  t h e  
r o c k e t  e q u a t i o n s  of motion t o  f i n d  t h e  minimum-fuel 
t r a n s f e r  t r a j e c t o r y .  The known two-impulse t r a n s -  
f e r  t r a j e c t o r y  is used to a s s i s t  i n  t h e  c h o i c e  of 
t h e  unknown i n i t i a l  c o n d i t i o n s . ( 2 , 3 , 4 )  
approach i s  employed to f o r c e  t h e  s e t  of d i f f c r e n -  
t i a l  e q u a t i o n s  t o  s a t i s f y  t h e  boundary c o n d i t i o n s .  
The t r a n s f c r  t r a j e c t o r y  i s  assumed t o  c o n s i s t  of 
two t h r u s t i n g  phases  s e p a r a t e d  by a c o a s t i n g  p h a s e .  
A s y s t e m a t i c  
11. Necessary Cond i t ions  f o r  O p t i m a l i t y  
The op t ima l  t r a n s f e r  t r a j e c t o r y  m u s t  s a t i s f y  
t h e  d e s i r e d  i n i t i a l  and f i n a l  boundary c o n d i t i o n s  
w h i l e  maximizing the f i n a l  mass of t h e  r o c k e t .  A 
s e t  o f  n e c e s s a r y  c o n d i t i o n s  f o r  t h i s  op t ima l  t r a -  
j e c t o r y  can be developed from v a r i a t i o n a l  c a l c 1 1 1 u s  
p r i n c i p l e s .  
U n i t s  and S c a l i n g  
lem v a r i a b l e s  and pa rame te r s  and t o  make t h e  r e s u l t s  
I n  o r d e r  t o  o b t a i n  b e t t e r  s c a l i n g  of t h e  prob-  
more r e a d i l y  a p p l i c a b l e  t o  motion abou t  any c e n t r a l -  
body a t t r a c t i n g  f o r c e ,  t h e  fo l lowing  Set  of u n i t s  
i s  employed throughout  t h e  s tudy:  
u n i t  l e n g t h  ' ' ~  r- = conven ien t  d i s t a n c e  from 
u n i t  a c c e l e r a t i o n  = g" = a c c e l e r a t i o n  o f  
u n i t  mass = i n i t i a l  mass of t h e  rockec 
v e h i c l e  
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1 
rr ,*/g+<j1'2- unit of time (in one time unit a satel- 
lite in circular orbit of radius r* 
would traverse through a central angle 
of one radian). 
rr" g"]1/2= unit of velocity (the orbital velocity 
of a satellite in a circular orbit of 
radius Pt would equal one velocity 
unit). 
body ~~ 1. 
gs+:2 = gravitational parameter of the central 
Zquations of  Motion 
of the rocket are derived under the following 
assumptions 
I .  The rocket is a variable mass particle. 
2 .  Rocket thrust is always in the plane of motion, 
can be varied in both magnitude and direction, 
and is a linear function of the mas.s flow rate. 
3. The acceleration of the rocket is due solely to 
the rocket thrust and a spherically synrmetric 
inverse square central gravitational force 
field. 
With the above assumptions the rocket equations of 
motion a r c  
The differential equations defining the motion 
_ _  dh-.uh (1) dt 





( 3 )  
u2 - hs t aE uh sinY 
Zuv + .e. uh COSY 
where, with r the radial distance from the center 
of the attracting body, 
h = i  
" =~ Fadial velocityir 
Y := transverse vetocity/r 
a = ratio of maximum rocket thrust to initial 
5 = thrust intensity control variable 
w = reciprocal of the rocket mass 
y ~- ang le  of thrust orientation above the local 
c ~~ rocket effective exhaust velocity 
rocket weight 
(C .: E 21) 
horizontal 
The hamiltonian f o r  the system defined by 
Equations (1) - ( 5 )  is 
"I 
H = .yh>.b + [v2."*.h3),?, . 2"w\  + 4vIh(A,,co& + QlnY)+ -"I ( 6 )  
where hh,h,,,hv,hq,and h 
associated with h, u ,  v, CP, and w respectively, 
and 
are the adjoint variables 
W 
The optimal control must be chosen to maximize 
the hamiltonian. Therefore, thc thrust-orienta- 
tion a n g l e  must he chosen such that 
A 
A S,"Y = 2? (9) 
COSY = - A" (10) 
A 
where 
(11) .-/ 2 2 A = [ A u  * &I 
The hamiltonian maximized with respect to the thrust- 
orientation angle becomes 
U A  
u c H = -uh\ t (vz-uz-ha)A - + e<w(hA + 3) (12 )  
In order to maximize the hamiltonian with respect 
to the thrust intensity control variable f it is 
convenient to partition the hamiltonian as follows 
where 
(13) 
H = H, i & H i  
(14,) H,= - UhAh + ("a - u2 . h3)A - 2uVhv 
H i = M t -  Vh" (15)  
It follows that E must be chosen equal to one if 
H is greater than zero and equal to zero if 11 is 
less than z e r o .  In other words, if H is positive, 
the rocket should be thrusting at max~mum intensity 
while for HI negative, the rocket should be in a 
"on-thrusting or coasting phase. If H is zero over 
any finite time interval, could take on any value  
in its permissible range without affecting the ham- 
iltonian. However, f o r  the case of time-open trans- 
fer trajectories, minimum-fuel thrusting arcs for 
which the thrust-intensicy control variable t a k e s  on 
intermediate values in the range zero to one have 
been shorn by Robbins and also Kopp and Moyer to be 
non-existent. ( 5 , 6 )  
1 
1 
From the hamiltonian of Equation ( 1 2 )  the ad- 
joint equations are 
where 




( 2 0 )  
2 
Transformation of the Adjoint Variables 
ulaced bv a set of new variables which are couuled 
The conventional adjoint variables can he re- , 
in a phyiical sense more directly to the actuai 
transfer trajectory. The differential equations 
which these new variables must satisfy will be shown 
in the subsequent analysis. Differentiating both 
sides of Equations (9)  and (10) and simplifying, it 
can be shown that 
a = 2" + L ( "  COSY + k&"YP) (28) 
dt A 
where, with f the true anomaly 
31 sin F 
v = h \ -  + (29) 
Since the sign of H controls the rocket thrust- 1 ing, a switching function 5 can be defined a5 fol- 
1 ows 
( 3 0 )  
A is by definition a positive quantity. Therefore, 
for s positive the rocket thrust should he at maxi- 
mum intensity (HI > 01, while for s negative the 
rocket thrust should be zero (H < 0). Direct 
differentiatio 
HI 5 ; -  
n 
f Equation (30j yields after some 
stmplification ?7Y 
I C O S Y  - winY)  t uh - s(2u + &) (31)  dt A 7 c 
Finally, differentiating Equation ( 2 9 ) ,  tt7)defin- 
ing equation for ", it can be shown that 
J 
d. = A h(3h'sinY. a@) (32) dt 
The conventional adjoint variables, Ah,h,,Av,Aw 
can now he replaced by the variables A ,  Y ,  s ,  and 
Y.  Therefore, the differential equations ( 2 7 ) ,  (28) 
( 3 1 ) ,  and (32) replace the adjoint equations ( 1 6 ) ,  
( 1 7 ) ,  ( l a ) ,  and (20). In addition to being simpler 
to integrate, these new differential equations pro- 
vide a much greater understanding of minimum-fuel 
trajectories. 
Transformation to the z. A ,  B Coordinates 
employed to facilitate the integration of the state 
equations. By means of several fundamental two- 
body orbit relationships it is possible to show 
A transformation of the state variables can be 
where e is the orbital eccentricity. Therefore, the 
right-hand side of Equation ( 4 )  approaches infinity 
as  the orbital eccentricity approaches zero. This 
singularity in the (D equation of motion can be elim- 
inated by transforming, as suggested by Fraeijs 
DeVeubeke, from the original set of state variables 
h, u, v ,  'p and w to a new set of state variables z ,  
A ,  8 ,  8 ,  and w defined bv ( 8 2 9 )  
( 3 4 )  
A =~ z e c o s 0  ( 3 5 )  
m = e ( 3 6 )  
0~ m * f  ( 3 7 )  
h7 = -  
Y 
These new variables can be shown to satisfy che 
following differential equations 
ds E & COSY 
dt h 
- ( 3 8 )  
The above four equations along with Equations 
( 5 ) ,  (19) ,  ( 2 7 ) ,  ( 2 8 ) ,  (31), and (32) are the basic 
set of equations which must he satisfied by the mini- 
mum f u e l  trajectory. This set of equations will he 
defined as the system equations. The variables h, 
u, and v which appear in these equations can be 
found from the auxiliary relations 
-1 
'p = tan (p (42) 
The thrust intensity control variable S is deter- 
mined by the switching function according to the 
following logic 
c -  1 5 > 0  ( 4 9 :  
5 0  5 < 0  (50) 
Boundary Conditions 
Let the initial and final orbits he defined by 
the sets (po, e o ,  V,)and " , , e f ,  mf) which represent 
the semilatus rectum, eccen TIC ty. and arzment of 
pericenter for the initial and final orbits respec- 
tively. Since the initial mass of the rocket is 
known, the boundary conditions on the state variables 
at the initial time t 
a s  follows 
and the final time tf w i l l  be 
A ( t o )  = a(t,)e,cosm, A(tF) = dtf)ofcosoF (52) 
E f t o )  = d t o h o s i m 0  Wt,) = dtF)efJinqF ( S 3 )  
"(to) = 1 ( 5 4 )  
The times t 
which the transfer is initiated and terminated 
respectively. Defining the times i n  this manner 
eliminates the need for mast periods at the start 
and the finish of the computation. This results in 
no loss in generality since the initial and final 
true anomalies are not pre-specified but must he 
determined to satisfy the two-point boundary value 
problem. 
and tf are defined a s  the times at 
A s  a consequence of the transversality condi- 
tions and the boundary conditio s on the state 
variables it can he shown that 1 7  
6 9 - 9 1 4  
For the time-open case  being considered here, the 
hamiltonian must vanish along the entire transfer 
trajectory. This fact along with Equation ( 5 5 )  and 
the definition of the times t 
boundary conditions on the swytching function 
and tf leads to the 
s ( r J  ~~ 0 : d t r )  ~ 0 (56) 
A boundary condition on one adjoint variable can be 
chosen arbitrarily. Hence, without any loss in 
generality, it is permissible to set 
A c t o )  ~ 1 (57) 
111. Minimum-Fuel Algorithm 
The minimum-fuel trajectory must satisfy the 
differential Equations (5), (19), ( 2 7 ) ,  ( 2 8 ) ,  (31) ,  
( 3 2 1 ,  and (38) - ( 4 1 )  and the boundary conditions 
given by Equations (51)-(57). To find a trajectory 
which satisfies this system of equations is a rel- 
atively difficult task since at the initial time, 
the polar angle 0 ,  the thrust angle Y ,  the variable 
V and the adjoint variable Aw are unknown. The 
basic problem is to find that correct combination 
of the initial conditions for 0 ,  V ,  ", and hm such 
that when the system of differential equations is 
integrated, the boundary conditions at the final 
time are satisfied. Without any loss in generality 
the reference l i n e  from which all angular measure- 
ments are made can be defined to pass through peri- 
center of the initial orbit. Therefore ("(t ) will 
be equal to zero, and from Equation ( 4 5 )  it'is 
obvious that finding the initial polar angle Q(t ) 
is equivalent to finding the initial true anomal; 
f(t ) .  The f i n a l  time in this case  is not fixed 
but'can be defined a s  the time at which a l l  the 
conditions at the end of the trajectory are satis- 
fied. 
The Initial-Approximate Transfer Trajectory: 
tory can be used as an aid in constructing a finite- 
thrust transfer trajectory which serves a s  a good 
first ap r imation to the desired transfer trajec- 
tory. (z,'~'y This finite-thrust transfer trajec- 
tory is defined as  the initial-approximate transfer 
trajectory. Reasonable estimates for the initial 
thrust a n g l e ,  initial true anomaly and the thrust- 
i n g  interval durations can be easily derived from 
the two-impulse transfer trajcctory. The initial 
thrust orientation angle is set equal to the thrust 
orientation angle  for the first impulse, and the 
initial true anomaly is computed by conjecturing 
that on each thrusting phase the average trueanamall 
for the impulsive thrust should be equal to the true 
anomaly at the midpoint of the corresponding finite- 
thrust interval. The durations of the thrusting 
intervals for the initial-approximate transfer tra- 
jectory are chosen so that the integrals of rocket 
acceleration for the finite-thrust case  are equal 
to the respective magnitudes of the velocity change 
vectors for the impulsive c a s e .  
The corresponding two-impulse transfer trajec- 
The four unknown initial conditiom Y(t ) ,  
f(to), v(t ) and hq are not independent. W?th 
three of tgese unknowns selected the fourth condi- 
tion is fixed through the requirement that lTo Van- 
ish at the initial time. It has proved convenient 
to set independently the initial conditions on f ,  
Ui, and V .  Setting Ho from Equation ( 1 4 )  equal to 
z e r o  and solving for h,  gives after some simplifi- 
cation. 
The initial values of Y and V can be chosen $0 
A good first approximation for '(t ) is 
w 
that the thrusting intervals are of the desired 
duration. 
available from the two-impulse trajectory, bu? this 
value must be refined in order to achieve the de- 
sired thrusting durations. In selecting a first 
approximation for u(t ) a considerable amount o f  in- 
sight can be gained b$ writing Equations ( 2 7 ) ,  ( 2 8 ) ,  
and (31) i n  the form 
where 
I n  order to achieve the desired switching function 
characteristics on the first thrusting interval, 
the switching function must be a s  shown in Figure 1. 
Numerical results from the two-impulse trajectory 
indicate that the thrust angle should always be near 
either 0' o r  180' on the thrusting inte 
has been verified analytically by Culp. 
V(t ) limited in the above manner, a closer examina- 
ti&? of Equations (59) and (60) indicates that for 
the switching function to exhibit the proper char -  
acteristics on the first thrusting interval, \(to) 
must be(7pstricted to the following ranges of 
v a l u e s .  
t w  5 s 
d 
dt,) < \"(t0)l i 2"(t0) (66) 
Further refinements on the choice of v(t ) will be 
made when fixing the desired second thruzting in- 
terval. 
+ I  
Figure 1. Desired switching function behavior 
for the first thrusting interval. 
With "(t ) established in the range provided 
by the above'inequalities, the initial value of Y 
can be found such that the switching function e x -  
hibits the behavior shown in Figure I. The compu- 
tation of "to) is based upon the principle that 
the duration of the first thrusting interval i s  pro- 
portional to the ratio of the first and second de- 
rivatives of the witching function evaluated at W 
time to. In other words 
d2 
dt2 
I f  were constant over the time interval t - 
t , then the proportionality factor K in the 
akove equation would be equal to two. 
true anomaly is determined from the two-impulse 
trajectory, and a reasonable starting value for 
v(t ) is selected from the range defined by in- 
equzlities ( 6 4 ) - ( 6 6 ) .  Equation ( 6 7 )  is then solved 
iteratively for the initial thrust angle using K=2 
on the first set of iterations. The system differ- 
ential equations are then integrated to determine 
the actual duration of the first thrusting interval 
Defining 
t = desired time for teninationofthe 
t = termination time of first thrust inter- 
then a new value of K is computed according to the 
following rule 
The initial 
'desired first thrust interval 
'actual val established by integration 
This new value of K is now substituted into Equa- 
tion ( 6 7 ) ,  and Equation ( 6 7 )  is once again solved 
iteratively for Y(t ) .  The process is repeated 




This method of determining Y(t ) has proven 
very reliable and efficient. 
program, double-precision arithmetic is used f o r  
the iterative solution of Equation ( 6 7 ) ,  but the 
integration of the system equations is performed in 
single-precision arithetic. For most minimum-fuel 
problems considered, the difference between t 
and t 
units in three o r  four iterations. 
In tge actual computer 
'desired can be made less than 5x10-' time 
lac tua 1 
The desired duration of the second thrusting 
interval is attained in an iterative manner through 
a simultaneous adjustment of Y(t ) and v(t ) .  This 
is accomplished by computing Y(t:) to obtafn the 
desired first thrusting interval. For every new 
value  of v(t ) ,  Y(t ) must be re-computed in order 
to satisfy tge requfrements of thc first thrusting 
interval. 
The specific manner in which v(t ) is changed 
in order to satisfy the second thrus?ing interval 
requirements depends upon the type of transfer tra- 
jectory being considered. Transfer trajectories 
can be classed according to the direction of the 
thrust vector on each of the thrusting intervals. 
Let forward and rearward thrustings be defi.ned as 
thrustings along which the thrust angle is near  0' 
and 180' respectively. Then each transfer trajec- 
tory can be classed according to the thrusting 
sequence a s  forward-rearward, rearward-forward, for- 
of the second thrusting interval can be set through 
./ ward-forward, or  rearward-rearward. The duration 
5 
a proper choice of v(to) for each of the above types 
of transfer trajectories. However, the manner in 
which v(t ) affects the switching function in the 
forward-r&rward and rearward-forward transfers is 
notably different f r m  the forward-forward and 
rearward-rearward transfers. 
Selection of a reasonable u(t,) for foward- 
rearward and rearward-forward transfers is governed 
by the requirement that the thrust angle must r o -  
tate through approximately 180° along the transfer 
trajectory. The curves of Figure 2 can be used to 
show how switching is accomplished on a typical 
transfer trajectory with a forward-rearward thrust- 
ing sequence. As is evident from the figure, the 
angle Y-fi is near 2 180' on both thrusting intervals. 
Examination of Equations (59)  and ( 6 0 )  reveals that 
this requirement on the angle (Y-B) must always be 
met if switching is t o  be accomplished. As is 
typical of all forward-rearward transfers, the 
thrust angle increases over most of the trajectory, 
the variable v increases monotonically over the en- 
tire coast trajectory, and the angle F. changes by 
approximately 180' over the transfer trajectory. 
In addition, the time t at which v passes through 
zero corresponds very cfosely to the time on the 
coast trajectory at which the slope of the switch- 
ing function reverses from negative to positive. 
Since v increases monotonically along the coast 
trajectory, the time t can be controlled with the 
initial value of v. Tgerefore, a certain amount of 
control can be exerted upon the switching function 
by means of ) .  Larger negative values of "(to) 
will result in Parge= values of time, t . 
va lue  of tr in turn has a direct effect upon the 
duration of the second thrusting interval. Larger 
values of tr allow the switching function to be- 
c m e  more negative on the coast phase. Consequent- 
ly, because of the particular nature of the switch- 
ing function dynamics, the duration of the second 
thrusting interval is decreased. This leads to the 
important conclusion that the duration of the second 
thrusting interval can be controlled with 
MOR negative values of "(t ) result in small& 
second thrusting intervals.' 
The r 
) .  
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Figure 2. Typical behavior of Y, LZ, A, V -  p ,  
and the switching function over an entire trans- 
fer trajectory for the case of a forward-reaward 
thrusting sequence. 
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Similar reasoning can be applied to the case of 
rearward-forward transfer. In this case higher 
Positive values of v(tn) will lead to smaller sec- 
ond thrusting intervals. 
Therefore for forward-rearward or rearward- 
forward thrusting sequences the following itera- 
tive procedure for determining the initial value of 
u can be formulated. 
1. Select an initial, reasonable "(to). For 
example 
v(t.) = 1.5v(t ) for rearward-forward thrust- 
trajectory developed in the previous section. 
The first step in improving the initial-approx- 
imate transfer trajectory is to make small adjust- 
ments in the initial true anomaly f(t ) in order to 
improve the final argument of pericenk'er w(t ) 
coefficient which relates small changes in f(t ) 
to small changes in q(tf). The resulting s e m -  
tivity coefficient is used in a conventional linear 
interpolation or extrapolation procedure to compute 
a new f(t_) which will result in an improved m(t.). 
v This is accomplished by computing a sensitivity f '  
0 
" 
ing After eacg change in f(t ) ,  Y(t ) and "(t ) are 
readjusted as  outlined ifl the pPevious seetion in v(t ) = -l.Sv(?-) f o r  forward-rearward ~ .~~ ~~ 
order to maintain the desired thrusting intervals. 
In the actual computation f(t ) is adjusted in this 
manner until m(t ) is within ?02 radians of the 
0 thrusting 
2 .  
3 .  Integrate the system equations to some time desired value. 
Compute Y(to) such that the correct first 
thrusting interval is attained. f 
tf accomplished. The time tf can be easily ob- 
tained from the two-impulse transfer. 
4 .  Compute the second thrust interval. If this 
interval is too small, decrease !"(to)!. 
large, increase jv(t 11. 
Repeat, using the imzroved value f o r  "(to), 
until the actual second thrusting interval dura- 
tion, a s  determined from the integration, is 
within a certain tolerance of the desired sec- 
ond thrusting interval duration. 
Using the above approach it is possible f o r  
most of the transfer trajectories considered in this 
study to obtain the actual second thrust interval 
duration to within 5 x 1 r 5  time units of the de- 
sired second thrust interval duration. 
3 At sufficient for the transfer to be 
If too 
5. 
For the case  of rearward-rearward or forward- 
forward transfer trajectories the thrust angle 
experiences only a small net change over the entire 
transfer trajectory. I n  order to restrict the 
thrust angle in this manner, v(t ) must be chosen 
very near -2v(t0) for forward-fogward transfers and 
near 42v(t ) f o r  rearward-rearward transfers. The 
value of "'does not change sign along these transfer 
trajectories. Reversal of the switching function 
slope and therefore the duration of the second 
thrusting interval is governed by a very delicate 
balance between the terms hu and p sin(Y-8) 
appearing on the right hand side of Equation (60). 
A consideration of the switching function behavior 
for these types of transfers leads to the conclusion 
that larger absolute values of "(to) will lead to 
larger second thrusting interval durations.(7) 
This fact can be used a s  a basis to formulate an 
iterative procedure f o r  establishing the second 
thrusting interval duration f o r  forward-forward or 
rearward-rearward transfer trajectories. The basic 
procedure will be similar to the case of forward- 
rearward or  rearward-forward transfers. However, 
to start the iteration, "(t ) must be near either 
+2v(to) or -2v(to). 
above, changes in v(t ) will produce the opposite 
effects upon the dura?ion of the second thrusting 
interval. 
I n  addytion, a s  discussed 
Final Convergence Method 
results in a transfer trajectory with final boundary 
The procedure developed in the previous section 
conditions which are only-reasonably close to the 
' 
desired boundary conditions. Better matching of the 
final boundary conditions is achieved by a two-step 
procedure which is based primarily upon small per- 
turbations about the initial - approximate transfer 
Final convergence to the desired transfer tra- 
jectory is achieved through the use of a sensitivity 
matrix which relates small changes in f(t ) Y(t ) 
0 :  0 and v(t ) to corresponding changes in the final 
semilatEs rectum p(t ) ,  final eccentricity e(tf), 
and final argument of pericenter q(t ) O n  the 
first iteration the sensitivity matrfu'is computed 
by perturbing one at a time f(t ),  Y(t ),  and "(t 1 
and observing the resultant chagges inop(tf), e(t:), 
and qNt,). ,Subsequent computations of the sensi- 
tivity matrix can be made directly from the two most 
recent trajectories by emp o ing a method described 
by Kulakowski and Stancil.tlli The sensitivity 
matrix computed in this manner is used in the well- 
known linear algorithm to compute an improved set 
of initial conditions, f(to), P(t ),  and v(t ) .  
Computation is terminated when thg final c nxitions 
p(tf), e(tf), and m(tf),are all within I@-'units 
of their respective desired values. 
IV. Comwtational Techniques 
I n  the process of determining the minimum-fuel 
transfer trajectory it is necessary to compute 
transfer trajectories for a relatively large number 
of starting conditions. In order that the computa- 
tion be efficient, it is essential that both the 
total number of transfer trajectories computed and 
the amount of required computation for each trans- 
fer trajectory be kept within reasonable bounds. 
The techniques which make possible the efficient 
computation of minimum-fuel trajectories are a s  
follows . 
Canonical Transformation on the Coast Trsjectorx 
Computation along the coast trajectory is made 
possible by means of a canonical transformation 
suggested by Fraeijs DeVeubeke of the system state 
variables, ad oint variables and the independent 
variable t.(8j The independent variable in the new- 
ly transformed set is the polar angle 8 ,  and the 
new set of state variables are z ,  A ,  8 ,  w, and t ,  
where z, A ,  and B have been defined previously in 
Equations ( 3 4 ) - ( 3 6 ) .  Along the coast trajectory 
with this particular transformation, H1,,the por- 
tion of the hamiltonian which governs switching, 
is a function only of the state and adjoint var- 
iables at cutoff of the first thrusting interval 
and the polar angle Computation of the coast 
phase is accomplished by performing the canonical 
transformation at the end of the first thrusting 
interval. Since  FI must be negative along the en- 
tire coast trajectory and equal to zero at the end 1 
of coast. the polar angle Q which defines the end W 
6 
of the coast phase is easily estahlished by means 
of a Newton iteration procedure. To begin the 
iteration a reasonable first estimate of the de- 
sired polar angle is computed from the correspond- 
ing two-impulse transfer trajectory. With the po- 
lar angle at the end of coast established in this 
manner, a transformation back to the original 
ond thrusting interval is initiated. 
.- variables is performed and integration of the see- 
Computation of the Thrusting Phases 
The two thrusting phases are computed using a 
fixed step-size, fouith-order Runge-Kutta integra- 
tion algorith with single-precision arithmetic. 
With proper choice of step-size, application of the 
fixed step-size integration routine rather than an 
integration routine employing automatic step-size 
control reduces the required computation time by a 
factor of about three. The system hamiltonian, 
which must remain zero over the entire transfer 
trajectory, provides a convenient measure ofintegra- 
tion accuracy. Integration step-size is chosen 
such that the hamiltonian ordinarily remains less 
than 5 x 10-7. 
The thrusting phases must be terminated at pre- 
cisely the instant at which the switching function 
s passes through zero. This is accomplished by 
allowing the integration to proceed until theswitch- 
ing function reverses sign and becomes negative. 
The values of s and 6, are computed at this time, 
and the integration routine is given a new step-size - 516,. 
tude of s becomes less than 10- . 
Backward Integration of the System Equations 
the resulting final values of semilatus rectum, 
eccentricity, and argument of pericenter become 
initial conditions. This is particularly true when 
the second thrusting interval is very small. For 
this case it becomes practically impossible to find 
the set of initial conditions which will allow the 
switching function to provide proper switching on 
the second thrusting interval. Very small changes 
in the initial conditions on the order of 5 x 10-8 
result in either too much thrusting time or else no 
thrusting time for the second thrusting interval. 
This difficulty is overcome by computing these 
transfer trajectories in the reverse sense, start- 
ing at the desired terminal conditions and integrat- 
ing backwards in order to meet the desired initial 
conditions. 
Determination of the Initial Value of Y 
mined so that the desired duration of the second 
thrusting interval is attained. For most transfer 
trajectories, the duration of the second thrusting 
interval is very sensitive to the choice of the 
initial value of v. In order to limit computer 
time, a considerable amount of computation logic is 
required in establishing the desired initial value 
of Y .  The general behavior of the error in the 
duration of the second thrusting interval a s  a func- 
tion of the initial value of \ V I  is shown in Figure 
3 for the case of a forward-rearward transfer tra- 
jectory. The maximum error in Figure 3 is a con- 
sequence of the initial IuI being too large. This 
causes the switching function s to remain negative 
on the desired second thrusting interval resulting 
in a complete absence of the second thrusting inter- 
val. On the other hand, the minimum error is caused 
This process 1s repeateg until the magni- 
For certain classes of transfer trajectories 
__I very sensitive to small changes in the program 
The initial value of the variable v is deter- 
- 
by the initial value of / V I  being too small. 
results in a failure of the switching function to 
return to zero on the second thrusting interval and 
therefore, the thrusting interval is not terminated. 
This 
3 +  
error 
o u  
* Y )  
w *  
.75 error 
error 
Figure 3 .  Error in the duration of the second 
thrusting interval as a function of the initial 
value of I,. 
The basic computational problem is to find the 
initial value of v which reduces the duration error 
to a small value without requiring an unreasonable 
number of trajectory computations. Therefore, in 
the early stages of the computation, large changes 
in the initial value of v are programed in order 
to establish quickly the minimum and maximuin error 
bounds. Once these two error bounds have been 
established, linear interpolation between these 
bounds is employed, with the restriction that the 
interpolation always be conducted between the values 
of positive and negative error. This procedure is 
followed until two initial v a l u e s  of can be found 
for which the errors lie within a region with upper 
and lower bounds of .75 x (maximum error) and .75 
x (minimum error) respectively. From this point on 
in the computation, linear interpolation or extrapo- 
lation is conducted between the two most recent 
pairs of initial v and error values. Computation is 
terminated when the duration of the second thrusting 
interval is within time units of the desired 
duration. 
V. Numerical Results 
In order to define the limits of applicability 
of the method and to eliminate any serious defi- 
ciencies in the computer program, a large number of 
different transfer trajectories were considered. 
Six of these trajectories are smarized in Table 1 .  
An effective exhaust velocity, c, of .5 is used for 
all the transfer trajectories. If the basic unit of 
length is taken as the earth's radius, this effec- 
tive exhaust velocity is equivalent to a specific 
impulse of approximately 400 seconds. A transfer 
trajectory is considered to be convergent if the 
errors in the final (in the case of forward compu- 
tation) o r  initial (in the case of backward compu- 
tion) eccentricity, semilatus rectum, and argument 
of pericenter (radians) are each less than 
All of the transfer trajectories in Table 1 are 
convergent by the above definition. 
Table 1.  Sumnary of Mintmum-Fuel Trensfer Trajectories 
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The thrust angle behavior f o r  runs 1 and 2 of 
Table 1 is shown in Figure 4 .  Also included are 
the initial and final true anomalies. The forward- 
rearward transfer, Figure 4A, is typified gy the 
thrust angle changing by approximately 180 along 
the transfer trajectory, while in the case of the 
forward-forward thrusting sequence, Figure 4n,  the 
thrust angle experiences only a very small net 
change over the entire transfer trajectory. Figure 
4 B  shows the thrust angle hchavior for the transfer 
between almost circular orbits  eo,^: e f  ~ .05). 
The thrust angle behavior and the initial and final 
true anomalies hear close resemblances to the mini- 
mum-fuel two-impulse transfer between circular o r -  
bits, better known a s  the Hohmann transfer. 
, m thrust 
P 
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Figure 4. Typical thrust angle time histories 
a l o n g  the minimum-fuel transfer trajectory. 
IBM 7094 computer time requirements ranged from 
a low of ten seconds to a high of about fifty $ e -  
conds, with the higher computer times being a s s o -  
ciated with transfer trajectories which are very 
sensitive to small changes in the initial condi- 
tions. The above times are for the finite-thrust 
transfer trajectory computation only. Approximately 
twenty additional seconds of computer time is re- 
quired for the computation of the corresponding 
minimum-fuel two-impulse transfer trajectory. A 
dctailcd computer time breakdown for the trajec- 
tories sumnarized in Table 1 is shown in Table 2. 
Tablc 2 .  Computation T i m e  (18M-7094) 
The run numbers appearing in the table are consis- 
tent with Table 1. Computer time is given in s e c -  
onds. 
The individual e r ro r s  in the desired semilatus 
rectum, eccentricity, and argument of pericenter f o r  
run 5 of Table 1 are given in Table 3 a s  a function 
of the iteration number. 
L/ 
Table 3. E r r o r  Behavior (Run  5 ,  Table 1) 
This particular transfer trajectory is computed in 
a backward sense, starting at the desired final 
conditions and attempting to match the desired 
initial conditions. The low initial eccentricity, 
e ==.03, results in rapid changes in the argument 
OF pericenter as the initial orbit is approached. 
This causes the argument of pericenter error to be 
relatively large, thus slowing down the convergence. 
The e r ro r s  corresponding to iteration zero are the 
errors for the initial-approximate transfer tra- 
jectory. On iterations 1 - 4 the initial true 
anomaly f(t ) is adjusted to reduce the argument 
of pericentgr e r r o r .  
initial sensitivity relating changes in f(t ) to 
changes in argument of pericenter e r r o r .  TRe true 
anomaly f(t ) is increased arbitrarily by .01, and 
Y(to) and v?to) are recomputed to attain the r e -  
quired thrusting interval durations. At the end 
of iteration four, the argument of pfricenter e r r o r  
is less than the pre-established maximum value  of  
2 x l oM3,  and the simultaneous adjustment of f(t ) ,  
"'(to): and c(t ) by means of the sensitivity matgix 
is Initiated. 'Computation is terminated at the end 
of iteration 12 with the errors all less than 
4' 
Iteration one obtains the 
'The rcgion of applicability of the convergence 
method cannot be precisely defined because of the 
many possible combinations of rocket thrust levels 
and initial and final orbits. Minimum-fuel transfer 
trajectories have been successfully corn uted for 
than .8 and f o r  rocket thrust to weight ratios 
greater than ,025 and less than 1.0. Convergence 
is more difficult to attain for trajectories with 
forward-forward or rearward-rearward thrusting 
sequences. This is primarily due to the delicatc 
balance which must be maintained between the terms 
h-s W 7; pein ( Y  - 3 )  and hu of Eq. (60) in order to 
orbital eccentricities greater than 10- g and l e s s  
8 
obtain the desired switching function characteris- 
tics. Both of these terms remain very small and 
are of opposite sign over most of the transfer tra- 
jectory. This results in very small changes in the 
switching function over  the entire transfer trajec- 
tory. 
., 
c?. Conclusion and Future Studx 
An efficient method for computing time-open 
minimum-fuel finite-thrust transfer trajectories 
between two given coplanar elliptic orbits has been 
developed. Computation of the minimum-fuel trans- 
f e r  trajectory is accomplished by a direct integra- 
tion of the rocket equations and the associated 
adjoint equations. This direct approach is madc 
possible through the insight gained from a trans- 
formation of the adjoint equations. 
A study is currently in progress to make the 
convergence method applicable to a larger class of 
transfer trajectories.(l2) A finite-thrust correc-  
tion developed by Robbins is being applied to the 
thrusting intervals during computation of the 
initial-approximate transfer trajectory.(l3) This 
corrcction will force the initial-approximate trans- 
f e r  trajectory closer to the desired transfer 
trajectory. It is anticipated that this will extend 
c o n v e r ~ e n c f  to lower thrust levels and to transfers 
requiring higher impulse levels. In addition, a 
method is being developed to compute an initial 
estimate of "it,) directly from the two-impulse 
program. This should improve convergence by elim- 
inating the rather crude method being employed to 
obtain an initial estimate of "(to). Also, the 
entire method is being programed in double preci- 
sion arithmetic. This will increase the accuracies 
at every stage of the computation thus extending the 
method to include morc sensitive transfers. 
.." 
References 
1 McCue, 6 .  A,, "Quasilinearization Detemi- 
nation of Optimum Finite-Thrust Orbital Transfers," 
AIAA J. 5, 755-763 (1967). 
Transfer," A I M  J .  2, 1767-1773 (1964). 
Investigation of Minimum Impulse Orbital Transfer," 
AIAA J. 3, 2328-2334 (1965). 
4 Kern, E. A,, and Burghart, J. H., "An Effi- 
cient Algorithm for Minimum Impulse Orbital Trans- 
f e r , "  AIAA J. 6, 1370-1372 (1968). 
Thrust A r c s  of Rocket Trajectories," AIAA J. 3 ,  
1094-1098 (1965). 
Conditions for Singular Extremals," AIAA J. 3 ,  
1439-1444 (1965). 
Transfer Trajectories Betireen Coplanar Elliptic 
Orbits," Dissertation, 1968, The University of 
Michigan, Ann Arbor, Michigan. 
formations and the Thrust-Coast-Thrust Optimal 
Transfer Problem," Astronautica Acta 11, 271-282 
(1965). 
and Cutoff-Relight Programs for Orbital Transfer," 
Astronautica Acta 12, 323-328 (1966). 
for Optimal Coplanar Orbit Transfer," AIAA J. 5, 
371-372 (1967). 
"Rocket Roost Trajoctories for Maximum Burnout 
Velocity," ARS J. 30, 612-618 (1960). 
Initial Value Estimates for Minimum-Fuel Orbital 
Transfer," M. S. Thesis, 1969, The Air Force 
Institute of Technology, Wright-Patterson AFB, Ohio. 
the Impulsive Approximation," AIAA 3 .  4 ,  1417-1423 
(1966). 
2 Lee, G . ,  "An Analysis of Two-Impulse Orbital 
3 McCue, G. A,, and Bender D. F., "Numerical 
5 Robblns, H. M., "Optimality of Intermediate- 
6 Kopp, R. E., and Moyer, H. G . ,  "Necessary 
7 Kern, E. A,, "Minimum-Fuel Thrust-Limited 
8 Fraeijs De Veubeke, B , ,  "Canonical Trans- 
9 Fraeijs De Veubeke, B . ,  l'Optimal Steering 
10 Culp, R. D . ,  "Contenson-Buseman Conditions 
11 Kulakowski, L. J . ,  and Stancil, R. T., 
12 Gill, D. E. and Wambold, 6 .  D., "Improved 
13 Robbins, H .  M., "An Analytical Study of 
6 9 - 9 1 4  
