Abstract-This paper provides an overview of a virtual instrument bus created at the University of Maine
This interface makes the physical configuration o f the instrument buses transparent t o the software developer. The virtual bus software provides easy code reuse for quick program generation used for automated testing, at the same time making all instruments appear t o be located on one single bus.

I. INTRODUCTION
THE APPROACH
Two software packages are described which together address these issues. The first is a "virtual instrument bus" which makes a large number of physical buses on a computer network look like a single bus. The Virtual Instrument Library is designed t o support the computer network communications making the computer networking transparent t o program developers. The second software package is an object-oriented instrument library which is specific t o instruments within the communications lab. The Communications Lab Library is designed t o support a variety of instruments using a common framework in an easily maintained software package. 
A. Virtual Instrument Library
The virtual instrument library is developed using remote procedure calls (RPC). RPC is a mechanism for building a distributed system of programs that handle all communications between the physical buses, the workstations, and the network. All workstations supporting an instrument bus run a background program that handles all bus communications (like GPIB) and provides an interface t o the computer network. These programs are shown in Figure   2 as Bus Servers. The Bus Server can be programmed t o communicate with instrurnents using any kind of bus (not just a GPIB 
Communications Lab Library
The Communications Lab library is created using an objectoriented architecture design. It is designed t o represent the functionality of the test instruments and provide simplified software reuse and changeability in a modularized fashion.
The structure of the library is illustrated in Figure 3 . Object-oriented programming is a method of extending abstract data types t o allow for type/subtype relationships among data types. In C++ this is accomplished with inheritance. Instead of re-implementing shared characteris- 
IV. VIRTUAL BUS SOFTWARE ARCHITECTURE
This section gives a quick overview of the software architecture including the names and purposes of the major executables and routines. Figure 4 shows the client-server architecture used for the Virtual Bus Software.
A. Client Side
The Application Programs are the client side of the ar- 
A . l . Virtual Bus Interface
The interface for the virtual bus abstracts away the ideas of network programming from the Communications Lab Library and Application Programs. All interface functions establish connections with the specified servers and handle network communications, When completed, each routine disconnects from the server. Each routine provides an interface that makes it appear that the routine is running locally. When in fact, it maybe executing on a different workstation. The following is brief review of each interface routine.
vsend():
Send commands or data t o a specified instrument.
v-receive():
Receive data from a specified instrument.
v-bustimeout():
Set the timeout value for the physical bus. The timeout value is the approximate minimum length of time that 1/0 functions can take before a timeout occurs.
vfindlisteners():
Poll the bus t o find the number of listeners.
There are two helper functions that are used by v-findlistenerso:
1. get-valid-addresses(): Build a list of addresses for the v-f indlistenerso function.
gethostso:
Get a list of host workstations and possible bus addresses from a configuration file.
B. Server Side
Two different types of servers are used for the virtual bus:
the Instrument Server and the Instrument Database Server.
B . l . Instrument Server
The Instrument Server, also called the Bus Server, is run as a background process which is configured by the startgpibd executable. When this process is started during workstation boot-up, it is replaced with the gpibd executable. gpibd is the server that handles all client requests t o communicate with the instrument bus. When a connection is made, a specific service is performed by calling one of the following routines:
1. vsend-10: Send commands or data t o a specified instrument physically connected t o the same workstation this procedure is executed on.
v-receive-l():
Receive data from a specified instrument physically connected t o the same workstation this procedure is executed on.
3. v-bustimeout-10: Sets the timeout value for the local bus.
4. v-findlisteners-10: Poll the local bus t o find the number of listeners.
Each one of these routines calls vender specific GPlB interface software t o communicate on the bus.
B.2. Instrument Database Server
The Instrument Database Server is run as a background process which is configured by the startcommd executable. When this process is started during workstation boot-up, it is replaced with the commd executable. The commd server handles all client requests for information about the location of a specific instrument. This server provides two database services:
1. locate-10: Given an instrument identifier, return the last known location of that instrument.
2. update-10: Update the location of an instrument in the database t o the current location.
There maybe as many Instrument Servers as there are workstations that have external buses, but only one Instrument Database Server is needed t o maintain instrument locations.
V. CONCLUSIONS
The Virtual Instrument Bus software has proven t o be an excellent software package for data acquisition across a local network. The convenience of running and creating data acquisition software from any workstation on the network makes development easy for the user. The ease of moving instrument locations and changing instrument addresses for specific test setups without recompiling software allows for easy configuration of automated tests. Once an instrument has had its location or address changed the software will update the database so that no searching will take place the next time the software is run. The Virtual 
