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Finite Difference Time Domain Simulation for the Brass Instrument
Bore
Stefan Bilbaoa)
Acoustics and Audio Group, King’s Buildings, University of Edinburgh, Edinburgh, United Kingdom
John Chick
School of Engineering, King’s Buildings, University of Edinburgh, Edinburgh, United Kingdom
(Dated: August 27, 2013)
In this article, interleaved finite difference time domain (FDTD) methods are developed for the
purpose of simulating the dynamics of the acoustic bore, using, as a starting point, an impedance
formulation of wave propagation in an acoustic tube; attention is focussed here on modeling of
viscothermal and radiation losses in the time domain. In particular, in contrast to other methods,
the bore, including the mouthpiece and bell, is treated as a unit, and is not subdivided into smaller
units such as cylindrical or conical segments. Numerical simulations of input impedances are then
compared with measurement for a variety of brass instruments.
PACS numbers: 4375Fg
I. INTRODUCTION
The wind instrument bore, among the systems of in-
terest in musical acoustics, has seen a relatively large
amount of scientific investigation; the modern line of re-
search into acoustic tubes, and specialized to the case
of wind instruments, goes back to the work of Benade1
and others; for an overview of more recent developments,
see, e.g., the review article by Campbell2. The starting
point in many models of the dynamics of acoustic tubes
is a 1D approximation, generally a variant of Webster’s
horn equation3,4, suitable when wavelengths of interest
are greater than the tube radius, which is approximately
true for narrow bore members of the wind instrument
family. Higher order effects may be modelled using mul-
timodal approximations5,6. Though only brass instru-
ments will be addressed in this article, it should be clear
that all results are applicable to woodwind instruments
as well.
From a simulation perspective, a variety of techniques
are employed. As the bore is often characterised in
terms of an impedance/admittance pair, frequency do-
main techniques have naturally long been applied for the
analysis of both brass and woodwind instruments7,8, and
are often used to calculate the input impedance of the
bore directly. A recent comparison of various models us-
ing frequency domain methods (the Transmission Line
Matrix Method) is provided by Eveno et al.9. In sound
synthesis applications for wind instruments, transmis-
sion line models (including methods employing wave vari-
ables such as digital waveguides10–12 and other related
methods13) are commonly used, as are modal methods14.
Finite difference time domain (FDTD) methods, popu-
larly used in electromagnetics simulation15,16, are a good
match to the simulation problem for an acoustic tube in
a)Electronic address: sbilbao@staffmail.ed.ac.uk
1D. The main distinctions between such techniques and
other time domain methods (such as, e.g., digital waveg-
uides) is that physical variables, such as pressure and
velocity are employed rather than wave variables, and
that the bore profile is treated as a unit, rather than
discretized into sections of simpler form (such as, e.g.,
cylinders or cones). Though efficient solutions are ruled
out by such an approach in the cases of simplified geome-
tries such as the pure cylinder or cone12,13, the approach
allows for complete access to the internal state of the
bore, and is thus more flexibly generalized—some such
generalizations will be discussed in the conclusion of this
article. 1D FDTD methods for brass instrument synthe-
sis have been discussed previously by one of the present
authors17,18, and in 2D by Noreland19.
A 1D PDE system for the acoustic tube, including ra-
diation effects, and based on an impedance formulation is
described in Section II; various approximations are then
compared, especially with regard to accurate modeling
of viscothermal losses. FDTD methods are introduced
in Section III, with special attention paid to modeling
methods for such losses. The accurate determination of
bore profiles and input impedances for three represen-
tative brass instruments, including the mouthpiece, is
discussed in Section IV. Finally, in Section V, simula-
tion results, and a comparison against measurement is
presented.
II. BORE MODEL
A. Impedance Formulation
The standard starting point in linear models of wave
propagation in tubes including viscothermal effects is an
impedance formulation. Following Benade20 and earlier
work21,22, for the case of a uniform cylindrical tube of
length L m, the pressure pˆ(z, ω) and particle velocity
vˆ(z, ω), both functions of axial coordinate z along the
tube and with harmonic time dependence ejωt, for fre-
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quency ω, are related by
∂pˆ
∂z
+ Zvˆ = 0
∂vˆ
∂z
+ Y pˆ = 0 (1)
for z ∈ [0, L]. Z(ω) and Y (ω) are given by
Z =
jωZc
c (1− Fv) Y =
jω
cZc
(1 + (γ − 1)Ft) (2)
Here, c is the wave speed, Zc = ρc is the characteristic
impedance, where ρ is air density, and γ is the ideal gas
constant in air. The functions Fv and Ft are defined by
Fv = φ(
√
−jrv) Ft = φ(
√
−jrt) φ(ξ) = 2
ξ
J1(ξ)
J0(ξ)
where J0 and J1 are Bessel functions of zeroth and first
order, respectively, and where the nondimensional quan-
tities rv and rt are given by
rv = a
√
ρω
η
rt = νa
√
ρω
η
(3)
in terms of the frequency ω, density ρ, tube radius a,
Prandtl number ν2 and shear viscosity coefficient η.
System (1) can be reduced to a single equation in p, as
∂2pˆ
∂z2
= Γ2pˆ Γ = (ZY )1/2 (4)
Values for the various constants used in this section,
including temperature dependence, appear in Appendix
A.
B. Approximations
Simple approximations are given by Keefe23, valid in
the ranges rv, rt > 1 and rv, rt < 1. For typical brass
instrument geometries, the frequency at which the tran-
sition between the two ranges occurs is exceedingly small,
and thus it is the former approximation which is of inter-
est. For example, for a tube of radius 1 mm (which is per-
haps the smallest imaginable occurring in a brass instru-
ment, in the “throat” section of the bore), and at room
temperature, the transition occurs at approximately 2.5
Hz.
The large r approximation may be written as
Model A:
Z(A) = ρω
(
j +
2j1/2
rv
+
3
r2v
+
(
15
√
2
8
− j√
2
)
1
r3v
)
(5a)
Y(A) =
ω
ρc2
(
j + (γ − 1)
(
2j1/2
rt
− 1
r2t
+
j3/2
4r3t
))
(5b)
The first terms in each approximation correspond, in iso-
lation, to lossless wave propagation.
In the interest of simplification, the following approxi-
mation may also be considered:
Model B:
Z(B) = ρω
(
j +
2j1/2
rv
+
3
r2v
)
Y(B) =
ω
ρc2
(
j +
2 (γ − 1) j1/2
rt
)
The approximation above differs considerably from that
given by Causse´, Kergomard and Lurton8. Approximate
forms for Γ may be defined, for each of the above approx-
imations, by Γ2(A) = Z(A)Y(A) and Γ
2
(B) = Z(B)Y(B).
Note that the terms in Z(B) and Y(B) Model B above
have not been truncated to the same order; in particular,
the term −ω(γ−1)
ρc2r2t
in Y(A) has been dropped. The rea-
son is that when truncated to this order, the admittance
is not positive real, and in fact approaches a negative
value in the limit of low frequencies. While this is not
problematic in frequency domain approaches, in time do-
main methods, such a term corresponds to non-passive
behaviour; while such active behaviour may indeed be
compensated for in the entire system by losses in the
impedance, numerical design is considerably complicated
in this case. In general, truncation of series representa-
tions of impedances is a major concern in time domain
numerical design.
In some numerical approaches (and in particular those
based on the use of digital waveguides24), a second order
equation of the form (4) is modelled directly. In this
case, a further simplification involves an approximation
directly to Γ2 = ZY , obtained from the product of Z(B)
and Y(B) above, and retaining terms of order r
−1
v and
r−1t :
Model C:
Γ2(C) =
−ω2
c2
(
1− 2j3/2
(
1
rv
+
(γ − 1)
rt
))
In the present case of a cylindrical tube, this approxima-
tion is identical, when used in the second order equation
(4), and transformed to the time domain, to the Webster
Lokshin formulation, used extensively recently in trans-
mission line modeling of acoustic tubes25, and also brass
instruments12,24.
It is useful to compare the approximations above in
terms of loss α and phase velocity vp, where
Γ(·) = α+ jω/vp
See Figure 1, showing percentage errors for α and vp
for the three models A, B, and C, relative to (2) in the
case of a very thin tube of radius 1 mm (a worst case, for
brass instruments), over the range of frequencies between
1 Hz and 1000 Hz. Note that approximations (A) and
(B) above give acceptable results for frequencies above
about 20 Hz, whereas approximation (C) is noticeably
poorer, especially in terms of loss, which is greatly under-
approximated. (The approximation given by Benade20
is of a similar character, though it gives a slightly better
match than model C.) For wider tubes, however, the dif-
ferences among the approximations quickly become less
significant.
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FIG. 1. Percentage error in relative phase velocity vp/c (top)
and loss α (bottom) for the models A, B, and C, relative to
the expression in (2), as a function of frequency in Hz. Here,
temperature is taken to be 26.85◦ C, and the tube is of radius
1 mm.
Given these results, and also that approximation (A)
cannot be resolved in terms of factors of jω alone, nec-
essary in representing the system in the time domain in
terms of time differential operators, approximation (B)
will be used henceforth here.
C. Variable Geometry and Spatiotemporal Formulation
When wavefronts are assumed to be planar, system (1)
can be extended to the case of variable horn geometry as
∂p
∂z
+ Zv = 0
∂ (Sv)
∂z
+ SY p = 0 (7)
where S(z) = πa2 is the horn cross-sectional area at co-
ordinate z.
Under the approximation of Z and Y by Z(B) and Y(B)
above, and under the transformation to the time domain,
(7) may be written as
ρ∂tv + ∂zp+ qv + f∂t1/2v = 0 (8a)
S
ρc2
∂tp+ ∂z (Sv) + g∂t1/2p = 0 (8b)
where p = p(z, t) and v = v(z, t) are the pressure and
particle velocity in the horn and where ∂t and ∂z rep-
resent partial differentiation with respect to t and z, re-
spectively. ∂t1/2 represents a fractional derivative in time
of order 1/2. The functions f(z) q(z) and g(z) are given
by
f =
2ρ1/2η1/2
a
q =
3η
a2
g =
2(γ − 1)η1/2πa
νc2ρ3/2
System (8) above reduces to the well-known Webster
horn equation under lossless conditions, and assuming
plane wave propagation; similar forms may be written
in terms of a single coordinate, for spherical and other
wavefront types26; such generalizations are easy to incor-
porate into the present setting of FDTD design. Because
the focus here is on the exposition of the issues involved
in the use of FDTD methods, rather than on inter-model
comparisons, the simplest model has been chosen, and
generalizations as mentioned above will not be discussed
further here.
D. Boundary Conditions
A single boundary condition must be supplied at each
end of the domain z ∈ [0, L] over which the bore is de-
fined. In the case of brass instruments, z = 0 is taken to
refer to the mouthpiece, and z = L to the bell termina-
tion.
In the present case of a study of calculated input
impedance, it is convenient to specify an impulsive vol-
ume velocity u0(t) = δ(t), from which the boundary con-
dition v(0, t) = u0(t)/S(0) follows.
At the radiating end of the bore, as in previous
studies8,9, approximations to the radiation impedance
formula due to Levine and Schwinger27 in the case of
an unflanged circular pipe will be employed here. It is
important, in FDTD simulations (as opposed to the case,
in, e.g., frequency domain methods) that the approxima-
tion to the impedance is positive real, and thus passive.
There are various such positive real approximations
available, and to illustrate passivity, and for ease of im-
plementation, it is useful to represent them in terms of
a concrete circuit representation, composed of inductors,
capacitors and resistors, where pressures are interpreted
as voltages, and velocities as currents. For concrete pas-
sivity, all element values must be non-negative. One ar-
rangement, corresponding to an approximation given by
Silva et al.28, is as shown in Figure 2.
L R2 C
R1
p¯ p1
v¯
v1
v2
v3
v4
FIG. 2. Circuit representation of a radiation impedance
boundary condition.
The one-port is defined by its terminal voltage/current
pair, which are simply pressure p¯ = p(L, t) and velocity
v¯ = v(L, t) at the right end of the bore. The correspond-
ing loop and node equations, written in terms of internal
state variables p1 and v1 ,v2, v3 and v4, as indicated in
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Figure 2, are as follows:
v¯ = v1 + v2 p¯ = Ldv1/dt p¯ = R1v2 + p1 (9)
v2 = v3 + v4 p1 = R2v3 v4 = Cdp1/dt (10)
Appropriate settings for the circuit element values may
be derived28 as
R1 = ρc L = 0.613ρa R2 = 0.505ρc C = 1.111
a
ρc2
The resulting impedance Zrad may be written in terms
of factors of jω, as
Zrad =
L (R1 +R2) jω + LR1R2C (jω)
2
R1 +R2 + (L+R1R2C) jω + LR2C (jω)
2
(11)
which is often examined in terms of the reflectance R,
defined by
R = ρc− Zrad
ρc+ Zrad
= |R|e2j(ωa/c)(l/a)
See Figure 3, showing a comparison between reflectance
magnitude |R| and dimensionless length correction l/a
for the Levine and Schwinger model and the impedance
given in (11).
0.5 1 1.5 2 2.5 3 3.5
0.2
0.4
0.6
0.8
ωa/c
|R
|
0.5 1 1.5 2 2.5 3 3.5
0.2
0.3
0.4
0.5
0.6
ωa/c
l/
a
FIG. 3. Reflectance magnitude (top) and dimensionless
length correction (bottom) for an unflanged cylindrical tube;
the model given by Levine and Schwinger27 is plotted as a
solid line, and that of the approximation given in Silva et
al.28 as a dotted line.
The approximation given above is a good match to in-
struments without too wide a flare of the bore, over the
typical playing range of a brass instrument; for better
accuracy, one could attempt to fit higher order positive
real impedances to the Levine and Schwinger model—
this however, is a rather involved undertaking in gen-
eral, as simple two-element structures such as Foster or
Cauer networks are not sufficient to represent such an
impedance—more general network synthesis procedures
such as that of Brune29 may be useful here, provided that
a means of optimizing over such structures is available.
More refined radiation models taking effects of curvature
in non-cylindrical horns into account are available30,31;
in such cases, care must be taken to ensure that the
impedance remains positive real.
III. FINITE DIFFERENCE TIME DOMAIN METHOD
Finite difference time domain methods have been ap-
plied across a wide variety of disciplines, and espe-
cially electromagnetics15,16, and geophysics32, and are
also an excellent match to problems in acoustics. In the
present case of the acoustic tube, however, the situation
is complicated somewhat by the appearance of fractional
derivatives in the model system, requiring some care at
the design stage.
A. Interleaved Grids and Difference Operators
A time domain simulation normally operates with a
given fixed time step k = 1/Fs, where Fs is a sample
rate. In simulations of musical instruments, the sample
rate must normally be chosen greater than approximately
40 kHz.
As in electromagnetics FDTD applications16, the rel-
atively symmetric form of the system (8) in v and p sug-
gests the use of an interleaved grid. Let pnl represent an
approximation to p(z, t) at z = lh, and t = nk, for in-
teger n ≥ 0, and 0 ≤ l ≤ N ; here h = L/N for a given
bore length L is the spacing between adjacent values of
pnl . Similarly, let v
n+1/2
l+1/2 represent an approximation to
v(x, t), at z = (l+ 1/2)h, and t = (n+ 1/2)k, for integer
n ≥ 0 and 0 ≤ l ≤ N − 1. See Figure 4, illustrating the
arrangement of grid values.
v
v
v
v
v
v
v
v
v
p
p
p
p
p
p
p
p
p
p
p
p
x = 0h x = h
2
x = h x = 3h
2
x = 2h x = 5h
2
t = (n− 1
2
)k
t = nk
t = (n + 1
2
)k
t = (n + 1)k
t = (n + 3
2
)k
t = (n + 2)k
t = (n− 1)k
g, S¯ f, q, S g, S¯ f, q, S g, S¯ f, q, S
FIG. 4. Illustration of the interleaved arrangement of grid val-
ues for v and p, and locations at which the discrete functions
f , q, g, S and S¯ must be specified; the latter two quanti-
ties are approximations to S(x), and are discussed in Section
III.B.
For compactiness of notation, it is useful to introduce
various difference and averaging operators. For a given
grid function gnl , for integer or half-integer l and n, et+
and et− represent forwards and backwards time shifts,
and are defined as
et+g
n
l = g
n+1
l et−g
n
l = g
n−1
l
Time Domain Simulation for Brass Instruments 4
Similarly, spatial shifts ez+ and ez− are defined as
ez+g
n
l = g
n
l+1 ez−g
n
l = g
n
l−1
Forward and backward difference operators in time,
δt+ and δt−, and space, δz+ and δz− may be defined in
terms of the unit shifts as
δt+ =
1
k
(et+ − 1) δt− = 1
k
(1− et−) (12a)
δz+ =
1
h
(ez+ − 1) δz− = 1
h
(1− ez−) (12b)
Also useful are averaging operations µt+ and µt−, de-
fined as
µt+ =
1
2
(et+ + 1) µt− =
1
2
(1 + et−) (13)
B. Scheme
An interleaved scheme for system (8) may be written,
in operator form by employing the difference and aver-
aging operators given in (12) and (13), as
ρδt−v + δz+p+ qµt−v + fδt1/2µt−v = 0 (14a)
S¯
ρc2
δt+p+ δz− (Sv) + gδt1/2µt+p = 0 (14b)
Here, grid indices have been suppressed; all instances
of v and p refer to the grid functions pnl and v
n+1/2
l+1/2 .
Furthermore, the grid functions q = ql+1/2, f = fl+1/2
and g = gl are approximations to q(z), f(z) and g(z) at
the appropriate grid locations; Sl+1/2 and S¯l represent
distinct approximations to S(z) at interleaved locations.
The locations of these auxiliary functions on the spatial
grid are indicated in Figure 4. In the present work, these
values, have been drawn directly as samples through a
spline-interpolated approximation to the measured bore
profile, with the exception of S and S¯, which are best
chosen in a related manner—see below. Other possibil-
ities, not explored here, might include integrating the
bore profile over a grid spacing to obtain an averaged
value at the grid locations, similarly to the procedure in
finite volume methods33.
The instances of the operator δt1/2 represent causal
approximations to the fractional derivative operator, of
which there are many varieties, and which are discussed
in Section III.C. Notice also the use of averaging opera-
tors µt+ and µt−, which serve to centre the action of the
approximations to these fractional derivative.
Under the special choice of the interleaved approxima-
tions Sl+1/2 and S¯l of
S¯l =
1
2
(
Sl+1/2 + Sl−1/2
)
it is possible to show, under lossless conditions34, that
the scheme will be numerically stable under the Courant
Friedrichs Lewy35 condition
ck/h ≤ 1 (15)
regardless of the bore profile S. This implies, then, a
minimal grid spacing h for a given time step k; in gen-
eral, it is best to choose the grid spacing as close to this
minimum value as possible, to minimize numerical dis-
persion. If ck/h = 1, the scheme (14) reduces to the
well-known Kelly Lochbaum model used in acoustic tube
modeling for speech synthesis36.
C. Viscothermal Loss Approximations
Simple discrete approximations to the fractional
derivative operator have been extensively investigated.
A commonly used design is based on a discrete time ap-
proximation to the Grunwald-Leitnikow expansion, and
takes the form:
δt1/2 =⇒
1√
k
M∑
r=0
cre
r
t− (16)
The approximation is causal, as it depends only on pow-
ers of the backwards time shift operators et−, and may
be interpreted as a finite impulse response (FIR) filter
approximation of order M , where the coefficients cr may
be defined recursively as
c0 = 1 cr =
(
1− 3
2r
)
cr−1 (17)
Low order recursive designs, based on the use of contin-
ued fraction expansions allow a much better match to the
fraction derivative operation over nearly the entire fre-
quency range of interest. A useful approximation makes
use of an expansion of the Tustin transformation37,38, or
δt1/2 =⇒
√
2
k
(
1− et−
1 + et−
)1/2
(18)
which, when the continued fraction expansion procedure
is terminated after M steps, leads to an approximation
of the form
δt1/2 =⇒ A−1B (19)
where
B =
M∑
r=0
bre
r
t− A =
M∑
r=0
are
r
t−, a0 = 1 (20)
This approximation has the interpretation of a causal in-
finite impulse response (IIR) filter, of orderM . Other IIR
approximations, based on generalizations of the Tustin
transformation are also available39.
It is useful to compare the two designs in (16) and
(19) at the same filter order M , in the present context
of approximations to the behaviour of the brass instru-
ment bore; note that for a given order M , and when
employed in a scheme such as (14), both are on an equal
footing in terms of memory requirements and the number
of required arithmetic operations. To this end, consider
the approximations in the frequency domain, where δt1/2
behaves as a multiplation by a factor (jω)1/2, and the
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approximations as multiplicative factors, where each in-
stance of et− behaves as multiplication by e
−jωk. Figure
5 illustrates the behviour of the two approximations over
the critical playing range of frequencies for brass instru-
ments, between 0 and about 4000 Hz, when the sample
rate Fs is chosen as 88 200 Hz. The response of the FIR
approximation converges extremely slowly to that of the
fractional derivative; indeed, even for a filter order of
M = 20, the filter exhibits large inaccuracy over the nor-
mal playing range for a brass instrument. At an order of
M = 20, the IIR approximation gives good results above
approximately 100 Hz (inaccuracy below this frequency
is easily observed in calculated inputed impedances—see
Section V).
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FIG. 5. Real and imaginary parts of approximations to the
half derivative, in the frequency domain, at a sample rate
of 88 200 Hz, for different orders of approximating filters, as
indicated. Top: FIR approximation, and bottom, IIR approx-
imation. The exact response of the half derivative is indicated
by a thick black line.
D. Explicit Update Form
Under the approximation (19), which is causal, the
scheme (14) may be written in an explicit update form,
as
v = −
M∑
r=1
Q(r)vv e
r
t−v −
M∑
r=0
Q(r)pv e
r
t−p (21a)
p = −
M∑
r=1
Q(r)pp e
r
t−p−
M∑
r=0
Q(r)vp e
r
t−v (21b)
where the operators Q
(r)
vv , Q
(r)
pv , Q
(r)
pp and Q
(r)
vp are defined
as
Q(r)vv =
ar − ar−1 + k2ρ (q(ar + ar−1) + f(br + br−1))
1 + k2ρ (q + fb0)
Q(r)pv =
karδz−
ρ+ k2 (q + fb0)
Q(r)pp =
ar − ar−1 + kρc
2
2S¯
g(br + br−1)
1 + kρc
2
2S¯
gb0
Q(r)vp =
kρc2arδz+ (S·)
S¯ + kρc
2
2 gb0
In a vectorized implementation, all the operators above
may be represented as sparse matrix multiplications
(where Q
(r)
vv and Q
(r)
pp in particular are diagonal).
The only remaining issue is the specialization of the
operations at the boundary, which will be discussed in
the next section.
E. Boundary Conditions
The scheme as presented in (14) necessarily requires
boundary termination. In particular, the updates for
pressure values pn+10 and p
n+1
N at locations l = 0 and
l = N respectively, according to (14b) require values of
the velocity v
n+1/2
−1/2 and v
n+1/2
N+1/2, which lie outside the
range of grid values over the interior. Update (14a), in
contrast, does not require boundary termination.
The excitation to the system, for input impedance cal-
culations, is an impulse in volume velocity u0 = u
n
0 ,
where u00 = 1 and is zero otherwise. A suitable cen-
tred boundary termination for (14b) at location l = 0 is
then
S¯0
ρc2
δt−p0 +
2
h
u0 + gA
−1Bµt+p0 = 0 (22)
For other types of excitation, and particularly if the bore
is to be connected, e.g., to a lip model18, then a more
complex coupled condition between pn0 and v
n+1/2
−1/2 must
necessarily be resolved.
At the radiating end of the bore, an approximation
to the impedance (11), or, equivalently, the system (9)
must be employed. Here, it is the value v
n+1/2
N+1/2 which
must be determined in order to complete the update of
the pressure value pnN . To this end, set the values p¯
n+1/2
and v¯n+1/2 as
p¯n+1/2 = µt+p
n
N
v¯n+1/2 =
1
2S¯N
(
SN−1/2v
n+1/2
N−1/2 + SN+1/2v
n+1/2
N+1/2
)
and the network definitions (9) may be employed, by sub-
stituting difference and averaging operators as necessary:
v¯n+1/2 = µt+v
n
1 + µt+v
n
2 p¯
n+1/2 = Lδt+v
n
1
p¯n+1/2 = R1µt+v
n
2 + µt+p
n
1 v
n
2 = v
n
3 + v
n
4
pn1 = R2v
n
3 µt+v
n
4 = Cδt+p
n
1
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Here, the time series vn1 , v
n
2 , v
n
3 v
n
4 and p
n
1 need not all
be stored; the system above, when simplified and coupled
with the scheme (14a) leads to an explicit update in pnN ,
pn1 and v
n
1 . Thus two extra units of storage are required
to accommodate the reactive elements in the circuit rep-
resentation of the impedance from Figure 2.
The discretization above essentially employs the trape-
zoid rule, and the termination becomes equivalent to a
wave digital one port40; as such, there is some warping
of the reflectance away from the approximated curves in
Figure 3. For a sufficiently high sample rate, such warp-
ing effects will be very small over the playing range of
the brass instrument (indeed, the approximation to the
radiation impedance employed here is only valid over the
range of frequencies with ωa/c ≤ 3.8).
IV. BORE AND INPUT IMPEDANCE MEASUREMENTS
The model was validated against three different types
of orchestral brass instrument: trumpet, horn, and trom-
bone. These instruments, shown in Figure 6, were se-
lected to represent a broad range of bore profiles and
playing ranges, and hence test the validity of the numer-
ical method presented here. For each instrument, the
bore profile was measured and used as an input to the
model. The output from the model was then compared
with acoustic impedance measurements taken from the
same instruments. The details of each instrument are as
follows:
FIG. 6. The instruments used for this study.
Trumpet The trumpet used was a Smith-Watkins B♭
trumpet with a Kelly ‘Screamer’ mouthpiece. This
is a specialist high register combination with a very
small mouthpiece cup volume. The overall length
of the instrument, with no valves depressed, is ap-
proximately 1.38m, with a nominal pitch of B♭2
Trombone Conn 8H Artist Symphony tenor trombone
in B♭ with a Denis Wick 5AL mouthpiece. This is
a popular, professional level, orchestral trombone.
Measurements were taken with the trombone slide
in first position, giving an overall tube length of
approximately 2.74m.
Horn This was a Meinl & Lauber/Paxman ‘baroque’
horn modelled after an eighteenth-century instru-
ment by Huschauer, Vienna c.1770, together with
a Paxman-Halstead-Chidell (PHC 22) mouthpiece.
The instrument was crooked in D giving an overall
tube length of approximately 4.51m, corresponding
to a nominal pitch of D1.
The bore profile was measured using techniques sim-
ilar to those described by Myers41. The internal profile
of the bell was determined using a series of graded rod
gauges, attached to a rule allowing the insertion depth to
be measured directly. For the smaller diameter sections,
where access allowed, the bore was measured using inter-
nal dial calipers. For all other sections of the instrument,
the external diameter was measured at regular intervals
along the instrument with vernier calipers, and a nominal
wall thickness deducted from this to arrive at a value for
the bore. It is estimated that this procedure is accurate
to within +/- 5%41.
Axial measurements in bent sections were taken along
the mid-line. It has recently been shown that the effect of
a bend in the tubing of a wind instrument is frequency de-
pendent and mostly, though not always, small42. For the
trombone and horn, radii of curvature are large, and the
effect is negligible; for the trumpet, even with no valves
depressed, there will be higher curvature bends in the air
column through the valve section, and this assumption
is less justifiable, though it has still been taken here. A
comparison of the bore profiles is shown in Figure 7.
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FIG. 7. Measured bore radius, vs. axial coordinate, in mm,
with radius on a logarithmic scale for detail.
The input impedance for each of these instruments
was measured using the commercially available BIAS
system43,44. All impedance measurements were carried
out in an anechoic room with temperatures controlled to
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19− 20 ◦C. The experimental set up for the trombone is
shown in Figure 8.
FIG. 8. Experimental set up for trombone input impedance
measurements.
V. SIMULATION RESULTS AND DISCUSSION
All simulation results in this section were produced
using scheme (14), operating at 88.2 kHz. For a given
bore length L, the grid spacing is chosen so as to evenly
divide L, and satisfy the Courant condition (15) as closely
as possible. The order of the Tustin approximation to the
fractional derivative (see Section III.C) was chosen to be
M = 20.
The input to the model was chosen as an impulsive vol-
ume velocity excitation, as described in Section III.E; the
input impedance was taken as the unwindowed Fourier
transform of the pressure time series pn0 ; the simulation
duration was 10 s, or 882 000 samples in all cases.
Comparisons between calculated and measured input
impedance magnitudes for the three instruments de-
scribed in Section IV are shown in Figure 9; given that
the curves are very closely matched, a standard algo-
rithm searching for local extrema has been used, em-
ploying smoothing and parabolic fitting in the regions
surrounding the peaks. The frequencies of the first seven
maxima and minima of the input impedance curve for
each instrument are given in Table I, along with percent
difference in frequencies, as well as difference in mag-
nitude, in dB. The frequencies match in most cases to
under a percent, and amplitudes to within a dB or less;
as such, these results are similar to those obtained us-
ing frequency domain methods such as the Transmission
Line Matrix Method9, in the present case of a simple
plane wave model.
In the case of the trumpet and trombone, there is not
a strong systematic bias in the frequencies or amplitudes
of the extrema; in the case of the horn, however, such
a bias is observable, with calculated frequencies slightly
smaller than in the case of measurement, and amplitudes
of extrema slightly higher; such a difference could well
be attributed to inaccuracy in the temperature reading
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FIG. 9. Comparison between measured (solid line) and calcu-
lated (dotted line) input impedance magnitudes, in dB, for the
three cases of the trumpet (top), trombone (middle) and horn
(bottom). Here, the standard acoustic impedance (i.e. the ra-
tio of pressure to volume velocity) has been plotted. In the
finite difference scheme, volume velocity is determined from
the calculated particle velocity by multiplication by S(0).
in this case.
More interesting is the inaccuracy in the first computed
peaks, when these are at a particularly low frequency (as
is the case for the trombone, and even more so for the
horn). In this case, the inaccuracy is due to the viscother-
mal loss filter, which does not give a good approximation
at such frequencies; this is a clear weakness of FDTD
methods relative to purely frequency domain methods,
which suffer no such inaccuracy (in theory, though sim-
ilar problems have been noted in the case of the trom-
bone using such methods9). To this end, it is interest-
ing to compare calculated impedance curves in the low
frequency region, in the worst case of the horn, under
different orders M of the Tustin approximation to the
fractional derivative. See Figure 10.
As a further comparison in this worst case of the low-
est mode of the horn bore, the FDTD method described
here was described with direct spatial integration of the
frequency domain system (1), under the same approxi-
mations Z(B) and Y(B) to the impedance and admittance
respectively, and using the same approximation to the
radiation boundary condition (11). The system was in-
tegrated using a spatial step of 3.9 mm, and a frequency
resolution of 0.3 Hz, and using a centred trapezoid rule
scheme. As expected, above the extreme low frequency
range (i.e., above about 50 Hz), the impedance curves cal-
culated using FDTD and the frequency domain approach
are virtually identical. In the case of the first mode of
the horn, the frequency domain provides a better match,
as illustrated in Figure 11.
The other well-known feature worth noting is the devi-
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FIG. 10. Comparison between measured (solid line) and cal-
culated (dotted line) input impedance magnitudes, in dB, for
the horn, under different choices of the orderM of the approx-
imation to the fractional derivative operator. Top: M = 5,
middle: M = 10 and bottom: M = 20.
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FIG. 11. Comparison between measured (solid line) FDTD at
88.2 kHz, withM = 20, (dotted line) and direct frequency do-
main integration (dashed line) input impedance magnitudes,
in dB, for the horn, illustrating inaccuracy of the FDTD
method relative to frequency domain calculation for the first
mode of the horn.
ation of the calculated curves at higher frequencies, as is
easily visible in Figure 9—a feature of 1D models which
can be partly rectified using spherical (rather than pla-
nar) models of wave propagation, but can ultimately only
be fully resolved using a multimodal approach.
VI. CONCLUSIONS AND FUTURE WORK
This article has been intended as an examination of
construction techniques for finite difference time domain
methods for the acoustic bore, and, through comparison
with measured input impedance curves for a selection of
brass instruments, as a validation of such methods.
At the level of the static linear bore model itself, var-
ious refinements are possible. The model presented here
assumes simple planar wave propagation—various one-
parameter generalizations of Webster’s equation exist26,
including spherical wave propagation, which is well
known to produce superior results8,9; such generaliza-
tions do not pose any major difficulties in the present
TABLE I. Measured and Calculated frequencies of the first
seven maxima (+) and minima (−) of the input impedance
magnitude for the three instruments, accompanied by per-
centage difference in frequencies, and amplitude difference in
dB.
Trumpet, 20◦ C
Max/ Measured Calculated % Diff. Amplitude
Min Freq.(Hz) Freq. (Hz) Diff. (dB)
(+) 83.5 83.0 -0.6 -0.1
(−) 122.5 122.6 0.1 -0.4
(+) 234.2 233.0 -0.5 -0.3
(−) 261.1 258.6 -1.0 0.1
(+) 353.1 351.5 -0.4 1.0
(−) 379.1 378.2 -0.2 0.2
(+) 469.1 469.7 0.1 0.8
(−) 505.6 507.3 0.3 0.3
(+) 591.6 588.3 -0.6 1.0
(−) 631.1 634.2 0.5 -0.4
(+) 702.7 699.6 -0.4 0.4
(−) 754.9 755.9 0.1 -0.4
(+) 812.5 809.8 -0.3 0.3
(−) 878.8 882.7 0.4 -0.6
Trombone, 19◦ C
Max/ Measured Calculated % Diff. Amplitude
Min Freq.(Hz) Freq. (Hz) Diff. (dB)
(+) 38.3 38.2 -0.2 -0.9
(−) 71.8 73.2 2.0 -0.5
(+) 113.2 111.5 -1.5 -0.0
(−) 140.0 139.7 -0.2 -0.9
(+) 174.0 171.7 -1.3 -0.0
(−) 201.5 199.7 -0.9 -0.5
(+) 233.2 230.1 -1.3 -0.2
(−) 259.9 258.4 -0.6 -1.0
(+) 296.0 293.8 -0.8 -0.6
(−) 322.9 319.7 -1.0 -1.2
(+) 350.9 353.4 0.7 0.1
(−) 388.8 384.8 -1.0 -0.1
(+) 410.1 408.6 -0.4 1.0
(−) 446.4 442.6 -0.9 0.2
Horn, 20◦ C
Max/ Measured Calculated % Diff. Amplitude
Min Freq.(Hz) Freq. (Hz) Diff. (dB)
(+) 23.2 24.1 3.8 -2.3
(−) 41.1 41.5 1.1 0.6
(+) 64.8 65.0 0.2 0.3
(−) 78.2 78.0 -0.1 0.1
(+) 103.7 102.9 -0.7 0.2
(−) 119.1 117.6 -1.2 0.1
(+) 144.7 144.1 -0.4 0.4
(−) 159.2 158.3 -0.6 0.4
(+) 181.9 180.7 -0.7 0.5
(−) 197.9 197.0 -0.5 0.3
(+) 220.3 219.1 -0.6 0.2
(−) 235.8 233.3 -1.1 0.7
(+) 256.2 253.8 -1.0 0.8
(−) 271.8 270.7 -0.4 0.4
context of FDTD methods. Models of viscothermal losses
have been presented, to different degrees of approxima-
tion; some, such as model A, are not suitable for time
domain discretization. Slight differences emerge under
further approximation; in particular, model B appears
to be a safe choice under virtually any realistic bore pro-
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file. That being said, simulations using the simpler model
C, for the realistic bore profiles presented here, led to de-
viations in the magnitudes of impedance maxima on the
order of 0.2–0.3 dB from those calculated using model B.
At the level of numerical design, there are various fea-
tures of interest.
Numerical stability for the algorithm as a whole, under
the approximations to the fractional derivatives given in
Section III.C remains unproven. That being said, nu-
merical instability was not observed under any of the
realistic test configurations examined here. An approach
to the proof of numerical stability will necessarily involve
showing first passivity of the approximation to the frac-
tional derivative, which is possible through recourse to
a decomposition of the continued fraction expansion of
the Tustin operation into a passive RL network, under a
continuous-to-discrete bilinear transformation, and fur-
thermore to show conditions on ck/h, generalizing the
condition (15), such that global passivity in ensured when
such a network operates in conjunction with the bore it-
self. This second stage is less obvious, but it is conjec-
tured here that the condition (15) will continue to hold
under lossy conditions.
Another involves the approximation to the bore itself—
the lower the sample rate, the larger the minimal grid
spacing h becomes, from the stability condition (15). At
a certain point, resolution of the fine features of the bore
profile (particularly in the mouthpiece section) can be
too crudely modeled, particularly if the cup volume is
poorly approximated. An improvement is to be expected
if methods employing variable grid spacings is employed,
with little or no increase in computational cost—finite
volume methods33 are an excellent choice in this regard.
Finally, the modeling of viscothermal losses is some-
thing of a bottleneck in terms of memory requirements
and operation count; though not extremely large in the
case of standard instrument configurations, it is impor-
tant to keep the filter orderM as low as possible;M = 20
is sufficient for modeling virtually any brass instrument
at a sample rate such as 88 200 Hz, with some inaccu-
racy in the lowest peak of the input impedance. Another
approach to IIR design, rather than the use of the contin-
ued fraction expansion to the Tustin operator might be
direct optimization of an IIR design, perhaps weighted
towards good accuracy over the playing frequency range
of the instrument.
One of the appealing features of such direct time do-
main methods is their extensibility and generality. Be-
cause of the very direct relationship between the numer-
ical method and the underlying model problem, such ex-
tensions do not change the basic character of the method
itself.
For example, the introduction of time varying com-
ponents such as valves and slides into the method de-
scribed here is direct, and thus could serve as a use-
ful tool in the examination of transients under playing
conditions; FDTD methods applied to a simple time-
varying branched tube model of a valve has been pre-
sented recently17. One important point here is that when
one of the branches is very severely constrained (e.g.,
when a valve is very slightly depressed), the approxima-
TABLE II. Thermodynamic Constants
ρ 1.1769(1− 0.00335∆T ) kg· m−3
c 3.4723×102 (1 + 0.00166∆T ) · s−1m
η 1.846×10−5 (1 + 0.0025∆T ) kg· s−1m−1
ν 0.8410(1− 0.0002∆T )
γ 1.4017(1− 0.00002∆T )
tion (5), and all of its descendants is no longer valid, and
thus one may need to switch between large- and small-
radius approximations during the course of a valved ges-
ture. Another is that time variation, even if slow, as in
the case of a brass instrument under playing conditions,
must necessarily be viewed as a driving term—and thus
care must be taken to ensure numerical stability, even
under lossless conditions.
A more interesting extension is to the case of nonlinear
wave propagation in the bore, which can lead to shock
wave formation in long cylindrical bores (such as trom-
bones), associated with an appreciable change in timbre
at high playing amplitudes45–47. While it is possible to
examine such nonlinear effects under some conditions at
steady state using, e.g., frequency domain and harmonic
balance techniques48, an full examination of transients
will ultimately require a time stepping technique of the
type presented here. Finite volume methods33 are an ex-
cellent choice in this regard, and, in 1D, not extremely
different from the FDTD methods described here. Dif-
ficulties are to be expected, though, in the control of
numerical oscillations during shock formation—while a
large body of techniques for this purpose does exist, gen-
erally based on the use of artificial viscosity targeted at
the region of shock formation49, there is the danger that
such losses will be so large as to distort the response of
the instrument at high playing amplitudes.
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APPENDIX A: THERMODYNAMIC CONSTANTS
Values for the density ρ, wave speed c and gas con-
stants η, ν and γ, as functions of temperature deviation
∆T from 26.85◦C are given in Table II (as reproduced
from Benade20, and reprinted subsequently in Keefe23).
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