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Abstract
Most urban planning literature suggests that compact and mixed-use neighborhoods
correlate with lower vehicle kilometers traveled (VKT), and accordingly, lower energy
consumption and transportation-related emissions. However, many of these studies
also find that the relationship between urban form and travel behavior is marginal at
best, and several commit analytical errors, which may compromise the robustness of
parameter estimates.
This thesis examines daily travel behavior in Santiago de Chile to understand how de-
mographic structure, neighborhood design, and regional accessibility influence travel
behavior as measured through emitted grams of five criteria pollutants (C0 2, VOCs,
PM10, CO and NO,). To answer this question, two different modeling techniques
are employed to investigate the variables related to car ownership and travel behav-
ior. The first analysis uses a discrete-continuous choice model to understand the
attributes that influence car-ownership and travel emissions. The second study uses
structural equation modeling to simultaneously estimate latent urban form factors,
car-ownership and emitted pollutants. The advantage of each technique is that they
both offer the flexibility to address the four major methodological errors identified in
the literature review: inulticollinearity, spatial auto-correlation, the modifiable areal
unit problem and self-selection.
After controlling for the four methods-related gaps, both models find that, although
economic and demographic characteristics dominate in explaining travel decisions,
the built environment plays a small, but significant, role. The discrete-continuous
choice model uses two classes of measures to capture urban form: local attributes
and regional accessibility. It finds that neighborhood-level and regional characteris-
tics have an equally important impact on 2 or 3-plus vehicle ownership.Furthermore,
the model suggests that regional accessibility attributes dominate among the built
environment measures in explaining variations in emitted travel pollutants.
The structural equation model uses three latent urban form factors to characterize
the built environment: a high-intensity, mixed-use factor; a high-income residential
factor; and a non-gridded street factor. It finds that the high-density, mixed-use
factor decreases the utility of owning a vehicle, and reduces the likelihood of travel
emissions. The latter two factors, on the other hand, both increase the probability of
owning a car. Lastly, the non-gridded street factor has a consistently positive effect
on travel emissions.
Thesis Supervisor: P. Christopher Zegras
Title: Associate Professor of Urban Planning, Transportation and Engineering Sys-
tems
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1 1 REVIEW OF LITERATURE
1.1 Introduction
This thesis is an exploration of interaction between transportation and land use in
Santiago de Chile. Skyrocketing motorization rates are one of the biggest threats to
the sustainability and prosperity of the industrializing world. Although these motor-
ization rates are partially driven by GDP growth per capita, there are more nuanced,
and potentially avoidable, causes of this increased demand for private vehicles. A
growing body of literature suggests that there is an undeniable association between
the built environment and travel behavior. This thesis aims to examine those rela-
tionships in more detail, and tests the hypothesis that deliberate urban planning is a
promising mechanism for reducing motorization rates.
It builds on existing research in two important ways. First this study examines
the importance of neighborhood specification, and uses an empirically derived walk
buffer to define a small and unique neighborhood for each sampled household. Sec-
ond, this analysis corrects for the four principal errors committed in relevant analyses:
multicollinearity, spatial auto-correlation, the modifiable areal unit problem and self-
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selection. It uses two different modeling techniques to identify and quantify the ef-
fects of different attributes on car ownership and travel behavior as evidenced through
travel emissions. The first employs a widely used discrete-continuous framework to
establish baseline estimates. The second technique examines the potential of simul-
taneously estimating vehicle choice, travel emissions and latent land use factors in a
structural equation model. After evaluating the utility of each analytical framework,
the thesis ends with a discussion of the most salient findings, and their implications
for future policies and development strategies.
1.2 The Rise of the Automobile
Rising incomes and an increased demand for mobility have caused a rapid increase in
automobile ownership. This is especially true in developing countries, where motor-
ization rates are far from saturation, and are forecasted to increase more than 10%
per year ([341). Likewise, VKT is also growing at unprecedented rates. According
to Schafer, in 1960 individuals traveled an average annual distance of 1860 km. By
1990, that number had nearly tripled, and is predicted to increase at a global average
rate of 8% per year ([61]).
The costs of rising automobile ownership are high. At the most basic level, increased
motorization rates and higher auto mode share lead to congestion. As Gakenheimer
explains, transportation supply cannot keep up with this combination of increased
urbanization and motorization rates, and population and GDP growth,. Thus this
has resulted in a traffic epidemic in nearly all developing countries ([34]).
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Unfortunately, the effects of auto growth are not limited to roads. Despite innovations
in transport technology and fuel formulations, energy consumption and greenhouse
gas emissions (GHG) from the transportation sector are rapidly increasing across
the globe. Presently, the transportation sector accounts for approximately 20% of
all energy use, and it is almost exclusively dependent on petroleum-based fuels. It
produces about 25% of all GHG, and is a leading contributor of other types of air
pollution. In the United States, for example, transportation produces 40% of volatile
organic compounds (VOC), 77% of carbon monoxide (CO), 49% of nitrogen oxides,
and is a significant source of PM10 . Within urban environments these percentages
tend to be higher, and characteristics, such as an aging vehicle fleet, poor vehicle
maintenance or inappropriate fuel choices, drastically swings these averages ([37]).
Furthermore, there are numerous indirect effects of higher auto mode share. Many
researchers contend that the rise of the automobile enabled sprawl and intrinsically
changed the spatial character of cities, for the worse. Many researchers in the field of
public health also argue that high auto mode share and long commute times are one
of the many contributors to the global obesity epidemic ([32], [68]).
Despite the well documented problems associated with vehicle ownership and use,
the global desire for cars seems largely unchanged. Irrespective of cultures, geogra-
phy or decade, there is a strong positive correlation between income, VKT, and traffic
volume per capita ([61], [34]). Thus, this trend has prompted researchers to explore
vehicle ownership and travel behavior in more depth to understand what other factors
might mitigate auto use without stifling economic growth.
17
1.3 The Land Use and Transportation Link
An extensive body of urban planning literature examines the interactions between
land use and travel behavior. Typically, urban planning researchers tend to simplify
their characterization of the built environment by categorizing the elements of the
built environment into a few key dimensions. Cervero and Kockelman classified these
physical effects as the 3D's: density, diversity and design (1211). In 2009, Cervero et
al. expanded the list to include two additional D's: distance to transit and destina-
tion accessibility (122]). The following paragraphs contains a small selection of the
notable findings regarding land use and transportation. For a more comprehensive
review, see Ewing and Cervero ([29] [30])
Density is always measured per unit area, though its exact specification can take
many forms: employment density, dwelling unit density, population density, etc. Past
research shows evidence of a link between high densities, lower car ownership and
use, and higher transit share. In 1997, Cervero and Kockelman found that residen-
tial density was negatively correlated with non-work VMT in the San Francisco Bay
Area([21]). Similarly, in 2004, Zhang found that employment density at the work
location increased an individual's likelihood of commuting by public transportation.
Furthermore, there are numerous studies that find density strongly correlates with
lower auto ownership rates. Cambridge Systematics published two studies (one based
in Philadelphia, the other in San Francisco) that found that both dwelling unit den-
sity and population density reduced the likelihood of owning a vehicle ([64], [65]).
Likewise, Kitamura et al. ([441) found a similar correlation between residential den-
sity and vehicle ownership in Southern California. In 2010, Zegras found that higher
18
dwelling unit densities have marginal to notable effects on the decision to own 1, 2 or
3 vehicles in Santiago de Chile([69]).
Diversity refers to land use diversity, and is usually measured through a derived
index aimed at capturing the proportion of different land uses present in a given area.
Higher land use diversity shows evidence of being related to shorter trips, and fewer
trips by private vehicles. In 2002, Hess and Ong ([391) found that land use diversity
decreased the likelihood of automobile ownership in Portland, OR. Using data from
the metropolitan area of Hamilton, Canada (a suburb of Toronto), Potoglou and Ka-
naroglou developed a disaggregate modification to the entropy index (EI) , computed
as:
El5 oo = 
7 k)
where, Pk is the proportion of the developed land in the kth land-use type, and 500
denotes the 500m buffer distance used. They found the land use entropy measure had
a negative impact on owning two or more vehicles ([59]). There has also been com-
pelling evidence that high land use diversity has a powerful impact on mode choice.
In 1997, Cervero and Kockelman found that use mix, and high land use intensity both
reduced the probability of choosing a single-occupancy vehicle in the San Francisco
Bay Area.
Design captures the nature of the street network and the experiential elements of
place. A street network may range from a dense, urban grid of four-way intersections
to a sparse suburban network dotted with three-way intersections and dead ends.
Design can also include sidewalk coverage, average building setbacks, street widths,
19
street trees or other physical attributes of a place. Cervero with others has published
numerous studies demonstrating that design has a powerful and positive impact on
non-motorized travel. In 2003, he and Duncan found that a "bike-friendly factor,"
which loaded heavily on small block sizes and high four-way intersection densities,
moderately increased the likelihood of choosing a bike trip in the Bay Area ([201). In
2009, he analyzed non-motorized travel in Bogotd for an international perspective,
and found that street density, connectivity and cycle tracks were the strongest predic-
tors of non-motorized travel (122]). Zhang examined the effects of street connectivity
in Boston, and found a negative association between proportion of cul-de-sacs, and
public transportation or non-motorized trips. Similarly, he found that reduced net-
work connectivity at the trip destination increased the likelihood of driving (1731).
Furthermore, a large body of research points to a significant relationship between
vehicle use and street design. In 2010 Zegras found that four-way intersections per
linear km had a negative impact on owning two or more vehicles and VKT in Santi-
ago. He also found that three-way intersections had a positive effect on VKT([69]).
Distance to transit and destination accessibility both capture a location's greater
regional accessibility, and together these measures proxy for the ease of access to
destinations. Numerous studies suggest that public transit provision is negatively
correlated with VKT and car ownership ([69], [731, [22]) Furthermore, several stud-
ies suggest that regional accessibility measures, such distance to CBD, are positively
correlated with vehicle ownership, trip distances and trip frequencies ([691, [15], [54],
1551). Thus, although the connection between the built environment and travel be-
havior is complex and still under examination, there is already considerable evidence
that a correlation between these two entities exists.
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1.4 The Built Environment and Energy Use
Studies analyzing the effects the urban form and energy use date back to as early as
the 1970s. Anderson et al. provided a comprehensive review of this research, and con-
cluded that the link between the built environment and energy use is equally tenuous
as the relationship between urban form and travel behavior ([5]). Many of the studies
use CO 2 as the outcome in question, and each study relies on very different datasets,
methods and assumptions, thereby creating the need to interpret these findings with
caution. For example, Newman and Kenworthy published one of the earliest studies
on density and energy use. Using data from an international selection of cities, they
found a strong negative relationship between population density and transportation
energy consumption per capita. Unfortunately, this analysis drew from inconsistent
data sets and did not include socio-economic controls, which compromised the relia-
bility of parameter estimates ([56]).
A new wave of energy use and urban form literature has tried to to incorporate
more sophisticated controls into their analyses. In 2008, Glaeser and Kahn used
descriptive analysis with controls for income, weather and density to examine the
effects of urban form on CO 2 in 66 metropolitan areas in the United States. They
found that transportation CO 2 emissions per household were significantly higher in
low-density, sprawled regions, when compared with older, dense metropolitan areas
(135]). Similarly, Brownstone and Golob used a broad range of socio-economic vari-
ables in their analysis. They concluded that once they controlled for socio-economic
variations, density still had a modest effect on annual vehicle miles traveled (VMT)
and CO 2 emissions. (118]).
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1.5 Analytical Approach
Although the existing literature suggests that compact development coupled with a
balanced mix of land uses correlates with lower VMT, motorization rates and trans-
portation emissions, the relationship is weak and requires further analysis. Discrete-
continuous choice models are a popular framework for understanding vehicle holding
and use decisions. Although these models can be coupled with certain statistical cor-
rections to produce precise and robust parameter estimates, they are not capable of
robustly capturing highly complex and interconnected relationships between indepen-
dent and dependent variables. Simultaneous Equation Modeling (SEM) , on the other
hand, is a less-explored modeling technique that allows researchers to relax some of
these commonly violated assumptions, and accurately model complex indirect and
direct relationships.
Sections 1.5.1 and 1.6.1 will provide a theoretical background on both of these
analysis techniques. They will discuss the estimation methods and review how these
techniques are applied in current urban planning literature. Then Section 1.7 will
conclude with an overview of the principal analytical shortcomings committed in
urban planning publications, and how those issues can be addressed using discrete-
continuous choice models or SEM.
1.5.1 Discrete Choice Models
Discrete choice models characterize and predict choices between two or more distinct
alternatives. They use empirically-derived data sets to reflect disaggregate prefer-
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ences and allow for a more nuanced examination of decision-making.
According to Ben-Akiva and Lerman ([13]), individuals will select the alternative
that maximizes their utility. Because utility is an abstract concept, it is modeled as
a random variable, U, in which n individuals will select from j alternatives:
Uin = V(Zjn, Sn, /) + 6in (1.2)
where V is the systematic utility expressed as a function of a vector of attributes, Zin,
and a vector of socioeconomic characteristics sn that are unique to each alternative
j for n individuals. # is a set of unknown parameters that are estimated statistically
to represent the effect of each variable on the probability of choosing an alternative
(in this case, the choice is between 0, 1, 2, or 3 or more vehicles). 6jn is the random
utility component, which captures an analysts' imperfect knowledge resulting from
unobserved attributes or preferences, or imperfect measurements. Utility is modeled
as a probability of choosing alternative i from choice set, Cn
P (i|IC) = P (maxj Un, Vj E Cn) (1.3)
As Equation 1.3 suggests, the choice probability depends on the differences between
alternatives and is not an absolute value.
The logit model is one of the most widely used discrete choice models because the
formula for the choice probabilities takes a closed form and is readily interpretable.
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The logit probabilities can be expressed as
P . = (1.4)
Representative utility is usually specified to be linear in parameters: Vnj = 'Xnj,
where xj is a vector of observed variables relating to alternative j ([13], [111). Ac-
cording to McFadden (511) the log-likelihood function with these choice probabilities
is globally concave in parameters 3. This facilitates numerical maximization meth-
ods and allows numerous computer packages to estimate logit models ([51]). In this
thesis, Biogeme was used to estimate the binary and multinomial logit models ([141).
1.6 Discrete-Continuous Modeling Framework
In urban environments, vehicle use is an equally important consideration as vehi-
cle ownership. Unfortunately, properly estimating these decisions requires a more
complex analytical framework. Many studies suggest that the correlation between
demand for certain goods, such as electricity, vehicle kilometers traveled (VKT) or
travel emissions, may be biased by a key, but not directly observed, factor. For ex-
ample, the decision to own a bicycle and to bike numerous kilometers everyday may
both be driven by an unobserved preference for cycling. Therefore, in the cases where
the factors determining the demand for an item are highly correlated with the factors
predicting its use, more sophisticated modeling techniques must be used to avoid in-
consistent estimates (126], [50]).
Consider Equation 1.2, and the continuous choice of household travel emissions
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(here, individuals "choose" their travel emissions through their trip characteristics,
e.g. mode choice, trip time, frequency, destination etc.):
Yij = oiX 3 + vt (1.5)
where
yij = travel emissions per households, measured in kg;
0, = vector of household characteristics;
Xi = a vector of estimable parameters that vary for each pollutant; and
vj = unobserved characteristics of the household;
The problem of endogeneity emerges because E2p in Equation 1.2 and vij from Equa-
tion 1.5 are correlated due to an omitted variable, simultaneity or reverse causality
bias. For example, a household's innate enjoyment of motor vehicle travel (and high
level of emitted grams C02) will undoubtedly impact its probability of owning one
or more automobiles. Likewise, the unobserved attitude of driving displeasure, would
increase the utility of owning zero vehicles, and make a household more likely to limit
motor vehicle travel and have lower emissions.
If the error terms in a discrete-continuous choice model are related, then estimating
Equation 1.5 with ordinary least squares (OLS) will produce biased and inconsis-
tent results. One option for avoiding inconsistent parameter estimates is to model
emissions with a correction factor to counter the effects of the estimation bias. Sev-
eral effective correction tactics have already been developed. Mannering and Hensher
compiled a survey of these procedures, and found that they vary widely in their com-
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putational intensity and practicality. They also noted that the correction techniques
generally fell in two categories: indirect and direct methods. Indirect methods use
econometric techniques that were developed to address simultaneity, and they are
commonly implemented as an instrumental variable. Although Mannering observes
that this technique has the benefit of simplicity, he cautions that alternative correc-
tion techniques can result in more precise parameter estimates.
Direct methods are the other class of analytical techniques that can be used to address
endogeneity. They require some interaction between the discrete and continuous por-
tion of the modeling framework. Of the methods Mannering and Henscher examined,
they found that using the expected value of operating cost to correct for unobserved
bias was not only one of the most flexible methods being reviewed, but also one of the
easiest to apply. Moreover, it has been successful in numerous published articles (see
[26], [411, [50]) and obtained near identical results to more complex techniques([49]).
Deriving the expected value starts by estimating the discrete choice model for the
consumer good of interest. The probabilities from the output file are then inserted
into the following equation to derive the expected value:
n
E (X) = (k - P (X - Xk)) (1.6)
k=1
where
x = operating cost of alternative k; and
P(x) = the probability of that outcome
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Finally, emissions (yij) are estimated using E (X) in place of a dummy variable for
the number of motor vehicles.
1.6.1 Structural Equation Modeling
Measurement constraints have traditionally limited urban planning researchers to
quantifying the built environment through a combination of independently measured
attributes. Recently, that characterization of land use has been become increasingly
contested, and several researchers maintain that combinations of variables may have
a greater influence on the decision-making process (121], [29], [1]). There are already
many examples of using latent land use constructs in OLS and discrete choice models
([21], [29],[63]). The outcomes of these studies suggest that the built environment
follows somewhat predictable land use patterns. For example, the CBD is typically
characterized with high-density development that concentrates offices and services.
Residential neighborhoods on the other hand, are characterized by residential and
educational land uses, and typically have more green space and a higher percent-
age of local streets. In the United States and some other parts of the global north,
distinct land use patterns have also been connected with neighborhood age, where
older neighborhoods (those built before the 1920s) tend to exhibit high-density and
mixed land use. Newer neighborhoods (especially those built after 1960) tend to
be single-use, and characterized by wider roads and low densities. Factor analysis
analysis allows for a more statistically complex grouping of variables that does not
have to classify neighborhoods on a single parameter (age, function etc.). Instead it
uses covariance and variance matrices to understand if urban form follows any latent
patterns, and it helps researchers understand if these latent patterns better represent
potential relationships between the built environment and travel behavior.
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Another motive for using SEM is that it avoids inconsistent estimates that may
result from using the latent factors in another equation without their error terms
(12]). SEM resolves this problem, because it simultaneously estimates a system of
equations and gives researchers the freedom to specify variables as both endogenous
and exogenous. A structural equation system can be expressed as
y = a + By+ Fx+ (1.7)
where
y =vector of p endogenous variables
x =vector of m exogenous variables
a =vector of regression intercepts
B =p x p matrix parameter matrix of regression coefficients for the equations directly relating
the endogenous variables
F =p x m matrix parameter matrix of regression coefficients for the equations relating the
endogenous and exogenous variables.
vector of p disturbances
SEM models are estimated by applying matrix algebra to the variance-covariance ma-
trix. The objective-function is to minimize the differences between the model implied
variance-covariance matrix and the original sample's variance-covariance structure.
([1]). Covariances-based estimation assumes that the covariance matrix of the ob-
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served variables is a function of a set of parameters as illustrated in Equation 1.8:
()(1.8)
where
= population covariance matrix of observed variables,
0 = vector of model parameters, and
(0) = covariance matrix written as a function of 0
The matrix E (0) has three components:
1. the covariance matrix of Y
2. the covariance matrix of X with Y
3. the covariance matrix of X
Depicting 4 as the covariance matrix of X, and T as the covariance matrix of , then
according to Bollen 1989, the model parameters can be estimated using the following
matrix of equations:
(1.9)() (I - B)- 1 (FP4F' + T) (I - B)-" (I - B) 
1AF 1
4 F' (I - B)-
Proper estimation is contingent on model identification, which requires that unique
estimates of model parameters be obtained. This limitation is addressed by incorpo-
rating a theoretical understanding of the phenomena to restrict model parameters.
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For further discussion of model identification, see [171, 125], or [461
1.7 Methodological Challenges
The advantage of discrete-continuous choice models and SEM is that they can both
be employed in disaggregate studies that include a wide variety of socioeconomic
controls. However, the nature of urban data presents numerous technical challenges
that are not immediately addressed in these estimation methods. For example, many
of the dimensions used to characterize the built environment are highly correlated
with one another. Moreover, there are no universally agreed upon methods for data
aggregation, and the analysis always risks omitting a key variable, such as local or
regional effects, or some unobserved latent preference. Furthermore, although many
of the studies cited in Section 1.3 found a correlation between the built environment
and travel behavior, they say nothing about causality, and do not account for the fact
some unobservable characteristic might influence both travel behavior and residential
location. In light of these analytical shortcomings and mixed empirical findings, fur-
ther examination of land use and transportation interactions are required. This thesis
will address the four most common methodological challenges: spatial autocorrela-
tion; the modifiable areal unit problem (MAUP); multi-collinearity; and endogeneity
and self-selection. They are discussed in brief in the next sections.
1.7.1 Spatial Auto-Correlation
Spatial autocorrelation is a phenomena where a variable, or the error term of a pre-
dicted outcome is correlated with itself in space, thereby violating the assumption of
independence in observations. If neighboring samples are more alike, there is positive
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spatial autocorrelation. On the other hand, negative spatial autocorrelation arises
when nearby areas are distinct from one another.
Several corrections have been proposed to address spatial effects. A widely used
approach is the one developed by Anselin ([7]), which can be written in matrix form
as follows:
Y =pWY+X# + (1.10)
E = AWe+,p (1.11)
where,
Y = an n x 1 vector of objective variable observations,
X = an n x K matrix of independent variable observations,
0 = a 1 x K vector of parameters corresponding to K independent variables,
p = a parameter of spatial association corresponding to the objective variable,
A = a parameter of spatial association corresponding to c,
E = error term,
y = independent and potentially homogenous error terms, and
W = an n x n matrix containing weight wi that describe the interrelationships of
different locations, i and j. The advantage of this correction technique is that it is
easily applied to the outcomes of a discrete-continuous model.
Treatment of spatial autocorrelation requires a two stage modeling process. The
first step starts with a traditional regression model that is tested against a statistic
of spatial association (see section 1.7.1). If this stage of modeling fails to find signif-
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icant spatial association, then one can conclude the specified model accounts for all
observed variability. Otherwise, a spatial model would have to be estimated ([57]) .
For a detailed discussion regarding estimation and interpretation of these models, see
Anselin ([7]).
Spatial Statistics
Two popular spatial statistics are Moran's I and Anselin's LISA (Local Indicators
of Spatial Association, [81). Moran's I is a global statistic that measures spatial
dependence. It can be expressed as
n Ei E, Wij (Yi - 9) (Yj - (1)2I = En-_____ (1.12)
where
wij = weight matrix,
yi =value at the ith location,
9 mean value, and
n total number of observations
The Moran's I distribution is associated with a z-score, which tests the null hypoth-
esis that values are randomly distributed across the study area.
The LISAstatistic is a local version of Moran's I that measures spatial dependence in
portions of the study area. Rather than outputting a single score, the LISA statistic
outputs a map grouping samples or regions into one of the following outcomes:
e High-high - when xi is above the mean and the values of xj in adjacent zones
are also positive. This results in a positive statistic.
32
" Low-low - when both values are low. This results in a positive statistic.
" High-low - when the value at i is above the mean and the values in surrounding
zones are below the mean. In this case, the statistic is negative.
" Low-high - when the value at i is below the mean and the values in surrounding
zones are above the mean. This statistic is also negative.
" Not significant
Paez and Anselin recommend that researchers address spatial autocorrelation through
a multi-stage approach ([57], [7]). The first stage begins by testing the results of the
original OLS model with diagnostics for spatial dependence, and further supplement-
ing this information with qualitative LISA cluster and significance maps. If Moran's
I is significant, the Lagrange Multiplier test is used to determine whether a spatial
error or spatial lag model should correct for spatial autocorrelation. Traditionally,
spatial lag is best suited for addressing phenomena where neighboring values influence
each other through migration or diffusion processes. Spatial error, on the other hand,
controls for spatial mismatch and omitted variables ([9]). Chapter 3 followed this
procedure to account for spatial dependence, and addressed spatial autocorrelation
through both spatial lag and spatial error models. All analyses were conducted in
Geoda, an open source software program developed by Anselin that specializes in
spatial data analysis and geovisualization ([8]).
1.7.2 MAUP
Land use and transportation research often uses aggregated data sets, which creates
the potential for spatial misrepresentation. The MAUP arises because there is an
infinite number of ways a region can be subdivided, and each classification strategy
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can result in different reported outcomes. There are two main sources of error in the
MAUP: scale error and the zoning effect. Scale error is a function of different levels
of aggregation, which potentially mask the study region's variation through excessive
averaging. The zoning effect, on the other hand, emerges when different boundary
conditions lead to very different depictions of a place, as a result of a different aggre-
gation schemes capturing cultural, demographic, geographic, etc. differences better
than others (157]).
In urban planning research, neighborhoods are generally defined by institutional
boundaries: either census tracts or block groups, zip codes, or Traffic Analysis Zone
(TAZ), etc. depending on the data the researcher has available to him or her. Al-
though these boundaries provide analytical convenience, they are mis-leading con-
structs in micro-level causal analyses. These predefined zones often follow population-
driven zoning schemes which mask demographic, economic or behavioral sample vari-
ation. Furthermore, these artificial and arbitrary boundaries may not reflect a res-
ident's perception of his or her neighborhood, which undoubtedly plays a role in
influencing people's travel behavior. According to Clark (123]), the effects of data
variation are best addressed by grouping observations in a manner that results in
minimal information loss. Ideally, this would be accomplished by employing a tech-
nique that combines the data into homogeneous sub categories. Paez further suggests
that researchers should starts with the smallest zones possible, and compare the ini-
tial results with increasingly aggregated zoning strategies to ensure the results are
robust over a wide range of aggregation schemes ([57]).
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1.7.3 Multicollinearity
Another challenge in urban planning research is the significant level of correlation
among design, density, diversity and destination accessibility measures. For exam-
ple, compact neighborhoods are also likely to have dense street networks and mixed
land uses. As a result of these pervasive interrelationships, a regression that includes
too many measures of the built environment, risks violating a core assumption of
OLS regression: no variable can have an exact or near exact linear relationship with
another independent variable ([58]). Otherwise, incorporating two or more highly re-
lated variable will result in biased and inconsistent least-squares parameter estimates.
One approach to addressing multicollinearity is to condense the offending variables
into an index. Frank ([33]) developed a walkability index to capture the effects of the
built environment on walking behavior. To develop his measure, he computed a z-
score for net residential density, land use mix and intersection density, and combined
those values into a single score via a weighted average. Although, he found that the
walkability index positively correlated with physical activity, his approach was cum-
bersome and required trial-and-error tests to determine the optimal parameters for
the weighted average.
Factor Analysis is another approach to creating a multidimensional index of neighbor-
hood attributes. It used similarities in variance and covariance matrices to transform
sets of highly-correlated attributes into a small number of unrelated or marginally
related factors. In 1997, Cervero and Kockelman used factor analysis to transform
various measures of the built environment, into two intuitive, but not easily quan-
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tified, factors: walking quality and intensity. They found that these two factors
had a marginal influence on non-work trip mode choice ([21]). Similarly, Bagley
and Mokhtarian (2002) used factor analysis to create continuous measures of the
'traditional-ness' and 'suburban-ness' of sampled neighborhoods. These two factors
resulted from a combination of 18 characteristics, such as parking availability, dis-
tance to grocery stores, presence of a grid street network and walking quality. More
recently, in 2008, Ewing et al. used principle component analysis to reduce six ob-
served variables relating to population densities and block size into a single index
measuring sprawl. They found that the proxy for sprawl had a small but significant
correlation with minutes walked, obesity and hypertension.
Drawing from past examples, this thesis aims to avoid the shortcomings of prior
research by addressing multicollinearity in two ways. First, in Chapter 3, individual
measures of built environment were inserted into a discrete-continuous model predict-
ing auto ownership and travel emissions. Second, past research implies that factor
analysis is a viable means of accurately characterizing the built environment without
violating key statistical assumptions. Chapter 4 uses factor analysis as a part of
structural equation modeling framework to understand land use and travel behav-
ior interactions. It replaced the individual indicators of the built environment with
three marginally correlated, multidimensional measures of the built environment. For
additional information on this technique, see Section 4.2.1
1.7.4 Endogeneity and Self-Selection
Although much of city planning literature suggests that a measurable correlation
between urban form and transportation exists, there is a comparatively limited un-
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derstanding of causality. Before researchers can be confident in the precision of their
estimates and in the strength of their models, these shortcomings, known as self-
selection and endogeneity, need to be addressed.
Self-selection is a phenomena that arises when individuals actively choose a situation
based on inherent preferences or attitudes. It is partially caused by cross-sectional
data sets, which cannot capture causality in a single time slice. Thus, although nu-
merous studies have found that low density, suburban environments correlate with
more driving and less public transportation share, it is not clear whether the observed
travel outcomes can be ascribed to the built environment or existing travel prefer-
ences. Although self-selection is starting to receive increasing consideration in urban
planning literature, no consensus exists on how to accurately capture, quantify or
correct for self-selection. The next section reviews the type of errors that result from
self-selection and discusses the possible approaches to addressing this issue.
Despite the obvious challenges with trying to quantify or model the decision-making
process, disregarding self-selection could lead to substantial analytical inaccuracies.
In the model,
y- =3o + f 1xi + Ej (1.13)
OLS estimation assumes that the values, xi are uncorrelated with the error terms
ci. If that assumption holds, then the attribute is exogenous and independent of any
other variable within the system. However, if correlation exists between xi and ej,
then xi is endogenous and parameter estimates will be biased and inconsistent.
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In urban planning research there are two predominant sources of endogeneity. The
first is omitted variable bias. As the name implies, this phenomena arises when an-
other variable correlates with x and y. For example, attitudes, rather than the built
environment, may cause an individual to choose a certain neighborhood type and
a mode based on an overlooked latent preference for walking and high density, or
driving and open space. The second is simultaneity bias, which arises when the in-
dependent variable is jointly decided with the dependent variable. In both of these
cases, endogeneity produces biased estimates of 3 and prevents researchers from as-
signing causality.
Cao and Mokhtarian preformed one of the most comprehensive examinations of the
empirical findings in studies that address self-selection([19]). They reviewed 38 empir-
ical studies using nine different methods to control for self-selection: direct question-
ing, statistical control, instrumental variables, sample selection models, propensity
score matching, joint models of residential and travel choices and longitudinal stud-
ies. The majority of quantitive analyses that they reviewed found that the built
environment had a statistically significant influence on travel behavior, even after
controlling for self-selection. However, the magnitude of the effect was not uniform or
consistently reported. For example, studies using direct questioning and the statisti-
cal control methods tended to find that self-selection dominated in influencing travel
outcomes, but that the built environment also maintained a separate impact. In-
strumental variable (IV) regression (discussed in Section 1.7.4) and sample selection
models indicated that the built environment had a weak to strong effect after con-
trolling for self-selection. Similarly, the nested logit and structural equation modeling
approaches found evidence that both self selection and the urban form influenced
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travel outcomes. Cao and Mokhtarian concluded that the answer to the fundamental
question "Does the Built Environment have a distinct influence on travel behavior
after self selection is accounted for?" is an undeniable 'yes'. However, they also note
that future research should try to understand the strength of the isolated effect of
the built environment on travel behavior. Unfortunately, they found that the most
sophisticated control methods for self-selection were also the least informative in ad-
dressing the strength of the built environment effect. Thus, future research accounting
for self-selection must make tradeoffs between the more trustworthy results obtained
from complex analysis, and results that lend themselves to definitive conclusions and
policy recommendations.
Cao and Mokhtarian focused their review on studies predicting travel behavior with
corrections for endogenous built environment variables. This thesis takes inspira-
tion from that review and the selection bias literature to develop a framework that
corrects for households that self-select into vehicle ownership, and choose a neighbor-
hood based on an unobserved preference (or distaste) for cars and driving. It uses
the IV and joint model approach to minimize analytical errors and strengthen causal
inferences. Both estimation methods are discussed briefly in Sections 1.7.4 and 1.7.4.
Instrumental Variable
Instrumental variables (IVs) are a classic approach to dealing with endogeneity. Ide-
ally, an IV should meet two criteria. First, it must be highly correlated with the
endogenous independent variables, xi, but not with travel outcomes, yi ('relevance').
Second, it should not be significantly correlated with the error term, 6i, from Equa-
tion 1.13 ('exogeneity'). In land use and transportation research, the endogenous
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independent variables are neighborhood attributes and the error term is unaccounted
for land use and travel preferences. Once a viable IV is identified, it would then be
used in place of land use attributes to obtain unbiased estimates ([191).
Cao and Mokhtarian provide several example of studies that use IVs. Boarnet and
Sarmiento used instrumental variables to control for attitudes in their model predict-
ing non-work vehicle trips. They chose four non-transportation related neighborhood
amenities (%Black, %Latino, % homes built before 1940 and % homes built before
1960) to replace their built environment measures (population density, %grid, retail
density and service density) and found that only service and retail employment den-
sity became significant when these density values were instrumented ([16]). In another
example, Vance and Hedel (167]) explored the influence on the built environment on
car use and distance traveled. They employed a similar approach to Boarnet and
Samiento, and chose four non-transportation related attributes: percent of buildings
built before 1945 and 1985, percent of senior residents and percent of foreign res-
idents. Their IV regression indicated that commercial density, street density, and
walking times to public transportation had true effect on travel outcomes.
Despite the numerous investigations that have used IVs and the statistically sig-
nificant outcomes described in the preceding paragraphs, Cao and Mokhtarian find
this approach has several shortcomings. First, an instrument must be independent
from the predicted travel behavior. Khattak and Rodriguez used residential attitudes
as instruments to model a binary residential choice variable (neo-traditional versus
conventional). However, past research has shown that some of their selected attitudes
(e.g. 'having shops and services close by to me') correlated with travel outcomes, and
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Cao and Mokhtarian suggest that the instrument is invalid ([43]). Second, an instru-
ment should be uncorrelated with the error term, but explain a notable portion of
the variance in the built environment. Many of the cited instruments for urban form
acted as ineffective controls, and were designated as 'weak' by Cao and Mokhtarian
because they did not explain a sizable percent of the variation in the built environ-
ment. If researchers commit either of these errors, then the second stage equations
will have inconsistent estimators, and Cao and Mokhtarian warn that instruments
should be used with caution (119]).
Joint Models
Joint models are another approach for controlling for self-selection. This analysis
requires the joint specification of two outcomes (typically, residential location choice
and a travel outcome) to extract a latent bias for certain travel behaviors. Struc-
tural equation models (SEM) are one type of joint model. They create a continuous
specification of endogenous variables, which are modeled as directly impacting other
endogenous variables. These models allow for more specification flexibility and en-
able researchers to consistently incorporate attitudes into neighborhood location and
travel behavior equations. Bagley and Mokhtarian used SEM to to examine the inter-
action between attitudes, travel behavior and the built environment. They identified
two continuous measures of neighborhood type ('traditional' and 'suburban'), 10 atti-
tudinal factors and 11 lifestyle factors, and explored their effect on residential choice
and travel outcomes. They found that the attitude and lifestyle indicators dominated
in explaining residential location and travel behavior ([10]).
SEM is also commonly used to correct for self-selection as a result of its ability
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to accommodate indirect and multiple relationships, as well as reverse specifications.
Abreu et al. used SEM to model the interactions between socioeconomic, demo-
graphic, land use and transportation characteristics. Land use was modeled through
8 latent land use factors aimed at capturing the nature of home and work place loca-
tions. Self-selection was controlled for by considering the effect demographic and so-
cioeconomic characteristics have on land use characteristics. This research confirmed
many of the hypotheses that underlie new urbanism: (1) workers in dense, mixed-
use and central areas use transit and non-motorized transport more frequently; (2)
workers near freeways use motor vehicles more intensely. It also found that there was
some evidence of self-selection, though this conclusion was not quantified in any way.
Finally, the paper concluded by noting that the interactions revealed through SEM
were complex, and many attributes had different impacts at workplace versus residen-
tial locations. Additionally, they found that several of the built environment variables
were indirectly manifested through commute distance, underscoring the complexity
of land use and transportation models ([1], [2], [3]).
Due to the lack of available attitude and preference data from Santiago de Chile
in 2001, an SEM framework similar to Abreu's was used to control for self-selection
in Chapter 4. The approach estimated 3 latent land use factors, and incorporated
them in a simultaneously estimated binary vehicle choice and travel emissions model.
For a complete discussion on model estimation and results, see Chapter 4.
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1.8 Summary
This review of literature reveals that recent land use and transportation research
has both promising and discouraging results. On one hand, the literature suggests
that urban form and travel behavior are undeniably linked. Many studies have found
that high densities, mixed land uses and good regional accessibility correlate with
lower car ownership rates and VKT. On the other hand, land use and transportation
research suffers from numerous analytical errors, and failure to address these problems
may result in inconsistent and biased estimators, and over-predicting the impact
of the built environment on travel behavior. Four principal methods-related gaps
were identified: spatial autocorrelation, MAUP, multicollinearity, and endogeneity.
Corrections to these shortcomings were reviewed, and they will be used to re-examine
the effects of land use on travel outcomes and to assess the stability of prior research
outcomes.
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2 |THE STUDY AREA AND DATA
SOURCES
The previous chapters described the theoretical underpinnings of land use and trans-
portation research. This next chapter will focus on this study's specific context:
Santiago de Chile. It will describe the multi-dimensional transformation this city un-
derwent from 1991 to 2001, and hypothesize how these changes may have translated
into large-scale shifts in travel behavior. Then it will provide a detailed description
of the data made available for this study, and discuss how the data was prepared for
analysis. Finally, this chapter will conclude with descriptive statistics, and the results
of other fit metrics that were computed prior to running all other analyses.
2.1 Context: Santiago de Chile
This thesis uses Santiago de Chile as a lens to understand the relationship between
land use and transportation. Santiago makes an interesting test case for several rea-
sons: its residents regularly depend on a variety of modes, the city has invested in
a diverse set of transportation alternatives, and Santiago has undergone a significant
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demographic and economic transformation in the 1990s. In isolation, many of these
changes would induce very different behavior outcomes. Consequently 2001 presents
an especially interesting moment in Santiago's development that provides insight to
how these changes manifested themselves in individual travel decisions. Examining
this pivotal point in Santiago's development may also provide policy makers with a
better understanding of how to couple growth with urban development and sustain-
able travel outcomes.
2.1.1 Economic Climate
Santiago is the capital of Chile. It is comprised of more than 40% of the Chilean pop-
ulation, and similarly concentrates a large portion of the nation's wealth, industries
and premier educational institutions. In the 1990's, Chile transitioned to a demo-
cratic government and fully embraced free trade. These shifts catalyzed enormous
growth and development, and GDP grew at an unprecedented 7.3 % per year ([6]).
By 2001, Santiago had a burgeoning middle class (see Figure 2-1) and was quickly
establishing itself as the archetype for a modern Latin American city.
Although in some respects Chile was a model for economic growth and prosperity, it
was still an industrializing country, and income was unevenly distributed across the
city. In 2001, 15% of household still earned less than the monthly minimum wage
(approximately equal to $2400 per year). Nevertheless, the cost of living increased
for everyone producing two extremes in Santiago. On one hand, a small sub-sector
of Santiaguefios already enjoyed salaries and comforts that were commensurate with
Western standards. While on the other hand, a less fortunate segment of society
struggled to survive in their new modern environment (170]). The juxtaposition of
these two phenomena perpetuated the need for diverse transportation provision, as
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Figure 2-1: Income Distributions at Two Slices in Time: 1991 and 2001
well as encouraging disparate spatial patterns, which will be discussed in more detail
in Section 2.1.2.
2.1.2 Land Use and Transportation
Santiago's physical character underwent equally dramatic changes as its economy.
At the urban core, job creation and higher workforce participation rates drove the
need for higher densities along the city's central access. By 2001, a new CBD had
emerged 4.5 km to the east of the historic CBD, and the area in between had exploded
with complementary housing and services (170]). Apart from the densification of this
main corridor, Santiago also experienced significant growth at its periphery. In 1997,
the inter-municipality land use plan was modified to include 19,000 new developable
hectares. The need for cheap land to house Santiago's rapidly increasing population
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shifted development to the outer zones of the city, and by 2001, Santiago's urban
footprint had quintupled relative to its size in 1991. Numerous smaller changes were
also happening in tandem with these macro-level transformations. For a detailed
discussion of the shifts in urban form and micro-scale design, see Zegras' previously
published papers([71], [691).
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Figure 2-2: Household Vehicle Ownership
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In addition to Santiago's physical changes, its transportation systems also experienced
accelerated change. The rising standard of living fostered a demand for automobiles.
From 1991 to 2001 the motorization rate (measured in vehicles per 1000 persons) rose
at annual rate of 4% per year. On average this produced a motorization rate that was
about 20% of US levels and 30% of Western European levels - though effects were
uneven ([701). Figures 2-2 and 2-3 shows the motorization rate in 2001, as well as
auto mode shares. These maps indicate that in the northeast corridor of the city, car
ownership and the number of auto trips were increasing much more rapidly than the
citywide average increase of 4% and 7% per year.
The impact of of the 1990's growth and development on bus ridership are not
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Figure 2-4: Bus Ridership and Fleet Growth in the 1980s and 1990s
immediately obvious. Although bus share experienced a slight decline from 1991 to
2001, the government made several improvements to this mode prior to 2001, and res-
51
idents consistently benefited from an extensive bus network. Throughout the 1990s,
buses also became increasingly regulated and optimized. Route concessions and ad-
ditional government oversight decreased the number of buses, and improved each bus
line's efficiency. Additionally, there was a notable drop in fares in the early 1990's,
holding bus costs at an affordable level (see Figure 2-5). Nevertheless, the bus sys-
tem was hardly streamlined. It was still loosely regulated in some areas of the city,
and competition for passengers often led to unsafe operations. An older fleet stig-
matized buses as being dirty, and fares were not integrated among bus companies or
between the metro and bus systems (Figure 2-5). Furthermore, as Santiago's urban
form slowly shifted to accommodate private vehicles and the city grew in area, bus
transportation became increasingly less efficient, as the distance between origin and
destinations increased and trip times became longer ([70]).
Two other notable investments were made in the 1990s. First, improvements were
made to the metro system. The metro starting using an integrated fare system in
1994, which allowed riders to transfer from Line 2 to Line 1 without incurring an
additional fee (Figure 2-5). A new line was also introduced in 1998, adding 13 km
and 15 stations to the existing system (see Figure 2-6). Second, the 1990's marked
the beginning of a period of road and highway investment. There was a push to
make the street network more vehicle-friendly, and although none of the concessioned
highways were operational in 2001, local avenues were rapidly transforming under the
increasing pressure from congestion ([70]).
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Figure 2-5: Bus and Metro Fares in Santiago de Chile
2.1.3 Socioeconomic and Demographic Implications
The new economy had equally profound impacts on Santiago's demographic fabric.
The most striking change was the increase in income, and its disproportionate con-
centration in the north-east region of the city. In addition to increases in average
income, the number of workers (and the implied number of commuters) increased
from 1991 to 2001. The number of children per household began to decline, and
similarly the number of people per household also decreased. Finally, higher level
education became increasingly accessible, and modern amenities, such as Broadband
Internet, were quickly becoming standard in higher income households (Q701).
53
- KM ofTrack Trains
- Avg Daily Passengers
0
0
4-.
0
s0
70
60
50
40
30
20
10
0
-800
_700
00-400
- 200
2100
0
1 2005
Year
Figure 2-6: Metro Ridership and Infrastructure Growth over Time: 1970s to 2000
2.1.4 Summary
By themselves, these demographic, land use and economic trends would produce very
different effects on travel patterns. In tandem, however, it is very difficult to assess
the impact these forces would have. The ultimate goal of this research is understand
how these effects, both in isolation and in aggregate, impact travel behavior. More-
over, although this study's greatest contribution to existing literature is derived from
its innovative characterization of the built environment, it does not disregard the
importance of understanding the implications of demographic and economic change.
Using the data provided, this research aims to address the following:
" Isolate the effects of income growth in a rapidly developing city
" Understand the role of demographic change in the evolution of travel behavior
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* Identify the most influential spatial attributes of a city on travel behavior
" Develop a multi-pronged approach to understanding neighborhood form and
environmental effects.
* Create a model that considers both individual land use variables, as well as
multi-dimensional measures of urban form.
2.2 Data Sources
2.2.1 Land Use Data
Data for this analysis came from a variety of sources. The built environment attributes
combine data from the 2001 national tax records and business and land use permits
as they are reported to the national government. These data included information
on approximately 1.3 million residences and 400,000 non-residential land uses, all
geocoded by address to the census block level. The original data included 17 different
land use classifications (e.g. public administration, manufacturing, office etc), and
each registered activity included information on constructed area and parcel size
(both in M2 ). The only shortcoming of this data are that it was only available for 34
comunas (municipalities) and excluded some of the rapidly developing areas to the
north and south of the city's core. The street network data came from1999 digital road
maps. The intersection counts and street length were originally calculated by Zegras
(71]). Zegras also updated the 1999 map with all notable highway development and
road upgrades that occurred between 1999 and 2001.
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2.2.2 Demographics and Travel Behavior
City Center
Included Zones 0 2 4 8 12 16
Excluded Zones KM
Figure 2-7: 2001 Travel Survey Sampled Zones
Another important source of information was the SECTRA 2001 Household Travel
Survey. The original sample included 15,000 households: 12,000 of which were sur-
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veyed during the normal season and 3,000 that were selected in the summer. This
represented approximately 1% of the greater metropolitan region's households. The
survey area included 38 total comunas. It covered a approximately 2,000 km 2 and
was further subdivided into 779 survey zones. The size of each analysis zone ranged
from 17 to 19,000 hectares, with a mean value of 250 hectares. A map of the total
survey area is shown in Figure 2-7. The white area denotes the region with detailed
land use data, which was considered in this study. The grey zones are areas of new
growth that had travel survey, but no land use information associated with with them.
All households in these areas were excluded from the analysis reducing the original
dataset of 15,000 households to 13,449 households.
The travel survey was divided into three subgroups. The first contained the trip
data. This included detailed information on mode(s) (28 total categories), travel
times, travel distances and trip purposes (13 total). The second dataset corresponded
to the household characteristics. The transportation relevant variables include num-
ber of persons per household, household income, and the number of motor vehicles.
It also reported each residence's approximate rent or mortgage, and basic descrip-
tives on the household type and housing quality. Last, the household data provided
insight into other household amenities, such as whether a home had Broadband In-
ternet. The final data type reported was at the person-level. This dataset provided
high-resolution information on each member of the household. This included each
person's relationship to the head of household, birth year, educational attainment,
job status, income and gender. These data sets were combined using a combination
of keys, and data from all three subgroups entered the land use and transportation
models.
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Finally, although the ESTRAUS model is not an explicit component of the travel
survey, the travel survey was used to calibrate the model, and it merits a mention
in this section. Santiago's travel forecasting model is the ESTRAUS model. It is di-
vided into 618 zones that roughly correspond to the survey zones. Its total land area
measured 2,000 km 2 and each zone ranged from 17 to 19,000 hectares, with a mean
value of 316 hectares (see Figure 2-8) . The model run from 2001 provided informa-
tion on travel times for AM and PM peak hours, as well as off-peak information. It
included three modes: bus, metro and automobile. For public transportation, total
travel times included access, wait and in-vehicle travel times. Additionally, SECTRA
(the ministry of transportation in Chile) gave each trip distances for all modes an
assessed travel cost.
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Figure 2-8: ESTRAUS Zones
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2.2.3 Household Travel Emissions
The last data source used for this analysis was a table of grams of pollutants emitted
by the 13,449 households sampled in the travel survey. Zegras and Hunter derived
these measures using the travel behavior data from the 2001 Household Travel Sur-
vey. They identified and analyzed five key contributors to air pollution: respirable
particulates (PM10 ), carbon monoxide (CO), the oxides of nitrogen (NO.), volatile
organic compounds (VOCs) and carbon dioxide (CO 2 ) (172]).
In the 1990s, the Chilean government began an organized campaign to improve air
quality. By 2001, air pollution had dramatically subsided, but Santiago still had pe-
riodic air quality alerts, and continued to violate standards for PM10 , CO and ozone
([24]). The transportation sector is partially responsible for Santiago's poor air qual-
ity. As of 2005, motorized travel accounted for 31% of PM10 , 88% of CO, 25% of
CO 2 , and 68% of NO_. Further examination of these percentages reveals that differ-
ent types of motorized transport have very different emission profiles. Cars are the
leading contributors of VOCs, CO and CO 2, whereas trucks and commercial vehicles
are the main source of PM1 o. Cars, trucks, buses and commercial vehicles evenly con-
tribute NO. (124]). All emissions calculations relied on published averages to compute
a relative emissions measure. This calculation included factors such as average speed,
household vehicle characteristics, average electricity emission and average occupancy
rates. For a full description of how these measures were calculated, see Appendix 1
of Zegras and Hunter ([72]).
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2.3 Measures and Descriptive Statistics
2.3.1 Spatial Unit
Neighborhood attributes are expected to impact a household's decision to own one
or more cars, as well as influence each member's travel patterns. This study tries to
capture those microlevel effects by creating an empirically derived walk buffer around
each household. The 550-meter boundary for each neighborhood was empirically de-
rived based on the median walk distances reported in the 2001 Travel Survey. The
street network from the 1999 digital maps were used to identify all walkable paths by
excluding highways, tunnels and all roads under-construction. Using that modified
street network, a 550-m buffer for each household was calculated to represent its re-
spective neighborhood (see Figure 2-9 for a random sample of these buffers). This
resulted in 9,832 unique buffers, since some households in very dense areas of the city
were sampled from the same block. Once these buffers were generated, all geo-coded,
building-level land use measures were aggregated to the buffer level, thereby defining
a different set of neighborhood characteristics to each unique household location.
This unique spatial unit had two important functions. First, it played a key role in
the corrections for the MAUP. The small, localized "neighborhood" created for each
unique household location reduced the amount of spatial heterogeneity. The network
driven buffer also ensured that inaccessible areas were not included in a household's
"neighborhood". Second, the walk buffer is also a more accurate characterization of
the area that immediately impacts travel outcomes, and using it in place of more
aggregated spatial units, strengthens causal arguments at the micro level.
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Figure 2-9: Walk Buffers
2.3.2 Built Environment Measures
The relevant physical characteristics can be broadly grouped into the five categories
popularized by Cervero et al. (122]) to describe urban form: density, diversity, de-
sign, access to Destination and Distance to Public transit. The final two categories
are recent additions to Cervero's orginal 3D's ([21])and though each has a slightly
different connotation, they have been combined in this study into a single "regional-
connectivity/ accessibility" subgroup.
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Density
Density is a classic measure of the built environment, and of all indicators, it has
the clearest and most agreed upon impact on travel behavior. Density is typically
measured as population per unit area. This study builds on the existing characteri-
zation of density, by replacing population density with a more physically meaningful
measure: dwelling unit density. The SEM model also includes the density of six dif-
ferent types of land uses: commercial services, residential, other services, office, public
administration and sport. This allows for a more nuanced view of an area's urban
fabric, and could potentially reveal important trends connecting land use densities
with different travel outcomes.
Diversity
The term diversity refers to land use, rather than ethnic, diversity in this context.
Theoretically, an even mix of land uses will shorten the distances between origins and
destinations, and, all else equal, reduce trip lengths and travel time. Land use mix
was measured through a modified version of Rajamani's et al. diversity index ([601).
Originally the metric had the following formula:
r L 1 e |s (i.1
-I=I I 1+ I-L -11+ I 51+ IT ,1+ IT - (2.1)
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where:
r = m2 of residential floor space;
c = m2 of commercial floor space;
e = m2 of education floor space;
s = m 2 of services floor space;
i m 2 of industrial floor space; and
T =r+c+e+s+i.
This measure is a proxy for the mix of land uses present in a given area. A value
of 0 denotes a mono-use zone, whereas a designated score of 1, suggests the optimal
mix of land uses has been obtained. Due to different categorizations of land use, this
measure was modified to include the following land uses instead: office, commercial
and services, other services, residential, and public administration. Otherwise, the
indicator was unchanged.
Design
Design captures the micro-level experience of being in place. It focuses on the form
of buildings and their spatial configurations, and this study aimed to capture the
effect of design through two types of measures. The first focused on street design.
Intersection type (3-way, 4-way or Dead ends) was included to proxy for street con-
nectivity. Intersection type can also provide insight ito the age and aesthetic of a
neighborhood. For example, a high percentage of 4-way intersections suggests that
an area has a gridded street network and might be a historical neighborhood with
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traditional building architectures. Additionally, the street design attributes included
information on street class. Each street class has a characteristic width, vehicle ca-
pacity and speed (ranked from lowest to highest: alleys and paths, streets, avenues
and highways). The types of streets serving a neighborhood can result in very differ-
ent building spacing, land values and travel experiences.
The other set of design variables are hybrids of density and design. FAR is the
floor-to-area ratio. Although it can be used to measure density, it is used in this
study to complement traditional density metrics to gain insight to each building's
form. Skyscrapers denote a specific and modern neighborhood type, and for this
study both Residential FAR and Office FAR were considered.
Regional Connectivity/ Accessibility
Access to destinations and distance to public transit are an extension of Cervero and
Kockelman's original 3D's ([22], [211). Both measures evaluate an area's accessibil-
ity and proxy for an individual's ability to reach a destination through a variety of
modes. These categories were combined under one heading in this study, and were
evaluated through three different metrics: distance to nearest metro station, distance
to CBD, and a gravity measure. All three of these measures were included to capture
a household's access to the greater metropolitan area, and to understand how regional
connectivity, in conjunction with or in spite of local characteristics, impacted travel
outcomes.
The first attribute was a simple distance to nearest metro station. This value was
calculated for each household and reported in kilometers. It was computed using
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ArcGIS 10's Network Analysis tool, and it represents the shortest path on the street
network to a metro station. The second measure was distance to CBD that was com-
puted using the UTM coordinates of each household and the Plaza de Armas, the
city's historic center. This was a Euclidean distance and reported in kilometers.
The gravity measure was the most complex of accessibility indicators to enter a model.
It can be defined as:
Am7z ZwjeC bTT;7' (2.2)
jEL
where,
A = the accessibility measure for mode m in zone i;
TT = the travel time (including access, wait and in-vehicle travel time) for mode
m from zone i to zone j.
w total constructed area of Commercial Services, Health and Social Services,
Offices and Public Administration;
b = a parameter representing travel time sensitivity. Following Zegras ([69])
0.46 was used
The gravity measure was computed for bus and auto travel using the travel times
derived from the ESTRAUS model. All travel times represented centroid to centroid
distances, and intra-zonal travel times were designated a travel time of 0. Addition-
ally, only morning peak travel times (from 07:00 to 09:00 hrs) were considered, since
they represent the period when the transportation network is the most strained. As
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a final step, the ratio of automobile to bus accessibility was computed, with the ex-
pectation that a higher ratio suggests a newer, and more car-oriented neighborhood.
2.3.3 Endogenous Variables
The models in this study used two types of endogenous variables to understand the
factors influencing travel behavior: vehicle ownership and travel-related emissions.
Vehicle choice is the number of vehicles owned by each household, as reported in the
2001 Travel Survey. It is modeled as the discrete choice of 1, 2 or 3-plus vehicles, and
uses 0 -vehicles as the baseline choice. Travel emissions are represented through five
types of transportation-related pollutants: carbon monoxide (CO), volatile organic
compounds (VOCs), nitrogen oxides (NO,), respirable particulate matter (PMo) and
carbon dioxide (C0 2), as described in Section 2.2.3.
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2.4 Final Data Checking
2.4.1 Variance Inflation Factor
Before initiating any analysis, all variables had to pass the Variance Inflation Factor
(VIF) test. VIF is a simple diagnostic of collinearity. The VIF of covariate i is 1_a
where R? is the R 2 value from a regression of variable i against all remaining variables
in the model. Values greater than 5 are considered problematic, and no attribute
exceeding that cut off value was included in this analysis ([38]). The only offending
variables were DistCBD and DistCBD2. Although they are perfectly collinear, the
combination of these variables aims to capture the non-linear effect of distance, and
they both remained in the data set.
2.4.2 Kaiser Measure of Sampling Adequacy
Urban planning and transportation literature helped guide the initial set of variables
that were considered in this study. Variable selection was also based on exploratory
spatial and statistical analysis, which aided in identifying excessively noisy attributes,
extreme outliers and/or measurement errors. The variables listed in Table 2.1 are
the subset of attributes with the most relevance to the dependent variables and the
most robust values. As a final check of this data set's appropriateness for an SEM
measurement model , the Kaiser Measure of Sampling Adequacy was performed. This
test examines communalities among variables, and determine the level of similarity
among their variance patterns. Consistently small values suggest that latent variable
modeling is a ill-suited analysis method; conversely, values above 0.70 indicate that
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latent variable modeling is an appropriate choice for the data set.
The overall score is 0.80, which is considered meritorious. A score less than 0.50 is
considered unacceptable. No variable attained an individual score that was unac-
ceptable; consequently, no further modifications to the data set were made before
beginning the analysis.
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Table 2.1: Variables, Definitions, Units, Descriptive
tion with Vehicle Ownership or Travel Emissions
Statistics and Expected Correla-
Variable Description Unit N Mean S.D. Exp,
Cor.
Household Characteristics
# Children Number of Children HH 13,450 1.58 1.23 (+)
# Workers Number of Workers HH 13,450 1.62 0.99 (+)
# Elderly Number of Elderly HH 13,450 0.3 0.6 (-)
# Students Number of Students HH 13,450 1.11 1.13 (+)
Male0dum No males in a household HH 13,450 0.07 0.26 (-)
Income Monthly Income in 2001 HH 13,450 506,611 620,254 (+)
Pesos
Internet Broadband Internet HH 13,450 0.02 0.15 (+)
Univ De- > 1 College Degree HH 13,450 0.2 0.4 (+)
gree
Apt Lives in an apartment HH 13,450 0.18 0.39 (-)
Density
Res. Dens Number of dwelling unts Walk Buf. 9,832 35.29 16.76 (-)
per hectare
ComServ Commercial Services and Walk Buf. 9,832 0.02 0.06 (-)
Dens Lodging Density
OtServ Other services density Walk Buf. 9,832 0.01 0.03 (-)
Dens
PubAdmin Public Administration Walk Buf. 9,832 0 0.01 (-)
Dens Density
Office Dens Office Density Walk Buf. 9,832 0.02 0.09 (-)
Sport Dens Sport Facility Density Walk Buf. 9,832 0 0 (-)
Diversity
Use Mix Mix of land use activities J Walk Buf. 9,832 0.16 0.17 (-)
Design
% PSJE Percent alleys and path- Walk Buf. 9,832 0.29 0.2 (+)
ways
% Calle Percent streets Walk Buf. 9,832 0.52 0.2 (+)
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Table 2.2: Variables, Definitions, Units, Descriptive Statistics and Expected Correla-
tion with Vehicle Ownership or Travel Emissions (cont'd)
Variable Description Unit N Mean S.D. Exp,
Cori
Inter4 Percent four-way inter- Walk Buf. 9,832 0.27 0.12 (-)
sections
Inter3 Percent three-way inter- Walk Buf. 9,832 0.61 0.13 (+)
sections
Res. FAR Floor-to-Area Ratio Walk Buf. 9,832 0.53 0.53 (-)
(Residential)
Office FAR Floor-to-Area Ratio (Of- Walk Buf. 9,832 0.41 0.64 (-)
fice)
Access to Destinations
CBD Dist Euclidean distance to HH 13,450 10.09 4.79 (+)
Plaza de Armas
Metro Dist Network distance to HH 13,450 4.36 3.04 (+)
nearest metro station
(km)
Access Ratio of auto- to bus- ac- ESTRAUS 618 1.91 1.7 (+)
cessibility
Dependent Variables
# Autos Number of vehicles HH 13,450 0.54 0.76 -
CO 2  Carbon dioxide HH 13,450 6,794 8,071 -
PM10  Respirable particulate HH 13,450 0.58 0.78 -
matter
NOx Nitrogen oxides HH 13,450 23.32 23.92 -
VOCs Volatile organic com- HH 13,450 7.96 16.15 -
pounds
CO Carbon monoxide HH 13,450 90.88 167.66 -
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Table 2.3: Kaiser Measure of Sampling Adequacy Scores
Variable Score
Res. Dens 0.54
ComServ Dens 0.90
Other Service Dens 0.84
PubAdmin Dens 0.93
Office Dens 0.84
Sport Dens 0.96
Use Mix 0.79
% PSJE 0.70
% Calle 0.69
Inter4 0.62
Inter3 0.64
Res. FAR 0.83
Office FAR 0.88
Access to Destinations 0.61
Overall Score 0.80
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3 |HOUSEHOLD VEHICLE OWN-
ERSHIP AND TRAVEL EMIS-
SIONS
From 1991 to 2001, Santiago underwent a period of dramatic change: its economy
flourished, and accordingly its residents and their environments began to adapt to
an increasingly modern and middle class life style. During this time, households, on
average, began using more energy-intensive modes of transportation and motoriza-
tion rates grew at unprecedented speeds. To disentangle the effects of demographic,
economic and land use changes, a disaggregate, two-staged modeling technique was
used. First, household vehicle ownership was estimated via a binomial logit (BNL)
and multinomial logit (MNL) models. The MNL results were then used to compute
the expected value of number of vehicles, and that value was incorporated into a
second-stage multivariate regression equation estimating travel emissions. To deter-
mine the extent to which spatial association was confounding parameter estimates,
the final OLS results were subjected to local tests of spatial autocorrelation, and cor-
rected via a spatial lag or spatial error model. Finally, this chapter concludes with
elasticity estimates for key variables and a summary of notable findings.
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3.1 Discrete-Choice Model Estimation
According to basic microeconomic theory, individuals will make decisions that max-
imize their utility subject to a budget constraint. For travel behavior decisions,
constraints come in terms of time or cost, and utility is a function of preferences.
Numerous studies have linked socioeconomic variables, such as income, household
size, and number of workers to certain travel outcomes (69]). There is also evidence
that the built environment and transportation outcomes are linked, but this rela-
tionship requires further examination. In many publications urban form produced a
minor influence on travel behavior, at best. Furthermore, Chapter 1 identified four
methodological problems that may be further confounding empirically-derived rela-
tionships. This chapter will use a discrete and continuous choice model to re-examine
the effects of the built environment with corrections that attempt to address all four
analytical gaps.
3.2 Results
Two types of discrete-continuous choice models were estimated. The first was a
simple BNL-OLS model that estimated vehicle choice as a binary decision. The
purpose of this model was to act as a point of comparison with the SEM model
estimated in Chapter 4. A MNL-OLS model was also estimated in Section 3.2.2.
This modeled facilitated comparisons with Zegras' past work ([69], [721) and allowed
for more detailed analysis of vehicle ownership decisions.
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3.2.1 BNL Model
Table 3.1 presents the binary logit model results. Model specification partially fol-
lowed the data set Zegras and Hunter used, and only parameters that were significant
to the 90% confidence level were included in the final model specification. Overall,
the model results behaved as hypothesized in Table 2.1 suggesting valid analysis
methods and robust a priori data processing.
The first group of variables correspond to each household's socio-economic and
demographic characteristics. As expected, both income and a college education have
a strong positive impact on auto-ownership. This is likely due to an increasing value
of time and heightened demand for comfort associated with the status of a high in-
come and a college degree. A household with one worker has an increased probability
of owning a vehicle, whereas a household with three or more workers is less likely to
own a car. While this relationship is not entirely clear, it suggests that a three worker
household might have less income per capita, and accordingly less means to own a
car. Households with a larger number of children appear to have a greater probability
of owning a vehicle, which is logical given that, all else equal, more children require
that the adult members of a household make more shared trips. Households with no
males have a lower likelihood of owning a vehicle, which may capture a latent gender
preference for car ownership (see [48] for complementary findings).
Two other, non-demographic, household characteristics were also included in this
model: Broadband Internet and a dummy for renting. Broadband Internet had a
strong positive effect on car ownership. In 2010, Zegras hypothesized that Broad-
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Table 3.1: BNL Model Results
Coeff.
Description estimate t-stat p-value
Household Characteristics
HH Inc 2.06 20.50 0.00
Child2dum 0.244 5.33 0.00
Child3dum 0.240 4.00 0.00
Work1dum 0.210 4.58 0.00
Work3dum -0.497 -7.24 0.00
MaleOdum -0.872 -9.57 0.00
Renter -0.389 -6.25 0.00
Univ Grad 0.433 6.11 0.00
Broadband 0.790 2.95 0.00
Density
Res Density -0.109 -4.26 0.00
Diversity
Use Mix -0.129 -4.20 0.00
Design
3-way Inters. -0.0615 -1.99 0.05
4-way Inters. -0.112 -3.62 0.00
% Alleys -0.106 -2.76 0.01
% Streets . -0.0615 -1.78 0.07
Regional Accessibility
CBD Dist (km) 0.174 1.67 0.09
CBD Dist 2 (km) -0.206 -2.16 0.03
Constant -0.188 -3.97 0.00
Table 3.1 Notes: N=13,449;Null Log-Likelihood: -9,322.136;
Final Log Likelihood: -7,165.541; LR Ratio Test: 4,313.192;
p 2 =0.231; Referent: 0-vehicles
band Internet proxies for a modern lifestyle (1691), or that a complementarity exists
between telecommunications and travel demand. These theories still appears to hold.
Finally, renting is related to lower vehicle ownership, which may be a result of renters
having the flexibility to choose a transportation efficient residential location.
The built environment variables fall into four categories: density, diversity, design
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and regional accessibility. The first three classes of measures represent the local at-
tributes of each household's neighborhood. Theoretically, these factors characterize
the environment a household interacts with most frequently. Regional accessibility,
on the other hand, is an indicator of the household's relative location in the greater
metropolitan area, and captures how its city-wide accessibility compares with other
household locations. Of the built environment attributes, the density and diversity
measures showed the strongest correlation with vehicle ownership. Both the residen-
tial density and the land use diversity measure were negatively correlated with vehicle
ownership. This follows intuition, given that all else equal, higher residential densi-
ties would imply lower parking- and road-space per capita. Furthermore, a higher
diversity measure suggests that trip distances for different trip purposes are lower,
and thus the need for a vehicle trip can be replaced by an alternate mode.
There were also four measures of design that were significant to the 90% confidence
level. A larger percentage of streets, alleys and pedestrian paths (at the implied
expense of more car-friendly avenues and highways) has a negative influence on car
ownership. Three-way and four-way intersection density also reduces the utility of
car ownership. Two plausible explanations of this relationship exist. First, high in-
tersection densities may be a proxy for older, denser and car-incompatible areas; or,
second, they might correspond to tangled street-networks that have not been designed
to optimize vehicle throughput.
Surprisingly, CBD distance only had a moderately positive correlation with motor
vehicle ownership. CBD distance2 had a stronger, negative effect. The combination
of these two parameters suggests that distance to CBD produces a non-linear effect
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on the utility of auto ownership. Initially, greater distances from the CBD increases
the probability of vehicle ownership. Santiago is a highly mono-centric city, and this
is likely the result of households outside the urban core having longer, more onerous
journeys to work that are most efficiently served by a car. However, the significance of
the squared terms implies that at the urban periphery, the effect of distance declines
and households are less likely to own a vehicle. This is likely the effect of satellite
urban centers, which increases the self-sufficiency of these locations.
3.2.2 MNL Model
The results of the MNL model largely reinforce the findings of the BNL model, and
are similar to those of Zegras ([691) and Zegras and Hunter (172]). The coefficients for
income, a university degree, Broadband Internet and number of children all had an
increasingly positive effect on higher vehicle ownership. This suggests that children
increase the utility of owning more vehicles, which is likely the result of an increased
demand for shared trips. The progressive strength of the income, university degree
and Internet on automobile ownership suggests that wealth, education and a desire
for modern lifestyle are related to the decision to own a multiple motor vehicle.
Other variables, such as number of workers and the zero-males dummy variable did
not have a consistent effect on vehicle ownership. One worker had a positive ef-
fect on owning a single vehicle, but a negative effect on two or more vehicles. This
implies that the average one-worker household did not have the means to afford mul-
tiple personal vehicles, or had no need for them. Three-worker households had an
evenly negative effect on owning one or two vehicles. It was insignificant for three-
vehicles. Similar to the results with the binary vehicle choice model, this outcome
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indicates that three-worker homes have less income per person, despite multiple in-
come streams, and these households cannot afford the luxury of private automobiles.
Lastly, being a renter had an increasingly negative effect on all levels of vehicle own-
ership. This further supports the argument that renters have the location flexibility
to choose transportation efficient residences. It may also be capturing the negative
effect apartment buildings have on private vehicle ownership and this theory should
be further tested by including an explicit apartment building attribute.
The density, diversity and street design variables also followed a similar pattern to
what was foreshadowed in the BNL model. Residential density had an increasingly
negative effect on auto ownership, which further reinforces the high opportunity costs
of owning one or more vehicles in dense, urban environments. The increasingly nega-
tive effect may also be a result of dense areas being well-served by public transporta-
tion. The diversity index had a negative effect on owning one or two vehicles, but
was insignificant for three vehicles. Neighborhood with diverse land uses may reduce
the utility of owning one or two vehicles by decreasing the distances between origins
and destinations. However, the insignificance of use mix on three or more vehicles
suggests that other factors, unrelated to land use diversity, have a stronger effect on
the decision to own three or more vehicles.
The design variables did not have a consistent effect on vehicle ownership. Percent
four-way intersection was the only variable to have a consistently negative correlation
with vehicle ownership. Neither percent alleys and pedestrian nor percent three-way
intersections were significant for owning a single vehicle. They were negative and
significant for two or more vehicles, which partially confirms a priori expectations.
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Streets that are not designed for cars (e.g. pedestrian paths and alleys) and do not
optimize vehicle throughput (e.g. high intersection densities) reduce the utility of
owning a car. Surprisingly, these effects were not significant for one vehicle, which
suggests that many households may consider one vehicle a necessity, and will purchase
one as soon as it becomes economically feasible.
The regional accessibility indicators exhibited a similar pattern as the street design
variables. None of the attributes were significant for one vehicle, which further sup-
ports the theory that the built environment has a stronger effect on multiple vehicle
ownership -e.g. that certain neighborhood types and relative locations reduce the
utility owning more than one car. Distance to CBD continued to exhibit the non-
linear effect captured by the BNL model. Furthermore, a measure of relative auto to
bus accessibility emerged as nearly significant and positive in the two vehicle choice
model, and positive and significant in the three-plus vehicle choice models.
As mentioned in section 3.2.1, the results of this model generally follow the a priori
expectations discussed in Chapter 2. Many of the variables have been modeled in
previous studies, but none used a walk buffer to capture the neighborhood level effects
of the built environment. Although there are many similarities between this paper,
Zegras ([691), and Zegras and Hunter ([72]), there are some important differences,
which may reveal concerns with the MAUP. Contrary to the findings in Zegras' 2010
publication([69]), living near a metro station did not have a statistically significant
relationship with motor vehicle ownership in either the BNL or MNL models. Two or
three children was consistently positive and significant, but the one or four children
dummy variables were not significant in this investigation. Four way intersections
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were also negative and significant for all three alternatives in this case. In contrast
to the Zegras and Hunter's findings, Office FAR was never significant, and the Auto
to Bus Accessibility attribute only had a strong correlation with 3-vehicle house-
holds. The differences in these studies may be due to different measures of variables.
However, they may also be due to the MAUP, and these variations require further
examination.
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Table 3.2: Multinomial Logit Model Results
1 Auto 2 Auto 3 Auto
Coeff. Coeff. Coeff.
Description estimate t-stat p-value estimate t-stat p-value estimate t-stat p-value
Household Characteristics
HH Inc 2.0 20.22 0.00 2.46 21.40 0.00 2.66 20.38 0.00
Child2dum 0.231 4.88 0.00 0.289 3.35 0.00 0.416 2.60 0.01
Child3dum 0.225 3.62 0.00 0.311 2.88 0.00 0.543 2.95 0.00
Work1dum 0.260 5.54 0.00 -0.178 -1.96 0.05 -0.439 -2.46 0.01
Work3dum -0.555 -8.16 0.00 -0.525 -5.16 0.00
MaleOdum -0.797 -8.72 0.00 -1.30 -5.32 0.00
Renter -0.312 -5.8 0.00 -0.584 -4.85 0.00 -1.19 -4.37 0.00
Univ Grad 0.360 4.99 0.00 0.857 7.87 0.00 0.560 3.10 0.00
Broadband 0.646 2.36 0.02 1.16 3.70 0.00 1.84 5.30 0.00
Density
Res Density -0.115 -4.80 0.00 -0.193 -3.87 0.00 -0.346 -3.9 0.00
Diversity
Use Mix -0.103 -4.13 0.00 -0.115 -2.32 0.02
Design
3-way Inter -0.163 -3.88 0.00 -0.144 -1.78 0.07
4-way Inter -0.657 -2.98 0.00 -0.230 -4.86 0.00 -0.187 -2.50 0.04
% Alleys -0.201 -4.40 0.00 -0.314 -2.85 0.00
Regional Accessibility
CBD Dist (km) 0.834 4.11 0.00 1.32 3.48 0.00
CBD Dist 2 (km) -0.795 -3.98 0.00 -1.29 -3.45 0.00
Auto to Bus Acc. 0.0596 1.55 0.12 0.105 2.27 0.02
Constant -0.367 -7.59 0.00 -2.21 -27.20 0.00 -4.16 -27.18 0.00
Table 3.2 Notes: N=13,449; Null Log-Likelihood: -18,644.273; Final Log Likelihood: -10,278.933; LR Ratio Test: 16,730.679; p
2
=0.449;
Referent: 0-vehicles; Final Gradient Norm: 6.141e-002; Blank cells mean the variable was not included choice's utility function
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3.2.3 Multi-Variate Regression
As second stage of this analysis, each household's daily travel emissions were esti-
mated via OLS regression. Following Zegras and Hunter ([72]) and Zegras ([69]), the
expected value of number of motor vehicles per household replaced the actual count
of vehicles per household to correct for endogeneity. They used socioeconomic and
built environment variables to estimate the predicted number of motor vehicles per
household. Then, they used the expected value as an instrument in the OLS equation
arguing that this approach " 'purges' the independent choice variable of its correlation
with the error term." Additionally, temporal characteristics and a dummy variable for
one or more cars with a "green seal" were included in these models. Income was not in-
cluded in the emissions model because it was not significant, which is likely a function
of its nearly perfect correlation with E/MV, and evidence of the fact that the number
of personal vehicles a household owns is a stronger predictor of emissions than income
The socioeconomic and demographic characteristics generally behaved as expected.
The expected value of motor vehicles had a significant and positive effect on grams
of emitted C0 2 , VOCs, CO and NO_. It had the opposite effect on PM10 emissions.
This indicates that as a household becomes wealthier, its emissions profile shifts from
PM10 to C0 2, VOCs, CO and NOT, suggesting a transition from bus to car travel.
It also highlights a need for targeted policies that address different pollutants, which
will be discussed further in Chapter 5. A three worker household had a positive effect
on all emissions, implying that larger household with more workers will use a variety
of modes for daily travel, and all else equal, will have higher travel emissions. A one
worker household, on the other hand, had a negative effect on C0 2, PM10 and NO,.
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Similarly, the number of elderly individuals per household was associated with an
increasingly negative effect for all pollutants. This is likely a result of seniors having
less demand for travel, because they are no longer working and physically may have
limited mobility. A one-worker household also exhibited a negative effect on emis-
sions, but was only significant for C0 2, PMio and NO.
Number of students was positive and significant for all pollutants. Although this
result was initially surprising, this is likely an effect of school location decisions. San-
tiago subsidizes private school education with a flat fee per pupil voucher system.
This policy aims to improve the educational opportunities for all metropolitan area
students (for further discussion of this program, see [27]), and though the program's
success is highly contested, at minimum it appears that the current education system
encourages students to travel in search of better schools. Moreover, a larger number
of students in a household implies a larger household, and a greater overall demand
for travel.
A dummy variable for a household with at least one "green seal" vehicle also en-
tered this OLS regression estimation. Green seal vehicles have a catalytic converter
and were not subject to driving restrictions in winter (a policy aimed at reducing air
pollution). As expected, the green seal dummy variable had a strong positive effect on
grams of C0 2 , VOCs, CO and NOX , and had a highly negative correlation with PM1 o
Temporal variables captured the effects of the time of the year and day of the week
when the survey was conducted. The summer season had a negative effect on CO2
and CO. This is likely a reflection of the number of holidays and vacations taken
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at this time of year, and of the fact that many schools are not in session. It might
also be evidence that during nice weather households substitute motor vehicle travel
with lower emitting modes (e.g. walking, biking or motorcycles). Weekend surveys
had a significant and negative impact on all emissions except PM10 , with which no
relationship was found. The negative effect of weekends on travel is likely capturing
a reduced need for travel (no need to commute to work) or the higher likelihood of a
shared auto trip on weekends. The insignificant correlation with PM10 could suggest
that many bus riders work in service or industrial jobs, and do not work a standard
Monday to Friday workweek. It might also show evidence that in highly mono-centric
cities such as Santiago, low-income households at the urban periphery commute to
the city center and travel equally far for shopping and leisure trips, as for work trips.
The relative location variables somewhat followed a priori expectations. Although
the network distance to the nearest metro station was not significant in the vehicle
ownership model, it had a positive and significant effect on all pollutants. Distance
to CBD only had a positive and significant impact on C0 2, PM10 and NO,. Like-
wise, distance to CBD squared was negatively correlated with C0 2, PM10 and NOT,
strengthening the hypothesis that the distance to the city center has a non-linear
effect on both motor-vehicle ownership and travel behavior. Finally, auto-to-bus ac-
cessibility emerged as a strong predictor of travel emissions. It had a significant and
positive effect on all pollutants, suggesting that a location with comparatively bet-
ter auto accessibility will either travel by car (a high emissions mode) or face longer
(higher emitting) trips by transit.
The last set of variables analyzed were the local built environment attributes. The
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diversity index had a marginally negative impact on all types of travel pollutants,
which implies that all else equal, a mix of land uses has a slight negative effect on
travel distances for all motorized modes. Percent three-way intersections was the only
significant design variable in the regression equations. It had a marginally-positive to
strongly- positive effect on all emissions, which suggests that three-way intersections
proxy for areas that have not been optimized for direct travel, and all else equal,
require longer trips to reach a destination.
Of the local neighborhood attributes, residential density had the most surprising
outcome. As hypothesized it had a negative impact on VOCs and CO, which sug-
gests that, all else equal, higher densities allow for shorter trips. It also had a positive
effect on PM10 , which is expected since higher densities generally promote higher
transit use, and public transportation (buses in this case) is slower and less efficient
(especially for long trips). However, residential density also had a positive effect on
CO 2 and NOT, which is unexpected. This could suggest that although residential
densities reduce auto ownership, high density development may also have the con-
founding effect of encouraging longer motor vehicle trips. It may also be another
consequence of long and slow public transportation trips (which tend to dominate in
dense areas).
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Table 3.3: OLS Model of Household Survey Day Travel Emissions (grams)
CO 2  VOCs PM10  CO NOX
Coef. Coef. Coef. Coef. Coef
estimate t estimate t estimate t estimate t estimate t
Household Characteristics
E[MV] 5264.77 32.84 6.64 18.48 -0.15 -8.70 99.49 28.73 12.32 24.56
Wkrldum -542.30 -4.35 -0.03 -0.09 -0.11 -8.05 -0.13 -0.05 -2.37 -6.07
Wkr3dum 1883.98 11.12 1.80 4.75 0.39 21.10 12.62 3.45 8.66 16.34
EldIdum -318.64 -1.99 -0.34 -0.96 -0.06 -3.48 -2.66 -0.77 -1.46 -2.91
Eld2dum -1417.43 -5.86 -1.94 -3.59 -0.09 -3.29 -22.07 -4.23 -4.45 -5.89
Studidum 650.70 4.53 1.21 3.76 0.15 9.53 8.09 2.60 2.92 6.49
Stud2dum 1088.29 7.01 0.61 1.75 0.22 13.25 4.60 1.37 4.69 9.65
Stud3dum 2270.93 11.32 1.46 3.26 0.39 18.04 13.79 3.18 9.22 14.69
GreenSeal 4876.69 36.86 8.66 29.21 -0.26 -18.36 112.80 39.48 9.95 24.03
Temporal Characteristics
Summer -709.48 -4.76 -0.37 -1.11 0.02 1.30 -7.08 -2.20 -0.49 -1.05
Weekend -1275.12 -9.78 -0.93 -3.19 0.00 0.29 -12.47 -4.43 -1.14 -2.81
Density
Res Density 9.76 2.55 -0.01 -1.49 0.00 8.57 -0.16 -1.89 0.06 5.13
Diversity
Use Mix -639.99 -1.32 -1.81 -1.66 -0.09 -1.63 -16.27 -1.55 -2.58 -1.70
Design
% 3-way 622.86 1.36 1.57 1.53 0.08 1.59 14.15 1.43 2.48 1.74
Regional Accessibility
Metro Dis 195.27 5.42 0.25 3.12 0.03 8.72 2.29 2.94 0.92 8.16
Auto to Bus Acc. 148.73 4.16 0.16 1.97 0.00 1.15 2.08 2.70 0.43 3.87
CBD(km) 289.14 4.77 0.08 0.59 0.04 6.75 1.20 0.92 1.20 6.31
CBD 2 (km) -7.48 -2.76 -0.00 -0.17 -0.00 -5.87 -0.00 0.01 -0.04 -4.47
Constant -1944.81 -3.88 -1.92 -1.71 0.09 1.58 -36.23 -3.34 -5.27 -3.36
00
-AJ
0.34 0.17 0.17 0.28 0.26
3.3 Demand Elasticity
3.3.1 Elasticity Measures
The estimated 0 values and their t-statistics are important mechanisms for under-
standing the factors that influence motorization rates and travel behavior. However,
to understand sensitivity of these outcomes to changes, it is more meaningful to ex-
amine the elasticity of observed attributes. The elasticity is the decision maker's
sensitivity to a measured variable, and it was derived using the equation shown be-
low. In this case, the observed variable, zai was increased by 1% to calculate the
direct effect of that factor.
OY
Ed = - (3.1)
Oz,,j Y
For factors that entered both the vehicle choice and the OLS emissions models, the
indirect utility had to be computed by taking the partial derivative of the expected
value of vehicle choice.
The derivation followed the approach outlined by Train in Discrete Choice Methods
with Simulation ([66]):
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a [(evni) / (F3 -jn)]OPn _jve
anni (P Zni
-POz -(p)
OZni
= " Pni (I - i
According to Train, if the utility is linear in Zni with coefficient oz, then & =Pni
'
9Zni
/zPni (1 - Pni). This derivation was then applied to equation 1.6 to obtain
E[MV] = Zi ZPni (I - Pni) (3.2)
OZni
3.3.2 Selected Elasticities
The elasticities of household travel emissions were computed with respect to the most
influential built environment variables and income. They were calcualted using the
derivation described in section 3.3.1.
Three distinct behaviors were observed in the elasticity estimates. CO 2 and NO.
formed one group, and their magnitudes and signs were very similar for all factors.
As hypothesized, income had a strong positive effect on travel emissions, followed
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Table 3.4: Elasticities of Household Travel Pollution
Variable CO 2  VOCs
Indirect Direct Combined Indirect Direct Combined
Inc 0.655 0.655 0.798 0.798
DistCBD 0.433 0.101 0.534 0.528 0.029 0.557
ResDens -0.046 0.058 0.012 -0.056 -0.047 -0.103
DivInd -0.021 -0.020 -0.041 -0.026 -0.041 -0.067
Metro Dist 0.143 0.143 0.153 0.153
PM10  CO
Indirect Direct Combined Indirect Direct Combined
Inc -0.253 -0.253 0.985 0.985
DistCBD -0.167 -0.016 -0.184 0.652 0.088 0.740
ResDens 0.018 0.218 0.236 -0.011 -0.051 -0.062
DivInd 0.008 -0.025 -0.016 -0.032 -0.034 -0.066
Metro Dist 0.262 0.262 0.127 0.127
NO _
Indirect IDirect 1 Combined
Inc
DistCBD
ResDens
DivInd
Metro Dist
0.435
0.288
-0.031
-0.014
0.062
0.100
-0.022
0.187
0.435
0.349
0.069
-0.036
0.187
by distance to CBD, and distance to a metro station. The use mix measure had a
slight negative effect on pollutant levels. Residential density was the only variable
to exhibit a different sign for its indirect and direct effects. Indirectly it has a slight
negative effect by reducing car ownership; somewhat surprisingly, it had a positive,
direct effect. This may be partially explained by the fact that areas of high residen-
tial density struggle to achieve a balanced land use mix; or that the lack of parking
provision in high density areas may induce automobile owners to travel farther in
search of car-friendly destinations. It may also be an effect of the high demand for
public transportation in dense areas.
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VOCs and CO had nearly identical elasticity measures. Their signs and magnitudes
were also similar to CO 2 and NOT, with one notable exception: residential density
had a consistently negative effect on these travel emissions. Finally, PM10 formed
a category by itself. Income elasticity was negative suggesting that as incomes in-
crease, individuals shift from depending on buses to other relying on less PM10-intense
modes. The use mix measure was negative, which implies that higher levels of land
use diversity allows for either shorter trips, or less trips, which has the net impact of
reducing travel emissions. Distance to CBD also had a net positive effect, indicating
that, all else equal, households that were farther from the city center, faced longer
trips (independent of mode).
3.4 Spatial Autocorrelation
To test for spatial autocorrelation, the OLS results were examined with Moran's I
and the Lagrange Multiplier tests. A distance-based weight matrix was computed for
all 13,449 households in the sample set. The outcomes of the tests are shown in Table
3.5
Table 3.5: Diagnostics for Spatial Dependence
CO 2  VOCs PM10  CO NOX
est. Z est. Z est. Z est. Z est. Z
Moran's I 0.076 14.40 0.002 1.07 0.112 21.25 0.074 14.03 0.084 15.93
LM (lag) 1.000 99.47 1.000 0.11 1.000 365.93 1.000 111.63 1.000 130.10
Robust LM 1.000 5.13 1.000 3.99 1.000 28.37 1.000 0.80 1.000 12.94
LM (error) 1.000 154.22 1.000 0.75 1.000 337.79 1.000 146.46 1.000 189.50
Robust LM 1.000 59.89 1.000 4.62 1.000 0.23 1.000 35.62 1.000 72.35
Based on the results, the null hypothesis of zero spatial dependence was rejected for all
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pollutants except VOCs. Following Anselin's approach, the Lagrange Multiplier (LM)
test was used to determine the best method for correcting spatial autocorrelation. Per
the results, a spatial error model was run for C0 2, CO and NO,. The PM10 model
was corrected with spatial lag. The results of the spatial error and spatial lag models
are show in Tables 3.6 - 3.9. In the models, A denotes the spatial error term and p
represents the spatial lag parameter.
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Table 3.6: CO 2 Spatial Error Model
Original Model Spatial Error
Coef. Coef. %
estimate Z estimate Z Change
Household Characteristics
Wkrldum -542.302 -4.345 -536.346 -4.307 -1.098
Wkr3dum 1883.979 11.119 1834.340 10.836 -2.635
Studidum 650.704 4.526 628.497 4.382 -3.413
Stud2dum 1088.292 7.012 1024.388 6.614 -5.872
Stud3dum 2270.932 11.318 2225.087 11.120 -2.019
Eldidum -318.637 -1.988 -274.049 -1.712 -13.993
Eld2dum -1417.432 -5.861 -1336.296 -5.536 -5.724
GreenSeal 4876.694 36.857 4872.889 36.808 -0.078
E[MV] 5264.774 32.835 5373.433 31.779 2.064
Temporal Characteristics
Weekend -1275.116 -9.783 -1283.636 -9.887 0.668
Summer -709.481 -4.761 -715.752 -4.808 0.884
Density
Res Density 9.756 2.547 11.143 2.561 14.227
Diversity
Use Mix -639.977 -1.315 -444.033 -0.819 -30.617
Design
% 3-way 622.856 1.363 527.130 1.038 -15.369
Regional Accessibility
CBD(km) 289.142 4.766 302.862 4.267 4.745
CBD 2 (km) -7.482 -2.764 -8.029 -2.519 7.310
Auto to Bus Acc. 148.728 4.162 146.459 3.550 -1.526
Metro Dis 0.195 5.420 0.203 4.714 3.961
Constant -1944.814 -3.877 -2095.763 -3.700 7.762
A 
_0.171 6.578
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Table 3.7: CO Spatial Error Model
Original Model Spatial Error
Coef. Coef. %
estimate Z estimate Z Change
Household Characteristics
Wkrldum -0.129 -0.048 -0.101 -0.037 -21.712
Wkr3dum 12.623 3.449 12.470 3.408 -1.206
StudIdum 8.086 2.604 8.026 2.586 -0.744
Stud2dum 4.602 1.373 4.263 1.272 -7.377
Stud3dum 13.790 3.182 13.204 3.049 -4.251
EldIdum -2.661 -0.769 -2.491 -0.720 -6.391
Eld2dum -22.069 -4.226 -21.443 -4.107 -2.838
GreenSeal 112.828 39.483 112.970 39.502 0.126
E[MV] 99.491 28.730 99.729 28.083 0.239
Temporal Characteristics
Weekend -12.474 -4.431 -12.508 -4.450 0.274
Summer -7.084 -2.201 -7.046 -2.189 -0.532
Density
Res Density -0.157 -1.892 -0.147 -1.680 -5.900
Diversity
Use Mix -16.273 -1.548 -15.415 -1.395 -5.276
Design
% 3-way 14.150 1.434 13.155 1.270 -7.034
Regional Accessibility
CBD(km) 1.200 0.916 1.279 0.910 6.550
CBD 2 (km) 0.000 0.005 -0.003 -0.043 -1090.218
Auto to Bus Acc. 2.083 2.699 2.097 2.545 0.649
Metro Dis 0.002 2.937 0.002 2.756 1.587
Constant -36.228 -3.344 -36.734 -3.210 1.397
A _0.078 2.876
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Table 3.8: NO, Spatial Error Model
Original Model Spatial Error
Coef. Coef. %
estimate Z estimate Z Change
Household Characteristics
Wkrldum -2.369 -6.067 -2.320 -5.957 -2.099
Wkr3dum 8.663 16.339 8.456 15.972 -2.387
StudIdum 2.919 6.488 2.810 6.267 -3.722
Stud2dum 4.688 9.654 4.440 9.167 -5.294
Stud3dum 9.220 14.686 9.034 14.439 -2.016
Eld1dum -1.459 -2.909 -1.247 -2.489 -14.571
Eld2dum -4.454 -5.887 -4.093 -5.421 -8.120
GreenSeal 9.949 24.029 9.917 23.945 -0.320
E[MV] 12.320 24.556 13.028 24.446 5.745
Temporal Characteristics
Weekend -1.145 -2.807 -1.191 -2.933 3.998
Summer -0.489 -1.050 -0.516 -1.109 5.475
Density
Res Density 0.061 5.127 0.066 4.725 6.711
Diversity
Use Mix -2.581 -1.695 -1.752 -1.017 -32.124
Design
% 3-way 2.484 1.737 2.243 1.391 -9.699
Regional Accessibility
CBD(km) 1.198 6.313 1.246 5.475 4.010
CBD 2 (km) -0.038 -4.472 -0.040 -3.886 4.985
Auto to Bus Acc. 0.433 3.875 0.408 3.094 -5.779
Metro Dis 0.001 8.156 0.001 6.861 3.427
Constant -5.267 -3.356 -6.007 -3.326 14.053
A 0.196 7.655
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Table 3.9: PM10 Spatial Lag Model
Original Model Spatial Lag
Coef. Coef. %
estimate Z estimate Z Change
Household Characteristics
Wkrldum -0.108 -8.047 -0.102 -7.675 -5.545
Wkr3dum 0.386 21.104 0.372 20.566 -3.403
Studidum 0.148 9.530 0.141 9.181 -4.594
Stud2dum 0.222 13.250 0.211 12.714 -4.957
Stud3dum 0.390 18.038 0.381 17.802 -2.261
Eldidum -0.060 -3.481 -0.051 -2.974 -15.390
Eld2dum -0.086 -3.285 -0.072 -2.797 -15.678
GreenSeal -0.262 -18.362 -0.260 -18.408 -0.695
E[MV] -0.150 -8.701 -0.080 -4.623 -46.548
Temporal Characteristics
Weekend 0.004 0.291 0.001 0.078 -73.350
Summer 0.021 1.298 0.023 1.420 8.289
Density
Res Density 0.004 8.571 0.003 6.458 -24.531
Diversity
Use Mix -0.085 -1.626 -0.033 -0.643 -60.796
Design
% 3-way 0.078 1.585 0.052 1.064 -33.497
Regional Accessibility
CBD(km) 0.044 6.753 0.029 4.437 -34.019
CBD 2 (km) -0.002 -5.871 -0.001 -3.896 -33.585
Auto to Bus Acc. 0.004 1.148 0.001 0.297 -74.347
Metro Dis 0.000 8.719 0.000 5.807 -32.608
Constant 0.085 1.575 0.042 0.778 -51.103
p 0.309 14.290
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Table 3.10: Comparison of Fit Measures
CO 2  PM10
Model 1 Model 2 Model 1 Model 2
LL -137304.0 -137279.2 -14444.8 -14351.9
AIC 274646.0 274596.0 28927.6 28743.7
SC 274788.0 274739.0 29070.2 28893.9
CO NOx
Model 1 Model 2 Model 1 Model 2
LL -85724.7 -85719.6 -59744.7 -59712.8
AIC 171487.0 171477.0 119525.0 119464.0
SC 171630.0 171620.0 119661.0 119606.0
Note: Model 1 refers to the original model; Model 2 is the
spatial model
As an initial test of the validity of the spatial models, the fit measures of original
estimates were compared with the fit statistics from the spatial error and spatial lag
models. For this evaluation, only Log-Likelihood (LL), Akaike Info Criterion (AIC)
and Schwarz Criterion (SC) can be compared. Table 3.10 shows the results of this
comparison. In all cases the LL increased. The change was the largest for PMo and
smallest for CO. Furthermore the AIC and SC values both decreased for all models
relative to the original OLS, which further supports that the spatial lag or spatial
error specification improved model fit. The spatial autoregressive coefficients (A or
p) are also all highly significant to greater than the 99% level, thus confirming that
spatial auto-correlation existed and needed to be addressed.
Overall, the changes in the parameter estimates in the spatial lag and spatial error
models were small, with some notable exceptions. In Tables 3.6 and 3.8, the changes
in the coefficients for household characteristics, temporal attributes, and regional ac-
cessibility were small (< 10%). In both cases, Eldidum was the only exception, and
after correcting for spatial autocorrelation it had a notably weaker effect in both
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models. The most significant changes produced by spatial error model appeared in
the local built environment measures in the CO 2 spatial error model. The effect of
density increased, whereas the effects of land use diversity and three-way intersections
(neither of which were significant in the original model) both decreased. In the NO,
spatial error model, land use diversity was the only variable to undergo a significant
change, and became insignificant after correcting for spatial autocorrelation.
The spatial error model in Table 3.7 revealed a different pattern of results. As
with Tables 3.6 and 3.8, household characteristics and temporal attributes under-
went small changes, except Wkr1dum, which became notably less significant. The
changes in the built environment estimates were also small for all variables, except
DistCBD2 . Interestingly, although this parameter was still insignificant in the spatial
error model, its sign changed from positive to negative.
Of all the models, the PM10 spatial lag model exhibited the most dramatic percent
changes. In all cases, except for the Summer dummy variable, the magnitude of the
coefficients decreased. Furthermore, although in most cases variables did not change
from being significant to insignificant, Use Mix attribute underwent a substantial loss
of significance. This trend suggests that PM10 emissions exhibit significant spatial
clustering. In Santiago de Chile, the lowest income and most bus-captive households
tend to live at the urban periphery. Thus, these households are not only limited to
slow and indirect bus transportation, but they tend to have the longest trips. Once
these effects are controlled for, all built environment variables have reduced influence.
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3.5 Summary
This study has several interesting results. First, it confirms many of the trends iden-
tified in existing land use and transportation literature. As expected, socioeconomic
factors play a significant role in increasing motorization rates. Income, larger family
size and a higher number of workers per household were all strongly correlated with
vehicle ownership. Life style was also a significant factor in predicting vehicle own-
ership. College graduates and households with broadband Internet were both more
likely to own cars, whereas renters were negatively correlated with vehicle ownership.
Furthermore, these household factors had a strong impact on travel patterns, and
generally speaking larger households with higher expected car ownership had higher
travel emissions. PMo was the only notable exception, were higher expected car
ownership implied lower PM10 output.
Although demographic characteristics dominated in explaining motor vehicle own-
ership and travel behavior, neighborhood level attributes also played a notable role in
travel decisions. Distance to CBD (a measure of regional connectivity) and percent
three way intersections both had a positive impact on vehicle ownership and travel
emissions. Similarly, land use mix and residential density generally reduced the prob-
ability of vehicle ownership and pollutant levels. Other variables, such as distance
to metro or street class only impacted vehicle ownership or travel behavior, but not
both. Being near a metro station did not have a significant impact on any vehicle own-
ership decisions; nevertheless, proximity to metro station reduced all types of travel
emissions. Conversely, street class (percent alleys and percent streets) both had neg-
ative effects on car ownership, but were not significant in any of the emissions models.
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Finally, the study was based on two previous studies ([69] and 172]), and the sim-
ilarities in outcomes reveals interesting findings regarding spatial scale. In Zegras
2010 all built environment variables were aggregated to the TAZ level. In Zegras and
Hunter's 2011 paper, three spatial scales were used: the TAZ, 400- and 900- meter
euclidean buffer. This study used 550 m walk buffers as the principal spatial unit.
Although none of these models were identical, and each employed slightly different
analytical techniques, they all considered the same core built environment variables.
Distance to CBD and the auto to bus accessibility ratio had a uniformly positive
effect in all models. Similarly, renting, land use mix and residential density all had
consistently negative effects on vehicle ownership. The distance to metro factor did
not produce identical results in the vehicle choice models. However, it did have a
homogeneously negative result on emissions. Therefore, although this study does not
definitively resolve the MAUP scale effect, it does suggest that characterization of
the built environment is robust across multiple spatial units in Santiago de Chile,
and validates the aggregation method used. Comparing these models also highlights
an important observations about the measures being used. In many cases, different
measures of the same land use attribute (eg. network distance to nearest metro sta-
tion versus a near-metro dummy variable) produced different outcomes. Thus this
suggests that the method for quantifying the individual attributes seems to cause an
important share of variation in the vehicle ownership and travel outcome models, and
thus the planner's challenge is to figure out how to measure variables (as densities,
percentages, ratios, dummies etc).
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4 ICHARACTERIZING URBAN FORM
THROUGH LATENT FACTORS:
A STRUCTURAL EQUATION MOD-
ELING APPROACH
The challenge with trying to model the interactions between the built environment
and travel behavior is that few analysis techniques can handle the complexity, multi-
collinearity and endogeneity that underpin these relationships. Structural Equation
Modeling (SEM) is a powerful modeling technique that offers several potential avenues
for addressing these problems. It can simultaneously estimate endogenous variables,
and consider the indirect and direct effects of the built environment. It purges mul-
ticollinearity by combining highly correlated variables into latent factors, and allows
researchers to use a single measure to capture multiple dimensions of a place. Thus,
this not only creates the potential for a more comprehensive model of land use, but
it also avoids violating key assumptions in OLS and discrete choice analysis.
This chapter will explore the potential of using SEM to further understand the rela-
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tionship between land use, vehicle ownership and travel pollutants. It will start with
a description of SEM best practices in Section 4.1. Then, it will describe the steps of
model specification, and each stages' respective results. Finally, it will conclude with
a comparison of equivalent models and with the results from Chapter 3.
4.1 Statistical Analysis
SEM results are typically evaluated on several parameters. According to Schreiber et
al. ([62]) a variety of fit metrics and multiple indicators for each factor provide the
most compelling evidence of a well-specified model. The most common goodness of
fit statistics are briefly described below, and four were used to evaluate the strength
of the models developed in this investigation.
The Chi-Square Goodness of Fit Test evaluates the null hypothesis that the covari-
ance matrix predicted by the model is significantly different from the sample data
covariance matrix. If the null hypothesis, HO, is correct, the model is an accurate
depiction of the data, and the chi-square statistic should be larger than 0.05 ([53]).
Unfortunately, the chi-square statistic can be misleading. A sample size of 400 or
more cases is almost always reported as zero ([421), irrespective of model fit. In this
case, the sample size exceeded 13,400 households. Therefore, despite chi-square being
a common fit metric, it was not reported in this analysis.
The Comparative Fit Index (CFI) , compares the fit of the specified model with
the fit of an independent model with uncorrelated variables. An advantage of this
metric is that unlike the chi-square test, this index is relatively insensitive to sample
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size ([31]). One disadvantage is that the cutoff level for this metric is somewhat con-
tested in the literature. Traditionally, a value above 0.95 is most desirable ([53], [62]).
However, in Schrieber et al's ([62]) review of SEM publications, they found several
published articles reporting CFI values between 0.85 and 0.90. As the applications of
SEM expands beyond the fields of psychology and educations, it appears that cutoff
values are becoming less rigidly defined, and depend increasingly on model specifica-
tions, degrees of freedom and sample sizes.
Root mean square error of approximation (RMSEA) is a measure of fit based on
the non-centrality parameter. It is appropriate for large sample sizes and penalizes
model complexity. Values less than 0.05 are optimal ([531), though some researchers
suggest that 0.06 to 0.08 with a confidence interval is also a valid cutoff ([621).
The Standardized Root Mean Square Residual (SRMR) is an absolute measure of
fit that measures the standardized difference between observed and predicted corre-
lation. This measure has no penalty for additional parameters, and a value less than
0.08 is generally considered a good fit ([40], [62]). Last , the Tucker Lewis Index
(TLI) is an incremental fit index. It also penalizes model complexity and has a cutoff
value of 0.95 (140], [62]).
Several commercially available software programs estimate SEM. This analysis used
Mplus, a latent variable modeling program developed by Mfithen and Mfithen ([52]).
It reports all of the above measures, and last four were used to evaluate the model's
strength.
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4.2 Results
4.2.1 Exploratory Factor Analysis
Complete SEM involves the specification of two models: a measurement model and
a path model. Path analysis is the simultaneous estimation of various multiple re-
gression models. This framework allows researchers to model indirect relationships
and other complex effects, and it can be used to test hypotheses about directionality.
The measurement model examines and assembles unobserved latent constructs that
cannot be measured directly (147]). Exploratory factor analysis (EFA) is the first step
in specifying a measurement model. Its primary purpose is to reduce the number of
parameters in a dataset and reveal underlying constructs linking a large group of at-
tributes. EFA linearly combines variables into a smaller number of latent factors. All
attributes are assigned non-zero values, and the emerging factors are grouped based
on similarities in their covariance matrices.
EFA is succeeded by confirmatory factor analysis (CFA), where the modeler has
power to determine which factors are set at zero, and which are freely estimated or
restricted to be equal to each other, or to some other non-zero constant. The modeler
can also constrain covariances to non-zero values ([36]). As the name connotes, EFA
is a preliminary analysis that is meant to help researchers understand the latent rela-
tionships in their data set. CFA follows EFA to test how adequately the factor model
captured the variation in the data. In this analysis, the original data set was divided
into two sub-samples: one of 7,225 households and the other of 7,222 households.
EFA was applied to the first group of samples, and the results were then confirmed
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on the remaining households.
Mplus was used to estimate the results for a 1 to 4 factor solution. Geomin rota-
tion was used, which according to Muthen & Muthen, is a robust rotation method
that is well-suited for simple and moderately complicated loading matrix structures
([52]). Upon comparison with other oblique rotation methods (Promax, Oblimin),
Geomin rotation resulted in the most intuitive factor structure.
Typically, there are two main estimation methods for EFA: principal factor anal-
ysis and maximum likelihood (ML) factor analysis. Among statisticians, maximum
likelihood is regarded as the most reliable method for estimating factor analysis pa-
rameters; however, it assumes that variables are normally distributed ([281). This is
not always true for transportation data sets ([36]), and instead, the MLR estimator
that is robust against non-normal distributions was used.
The results are presented in Table 4.1. The three factor solution produced the
best results. The first factor was a CBD factor. This factor is a jobs and services
intensity factor, and it loaded heavily and positively on office land use, office FAR,
residential FAR, commercial and service land uses, other services, public administra-
tion and sports facilities. This factor, with its high concentration of jobs and variety
of land uses, is hypothesized to have a negative impact car ownership, since the op-
portunity cost of owning a vehicle in these intensely developed neighborhoods is very
high. It is also assumed that the diversity of land uses in these areas would, ceteris
paribus, shorten trip distances and increase the probability of an individual choosing
public transportation or a non-motorized mode. Furthermore, this factor is expected
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to reduce travel emissions, since all else equal, the distance between origins and des-
tinations should be shorter in mixed-use, dense areas.
The second factor was the high-income suburban factor. It loaded highly on per-
cent of streets and loaded negatively on percent alley ways. Furthermore, it was
positively associated with large residential sizes, and loaded negatively on dwelling
unit density. This factor is anticipated to have a positive correlation with both car
ownership and grams of travel pollutants, because the lower density neighborhood
would be able to accommodate cars more easily and it would necessitate longer trips.
The last factor was a street design measure. It loaded positively on four-way intersec-
tions and negatively on three-way intersections. It is hypothesized to be negatively
correlated with car ownership and travel emissions. Four-way intersections, all else
equal, enable the most direct route between two random locations. A higher percent-
age of three-way intersections would lengthen trip distances and make non-motorized
or public transit trips less efficient and less attractive.
4.2.2 Confirmatory Factor Analysis
After the EFA, Confirmatory Factor Analysis (CFA) was performed on the remain-
ing 7,222 households. As a first step, all indicators that loaded on multiple factors
were deleted. Although SEM literature has not reached a consensus on whether
one variable can load on multiple factors, J. C. Anderson and Gerbing contend that
"unidimensional measurement models are advantageous because they allow precise
evaluation of the convergent and discriminant validity of factor measurement ([4])".
Unidimensional models are also easier to identify ([451). Therefore, the diversity index
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Table 4.1: EFA of Built Environment Characteristics (n=7,225)
Land High-Inc Street
Use CBD Suburb Design
Com. & Serv. 0.838 0.051 0.024
Other Serv. 0.499 0.137 0.046
Office 0.938 -0.058 -0.038
Public Admin 0.646 -0.036 0.026
Sport 0.467 0.053 -0.002
FAR (Res) 0.809 -0.003 -0.093
FAR (Office) 0.861 0.094 0.010
DU Density 0.287 -0.515 -0.019
Res Size 0.006 0.612 -0.031
Use Mix 0.522 0.328 0.089
Inter3 -0.003 -0.077 -0.768
Inter4 0.013 -0.016 0.905
Streets -0.031 0.758 0.146
Alleys -0.054 -0.981 0.084
Eigenvalue 4.856 2.433 1.441
measure was deleted. The first iteration of
results (CFI= 0.771; TLI= 0.712; RMSEA=
the CFA produced unacceptable model
0.070; SRMR: :0.077). In an effort to
improve the model, Residential FAR was eliminated. Dwelling unit density was also
a source of model instability and removed. The three latent factors with their im-
proved fit statistics are shown in Table 4.2. The EFA and CFA both had a similar
factor structure. However, the signs on both 3-way and 4-way intersections switched
in factor 3, and it is now hypothesized to have a positive effect on vehicle ownership
and travel emissions.
The RMSEA with a 90% confidence interval of (0.054 0.058) and the SRMR (0.049)
both meet Schreiber's criteria for an acceptable model fit. The CFI is lower than
desired, but within range of previously cited CFI values compiled by Schreiber. The
TLI is the only fit parameter that is unacceptably low. Nevertheless, since the factors
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Table 4.2: CFA of Land Use Characteristics (n=7,222)
Coefficient S.E.
CBD (Fl)
Office 0.911
Com. & Serv 0.904
FAR (Office) 0.860
Other Services 0.697
Public Admin 0.576
Sport 0.629
High-Inc Resi (F2)
% Alleys -0.968
% Streets 0.773
Res. Size 0.599
Street Design (F3)
Inter3 0.879
Inter4 -0.812
CFI 0.863
TLI 0.816
RMSEA 0.056
SRMR 0.049
0.008
0.011
0.008
0.019
0.040
0.012
0.006
0.006
0.007
0.013
0.011
produced three intuitive characterizations of the built environment, and the land use
data set was anticipated to be noisy, the results of the CFA were deemed acceptable,
and the analysis proceeded to specifying the structural model.
4.2.3 SEM
Five separate structural equation models were used to simultaneously estimate vehicle-
choice and travel emissions in grams for five different pollutants (C0 2, CO, VOCs,
PM10 and NO,). In these equations, vehicle choice entered as a mediator, meaning
that it acted as both an exogenous and endogenous variable. Version 7.0 of Mplus
does not have the capacity to estimate a mediator as a multinomial choice, and there-
fore, vehicle ownership was modeled via a binary logistic regression. Emissions were
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estimated via OLS-regression.
The model results are shown in Table 4.3- 4.5. Table 4.3 displays the standardized
results of the CFA for the entire sample (n=14,447). Table 4.4 shows the results of the
vehicle choice model. The value in these tables had little if any variation within the
five emissions structural models. For clarity, they were included as separate tables.
Figures 4-1 - 4-5 gives a visual illustration of how all of these models interacted in
the final path models for each type of pollutants. In these diagram, a line connected
two items denotes a significant relationship.
Overall the results can be described as mediocre. None of the models met the cut-off
criteria for all four fit statistics, and the CFI and TLI scores dropped well below an
acceptable value. The CFI of all five emission models ranged between 0.76 - 0.77; the
TLI for all models was slightly lower, varying from 0.72 to 0.73. The SRMR main-
tained a value of 0.06 for all models, and similarly the RMSEA remained at 0.055.
Of the models, the CO 2 had a slightly better fit and CO had a slightly worse fit.
Despite the mediocre overall model fit, the results provide some interesting insights
into land use and transportation interactions. All three factors were significant at
levels higher than 10% in all structural models, except F2 in the CO 2 emissions
equation. In all five models, the CBD-factor had a significant and negative impact
on the decision to own one or more vehicles. Conversely, the low-density residential
factor and the street design factor both had significant and positive effects on vehicle
ownership. The factors behaved similarly in the emissions equations.The CBD factor
had a negative impact on grams of all five travel pollutants. The street design factor
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also had a consistently positive effect on emission levels. The residential factor was
the only factor to produce mixed results. It was positively correlated with grams of
VOCs and CO, negatively related to PM10 and NOT, and insignificantly correlated
with CO 2 . Thus, these results support the theory that multi-dimensional charac-
terizations of the built environment provide valuable (e.g. statistically significant)
information on travel behavior.
Table 4.3: Final CFA of Land Use Characteristics (n=14,447)
Coeff. S.E.
F1
Office 0.911** 0.008
Com. & Serivces 0.904** 0.011
FAR (Office) 0.860** 0.008
Other Services 0.697** 0.019
Public Admin 0.576** 0.04
Sport 0.629** 0.012
F2
% Alleys -0.986** 0.006
% Street 0.773** 0.006
Res. Size 0.599** 0.007
F3
Inter3 0.860** 0.013
Inter4 -0.830** 0.011
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Table 4.4: Binary Vehicle Choice Model Results (n=-14,447)
Coeff. S.E.
F1 -0.048** 0.008
F2 0.078** 0.009
F3 0.044** 0.01
LN HH Inc 0.160** 0.012
Child2dum 0.119** 0.019
Child3dum 0.122** 0.024
Work2dum 0.093** 0.019
Work3dum 0.072** 0.025
MaleOdum -0.318** 0.026
Broadband 0.406** 0.04
Univ Grad 0.633** 0.023
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Table 4.5: OLS Emissions Regression Model Results (n=14,447)
CO2  VOCs PM10  CO NOx
Coeff. S.E. Coeff. S.E. Coeff. S.E. Coeff. S.E. Coeff. S.E.
F1 -0.025** 0.006 -0.015* 0.006 -0.023** 0.006 -0.015* 0.006 -0.029** 0.006
F2 -0.013 0.009 0.017* 0.009 -0.158** 0.011 0.038** 0.009 -0.059** 0.009
F3 0.029** 0.009 0.03** 0.009 0.005 0.011 0.039** 0.009 0.029** 0.009
Household Characteristics
Vehdum 0.378** 0.007 0.314** 0.013 -0.401** 0.017 0.406** 0.01 0.266** 0.008
LN HH Inc 0.112** 0.008 0.056** 0.009 0.034** 0.011 0.078** 0.008 0.108** 0.01
Child1dum 0.076** 0.019 0.062** 0.02 0.034 0.021 0.069** 0.019 0.077** 0.02
Child2dum 0.154** 0.022 0.105** 0.024 0.074** 0.026 0.124** 0.023 0.161** 0.024
Child3dum 0.103** 0.029 0.071** 0.026 0.065+ 0.035 0.080** 0.027 0.113** 0.032
Work1dum, -0.128** 0.015 -0.041* 0.018 -0.119** 0.016 -0.057** 0.016 -0.146** 0.015
Work3dum 0.246** 0.027 0.129** 0.027 0.445** 0.028 0.103** 0.026 0.359** 0.027
Eld2dum -0.16** 0.024 -0.101** 0.023 -0.108** 0.029 -0.112** 0.024 -0.172** 0.026
Eld1dum -0.056** 0.02 -0.024 0.021 -0.079** 0.02 -0.024 0.02 -0.076** 0.02
Stud1dum 0.039* 0.019 0.048* 0.022 0.156** 0.021 0.019 0.021 0.075** 0.02
Stud2dum 0.101** 0.023 0.017 0.022 0.227** 0.027 0.01 0.022 0.147** 0.025
Stud3dum 0.311** 0.031 0.108** 0.027 0.477** 0.04 0.113** 0.029 0.404** 0.034
Internet 0.736** 0.092 0.531** 0.099 -0.21** 0.041 0.7** 0.096 0.584** 0.082
Temporal Characteristics
Weekend -0.175** 0.016 -0.067** 0.016 0.001 0.022 -0.087** 0.015 -0.064** 0.019
Summer -0.072** 0.019 -0.006 0.024 0.013 0.022 -0.022 0.021 -0.011 0.021
Regional Accessibility
Metro Dist. 0.116** 0.008 0.06** 0.009 0.118** 0.009 0.07** 0.009 0.146** 0.009
Access 0.039** 0.012 0.025** 0.008 0.000 0.007 0.032** 0.01 0.035 0.011
CFI 0.771 0.763 0.767 0.769 0.770
TLI 0.735 0.724 0.730 0.731 0.733
RMSEA 0.056 0.055 0.055 0.055 0.055
SRMR 0.060 0.060 0.060 0.060 0.060
The outcome of the land use factors provides us with understanding on land use and
transportation interactions. First, it indicates that neighborhoods exhibiting a wide
variety of land uses at high intensities reduces auto ownership. As hypothesized, this
is likely a function of the limited parking provision and heavy traffic in these areas.
It also suggests either a reduced need for motorized trips, or shorter motorized trips,
in mixed-use, dense neighborhoods.
The high-income residential factor had surprising results. On one hand, it had the
anticipated positive effect on vehicle ownership. This factor captured an area that
was wealthy and low-density with an established street network. All three of these
characteristics would encourage motor vehicle ownership. On the other hand, its ef-
fect on emissions was unexpected. It was also hypothesized that this factor would
have a positive impact on all pollutants except PM10 . The insignificant correlation
with CO 2 is surprising. Trucks, buses and cars all generate CO 2. Thus, this insignif-
icant result may be explained by wealthier residents relative distaste for bus travel.
Finally, the street design factor captured areas with a higher ratio of three-way in-
tersections. Three-way intersections represent a more modern street network, with
relatively low levels of connectivity. This factor also captured areas that had low-
percentages of four-way intersections. It was hypothesized that the combination of
both of these attributes would lead to a higher probability of automobile ownership,
and, all else equal, longer trips (e.g. higher emissions). The results reveal that both
hypotheses were true: the street design factor had a consistently positive effect on
both automobile ownership and travel emissions
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For comparison, the remaining parameters included in the structural model, were
generally the same as the variables included in the models from Chapter 3. Gen-
erally, the coefficients had a similar sign and relative magnitude, and these models
reconfirmed the robustness of many of the relationships identified in Chapter 3. With
respect to car ownership, two and three children, and two and three worker house-
holds all had a positive impact on car ownership. Income, broadband internet and
a college degree were also positively correlated with automobile ownership. Female
head-of-households were negatively correlated with owning a vehicle.
In the emissions model, number of children, students or workers per household can
be generally summarized as having a positive effect on the dependent variables. On
the other hand, the single-worker household, and households with one or two elderly
members were typically negatively correlated with emissions. Distance to metro had
a positive effect on all pollutant types, and Broadband Internet was also positively
correlated with all emissions, except PM10 with which it was negatively correlated.
The auto-to-bus accessibility variable was positively correlated with all travel emis-
sions except PM10 . Its influence on PM10 was insignificant. Finally, of the temporal
characteristics, the weekend dummy variable continued to have a negative effect on
all pollutants, except PM10 . The summer dummy variable was less influential in this
model specification, and it only had a measurably negative impact on C0 2.
There is one substantial difference to note between the modeling urban form using
isolated measures versus multi-dimensional factors. In the former approach, distance
to CBD was included as a proxy for regional connectivity, and it complemented other
measures of the built environment, such as density and use mix. In the latent class
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model, distance to CBD had to be removed. Factors 1 and 2 were both highly
negatively correlated with CBDdis. Factor 3 had a strong positive correlation with
distance to CBD, and the interactions among these variables dramatically worsened
the model fit. It also made the coefficients of all three factors insignificant, and the
attribute CBDdis was removed.
4.3 Summary
Using SEM to model land use and transportation interactions has its advantages and
disadvantages. The benefit of this approach is that allows multi-dimensional charac-
terizations of the built environment through latent class analysis. The flexibility of
this analysis method also allows it capture indirect and direct effects, and its ability
to incorporate consistent estimate of attitudes, preferences or latent variables make
it a powerful avenue'for addressing endogeneity, self-selection or selection bias.
Unfortunately, SEM also has several weaknesses and some of the assumptions that
underlie this analysis are frequently violated by urban data sets. Model instability
was an ongoing issue throughout the analysis. The large sample size and the large
number of degrees of freedom both skew fit indices. Moreover, estimation is highly
sensitive to variance, which is problematic for urban data. Cities are often character-
ized by bursts of land use intensity at the city center. This variation in constructed
area is fundamental to understanding the spatial character of a city, and could not be
removed. Nevertheless, variance of continuous variables had to remain within 1 and
10, and these variables had to be rescaled multiple times. Furthermore, structural
equation modeling assumes that observations are randomly drawn from a continuous
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and multivariate normal population. Many of the land use types used in this analysis
are not normally distributed. The MLR estimator was selected based on its ability
to be robust to non-normality and non-independence of observations, and though it
allowed the analysis to arrive at a converged solution, the nature of the data set still
raises some concerns.
As a final assessment of these models results, other papers using latent variable model-
ing in land use and transportation research were reviewed. Of the papers encountered,
two used measurement models to incorporate attitudes (determined through surveys)
into SEM models. The Cao et al. paper reported a CFI of 0.95 and a RMSEA of 0.048
([19]. Lee's dissertation listed the fit statistics for the CFA only. For residential choice
preferences, he reported a 0.763, 0.672, 0.122 and 0.79 for the CFI, TLI, RMSEA and
SRMR, respectively. His values were slightly higher for the survey-derived psycho-
logical indicators: 0.941 (CFI), 0.851 (TLI), 0.116 (RMSEA) and 0.06 (SRMR). Very
few urban planning papers used a measurement model to characterize urban form,
and even fewer simultaneously estimate structural and measurement models. Srini-
vasan used exploratory and confirmatory factor analysis to characterize the greater
Boston area, and obtained a 0.86 GFI and 0.13 RMR ([63]). Abreu did not report fit
statistics for any of his papers ([1], [2], [3]).
Thus, although urban planing has few SEM examples to reference, the current body of
literature suggests that CFI values that range between 0.75 and 0.85 are low, but pos-
sibly acceptable, in this field. Urban form is the amalgamation of decades of growth,
development and political visions. It is subject to economic constraints, government
initiatives and evolving trends and technologies, and this loosely controlled growth
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cannot be perfectly captured through models. However, despite the fact that these
models did not meet the standard cut-off criteria, they still have the potential to lend
powerful insight into land use and travel behavior interactions. Future investigations
using this analysis technique should explore results in the context of other cities, and
investigate different specifications of built environment measures .
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5 |Conclusions and Policy Implica-
tions
5.1 Introduction
This thesis examined daily travel behavior in Santiago de Chile to understand how
demographic structure, neighborhood design, and regional accessibility affect travel
behavior as measured through emitted grams of five criteria pollutants (C0 2, VOCs,
PM10, CO and NO,). To answer these questions, two different modeling techniques
were used to investigate the factors that influenced both car ownership and travel be-
havior. The first analysis used a discrete-continuous choice model to understand the
factors that influence car-ownership and travel emissions. The second study employed
structural equation modeling to simultaneously estimate latent urban form character-
istics, car-ownership and emitted pollutants. The advantage of each technique is that
they both offered the flexibility to address the four methodological errors that are
frequently committed in relevant analyses: multicollinearity, spatial auto-correlation,
MAUP and self-selection. Even after controlling for these methods-related gaps, both
models found that although economic and demographic characteristics dominate in
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explaining travel decisions, the built environment played a small, but significant, role.
Furthermore, the studies found that neighborhood-level and regional characteristics
had equally important impact on 2 or 3-plus vehicle ownership. On the other hand,
the models suggested that regional accessibility attributes dominated in explaining
variations in emitted travel pollutants.
This chapter summarizes and concludes this thesis by addressing the planning and
policy implications of these findings. The discussion focuses on neighborhood level
effects and regional connectivity, and suggests alternative approaches to dealing with
rising motorization rates and growing air pollution.
5.2 The link between land use, vehicle choice, and
travel emissions
5.2.1 Neighborhood-level Effects
The findings suggest that the local effects of urban form have both a direct and
indirect impact on vehicle choice and travel distance. These results are consistent
with previous literature, even after controlling for the four primary analytical errors
committed in relevant analyses (multicollinearity, MAUP, spatial autocorrelation and
self-selection). The analysis used four classes of measures to capture neighborhood
type. Residential density, land use diversity and % 4-way intersections were the only
variables that exhibited any relationship with owning a single automobile. Interest-
ingly, all neighborhood characteristics had a strong, negative impact on dual vehicle
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ownership, and every trait but land use diversity also negatively influenced three-plus
vehicle ownership.
The relationship between local attributes and travel emissions was more difficult
to interpret. As expected, land use diversity had a marginally negative influence on
emissions, which further underscores the link between mixed-use development and
shorter trip distances. Three-way intersections decreased the probability of owning a
personal automobile, but increased travel emissions. Thus, this suggests that three-
way intersections increase trip distances (especially for public transportation), and
may have the long term effect of strengthening motorization trends, even if that was
not the case in 2001. Finally, residential density produced .a counterintuitive result:
it increased travel emissions. This may be an effect of the high demand for public
transportation in dense areas, or it may also be a reflection of congestion and slower
local street speeds. Irrespective of the cause of this relationship, this outcome requires
further examination.
5.2.2 Relative Location Effects
The regional accessibility factors followed a similar pattern as the local built environ-
ment measures. None of the relative location indicators had a statistically significant
impact on the choice of owning one car. Nevertheless, they were important predic-
tors of two or three-plus vehicle ownership, and suggest that regional indicators may
play a more important role in the decision to become a multi-car household. Re-
gional accessibility traits also had a strong relationship with emissions, implying that
this class of measures may be most important in predicting a household's demand
for travel. Increasing distances from a metro station and the downtown uniformly
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increased all types of emitted pollutants. Similarly, for all emissions, except PMo,
improved automobile accessibility at the expense of bus accessibility increased travel
emissions.
5.2.3 Additional Considerations
The SEM model underscored the importance of quantifying neighborhood form through
multi-dimensional measures rather than through individual variables. Three factors
emerged from latent class analysis: a high employment density/ CBD factor; a high-
income residential factor; and a traditional gridded street factor. These factors re-
vealed that high concentrations of jobs and services decreased the utility of vehicle-
ownership and reduced the demand for travel emissions. The wealthy residential
factor had a positive impact on both vehicle ownership and travel, suggesting that
the combination of large household size, low density and high proportions of streets
increases the likelihood of owning a car and choosing a more energy-intense travel
profile. Finally, the gridded street factor underscores the importance of road network
design in planning. Three-way intersections increases the emissions intensity of travel
and when they are the dominant intersection type, it risks encouraging private vehicle
ownership and use.
5.3 Policy Implications
5.3.1 Policies aimed at potential first-car households
The models suggest that as households reach a certain financial status and stage
of life, their probability of owning a car sharply increases. However, income alone
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does not determine the number of cars per household and this study suggests that
an alternative approach to mitigating the growth of single car households is through
moderate-density and high-diversity neighborhood design. Combining these two fac-
tors creates self-sufficient neighborhoods with shorter average trip distances. The
high demand for space increases the opportunity costs of owning a vehicle and over-
all, these neighborhood types reduce the utility of auto ownership. In aggregate, these
factors also induces shifts in mode choice, and can produce lower-emitting communi-
ties.
The results of the SEM models highlighted the need for more nuanced neighbor-
hood design. In isolation, some variables, such as 3-way intersections, had strong,
negative effect on motor vehicle ownership. According to the SEM, a high percent
of three-way intersections combined with relatively lower proportion of four-way in-
tersections increased the likelihood of owning a vehicle. Thus, this emphasizes the
importance of all the dimensions of the built environment, and the need for holistic
approaches to community design.
5.3.2 Policies targeting the growth of multi-car households
The decision to become a multiple car household also appears to draw influence from
the built environment. High residential density and balanced land use diversity both
reduced the likelihood of owning two vehicles. Use mix was insignificant in the three-
plus vehicle model, but residential density continued to exhibit a increasingly strong,
negative effect on the decision to purchase a third car. Furthermore, regional acces-
sibility had an undeniable impact on the decision to become a multi-car household.
This effect entered the model through the distance to CBD variable and the auto to
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bus accessibility ratio. Thus, these findings suggest reducing the number of multi-car
households requires a slightly different set of policies.
First, distance to CBD, and more specifically, distance to employment centers, has a
notable impact on car ownership decisions. Compact cities and proximity to jobs and
services both decrease travel demand and reduce the utility of owning cars. Dense,
continuous development that radiates out from the urban core may be preferable, and
brown fields or other under-utilized parcels near the city center should get develop-
ment priority over suburban or less accessible locations. The squared distance-to-CBD
term also indicates that distance from the city center has a non-linear effect on vehicle
choice as a result of urban subcenters at Santiago's periphery. Further investment in
these satellite employment centers may lessen the desire to own multiple vehicles by
reducing the travel burden of fringe households.
The significance of the auto to bus accessibility ratio also reveals that as the relative
attractiveness of car travel increases at the expense bus transportation, households
are more likely to purchase vehicles. Thus, to reduce multiple automobile households,
public transportation requires ongoing investment and maintenance. This finding also
supports strategies that explicitly prioritize public transportation, such as exclusive
transit lanes, signal prioritization, off-board fares and frequent service.
5.3.3 Policies aimed at reducing emissions
One of the most significant findings in this study is that reducing emissions is not as
simple as decreasing auto share. Buses are also a substantial sources of pollution, and
the needs of public transportation must be considered in conjunction with strategies
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aimed at reducing car traffic. The analysis indicates that proximity to the urban core
and other employment centers decreased emitted grams of pollution. The implies
that households with shorter commutes, will have a reduced demand for daily travel,
and it supports strategies favoring compact development and urban subcenters. Ad-
ditionally, these results suggest that although private automobiles are more energy
intensive, inefficient public buses and long bus routes also results in a high emissions
travel profile. Therefore, a comprehensive reduction in emissions is contingent on the
CBD and satellite employment centers being well-served by public transportation (as
opposed to requiring long onerous journeys). The outcomes of the emissions mod-
els also underscore the need for policies that improve public transportation efficiency,
such as exclusive transit ways, off-board fare collection, and computerized monitoring
and communication systems
5.4 Successes, shortcomings and future research
This thesis used econometrics and GIS to explore the relationship between land use
and transportation as evidenced through travel surveys and disaggregate land use
data. This analysis had several important contributions to existing literature, as well
as some limitations, and opportunities for future work. These strength, weaknesses
and opportunities are discussed in brief in the following sections.
There were several challenges and opportunities for future research with the discrete-
continuous model. At the most basic level, this model had to balance two important,
but often opposed objectives. On one hand, it wanted to reestimate the models spec-
ified in Zegras' past work ([69], [72]) to understand the degree to which spatial scale
129
mattered. On the other hand, this analysis aimed to develop the best model using the
walk buffer spatial unit, and there were several instances when these objectives lead
to different model outcomes. In future work, the discrete-continuous model should
be specified and optimized for one spatial unit and re-estimated for the remaining
spatial units. This approach would allow for the easiest model comparison and the
most insight into the MAUP.
The instrument used to model vehicle ownership was another major weakness of
the study. Although the approach capitalized on the available data, its use of built
environment characteristics to estimate the expected value of vehicle ownership is
questionable. A strong instrument should be correlated with the endogenous variable
it replaces, but independent of travel outcomes. Several past studies indicate that
urban form and travel behavior are highly correlated, and therefore, these measures
cannot be used to predict a true instrument. The next step of this research should
focus on building a stronger instrument, such as estimating the expected value of the
operational costs of vehicle ownership. Successfully controlling for self-selection may
also require exploring alternative analytical techniques, such as SEM.
Another potential weakness of the discrete-continuous choice model is that it does not
include a correction for spatial autocorrelation in the BNL or MNL models. Spatial
autocorrelation was a problem in four of the five emissions models. It may also be a
problem in the discrete choice models, and failure to correct for this phenomena may
have resulted in imprecise or biased estimators.
The SEM model also had its strengths and weaknesses. This approach had the
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advantage of being a highly flexible modeling technique that allowed for more de-
tailed model specifications. The measurement model also permitted the analysis of
the effects of combinations of variables, rather than isolated measures. Chapter 4
lays out a clear and repeatable method for understanding the interaction between the
built environment and travel behavior with controls for self-selection and the MAUP.
Unfortunately, there were some notable obstacles with this analysis. First, the anal-
ysis was limited by the data available. Many of the built environment measures were
not normally distributed, which may have been a significant source of model insta-
bility. Extensions of this analysis should start by ensuring that all or most of the
variables follow approximately normal distributions. Also, although in this case the
measurement model produced three fairly intuitive characterizations of the built en-
vironment, this may not always be the case. Different cities may have very different
latent structures, which underscores the importance of beginning all SEM with EFA.
Another challenge of the SEM model is its current inability to correct for spatial
autocorrelation. As revealed in Chapter 3 spatial dependence was significant for
4 out of 5 emissions models. This spatial heterogeneity and clustering may lead to
inconsistent estimates, and future work should explore the potential for incorporating
a correction for spatial autocorrelation into SEM.
SEM was also severely limited by Mplus' inability to estimate a multnomial vehi-
cle choice model. According to the results in Chapter 3 the factors that influence
the decision to own 1, 2, or 3-plus vehicles are very different, and ideally, these alter-
natives would have been analyzed individually.
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In addition to changes to the analytical techniques, this analysis highlights the need
to consider a wider variety of variables. First, some of the outcomes were counter-
intuitive, which may be a function of aggregated trip types. Household emissions
were estimated for all trips. Future analysis should distinguish trips by trip purpose
to understand if the type of trip has any implications on travel emissions. Second,
although the tax records and property cadasters provide very disaggregate land use
data, these data sources provide relatively little insight into the qualitative aspects
of the built environment. Micro-level characteristics such as sidewalk availability,
building conditions, trees or the presence of bike lanes may have a significant impact
on transportation outcomes, and should be included in future models.
Third, although this study provided valuable insight to the interactions between land
use and transportation in Santiago de Chile, analogous studies of other metropolitan
areas across the globe would be valuable points of comparison. Future studies should
compare how the latent structure of the built environment varies internationally, and
if that variation produces notable differences in travel behavior.
Finally, the controls for self-selection in both the discrete-continuous choice model
and SEM were weak, and it was difficult to extract the magnitude of the self-selection
effect from these model results. This is partially a limitation of cross-sectional data
sets which cannot perfectly capture behavior changes produced by changes in the
built environment. Collecting longitudinal data on household travel behavior would
allow for more accurate causal inference models. Survey aimed at capturing lifestyles
attitudes would also strengthen the results of this analysis.
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Despite the limitations of these analyses, this thesis contributes to an improved un-
derstanding of the interaction between urban form and travel emissions. It proposed
a clear and easily-duplicated approach to analyze the relationships between urban
form, vehicle ownership and travel emissions. It also addressed the four principal
methodological gaps found in relevant literature. This thesis demonstrated that un-
derstanding the complex relationships between land use and transportation decisions
requires a more sophisticated analytical framework. Otherwise, estimates may be in-
consistent or biased. These methods and findings have numerous applications in the
realm of urban planning, and future research can provide a global context for these
findings and further validate this approach.
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