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MOTIVIC SHEAVES REVISITED
DONU ARAPURA
Let us recall that given a subfield k ⊂ C, Nori defined a tensor abelian category
of mixed motives M(k), which received a universal cohomology theory for pairs
of k-varieties. This relied on a Tannakian construction with input consisting of a
representation of a quiver into the category of finitely generated modules over a noe-
therian commutative ring; the output is a certain universal abelian category. The
book by Huber and Mu¨ller-Stach [HM] now gives a fairly detailed account of this
story. In [A2], we constructed an abelian categoryM(S), of motivic “sheaves” over
a k-variety S, with realization functors to the categories of constructible sheaves in
the analytic and e´tale topologies. This used the same method, although there were
additional steps. Many features of this category, such the existence of realizations
or inverse images followed from rather formal considerations. However, other as-
pects were less straightforward. In particular, the construction of direct images for
projective or constant maps in [A2] – which was really the main result – was long
and convoluted.
This paper is written with two goals in mind. The first is to give a less opaque
construction of M(S) and the basic operations on it. The second is to simplify
the proof of the direct image theorem. One cause of the messiness, in the original
construction and proofs, is that (a special case of) the original form of Nori’s Tan-
nakian construction was used. So we had to force the target categories to embed
into a category of finite dimensional vector spaces, even when it was not natural
to do so. In the intervening years, Nori’s Tannakian construction has been refined
by various authors ( [BLO], [BP], [BHP] [HM] and [I]). In particular, using the set
up by Barbieri Viale and Prest, it is possible to give the more direct and natural
construction of M(S) used here. There are a number of other simplications as
well, which are explained in remark 2.1. The proof of the direct image theorem
follows the same basic strategy as in the original, but it has been stripped down
to the essentials. A short summary of the proof is given at the beginning of the
penultimate section.
My thanks to T. Abe, P. Cassou-Nogues, J. W. Hoffman, P. Jossen, and D.
Patel, for various comments, in conversation or by email, that provided some of the
impetus for writing this follow up.
1. The N+ construction
We will use the term quiver instead of (directed) graph used in [A2]. We will
frequently apply category theoretic terminology to quivers. In particular, the words
“vertex” and “object” (respectively “edge” and “morphism”) are used interchange-
ably. The set of objects of ∆ is denoted by Ob∆. A subquiver ∆′ ⊆ ∆ is full if
for any edge in ∆ joining e, e′ ∈ Ob∆′, is in ∆′. A morphism, functor, or rep-
resentation between quivers F : ∆ → ∆′ is a pair of functions between vertices
Author partially supported by a grant from the Simons foundation.
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and edges which preserves incidence: the source/target of F (e) is F applied to the
source/target of e. We will recall the following generalization of Nori’s Tannakian
construction due to Barbieri Viale and Prest [BP, pp 207, 214, 215], that we will
refer to as the N+ construction.
Theorem 1.1. Let R be a commutative ring. Given a representation from a quiver
to an R-linear abelian category F : ∆→ A, there exists an R-linear abelian category
AR(F ) and a 2-commutative diagram
∆ //
F
##❋
❋❋
❋❋
❋❋
❋❋
AR(F )
φ

A
with φ R-linear faithful and exact. Furthermore, this is universal in the sense that
given any other such factorization ∆ → B → A, we have an essentially unique
dotted arrow, as drawn, making the whole diagram 2-commutative
∆ //

F
##❋
❋❋
❋❋
❋❋
❋❋
AR(F )
{{①
①
①
①
①
B // A
Both “2-commutative” and “essentially unique”, mean up to natural isomor-
phism. It will be useful to briefly summarize the construction. One forms a pread-
ditive category R∆ with the same objects as ∆, and for morphisms take the free
R-module generated by paths. (In the case where R is not explicitly mentioned, we
take R = Z.) Given an R-linear preadditive category C, let [C,R-Mod] denote the
category of R-linear additive functors from C to the category of R-modules, and
let [C,R-Mod]fp be the full subcategory of finitely presented objects [BP, p 212].
Define
FreydR(∆) = [[R∆,R-Mod]
fp,R-Mod]fp
This is an R-linear abelian category. Furthermore, there is a canonical represen-
tation ∆→ FreydR(∆), and F has a canonical exact extension F˜ : FreydR(∆)→ A.
ThenAR(F ), orA(F ) when R is understood, is the Serre quotient FreydR(∆)/ ker F˜ .
It should now be clear that the N+ construction is natural in the following sense:
Lemma 1.2. If g : ∆ → ∆′ is a morphism of quivers, there is a 2-commutative
diagram
∆
g //

∆′

FreydR(∆)
G // FreydR(∆
′)
with G exact. If, moreover, there are representations F : ∆→ A and F ′ : ∆′ → A′
such that G sends objects of kerF to kerF ′, then we get an induced exact functor
A(F )→ A(F ′) such that
∆
g //

∆′

AR(F ) // AR(F ′)
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commutes.
Corollary 1.3. Suppose that F : ∆→ A and F ′ : ∆′ → A′ are two representations
to abelian categories, that fit into a 2-commutative diagram
∆
g //

∆′

A
G // A′
with G exact. Then there is an exact functor A(F )→ A(F ′) fitting into the obvious
diagram.
The following will also be needed later.
Lemma 1.4. Suppose that ∆ =
⋃
∆i is a directed union of quivers. If F : ∆→ A
is a representation into an R-linear abelian category, then AR(F ) is equivalent to
the filtered 2-colimit
2- lim
−→
i
AR(F |∆i)
(or more concretely, it is equivalent to the directed union
⋃
φ(A(F |∆i)) ⊆ A).
Sketch. The family of functors AR(F |∆i)→ ARF ) induces a functor
α : 2- lim
−→
i
AR(F |∆i)→ AR(F )
The representations
F |∆i : ∆i → 2- lim−→
i
AR(F |∆i)
patch to yield a representation of ∆. Hence, by the universal property, we get
β : AR(F )→ 2- lim−→
i
AR(F |∆i)
One checks α and β are inverse up to natural equivalence. 
2. Effective motivic sheaves
For the remainder of the paper, we fix a subfield k ⊂ C and a commutative
noetherian ring R. By a k-variety, we mean a reduced separated scheme of finite
type over Spec k. The symbols S,X, Y should be assumed to be k-varieties, unless
stated otherwise. If f : X → S is a morphism of k-varieties and Y ⊂ X is a closed
subvariety, then the cohomology of the pair (X,Y ) relative to S with coefficients
in a sheaf F on the analytic or e´tale topologies Xan or Xet, will be defined by
HiS(X,Y ;F) = R
if∗jX,Y !F|X−Y
and
HS(X,Y ;F) = Rf∗jX,Y !F|X−Y
where jX,Y : X − Y → X is the inclusion. Note that HiS is not cohomology with
support in S. When S is the point Spec k and F is constant, this agrees with what
one usually means by cohomology of the pair. Let us say that a pair (X → S, Y )
has the base change property if for any morphism g : S′ → S of k-varieties, the
canonical map gives an isomorphism
g∗HiS(Xan, Yan;R)
∼= HiS′(XS′,an, YS′,an;R)
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for all i, where XS′ = (X ×S S′)red etc. This property can certainly fail, e.g. for
(Gm →֒ A1, ∅), but it does hold if
(1) f is proper;
(2) or (Xan, Yan)→ San is topologically a fibre bundle;
(3) or the pair (X → S, Y ) is controlled in the sense of [A2, 3.2.1], which
roughly means that f = f1 ◦ f2 where f2 satisfies (2) and f1 is proper.
Furthermore, it always holds over a dense open set [A2, thm 3.1.10].
Let S be a k-variety. Define a quiver ∆(S) as follows. When S is connected, the
vertices are triples (X → S, Y, i) consisting of
• a quasi-projective morphism X → S;
• a closed subvariety Y ⊆ X such that the pair (X → S, Y ) has the base
change property;
• a natural number i ∈ N.
One should think of (X → S, Y, i) as the symbol representing HiS(X,Y ). The set
of edges, or morphisms, of ∆(S) is the union of the following two sets:
Type I: Geometric morphisms
(X → S, Y, i)→ (X ′ → S, Y ′, i)
for every morphism of S-schemes X → X ′ sending Y to Y ′.
Type II: Connecting or boundary morphisms
(f : X → S, Y, i+ 1)→ (f |Y : Y → S,Z, i)
for every chain Z ⊆ Y ⊆ X of closed sets.
When S has several connected components Si, we take ∆(S) =
∏
∆(Si).
Call a sheaf F of R-modules on San k-constructible, if it has finitely generated
stalks and if there exists a partition {Zi} of S into Zariski locally closed sets such
that F|Zi,an is locally constant. The term “k-constructible” is meant to signify that
even though the sheaf is on San, the strata Zi are defined over k. Let Cons(San, R)
denote the full subcategory of the category of sheaves of R-modules consisting of
k-constructible sheaves. It is abelian and R-linear. Let ∆(S)op denote the opposite
quiver, which means that the edges are reversed. We define a representation H :
∆(S)op → Cons(San, R) which sends (X → S, Y, i) to
H(X → S, Y, i;R) := HiS(Xan, Yan;R)
The action of H on edges is as follows. For a morphisms of type I, the map on
cohomology is induced from the restriction
Hi(f ′
−1
U, f ′
−1
U ∩ Y ′;R)→ Hi(f−1U, f−1U ∩ Y ;R)
For a morphism of type II, it is the connecting map associated to the exact sequence
0→ jXY !R→ jXZ!R→ jY Z!R→ 0
More details can be found in [A2, p 154].
Now we can apply the N+ construction to obtain the category of effective mo-
tivic (constructible) sheaves Meff(S,R) := AR(H). Write Meff(S) = Meff(S,Z)
and Meff(k) = Meff(Spec k). The category of motivic sheaves M(S) will be built
from this in the next section by inverting a certain object.
Remark 2.1. Let us compare the story so far with what was done in [A2].
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(1) In the earlier paper, Meff(S) was not considered; M(S) was constructed in
a single step. This required a more complicated definition of ∆(S), where
objects had an extra paramater, and there was an additional set of mor-
phisms.
(2) Another change in the definition of ∆(S) is to require that pairs have the
base change property rather than the stronger condition that they be con-
trolled. This condition is used later for the existence of inverse and direct
images ((P5) and theorem 5.1). One could drop the condition completely,
and everything else should work.
(3) In [A2], we only considered the case where R was a field. There M(S) had
coefficients in Q.
(4) The present construction corresponds to what were called premotivic sheaves
in [A2]. There was an additional step of forcing M(−) to be a stack in the
Zariski topology. This could also be done here, but we have decided it is not
really that useful.
Let us recapitulate the universal property of the N+ construction in this context.
Theorem 2.2. There is a faithful exact R-linear functor to RB : Meff(S,R) →
Cons(San, R), and H factors through it. This is universal in the sense that given
any other such factorization ∆(S) → B → Cons(San, R), we an essentially unique
dotted arrow completing the diagram
∆(S)op
h //

H
&&◆◆
◆◆
◆◆◆
◆◆◆
◆
Meff(S,R)
RB
xx♣ ♣
♣
♣
♣
♣ ♣
B // Cons(San, R)
We callRB the Betti realization. Given (X → S, Y, ) ∈ Ob∆(S). Let h
i
S(X,Y ) =
h(X → S, Y, i). Here is a list of other realizations and properties which follows fairly
quickly from the construction.
(P1) We get a representation of ∆(S)op to the category Cons(Set,Zℓ) of con-
structible Zℓ-sheaves on Set, which sends
(X → S, Y, i) 7→ HiS(Xet, Yet,Zℓ)
The comparison theorem plus theorem 2.2 implies that there is an exact
faithful functor Rℓ : Meff(S,Zℓ) → Cons(Set,Zℓ) (compare [A2, 3.4.6]),
called the ℓ-adic or e´tale realization.
(P2) If Cons-MHS(S) is the heart of the classical t-structure on the derived cat-
egory of mixed Hodge modules ([A2, appendix C], [S, rmk 4.6]), then using
theorem 2.2, one obtains a Hodge realization functor RH : Meff(S,Q) →
Cons-MHS(S) (c.f. [A2, 3.4.7]). When S is smooth, objects of Cons-MHS(S)
would include admissible variations of mixed Hodge structures, but the re-
maining objects seem more mysterious. As an aside, it is worth mention-
ing that Ivorra [I] has constructed an analogous theory of perverse motivic
sheaves, with a realization functor directly into the category of mixed Hodge
modules.
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(P3) If R′ is a flat R-algebra, there is an R-linear exact change of coefficients
functor ⊗RR′ : Meff(S,R) → Meff(S,R′) fitting into a commutative dia-
gram
Meff(S,R)
⊗RR
′
//

Meff(S,R′)

Cons(San, R)
⊗RR
′
// Cons(San, R
′)
To see this, define Meff(S,R′/R) to be the category whose objects are
triples (M,L, φ) with (M,L) ∈ Meff(S,R′)×Cons(San, R) and φ : RB(M) ∼=
L ⊗R R′, and with the obvious notion of morphisms. Theorem 2.2 implies
the existence of an exact functor Meff(S,R) → Meff(S,R′/R). Compose
this with the projection Meff(S,R′/R)→Meff(S,R′).
(P4) By combining (P1) and (P3), one obtains a realizationMeff(S)→ Cons(Set,Zℓ).
(The same sort of trick should be applicable to Ivorra’s category.)
(P5) Suppose that f : T → S is a morphism of k-varieties. We can define a
morphism of quivers f∗ : ∆(S)→ ∆(T ) which takes
(X → S, Y, i) 7→ (XT → T, YT , i)
Since (X → S, Y ) has the base change property,
H(XT → T, YT , i) ∼= f
∗H(X → S, Y, i)
Therefore corollary 1.3 can be applied to show that there is an exact functor
f∗ :Meff(S,R)→Meff(T,R)
which is compatible with f∗ for sheaves under Betti realization (compare
[A2, 3.5.2]).
3. Motivic sheaves and tensor products
We start with a few preliminaries. Call (X → S, Y, i) ∈ ∆(S) cellular if X/S is
affine with equidimensional fibres, and if
HjS(X,Y ) = 0
unless j = i. For example, (GmS → S, {1}, 1) is cellular. In the absolute case, a cel-
lular object is what Nori calls a “good pair” [HM]. Let ∆cell(S) ⊆ ∆eq(S) ⊆ ∆(S)
be the full subquivers consisting of cellular objects and equidimensional objects
respectively. Define Meffcell(S,R) := AR(H |∆cell) and M
eff
eq (S,R) := AR(H |∆eq ).
They can both of these viewed as subcategories ofMeff(S,R). Of course,Meffeq (k,R) =
Meff(k,R), but they are different in general. On the other hand, theorem 4.4.2 of
[A2] (or rather its proof) shows that
Theorem 3.1. Meffeq (S,R) is equivalent to M
eff
cell(S,R).
Fix a cellular object (Z → S,W, j). Assume additionally thatM = HjS(Z,W ;R)
is flat over R. The map ζ : Ob∆(S)→ Ob∆(S) given by
(X → S, Y, i) 7→ (Z ×S X → S,W ×S X ∪ Z ×S Y, j + i)
can be seen to define a morphism of quivers. By the Ku¨nneth formula,
Hi+jS (Z ×S X,W ×S X ∪ Z ×S Y ;R)
∼=M ⊗R H
i(X,Y ;R)
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This renders the diagram
(3.1) ∆(S)op
ζop //

∆(S)op

Cons(San, R)
M⊗ // Cons(San, R)
2-commutative. Thus we can construct an induced exact endofunctor
hiS(Z,W )⊗− :M
eff(S,R)→Meff(S,R)
by corollary 1.3. Let us assume that R is a field for the rest of this paragraph. Then
we can form tensor products with respect to any cellular object. We get a map
Ob∆cell(S)→ [Meff(S,R),Meff(S,R)], sending (Z,W, j) 7→ (h
j
S(Z,W )⊗−). This
can be seen to be a representation. Thus we have an exact functor Meffeq (S,R) →
[Meff(S,R),Meff(S,R)], and therefore a bifunctor
(3.2) ⊗ :Meffeq (S,R)×M
eff(S,R)→Meff(S,R)
exact in both variables.
The category of motivic sheaves M(S) is obtained from Meff(S) by adjoining
the inverse of the Lefschetz motive h1S(Gm,S , 1). The category M
eff(S) is good
enough for most purposes, but inverting L becomes important in certain situations
(e.g. see theorem 4.1). The precise construction proceeds as follows. Define an
exact endofunctor L : Meff(S,R) → Meff(S,R) by L = hS(Gm,S, 1) ⊗ −. By
a standard procedure (c.f. [I, 7.6]), there exists a new R-linear abelian category
M(S,R) :=Meff(S,R)[L−1] such that there exists a 2-commutative diagram
Meff(S,R)
L //

Meff(S,R)

M(S,R)
L //M(S,R)
with the second L invertible. Furthermore,M(S,R) is the universal such category.
The 2-commutativity of (3.1) shows that there is a natural isomorphism RB ◦L ∼=
RB. Therefore RB extends to an exact functor M(S,R) → Cons(San, R) by the
universal property. The construction of Meff(S,R)[L−1] [I, 7.6] shows that this is
faithful. We also have natural isomorphisms
Rℓ ◦ L ∼= Zℓ(−1)⊗Rℓ
RH ◦ L ∼= Q(−1)⊗RH
f∗ ◦ L ∼= L ◦ f∗
implying extensions of the ℓ-adic and Hodge realizations and inverse images to
M(−). Given M ∈ M(S,R) and w ∈ Z, we define the Tate twist by
M(w) = L−wM
The above formulas shows that this is compatible with usual twists under the Hodge
and ℓ-adic realizations.
Tensoring with two flat cellular objects commute:
hi
′
S(X
′, Y ′)⊗ (hiS(X,Y )⊗−)
∼= hi+i
′
S (X ×S X
′ → S,X ×S Y
′ ∪X ′ ×S Y )
∼= hiS(X,Y )⊗ (h
i′
S(X
′, Y ′)⊗−)
(3.3)
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This implies that L intertwines with hiS(X,Y )⊗−. Therefore we can extend this to
a functor hiS(X,Y )⊗R − :M(S,R)→M(S,R). When R is a field, this defines a
map Ob∆cell(S)→ [M(S,R),M(S,R)] which can be seen to be a representation.
Thus we have an exact functor T :Meffeq (S,R)→ [M(S,R),M(S,R)]. This extends
to an exact functor T :Meq(S,R)→ [M(S,R),M(S,R)] by (3.3). Therefore, there
is a tensor product
⊗ :Meq(S,R)×M(S,R)→M(S,R)
compatible with (3.2).
The previous product was constructed asymmetrically, and this makes it difficult
to check certain properties. As an alternative, we can use a variant of the N+
construction by Barbieri Viale, Huber, and Prest [BHP]. A ⊗-quiver consists of
a quiver ∆, with relations, equipped with a special object 1, and such that every
object v is equipped with an identity morphism idv : v → v, and for each pair of
objects v, w there exists an object v ⊗ w. One imposes that
(1) for every morphism e : v → v′ and object w, morphisms e ⊗ id : v ⊗ w →
v′ ⊗ w and id e : w ⊗ v → w ⊗ v′;
(2) for every pair of objects u, v a distinguished morphism αu,v : u⊗v → v⊗u;
(3) for every triple of vertices u, v, w a distinguished morphism βu,vw : u⊗ (v⊗
w)→ (u ⊗ v)⊗ w and also β′u,vw : (u⊗ v)⊗ w → u⊗ (v ⊗ w);
(4) for every object distinguished morphisms uv : v → 1⊗v and u′v : 1⊗v → v;
These are subject to a long list of relations
(1) idv ⊗ idv = idv⊗v;
(2) (e ⊗ id) ◦ (id⊗e′) = (id⊗e′) ◦ (e⊗ id) for all pairs of edges e, e′;
(3) αv,w ◦ αw,v = id for all vertices v, w;
(4) (id⊗γ) ◦ α = α ◦ (γ ⊗ id) and (γ ⊗ id) ◦ α = α ◦ (id⊗γ) for all edges γ;
(5) βu,vw ◦ β′uv,w = id, β
′
uv,w ◦ βu,vw = id;
and some additional relations that we won’t recall; see [BHP, def 2.1]. An exam-
ple of a ⊗-quiver is a commutative tensor (or symmetric monoidal) category; the
maps u∗, α∗, β∗ are the unit, commutativity and associativity constraints. A tensor
functor F : D → A is a functor with a collection of isomorphisms
F (u)⊗ F (v) ∼= F (u⊗ v)
compatible with the constraints.
There is also a modification of the above set up called a graded ⊗-quiver [BHP,
2.11]. Each object of D is assigned a parity, and the relations are the same except
for the second, which is replaced by
(e⊗ id) ◦ (id⊗e′) = ±(id⊗e′) ◦ (e ⊗ id)
where the sign is determined by the parity of the sources and targets of e and e′.
In this setting ⊗-functors have a natural modification called graded ⊗-functors.
We combine special cases of theorems 2.10 and 2.18 of [BHP] into one statement.
Theorem 3.2. Suppose that D is a (graded) ⊗-quiver and F : D → C is (graded)
tensor functor to an abelian tensor category with an exact tensor product. Then
A(F ) is an abelian tensor category, and the natural map A(F ) → C is a tensor
functor.
By modifying the arguments of [HM, §9.3] , we obtain
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Proposition 3.3. ∆cell(S) can be made into a graded ⊗-quiver with
(X → S, Y, i)⊗ (X ′ → S, Y ′, i′) = (X ×S X
′ → S,X ×S Y
′ ∪X ′ ×S Y, i+ i
′)
and the parity given by the parity of i. H together with the Ku¨nneth isomorphism
becomes graded ⊗-functor.
Corollary 3.4. For noetherian R, Meffeq (SR) is a commutative tensor category
with unit 1 = hoS(S, ∅).
When R is a field, one can see that the product
⊗ :Meffeq (S,R)×M
eff
eq (S,R)→M
eff
eq (S,R)
is compatible with the previous product (3.2). By symmetry, the bifunctor ⊗R on
Meffeq (S,R) intertwines with L in both variables. Thus it descends to a product
⊗ :Meq(S,R)×Meq(S,R)→Meq(S,R)
where Meq(S,R) =Meq(S,R)[L−1].
4. Local systems
Let S be a k-variety as usual. Suppose that X¯ → S is smooth and projective,
and D + E ⊂ X¯ a divisor with relative simple normal crossings. Then (X¯ −D →
S,E∩(X¯−D), i) is an object of ∆(S), because it is a fibre bundle with respect to the
analytic topology. This implies, moreover, that its cohomology is locally constant or
a local system. We refer to an object of this form as tame. Let ∆tame(S) ⊂ ∆eq(S)
be the full subquiver consisting of all tame objects. Apply the N+ construction to
obtain the category
Mefflc (S,R) := A(H |∆tame(S)) ⊆M
eff
eq (S,R)
of effective motivic local systems. By previous remark, its image under RB lies
in the abelian subcategory of local systems Loc(San, R). When R = Z,Q,R and
S is smooth, we can construct a Hodge realization RH directly into the category
VMHS(San, R) of admissible R-variations of mixed Hodge structures [A2, pp 180-
181].
It is clear that if f : T → S is a morphism of k-varieties, and (X → S, Y, i) ∈
∆tame(S), then (XT → T, YT , i) ∈ ∆tame(T ). Therefore f∗(Mefflc (S,R)) ⊂M
eff
lc (T,R).
Similarly ∆tame(S) ⊂ ∆eq(S) is a sub ⊗-quiver in the obvious sense. Therefore
Mefflc (S,R) ⊂ M
eff
eq (S,R) is a tensor subcategory. In particular, since (Gm, 1, 1) is
tame, Mefflc (S,R) is stable under L. Define the category of motivic local systems
by Mlc(S,R) := Mefflc (S,R)[L
−1]. This can be identified with a subcategory of
Meq(S,R). Putting all of this together, we see thatMlc(S,R) is a tensor category.
Theorem 4.1. If S is connected, then Mlc(S,Q) is a neutral Tannakian category.
Sketch. We already know that Mlc(S,Q) is a tensor category. If s ∈ S(C), let
σs : Loc(S,Q)→ Q-mod denote the stalk at s. The composition
Mlc(S,Q)→ Loc(S,Q)
σs−→ Q-mod
gives a fibre functor. We just have to check thatMlc is rigid, i.e. that it has duals.
It suffices to construct duals on a set of generators by [HM, prop 8.3.4]. We use the
set of motives M = hiS(X¯ −D,E) attached to tame objects. If X¯/S has relative
dimension n, let
M∨ = h2n−iS (X¯ − E,D)(n)
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The arguments in [A2, pp 182-183] shows that there is a perfect Poincare´ duality
pairing
RB(M)⊗RB(M
∨)→ QS
which is induced by a pairing of motives
M ⊗M∨ ∼= 1

5. The direct image theorem
The hardest result in [A2] is the existence of direct images. We will give a simpler
account here. The proof is broken down into a series of cases. The second, which
contains the most of the main ideas, deals with case of the map g : S → Spec k. The
outline is as follows. The underlying quiver ∆(S) can be expressed as a directed
union of subquivers ∆(S, S•) depending on some auxilliary data. For each vertex
v ∈ ∆(S, S•), one can write down a canonical complexKS•(v) of motives inM
eff(k)
depending on S•, that computes the derived direct image Rg∗RB(v). The family
of complexes KS•(v) is compatible with refinement of S•. Therefore H
∗(K(−))
extends to Meff(S) = 2- lim
−→
Meff(S, S•).
Theorem 5.1. Let g : S → Q be a morphism of quasiprojective k-varieties. As-
sume that either Q = Spec k or that g is projective. Then there exists a δ-functor
{rjg∗ :Meff(S)→Meff(Q)}j=0,1..., such that for each j, the diagram
Meff(S)
rjg∗ //
RB

Meff(Q)
RB

Cons(San)
Rjg∗ // Cons(Qan)
2-commutes. This extend to a δ-functor rjg∗ :M(S)→M(Q) satisfying the same
condition.
Proof. 1. Proof when g is a closed immersion.
When j > 0, set rjg∗ = 0. This is consistent with the fact that R
jg∗ = 0. The
map
(X → S, Y, i) 7→ hiQ(X,Y )
can be seen to give a representation of ∆(S)op →Meff(Q). So it defines an exact
functor r0g∗ :Meff(S)→Meff(Q). Clearly RB(r0g∗hiQ(X,Y )) = g∗H
i
S(X,Y ), and
this forces RB ◦ r0g∗ = f∗ ◦RB on the whole of Meff(S).
2. Proof when Q is a point.
When Q = Spec k, rechristen rjg∗ = r
jΓ. Also in this case Cons(Q) = Ab is just
the category of abelian groups. Finally, to avoid confusion, we reserve Hi for sheaf
cohomology, and use Hi for the cohomology of a chain complex.
By Jounalou’s trick [J, lem 1.5], we can find an affine variety T and an affine
space bundle p : T → S. This implies that Hj(p∗F ) = Hj(F ) for any sheaf
F ∈ Cons(San). If we can construct functors r
jΓ : Meff(T ) → Ab satisfying
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RB ◦ rjΓ = Hj ◦ RB, then rjΓ ◦ p∗ : Meff(S) → Ab will have the same property.
Therefore we may now assume that S is affine.
For this proof, a filtration on S will mean a chain
∅ = S−1 ⊂ S0 ⊂ S1 ⊂ · · · = S
of equidimentional closed sets with dimSi = i. Given a pair (X → S, Y ), let me
say that it is adapted to a filtration S• if for all a
Hi(Sa, Sa−1;H
∗
S(X,Y )) = 0
unless i = a. Let ∆(S, S•) ⊂ ∆(S) be the full sub quiver of triples (X → S, Y, i)
adapted to S•. Then [A1, lem 3.7] shows that ∆(S) is a directed union of ∆(S, S•),
as S• runs over various filtrations. (This is just an application of Beilinson’s “basic
lemma”, for readers familiar with it.) By lemma 1.4,Meff(S) is the filtered 2-colimit
of the family
Meff(S, S•) = A(H |∆(S,S•))
Thus it suffices to define rjΓ on these categories, and verify compatibility under
refinement.
Given an object (X,Y, i) ∈ Ob∆(S, S•), let KS•(X,Y, i) = K(X,Y, i) denote
the sequence of motives
hi(XS0 , YS0 ∪XS0−1)
d
→ hi+1(XS1 , YS1 ∪XS1−1)
d
→ . . .
where the maps d are connecting maps. One can check immediately that RB(d
2) =
0, so d2 = 0 because RB is faithful. Therefore K(X,Y, i) is an object in the abelian
category of bounded chain complexes Cb(Meff(k)). Its image Rb(K(X,Y, i) ∈
Cb(Ab) has cohomology
(5.1) Hj(RB(K(X,Y, i)) ∼= H
j(S,HiS(X,Y ))
by [A2, prop 5.2.2]. We claim that KS• : ∆(S, S•)
op → Cb(M(k)) is a representa-
tion. Given a morphism of type I, one gets a diagram
hi(XS0 , YS0 ∪XS0−1) //

hi+1(XS1 , YS1 ∪XS1−1) //

hi(X ′S0 , Y
′
S0
∪X ′S0−1)
// hi+1(X ′S1 , Y
′
S1
∪X ′S1−1)
//
It commutes because it does so after applying RB . Similarly, given a morphism of
type II, one gets a commutative diagram
hi(XS0 , YS0 ∪XS0−1) //

hi+1(XS1 , YS1 ∪XS1−1) //

hi+1(YS0 , ZS0 ∪ YS0−1) // h
i+1(YS1 , ZS1 ∪ YS1−1) //
Thus KS• is a representation as claimed. This implies that it extends to an exact
functor
(5.2) KS• :M
eff(S, S•)→ C
b(Meff(k))
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Set rjΓ = Hj ◦ KS• , then (5.1) implies the result for M
eff(S, S•). If S
′
• ⊆ S•,
then one has a map of quivers ∆(S, S•) → ∆(S, S′•). and a corresponding map of
complexes
(5.3) KS•(X,Y, i)→ KS′•(X,Y, i)
This implies that rjΓ is compatible with refinement, so it extends to the 2-colimit
Meff(S).
3. Proof when g is projective.
To begin with, let us remark that projectivity is needed to ensure the composition
with g preserves the base change property.
Lemma 5.2. If (f : X → S, Y ) has the base change property and g : S → Q is
proper, then (g ◦ f : X → Q, Y ) has the base change property.
Proof. Consider the diagram
X ′
f ′

// X
f

S′
g′

π // S
g

Q′
p // Q
where both squares are Cartesian. Also let Y ′ ⊂ X ′ denote the pullback of Y . Then
by the proper base change theorem [Di, thm 2.3.26] together with the hypothesis
we have
p∗HQ(X,Y ) = p
∗Rg∗HS(X,Y )
= Rg′∗π
∗HS(X,Y )
= Rg′∗HS′(X
′, Y ′)
= HQ′(X
′, Y ′)
(Equality means that the canonical maps are isomorphisms.)

The map g can be factored as a g2 ◦ g1, where g1 is a closed immersion, and g2
is a projection from a product. It is easy to see that rjg∗ = r
jg2∗r
0g1∗ will have
the desired property, assuming that rjg2∗ exists. Therefore it is enough to treat
the case where g is projective with equidimensional fibres. The proof now follows
the same basic outline as in case 2. A relative form of Jounalou’s trick [A2, lem
3.6] shows that there exists an affine Q-scheme T and a morphism p : T → S which
is an affine space bundle. Although T → Q is no longer proper, a modification of
lemma 5.2 still holds. Namely, if (f : X → S, Y ) has the base change property,
then its pullback to T has this property over Q. This is because the fibres of p are
contractible. Note that g′ = g ◦ p is affine with equidimentional fibres. A filtration
T• ⊂ T is now a filtration of closed sets indexed by relative dimension. A pair
(X → S, Y ) is adapted to the filtration T• if
HiQ(Ta, Ta−1; p
∗H∗S(X,Y )) = 0
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Define ∆(S, T•) ⊂ ∆(S) as the full subquiver of objects adapted to T•. Lemma
4.3.4 of [A2] shows that ∆(S) is directed union of the ∆(S, T•). Arguing exactly as
before, one finds that the map from Ob∆(S, T•) sending (X,Y, i) to the complex
K(X,Y, i) given by
hiQ(XT0 , YT0 ∪XT0−1)
d
→ hi+1Q (XT1 , YT1 ∪XT1−1)
d
→ . . .
defines a representation of ∆(S, T•)
op →Meff(Q). Once again there is an isomor-
phism
(5.4) Hj(RB(K(X,Y, i)) ∼= H
j
Q(S,H
i
S(X,Y ))
by [A2, prop 5.2.2]. Therefore one has an exact functor K : Meff(S, T•) →
Cb(Meff(Q)) such that rjg∗ = H
j ◦ K satisfies the necessary conditions. It passes
to the 2-colimit as before.
4. Extension to M.
Consider the diagram
Meff(S,R)
rjg∗ //
RB
 ''◆◆
◆◆
◆◆
◆◆
◆◆
◆
Meff(Q,R)
RB

M(S,R) //❴❴❴❴ M(Q,R)
with solid arrows. One can check, in each of the cases, that there are natural isomor-
phisms L◦ rjg∗ ∼= r
jg∗ ◦L. Therefore by the universal property ofM
eff(S,R)[L−1],
we can complete the above diagram as indicated.

The proof actually gives a bit more than what was stated.
Corollary 5.3 (of proof). With the same assumptions as in the theorem, there
is a well defined triangulated functor rg∗ : D
bM(S) → DbM(Q), such rjg∗M =
Hj(rg∗M) for any M ∈ M(S).
Proof. We will just do this in case 2, when Q is a point. The functor (5.3) extends
to an exact functor
CbMeff(S, S•)→ C
b(Cb(Meff(k)))
from the category of single complexes to double complexes. Composing with the
total complex, and projection, yields a functor
CbMeff(S, S•)→ D
bMeff(k)
The map (5.3) is a quasi-isomorphism by (5.1). Therefore the above map passes to
the 2-colimit
CbMeff(S)→ DbMeff(k)
This factors through DbMeff(S), and satisfies rjg∗M = Hj(rg∗M). One can check
that this commutes with L, therefore extends to rg∗ : D
bM(S)→ DbM(Q). 
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6. Variants
1. Local systems in the arithmetic case.
The following was done in response to a question by Bill Hoffman. Fix a noe-
therian integral scheme T whose function field k is embedded into C. Let η → T
denote the generic point. Fix S → T a smooth projective scheme. Let ∆tame(S/T )
be the graph whose objects are triples (X¯ −D → S,E ∩ (X¯ −D), i), where X¯ → S
is smooth and projective, and D + E ⊂ X¯ a divisor with relative simple normal
crossings. The morphisms are defined as section 2. Given a noetherian ring R, we
can define H : ∆tame(S/T )→ Cons(Sη,an, R) as before. Apply N
+ construction to
obtain the category Mefflc (S/T,R) := A(H) of motivic local systems. We have the
corresponding universal property
Theorem 6.1. Mefflc (S/T,R) has a faithful exact functor to the category of local
systems Loc(Sη,an, R), and H factors through it. This is universal in the sense of
theorem 2.2.
This leads immediately to an exact functor Mefflc (/TS,R) → M
eff
lc (Sη, R), but
this is not an equivalence. To see the difference, we look at the e´tale realization.
Assume that ℓ is invertible in T , define
Hℓ(X¯ −D → S,E ∩ (X¯ −D), i) = R
if∗jX¯−D,E!Qℓ|X¯−D−E
This is a priori a constructible Qℓ sheaf on Set. We claim
Lemma 6.2. Hℓ is locally constant
1.
Proof. Assume for the moment that E = ∅. Let j : X¯ − D → X¯ denote the
inclusion. The Leray spectral sequence
E2 = R
pf∗R
qj∗Qℓ ⇒ R
p+q(f ◦ j)∗Qℓ
degenerates stalkwise at E3 by [D1, 6.2-6.3] and [D2]. The description of the E2
terms in [D1] plus the smooth and proper base change theorems [M] shows that
these are locally constant. The category of locally constant sheaves forms a Serre
subcategory of the category of all sheaves. Therefore E3 and the abutment are also
locally constant.
The general case when E is nonempty can be reduced to the previous case using
the long exact sequence for a pair
. . .→ Hℓ(X¯ −D → S,E ∩ (X¯ −D), i)→ Hℓ(X¯ −D → S, ∅, i)→
Hℓ(E ∩ (X¯ −D)→ S), ∅, i) . . .

Let Loc(Set,Qℓ) denote the category of locally constant sheaves. Then, using the
above results, we have an e´tale realizationMefflc (S/T )→ Loc(Set,Qℓ). Returning to
the earlier remark, elements of Mefflc (S/T ) give representations of π
et
1 (S), whereas
elements of Mefflc (Sη) give representations of π
et
1 (Sη). The latter need not extend
to the former. However, with the help of lemma 1.4, we get
1We’re using “locally constant” to mean “lisse” here.
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Lemma 6.3. Suppose that T is the spectrum of a finitely generated Z-algebra. Then
Mefflc (Sη) is equivalent to
2- lim
−→
T
Mefflc (S/T )
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Abstract. The purpose of this paper is to present a simplified construction
of the author’s category of motivic sheaves [A2], and to provide a simplified
proof of a theorem of [A1] that the Leray spectral sequence can be lifted to
this category.
Let us recall that given a subfield k ⊂ C, Nori defined an abelian category of
mixed motives M(k), which received a universal cohomology theory for pairs of
k-varieties. The book by Huber and Mu¨ller-Stach [HM] now gives a fairly detailed
account of this story. In [A2], we generalized Nori’s construction to obtain an
abelian categoryM(S), of motivic “sheaves” over a k-variety S. There is a faithful
exact “Betti” realization functor RB from M(S) to the category of constructible
sheaves on the analytic space San, and also an exact functor Rℓ fromM(S) to the
category of constructible ℓ-adic sheaves. There is also a Hodge realization from
M(S) to the heart of a certain t-structure on the derived category of mixed Hodge
modules. This is made explicit when S is a curve in the third section of this paper.
For each projective morphism f : X → S, there exists a motive hiS(X) ∈ M(S)
such that RB(h
i
S(X)) = R
if∗Z and Rℓ(h
i
S(X)) = R
if∗Zℓ.
The main result of this paper is that there exists a δ-functor h∗ :M(S)→M(k),
such that RB(h
j(M)) = Hj(S,RB(M)). Furthermore, if f : X → S is projective,
there is a spectral sequence converging to the Nori motive
ME
pq
2 = h
p(hqS(X))⇒ h
p+q(X)
whose image under RB is the Leray spectral sequence. This is an amalgam of
the main theorem of [A1] and theorem 5.2.1 of [A2]. The proof here is simpler
than either of the previous proofs. One of the goals of this paper is to give more
transparent constructions and proofs of some results from the papers [A1, A2].
This is possible, in part, because of some developments over the intervening years.
Nori’s Tannakian construction has been refined by various authors ([BLO], [BP],
[HM] and [I]). In particular, using the set up by Barbieri Viale and Prest [BP], we
are able to give the more direct and natural construction of M(S) used here. In
addition, some of the complicated homological algebra from [A1] can be replaced
by a technical result due to de Cataldo and Migliorini [CM], which gives a criterion
for a map to be an isomorphism in the filtered derived category.
My thanks to T. Abe and D. Patel for various comments, by email or in person,
that provided some of the impetus for writing this follow up.
1. The N+ construction
We will use the term quiver instead of (directed) graph used in [A2]. We will
frequently apply category theoretic terminology to quivers. In particular, the words
Author partially supported by a grant from the Simons foundation.
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“vertex” and “object” (respectively “edge” and “morphism”) are used interchange-
ably. The set of objects of ∆ is denoted by Ob∆. A subquiver ∆′ ⊆ ∆ is full if
for any edge in ∆ joining e, e′ ∈ Ob∆′, is in ∆′. A morphism, functor, or rep-
resentation between quivers F : ∆ → ∆′ is a pair of functions between vertices
and edges which preserves incidence: the source/target of F (e) is F applied to the
source/target of e. We say that a diagram of categories is 2-commutative, if any
two paths between the same vertices are naturally isomorphic. We will recall the
following generalization of Nori’s Tannakian construction due to Barbieri Viale and
Prest [BP, pp 207, 214, 215], that we will refer to as the N+ construction.
Theorem 1.1. Let R be a commutative ring. Given a representation from a quiver
to an R-linear abelian category F : ∆→ A, there exists an R-linear abelian category
NR(F ) and a 2-commutative diagram
∆ //
F
##❋
❋❋
❋❋
❋❋
❋❋
❋ NR(F )
φ

A
with φ R-linear faithful and exact. Furthermore, this is universal in the sense that
given any other such factorization ∆→ B → A, we have a dotted arrow as drawn,
which is unique up to natural isomorphism, and which makes the whole diagram
2-commutative
∆ //

F
##❋
❋❋
❋❋
❋❋
❋❋
❋ NR(F )
{{①
①
①
①
①
B // A
It will be useful to briefly summarize the construction, since it will lead to
somewhat more refined statements. One forms a preadditive category R∆ with
the same objects as ∆, and for morphisms take the free R-module generated by
paths. (In the case where R is not explicitly mentioned, we take R = Z.) Given
an R-linear preadditive category C, let [C,R-Mod] denote the category of R-linear
additive functors from C to the category of R-modules, and let [C,R-Mod]fp be
the full subcategory of finitely presented objects [BP, p 212]. Define
FreydR(∆) = [[R∆,R-Mod]
fp,R-Mod]fp
This is an R-linear abelian category. Furthermore, there is a canonical represen-
tation ∆→ FreydR(∆), and F has a canonical exact extension F˜ : FreydR(∆)→ A.
ThenNR(F ), orN (F ) when R is understood, is the Serre quotient FreydR(∆)/ ker F˜ ,
where ker F˜ ⊂ FreydR(∆) is the full subcategory objects {X | F˜ (X) = 0}.
It should now be clear that the N+ construction satisfies the following:
Lemma 1.2.
(1) If g : ∆→ ∆′ is a morphism of quivers, there is a 2-commutative diagram
∆
g //

∆′

FreydR(∆)
G // FreydR(∆
′)
with G exact.
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(2) If there are representations F : ∆ → A and F ′ : ∆′ → A′ to R-linear
abelian categories such that G sends objects of ker F˜ to ker F˜ ′, then we get
an induced exact functor NR(F )→ NR(F ′) such that
∆
g //

∆′

NR(F ) // NR(F
′)
commutes.
(3) If there are representations F : ∆→ A and F ′ : ∆→ A′ such that ker F˜ ⊆
ker F˜ ′, then NR(F ′) is a Serre quotient of NR(F ).
Corollary 1.3. Suppose that F : ∆→ A and F ′ : ∆′ → A′ are two representations
to abelian categories, that fit into a 2-commutative diagram
∆
g //

∆′

A
G // A′
with G exact. Then there is an exact functor N (F )→ N (F ′) fitting into the obvious
diagram.
The following will also be needed later.
Lemma 1.4. Suppose that ∆ =
⋃
∆i is a directed union of quivers. If F : ∆→ A
is a representation into an R-linear abelian category, then NR(F ) is equivalent to
the filtered 2-colimit
2- lim
−→
i
NR(F |∆i)
(For the general construction of a filtered 2-colimit of categories, see [SGA4, exp
VI §6]. In the case, at hand, where Ci ⊆ C is directed system of subcategories
of a fixed category, we can identify 2- lim
−→i
Ci with the union
⋃
iCi ⊆ C, i.e. the
category whose objects and morphisms are
⋃
iObCi and
⋃
iMorCi respectively.)
Sketch. The family of functors NR(F |∆i)→ NR(F ) induces a functor
α : 2- lim
−→
i
NR(F |∆i)→ NR(F )
The representations
F |∆i : ∆i → 2- lim−→
i
NR(F |∆i)
patch to yield a representation of ∆. Hence, by theorem 1.1, we get
β : NR(F )→ 2- lim−→
i
NR(F |∆i)
One checks α and β are inverse up to natural equivalence. 
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2. Effective motivic sheaves
For the remainder of the paper, we fix a subfield k ⊂ C and a commutative
noetherian ring R. By a k-variety, we mean a reduced separated scheme of finite
type over Spec k. The symbols S,X, Y should be assumed to be k-varieties, unless
stated otherwise. If f : X → S is a morphism of k-varieties and Y ⊂ X is a closed
subvariety, then the cohomology of the pair (X,Y ) relative to S with coefficients
in a sheaf F on the analytic or e´tale topologies Xan or Xet, will be defined by
HiS(X,Y ;F) = R
if∗jX,Y !F|X−Y
and
HS(X,Y ;F) = Rf∗jX,Y !F|X−Y ,
where jX,Y : X − Y → X is the inclusion. Note that HiS is not cohomology with
support in S. When S is the point Spec k and F is constant, this agrees with what
one usually means by cohomology of the pair. Let us say that a pair (X → S, Y )
has the base change property if for any morphism g : S′ → S of k-varieties, the
canonical map gives an isomorphism
g∗HiS(Xan, Yan;R)
∼= HiS′(XS′,an, YS′,an;R)
for all i, where XS′ = (X ×S S
′)red etc. This property can certainly fail, e.g. for
(Gm →֒ A1, ∅). We give some criteria for the property to hold.
Lemma 2.1. If f is proper, then (f : X → S, Y ) has the base change property.
More generally, if (f : X → S, Y ) has the base change property and g : S → T is
proper, then (g ◦ f : X → T, Y ) has the base change property.
Proof. The first statement follows immediately from the proper base change the-
orem [Di, thm 2.3.26] or [KS, prop 2.6.7]. Let us prove the second. Consider the
diagram
X ′
f ′

// X
f

S′
g′

π // S
g

T ′
p // T
where both squares are Cartesian. Also let Y ′ ⊂ X ′ denote the pullback of Y .
Then by the proper base change theorem together with the hypothesis we have
p∗HT (X,Y ) = p
∗Rg∗HS(X,Y )
= Rg′∗π
∗HS(X,Y )
= Rg′∗HS′(X
′, Y ′)
= HT ′(X
′, Y ′)
(Equality means that the canonical maps are isomorphisms.)

Let say that (f : X → S, Y ) is controlled if there is a factorization of f
X
f1
→ X ′
f2
→ S
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such that f2 is proper, and (f1 : Xan → X ′an, Yan) is a topological fibre bundle. To
be more explicit, the last condition means that there exists a topological space F ,
an open covering {Ui} of X ′an, and homeomorphisms of pairs
(f−11 Ui, f
−1
1 Ui ∩ Y )
∼= (Ui × F, f1(Ui)× F )
compatible with projection. The notion of being controlled is essentially the same
as the one defined in [A2, 3.2.1].
Lemma 2.2. If (f : X → S, Y ) is controlled, then it satisfies the base change
property.
Proof. Clearly, if (f : Xan → San, Yan) is topological fibre bundle, then it satisfies
the base change property. The general case of the lemma follows from this special
case and lemma 2.1. 
Let S be a k-variety. Define a quiver ∆(S) as follows. When S is connected, the
vertices are triples (X → S, Y, i) consisting of
• a quasi-projective morphism X → S;
• a closed subvariety Y ⊆ X such that the pair (X → S, Y ) has the base
change property;
• a natural number i ∈ N.
One should think of (X → S, Y, i) as the symbol representing HiS(X,Y ). Let us
refer to a pair (X → S, Y ) satisfying the first two conditions as an admissible pair.
The set of edges, or morphisms, of ∆(S) is the union of the following two sets:
Type I: Geometric morphisms
(X → S, Y, i)→ (X ′ → S, Y ′, i)
for every morphism of S-schemes X → X ′ sending Y to Y ′.
Type II: Connecting or boundary morphisms
(f : X → S, Y, i+ 1)→ (f |Y : Y → S,Z, i)
for every chain Z ⊆ Y ⊆ X of closed sets.
When S has several connected components Si, we take ∆(S) =
∏
∆(Si).
Call a sheaf F of R-modules on San k-constructible or simply constructible, if
it has finitely generated stalks and if there exists a partition Σ = {Zi} of S into
Zariski locally closed sets such that F|Zi,an is locally constant. If Σ is given, then
F is called constructible with respect to Σ. The term “k-constructible” is meant to
signify that even though the sheaf is on San, the strata Zi are defined over k. Let
Cons(San, R) (or Cons(San,Σ, R)) denote the full subcategory of the category of
sheaves of R-modules consisting of k-constructible sheaves (with respect to Σ). It
is abelian and R-linear. Let ∆(S)op denote the opposite quiver, which means that
the edges are reversed. We define a representation H : ∆(S)op → Cons(San, R)
which sends (X → S, Y, i) to
H(X → S, Y, i;R) := HiS(Xan, Yan;R)
The action of H on edges is as follows. We start with the easier case of a morphism
of type II. To
(f : X → S, Y, i+ 1)→ (f |Y : Y → S,Z, i)
we assign the connecting map
HiS(Y, Z;R)→ H
i+1
S (X,Y ;R)
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induced by the exact sequence
(2.1) 0→ jXY !R→ jXZ!R→ jY Z!R→ 0
For a morphism
g : (f : X → S, Y, i)→ (f ′ : X ′ → S, Y ′, i)
of type I, the map on cohomology
(2.2) HiS(X
′, Y ′;R) = Rif ′∗jX′Y ′!R→ R
if∗jXY !R = H
i
S(X,Y ;R)
is constructed below. We have a commutative diagram of distinguished triangles
(2.3) jX′Y ′!RX′−Y ′
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖

✤
✤
✤
✤
✤
✤
✤
RY ′
[1]
oo

RX′
99ssssssssss

Rg∗jXY !RX−Y
''❖❖
❖❖❖
❖❖❖
❖❖❖
Rg∗RY
[1]
oo
Rg∗RX
99sssssssss
The dotted arrow above induces a map
Rf ′∗jX′Y ′!R→ Rf
′
∗Rg∗jXY !R
∼= Rf∗jXY !R
which gives (2.2)
Remark 2.3. It should be clear that one can define a representation of ∆(S)op as
above for any theory satisfying Grothendieck’s “six operations” formalism (as laid
out in [BBD, pp 43-44] for example). In fact, one only needs a theory with direct
images and extensions by zero, for which analogues of (2.1) and (2.3) exist.
Now we can apply the N+ construction to obtain the category of effective mo-
tivic (constructible) sheaves Meff(S,R) := NR(H). If R is understood, we write
Meff(S) = Meff(S,R) and Meff(k) = Meff(Spec k). The category of motivic
sheaves M(S) will be built from this in the next section by inverting a certain
object. If Σ is a finite partition of S into locally closed sets, let ∆(S,Σ) ⊂ ∆(S) de-
note the full subquiver of triples (X → S, Y, i) such thatHiS(X,Y ) ∈ ObCons(S,Σ).
Then we can consider the subcategory
Meff(S,Σ, R) = NR(H |∆(S,Σ)) ⊂M
eff(S,R)
of motivic sheaves constructible with respect to Σ. We define the subcategory of
motivic local systems as
Meffls (S,R) =M
eff(S, {S}, R)
Remark 2.4. Let us compare the story so far with what was done in [A2].
(1) In the earlier paper, Meff(S) was not considered; M(S) was constructed in
a single step. This required a more complicated definition of ∆(S), where
objects had an extra paramater, and there was an additional set of mor-
phisms.
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(2) Another change in the definition of ∆(S) is to require that pairs have the
base change property rather than the stronger condition that they be con-
trolled. This condition is used later for the existence of inverse and direct
images ((P4) and theorem 6.1).
(3) In [A2], we only considered the case where R was a field. There M(S) had
coefficients in Q.
(4) The present construction corresponds to what were called premotivic sheaves
in [A2]. There was an additional step of forcing M(−) to be a stack in the
Zariski topology. This could also be done here, but it is not necessary for
the present purposes.
(5) In [A2], the categories M(S,Σ) were defined first, and M(S) was taken to
be the 2-colimit.
Let us recapitulate the universal property of the N+ construction in this context.
Theorem 2.5. There is a faithful exact R-linear functor to RB : Meff(S,R) →
Cons(San, R), and H factors through it. This is universal in the sense that given
any other such factorization ∆(S) → B → Cons(San, R) where the last functor is
exact and faithful, we an essentially unique dotted arrow completing the diagram
∆(S)op
h //

H
&&◆◆
◆◆
◆◆◆
◆◆◆
◆
Meff(S,R)
RB
xx♣ ♣
♣
♣
♣
♣ ♣
B // Cons(San, R)
We call the above functor RB, the Betti realization. Given (X → S, Y, ) ∈
Ob∆(S). Let hiS(X,Y ) = h(X → S, Y, i). Here is a list of other realizations and
properties which follows fairly quickly from the last theorem.
(P1) Fix an embedding of the algebraic closure k¯ ⊂ C. Let X¯ = X×Speck Spec k¯
etc. We get a representation of ∆(S)op to the category Cons(Set,Zℓ) of
constructible Zℓ-sheaves on Set, which sends
(X → S, Y, i) 7→ HiS(X¯et, Y¯et,Zℓ)
This extends to a representation by remark 2.3. The comparison theorem
[SGA4, exp XVI, thm 4.1; exp XVII, thm 5.3.3] plus theorem 2.5 implies
that there is an exact faithful functor Rℓ : Meff(S,Zℓ) → Cons(Set,Zℓ)
(compare [A2, 3.4.6]), called the ℓ-adic or e´tale realization.
(P2) If R′ is a faithfully flat R-algebra, there is an R-linear exact change of coeffi-
cients functor ⊗RR′ :Meff(S,R)→Meff(S,R′) fitting into a commutative
diagram
Meff(S,R)
⊗RR
′
//

Meff(S,R′)

Cons(San, R)
⊗RR
′
// Cons(San, R
′)
To see this, define Meff(S,R′/R) to be the category whose objects are
triples (M,L, φ) with (M,L) ∈ Meff(S,R′)×Cons(San, R) and φ : RB(M) ∼=
L ⊗R R′, and with the obvious notion of morphisms. Theorem 2.5 implies
the existence of an exact functor Meff(S,R) → Meff(S,R′/R). Compose
this with the projection Meff(S,R′/R)→Meff(S,R′).
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(P3) By combining (P1) and (P2), one obtain a realization
Meff(S)→ Cons(Set, Ẑ)→ Cons(Set,Zℓ)
(The same sort of trick should be applicable to Ivorra’s category.)
(P4) Suppose that f : T → S is a morphism of k-varieties. We can define a
morphism of quivers f∗ : ∆(S)op → ∆(T )op which takes
(X → S, Y, i) 7→ (XT → T, YT , i)
Since (X → S, Y ) has the base change property,
H(XT → T, YT , i) ∼= f
∗H(X → S, Y, i)
Therefore corollary 1.3 can be applied to show that there is an exact functor
f∗ :Meff(S,R)→Meff(T,R)
which is compatible with f∗ for sheaves under Betti realization (compare
[A2, 3.5.2]).
3. Hodge realization over a curve
Nori constructed a Hodge realization RH from Meff(k,Z) to the category of
integral mixed Hodge structures using the representation that assigns to (X,Y, i)
the Deligne mixed Hodge structure on Hi(X,Y ;Z). Over a general base, things
are more complicated. Saito [S] has defined his category of mixed Hodge modules
MHM(S) with the following properties:
(1) Over a point MHM(pt) is just the category of polarizable rational mixed
Hodge structures. When S is smooth, objects of MHM(S) include polar-
izable variations of pure Hodge structures, and more generally admissible
variations of mixed Hodge structures [S, thm 0.2]
(2) The category MHM(S) is abelian and Q-linear. There is an exact faithful
forgetful functor from MHM(S) to the category of rational perverse sheaves
Perv(S) [BBD].
(3) The previous functor extends to a triangulated functor DbMHM(S) →
Dbc(S,Q) to the constructible derived category.
(4) The standard operationsRf∗,Rf!, . . . onD
b
c(−) extend to operations f
H
∗ , f
H
! , . . .
on DbMHM(−) [S, thm 0.1].
There are two natural t-structures [BBD, §1.3] on DbMHM(S). The standard
one has MHM(S) as its heart. There is a second t-structure on DbMHM(S), that
we call the classical t-structure, which corresponds to the usual one on Dbc(S)
([A2, appendix C], [S, rmk 4.6])). Let us call the heart of the classical t-structure,
the category of constructible mixed Hodge modules, and denote it by CMHM(S).
It possesses a faithful exact functor to Cons(S). To each of the t-structures,
there are associated cohomological functors pH∗ : DbMHM(S) → MHM(S) and
cH∗ : DbMHM(S) → CMHM(S) respectively. In [A2, 3.4.7], we defined a Hodge
realization functor
RH :M
eff(S,Q)→ CMHM(S)
using the representation
(f : X → S, Y, i) 7→ cHifH∗ j
H
XY !Q
Note that one can check that this is a representation with the help of remark 2.3.
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The category CMHM(S) is constructed abstractly, so the structure of its objects
is not immediately obvious. We will give a more explicit alternative description of
constructible mixed Hodge modules when S is an irreducible smooth complex curve.
A similar description is possible in general, but the notation becomes somewhat
more cumbersome. We fix a partition Σ = {U, p1, . . . , pn} of S into an open set
U and closed points pi. Let j : U → S, i1 : p1 → S, . . . denote the inclusions. An
admissible variation of mixed Hodge structures on U , consists of a Q-local system F ,
plus some other data which imply that all the stalks Fx are endowed with mixed
Hodge structures. See [SZ, §3] for the precise definition. These form a Q-linear
abelian category VMHS(U). Given an object F ∈ ObVMHS(U), we can view the
perverse sheaf F [1] as part of a mixed Hodge module by [S, thm 0.2]. So F can be
viewed as an object of DbMHM(U). We define CMHM(S,Σ) to be the category
with objects
{(F ,M1, . . . , γ1, . . .) | F ∈ ObVMHS(U),Ma ∈MHM(pt), γa :Ma → H
0(iH∗a j
H
∗ F)}
The object H0(iH∗a j
H
∗ F) is a mixed Hodge structure with underlying vector space
i∗aj∗F . We require that the gluing maps γa are morphisms of mixed Hodge stuctures.
A morphism (F ,M1, . . .) → (F ′,M ′1, . . .) is a collection of morphisms F → F
′,
Ma → M ′a which are compatible with the gluing maps. It is not difficult to see
that:
Lemma 3.1.
(1) CMHM(S,Σ) is a Q-linear abelian category.
(2) The functor F : CMHM(S,Σ)→ Cons(S,Σ) which sends (F ,M1, . . .) to
ker
[
j∗F ⊕
⊕
a
ia∗Ma →
⊕
a
ia∗i
∗
aj∗F
]
,
where the map is the difference of the adjunction map and
∑
γa, is exact
and faithful.
Let us outline the construction of the Hodge realization
Meff(S,Σ,Q)→ CMHM(S,Σ)
Given (X,Y, i) ∈ ∆(S,Σ), we need to assign an object HH(X,Y, i) = (F ,M1, . . .)
whose image under F is HiS(X,Y ). We set Ma = H
i(Xpa , Ypa) with the Deligne
mixed Hodge structure. Since (X,Y, i) ∈ ∆(S,Σ), F = HiU (XU , YU ) is a local
system. It carries an admissible variation of mixed Hodge structure, namely
(pHifH∗ j
H
XY !Q)[−1]
The adjunction maps
IH∗a j
H
XY !Q→ I
H∗
a J
H
∗ J
∗
Hj
H
XY !Q
induce maps on cohomology
Hi(Xa, Ya)→ i
∗
aj∗H
i
U (XU , YU )
These are gluing maps. For any sheaf G on S, one can check by examining stalks
that
0→ G → j∗j
∗G ⊕
⊕
a
ia∗i
∗
aG →
⊕
a
ia∗i
∗
aj∗j
∗G
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is exact. Applying this observation to G = HiS(X,Y ), shows that F (HH(X,Y, i))
∼=
G. It remains to check that HH gives a representation, but this follows with the
help of remark 2.3.
4. Motivic sheaves
Given a category A with an endofunctor L : A→ A, following [I, 7.6], we define
a new category A[L−1] with objects ObA× Z, and morphisms
HomA[L−1]((a, n), (b,m)) = lim−→
i
HomA(L
i+na, Li+mb)
The map a 7→ (a, 0) extends to a functor A→ A[L−1]
Lemma 4.1.
(1) If A is R-linear abelian, and L is R-linear and exact, then A[L−1] is R-
linear abelian, and A→ A[L−1] is exact.
(2) If L is an equivalence, then A is equivalent to A[L−1].
(3) There exists a 2-commutative diagram
A
L //

A

A[L−1]
L′ // A[L−1]
where L′ is an equivalence.
(4) Given a functor F : A→ B and a 2-commutative diagram
A
L //

A

B
L′′ // B
there exists a 2-commutative diagram
A //

A[L−1]

B // B[(L′′)−1]
Proof. The first statement is [I, lemma 7.4]. If L is an equivalence with quasi-inverse
L−1, one sees that (a, n) ∼= (Lna, 0), and that
HomA[L−1]((a, 0), (b, 0)) ∼= HomA(a, b)
So the functor A → A[L−1] is essentially surjective and fully faithful. One defines
L′(a, n) = (La, n+1), and checks this gives an auto-equivalence of A[L−1] extending
L. The last statement is clear from the construction. 
Corollary 4.2. If the functor L′′ in (4) is an equivalence, there is a 2-commutative
diagram
A //
""❋
❋❋
❋❋
❋❋
❋❋
A[L−1]

B
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Call (X → S, Y, i) ∈ ∆(S) cellular if X/S is affine with equidimensional fibres,
if
HjS(X,Y ;R) = 0
unless j = i, and HiS(X,Y ;R) is flat over R. A basic example of cellular object
is (GmS → S, {1}, 1). We refer to the corresponding motive h
1
S(Gm,S , 1) as the
Lefschetz motive. In the absolute case, a cellular object is what Nori calls a “good
pair” [HM].
Lemma 4.3. Given a cellular object (Z → S,W, j), let M = HjS(Z,W ;R). The
map ζ : Ob∆(S)→ Ob∆(S) given by
(X → S, Y, i) 7→ (Z ×S X → S,W ×S X ∪ Z ×S Y, j + i)
is a morphism of quivers. The Ku¨nneth isomorphism
Hi+jS (Z ×S X,W ×S X ∪ Z ×S Y ;R)
∼=M ⊗R H
i(X,Y ;R)
renders the diagram
(4.1) ∆(S)op
ζop //

∆(S)op

Cons(San, R)
M⊗ // Cons(San, R)
2-commutative.
It follows from this lemma and corollary 1.3, that if (Z → S,W, j) is cellular,
then we can construct an induced exact endofunctor
hjS(Z,W )⊗− :M
eff(S,R)→Meff(S,R)
Define the exact endofunctor Leff :Meff(S,R)→Meff(S,R) by Leff = hS(Gm,S , 1)⊗
−. Set M(S,R) := Meff(S,R)[(Leff)−1]. Then there exists a 2-commutative dia-
gram
Meff(S,R)
L
eff
//

Meff(S,R)

M(S,R)
L //M(S,R)
with L invertible. Furthermore, M(S,R) is the universal such category. We refer
to M(S) as the category of motivic sheaves M(S). The category Meff(S) is good
enough for most purposes, but inverting L becomes important in situations where
one considers duals.
The 2-commutativity of (4.1) shows that there is a natural isomorphism RB ◦
Leff ∼= RB. Therefore RB extends to an exact functor M(S,R) → Cons(San, R)
by the universal property. The construction ofMeff(S,R)[(Leff)−1] shows that this
is faithful. We note that the category CMHM(S) is stable under the operations
M 7→M ⊗Q(±1).
Lemma 4.4. The functors Rℓ, RH and f
∗ extend to M(−). Tate twists in M(S)
are compatible with these operations in the sense that
Rℓ ◦ L ∼= Zℓ(−1)⊗Rℓ
RH ◦ L ∼= Q(−1)⊗RH
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f∗ ◦ L ∼= L ◦ f∗
Proof. By Ku¨nneth, one gets an isomorphism of e´tale cohomology
Hi+jS (Gm ×S¯ X¯, 1×S¯ X¯ ∪Gm ×S¯ Y ;Zℓ)
∼= Zℓ(−1)⊗Zℓ H
i(X¯, Y¯ ;Zℓ)
Therefore
Rℓ ◦ L
eff ∼= Zℓ(−1)⊗Rℓ
Similarly one checks that
RH ◦ L
eff ∼= Q(−1)⊗RH
f∗ ◦ Leff ∼= Leff ◦ f∗
on Meff(−). The lemma is a formal consequence of these identities. 
The category M(k) =M(Spec k) is precisely Nori’s category of mixed motives.
Let Mpure(k) ⊂ M(k) denote the full subcategory generated by subquotients of
hi(X), with X smooth and projective. This subcategory can be related to other
constructions. Andre´ defined a category of pure motives [A], by replacing algebraic
cycles in Grothendieck’s construction by his motivated cycles. If one assumes the
standard conjectures, then Andre´’s and Grothendieck’s categories of motives would
coincide.
Theorem 4.5. The category Mpure(k,Q) is equivalent to Andre´’s category of pure
motives.
Proof. See [A2, thm 6.4.1] or [HM, thm 10.2.7]. 
Corollary 4.6. The category Mpure(k,Q) is semisimple abelian.
Proof. [A, thm 0.4]. 
5. Background on cellular decomposions
We recall some background results from [A1, A2], along with some simplifica-
tions. First, we recall Jounalou’s trick [J, lemma 1.5].
Lemma 5.1 (Jouanalou). If S is a quasi-projective variety then there exists an
affine variety T and a smooth morphism π : T → S which is Zariski locally isomor-
phic to AnS for some n.
Let π : T → S be as above. Since Cn is contractible, then given F ∈ Cons(San),
we have an isomorphism Hi(T, π∗F) ∼= Hi(San,F) for each i. So for our purposes,
we lose nothing by working on T . The next result is key, and is a consequence of
Beilinson’s basic lemma. First, we need some notation. Given a sheaf F on T , and
closed sets T1 ⊂ T2 ⊂ T , let
Hi(T2, T1;F) = H
i(T2, j!(F |T1))
where
T2 − T1
j
→֒ T2
is the inclusion. When F is constant, this is just the cohomology of the pair in the
usual sense.
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Lemma 5.2. Given F ∈ Cons(Tan), there exist a chain
∅ = T−1 ⊂ T0 ⊂ T1 ⊂ · · · = T
of equidimentional closed sets with dimTi = i, such that for all a
Hi(Ta, Ta−1;F) = 0
unless i = a. Furthermore, T• can be chosen to refine a given chain.
Proof. [A1, lemma 3.7]. 
Let us say that an admissible pair (X → S, Y ) is cellular with respect the chain
T• if for all a
(5.1) Hi(Ta, Ta−1;π
∗H∗S(X,Y )) = 0 if i 6= a
We say that that an object (X → S, Y, j) is cellular with respect to T•, if (X → S, Y )
is. Let ∆(S, T•) ⊂ ∆(S) be the full sub quiver of triples (X → S, Y, j) cellular with
respect to T•.
Corollary 5.3. ∆(S) is a directed union of ∆(S, T•), as T• runs over various
chains.
Fix a commutative noetherian ring R. Cohomology should be understood to
take values in R if coefficients are not specified. Suppose that (X → S, Y ) is an
admissible pair which is cellular with respect to T•. Let F = π∗HS(X,Y ;R) ∈
Db(San, R), and G = G(X,Y ) = RΓF ∈ D
b(R-mod). We construct filtrations on G
by P •(G) = RΓτ≤−•F , and
F •G = RΓjTT•!j
∗
TT•
F
Define a new filtration Dec(F ) by de´calage [D2, 1.3.3].
Lemma 5.4. The identity of G induces an isomorphism in the filtered derived
category
(G, P ) ∼= (G, Dec(F ))
Proof. This follows from de Cataldo-Migliorini [CM, prop 5.6.1]. The conditions of
their proposition hold because of (5.1).

As a corollary, we get an isomorphism of spectral sequences associated to the
two filtrations
PE
pq
1 = H
p+q(GrpPG)
∼= Dec(F )E
pq
1 = H
p+q(Grp
Dec(F )G)
After reindexing PE
pq
1 = LE
2p+q,−p
2 , the first spectral sequence can be identified
with the Leray spectral sequence
LE
pq
2 = H
p(S,HqS(X,Y ;R))⇒ H
p+q(X,Y ;R)
c.f. [D2, 1.4.8]. A similar change of variable leads to an isomorphism Dec(F )E
pq
1 =
FE
2p+q,−p
2 [D2, 1.3.3.2]. The first page of the last spectral sequence is
FE
pq
1 = H
p+q(GrpFG)
∼= Hp+q(XTp , YTp ∪XTp−1)
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where the differentials are connecting maps. The whole spectral sequence can be
constructed, in the usual manner [W, §5.9], from the exact couple
E1 =
⊕
p
H∗(XTp , YTp ∪XTp−1)
D1 =
⊕
p
H∗(X,Y ∪XTp−1)
(5.2)
with maps
D1 // D1
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
E1
aa❇❇❇❇❇❇❇❇
coming from the long exact sequence associated to the triples (X,Y ∪ XTp , Y ∪
XTp−1). For each i, let us write K(i)
• = K(X,Y, i)• = Ei•1 , i.e.
(5.3) K(i)• = Hi(XT0 , YT0 ∪XT0−1)→ H
i+1(XT1 , YT1 ∪XT1−1)→ . . .
To summarize:
Corollary 5.5. With the same assumptions as above, there is an isomorphism
of spectral sequences LE
pq
2
∼= FE
pq
2 . In particular, there is an isomorphism of
R-modules
φ : Hj(K(i)•) ∼= Hj(S,HiS(X,Y ))
where Hj stands for the jth cohomology module of a complex.
We need to understand the naturality properties of above the isomorphism, Given
a morphism of (X ′ → S, Y ′)→ (X → S, Y ) of pairs, we have a morphism G(X,Y ) →
G(X′,Y ′) compatible with the filtrations P, F,Dec(F ) and the isomorphism of lemma
5.4 (which is just the identity!). In particular, we can conclude that we morphism
K(X,Y, i)• → K(X ′, Y ′, i)•
and a commutative diagram
(5.4) Hj(K(X,Y, i)•)

φ // Hj(S,HiS(X,Y ))

Hj(K(X ′, Y ′, i)•)
φ // Hj(S,HiS(X
′, Y ′))
Let Z ⊆ Y ⊆ X be a chain of closed sets. Then the exact sequence
0→ jXY !R→ jXZ!R→ jY Z!R→ 0
gives rise to a distinguished triangle
G(X,Y ) → G(X,Z) → G(Y,Z) → G(X,Y )[1]
The last morphism is compatible with the filtrations leading to a commutative
diagram
(5.5) Hj(K(Y, Z, i)•)

φ // Hj(S,HiS(Y, Z))

Hj(K(X,Y, i + 1)•)
φ // Hj(S,Hi+1S (X,Y ))
MOTIVIC SHEAVES REVISITED 15
6. Motivic Leray
Fix a subfield k ⊂ C, and commutative noetherian ringR. LetM(S) =M(S,R).
Here is the main result of the paper. It refines theorem 3.1 of [A1], although the
strategy of proof is closer to that of [A2, thm 5.2.1].
Theorem 6.1. Let S be a quasiprojective k-variety. Then there exists a δ-functor
{hj :M(S)→M(k)}j=0,1..., such that for each j, the diagram
M(S)
hj //
RB

M(k)
RB

Cons(San)
Hj // R-mod
2-commutes. Given a controlled pair (f : X → S, Y ), there exists a spectral sequence
ME
pq
2 = h
p(hqS(X,Y ))⇒ h
p+q(X,Y )
in M(k) whose image under RB is isomorphic to the Leray spectral sequence
LE
pq
2 = H
p(S,HqS(X,Y ))⇒ H
p+q(X,Y )
We will defer the proof until we have established some preliminary results. Define
a new category C whose objects are triples
(K•,F , φ : H∗(S,F) ∼= RB ◦ H
∗(K•))
where K• ∈ ObCb(Meff(k)), F ∈ Cons(S,R), and φ an isomorphism of graded R-
modules. A morphism (K•1 ,F1, φ1)→ (K
•
2 ,F2, φ2) is pair of morphisms K
•
1 → K
•
2 ,
F1 → F2 which are compatible under φi.
Lemma 6.2. The category C is abelian, and the projections p1 : C → Cb(M(k))
and p2 : C → Cons(S) are exact. The induced functor from C = C/ ker p2 to
Cons(S) is exact and faithful. The functor Hi ◦ p1 : C →Meff(k) factors through
the quotient C.
Proof. The first two statements are straightforward and completely formal, so let us
focus on the last. Let Σ be the set of morphisms of C whose kernel and cokernel lie
in ker p2. Then by construction C is the localization Σ
−1C. So it suffices to prove
that Hi ◦p2 takes Σ to the set of isomorphisms. Let f : (K•1 ,F1, φ1)→ (K
•
2 ,F2, φ2)
be in Σ. Then f induces an isomorphism F1 ∼= F2, and therefore an isomorphism
Hi(F1) ∼= Hi(F2). It follows that f induces an isomorphismHi(K1) ∼= Hi(K2). 
Proposition 6.3. There is a δ functor h∗ :Meff(S)→Meff(Spec k) such that
Meff(S)
hj //
RB

Meff(k)
RB

Cons(San)
Hj // R-mod
2-commutes.
Proof. By lemma 5.1, we can find an affine variety T and an affine space bundle
p : T → S. We fix this choice. By corollary 5.3, ∆(S) is a directed union of ∆(S, T•).
Therefore by lemma 1.4, Meff(S) is the filtered 2-colimit of the categories
Meff(S, T•) = N (H |∆(S,T•))
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Thus it suffices to define hj on these categories, and verify compatibility under
refinement.
Given an object (X,Y, i) ∈ Ob∆(S, T•), let KT•(X,Y, i) denote the sequence of
motives in Meff(k) given by
hi(XT0 , YT0 ∪XT0−1)
d
→ hi+1(XT1 , YT1 ∪XT1−1)
d
→ . . .
where the maps d are connecting maps. One can check immediately that RB(d
2) =
0, so d2 = 0 becauseRB is faithful. ThereforeKT•(X,Y, i) is an object in the abelian
category of bounded chain complexes Cb(Meff(k)). Its image RB(K(X,Y, i)) ∈
Cb(R-mod) is the complex K•i constructed in (5.3). We define
FT•(X,Y, i) = (KT•(X,Y, i), H
i
S(X,Y ), φ) ∈ ObC
where φ comes from corollary 5.5.
We claim that FT• : ∆(S, T•)
op → C is a representation. Given a morphism
(X ′, Y ′, i)→ (X,Y, i) of type I, one gets a diagram
hi(XT0 , YT0 ∪XT0−1) //

hi+1(XT1 , YT1 ∪XT1−1) //

hi(X ′T0 , Y
′
T0
∪X ′T0−1)
// hi+1(X ′T1 , Y
′
T1
∪X ′T1−1)
//
It commutes because it does so after applying RB. Therefore we have morphism
KT•(X,Y, i)→ KT•(X
′, Y ′, i). This can be completed to a morphism FT•(X,Y, i)→
FT•(X
′, Y ′, i) by (5.4).
Similarly, given a morphism of type II associated to a triple Z ⊆ Y ⊆ X , one
gets a commutative diagram
hi(XT0 , YT0 ∪XT0−1) //

hi+1(XT1 , YT1 ∪XT1−1) //

hi+1(YT0 , ZT0 ∪ YT0−1) // h
i+2(YT1 , ZT1 ∪ YT1−1 ) //
This can be extended to a morphism
(KT•(X,Y, i), H
i
S(X,Y ), φ)→ (KT•(Y, Z, i+ 1), H
i+1
S (Y, Z), φ)
using (5.5). Thus FT• is a representation as claimed.
Let F¯T• : ∆(S, T•)
op → C be the compostion of FT• with the quotient map.
Since H factors through F¯T• , by theorem 2.5, it extends to an exact functor
F¯T• :M
eff(S, T•)→ C
Let hjT• denote the composite
(6.1) Meff(S, T•)
F¯T•−→ C
Hj◦p2
−→ Meff(k)
where the second arrow comes from the previous lemma. This forms a δ-functor,
since Hj ◦ p2 does.
As noted already, by corollary 5.5
(6.2) RB(h
j
T•
(hiS(X,Y )))
∼= Hj(RB(KT•(X,Y, i))
∼= Hj(S,HiS(X,Y ))
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If T ′• ⊆ T•, then one has a map of quivers ∆(S, T•)→ ∆(S, T
′
•). and a corresponding
map of complexes
(6.3) KT•(X,Y, i)→ KT ′•(X,Y, i)
This is a quasi-isomorphism by (6.2). Therefore hjT• is compatible with refinement,
so it extends to a functor hj on the 2-colimit Meff(S).

Proof of theorem 6.1. We first prove that the functor hj constructed in the last
proposition has an extension M(S) → M(k) with the same properties. Given a
complex K• ∈ Cb(Meff(k)), observe that
RB(L
effK•) ∼= H1(Gm, 1)⊗R RB(K
•) ∼= RB(K
•)
Define Leff : C → C by
Leff(K•,F , φ : H∗(S,F) ∼= RB◦H
∗(K•))) = (LeffK,F , H∗(S,F) ∼= RB◦H
∗(LeffK•)))
The composite Leff : C → C factors through C.
Let λ : Ob∆(S)→ Ob∆(S) be given by
(X → S, Y, i) 7→ (Gm ×X → S,Gm × Y ∪ 1×X, i+ 1)
Then
K(λ(X,Y, i)) ∼= LeffK(X,Y, i)
One can check that the diagram
∆(S, T•)
op F¯ //

λop
''◆◆
◆◆◆
◆◆◆
◆◆◆
◆
C
L
eff
$$❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍
Meff(S, T•)
L
eff
''◆◆
◆◆
◆◆◆
◆◆
◆◆
77♣♣♣♣♣♣♣♣♣♣♣♣♣
∆(S, T•)
op F¯ //

C
Meff(S, T•)
::✉✉✉✉✉✉✉✉✉✉
2-commutes. This implies that F¯ :Meff(S, T•)→ C extends to a functorM(S, T•)→
C. Composing with Hj ◦ p2, and passing to the colimit, gives an extension hj :
M(S)→M(k) such that L◦hj ∼= hj◦L. Any object ofM ∈ ObM(S) is isomorphic
to LnM ′ with M ′ ∈ ObMeff(S). Therefore
RB(h
j(M)) ∼= RB(L
nhj(M ′)) ∼= RB(h
j(M ′)) ∼= Hj(RB(M))
Define an exact couple in M(k) by
ME1 =
⊕
h∗(XTp , YTp ∪XTp−1)
MD1 =
⊕
h∗(X,Y ∪XTp−1)
with maps
D1 // D1
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
E1
aa❇❇❇❇❇❇❇❇
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induced by connecting maps as in (5.2). This generates a spectral sequence ME
pq
1 .
Then the image of this exact couple under RB is (5.2). Therefore RB(ME
pq
1 )
∼=
FE
pq
1 . Therefore by corollary RB(ME
pq
2 )
∼= LE
pq
2 .

The proof actually gives a bit more than what was stated.
Corollary 6.4 (of proof). With the same assumptions as in the theorem, there is a
well defined triangulated functor rΓ : DbM(S)→ DbM(k), such hjM = Hj(rΓM)
for any M ∈M(S).
Proof. The functor p2 ◦ F¯T• extends to an exact functor
CbMeff(S, T•)→ C
b(Cb(Meff(k)))
from the category of single complexes to double complexes. Composing with the
total complex, and projection, yields a functor
CbMeff(S, T•)→ D
bMeff(k)
The map (6.3) is a quasi-isomorphism by (6.2). Therefore the above map passes to
the 2-colimit
CbMeff(S)→ DbMeff(k)
This factors through DbMeff(S), and satisfies hjM = Hj(rΓM). One can check
that this commutes with Leff, therefore extends to rΓ : DbM(S)→ DbM(k). 
Theorem 6.5. Let X be a smooth and projective variety. Let f : X → S be a
surjective projective morphism to another variety S, and assume that either f is
smooth and projective, or that S is a smooth projective curve. Then there is a
noncanonical decomposition
hi(X) ∼=
⊕
p+q=i
hq(hpS(X))
in M(k,Q).
Proof. The Leray spectral sequence
LE2 = H
p(S,HqS(X ;Q))⇒ H
p+q(X ;Q)
degenerates at E2, either by Deligne [D1, thm 1.5] when f is smooth and projective,
or by Zucker [Z, cor 15.15] when S is a curve. This means that the differentials
d2, d3, . . . are all zero. Therefore the same holds for the spectral sequence ME2,
constructed in the previous theorem. It follows that there is a filtration Lp on
hi(X) such that
GrpLh
i(X) = hq(hpS(X))
Since hi(X) lies in Mpure(k), and this category is semisimple by corollary 4.6, it
follows that the maps
hi(X)← Lphi(X)→ GrpLh
i(X)
split. So we obtain an isomorphism
hi(X) ∼=
⊕
p+q=i
hq(hpS(X))

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