Abstract. The least-squares finite-element framework for the neutron transport equation is based on the minimization of a least-squares functional applied to the properly scaled neutron transport equation. This approach is extended by incorporating the boundary conditions into the leastsquares functional. The proof of the V-ellipticity and continuity of the new functional leads to bounds of the discretization error for different regimes. For a P 1 approximation of the angular dependence the resulting system of partial differential equations for the moments is explicitly derived. In the diffusion limit this system is essentially a Poisson equation for the zeroth moment and has a divergence structure for the set of moments of order 1. One of the key features of the least-squares approach is that it produces a posteriori error bounds. The use of these bounds is demonstrated in numerical examples for a spatial discretization using trilinear finite elements on a uniform tessellation into cubes.
1. Introduction. The single group, steady state, isotropic-scattering form of the neutron transport equation is given by [11] [Ω · ∇ + σ t I − σ s P] ψ(x, Ω) = q for (x, Ω) ∈ R × S 2 , ψ(x, Ω) = g for x ∈ ∂R with n · Ω < 0 , (1.1) where σ t is the total cross section, σ s is the scattering cross section, and ψ(x, Ω) is the angular flux to be determined for all points x ∈ R ⊂ ℜ 3 and all possible travel directions Ω on the unit sphere S 2 . Using the normalization dΩ = sin(θ)dθdϕ 4π
for the incremental solid angle element, the operator P is defined by (Pψ) (x) := S 2 ψ(x, Ω) dΩ, (1.2) whereas I in (1.1) denotes the identity operator. For convenience, we denote the transport operator L := Ω · ∇ + σ t (I − P) + σ a P, where σ a := σ t − σ s is the absorption cross section, and define the standard inner product on L 2 R × S 2 by u, v := R S 2 u v dΩ dx, u := u, u , (1.3) where v is the complex conjugate of v.
In previous work [16] a scaling of the form R := a(I − P) + bP was introduced, where a and b depend on σ t and σ a . The problem (1.1) is then restated as the minimization of the least-squares functional That is, we define V as the space of functions bounded in the V -norm and V 0 as the subspace of V with homogeneous inflow boundary conditions and show that there exist constants c 0 and c 1 , independent of σ t and σ a , such that for any v ∈ V 0 . This result implies that (1.1) with g = 0 is well posed for q ∈ L 2 (R × S 2 ) and leads to the a priori estimate
In addition, [16] contains discretization error bounds for conforming finite elements using a P N discretization in angle, which consists in approximating the solution by a linear combination of a finite number of spherical harmonics, and continuous piecewise polynomial finite elements in space. A conforming P N discretization has the unfortunate property of enforcing the homogeneous boundary conditions on a finite expansion in spherical harmonics. This implies that the discrete solution will have zero outflow as well as zero inflow boundary values. While this is appropriate in the thick diffusive limit, it is unsatisfactory in general. A physically motivated variational treatment of the boundary conditions for a P N discretization in angle was introduced in [5] . Most common is the use of the P N discretization together with Mark or Marshak boundary conditions [6] . In particular, Marshak boundary conditions enforce orthogonality conditions with respect to certain moments. A different approach to boundary conditions for neutron transport is described and analyzed in [12] and [13] . Our purpose in this paper is to provide a more general and natural treatment of the boundary conditions by incorporating them directly into the least-squares functional.
In this paper we extend the least-squares approach by enforcing the boundary conditions through a boundary functional. This allows the use of finite-element spaces which do not satisfy the boundary conditions and, consequently, allows a more robust approximation of the outflow boundary values. Toward this end we first examine the space of admissible boundary data (g in (1.1)) and establish trace theorems and a priori estimates for the solution of the nonhomogeneous problem (1.1). We then introduce a boundary functional, b I (v, v), show that it is bounded in the space of admissible boundary functions, recast (1.1) as the minimization of the least-squares functional G 1 (v; q, g) := G 0 (v; q) + 2b I (v − g, v − g), (1.8) and show that this new functional is continuous and coercive in the norm with constants independent of σ t and σ a .
We then study finite-element approximations by minimizing the functional over a finite-dimensional subspace, V h ⊂ V 1 . This solution approach was introduced in [14, 15] and studied analytically in [16] . It is important to make a distinction between the variational principle provided by the least-squares approach and the discretization scheme corresponding to the restriction to a subspace of finite dimension. The least-squares finite-element approach constitutes a general framework for constructing discretizations of transport problems that are accurate in diffusive regimes.
In this paper we focus again on the P N approximation in angle. Compared to the widely used discrete ordinates, S N discretization for the angular dependence, the P N approximation has the advantage of avoiding ray effects [11, p. 194] . In addition, the P N discretization seems to be the most efficient approach for obtaining integral quantities like scalar fluxes. Moreover, for anisotropic scattering, the scattering kernel is often given as an expansion in spherical harmonics which also suggests the use of a P N approximation.
One important practical feature of the least-squares framework is that it automatically provides a posteriori bounds on the discretization error, which can be used as a criterion for adaptive mesh refinement. Another is the ease of handling heterogeneous material. Each material can be handled separately communicating to other materials through a boundary functional.
In the next section we introduce the scaling operator R and the V -norm, establish trace theorems that describe the admissible boundary data g, and provide a priori estimates for the solution of (1.1) in terms of the data q and g. In section 3, we introduce the interior and boundary functionals and demonstrate well-posedness by establishing continuity and coercivity bounds that are independent of σ t and σ a . In section 4, we derive discretization error bounds for a P N discretization in angle and piecewise polynomial elements in space. The P N approximation leads to a system of partial differential equations (moment equations) with special structure. This system is explicitly derived for a P 1 approximation in section 5. Based on the P 1 moment equations we give an heuristic explanation for the superiority of the full least-squares approach as opposed to a Galerkin discretization. In section 6 we discuss the use of the minimum of the least-squares functional as an appropriate practical error measure and present numerical results obtained with this approach. Finally, we draw some conclusions in section 7.
2. Scaling, norms, and boundary functionals. We begin by establishing notation. Let the region R ⊂ ℜ
3 be an open connected set with diam(R) = 1 and with piecewise C 1,1 boundary, denoted by ∂R. Let n(x) be the outward unit normal at x ∈ ∂R. For any unit vector Ω define the inflow and outflow boundary as Next we define D := R × S 2 and let
be the inflow and outflow boundary of D. We also make use of the standard Sobolev norms [1] 
, which are denoted by · k,0 and · k,0,∂R , respectively.
Scaling and interior functional.
The total cross section, σ t , and the absorption cross section, σ a , satisfy the relations σ t ≥ σ a ≥ 0. Within a given material these parameters are assumed to be constant. However, it is important for problems with heterogeneous material that a numerical scheme behave properly for all possible parameter values. As indicated in Figure 2 .1, we divide the admissible values of (σ t , σ a ) into three regions as follows:
I. Thin regime σ t ≤ 1, II. Thick regime with absorption σ t ≥ 1 and σ a ≥ 1/σ t , III. Thick regime with small absorption σ t ≥ 1 and 0 ≤ σ a ≤ 1/σ t . The scaling operator in each region is defined as follows:
We recall the definition of the interior functional,
and the corresponding Hilbert space V , defined as the closure of C ∞ (D) with respect to the V -norm. We define V 0 to be the subspace of V that satisfies homogeneous inflow boundary conditions. Results established in [16] yield the following a priori estimate for the solution of (1.1) with g = 0.
Theorem 2.1. If ψ satisfies (1.1) with q ∈ L 2 (D) and g = 0, then
Proof. The proof for Regions I and III follow from Corollary 3.10 in [16] . For Region II we have
Since v(x, Ω) = 0 for x ∈ ∂R with n · Ω < 0, we have
which completes the proof. Thus, for any (σ t , σ a ), the operator L :
2.2. Boundary space and functionals. In this paper, we consider nonhomogeneous boundary conditions. The first step is to define the space of functions on the boundary that correspond to functions in V . For v ∈ V , let γ(v) := v| ∂D I (2.10) be the trace operator. We seek the space that contains all such γ(v). Toward that end, for (x, Ω) ∈ ∂D I , let
be the length of the longest line segment contained in R, starting at the inflow boundary point x and proceeding in the direction Ω. For functions on ∂D I , we define the norm,
where dσ is the surface area differential on ∂R. The space associated with the B Inorm is
where the closure is taken in the B I -norm. The next theorem shows that B I is precisely the space of boundary data associated with functions in V . Theorem 2.2 (trace theorem). The trace operator γ : V → B I is a bounded surjection:
Proof. We first establish the bound (2.14). Note that for any fixed Ω and any integrable f (x), we have
and (x, Ω) ∈ ∂D I , letx := x + tΩ be the first point along the line x + sΩ with s ≥ 0 at which |ψ(x + sΩ, Ω)| takes on its minimum. Note that
We then have
Integrating over Γ I (Ω) with ℓ(x, Ω)|n · Ω|dσ and using the fact that ℓ(x, Ω) ≤ 1, we have
Integrating both sides over S 2 and applying the Cauchy-Schwarz inequality yields
The bound (2.14) now follows from a closure argument.
To prove that γ is surjective, we show that for any g ∈ B I there is a ψ ∈ V such that γ(ψ) = g. This is accomplished by constructing a "flat" function. Given
for (x, Ω) ∈ ∂D I and 0 ≤ s ≤ ℓ(x, Ω). Clearly, Ω · ∇ψ f = 0. Thus,
and integrating both sides over S 2 yields
Regions II and III.
A closure argument completes the proof. We next define two additional boundary forms that will be used in the next section to construct the least-squares functional. The inflow form and outflow form are
respectively, and the norm associated with the inflow form is
with corresponding space
where the closure is taken in the B 1 I -norm. The following chain of inclusions is an immediate consequence.
The first inclusion follows from the boundedness of R, the second from the fact that |n · Ω| ≤ 1, and the last from the assumption that diam(R) = 1, which implies ℓ(x, Ω) ≤ 1.
The following example demonstrates that the last two inclusions in Corollary 2.3 are strict. Let R be the unit sphere and let Ω 0 = (0, 0, −1) so that Γ I (Ω 0 ) is the upper hemisphere. Using cylindrical coordinates we define r = x 2 + y 2 and let ψ(x, Ω 0 ) = (1 − r) −q , which is a "flat" function as described above. As Ω rotates over the unit sphere S 2 , we rotate the definition of ψ. Thus,
, which is < ∞ only if q < Note that |n · Ω 0 | = |z|, and consider the surface integral, taken over the shadow in the x, y-plane:
, which is < ∞ only if q < We finish this section with an a priori bound for the solution of (1.1) when g = 0. Theorem 2.4. Let ψ be the solution to (1.1); then
Proof. Write ψ = ψ 0 + ψ f , where ψ 0 ∈ V 0 and ψ f is "flat," that is, Ω · ∇ψ f = 0 and γ(ψ f ) = γ(ψ) = g. Then,
Multiplying through by R −1/2 , taking norms and applying Theorem 2.1 yields
Using the triangle inequality yields
Since ψ f = g B I (see (2.15)), the result follows from the definition of R (see (2.5)) and the fact that
3. Least-squares functional. In this section we develop a least-squares functional with a boundary functional term, restate (1.1) as a minimization problem, derive the weak form, and show that the formulation is well posed. We motivate our choice of boundary functional by looking at the functional G 0 in Region II, where
As in the proof of Theorem 2.1, we have
where we used the definition of b O (·, ·) and b I (·, ·) in (2.16) and (2.17), respectively. This implies
This motivates the definition of
which leads to
and let V 1 ⊂ V be the associated space. If g ∈ B 1 I , problem (1.1) can be restated as
The weak form of (3.4) is to find ψ ∈ V 1 such that
for every v ∈ V 1 . In Region II this has the particularly simple form
The remainder of this section is devoted to proving that the weak form (3.5), and hence the minimization (3.4), is well posed. This is accomplished by proving that the bilinear form a(·, ·) defined in (3.5) is continuous and coercive with respect to the V 1 -norm with constants that are independent of σ t and σ a . We consider each of the three regions in the (σ t , σ a ) plane separately. We remark that V 1 is a proper subspace of V , consisting of those functions v ∈ V such that γ(v) ∈ B 1 I . This is not a serious restriction for physical problems as Corollary 2.3 shows that L 2 (∂D I ) ⊂ B 1 I .
Auxiliary tools.
We start with some technical lemmas which will be used in the ellipticity proofs below.
Proof. (i) follows from 2(Ω·∇v)v = Ω·∇v 2 = ∇·Ωv 2 and the divergence theorem; (ii) follows from (i) and
To prove (iii) let Ω ∈ S 2 and x ∈ R be arbitrary but fixed. For
Thus, (x+t 1 Ω, x+t 2 Ω) is the longest open line segment passing through x in direction Ω that is contained in R. If ds denotes the arc length differential along the line {x + tΩ, t ∈ ℜ}, we have
Therefore,
Integrating over S 2 and R yields
Rewriting the last term on the right-hand side, we obtain
. Then for all σ t ∈ [0,
. Then for all σ t ∈ [0, 1] and all δ ∈ [0, 1] we have
in particular, for δ < 0.62 we can choose b = 0. Proof.
3 . The first inequality follows from
δ−δ 2 > 0, which leads to the first inequality. Since
We now establish V 1 -ellipticity for the functional in each of the three regions. While the V 1 -norm depends on σ t and σ a , the continuity and coercivity bounds will be independent of the parameters.
Thin regime
. For this regime we choose R = I so that the bilinear form a(·, ·) in (3.5) becomes
The definition of the V -norm in (2.7) becomes
in this case. The norm · V1 used in the following theorem is then defined according to (3.3) . Theorem 3.3 (continuity and V 1 -ellipticity for thin regimes).
with C c ≤ 2 and C e ≥ 0.0893, independent of σ t and σ a .
Proof. By using the Cauchy-Schwarz inequality, we obtain
Since σ t ≤ 1, we have
, which proves the continuity of a(·, ·) with C c = 2. To prove ellipticity we first observe that for any d ∈ [0, 1] we have
Applying (i) of Lemma 3.1 and setting σ a = 0 in the first five terms and replacing σ a by σ t in the seventh term leads to
If we define δ := Pv 2 / v 2 , γ := PΩ · ∇v 2 / Ω · ∇v 2 and use the arithmeticgeometric mean inequality, we obtain for any positive η 1 and η 2 ,
Applying the Poincaré-Friedrichs inequality, (3.7) of Lemma 3.1, for any b ∈ [0, 1], yields
where
(3.13)
We will now show that for any σ t , δ, γ ∈ [0, 1], there exist d, b ∈ [0, 1], and η 1 , η 2 > 0 such that min{C 1 , C 2 , C 3 } ≥ 0.0893. First, we note that for any admissible choice of parameters we have C 3 ≥ 0. We will concentrate on C 1 and C 2 and show that in all cases we will choose b ≤ 2 3 which implies
we have, for γ + δ ≤ 1, 14) and, for γ + δ ≥ 1,
(3.15)
Note that the smallest value in either case occurs when γ + δ = 1, which yields
in both cases above. We choose b to make C 1 = C 2 , if possible, which yields
. We examine two cases.
In this case we set b = b * , which yields
The fact that b * ≤ ≤ σ a ≤ σ t ). To obtain an accurate discrete solution, the scaling
is used. With this scaling, we prove continuity and coercivity of the bilinear form a(·, ·) in (3.5) with respect to · V1 , given by (3.3), where in this regime we have
Theorem 3.4 (continuity and V 1 -ellipticity for thick regimes with absorption). Suppose that 1 ≤ σ t ≤ ∞ and 1 σt ≤ σ a . Let the bilinear form a(·, ·) be defined as in (3.5) with the scaling (3.17). Then for all u, v ∈ V we have
Proof. The continuity follows from
V , using the Cauchy-Schwarz inequality.
To obtain the V 1 -ellipticity, we note that now L = Ω · ∇ + R; therefore, by (i) of Lemma 3.1 we have
Thick regime with small absorption (
). Here, the proper scaling is
Again, the V 1 -norm is defined as in (3.3) , where, in this case, 2.7) ). Theorem 3.5 (continuity and V 1 -ellipticity for thick regimes with small absorption). Assume that 1 ≤ σ t ≤ ∞ and σ a ≤ 1 σt , and let the bilinear form a(·, ·) be defined as in (3.5) with the scaling (3.20) . Then, for all u, v ∈ V , we have
with C c ≤ 2 and C e ≥ 0.066 independent of σ t and σ a .
Proof. The continuity follows as in the proof of Theorem 3.4 since
, and because
To prove the V 1 -ellipticity, we first observe that
For any d ∈ [0, 1] we may rewrite this as
where we used (i) of Lemma 3.1 in the last inequality. Setting σ a = 0 in the first six terms and using the inequality σ t σ a ≤ 1 in the last term yields
If we define
and apply the arithmetic-geometric mean inequality, we get, for any η 1 , η 2 > 0, 
Combining (3.24) with (3.25) leads to
with
(3.27)
We choose
and consider these two cases separately. We would like to point out that the choice for d in (3.28) may not be optimal, but it simplifies the proof considerably.
Case (I). γ + δ ≤ 1: Setting d = 1 leads to
Now choose η 2 such that C 1 = C 2 , which leads to
2γ .
Since γ ≤ 1 − δ, we have
By (iii) of Lemma 3.2, for any δ ∈ [0, 1] there exists b ∈ [0, 2 3 ] such that H(b, δ) ≥ 0.066, which proves the V 1 -ellipticity in this subcase with C e ≥ 0.066, since
Case (II). γ + δ ≥ 1: Setting d = 0 leads to
Again we choose η 1 such that C 1 = C 2 , which leads to
Since 1 − γ ≤ δ we have 
Discretization and error bounds.
For the discretization of (3.4) the minimization is restricted to a finite-dimensional subspace V h ⊂ V . The construction of V h is based on a P N approximation in angle, which is a truncated expansion of the solution in spherical harmonics. We recall that the normalized spherical harmonics [2, p. 571],
form an orthonormal basis of
with moments φ l,m (x) given by
The discretization consists in truncating the expansion (4.1) and approximating the moments φ l,m by piecewise polynomials of degree ≤ k on a triangulation T h of R into cubes or tetrahedrons of maximal diameter h. To be more specific, let P k (T h ) denote the space of piecewise polynomials of degree ≤ k on T h , let Π h be the corresponding interpolation operator on P k (T h ), and let the truncation operator Π N be defined by
The discrete space V h is defined by
The resulting discrete problem becomes the following: find ψ h ∈ V h such that
for all v h ∈ V h . To derive bounds for the discretization error we apply Céa's lemma [4] in combination with standard bounds for the interpolation error. As for any bounds of the discretization error, we need to assume a certain smoothness of the solution ψ. The smoothness requirements could be weakened by the use of a dual norm inner product instead of an L 2 (R, S 2 ) inner product in the least-squares formulation or the use of nonconforming finite-elements. We leave this for future investigation.
In the following, let the components of Ω ∈ S 2 and x ∈ R be denoted by Ω = (Ω 1 , Ω 2 , Ω 3 ), x = (x 1 , x 2 , x 3 ), respectively, and let β, γ be a multi-index such that D . We recall that the standard norms [1] of
, respectively, are defined by 
To bound the error of the truncated expansion, we use the fact that the spherical harmonics are the eigenfunctions of the Laplacian operator on the unit sphere, which yields
for l ≥ 0 and m = −l, . . . , 0, . . . , l. This is summarized together with other inequalities that are needed for the bound of the discretization error in the following lemma.
we have the followng:
(vi) If, in addition, v satisfies the asymptotic expansion (4.9), then
Proof. (i) follows from
, we obtain from the definition (4.2) of φ l,m and integration by parts that
where we used the fact that the spherical harmonics form an orthonormal basis of
(iii) By Parseval's theorem and (ii) we have that
for N ≥ 1, we can bound the sum in the following way:
(iv) By definition we have
(v) Following the proof of (iii) and using Parseval's theorem we obtain
(vi) By Parseval's theorem and (4.6) we have
Now we use that v satisfies the expansion (4.9), so that σ t ∆ Ω ψ = ∆ Ω φ R , to get
We are now in a position to establish bounds for the discretization error. We start with the bounds for thin regimes.
Theorem 4.2 (discretization error for thin regimes). Suppose that
be the solution of (3.5), and let ψ h ∈ V h be the solution of (4.5) with V h as defined in (4.4). Then we have
with C 1 and C 2 independent of σ t and σ a .
Proof. By Céa's Lemma we have, with C := Cc Ce ,
We bound each of the terms on the right-hand side separately. For the first term (i), (iii), (iv), and (v) of Lemma 4.1 imply
In view of (4.6) and (i) and (iv) of Lemma 4.1, the second term can be bounded as follows:
where we used that Π N is an L 2 (S 2 ) orthogonal projection. When σ t ≫ 1 and σ a ∼ 1/σ t , the solution of (1.1) can be approximated by the solution of a diffusion equation. Specifically, if σ t σ a = α, where α is bounded independently of σ t as σ t → ∞, we obtain the well-known diffusion limit (cf. [8, 7, 10, 9] ). In this limit, the solution of (1.1) can be written as
withφ R (x, Ω) bounded independently of σ t and φ D , satisfying a diffusion equation (see (5.4) ahead). Details on the parameter regimes for which such a diffusion expansion holds can be found, for example, in [19] . We can modify this expansion slightly by writing
where Pφ R = 0 and φ R (x, Ω) is again bounded independently of σ t . This expansion will be used in the following theorem. Theorem 4.3 (bound of discretization error for diffusive regimes). Suppose that N ≥ 1, 1 ≤ σ t ≤ ∞, and that · V1 is defined as in
be the solution of (3.5), and let ψ h ∈ V h be the solution of (4.5) with a(·, ·) defined as in (3.5) with the scaling (3.17) and (3.20), respectively, for σ a ≥ 1/σ t and σ a ≤ 1/σ t . If σ t σ a =: α ≤ α 0 independently of σ t and ψ satisfies the expansion (4.9), then
10)
with C 1 and C 2 independent of σ t and σ a . Proof. Céa's Lemma combined with Theorems 3.4 and 3.5 implies
we conclude that
(4.11)
Taking into account that for N ≥ 1 we have PΩ · ∇(ψ − Π N ψ) = 0, P(ψ − Π N ψ) = 0, and the fact that ψ satisfies (4.9), we see that
Thus we can bound the first term of (4.11) as
where we used (i) and (iii) of Lemma 4.1; and the fact that (
The second term of (4.11) can directly be bounded by
using (v) of Lemma 4.1 and σ t ∆ Ω ψ = ∆ Ω φ R , which holds due to (4.9). Using the fact that
we are able to bound the third term in (4.11). For the case σ a > 1/σ t (Region II), (3.18) implies
In both cases, using σ a σ t ≤ α 0 and (4.6), we obtain
Finally, (vi) of Lemma 4.1 gives, for the fourth term in (4.11),
The right-hand side of (4.10) tends to 0 for σ t → ∞ which, at first glance, may lead to the impression that the approximation is getting better in the diffusive limit. Note, however, that the V -norm depends on σ t . If the norm · V1 in (4.10) is unraveled using (3.18) and (3.21) and if we denote
we obtain the following L 2 (R × S 2 ) bounds:
The asymptotic expansion (4.9) implies that the exact solution of the transport equation satisfies
σt q , in general, independently of σ t . This means that for the relative error of each of the four terms, we have the following:
5. Least-squares P 1 approximation. In this section we derive explicitly the moment equations for a P 1 approximation of the angular dependence and give a heuristic explanation of the implications of using a full least-squares formulation rather than various Galerkin formulations.
We begin by assuming that the solution can be expressed by spherical harmonics of order 1:
A Galerkin approximation in angle would yield the following system for the moments:
where I denotes the identity operator on L 2 (R) (in contrast to the identity operator I on L 2 (R × S 2 )). In order to avoid complex arithmetic, it is convenient to rewrite this system in terms of odd and even spherical harmonics,
and leads to 
Using vector notation, we denote the above system (5.2) by
where I 3 denotes the identity operator on (L 2 (R)) 3 . Note that elimination of the moments of order 1 from (5.3) leads to the diffusion equation,
for φ 0,0 . It is important that the discrete solutions of the neutron transport equations also tend to an approximation of the neutron diffusion equation in the diffusive limit.
For the derivation of the least-squares approach, let us truncate the expansion of ψ after spherical harmonics of order 1 and test (1.1) against all spherical harmonics (of arbitrary degree). The basic recurrence relations for the spherical harmonics and their orthogonality [2, p. 560 
] imply
Lψ, Y l,m = 0 for l ≥ 3 (and − l ≤ m ≤ l) .
It is therefore sufficient to test against spherical harmonics of degree 2. As above, we use a basis of odd and even spherical harmonics,
and end up with 
The operator in this equation can be interpreted as the representation of the full differential operator on the space of spherical harmonics of order 1. More precisely, the matrix in (5.5) really has an infinite number of rows but only the first nine, which are shown above, are not zero. In vector notation we may write (5.5) as
The scaling operator R = r 1 (I − P) + r 2 P in (2.5) in the vector notation becomes
The spatial discretization may be achieved by choosing finite-element spaces to represent each of the moments (φ 0,0 , φ 1,0 ,φ 1,1 ,φ 1,−1 ), as in section 4. For example, consider piecewise polynomials using a local basis, which we denote by φ h ij i=1,... ,n j=1,... ,4 .
Here n represents the dimension of the discrete space used to approximate each moment. Equation (5.3) can be discretized by either a Galerkin formulation or a scaled least-squares formulation. The Galerkin formulation yields a linear system of block form
where M 0 and M 1 are finite-element mass matrices. This corresponds to a Galerkin discretization in angle Ω as well as in space x. Notice that A G,G is nonsymmetric and that an inf-sup condition is needed in order to guarantee that it is nonsingular. In thin regimes, where σ a ≤ σ t ≪ 1.0, A G,G becomes nearly skew-symmetric and is singular in the limit σ t → 0. In the diffusive (thick) limit, piecewise linear finite elements yield inaccurate solutions unless the spatial grid is very fine [20, 15] . In slab geometry, higher order elements can be used to overcome this difficulty [15] .
A scaled least-squares formulation for (5.3), on the other hand, results in
Now the angular dependence is discretized by a Galerkin method, whereas the spatial dependence is discretized by least-squares. Ignoring boundary conditions, A G,L resembles a Galerkin formulation applied to the operator L * G R −1 L G . In the thin limit the scaling R = I is sufficient (see section 3.2) and the operator A G,L is given by
This operator becomes singular as σ t → 0, since ∇∇· is singular (the null space contains the divergence-free vector functions).
In the thick limit, where σ t ≫ 1 and σ a ≥ 1 σt , the scaling R = σ t (I − P) + σ a P is used. If we ignore boundary conditions, A G,L resembles again a Galerkin formulation of the operator L * G R −1 L G , which becomes
The discrete solution will automatically satisfy the neutron diffusion equation. Moreover, the zeroth moment φ 0,0 is essentially decoupled from the first moments, which facilitates the numerical solution. This Galerkin/least-squares formulation is similar to the self-adjoint angular flux equations [18] , which is implemented in the DANTE code developed at Los Alamos National Laboratory [17] .
Since the operator L L in (5.6), which corresponds to a least-squares discretization in angle, is not square, a Galerkin discretization in space is not feasible. A leastsquares approach yields the linear system
with ∆ := diag([∆, ∆, ∆]). Using (5.13) we see that with the scaling R = I for the thin limit, A L,L resembles a Galerkin formulation of the operator
which remains well posed in the limit σ t → 0, σ a → 0.
In the thick limit, where σ t ≫ 1 and σ a ≥ 1 σt , the scaling is R = σ t (I − P) + σ a P, so that A L,L resembles a Galerkin formulation of the operator
which differs only slightly from the behaviour of A G,L . We remark that the analysis is more complicated for thick regimes with small absorption, where σ t ≫ 1, σ a ≤ 1 σt , but yields similar results.
In other words, the full least-squares formulation resembles the Galerkin/leastsquares formulation in the thick limit, but only the full least-squares formulation remains well posed in the thin limit. Of course, in the thin limit, a P 1 approximation is no longer adequate. Note, however, that the above observation also holds for N > 1.
Computational experiments.
In this section, we present some preliminary numerical results in order to illustrate the viability of the method. The results of more extensive computational tests are beyond the scope of this paper and will be reported elsewhere. One of the key features of the least-squares approach is that it automatically provides a bound on the discretization error in the course of approximately minimizing the functional. This feature depends on the continuity and ellipticity of the associated bilinear form with respect to the norm on V 1 as defined in (3.3) (see also (3.10) and (3.3)). For any approximate solution ψ h we have G 1 (ψ h ; q, g) = G 1 (ψ − ψ h ; 0, 0) = a(ψ − ψ h , ψ − ψ h ), (6.1) which follows from Lψ = q and ψ = g on ∂D I . Theorem 3.3, 3.4, and 3.5 imply a(ψ − ψ h , ψ − ψ h ) ≥ C e ψ − ψ h 2 V1 . This means that G 1 (ψ h , q, g), which is easily computable, serves as an upper bound for the error ψ − ψ h V1 . The bound is sharp up to the constant C c /C e .
We solve the neutron transport problem (1.1) on R = (0, 1) 3 with vaccuum boundary conditions, g = 0, and an isotropic source function q(x) which is trilinear on a tessellation into squares of side length 0.25 such that q is one at ( Tables 1 and 2 show the relative error, measured in terms of the least-squares functional (6.1), with σ a = ε and σ t = 1/ε for ε = 0.1 and 0.01, respectively. Tables 1 and 2 show that there is almost no reduction of the discretization error by going from P 1 to P 2 in the diffusive regime. In contrast, the accuracy of the discrete solution is improved significantly by refining the spatial mesh. This is certainly to be expected since the problem is governed by the P 1 approximation in the diffusive limit. For sufficiently small ε, due to the diffusion expansion, the first term (error with respect to N ) on the right-hand side of (4.10) will be dominated by the second term (error with respect to h). The resulting neutron diffusion equation is H 2 -regular in this example which allows us to apply Theorem 4.3 with k = 1. Recalling that
we may therefore expect the least-squares functional to behave like O(h 2 ) as h → 0 for sufficiently small ε. Figure 2 shows cross-sections at x 3 = 0.5 of the momentsΦ lm obtained with the least-squares approach using a P 2 approximation in angle and trilinear finite elements on a 17 × 17 × 17 mesh. The moments which are not shown, namely,Φ 10 ,Φ 2,1 ,Φ 2,−1 , vanish for x 3 = 0.5.
The numerical results in this section are computed using the conjugate gradient method (with diagonal scaling). For the relatively moderate sizes of h used here, the number of CG iterations to achieve a certain tolerance is acceptable. On finer meshes, however, it is worthwhile to develop a multigrid method for the least-squares formulation of the neutron transport problem with the aim of convergence rates which remain independent of h. Because of the special structure of the system (5.15), this is a nontrivial task and standard multigrid methods will not give convergence rates independently of h. We are currently investigating different approaches to construct multigrid methods for this type of system. 7. Conclusions. We have presented a least-squares finite-element approach to three-dimensional neutron transport equations, which is applicable for all parameter regimes. Three different regimes (thin, thick with absorption, and thick with small absorption) require different scaling of the least-squares functional. The boundary conditions are implemented by a least-squares boundary functional in our approach. Ellipticity and continuity results in a posteriori error estimates in an appropriate norm by the least-squares functional itself. Finally, the results of three-dimensional computational experiments show the feasibility of the least-squares approach. In order to make the described methodology applicable in real-life neutron transport computations, it should be combined with an adaptive refinement process. The leastsquares functional can serve as a local error estimator in this context. Moreover, the design of multigrid methods for the resulting discrete systems is an issue to be resolved. Martin H. Gutknecht for his financial support. We are also thankful to the referees for carefully reading our manuscript and providing many helpful suggestions.
