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Mobile communication is going through major changes since the intro-
duction of ﬁrst generation mobile phones. Not only phones, but various
handheld devices are starting to use the mobile communication network
for internet browsing, multimedia or even online gaming. There is a high
need for fast mobile connection and therefore new standards and speciﬁ-
cations need to be created to satisfy the consumer requirements.
Long Term Evolution (LTE) is the latest candidate for the next mobile
communication standard led by Third Generation Partnership Project
(3GPP). LTEs main features are high throughput, low latency, simple
architecture and low operating costs.
Since mobile data transmission is a non linear process, a simulator is
built to model the procedure. Simulator made for this thesis was written
in MATLAB meeting the 3GPPs set standards for LTE. Three diﬀerent
Multiple Input Multiple Output (MIMO) downlink HARQ scenarios were
created and their performance was evaluated.The main focus of this thesis
is the performance comparison of the three downlink scenarios; however
the veriﬁcation of the simulator model plays also a signiﬁcant role in this
work.
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Langattomassa tiedonsiirrossa on tällä hetkellä meneillään suuria muu-
toksia, sitten ensimmäisen matkapuhelinsukupolven käyttöönoton. Uu-
sia datapuhelimia, kuten myös kämmentietokoneita käytetään internetin
selaamiseen, videoiden katselemiseen ja pelaamiseen matkapuhelinverkon
kautta. Voidaakseen tyydyttämään kuluttajien vaatimukset, tarve uusien
langattoman tiedonsiirron normien luomiseen on merkittävä.
Long Term Evolution (LTE) on, Third Generation Partership Project:in
(3GPP) johtama, ehdokas seuraavaksi matkapuhelinsukupolven standard-
iksi. LTE:n ominaisuuksiin kuuluvat mm. korkea suoritusteho, matala
latenssi, yksinkertaisuus ja alhaiset kustannukset. Tulevassa standardissa
on aihealueita, joita ei ole varsinaisesti tutkittu akateemisessa maailmassa
kuten Hybrid Automatic Repeat Request:in (HARQ) suorituskykyä.
Koska langaton tiedonsiirto on epälineaarinen prosessi, sitä mallinnetaan
simulaattorin avulla. Simulaattori on tehty MATLAB ympäristössä
LTE:n standardien mukaisesti. Kolme eri Multiple Input Multiple Out-
put (MIMO) downlink HARQ skenaariota luotiin ja niiden suorituskykyä
arvioitiin. Pääpaino työn tutkimukselle kohdistuu kolmen HARQ:n suori-
tuskykyyn, tosin simulaattorimallin todistaminen on myös keskeinen osa
tätä työtä.
Avainsanat: LTE, MIMO, HARQ, suorituskyky, Blanking, Non-blanking,
linkki adaptaatio, LTE simulaattori
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Chapter 1
Introduction
As introduction some background information with estimation of upcoming trends
in mobile communications is given. Next motivation and problem statement for
writing this thesis are described, followed by an outline of the remaining docu-
ment.
1.1 Background
Due the increasing demand for higher data rates for wireless communication sys-
tems and the growth of mobile data transfer usage, the wireless communication
area has gained signiﬁcant attraction for mobile researches and industries world-
wide. Mobile broadband is becoming reality and according to [23] out of the
estimated 1.8 billion people, who will have broadband by 2012, some two third
will be mobile broadband customers and the majority will be served by HSPA
(High Speed Packet Access) and LTE (Long Term Evolution).
The third Generation Partnership Project (3GPP) organization has started an
international collaboration project to improve the Universal Mobile Telecommu-
nication System (UMTS) and this also can be considered as a milestone towards
fourth generation (4G) standardization. The main focus of this project is to es-
tablish a mobile broadband that will support the future demand of mobile users
like eﬃciency improvement, service enhancement, lower maintenance and usage
costs and better integration with other standards. Table 1.1 describes the 3GPP
group technical speciﬁcations [8].
High wireless communication quality and increasing data rates are limited through
bandwidth resources. Therefore rapidly growing number of users sharing the same
resource, more advanced technologies are needed to achieve satisfying spectral ef-
1
1.2 Motivation and problem statement 2
Release Speciﬁcation Date
Release 99 UMTS 3G networks, CDMA air interface March 2000
Release 4 All-IP Core Network March 2001
Release 5 IMS and HSDPA March - June 2002
Release 6 WLAN, HSUPA and MBMS Dec. 2004 - March 2005
Release 7 HSPA+ and EDGE Evolution. Dec. 2007
Release 8 LTE December 2008
Release 9 WiMax and LTE/UMTS Interoperability Dec. 2009
Release 10 LTE Advanced March 2011?
Table 1.1: Technical speciﬁcation published by 3GPP
ﬁciency. Technologies like Orthogonal Frequency Division Multiplexing (OFDM)
and multiple input, multiple output (MIMO), can improve the performance of
current wireless communication systems. For future mobile communications sys-
tem LTE is the next step and basis for future enhancements. LTE is the ﬁrst
cellular communication system optimized to support packet-switched data ser-
vices, where packetized voice communication is just one part of it.
1.2 Motivation and problem statement
Since sending mobile data over certain channel is a highly non linear process,
there is a need building a tool in form of a simulator to gain access to diﬀerent
subjects related with mobile communication as bit error rates (BER), channel
estimation and throughput calculations.
The main focus of this thesis is to build a LTE downlink simulator using an
older generation simulator as a reference and to explore diﬀerent HARQ imple-
mentation methods, which were discussed in [3] in 2006, but which are very little
examined in the academic world. In 2010, for LTE-Advanced the discussion recon-
sidering HARQ process bundling for multicodeword-MIMO to boost the spectral
eﬃciency and trying to keep the feedback overhead low [25]. The simulator has
been developed by TKK Communication Engineering Department in MATLAB
coding environment and a long term goal is to have a clean structured tool for
demoing purposes at the Helsinki University of Technology. By structured is
meant, that diﬀerent functions from diﬀerent layers e.g. Physical (PHY) layer or
Medium Access Control (MAC) layer are separated according to the standards
set by 3GPP.
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This thesis investigates some of LTEs downlink physical layer algorithms, their
performance and comparison in data throughput. Hybrid Automatic Repeat
reQuest (HARQ) is described in the Chapter 3.7. There are three diﬀerent sim-
ulation cases where the throughput is calculated for each case and each signal-
to-interference-noise ratio (SINR). The following HARQ process scenarios are
investigated in this paper:
• Two codewords and two independent HARQ processes
• Two codewords and one independent HARQ process
 Blanking
 Non-blanking
Where the second case is divided into two sub cases, blanking and non-blanking.
Detailed description of the simulation scenarios is found in Chapter 3.7.
1.3 Outline
Chapter 2 describes the principle of OFDM transmission used in LTE standard,
including multicarrier modulation and frequency division multiplexing. At the
end of this chapter a mathematical model of an OFDM transceiver is shown and
explained.
In Chapter 3, the LTE standard is described beginning with a general standardiza-
tion process followed by key features of LTE. Furthermore more detailed view of
LTE is given by introducing diﬀerent frame structures, modulation, link adapta-
tion and multi antenna transmission as well as three diﬀerent HARQ procedures.
Chapter 4 is devoted to more detailed view of LTE downlink transmission, where
the functionalities of the diﬀerent layers are introduced and explained.
In Chapter 5 the model used in the simulator built for this thesis is described in
details, including the veriﬁcation tests to prove it working in correct way.
In Chapter 6 three diﬀerent HARQ methods are investigated including simulation
parameters and received graphical results.
In last Chapter 7 the conclusions from the simulation are listed and future work
topics are suggested.
Chapter 2
OFDM Principle
This chapter describes the principle of Orthogonal Frequency Division Multiplex-
ing (OFDM). In the ﬁrst section, a general introduction to multicarrier modula-
tion including mathematic descriptions and illustrations is given.
Next. a more detailed view of OFDM including basic characteristics and relation
between time and frequency domain is given. Also concept of cyclic preﬁx with
OFDM is introduced and how it is to be implemented in the LTE standard.
Finally a mathematic model of an OFDM transceiver including transmitter, re-
ceiver and a simple one tap equalizer is illustrated.
2.1 Multicarrier-modulation
Multicarrier-modulation was ﬁrst introduced in the 50's, but completed in the
60's and forms the basis of the OFDM modulation principle. In this technique,
the available bandwidthW is divided into number of Nc sub bands or sub carriers,
where each of them has the width of ∆f = W
Nc
. This is illustrated in Figure 2.1.
Instead of transmitting the data symbols serially, the multi-carrier transmitter
divides the symbols into blocks of Nc data symbols which are transmitted in
parallel by modulating each sub carrier. Therefore the symbol duration for a
modulated carrier is Tu = 1W [21].
The multi-carrier signal can be described as a set of modulated carriers [22]:
s(t) =
Nc−1∑
k=0
xkΨk(t) (2.1)
4
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Figure 2.1: Division of bandwidth into Nc sub carriers
where
xk is the data symbol modulating the kth sub-carrier
Ψk(t) is the modulation waveform at the kth sub-carrier
s(t) is the multi-carrier modulated signal
Figure 2.2 illustrates the process of generating a multi-carrier modulated signal.
To tone down the eﬀects of fading when designing a multi-carrier system the
following steps can be taken into account [15].
• The data symbol duration can be made longer than the maximum excess
delay of the channel in time domain Tu >> τmax.
• The bandwidth of the sub carriers can be made small compared to the
coherence bandwidth of the channel in frequency domain Bcoh = WNc . The
sub bands now experience ﬂat fading so the equalization can be reduced to
a single complex multiplication per carrier.
It is to be noted, that these steps are adressing the same subject viewed from
diﬀerent angle. The ﬁrst looks at the problem from time domain point of view
and the second step can be taking into account in the frequency domain.
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Figure 2.2: Principle of multi-carrier modulation
2.2 Orthogonal frequency division multiplexing
OFDM is a digital modulation method where the signal is divided into several
narrow band channels at diﬀerent frequencies where modulation and multiplex-
ing are combined. The technique was used in the 60's in several high frequency
military systems for parallel data transmission. OFDM become more popular
when in 1966, Chang [49] patented the structure of it and published a concept
of using orthogonal overlapping multi tone signals for data communication. In
1971, Weinstein and Ebert [29] ﬁrst introduced Discrete Fourier Transform (DFT)
to parallel data transmission system which become part of the modulation and
demodulation process. In the 90's OFDM, gained popularity in wide band data
communications and today's improvements in very-large-scale integration (VLSI)
technology allows fast and cost eﬀective Fast Fourier Transform (FFT) implemen-
tation of OFDM systems. It is used as a downlink transmission scheme for LTE
and it also used for other radio technologies like WiMax and and Digital Video
Broadcasting (DVB).
OFDM transmission can be seen as a kind of multi-carrier transmission, never-
theless some of its basics characteristics which diﬀer from basic multi-carrier of a
more narrowband transmission are [21]:
• The use of large number of narrowband subcarriers comparing e.g. to LTE's
predecessor Wideband Code Division Multiple Access (WCDMA) where 20
MHz bandwidth would be divided into four 5 MHz subcarriers. In com-
parison, in OFDM transmission there can be several hundred subcarriers
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carrying the data to the same receiver.
• Simple rectangular pulse shaping which corresponds to sinc-square shaped
per subcarrier spectrum as illustrated in Figure 2.3
• Tight frequency domain subcarrier packing with subcarrier spacing ∆f =
1
Tu
, where Tu is per subcarrier modulation symbol time as seen in Figure 2.4
Figure 2.3: (a) subcarrier pulse shape in time and (b) spectrum in frequncy
domain
Figure 2.4: OFDM subcarrier spacing
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The subcarrier pulses are chosen to be rectangular hence the task of pulse forming
and modulation can be performed as a simple mathematical calculation like In-
verse Discrete Fourier Transform (IDFT), which is simple and fast to implement
as a Inverse Fast Fourier Transform (IFFT). The receiver just needs to perform
reverse transform called Fast Fourier Transform (FFT).
The OFDM spectrum is overlapping; nevertheless it is not causing interference
due the orthogonal characteristic of the subcarriers. At the subcarrier frequency
where the received signal is evaluated all others subcarriers are zero as seen in
Figure 2.4.
An OFDMmodulator can be mathematically described with help of equation (2.2)
1 and illustrated as shown in Figure 2.5 [21].
x(t) =
Nc−1∑
k=0
xk(t) =
Nc−1∑
k=0
a
(m)
k e
j2pik∆ft (2.2)
Figure 2.5: OFDM modulation
Where xk(t) is the kth modulated subcarrier with the frequency fk = k∆f and
amk is the modulation symbol applied to the k
th subcarrier during the mth OFDM
symbol. The modulation symbols can be from any modulation alphabet e.g.
QPSK, 16-QAM or 64-QAM.
1Valid for time interval mTu ≤ t < (m+ 1)Tu
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Physical resource in OFDM transmission can be illustrated as a time-frequency
grid as shown in Figure 2.6 [21], where each row is one OFDM subcarrier and
each column corresponds to one OFDM symbol.
Figure 2.6: OFDM time-frequency grid
As shown in [33], under assumption of perfect time and frequency synchronization
and also if the channel does not cause any dispersion in time nor frequency domain
and the only degradation source is noise, the transmitted data can be perfectly
demodulated. This is because of the orthogonality of the OFDM symbols of the
symbol interval Ts:
1
Ts
Ts∫
0
e−j2pi∆f(k−m)t dt =
{
1 k = m
0 k 6= m (2.3)
In practice the orthogonality is lost through a frequency selective channel re-
sulting, intersymbolic interference (ISI) and intercarrier interference (ICI) in an
OFDM system. In order to minimize these eﬀects the concept of cyclic preﬁx
(CP) was introduced in 1980 [43]. CP is a copy of a tail of the OFDM symbol
that is added in front of the symbol as seen in Figure 2.7 from [15]. This so called
guard interval is removed at the receiver before demodulation.
The CP length does not necessarily need to cover the whole channel time dis-
persion therefore there is a tradeoﬀ between power loss and the signal corruption
caused by ISI and ICI. At certain point, further reduction of signal corruption
due the increase of CP length cannot compensate the additional power loss [2].
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Figure 2.7: Cyclic preﬁx
As already mentioned, the advantages of CP do not come for free. Due to the
guard interval some parts of the signal are not available for data transmission so
the energy required transmitting the signal increases with the length of CP and
the OFDM symbol rate is also reduced. This loss can be calculated according to
[22] in equation (2.4).
SNRloss = −10 log10
(
1− Tcp
T
)
(2.4)
where
Tcp is the the length of CP
Ts is the symbol time
T = Tcp + Ts is the length of transmitted symbol
The parallel transmission of OFDM systems brings many advantages over single
carrier systems. The OFDM symbol time is longer than the symbol time of a serial
system hence OFDM is less sensitive to multipath and reduces the complexity of
the receivers. It is also robust against frequency selective fading since it will aﬀect
only a small percentage of the subcarriers, which can be recovered with a proper
channel coding. It gives access to frequency domain where each subcarrier can
be independently scheduled and adapted to the radio channel conditions to give
users the modulation and coding rate depending on the environment. OFDM's
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provision of ﬂat sub channels is precious to systems using multiple input and
multiple output (MIMO), which are be discussed in section 3.6.
On the other hand OFDM has several drawbacks. Firstly, phase noise causes ISI
and other frequency errors can cause ICI. OFDM is also sensitive to the Doppler
shift. The amplitude of an OFDM signal has a Gaussian like distribution which
means high Peak-to-Average Power Ratio (PAPR). This must be compensated
with complex high precision and more expensive analog digital and digital ana-
log converters (ADC, DAC), which need to operate over a wide range. On the
receivers side good synchronization is required for the FFT demodulation, hence
pilot sequences are used [45]. Pilot tone structure is disucessed in detail in Chap-
ter 3.4.2.
2.3 Model
As described in Section 2.2 an OFDM system can be constructed using IFFT,
FFT and CP operations. Figure 2.8 illustrates a discrete OFDM system model
[21].
Figure 2.8: Discrete frequency domain OFDM model
OFDM modulation (IFFT), time dispersive radio channel and OFDM demodu-
lation (FFT) can be described as a frequency domain model, where the channel
taps H, are resulting from the channel impulse response.
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The transmitted symbol ai is multiplied, which means scaling and phase rotation,
by a complex frequency domain channel tap Hi and Additional White Gaussian
Noise (AWGN) is added, resulting in the demodulator output symbol bi. For
further processing e.g. data demodulation or channel decoding, the output sym-
bol bi is multiplied by with the complex conjugate channel tap H∗k as seen in
Figure 2.9. This model is expressed as a one tap equalizer [21].
Figure 2.9: Frequency domain OFDM model with one tap equalizer
Chapter 3
Background
In this chapter overall overview of LTE standard is given. Firstly general stan-
dardization process and its four phases are described in detail followed by the
goals set for the upcoming LTE standard.
Next, LTE's key features and requirements are reviewed and discussed brieﬂy,
giving and overview of the standard. Moving on to more detailed description
about the layout of two diﬀerent frame structures where slot structure and cyclic
preﬁx insertion are explained.
Then diﬀerent digital modulation schemes used in LTE are introduced, illustrated
and compared with each other. Pilot tones used as reference signals for channel
estimation as well as few channel estimation methods are described.
Furthermore multiple input multiple output (MIMO) basics are brieﬂy summed
up, enabling a new dimension in addition to time and frequency, a technique
called spatial multiplexing. Also pre-coding and transmit diversity are discussed
together with MIMO technique.
Lastly hybrid ARQ and its diﬀerent implementation methods are illustrated.
Moreover three diﬀerent HARQ scenarios investigated in this Master thesis are
reviewed and illustrated with examples.
3.1 LTE standardization
Creating a standard for mobile communication does not happen over one night.
Since it is an ongoing process and constantly developed, it can take one to two
years until the standard is completed and even longer when products using this
standard are commercialized and brought to market. When building standards
13
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from the scratch the time is even longer since there are no components to rely
on. Standardization process typically includes four phases which are shown in
Figure 3.1 taken from [21].
Figure 3.1: Four standardization phases
These phases include:
• Requirements, where it is decided what needs to be realized and where the
goal is set
• Architechure, where the main building blocks and interfaces are ﬁxed
• Detailed speciﬁcations, where every block and interface are described in
detail
• Testing and veriﬁcation, where the speciﬁcations are to work in praxis.
Theses phases are of course overlapping and interactive, hence requirements or
techniques can be added, dropped or changed during the whole process, depending
on the ﬁnal technical solution.
Standardization process begins with the requirement phase, where the basis is
decided what must be achieved. This phase is rather short, however well deﬁned
requirements can shorten the upcoming phases.
Followed by architecture phase, where the building blocks are deﬁned for the
construction of the upcoming standard e.g. how to achieve the set requirements.
This phase contains decisions about reference points needed to be standardized.
Normally this can take some time, since the requirements may change and it
might be necessary to take one step back to the previous phase.
After deﬁning the blocks and the interfaces the detailed speciﬁcation phase occurs.
The blocks are now described in detail and again it might require going back and
forth through the previous states.
At last the speciﬁcations must be tested and veriﬁed where the ﬁnal proof for
the upcoming standard is set. Naturally during the testing phase some errors
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and problems may come up and may again require changes in the speciﬁcations.
Testing and veriﬁcation phase ends when equipment can be built fulﬁlling the set
requirements and is ready to be set free for the market.
The following goals were set by 3GPP for LTE standard [23]:
• Reduced cost per bit
• Increased service provisioning, meaning more services at lower cost with
better user experience
• Flexible use of existing and new frequency bands
• Simpliﬁed architecture and open interfaces
• Reasonable terminal power consumption
3.2 LTE key features and requirements
The key features of LTE are described below according to [21], [33] and [45].
The goal is to provide a high data rate, low latency and a packet optimized
radio technology which supports ﬂexible bandwidth deployment. The targets for
downlink peak data rate requirements are 100 Mbit/s and 50 Mbit/s for uplink,
when 20 MHz spectrum is allocated. Both frequency division duplexing (FDD)
and time division duplexing (TDD) are supported.
The latency requirements are split over control plane and user plane requirements
where round trip time is reduced to 10 ms or less, which provides interactive real
time services. Control plane requirements is the time which is needed for user
equipment (UE) to switch from non active state to an active one to be able to
send or receive data. Side requirement for control plane is number of supported
UEs, which is listed to be at least 200 terminals in active state when operating
at 5 MHz. Second requirement addresses the time needed to transmit a small IP
packet from UE to the radio access network (RAN). LTE provides two to four
times better spectral eﬃciency than Release 6 HSPA, which gives the opportunity
to operators to increase number of customers in given spectrum.
LTE system mobility requirements are optimized for low terminal speed, 0-15
km/h, nevertheless mobile terminal speeds up to 350 km/h where slight degra-
dation of performance is allowed. For cell sizes up to 5 km LTE can provide
optimum performance meeting spectrum eﬃciency and mobility requirements,
although it can deliver eﬃcient performance for cell size up to 30 km and it can
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support maximum cell size up to 100 km, hence no performance requirements are
listed for that case.
LTE is also able to coexist and interwork with other 3GPP radio access technolo-
gies such as GSM and HSPA. The service handover must be smooth and seamless
for users even though UE is in area not covered by the LTE technology.
One of the main features of LTE is the change to a ﬂat all-IP based core network
with simpliﬁed architecture, which goal is to minimize redundant options and the
amount of test cases. In cost and service related aspects operational and mainte-
nance cost are reduced, furthermore low complexity and low power consumption
of the mobile terminal is addressed.
Table 3.1 summarizes the key features of LTE system.
Bandwidth 1.25-20 MHz
Duplexing FDD and TDD
Mobilty up to 350 km/h
Peak data rate in 20 Mhz 100 Mbit/s downlink, 50 Mbit/s uplink
Modulation QPSK, 16-QAM and 64-QAM
Channel coding Turbo code
Table 3.1: LTE system key features and requirements
3.3 LTE frame structure
Figure 3.2 shows the LTE generic frame structure. Each radio frame has the
length of 10 ms which contains ten equal sub frames of 1 ms length. The basic
time unit is speciﬁed as Ts = 130720000s, hence the time of frame length can be
speciﬁed as Tframe = 307200Ts and sub frame as Tsubframe = 30720Ts.
As already stated, LTE can operate in both FDD and TDD. Basically the frames
are equal in the structure, furthermore TDD has a special sub frame inserted
as seen in Figure 3.4. This special frame is used for the required guard time
to switch from uplink to downlink transmission and vice versa. The diﬀerence
between the frame times type 1 for FDD and type 2 for TDD are discussed in
the next section.
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Figure 3.2: LTE generic frame structure
3.3.1 Type 1 (FDD) and Type 2 (TDD)
LTE type 1 frame is designed for FDD and can be used for both half and full
duplex FDD transmission modes. The frame has duration of 10 ms and has 20
identical sized slot of 0.5 ms (Tslot = 15360Ts) length. One sub frame includes two
slots, consequently one FDD radio frame has ten sub frames as seen in Figure 3.3
[36]. One half of the frames is used for downlink and the other half is used for
uplink transmission, where they are separated in the frequency domain [6].
Figure 3.3: LTE type 1 frame structure for FDD
In TDD mode type 2 frame is used, where it consists two same sized half frames
with duration of 5 ms. Each of these is separated into ﬁve sub frames having
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the length of 1 ms as illustrated in Figure 3.4. Again two slots of 0.5 ms length
build one sub frame. The earlier mentioned special sub frame is constructed by
three ﬁelds named Downlink Pilot Timeslot (DwPTS), Guard Period (GP) and
Uplink Pilot Timeslot (UpPTS). Three downlink-uplink conﬁgurations for 10 ms
downlink to uplink switch point periodicity and four 5 ms are speciﬁed in [7] as
listed in the Table 3.2.
Figure 3.4: LTE type 2 frame structure for TDD
In 5 ms downlink to uplink switch point periodicity special sub frames are used in
both half frames, nevertheless for 10 ms special frame is only used in the ﬁrst half
frame. In downlink transmission sub frame 0, 5 and DwPTS are always reserved.
In uplink communication UpPTS and the sub frame next to special frame are
ﬁxed. Table 3.2 shows the possible conﬁguration where U and D stand for uplink
respectively downlink transmission and S is stated for reserved sub frames.
3.3.2 Slot structure
Each transmitted slot can physically be seen as a time frequency grid, where each
resource element (RE) matches one OFDM sub carrier during OFDM symbol
interval. The transmission bandwidth gives the number of sub carriers used for
the transmission. LTE has two lengths of CP speciﬁed a normal and extended
one. For normal CP, each slot has seven OFDM symbols and for extended six
OFDM symbols are placed in each slot. The diﬀerence and the beneﬁts of diﬀerent
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Conﬁguration Periodicity Sub frame number
0 1 2 3 4 5 6 7 8 9
0 5 ms D S U U U D S U U U
1 5 ms D S U U D D S U U D
2 5 ms D S U D D D S U D D
3 10 ms D S U U U D D D D D
4 10 ms D S U U D D D D D D
5 10 ms D S U D D D D D D D
6 5 ms D S U U U D S U U D
Table 3.2: LTE frame type 2 uplink downlink conﬁgurations
lengths of CP will be discussed in Chapter 3.3.3.
In LTE downlink transmission the subcarrier spacing is 15 kHz. Hence these 12
subcarriers are grouped together to one resource block (RB) in frequency domain.
Each RB uses 180 kHz bandwidth in one slot duration. For normal CP, each RB
has 84 RE's, and for the extended CP the number is 74, due the longer CP length.
Figure 3.5 shows RB structure of one slot length 0.5 ms for normal CP length
[36].
Figure 3.5: LTE resource grid for normal CP
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3.3.3 Cyclic preﬁx
As already mentioned in Chapter 3.3.2 the LTE standard deﬁnes two diﬀerent
lengths of CP. Figure 3.6 from [21] illustrates the time domain structure of LTE
slot, where the diﬀerence between the two CP lengths can be seen. Figure also
shows that in case of normal CP, the ﬁrst OFDM symbols slot is larger than
the remaining, therefore the 0.5 ms slot has to be completely ﬁlled due the fact
that the basic time unit Ts (15360) is not dividable by seven symbols. The preﬁx
lengths are deﬁnded as followed:
TCP = 160Ts = 5.1µs for the ﬁrst symbol and TCP = 144Ts = 4.7µs for the
remaining OFDM symbols
TCP−e = 512Ts = 16.7µs
There are two reasons why LTE has deﬁned two CP lenths:
• For very large cells less eﬃcient longer CP can be advantageous over nor-
mal one, due the large delay spread. On the other hand, if the channel
performance is limited more by noise than by signal corruption, it may not
recover the losses in terms of reduced received signal energy.
• For multicast or broadcast transmissions, cyclic preﬁx not only covers the
time dispersion, but it also used to distinguish the timing diﬀerence between
the transmissions from the cells involved.
3.4 Modulation
As previously stated LTE uses digital modulation technique and due the orthog-
onality of the signal there is no intra cell interference. Because of this reason high
order modulations like Quadrature Phase Shift Keying (QPSK) and Quadrature
Amplitude Modulation (QAM) are used to modulate and demodulate the data
transmitted. However high order modulations result higher PAPR and larger
power ampliﬁer back oﬀs reducing the available transmission power. The next
section discusses PAPR for QPSK and QAM modulations. Figure 3.7 shows
constellation diagrams of modulations used in LTE [30].
PAPR is deﬁned as the peak power within one OFDM symbol normalized by
average signal power [34]. The value of PAPR is directly proportional to the
number of subcarriers given in Equation (3.1)[48].
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Figure 3.6: LTE time domain structure
PAPR(dB) ∝ log10N (3.1)
where
N is is the number of subcarriers
Large PAPR signal need high linear power ampliﬁers to avoid modulation distor-
tion, hence they have to operate with large back oﬀ from their peak power which
results low power eﬃciency [38].
3.4.1 QPSK, 16-QAM and 64-QAM
In QPSK the modulation alphabet consists of four diﬀerent signaling choices,
where a pair of two consecutive bits is converted from serial to parallel and then
mapped into its complex value constellation [39] as seen Figure 3.8. With QPSK
up to two bits of information can be transmitted during each modulation symbol
interval. Assuming maximum amplitude A in both real and imaginary axis and
unit average power, A can be calculated as follows [33]:
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Figure 3.7: LTE modulation constellations
Figure 3.8: QPSK constallation
4(A2 + A2)
4
= 1
⇒ A = 1√
2
(3.2)
All the constellation points have the same power so PAPR can be calculated as
shown:
PAPRQPSK =
A2 + A2
1
= 1 = 0dB (3.3)
This result can be seen as a constant envelope signal.
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Higher modulation like 16-QAM gives 16 diﬀerent alternatives (four bits per
symbol), which allows up to four bits of information to be transmitted, therefore it
is more bandwidth eﬃcient and permits higher data rates than QPSK. Figure 3.9
shows the constellation diagram in two dimensional plane and again assuming
unit average power the components can take amplitude values of 3A, A, −A and
−3A, where A can be expressed as follows:
Figure 3.9: 16-QAM constallation
4(A2 + A2 + A2 + 9A2 + A2 + 9A2 + 9A2 + 9A2)
16
= 1
⇒ A = 1√
10
(3.4)
And the maximum PAPR:
PAPR16−QAM =
9A2 + 9A2
1
= 1.8 = 2.55dB (3.5)
This means 16-QAM has a maximum PAPR of 2.55 dB with 25 % probability for
the four outer corner symbols. To obtain PAPR for four inner symbols is similar
to equation (3.3), but for diﬀerent A value:
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PAPR16−QAM =
A2 + A2
1
= 0.2 = −7dB (3.6)
And PAPR for the remaining eight constallation points:
PAPR16−QAM =
A2 + 9A2
1
= 1 = 0dB (3.7)
In case of 64-QAM one have logically 64 diﬀerent choices (constellation points)
shown in Figure 3.10. It maps six bit per symbol, hence it has three times larger
capacity than QPSK. This modulation scheme is used in systems like 802.11 a/g.
Again unit power is assumed and the amplitude values are 7A, 5A, 3A, A, −A,
−3A, −5A and −7A and A is given using the same calculation method:
Figure 3.10: 64-QAM constallation
A =
1√
42
(3.8)
And the maximum PAPR:
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PAPR64−QAM =
49A2 + 49A2
1
=
98
42
= 3.68dB (3.9)
Meaning the four outer symbols result a PAPR of 3.68 dB with 6.25 % (1/16)
probability.
3.4.2 Pilot structure
One of the central problems in OFDM transmission is how to be able to track
and estimate multipath propagation environments. This is solved by putting
reference symbols also known as pilots in to the transmitted data. These symbols
are known to both transmitter and receiver; hence they are carrying no data
and are applied for proper channel estimation for each subcarrier. In LTE three
types of reference signals are used [21]. Figure 3.11 illustrates the idea of inserted
reference signals in two slots for cell speciﬁc reference symbols.
• Cell speciﬁc reference signals
• UE speciﬁc reference signals
• Broadcast reference signal
Figure 3.11: Structure of cell speciﬁc reference symbols
There are three main general uses for the reference symbols used in LTE [4]:
• Measuring the channel quality
• Channel estimation
• Initial acquisition and cell search
In the next chapter channel estimation will be discussed, since the reference
symbols are mainly used for channel estimation in the LTE simulation model
used for this Thesis.
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3.4.3 Channel estimation
Channel estimation is important part of LTE receiver design, since in order to
recover the transmitted information correctly, one need to know, how the channel
conditions are changed over time. The estimation of the channel eﬀects is based
on an approximate underlying model of radio propagation channel [31]. There
are diﬀerent channel estimation approaches used for pilot based estimation like
Least Square (LS), Minimum Mean Square (MMSE) and Least Mean Square
(LMS). This work describes the MMSE estimator, which is used in the MATLAB
simulator model used in this thesis.
Generally OFDM transmission can be written in form of:
y = XFh+ n (3.10)
where
y is the received signal
X is diagonal matrix with data, reference symbols or zeros
F is FFT matrix
h is channel impulse response to be estimated
n is white Gaussian noise
Using the method described in [47] the Channel Impulse Response (CIR) can be
calculated in equation (3.11), where they take advantage of auto covariance and
the cross covariance matrixes of the reference symbols.
hˆ = RhYrR
−1
YrYr
Yr (3.11)
where
hˆ is estimated CIR
Yr is received reference symbols without data or zeros
RhYr is cross covariance matrix of h and Yr
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RYrYr is auto covariance matrix of Yr
The covariance matrixes are calculated according to eqations (3.12) to (3.15) [36].
For auto covariance matrix:
RYrYr = E[YrY
H
r ] (3.12)
= E[(XrFrh+ nr)(XrFrh+ nr)
H ]
= E[(XrFrh+ nr)(X
H
r F
H
r h
H + nHr )]
= XrFrE[hh
H ]XHr F
H
r + E[nrn
H
r ] +XrFr[hn
H
r ] + [nrh
H ]XHr F
H
r
= XrFrRhhX
H
r F
H
r + σ
2
nInr (3.13)
and for the cross covariance matrix:
RhYr = E[hY
H
r ] (3.14)
= E[hhHXHr F
H
r + nrh
HXHr F
H
r ]
= RhhX
H
r F
H
r
= XHr F
h
r (3.15)
Putting it all into equation (3.11) CIR can be calculated as shown:
hˆ = XHr F
H
r (XrFrRhhX
H
r F
H
r + σ
2
nInr)
( − 1)Yr (3.16)
3.5 Link adaptation
Basically there are two types of link adaptation, power and rate control. Power
control has been used in CDMA based mobile communication systems such as
WCDMA. A variable transmit power is used to compensate the channel quality
variations. The goal of power control is to maintain constant data rate at the
receiver. Basically transmit power is increased when the channel quality decreases
and vice versa if the conditions become more advantageous, so the transmit power
is inversely proportional to channel quality conditions as seen in Figure 3.12 (a).
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On the other hand in packet switched mobile communication services constant
data rate is not necessary needed, in many cases there is a need for rate as
high as possible and this is the case where the modulation and coding rate is
varied depending on the channel conditions. This technique is called Adaptive
Modulation and Coding (AMC). Short term data variations can be tolerated as
long as the average data rate remains constant, which is achieved by rate control
seen in Figure 3.12 (b)[21]. It can be shown that rate control is more eﬃcient
than power control therefore AMC is used in simulator written for this thesis and
described in detail below[28] and[26].
Figure 3.12: (a) Power control (b) rate control
3.5.1 Adaptive Modulation and Coding
In general the receiver chooses the best modulation and coding rate according to
the channel quality response from receiver via Channel Quality Indicator (CQI).
In downlink eNodeB can select between QPSK, 16-QAM and 64-QAM and pos-
sible coding rates listed in Table 5.4. There are basically two degrees of freedom
for AMC [46]:
• Modulaton Scheme: Low order modulation e.g. QPSK are more robust
to poor channel conditions, but gives a lower transmission rate. On the
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other hand e.g. 16-QAM provides better transmission rate however is more
vulnerable to channel conditions.
• Coding Rate: For given modulation diﬀerent coding rates can be chosen
from Table 5.4. Lower coding rates are used for poorer channel conditions
and vice versa.
The reported CQI is calculated from pilot tones used in downlink transmission de-
scribed in Chapter 3.4.2. The CQI, best Modulation and Coding Scheme (MCS),
reported by UE is based on the Block Error Rate (BLER) probability not ex-
ceeding 10 %. Simple method for UE to calculate best possible MCS can be
based on a BLER thresholds as seen in Figure 3.13. The UE selects the best CQI
that satisﬁes the condition BLER ≤ 10−1. Optimal switching points betweend
modulation order and coding rates depend on may diﬀerent factors like Quality
of Service (QoS) and cell throughput [46].
Figure 3.13: CQI Threshold example BLER ≤ 10−1
3.6 MIMO
Multiple input multiple output (MIMO) is one of the central technologies used in
LTE to improve coverage, capacity, Quality of Service (QoS) and speciﬁed data
rates. It is a very large topic and this thesis describes only the basics of it. For
more detailed information please see the references used in this chapter e.g [18].
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MIMO operation includes techniques like spatial multiplexing, pre-coding and
transmit diversity which fundamentals will be discussed in this chapter.
3.6.1 Basics
The basic principles of MIMO as shown in Figure 3.14, where diﬀerent data
streams are transferred through pre-coder followed by signal mapping and OFDM
signal generation [30].
Figure 3.14: MIMO principle
The receiver antennas need to be able to separate the transmitted streams, there-
fore reference symbols are used to separate them, where they are altered between
antennas. For LTE standard 3GPP has speciﬁed to cover up to four transmission
and reception antennas, hence as the number of antennas increases the needed
SNR increases with the drawback of transmitter/receivers complexity as well as
the reference symbol overhead.
3.6.2 Spatial multiplexing
With MIMO technique an additional dimension to time and frequency is intro-
duced named spatial dimension, which allows achieving the required peak data
rates LTE has speciﬁed. Data streams can be transmitted over diﬀerent parallel
channels using the same bandwidth and no additional power. The capacity is
linearly related to the number of transmitter/receiver antenna pair.
The simultaneously transmitted bit streams cause interference at the receiver;
hence diﬀerent interference cancelling techniques are used at the receiver, e.g.
MMSE as described in Chapter 3.4.3. Figure 3.15 gives an example of 2x2 MIMO
transmission, where the received signal can be written as stated in eqation (3.17)
[21].
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Figure 3.15: MIMO 2x2 example
Now the received signal r can be expressed in matrix form as:
r =
[
r0
r1
]
=
[
h1,1 h1,2
h2,1 h2,2
] [
s1
s2
]
+
[
n1
n2
]
= Hs+ n (3.17)
where
H is 2x2 channel matrix
s is transmitted symbols
n is white Gaussian noise
Assuming no noise the transmitted symbols sk can be obtained at the receiver
side as follows:
s =
[
s0
s1
]
=
1
h1,1h2,2 − h1, 2h2, 1
[
h1,1 −h1,2
−h2,1 h2,2
] [
r1
r2
]
(3.18)
3.6.3 Pre-coding
The basic idea in pre-coding is giving the transmitted signal from diﬀerent an-
tennas diﬀerent weights in order to maximize the SNR at the receiver. The
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transmitter needs to know from the receiver about the channel conditions and for
large MIMO systems this increases the overhead.
In open loop MIMO systems as the LTE simulator used in this work, one can use
a set of pre-coding matrixes, which is known for both transmitter and receiver.
This set of matrixes is also called MIMO codebook and noted as P , where L = 2r
is the size of it and r is the number of feedback bits needed for to index the
codebook [33]. After the MIMO system is speciﬁed with a codebook, the receiver
observes the channel conditions and selects the best pre-coding matrix for that
condition. The Pre-coding Matrix Index (PMI) is then reported back to the
transmitter as illustrated in Figure 3.16.
Figure 3.16: Closed loop MIMO system
An example of pre-coding matrixes for two antenna ports is described beneath,
since LTE simualtor for this work uses the same codebook as described in [33].
For the two antenna port pre-coding a grouping of 2x2 identity matrix and DFT
matrix is used, which for two antenna ports is described as follows:
W =
1√
2
[
1 1
1 ejpi
]
=
1√
2
[
1 1
1 −1
]
(3.19)
By introducing a shift parameter g
G
the Fourier matrix can be written as follows:
Wg = e
j 2pim
N
(n+ g
G
) m,n = 0, 1, . . . (N − 1) (3.20)
Now a set of four 2x2 Fourier matrices can be deﬁned for G = 4 and g =
{0, 1, 2, 3}:
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W0 =
1√
2
[
1 1
1 −1
]
(3.21)
W1 =
1√
2
[
1 1
1+j√
2
−1−j√
2
]
(3.22)
W2 =
1√
2
[
1 1
j −j
]
(3.23)
W3 =
1√
2
[
1 1
−1+j√
2
1−j√
2
]
(3.24)
In LTE, the codebook for two antenna ports includes seven diﬀerent code words,
four rank 1 and three for rank 2, which are summarized in Table 3.3 [7]. Rank 1
code words are just columns of rank 2 code words. The idea to limit the codebook
alphabet only to {1, j} was to reduce the complexity of the UE in calculating the
Channel Quality Indicator (CQI) by avoiding matrix calculations.
Codebook index Number of layers
υ = 1 υ = 2
0 1√
2
[
1
1
]
1√
2
[
1 0
0 1
]
1 1√
2
[
1
−1
]
1
2
[
1 1
1 −1
]
2 1√
2
[
1
j
]
1
2
[
1 1
j −j
]
3 1√
2
[
1
−j
]
-
Table 3.3: LTE MIMO two antenna port codebook
3.6.4 Transmit diversity
Transmit diversity is basically sending multiple copies of the same signal in order
to exploit the gains from independent fading between the antennas. It is com-
mon in downlink cellular systems; therefore it is cheap and easy to install more
antennas at the base station than to modify single UE, which may vary from
manufacturer to manufacturer. On the other hand in LTE because of the short
transmission time of one sub-frame (1 ms), there is little time diversity available.
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It can be exploited using Hybrid Automatic Repeat Request (HARQ) Protocol,
which will be discussed in detail in Chapter 3.7. In the standardization phase of
LTE many transmit diversity schemes were discussed and evaluated, for detailed
view of the diﬀerent techniques reader is adviced to see [33] Chapter 6.1.
To sum up the previously mentioned source, during the standardization and eval-
uation phase in LTE there was a debate between two diﬀerent time diversity
techniques Cyclic Delay Diversity (CDD) [46] and block code based schemes such
as Alamounti space time coding [16]. CDD has a drawback with perfectly corre-
lated antennas where there is no diversity available and block code based schemes
do not scale with the number of antennas, where the performance is penalized
[33].
After long discussion the decision was made for block codes and for two antenna
ports Space Frequency Block Coding (SFBC) was speciﬁed as a standard. For
further information see [40] and [32].
3.7 Multicodeword-MIMO HARQ
The basic idea behind ARQ is that the terminal may rapidly request a retransmis-
sion if a transmission has been decoded with errors. In addition, HARQ provides
a tool for rate adaption [21]. The diﬀerence between ARQ and HARQ protocol is
that HARQ is a combination of Forward Error Coding (FEC) and error detection.
ARQ protocol only uses the error detection method. It is also to be noted, that
HARQ protocol is a function spread over both physical and MAC layer. MAC
layer control the HARQ entity, where the combination and other bit operations
are done by the physical layer.
3.7.1 ARQ protocol categories
Diﬀerent types ARQ protocols can be divided into three categories:
• Stop-and-wait which is the simplest type of ARQ scheme. The transmitter
waits after sending a packet for an acknowledgment (ACK) or a negative ac-
knowledgement (NACK) from receiver and then sends either a new packet,
after receiving ACK or the same packet in case of NACK. Drawback of this
method is the long waiting time at the transmitter waiting for ACK/NACK.
• Go-back-N has a deﬁned window size where packets are sent without waiting
for an ACK. When NACK is received the transmitter starts to retransmit
packets from the missing packet, which in other words means, that possible
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correctly decoded packets, after sending the missing packet for the ﬁrst
time, are simply ignored and retransmitted again. This is also the biggest
drawback of Go-back-N, because of the duplicate transmissions of the same
data.
• Selective repeat protocols can handle this problem and keeps sending the
packets in deﬁned window size. After receiving an NACK the protocol
continues sending new packets and tries to resend only the corrupted one,
therefore it has the best performance from the categories.
Since LTE has a modiﬁed implementation of Stop-and-wait protocol it will be
discussed in detail. Figure 3.17 illustrates how the protocol works for one trans-
mission process. As seen in the illustration the problem is the long waiting time,
where the transmitter is idle waiting for ACK/NACK report. On the other hand
the receiver only has to buﬀer one packet at the time that is currently being
decoded.
Figure 3.17: ARQ stop-and-wait protocol
LTE uses multiple parallel Stop-and-wait processes. In standard eight parallel
processes are speciﬁed see equation (3.25). After receiving a transport block
transmitter tries to decode the block and informs transmitter with an informa-
tion bit if block number was successfully decoded respectively not. Additionally
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transmitter needs to know which block was not correctly received; this is solved
by the timing of the acknowledgement to allocate which process belongs to which
transport block. The multiple parallel HARQ process is shown in Figure 3.18
from [21]. As seen transport block number 5 was successfully decoded before
transport block 1, which had to be retransmitted two times. The data is not in
sequence, but the ordering is done in the upper Radio Link Control (RLC) layer.
Figure 3.18: Multiple parallel processes
The number of HARQ processes can be calculated in equation (3.25) [33].
NHARQ =
⌈
2Tp + Tsb + Tuep + TACK + Tnbp
Tsb
⌉
(3.25)
where
NHARQ is the number of HARQ processes
Tp is propagation time between UE and eNodeB
Tsb is subblock (SB) transmission time
Tuep is UE processing time including decoding
Tnbp is eNodeB processing time
The parameters are illustrated in the Figure 3.19 where and values are listed in
the Table 3.4
Now the number of HARQ processes in LTE can be calculated using the equa-
tion (3.25) and Table 3.4
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Figure 3.19: Stop-and-wait HARQ round trip time (RTT)
Parameter Symbol Value
Propagation time Tp Neglible
Sunbblock transmission time Tsb 1 ms
UE processing time Tuep 3 ms
ACK transmission time TACK 1 ms
eNodeB processing time Tnbp 3 ms
Table 3.4: LTE HARQ RTT paremeters
NHARQ =
⌈
0 + 1 + 3 + 1 + 3
1
⌉
= 8 (3.26)
In LTE the erroneously decoded blocks are kept at the receiver's buﬀer, hence the
partly available data can be used with the retransmitted packet. HARQ scheme
support so called Chase combining and incremental redundancy methods to deal
with the retransmission at the receiver's side. These methods will be discussed
in Chapter 3.7.2.
HARQ protocols can be characterized in synchronous vs. asynchronous and ﬂex-
ible vs. non ﬂexible depending on the resource usage and link adaptation [21].
Asynchronous retransmission can occur at any time, whereas synchronous re-
transmissions happen at certain ﬁxed time after previous transmission. There-
fore asynchronous protocol has more ﬂexibility, but the usage of synchronous
retransmission does not require any explicit HARQ process number signaling as
the information can be extracted from the sub frame number.
The adaptive protocol takes the frequency resources into account, where more
suitable transmission format can be selected. Non adaptive protocol on the other
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hand uses the same frequency resources as the same transmission format as the
initial transmission.
3.7.2 Chase Combining and Incremental Redundancy
The simplest form of HARQ scheme was proposed by Chase in 1985 [19]. It can
be seen as additional repetition coding, since no new redundancy is transmitted.
At each retransmission exact copy of the information bits are transmitted and
combined at the receiver using maximum ratio combining. Chase combining
does not give additional coding gain, it only increases the received Eb
N0
for each
retransmission, where Eb is energy over bit and N0 spectral noise density. For
further details about Eb
N0
see [41]. Figure 3.20 from [21] shows an example of using
Chase combining.
Figure 3.20: Example of Chase combining
In case of Incremental redundancy (IR) the retransmission bit do not have to be
the same then diﬀerent sets of coded bits are transmitted each having the same
amount of information bits [44]. In case of retransmission diﬀerent set of bits from
previous transmission are sent, combined and sent to decoder. Retransmission
bits do not necessarily need to have the same modulation scheme as the previous.
With IR low rate coding is often used and the diﬀerent retransmission set of bits
are generated by puncturing the encoder output bits. Figure 3.21 from [21] shows
an example with a 1/4 code rate, where at the ﬁrst retransmission every third
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coded bit is sent at rate 3/4. In case of decoding error a new set of bits is created
giving a rate of 3/8. After second retransmission the rate will be 1/4 and for any
further retransmission the information bits will be repeated. IR not only gives a
gain in Eb
N0
, but it also achieves a coding gain for each retransmission.
Figure 3.21: Example of Incremental redudancy
Comparison of Chase and IR shows that IR achieves a larger gain at higher
initial coding rates while for lower rates both techniques are more or less equal
[20]. Moreover the performance gain of IR compared to Chase combining can
also depend on the relative power diﬀerence between the transmission attempts
[24].
3.7.3 Multicodeword-MIMO HARQ alternatives
In LTE three diﬀerent retransmission schemes were discussed [3], which perfor-
mance is the main scope of this thesis and discussed in detail in the next chapters:
• Independent processes
• Blanking
• Non-blanking
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3.7.3.1 Independent
Independent HARQ process means in case of two antenna ports that both are
having their own HARQ process and are working totally independent from each
other. Table 3.5 shows an example of two independent processes for two antennas
A and B. Each antenna gets their own ACK/NACK for the transmitted codeword
and retransmit it in case of NACK.
Antenna A A1 NACK A1 ACK A2 ACK A3 NACK A3 ACK A4
Antenna B B1 ACK B2 ACK B3 NACK B3 NACK B3 ACK B4
Table 3.5: Independent HARQ transmission example
Codewords Ak and Bn are transmitted independently and in every time slot both
antennas are sending a codeword to the receiver. This transmission scheme has
the best performance compared to the next two, but there is hardly any literature
about the performance diﬀerence compared to the other schemes except in [3],
where blanking method is shown as being the worst in terms of throughput. The
comparison of these three HARQ cases is the main topic of this thesis.
3.7.3.2 Blanking
In this transmission scheme there is only one HARQ process but two ACK/NACK
for two antennas. Table 3.6 shows an example transmission.
Antenna A A1 NACK A1 ACK A2 ACK ACK A3 ACK A4
Antenna B B1 ACK ACK B2 NACK B2 ACK B3 ACK B4
Table 3.6: Blanking HARQ transmission example
As seen in the table, if one packet is correctly decoded and the other one not, only
the erroneously decoded codeword is resent (A1) and the other antennas codeword
is left blank (no B2). This makes it more probable for the sent codeword to arrive
correctly at the transmitter, since there is no other message to interfere with the
data.
3.7.3.3 Non-blanking
In last non-blanking transmission scheme there is only one ACK/NACK for two
codewords. Again a transmission example is shown in Table 3.7.
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Antenna A A1 n A1 a A2 a A2 a A2 a A3
NACK ACK NACK NACK ACK
Antenna B B1 a B1 a B2 n B2 n B2 a B3
Table 3.7: Non-blanking HARQ transmission example
The n and a indicates that codeword from that antenna was decoded correctly,
but since there is only one ACK/NACK and only one codeword has been decoded
correctly, the transmitter gets a NACK and resends both messages again and does
not leave empty (blank) spaces in order the get the erroneously decoded codeword
higher probability to get through. This is seen in the example tables where in
blanking transmission scheme B2 does not get interfered by antenna A and needs
only be retransmitted one, where in non-blanking scheme B2 has to be sent three
times.
Chapter 4
LTE Downlink
This chapter discusses the functions of the diﬀerent layers in LTE downlink, where
data is sent from base station to the mobile terminal. Figure 4.1 illustrates the
LTE layer structure [21]. The simulator used in this work has only the two lowest
layers implemented; nevertheless this chapter will discuss also the third layer
named Radio Link Control (RLC) brieﬂy to give the reader a better overview of
the functionality.
Then more on detailed view of layer 2 the Medium Access Control (MAC) will
follow including multiplexing and mapping diﬀerent channels to communicate
with the lowest layer the Physical Layer (PHY). MAC layers other functionalites
like scheduling and discontinuous reception are also reviewed as well as the main
focus of this thesis the HARQ entity, which is split over MAC and PHY layers.
Moving further to lowest layer the Physical Layer its important functions like
channel coding with Cyclic Redundancy Check (CRC) and turbo coding are dis-
cussed. Nevertheless OFDM modulation is revised and ﬁnally HARQ functions
at the PHY layer level are described.
4.1 RLC Layer
RLC is located between Packet Data Convergence Protocol (PDCP) and MAC
layer and it communicates with the upper one using Service Access Point (SAP)
and with the lower one via logical channels. RLC is responsible for segmentation
of RLC Protocol Data Units (PDU) from PDCP into Service Data Units (SDU)
suitable size for MAC layer as shown in Figure 4.2 from [21].
RLC is also responsible for retransmission of wrongly received PDUs and remov-
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Figure 4.1: LTE downlink architecture
Figure 4.2: RLC PDU to SDU segmentation
ing the duplicate ones. Hence it manages the in sequence delivery of SDUs for
the upper layers. The functions of RLC are performed by RLC entities, which
can be conﬁgured in three diﬀerent modes:
• Transparent Mode
• Unacknowledged Mode
• Acknowledged Mode
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For further details to RLC Layer functionality reader is adviced to see [46].
4.2 MAC Layer
MAC layer is the second lowest layer in the LTE architecture and communicates
with RLC through logical channels and with physical layer through transport
channels; therefore it performs multiplexing and demultiplexing between those
channels. Figure 4.3 from [46] gives an overview about the MAC layer functions,
hence it can be considered as a controller with multiplexing and HARQ entity.
Figure 4.3: Overview of LTE MAC layer
4.2.1 Multiplexing and mapping
As already stated above MAC layer communicates with logical and transport
channels which need to be mapped correctly when transferring to other layers.
Following logical channels for downlink are speciﬁed for LTE [9]:
• Broadcast Control Channel (BCCH) which is used to broadcast system in-
formation.
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• Paging Control Channel (PCCH) which notiﬁes UEs of an incoming call or
change of system information.
• Common Control Channel (CCCH) which delivers control information when
there is no conﬁrmed association between UE and the eNobeB.
• Multicast Control Channel (MCCH) which transmits control information
related to reception of broadcasting information.
• Dedicated Traﬃc Channel (DTCH) which transmits dedicated user data.
• Multicast Traﬃc Channel (MTCH) which transmits user data of broadcast
services.
On the other hand following transport channels in downlink direction are deﬁned
in [9]:
• Broadcast Channel (BCH) which is used to transport parts of system infor-
mation for DL-SCH.
• Downlink Shared Channel (DL-SCH) which transport downlink user data
or control messages.
• Paging Channel (PCH) which transports paging information to UEs.
• Multicast Channel (MCH) which transports user data or control messages
related to multicasting or broadcasting.
Figure 4.4 illustrates the 3GPP speciﬁcation of channel mapping und multiplexing
in downlink direction. It can be seen that DL-SCH carries information from all
the logical channels with exception of PCCH.
4.2.2 Scheduling
One of the basic principles of LTE is that time and frequency resources are dy-
namically shared between the users. Scheduler is in charge of assigning and con-
trolling the resources. The signals used for scheduling are standardized by 3GPP,
but the details are left for the eNodeB implementation. Basically a terminal lis-
tens to the scheduling commands received from a unique serving cell which every
1 ms TTI makes a scheduling decision and sends it to the UE. These commands
include transport block size, modulation scheme, antenna mapping and logical
channel multiplexing. Figure 4.5 from [21] shows the transport format selection
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Figure 4.4: Downlink logical to transport channel mapping
in downlink transmission. The basic time frequency unit in scheduler is called a
resource block which spans of 180 kHz and in each 1 ms those blocks are assigned
to DL-SCH.
Figure 4.5: Downlink scheduling
The main idea of the scheduler, since it can exploit channel variations in time
and frequency domain, is to schedule a transmission to a terminal with the best
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channel conditions. Especially for low speed UEs where time domain channel
variations not likely to change fast, the frequency domain channel variations can
vary signiﬁcantly, which gives LTE scheduler an advantage over earlier generation
technologies like HSPA.
4.2.3 Discontinuous Reception (DRX)
To save UE battery DRX has two states conﬁgure connected and idle so that UE
does not always have to monitor the downlink channels. The parameterization
of DRX is a tradeoﬀ between UEs battery life and latency e.g. for surﬁng the
web and viewing a single webpage it is not beneﬁcial to continuously receive
information from the downlink channels, since the data showing the page has
already been loaded on the device. On the other hand shorted idle period gives
a faster response if new data has to be captured.
4.2.4 HARQ
HARQ provides robustness against transmission errors and as seen in Figure 4.3
it is a part of MAC layer functions but also a part of physical layer. There is
only one HARQ entity at UE which handles number of parallel HARQ processes,
where each process is associated with a HARQ identiﬁer. HARQ is not applicable
for all of the traﬃc; hence in downlink only for DL-SCH. HARQ function on
MAC layer speciﬁes which soft combining (Chase Combining (CC) or Incremental
Redundancy (IR)) and which type of HARQ (independent, blanking or non-
blanking) should be used. HARQ functionality on the physical layer is described
in Chapter 4.3.3.
4.3 PHY Layer
The LTE physical layer is the lowest layer before sending the data from base
station, also called enhanced NodeB (eNodeB) to UE. In downlink direction it is
responsible for Cyclic Redundancy Check (CRC), coding, rate matching, modula-
tion and mapping e.g. transport channels into physical channels as stated before.
Figure 4.6 from [14] shows an overview of physical layer downlink transmission
and its functions, which will be described in detail in the upcoming chapters.
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Figure 4.6: Physical layer function in downlink transmission
4.3.1 Channel coding
Channel coding is used to increase the reliability of the channel by adding redun-
dancy to the information transmitted with the drawback of reducing the infor-
mation rate.
4.3.1.1 CRC
In ﬁrst step of physical layer downlink processing a 24 bit CRC is calculated for
each data block for error detection at the receiver. If CRC detection fails at the
receiver, e.g. HARQ will inform the transmitter about failed transmission and
requests a retransmission according to which type of HARQ is used. If the input
bits of a length A are listed as a0, a1, . . . , aA−1 and the parity bits of length L
are denoted by p0, p1, . . . , pL−1. The parity bits are generated by using e.g. the
following cyclic generator polynomial [10].
gCRC24B(D) =
[
D24 +D23 +D6 +D5 +D + 1
]
(4.1)
The encoding is performed in systematic form, where the polynomial
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a0D
A+23 + a1D
A+22 + . . .+ aA−1D24 + p0D23 + p1D22 + . . .+ p22D1 + p23 (4.2)
is divided by corresponding 24 bit CRC polynomial and yields a remainder equal
to 0:
a0D
A+14 + a1D
A+14 + . . .+ aA−1D16 + p0D15 + p1D14 + . . .+ p14D1 + p15 (4.3)
4.3.1.2 Turbo coding
Berrou, Glavieux and Thitimajasimha presented turbo codes and concept of itera-
tive decoding to achieve near Shannon limit performance in 1996 [17]. It performs
better than any other encoder at very low SNR. Turbo encoder consist two eight
state convolutional encoders linked by an interleaver. LTE standard speciﬁes a
Parallel Concatenated Convolutional Code (PCCC) encoder with a coding rate
of 1/3 and transfer function [10]:
G(D) =
[
1,
g1(D)
g0(D)
]
(4.4)
where
g0(D) = 1 +D
2 +D3 = [1011]
g1(D) = 1 +D +D
3 = [1101]
Figure 4.7 illustrates the structure of 1/3 turbo encoder used in LTE. The output
of the turbo encoder is given in equation (4.5).
d
(0)
k = xk, d
(1)
k = zk, d
(2)
k = z
′
k k = 0, 1, . . . , K − 1 (4.5)
where
K is the number of input bits
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xk are called systematic bits
zk are called ﬁrst partity bits
z′k are called second parity bits
The input bits respectively the output bits for the encoders interleaver are de-
noted c0, c1, . . . , cK−1 respectively c0, c1, . . . , cK−1 and the relationship is listed in
equation (4.6) and (4.7).
c′i = cΠ(i) i = 0, 1, . . . , K − 1 (4.6)
Π(i) =
(
f1i+ f2i
2
)
modK (4.7)
The parameters f1 and f2 depend on the block size K and stated in the Table
5.1.3-3 in [10]. LTE turbo encoder has the maximum block size of 6144 bits, if
this number is exceeded the code block is split into smaller ones and again new
CRC is generated before going through the turbo encoder. For simplicity reasons
the simulator was implemented with the maximum code block size of 6144 bits.
In LTE downlink direction adaptive modulation and coding schemes are used,
which means diﬀerent number of coded bits can change depending on the retrans-
mission and channel conditions. With turbo codes, its performance is sensitive
to the systematic bits; hence they should be transmitted in the ﬁrst transmis-
sion attempt. To meet this requirements LTE uses so called circular buﬀer rate
matching which is illustrated in Figure 4.8 from [46].
The from turbo encoder generated systematic bits (systematic) and two streams
of parity bits (parity0 and parity1) are interleaved separately by so called sub
block interleavers. The redundancy version (RV) starting from 0 sends as many
systematic bits as possible. For retransmission, meaning further redundancy ver-
sions, the parity bits are alternately inserted into the message to increase the
redundancy.
4.3.2 Modulation
As already stated in Chapter 3.4 depending on the channel conditions LTE can
uses diﬀerent modulation order starting from QPSK up to 64-QAM. This is done
by the modulation mapper as written in LTE standard in Chapter 7 in [11].
Figure 4.9 from [22] shows a discrete OFDM system model.
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Figure 4.7: LTE turbo encoder structure
The data bits are grouped into block of Nc data symbols which can be written as a
vectorX. When performing IDFT or IFFT a cyclic preﬁx of length Ncp is inserted
into X. The resulting signal can be mathematically described in equation (4.8).
s(n) =

1
Nc
Nc−1∑
k=0
Xke
j
2pik(n−Ncp)
Nc . n ∈ [0, Nc +Ncp − 1]
0 otherwise
(4.8)
4.3.3 HARQ
In LTE downlink asynchronous adaptive HARQ with soft combining is used see
Chapter 3.7, therefore the erroneous packets are buﬀered at the receiver to com-
bine it with the retransmission bits and to decode the message correctly. HARQ
used in simulator for this thesis uses Chase combining method; where at each
retransmission same message is sent and combined with the previous, not suc-
cessfully decoded, message to increase the probability of correct transmission. An
example of Chase combining was given in Figure 3.20.
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Figure 4.8: LTE rate matching for turbo codes
Figure 4.9: Discrete OFDM system model
Each HARQ process has three control information ﬁelds carried with the trans-
mission [5]:
• New data indicator (NDI): Is toggled when new data is delivered - 1 bit
• RV : Which redundancy version is used - 2 bits
• Modulation and coding scheme (MCS): Which modulation and coding scheme
is used - 3 bits
Chapter 5
Simulator
In next section of this chapter the simulation model from basic overview to more
detailed functionality of the main elements in communication systems, transmit-
ter, channel and receiver is introduced.
Furthermore diﬀerent channel models used, e.g. Winner II, in the simulations are
introduced and shown how they are implemented.
At the end the for thesis written simulator is veriﬁed to provide correct simulation
results including correct modulation, HARQ functionality, transmit diversity, link
adaptation and MIMO transmission.
5.1 System model
Figure 5.1 illustrates the model used in the simulator build for this thesis. As
seen there is one transmitter (eNodeB) and one receiver (UE) and the UE is
accepting data from eNodeB (downlink). In between there is a channel which can
be selected from diﬀerent International Telecommunication Union (ITU) channel
models described in section 5.1.2.
Figure 5.2 shows the simulation ﬂow, where at ﬁrst simulation parameters are
initialized including SNR, channel model, number of drops, number of frames
etc.. First loop is made over initialized SNR values e.g. from 10 to 50 dB with 10
dB steps. Next loop is made over drops, meaning user is dropped in random place
inside a cell and moved according to the set speed at the initialization process
e.g. 3 km/h. The drop loop is followed by frame loop, where the number of sent
frames is speciﬁed at the beginning of the simulation e.g. 100 frames. Then the
typical sending and receiving process occurs, by sending data from transmitter
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Figure 5.1: System model overview
over a certain channel conditions e.g. PedestrianA and received at UE. Before
ending the frame loop statistics over the sent packets is collected for further use.
After ending frame and drop loops the collected statistic data is summed up and
values like Bit Error Rate (BER) and throughput are calculated, before starting
the next SNR value loop. The simulation ends when SNR loop has run through
all its values and the simulation results are saved for further use.
Figure 5.2: LTE Downlink simulation ﬂow
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5.1.1 Transmitter
Figure 5.3 shows the implemented 2x2 MIMO transmitter, where two random
binary streams are mapped into diﬀerent constellation diagrams and modulated
with diﬀerent subcarrier frequencies. Then as described for later channel estima-
tion known pilot tones are inserted into the OFDM resource grid. Next signal
spectrum length is increased by adding zeros and run through an IFFT block
followed by cyclic preﬁx insertion as described in Chapter 3.3.3. Finally the
transport blocks are mapped into the diﬀerent antennas and sent to the receiver.
Figure 5.3: LTE Downlink 2x2 MIMO transmitter
5.1.2 Channel
The transmitted signal in real world results multipath propagation caused by
following basic mechanisms:
• Line of sight propagation
• Specular reﬂections
• Diﬀraction caused by bending electromagnetic waves
• Diﬀusion or scattering
• Partial absorbtion e.g. transmission through objects
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In the real world the number of paths is unknown, but for simulation purposes
the number of paths is ﬁxed enabling channel modeling. Good channel models
are essential for analysis, design and development of telecommunication systems.
The more realistic the model is the better the correlation between simulation and
real world. There are many channel models to choose from. The next section
discusses the ones used in the simulator.
The channel models are described as taps, where each taps corresponds to a
certain delay and power. For the simulator the channel power values need to be
normalized which is done in equation (5.1).
Ak =
√√√√√√
Pi
N∑
k=1
Pk
(5.1)
where
Ak is the channel tap normalized amplitude
Pi is the channel tap linear scale power
N is number of taps
5.1.2.1 Winner II model
For the ﬁnal simulations, a special channel model with ﬂat and short frequency
response is used in order to see the diﬀerences between the simulation cases.
The parameters for the Winner II channel model are taken from [42] and listed
in Table 5.1. Winner II channel model is a suitable model for mobile indoor
communication which adds some more actuality into this thesis.
5.1.2.2 Typical Urban model
Table 5.2 shows a six tap GSM typical urban channel, which in this thesis was
used for MIMO 2x2 transmission veriﬁcation [13].
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Delay [ns] Power [dB]
0 -15.2
5 -19.7
5 -15.1
5 -18.8
15 -16.3
15 -17.7
15 -17.1
20 -21.2l
25 -13.0
40 -14.6
80 -23.0
85 -25.1
110 -25.4
115 -24.8
150 -33.4
175 -29.6
Table 5.1: Winner II channel model parameters
Delay [µs] Power [dB]
0 -3
0.2 0
0.5 -2
1.6 -6
2.3 -8
5.0 -10
Table 5.2: GSM 6 ray typical urban channel model parameters
5.1.3 Receiver
The receiver used in simulator has basically the same structure but opposite as in
Figure 5.3 used transmitter. Instead of mapping demapping is used, cyclic preﬁx
and padded zeros are removed and the received data is put through FFT block
for demodulation.
It is to be noted, that at the receiver an MMSE channel estimator, as described
in Chapter 3.4.3, is used to give feedback for the transmitter about the channel
condition via Channel Quality Indicator (CQI) if higher modulation order can be
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used to achieve better throughput.
5.1.4 Simulator veriﬁcation
To ensure the informative value of the simulations, the used modules need to
be veriﬁed by testing them separately before putting them together. In this
section ﬁrstly the modulation and demodulation is tested to be working correctly
by comparing the simulated Bit Error Rates (BER) with the BERs found in the
literature before moving to HARQ veriﬁcation, transmit diversity, link adaptation
and MIMO transmission.
For modulation veriﬁcation simple transmission scenarios are simulated and com-
pared with known results from the theory e.g. one tap Rayleigh and Additive
White Gaussian Noise (AWGN) channel are used to control the (BER) for given
SNR values. These channel models are well known in the theory and the results
can be easy compared to the theoretical values. Modulations used for BER veri-
ﬁcation are QPSK, 16-QAM and 64-QAM and the equations are taken from [27].
Table 5.3 shows parameter settings used for BER simulations.
First we deﬁne:
γ =
Eb
N0
(5.2)
Q(x) =
1
2
erfc
(
x√
2
)
=
1√
pi
∫ ∞
x√
2
e−t
2
dt (5.3)
P (γ, L) =
1
2L
(
1−
√
γ
1 + γ
)L L−1∑
k=0
(
L− 1 + k
k
)
1
2k
(
1 +
√
γ
1 + γ
)k
(5.4)
where
Eb is energy over bit
N0 is spectral noise density
erfc(x) is complementary error function
L is number of branches
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Parameter Value
Bandwidth 5 MHz
Modulation QPSK, 16-QAM or 64-QAM
Channel AWGN or Rayleigh
Number of drops 50
Number of frames 100
FFT size 512
Number of subcarriers 300
Cyclic preﬁx Normal
HARQ No
Link adaptation No
Pre-coding No
Number of Tx antennas 1
Number of Rx antennas 1
Table 5.3: Basic simulation settings for BER simulation
5.1.4.1 BER QPSK
The bit error rate function for QPSK modulation for AWGN channel is shown in
equation (5.5):
Pb = Q
(√
2γ
)
(5.5)
and for Rayleigh channel:
Pb = P (γ, L) (5.6)
The theoretical values and simulation results are compared in Figure 5.4.
5.1.4.2 BER 16-QAM
For Gray encoded 16-QAM modulation the bit error rate function for AWGN
channel is:
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Figure 5.4: BER for QPSK modulation
Pb =
3
4
Q
(√
4
5
γ
)
+
1
2
Q
(
3
√
4
5
γ
)
− 1
4
Q
(
5
√
4
5
γ
)
(5.7)
and for Rayleigh channel:
Pb =
3
4
P
(
2
5
γ, L
)
+
1
2
P
(
18
5
γ, L
)
− 1
4
P (10γ, L) (5.8)
The theoretical values and simulation results are compared in Figure 5.5.
5.1.4.3 BER 64-QAM
Again for Gray encoded 64-QAM modulated signal BER function for AWGN
channel is described as:
Pb =
7
12
Q
(√
2
7
γ
)
+
6
12
Q
(√
18
7
γ
)
− 1
12
Q
(√
50
7
γ
)
+
1
12
Q
(√
162
7
γ
)
− 1
12
Q
(√
338
7
γ
)
(5.9)
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Figure 5.5: BER for 16-QAM modulation
and for Rayleigh channel:
Pb =
7
12
P
(
1
7
γ, L
)
+
6
12
P
(
9
7
γ, L
)
− 1
12
P
(
25
7
γ, L
)
+
1
12
P
(
81
7
γ, L
)
− 1
12
P
(
169
7
γ, L
)
(5.10)
The theoretical values and simulation results are compared in Figure 5.6.
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Figure 5.6: BER for 64-QAM modulation
The simulation results as shown in ﬁgures show good results where the simulated
BER results are very close to the theoretical values. These tests conﬁrm the
modulation and demodulation working properly and the results received from
the simulator are reliable. The small variation from theoretical results seen on
Rayleigh channel BER curves can be explained by channels random number gen-
erator. To plan those it would need much more channel sent frames, but since
the curves are very close to the theoretical values it is not considered as a needed
procedure.
5.1.4.4 HARQ functionality
The HARQ functionality can be veriﬁed with various throughput simulations de-
pending on SNR, where diﬀerent throughput curves for diﬀerent coding rates are
simulated without HARQ functionality and then compared with the HARQ sim-
ulation throughput. The HARQ throughput should adapt to the best throughput
curve for the given SNR.
To test the HARQ functionality QPSK modulation with diﬀerent coding rates in
AWGN channel was chosen and all other parameters used in simulation are the
same as presented in Table 5.3. Table 5.4 from [12] shows according to which
CQI index which modulation and coding rate is used in LTE standard.
Firstly, CQI indexes from one to six were simulated in an AWGN channel without
HARQ retransmissions and throughput calculated and plotted as illustrated in
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CQI Index Modulation code rate x 1024
0 out of range
1 QPSK 78
2 QPSK 120
3 QPSK 193
4 QPSK 308
5 QPSK 449
6 QPSK 602
7 16-QAM 378
8 16-QAM 490
9 16-QAM 616
10 64-QAM 466
11 64-QAM 567
12 64-QAM 666
13 64-QAM 772
14 64-QAM 873
15 64-QAM 948
Table 5.4: CQI Index table
Figure 5.7.
Second the shannon capacity is calculated using the following equation:
C = FB log2 (1 + SNR) (5.11)
where
C is system capacity (Shannon capacity)
B is bandwidth occupied by the data subcarriers
SNR is Sigal-to-Noise-Ratio
F is a correcting factor to cover some system losses
The bandwidh B is calculated according to [35]:
B =
NscNsNrb
Tsub
(5.12)
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where
Nsc is number of subcarriers in one resource block
Ns is number of OFDM symbols in one subframe
Nrb is number of resource blocks in selected system bandwidth
Tsub is the duration of one subframe
The correction factor F including CP and pilot sequence insertion losses [35]:
F =
Tframe − TCP
Tframe
NscNs/2− 4
NscNs/2
(5.13)
where
Tframe is frame duration
TCP is total CP time of all OFDM symbols in one frame
For this HARQ simulation number of subcarriers was set to Nsc = 11, number
of OFDM symbols Ns = 14, number of resource blocks Nrb = 25, length of
a subframe Tsub = 1 ms, length of a frame Tframe = 10 · Tsub = 10 ms and
TCP = 20 · 7 · 4.7 · 10−6s = 658 µs. The shannon capacity was plotted together
with CQI indexes in Figure 5.7.
Next QPSK modulation with the highest coding rate was selected (CQI = 6)
and HARQ functionality with Chase combining (CC) with maximum of three
HARQ retransmissions was switched on and the simulation was run again and
throughput plotted with the previous results. The number of drops and frames
from Table 5.3 was changed to ﬁve respectively 1000 to minimize the number
of lost statistic frames e.g. if 50th frame transmission is not successfull and the
frame should be retransmitted with HARQ, it is lost because of reached number
of maximum frames in that drop .The results are shown in Figure 5.8.
Figure 5.9 shows an example of HARQ where it is easier to calculate which code
rate curves it will adapt to. The simulation is run under same conditions as
the previous, AWGN channel with ﬁve drops and 1000 frames to be calculated;
nevertheless the coding rate is changed. The coding rate is 2/3, which does
not correspond to a CQI in the LTE standard as seen in Table 5.4, but it was
implemented in the simulator to better see the diﬀerent coding rates that HARQ
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Figure 5.7: QPSK throughput for diﬀerent coding rates
Figure 5.8: QPSK throughput with HARQ CC CQI = 6
First Tx 1. reTx 2. reTx 3. reTx
Coding rate 2
3
1
3
2
9
1
6
Table 5.5: QPSK coding rates
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Figure 5.9: QPSK coding rate 2/3 throughput with HARQ IR
utilizes before reaching its maximum throughput. Table 5.5 shows the coding
rates which are realized with QPSK rate 2/3 after each retransmission.
It is shown in the Figure 5.8 the beneﬁt on HARQ, without HARQ for CQI = 6 the
throughput is larger than zero around SNR = 2 dB, but with retransmissions data
can already be correctly encoded at SNR = -5.5 dB. As stated at the beginning of
the section, the throughput curve adapts to the best ﬁtting CQI curve as far the
coding rates are matching. One can see around SNR = -3 and -1 dB, the curve
is not achieving its maximum throughput value. This eﬀect is caused by Chase
combining used for retransmission, where not only data, but redundancy bits are
resent. This phenomenon is called SNR loss. As a result HARQ implementation
can be considered as working properly.
5.1.4.5 Transmit diversity
For transmit diversity testing two transmission antennas with QPSK modulation
(CQI = 5) were added into simulation, where Rayleigh one tap channel was used
and BER curve calculated. Transmit diversity should result to so called SNR
gain, where the BER curve is moved to the left, meaning better BER rate is
achieved at the receiver side. Figure 5.10 shows the simulation result compared
with single antenna QPSK modulation over Rayleigh one tap channel.
One can see from Figure 5.10 the SNR gain provided by transmit diversity, the
BER curve is shifted to the left giving better BER for given SNR. Therefore
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Figure 5.10: QPSK Trasmit diversity vs QPSK single antenna Rayleigh channel
transmit diversity can be assumed as working properly.
5.1.4.6 Link adaptation
Link adaptation was tested at system bandwidth set to 5 MHz without channel
estimation (no pilot tones used). As a reference Figure 5.7 was used, where
throughput curves with diﬀerent coding rates using QPSK modulation (CQI =
1 to CQI = 6) were plotted. Using link adaptation should pick the best CQI
matching the current SNR value and as an outcome one should get a curve ﬁtting
the best coding rate and throughput for given SNR e.g for SNR = 1 dB link
adaptation must pick CQI = 5. Figure 5.11 shows the simulation results.
Figure 5.11 shows how link adaptation chooses the correct coding rate for the
given SNR and adapts to the best possible throughput curve. Therefore the result
conﬁrms link adaptation working correctly and can be assumed as implemented
in proper way.
5.1.4.7 MIMO transmission
For MIMO transmission veriﬁcation a reference article [1] Table 2 was used to
compare their throughput results with the simulator. The simulation was made
for three diﬀerent modulation QPSK, 16-QAM and 64-QAM with diﬀerent coding
rates and the maximum throughput was compared with the results from the
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Figure 5.11: Link adaptation test with no channel estimation
reference. The calculation were made in AWGN channel with system bandwidh
of 20 MHz and number of resource block was set to Nrb = 100. The results are
listed in Table 5.6 as throughput in Mbps and spectral eﬃciency in bit/Hz/s.
Simulator Reference
[Mbps] [bit/Hz/s] [Mbps] [bit/Hz/s]
QPSK 1/2 30.4 2.00 31.1 1.99
QPSK 3/4 45.6 3.00 46.9 3.01
QPSK 4/5 48.7 3.20 50.1 3.21
16-QAM 1/2 60.8 4.00 62.6 4.01
16-QAM 2/3 81.1 5.34 83.4 5.35
16-QAM 3/4 91.2 6.00 93.8 6.01
64-QAM 2/3 121.6 8.00 125.1 8.02
64-QAM 3/4 136.8 9.00 140.8 9.03
64-QAM 4/5 145.9 9.60 150.2 9.63
Table 5.6: MIMO 2x2 Throughput verﬁcation
The simulation results are close to the reference. The diﬀerence between the
throughputs can be explained by the subcarrier usage in shared channel and
bandwidth allocation in both systems. Equation (5.14) shows how the throughput
can be calculated from modulation order, coding rate and subcarrier usage in
shared channel.
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Tr = NbitsRNsub (5.14)
where
Tr is throughput
Nbits is number of bits per symbol
R is code rate
Nsub is number of subcarriers per second
As an example for subcarrier usage, calculation 64-QAM with coding rate 4/5
is taken from Table 5.6. For 145.9 Mbps Nsub ≈ 30400 subcarriers/ms for both
streams, divided by two because of MIMO transmission one gets 15200 subcarri-
ers/ms for one stream for 20 MHz system bandwidth. Same calculation for the
values taken from [1] the number of subcarriers for one stream is approximately
15600 subcarriers/ms.
The MIMO system theoretical capacity is calculated using equation (5.11), but
the logarithm term is replaced by the term shown in equation (5.15) which is also
called spectrum density.
E = log2
(
det
[
InR +
SNR
nT
HHH
])
(5.15)
where
E is spectral eﬃciency
I is identity matrix
nT is number of transmitter antennas
nR is number of receiver antennas
SNR is Sigal-to-Noise-Ratio
HH is Hermite conjugate of nT x nR channel matrix
5.1 System model 70
The channel matrix elements {hij} are constructed from two normal independent
and normal distributed variables α and β, which makes |hij| Rayleigh distributed
Rayleigh distributed random value [27].
hij = α + jβ (5.16)
In Figure 5.12 same simulation conditions were used as in [1], meaning six ray
typical urban channel and 20 MHz system bandwidth. The throughput was
divided by the number of subcarriers per ms to get comparable results with the
equation (5.15) in the same ﬁgure.
Figure 5.12: MIMO 2x2 spectral eﬃciency comparison
Comparing the spectral eﬃciency curves with the calculated 2x2 MIMO Shannon
eﬃciency, it is seen that there is huge ca. 10 dB diﬀerence between the simu-
lated and the theoretical values. Few reasons for not achieving the theoretical
maximum throughput are the use of realistic modulation and coding and MMSE
receiver, which is known not to be ideal. Moreover CRC insertion as illustrated
in Chapter 4.3.1.1 is also aﬀecting the throughput, as well as CP addition and
usage of pilot tones. Therefore the results including Shannon spectral eﬃciency
calculation can be considered as correct and MIMO 2x2 transmission assumed
working properly. The comparison of the simulated spectral eﬃciency outcome
with the references [1] and [37], show similar result.
Chapter 6
Multicodeword-MIMO Performance
This chapter describes the simulation parameters used to investigate HARQ
throughputs including Winner II indoor channel model. The results are listed
separately and compared in the ﬁnal part of this chapter.
The three simulation cases are run under same circumstances and only the HARQ
functionality is changed. Table 6.1 lists parameters used in all three simulations.
Preliminary tests have shown to run the simulation from SNR range -12 dB to 25
dB incrementing 1 dB at each step. The Winner II channel parameters are listed
in Table 5.1. The modulation rates depends on the channel conditions reported
as CQI by link adaptation described in Chapter 3.5. The BLER for the ﬁrst
transmission is set to 10 % as seen in Figure 3.13
For the ﬁnal simulation the number of drops was raised to 1000 to achieve high
amount of channel condition samples. The simulation of one point takes around
12 hours to complete. To save time the number of frames was dropped to 20
and 10 are collected for the statistics. The ﬁrst 10 frames are ignored, since the
simulator has not reached its steady state.
6.1 Simulation Results
In Figure 6.1 all the throughput curves and the system capacity are plotted in
the same graph. The thoughts made before simulation are approved showing
the independent HARQ processes being the most eﬀective method in terms of
throughput and non-blanking method being the worst of the three cases. As seen
from the plot, the independent HARQ and blanking method are very close to
each other.
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Parameter Value
Bandwidth 10 MHz
Modulation QPSK, 16-QAM or 64-QAM
Channel Winner II
Channel estimation Ideal
Receiver MMSE
Number of drops 1000
Number of frames 20
SNR range -12 to 25 dB with 1 dB steps
FFT size 1024
Number of subcarriers 600
Subcarrier symbols 7600 1/ms
First Tx BLER 10 %
Cyclic preﬁx Normal
HARQ Yes
Link adaptation Yes
Pre-coding No
Number of Tx antennas 2
Number of Rx antennas 2
Table 6.1: HARQ simulation parameters
Figure 6.1: Multicodeword-MIMO HARQ performance
6.2 Comparison 73
One might ask why is the throughput curve not showing any envelope behavior
as seen in Figure 5.11 where single codeword SISO link adaptation was tested.
Due the link adaptation for MCW MIMO diﬀerent antennas can have diﬀerent
modulation and coding index for the given SNR depending on the current channel
conditions. The envelope disappears since the average throughput from diﬀerent
CQI indexes is taken.
As it comes to Shannon capacity as seen in Figure 5.12, there is still lot capacity
left to make a better MIMO transmission in terms of throughput. In other words
the MIMO spectral eﬃciency can still be improved for further standards. There
are of course some losses caused by non ideal transceivers, pilots tones, CRC
insertion and realistic modulation, although there is still lot to investigate on
MIMO transmissions.
6.2 Comparison
To better see the diﬀerence between the HARQ cases, the throughput ratio is
calculated using the best, independent HARQ, as reference. The results are seen
in Figure 6.2.
Figure 6.2: MCW MIMO HARQ Throughput ratio
The plot shows for non-blanking HARQ transmission a trend for growing SNR
values the ratio gets better. The non-blanking method works poorly at low SNR
as seen between -12 and -4 dB. At SNR = 5 dB the ratio is always over 80 %.
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This method is clrearly the worst, but for growing SNR the throughput gets
signiﬁcantly better than for lower values.
Blanking HARQ method shows more or less constant ratio over 90 %. This
method is very close to the best transmission method. From SNR = 5 dB the
ratio hardly drops under 95 %.
Both of the last ﬁgures conﬁrm that independent HARQ is the best, non-blanking
one is the worst and blanking is in between. The blanking HARQ method is very
close to the independent HARQ where it can achieve at good SNR ratio up to
98-99 % from the original values.
Chapter 7
Conclusion
In this thesis three diﬀerent HARQ techniques have been investigated. To sum up
the simulation results, HARQ method with two independent HARQ processes is
the best method in terms of throughput, nevertheless blanking technique comes
very close to it.
The diﬀerence between these three techniques is how the retransmissions are
handled. In independent HARQ every codeword has its own ACK/NACK, where
in blanking and non-blanking there is only one ACK/NACK for two codewords.
Therefore in blanking it is known which codeword was decoded correctly. As
one can see in Figure 6.2, this makes a huge, up to 20 %, diﬀerence between
those methods. In non-blanking lot of resources are wasted. If one codeword is
decoded correctly and the other is not the correctly received codeword is ignored
and resent again.
The fact that the simulation results are quite far away from the theoretical maxi-
mum has to be accepted. When comparing simulation results with the references
stated in previous chapters, the numerical results are correct as well as the formula
to calculate the Shannon spectral eﬃciency.
One question remains, why even bother to compare diﬀerent HARQ methods,
when it already a priori known which method is the best. For sure, the method
with two independent HARQ processes for two codewords is the best, but also
most diﬃcult to implement. Hence, it is better to look for alternatives, which are
easier to implement in software and hardware and may work near as good as the
more complex one. Therefore, there are many other factors than just the best
throughput, complexity, implementation and costs are aspects which need also to
be taken into account while designing new standards.
To sum up the knowledge gained from this work, as the topic becomes relevant for
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the upcoming LTE-Advanced standard. It was shown that non-blanking HARQ
method is a good candidate for the HARQ process bundling in uplink as discussed
in [25].
7.1 Future work
The simulator made for this thesis can imitate a single user MIMO downlink
transmission in one cell, so there is lot of room for expansion. Before adding
more parts into it, my personal suggestion is to optimize the current code. The
code has bottlenecks e.g. CQI reporting is very slow, since the BLER has to be
calculated and examined. There are few ways to optimize the speed e.g. compiling
some function into c-code, which is already done for the turbo encoder. Other
ways to make the code run faster is vectorizing diﬀerent for loops to run the code
signiﬁcantly smoother. Speed optimization is very welcome, since for the last test
simulations one SNR point took more than 12 hours to simulate on 2.1 GHz duo
processor with 4 GB of memory.
Next suggestion for the future work will be designing a Graphical User Interface
(GUI) into the current simulator. Since the communication institute would like
to have a tool to demonstrate during lectures or seminars, it is easier to have a
simple interface with parameters to choose, than searching for them in the source
code. This simulator has many parameters, which may confuse people not so
familiar with it.
Moreover, expansion of the current simulator e.g. into multiple users or multi-
ple cell would be an interesting work to do. Since the simulator is measuring
only downlink traﬃc, next task could be adding uplink direction into it. This
may be an attractive part to examine cell traﬃc from base station point of view,
which can awake interest of mobile operators. Lastly, the investigation of the
causes, why multi antenna transmission eﬃciency is so far away from the theo-
retically achievable maximum. What are the causes for the losses and how can
the transmission be even more optimized.
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