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Recognizable Languages Defined by Two-dimensional Shift Spaces
Joni Burnette Pirnot
ABSTRACT
There are numerous connections between the theory of formal languages and that
of symbolic dynamics. In each, the transition from one dimension to two dimensions
is accompanied by much difficulty due in large part to the emptiness problem, which is
related to the presence (or lack thereof) of periodic points and is known to be undecidable.
Here, we focus on two-dimensional languages that have the property that all blocks allowed
by the language can be extended to a configuration of the plane satisfying the structure
of the language; for such languages the emptiness problem is not an issue. We first show
that dot systems may be associated with two-dimensional languages having this property,
so that we might employ these languages as varied examples. We next define a new type
of finite automaton and with it, a tool for recognizing two-dimensional “strings” of data.
It is then shown that these automata correctly represent the sofic shift spaces that result
from the application of block maps to shifts of finite type. Thereafter, these automata
are utilized to investigate properties of transitivity in the two-dimensional languages that
they represent. More specifically, new definitions for different types of two-dimensional
transitivity are adapted from topological dynamics and then illustrated through the use
of dot systems. The appearance of periodic points in the languages represented by these
automata is also explored, with a main result being that the existence of a periodic point
is guaranteed under certain conditions. Finally, issues of equivalence are introduced in
the two-dimensional setting with regards to formal languages (syntactic monoids) and
symbolic dynamics (the follower sets of a graph representing a sofic shift space).
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1 Introduction
In this chapter, the required concepts from the fields of symbolic dynamics and formal
language theory are introduced. First we outline a history of the research done in these
fields in the two-dimensional case, and we give an overview of the main ideas and results
found within this paper. Next we provide notation and terminology required for discussion
of the two-dimensional case; in particular, we define several types of two-dimensional
transitivity by modifying similar notions found in the study of topological dynamical
systems. Finally we explain dot systems as they exist in the literature, and we then prove
that any finite block allowed by the structure of a dot system also appears as a subblock
of some configuration of the plane found within that dot system.
1.1 History and Overview
One way to study a changing (dynamical) system is to make the time discrete so as to
study the iterates of a single action on the system. The field of symbolic dynamics takes
this idea a step further by also making the space that represents the system discrete.
The general idea is to use a finite set of states to record the action on the space by first
assigning a symbol to each state and then keeping track of these states in discrete time
steps by representation via an infinite sequence of symbols [25]. So a symbolic dynamical
system studies a space of infinite sequences being acted upon by a translation map that
shifts observation from one part of a sequence to another part of the sequence. Such a
system is referred to as a shift space, and the infinite sequences are referred to as points of
the shift space. One way to keep track of the action on certain shift spaces is to use a finite
automaton, which is a directed graph with transitions between the states that represent
the discrete time steps. This links the study of symbolic dynamics with that of formal
languages, since recognizable languages are precisely those that can be represented by a
finite automaton.
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While many well-developed theories exist in one dimension for the study of symbolic
dynamics [25], automata theory [21, 28], and formal languages [10, 22, 29], many of these
results do not hold true in two dimensions. The transition from one to two dimensions
is complicated by several factors, one of which is related to the possible non-existence of
periodic points in a two-dimensional shift space. As an illustration, consider the following
question posed by Hao Wang [31] in 1961: Is it decidable whether a finite set of equal-sized
square tiles with colors on each edge can tile the plane in such a way that contiguous edges
will always have the same color? Wang answered his own question in the affirmative (see,
for example, [32]) by constructing an algorithm that hinged on the assumption that any set
of tiles capable of tiling the plane would admit a periodic tiling. At the time, it seemed a
reasonable assumption: the set of all possible tilings of the plane using a given set of Wang
tiles defines a two-dimensional shift of finite type, and in the language of one-dimensional
symbolic dynamics, a shift of finite type is nonempty if and only if it contains a periodic
point [25]. However, in a 1966 publication, Robert Berger shows that Wang’s solution is
incorrect [2] by demonstrating the existence of a set of Wang tiles that can only tile the
plane aperiodically. Wang’s question has come to be known as the emptiness problem.
It is now known [7] that the emptiness problem is equivalent to the halting problem for
Turing machines and is therefore undecidable.
Efforts to investigate two-dimensional recognizable languages do so in the context of
finite rectangular pictures (arrays of symbols) and non-rectangular shapes [1]. In [7],
Giammarresi and Restivo introduce the class REC of recognizable picture languages as
those that can be obtained by projection of a local picture language. (A local picture
language over the alphabet Σ is defined as one that can be completely described by a
set of allowed 2 × 2 tiles over Σ ∪ {#}, with # being a non-alphabet symbol placed
around the border of each picture.) It is known that the class REC is not closed under
complementation [8], which motivates the discussion of hierarchy within the family of two-
dimensional languages. For example, Kari and Moore [18] show that languages recognized
by 4-way alternating finite automata are incomparable to REC. It is demonstrated in
[23] that every recognizable picture language can be obtained as the projection of an hv-
local picture language. (In an hv-local picture language, the 2× 2 tiles that describe the
language are replaced by horizontal and vertical dominoes - 1 × 2 tiles and 2 × 1 tiles,
respectively - so that horizontal and vertical reading of the pictures can be accomplished
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separately.) This suggests representation of two-dimensional languages through the use of
two separate graphs or matrices [14, 26]. However, the main drawback to having separate
graphs for horizontal and vertical movement is that when a block map is applied to the
graph representing the local language, the newly-labeled graph fails to correspond to
the sofic language intended [5]: the inherent properties of the symbols that result from
interlacing horizontal and vertical movement cannot be described. Other attempts to
represent picture languages focus on the use of a particular kind of cellular automaton
[11, 13]. A comprehensive survey of the research done in two-dimensional finite automata
during the time period beginning with Blum and Hewitt in 1967 [4] and up to 1991 can
be found in [12], while an excellent survey of more recent results can be found in [18].
The focus of this dissertation is on two-dimensional recognizable languages having
the property that any finite picture allowed by the structure of the language may be
infinitely extended to some configuration of the plane that also satisfies the structure
of the language; that is, where the emptiness problem is solvable since the language is
prolongable. Furthermore, we shall be interested in two-dimensional languages that are
factorial ; that is, languages having the property that for any block found in the language,
all of its subblocks are also found in the language. In one dimension, there are well-
developed theories concerning languages that are factorial, prolongable, and recognizable
(FPR-languages). Here we develop a theory for two-dimensional factorial, prolongable,
and recognizable languages (2DFPR-languages) which are the factor languages of certain
two-dimensional shift spaces.
Of further interest in one dimension is the set of factorial, transitive, and recognizable
languages (FTR-languages) that are a subset of the FPR-languages. For one-dimensional
languages, there is only one notion of transitivity : given any two blocks found in the lan-
guage, there exists a third block, also in the language, which contains the given blocks
as subblocks. In Section 1.2 it is demonstrated that several different notions of transi-
tivity exist for two-dimensional languages and that each defines an invariant property for
two-dimensional shift spaces. “Dot systems”, which are initiated in [19], are described in
Section 1.3 and it is then shown that these shift spaces belong to the class of 2DFPR-
languages. Dot systems can therefore provide rich examples for the theory found in sub-
sequent chapters.
In Section 2.1, we define a new type of automaton that is capable of recognizing
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2DFPR-languages. By dispensing with the boundary symbol that forms the border of
the pictures found in the two-dimensional languages belonging to the class REC, this new
type of construction allows the automaton to generate two-dimensional shift spaces (and
therefore, two-dimensional factor languages) in a way quite similar to the way in which
one-dimensional shift spaces are generated. It is explained that the crucial component
of the automaton’s construction is a definition of acceptance that gives the automaton
specific instructions regarding the dimensions and structure of blocks that are deemed to
be recognizable. In Section 2.2, it is verified that this new type of automaton correctly
represents the image of a shift space (of finite type) under a block code; no such graph rep-
resentation with this capability exists in the literature. Throughout Chapter 2, the class
of dot systems is employed to generate some manageable examples of two-dimensional
shift spaces and their graph representations. Section 2.3 closes the chapter with several
Propositions and Corollaries that will be of use in the discussion of periodicity that is
found in Chapter 4.
Chapter 3 revisits the notion of different types of transitivity existing in two-dimensional
languages. Most of the results on transitivity found within this chapter have already been
published in [16]. In Section 3.1, as an illustration of the various types of two-dimensional
transitivity, dot systems are partially categorized based on the shapes that define them.
In Section 3.2, it is shown how the type of graph representation defined in Chapter 2
can reveal information regarding transitivity in the related factor languages. In particu-
lar, a main result of the chapter and of the dissertation is that for a 2DFPR-language,
there is an algorithm that decides whether the given language exhibits a particular type
of transitivity.
In Section 4.1, the main result from Chapter 3 is linked to the existence of periodic
points under certain conditions. Section 4.2 then offers detailed examples of periodic
points found in two-dimensional shift spaces with respect to the appearance of such points
in corresponding graph representations.
Finally, issues of equivalence for the blocks of a two-dimensional language are discussed
in Chapter 5. In Section 5.1 a monoid is defined based on equivalence classes for the
blocks of a picture language, and then some partial results are achieved with respect to
dot systems. A different approach is suggested in Section 5.2 by investigating the follower
sets of blocks that act as the states of a graph representing a two-dimensional sofic shift
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space. These final topics serve as an introduction to the many open questions that exist
in the field of two-dimensional formal language theory with regards to symbolic dynamics
and finite automata.
1.2 Notation and Terminology
For notation, terminology, and basic results of one-dimensional symbolic dynamical sys-
tems, see [25]. For notation, terminology, and basic results of one-dimensional formal
language theory, see [10]. Some additional notation and terminology will be required for
the discussion of the two-dimensional case.
Given a finite alphabet Σ, define the two-dimensional full Σ-shift to be ΣZ
2
. A point
x ∈ ΣZ
2
is a function x : Z2 → Σ, that is, a configuration of the plane where the integer
lattice Z2 has been populated with choices from the alphabet Σ. For x ∈ ΣZ
2
and w ∈ Z2,
we will sometimes denote x(w) as xw and may refer to the coordinate point w ∈ Z
2 as a
cell. Similarly, for x ∈ ΣZ
2
and R ⊆ Z2, let xR denote the restriction of x to R. We call
R a region, and we call a finite region S ⊂ Z2 a shape. In particular, [−j, j]2 is the square
shape of size 2j + 1 centered at the origin.
The set ΣZ
2
is a compact metric space under the metric ρ(x, y) = 2−j, where for
x, y ∈ ΣZ
2
, j is the largest integer such that x[−j,j]2 = y[−j,j]2. (When x = y, define
ρ(x, y) = 0.) Informally, the closer two points are to each other, the larger the centered
square shape on which they agree. For v ∈ Z2, define the two-dimensional translation in
direction v as σv where σv is defined by (σv(x))w = xw+v. A subset X ⊆ Σ
Z
2
is said to be
translation invariant if for all v ∈ Z2, σv(X) ⊆ X. If X ⊆ ΣZ
2
is translation invariant and
closed with respect to the metric ρ, we say that X is a two-dimensional shift space (or a
subshift of the full shift).
We define a design γ on a shape S to be a function γ : S → Σ, where the given shape
S has been normalized so that min{i : (i, j) ∈ S} = 0 and min{j : (i, j) ∈ S} = 0. In
other words, the shape has only non-negative integer coordinates with boundaries lying
on the coordinate axes. The number of occurrences of the symbol a ∈ Σ in a design γ
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shall be denoted |γ|a. If Γ is a set of designs on a fixed shape S, then the set
X := {x ∈ ΣZ
2
: ∀v ∈ Z2, (σv(x))S ∈ Γ} (1.2.1)
is a two-dimensional shift space that is called a two-dimensional shift of finite type. For
shifts of finite type defined through a finite set of several different shapes, there is no loss
of generality in assuming that X is defined through a single rectangular shape having size
sufficient to contain all other shapes.
Given a design γ on a rectangular shape T ⊂ Z2 having m rows and n columns, we
call γ an m × n block and denote such designs by Bm,n. For ease of notation, we may
sometimes drop the subscripts when the number of rows and columns is irrelevant, and
we may refer to blocks as βi when the index of the block does not refer to its dimension.
We shall say that an m× n block has height m, length n, and thickness k = max{m,n}.
If m = 0 or n = 0, then Bm,n is the empty block and is denoted by ε. For a design
B : T → Σ, a subblock B′ of B is the restriction of the design to a rectangular subset
T ′ ⊆ T ⊂ Z2. In such cases, we sometimes say that B encloses B′ and denote this by
B′ ⊆ B. For fixed r and c, the set of all r × c subblocks of B is denoted as Fr,c(B), and
the set of all rectangular subblocks of B is denoted with F (B). The set of all blocks of
a fixed size m × n over Σ is denoted Σm,n, and the set of all blocks of any size over Σ is
denoted by Σ∗∗.
A language L is any subset of a free monoid. (A monoid is a set with a binary
associative operation and an identity.) A picture language over the alphabet Σ is defined
to be a subset of Σ∗∗. In particular, a local picture language L is one where B ∈ L
if and only if Fk,k(B) ⊆ Q, where Q is a finite set of allowed k × k blocks. Also of
interest will be those languages that are factorial : a language L is said to be factorial iff
L = F (L) := {F (B)|B ∈ L}. All languages under discussion in this paper are recognizable
languages: that is, languages that can be represented by a finite automaton. In particular,
Giammarresi and Restivo [7] introduce the class REC of recognizable picture languages as
those that can be obtained by the projection of a local picture language, where the local
language is taken over the alphabet Σ and the set Q of allowed 2 × 2 tiles is taken over
Σ∪{#}, with # being a non-alphabet symbol placed around the border of each rectangular
picture.
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There is a language associated to each shift space. We say a block B : T → Σ occurs
in X ⊆ ΣZ
2
if there exists an x ∈ X such that xT = B. The factor language of a shift
space X is
F (X) := {Fm,n(x) : m,n ≥ 0, x ∈ X}, (1.2.2)
i.e. the collection of all subblocks that occur in points of X. For shift spaces, the factor
language of the shift space uniquely determines the shift space; that is, for two shift
spaces X and Y , X = Y if and only if F (X)=F (Y ) [25]. For this reason, when a graph
represents the factor language of a shift space, we shall more generally refer to the graph
as a representation of X.
Let X be a two-dimensional shift of finite type defined by a set of designs Γ on a
normalized shape S. For the shape S, define the number of rows in S to be r = 1+max{j :
(i, j) ∈ S} and define the number of columns in S to be c = 1 + max{i : (i, j) ∈ S}. We
shall refer to a shape S as having dimension r × c although S may be a proper subset of
the cells that comprise the normalized r × c rectangle T . Cells that appear in T but not
in S will be of particular interest.
Definition 1.2.1 Given an r×c shape S and the r×c rectangle T that contains it, w ∈ T
is called a free cell if w /∈ S.
For thickness k = max{r, c}, set Q = Fk,k(X) and let ψ be a normalized k × k square
shape. There is no loss of generality in assuming that the shift of finite type X is defined
by Q rather than by Γ, that is,
X := {x ∈ ΣZ
2
: ∀v ∈ Z2, σv(x)ψ ∈ Q}. (1.2.3)
Note also that if X is a two-dimensional shift of finite type defined through a set of blocks
Fk,k(X), then for all K ≥ k, X may also be defined through FK,K(X). In some cases,
however, it will be preferable to employ the set of blocks Fr,c(X) = Ψ whose dimensions
minimally contain the shape S. In particular, the allowed blocks of a shift of finite type X
is defined here as the local picture language A(X) of all blocks B ∈ Σ∗∗ that satisfy the
condition Fr,c(B) ⊆ Ψ. (For B = Bm,n with m < r or n < c, we say Bm,n is in A(X) if
there exists B′m′,n′ with m
′ ≥ r and n′ ≥ c such that B′m′,n′ is in A(X) and Bm,n ⊂ B
′
m′,n′.)
More specifically, when discussing the blocks of a language defined by a two-dimensional
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shift space, we shall often use the set Fr,c(X) = Ψ in order to simplify the proofs, but
when discussing the symbolic dynamics of a two-dimensional shift space, we shall find it
preferable to employ the set Fk,k(X) = Q. We point out that for the set of blocks F (X),
Fr,c(B) ⊆ Ψ is necessary for B ∈ F (X) but is not sufficient: B must also occur in some
point of X. On the other hand, for the set of blocks A(X), Fr,c(B) ⊆ Ψ is both necessary
and sufficient for B ∈ A(X).
For a one-dimensional shift of finite type, the factor language of the shift space is always
a local language; that is, A(X) = F (X) for all one-dimensional shifts of finite type [25].
In a two-dimensional shift of finite type, however, a block in A(X) need not appear as a
block in F (X) since the emptiness problem raises the question of whether the local picture
language A(X) is prolongable. For example, Kari [17] provides a small aperiodic set of
Wang tiles describing a shift of finite type X having the property that F (X) ( A(X):
using the given set of Wang tiles, one can construct blocks that conform to the structure
of the language yet can not be extended any farther in certain directions and therefore
can not appear in the set F (X).
Just as REC refers to the class of languages that can be obtained through the projection
of local picture languages, two-dimensional shifts of finite type may be “projected” to form
another class of shift spaces. More specifically, for a given two-dimensional shift of finite
type X, we can transform x ∈ X into a new point y ∈ Y where Y ⊆ ∆Z
2
employs some
new alphabet ∆. For the k × k square shape T , a function Φ : Fk,k(X) → ∆ that maps
k × k blocks in X to symbols in ∆ by Φ(xT+w) = yw is called a k × k-block map. The
map φ : X → ∆Z
2
defined by y = φ(x) with yw induced by Φ is called a k × k-block code,
and its image Y = φ(X) is called a two-dimensional sofic shift. When the block code φ is
invertible, we refer to φ as a conjugacy and say that the spaces X and Y are conjugate.
A key feature of block codes is that for a block code φ : X → Y and a point x ∈ X,
computing φ at the shifted point σ(i,j)(x) gives the same result as shifting the image φ(x)
using σ(i,j) in the space Y . That is, the diagram in (1.2.4) commutes ([25].)
In symbolic dynamics, we are often interested in properties that are invariant ; that
is, properties that hold true for all shifts that are conjugate to a given shift. For two-
dimensional languages, we will be interested in whether a given pair of blocks might
coexist within a single point of the shift space. In one dimension, such a question is
one of transitivity. Unlike the one-dimensional case, however, there are several types of
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transitivity that appear in two-dimensional languages, each of which defines an invariant
property for conjugate shift spaces (see Proposition 1.2.4 for a proof).
σ(i,j)
X → X
φ ↓ ↓ φ
Y → Y
σ(i,j)
(1.2.4)
To discuss transitivity in the two-dimensional case, we first need to define distance and
direction between a pair of blocks in a two-dimensional space.
Definition 1.2.2 A block B encloses the pair of blocks B′ and B′′ ifB′, B′′ ∈ F (B). Fur-
thermore, a block B minimally encloses B′ and B′′ if B encloses B′ and B′′ in such a way
that both the bottom and top rows of B as well as the left and right columns of B all
intersect at least one of the blocks B′, B′′.
If a block Bm,n minimally encloses the pair of blocks B
′
p,q, B
′′
s,t we say that d(B
′, B′′) =
max{0, m− p− s, n− q − t} is the distance at which B′ meets B′′.
(u’,v’)
B
B’’
B’
d
q
p
t
s
(u’’,v’’)
Figure 1.1: Enclosure of two blocks
Let L be a two-dimensional language containing the blocks B′ and B′′. If there is a
block B in L that minimally encloses B′ and B′′ without allowing them to overlap, where
the bottom-left corners of B′ and B′′ appear at vertices (u′, v′) and (u′′, v′′) respectively, we
say that B′ meets B′′ within L in direction (u, v) for any (u, v) having integer coordinates
that is a non-zero multiple of (i.e., parallel to) the vector (u′′ − u′, v′′ − v′).
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Informally, we say that B encloses B′ and B′′ if both B′ and B′′ appear as subblocks
of B. This is depicted in Figure 1.1, where the block that minimally encloses B′ and B′′ is
indicated with dotted lines. The direction (u, v) in which B′ and B′′ meet is determined
by the bottom-left corners of B′ and B′′, and therefore u, v ∈ Z. Note that it might be
the case that the two blocks touch, in which case the distance at which they meet would
be 0.
Definition 1.2.3 We say that a two-dimensional language L is
• transitive in direction (u, v) if for every pair of blocks B′, B′′ ∈ L the block B′ meets
B′′ in direction (u, v) within L.
• transitive if for every pair of blocks B′, B′′ ∈ L there is a block B ∈ L that encloses
B′ and B′′.
• uniformly transitive if there is a positive integer K such that for every pair of blocks
B′, B′′ ∈ L there is a block B ∈ L that minimally encloses B′ and B′′ in a way that
d(B′, B′′) < K.
• mixing if for every pair of blocks B′, B′′ ∈ L, there is a positive integer K such that
the block B′ meets B′′ in every direction within L provided d(B′, B′′) > K.
• uniformly mixing if there is a positive integer K such that for every pair of blocks
B′, B′′ ∈ L, the block B′ meets B′′ in every direction within L provided d(B′, B′′) >
K.
Different types of transitivity are presented in Figure 1.2. Directional transitivity is
worth naming in two particular cases: If L is transitive in direction (1, 0), we shall say that
L is horizontally transitive (see diagram (a) in Figure 1.2), and similarly we say that L is
vertically transitive if L is transitive in direction (0, 1). Transitivity is more general than
uniform transitivity as there is no bound on how far apart the blocks B′ and B′′ might be:
that is, uniform transitivity ensures that blocks need not extend too far in order to meet
each other (see diagram (b) in Figure 1.2). A notion of uniform directional transitivity
could be defined in the same manner. Mixing allows for two blocks to meet everywhere
outside of a certain “neighborhood”, whereas uniform mixing guarantees that there is
a bound on the “radius” of this neighborhood regardless of the size of the blocks. For
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example in diagram (c) of Figure 1.2, the shaded region in (c) indicates the “neighborhood”
defined by the constant K; here, the block B′′ can appear in any direction from B′ provided
it is outside this neighborhood. From the definitions proposed here, one can see that we
have the following implications:
mixing ⇒ ∀(u, v), transitive in direction(u, v)⇒ transitive (1.2.5)
Furthermore, the implications in (1.2.5) still hold true when we insert the word “uniform”
in front of each property.
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Figure 1.2: Different types of transitivity
In the case of one-dimensional recognizable languages, all notions of (uniform) tran-
sitivity and mixing coincide. Directional transitivity most closely resembles the notion
of one-dimensional transitivity, as one can examine a bi-infinite sequence of “blocks” in
the specified direction. The definitions presented here for transitivity and mixing in two-
dimensional languages are similar to those defined for topological transformation groups
[27, 9] in the study of topological dynamics. Proposition 1.2.4 describes transitivity in
the two-dimensional case as an invariant property for conjugate shift spaces. Proofs for
the invariance of mixing and/or uniformity properties can be accomplished in a similar
fashion.
Proposition 1.2.4 Let X and Y be two-dimensional shift spaces, and let φ : X → Y be
a conjugacy from X to Y . If L = F (X) is transitive, then L′ = F (Y ) is also transitive.
Proof. Let B′ : T ′ → Σ and B′′ : T ′′ → Σ be blocks in the language F (Y ) over the
alphabet Σ. We seek a block B ∈ F (Y ) that encloses B′ and B′′. Since φ is invertible,
B′ and B′′ have unique preimages, say φ−1(B′) = β ′ and φ−1(B′′) = β ′′. Furthermore,
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since F (X) is transitive, there exists a block β ∈ F (X) that encloses β ′ and β ′′. That is,
there must exist w′, w′′ ∈ Z2 such that β(T ′ + w′) = β ′ and β(T ′′ + w′′) = β ′′. Therefore,
φ(β) = B ∈ F (Y ) is the desired block since B ⊃ φ(β(T ′+w′)) = φ(β ′) = φ(φ−1(B′)) = B′
and B ⊃ φ(β(T ′′ + w′′)) = φ(β ′′) = φ(φ−1(B′′)) = B′′.
1.3 Dot Systems
When G is a finite group, GZ
2
is a group via coordinate-wise product. Let X be a
two-dimensional shift space which is also a subgroup of GZ
2
: Such a subshift is called a
two-dimensional group shift. It has been shown [19] that all two-dimensional group shifts
are shifts of finite type. In a publication dated 1992, Kitchens and Schmidt define a type
of group shift that they call a dot system and then show that every two-dimensional group
shift is a finite intersection of these dot systems [20, 30]. For the work herein, we shall
employ dot systems that are defined via some shape S over the group G = Z/2Z. That is,
X :=
{
x ∈ {0, 1}Z
2
: ∀v ∈ Z2,
∑
w∈S+v
(xw) = 0
}
. (1.3.6)
Informally, a point x belongs to this type of dot system X if and only if all translates of
the shape S in x contain an even number of 1′s. Dot systems may also be defined over
finite abelian groups other than Z/2Z in the obvious way: that is, the product of the
symbols that appear within translates of S should equate to the identity element for that
group. (See Lemma 1.3.1 and Proposition 1.3.4 to follow.) It is useful to think of S as a
shape of dots within a defining rectangle T as illustrated in Figure 1.3. In particular, the
subshift defined through shape (a) is known in the literature as the Three-dot System. For
convenience, we shall also occasionally refer to the elements of S simply as dots. Unless
stated otherwise, we disregard the singleton case when S = (0, 0), as the shift space
resulting from this shape is the trivial one comprised of the single point of all zeros.
Dot systems share a particularly nice property that allows us to employ the set of
allowed blocks when investigating properties of the factor language of the shift space: that
is, any block allowed by the structure of the dot system also appears as a subblock of some
12
(a) (b) (c) (d) (e)
Figure 1.3: Shapes within minimal rectangles
point in the shift space. The proof of such is facilitated by the observation that in dot
systems, any block that is too narrow to contain the shape S may be “extended” into a
larger (allowed) block through the assignment of additional rows and/or columns.
Lemma 1.3.1 (Block Extension) For a dot system X defined by the finite abelian group
G over an r × c shape S, {Gm,n : m < r or n < c} ⊂ A(X).
Proof. Denote the identity element of G as e, use
∏
to denote repeated use of the group
operation, and denote the inverse of g ∈ G as g−1. Suppose B′m,n : T
′ → G is such that
m < r and n < c. Fix a dot from S with coordinates (i′, j′) such that i′ ≥ n or j′ ≥ m.
We may then define B ∈ Gr,c ∩ A(X) in the following way:
B(i, j) =

B′m,n(i, j) for 0 ≤ i ≤ n− 1, 0 ≤ j ≤ m− 1
e for i ≥ n or j ≥ m, (i, j) 6= (i′, j′)
(
∏
(s,t)∈S∩T ′ B
′
m,n(s, t))
−1 for (i, j) = (i′, j′)
(1.3.7)
(The assignment of the identity element in (1.3.7) is chosen only to ease notation: one
should note that with the exception of the fixed dot, all assignments are arbitrary.)
The case when only one of m or n is smaller than r or c, respectively, is treated
similarly; however, care should be taken in the choice of which dot from S to fix initially.
Without loss of generality, suppose that B′m,n : T
′ → G is such that m < r and n ≥ c: refer
to Figure 1.4 as needed, where the shaded area represents S, the shape T ′ is comprised
of the cells having a solid border, and the dotted lines show the cells that we intend to
define as we “extend” block B′m,n upward. First, let i
′ = max{i : (i, r − 1) ∈ S} and fix
the dot (i′, r − 1) ∈ S (indicated by a darkly-shaded dot in Figure 1.4). Next, begin to
define B ∈ Gr,n ∩A(X) as detailed in (1.3.8). (Here again, the assignment of the identity
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element is chosen merely to ease notation.)
B(i, j) =

B′m,n(i, j) for 0 ≤ i ≤ n− 1, 0 ≤ j ≤ m− 1
e for 0 ≤ i ≤ n− 1, m ≤ j < r − 1
e for 0 ≤ i < i′, j = r − 1
(
∏
(s,t)∈S∩T ′ B
′
m,n(s, t))
−1 for (i, j) = (i′, r − 1)
(1.3.8)
Note that if i′ < c − 1, that is, if there exist free cells in the top right corner of the
r × c block T containing S, then there will be V = (c − 1) − i′ cells not yet defined in
BT ; in addition, there exists an undefined cell in B for each of U = n − c translates of
S. Therefore, in the definition of B, one should sequentially assign the cells on the top
row of B such that for 0 ≤ u ≤ U , B(i′ + u, r − 1) = (
∏
(i,j)∈{S+(u,0)}\(i′+u,r−1)B(i, j))
−1.
Following U translates, any undefined cells of B that remain in the top row may then be
populated with the identity element, that is: for 1 ≤ v ≤ V, let B(i′ + U + v, r− 1) = e.
0
e ee e e e e e e e e e e
e e
Figure 1.4: Extending a block upward
When B′m,n : T
′ → G is such that m ≥ r and n < c, one can analogously extend
B′m,n to the right by fixing the point (c − 1, j
′) ∈ S for j′ = max{j : (c − 1, j) ∈ S}.
Alternatively, we could extend blocks to the left (and/or downward) by varying the choice
of which dot to fix initially before applying a symmetric argument.
We refer to the type of construction found in the proof of Lemma 1.3.1 as block ex-
tension. Later, when we employ dot systems for the discussion of various types of two-
dimensional transitivity, we shall elaborate on the importance of fixing an initial dot before
defining additional cells in a particular direction. We shall also make use of the following
results regarding cardinality when the group G = Z/2Z.
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Corollary 1.3.2 For a dot system X defined by the group G = Z/2Z over some r × c
shape S, |Fm,n(X)| = 2
mn whenever m < r or n < c.
Corollary 1.3.3 If X is a dot system defined through some r × c shape S, and k =
max{r, c}, then |Fk,k(X)| = 2
k2−1−|r−c|.
Proof. If r = c = k, then the shape S is minimally enclosed by the k× k square shape T .
Therefore, within any block B ∈ Fk,k(X) fix one dot of the shape S, randomly populate
all other cells of B, and then define the fixed dot as needed for the appropriate sum. So
when r = c, |Fk,k(X)| = |Fr,c(X)| = 2
rc−1 = 2k
2−1−|r−c|.
Without loss of generality then, assume that r > c. Similar to the proof of Lemma
1.3.1, one can begin to define a block B ∈ Fk,k(X) by fixing a dot in the top row of the
normalized shape S before arbitrarily populating all other cells of the normalized r × c
rectangular shape T ′. Then for each of r−c horizontal translates of S, the shape S remains
enclosed by the k × k square shape T , so that each cell in the empty column intersecting
the newly-translated shape S may be arbitrarily populated - with the exception of the one
cell containing the translate of the fixed dot whose value is dictated by the required sum.
After r − c horizontal translates of the shape S, the shape is no longer enclosed by T , so
that any remaining cells of T may be arbitrarily populated. Therefore, for the k2 cells
located in shape T , all but 1+ |r− c| may be arbitrarily populated with either 0 or 1, and
the result follows. When c > r, the proof is analogous.
Proposition 1.3.4 is true for dot systems defined over any finite abelian group G.
Proposition 1.3.4 For the dot system X defined over the finite abelian group G, A(X) =
F (X).
Proof. Since all dot systems are shifts of finite type, X a dot system⇒ X is shift of finite
type ⇒ F (X) ⊆ A(X).
For the reverse inclusion, suppose B′m,n : T
′ → G is such that B′m,n ∈ A(X). We will
demonstrate that there exists a block Bm+2,n+2 ∈ A(X) such that Bm+2,n+2(T
′+ (1, 1)) =
B′m,n (see Figure 1.5). Then by Ko¨nig’s Lemma, B
′
m,n must occur in a point of the shift
space X, since there exists an infinite process by which one can extend the block via
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selection from a finite set of acceptable cell assignments. Without loss of generality, we
may assume that B′m,n is such that m ≥ r and n ≥ c. (Otherwise, use the appropriate
block extension from Lemma 1.3.1 to construct some larger block in A(X) that encloses
B′m,n as a subblock.) Consider the subblock β1 = {B
′
m,n(i, j) : 0 ≤ i ≤ n−1, m−(r−1) ≤
j ≤ m − 1}. Then β1 has dimension (r − 1) × n, and by Lemma 1.3.1, there exists an
upward extension of β1. Note that translates of S that lie entirely in B
′
m,n are not affected
by the one-row extension of β1: therefore, this extension of β1 also serves as an extension
of B′m,n. Denote the extended block as B
′′
m+1,n ∈ A(X), and next consider the subblock
β2 = {B
′′
m+1,n(i, j) : n−(c−1) ≤ i ≤ n−1, 0 ≤ j ≤ m} having dimension (c−1)×(m+1).
By Lemma 1.3.1, there exists an extension to the right of β2 resulting in the construction
4
1
2
3
Figure 1.5: Extending an allowed block
of a new block B
(3)
m+1,n+1 ∈ A(X). However, to maintain construction in a clockwise
direction, we use j′ = min{j : (c − 1, j) ∈ S} to fix the dot (c − 1, (m + 1) − r + j′)
for the translate S + (0, (m + 1) − r). We then assign cell values for β2, beginning at
the top of the new column and working our way downward. To continue the process,
consider the subblock β3 = {B
(3)
m+1,n+1(i, j) : 0 ≤ i ≤ n, 0 ≤ j ≤ r − 2} having dimension
(r − 1) × (n + 1). We may extend β3 below by first taking i
′′ = min{i : (i, 0) ∈ S} and
fixing the dot ((n + 1) − c + i′′, 0) in the translate S + ((n + 1) − c, 0). We then begin
to assign a larger block B(4) in such a way that B
(4)
m+2,n+1(i, j) = B
(3)
m+1,n+1(i, j − 1) for
0 ≤ i ≤ n, 1 ≤ j ≤ m + 1, and complete the assignment by extending β3 (and hence
B
(4)
m+2,n+1) by sequentially inspecting translates of S to the left of the initial fixed dot.
Finally, using the subblock β4 = {B
(4)
m+2,n+1(i, j) : 0 ≤ i ≤ c− 2, 0 ≤ j ≤ m+1}, B
(4)
m+2,n+1
may be extended to the left by fixing a dot (0, j′′) ∈ S for j′′ = max{j : (0, j) ∈ S},
inspecting translates of S upward from this dot, and so on, to form Bm+2,n+2.
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2 Finite Automata Recognizing Two-dimensional Shift Spaces
The graph construction defined in this chapter is based on interlacing horizontal and
vertical movement in the graphs’ transitions. In this way, the graph representation takes
full advantage of the rich complexity of those languages that are the factor languages of
two-dimensional shifts of finite type having the property that A(X) = F (X). The main
component of the construction is a tool for recognizing rectangular blocks that conform to
the structure of the language. In Section 2.2 it is verified that for a two-dimensional shift
of finite type having property A(X) = F (X), the constructed graphs accurately represent
the shift spaces that result from applying a block code to the shift space X. In the proof
of Proposition 2.3.3, an explicit example demonstrates how to apply a higher block code
to the states Fk,k(X) = Q, which changes the alphabet but not the dynamics, so that
the resulting shift space is conjugate to the original but has states of size 2 × 2. This in
turn allows us to make several observations about certain structures within the graph and
about the localized recognizable pictures that they force.
When Giammarresi and Restivo define the class REC of recognizable picture languages,
they do so in the context of finite rectangular pictures that can be surrounded by a non-
alphabet border symbol. By going to a higher block code as needed, one may assume that
any local language in REC can be defined through a finite set of allowed 2× 2 blocks that
have been populated by symbols from the (new) alphabet Σ′ and the non-alphabet symbol
#. For two-dimensional shift spaces, there is a similar notion of the language of a shift of
finite type being contained within a local language defined by a finite set of 2× 2 blocks.
That is, for any shift space X, there is a local language A(X) such that F (X) ⊆ A(X),
with the factor languages of the shift space being local in the case when A(X) = F (X).
If a language L is in REC but is not local, then L must be the projection of some local
language that is in REC. In the same manner, if a sofic shift space Y is the image under a
block code of a shift of finite type X having the property that A(X) = F (X), then F (Y )
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is in REC even if Y is not a shift of finite type. (When Y is a sofic shift space that is not
a shift of finite type, F (Y ) is not a local language).
The following illustrates subtle distinctions that must be made for a two-dimensional
picture language where a boundary symbol is inherent in the definition of the language.
Example 2.0.5 Define L ⊆ {a, b}∗∗ to be a two-dimensional picture language with L ∈
REC such that for every block B ∈ L, any appearance of b is completely surrounded by
a’s. The language L can be defined by the set of allowed blocks depicted in Figure 2.1.
For example, the block
B =
# # # # #
# a a b #
# a a a #
# b a a #
# # # # #
(2.0.1)
would not be in the language, although
B′ =
# # # # # # #
# a a a a a #
# a a a b a #
# a a a a a #
# a b a a a #
# a a a a a #
# # # # # # #
(2.0.2)
would be in the language.
#
# #
a
a
b a
aa
a b
a b
a a
a a
a a
b
#
a a
#
#
# a
a
#
# a
#
a
# #
a
#
a #
#
a
# #
#
a
a #
#a
a a
a
Figure 2.1: Sample set of allowed blocks for an REC language
Blocks B and B′ in (2.0.1) and (2.0.2), respectively, indicate that F (L) 6= L. Therefore,
the language L of Example 2.0.5 is not a factorial language. As we consider the factor
18
languages of shifts spaces, all languages in the sequel are factorial. In Section 2.2, we shall
revisit Example 2.0.5 in the context of two-dimensional shift spaces.
2.1 Recognition of Shifts of Finite Type by MF (X)
Our goal is to construct a finite automaton that will allow the input data to consist
of m × n blocks that can be scanned locally (and intermittently) by both horizontal and
vertical transitions. To do so would require distinct sets of edges for horizontal and vertical
transitions, say Eh and Ev, respectively, and would require that we define what we mean
by acceptance. The general idea is that given an input block, we will consider sequences
of symbols that appear in a window of fixed size as we scan the input block from the
lower-left corner to the upper-right corner by traveling in two directions - up and/or to
the right - within the constraints of the block’s dimensions. If the automaton accepts all
such sequences of symbols appearing as a result of such moves and it is determined that
these sequences overlap progressively in some sense (to be made clear later), then we shall
say that the block itself is accepted by the automaton.
To ease the formal discussion of constructing finite automata capable of recognizing
two-dimensional subshifts, we shall refer to the extension of a design (not necessarily
a block) by one row (column) of length (height) k as a k-concatenation. Informally,
beginning with a k × k block, we allow a sequence of concatenations consisting of k × 1
blocks concatenated horizontally to the right of the upper-most symbols in the existing
design and/or 1 × k blocks concatenated vertically above the right-most symbols in the
existing design. More formally, suppose we begin with a k×k block and proceed to extend
this block by the vertical k-concatenation of m′-many 1× k blocks. Let m = k +m′ and
let Bm,k be the result of these concatenations. We next allow a k × 1 block B
′
k,1 to be
horizontally k-concatenated to the existing block. The binary operation is denoted by⇀,
and the resulting design Bm,k ⇀ B
′
k,1 (see the first diagram in Figure 2.2) is defined by
γ(i, j) =
 Bm,k(i, j) for 0 ≤ i ≤ k − 1, 0 ≤ j ≤ m− 1B′k,1(0, j − (m− k)) for m− k ≤ j ≤ m− 1 . (2.1.3)
In the same way, a k × n block Bk,n with n ≥ k, may be extended by vertical k-
concatenation with a 1 × k block B′′1,k. The binary operation is denoted by , and the
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resulting design Bk,n  B
′′
1,k is defined by
γ(i, j) =
 Bk,n(i, j) for 0 ≤ i ≤ n− 1, 0 ≤ j ≤ k − 1B′′1,k(i− (n− k), 0) for n− k ≤ i ≤ n− 1 . (2.1.4)
Finally, k-concatenation onto a shape other than a rectangle is allowed provided that the
shape is geometrically congruent to a shape that resulted from a finite sequence of k-
concatenations. We call such a sequence of allowed k-concatenations a k-phrase, resulting
in a set of progressively overlapping blocks of size k× k. We shall denote a k× k block B
that occurs in the k-phrase Pby Bk,k ⊆ P . With each k-phrase P , we may also associate
two functions s and t: each k-phrase starts with s(P ) = βα, where βα is a k × k block;
and each k-phrase terminates in t(P ) = βω, where βω is also a k × k block. An example
of an underlying shape for a k-phrase is depicted in Figure 2.2 to the right.
k
k
k
k
β
β
α
ω
Figure 2.2: Horizontal and vertical k-concatenations
Now suppose a two-dimensional shift of finite type X is defined by Q = Fk,k(X) for
some k ≥ 2. If F (X) = A(X) so that the factor language of the shift space is local, then
the finite automaton MF (X) = (Q,E, s, t, λ) defined through Q is a finite directed graph
obtained as follows. (Note that if a shift of finite type is completely described by a set of
1 × 1 blocks that define the local language A(X) = F (X), then the shift space must be
the full shift, since this would imply that any two alphabet symbols may be placed next
to each other. In such cases, the full shift X over the alphabet Σ may also be defined
through the set F2,2(X) = Q having |Q| = |Σ|
4.) First, define the vertex set of MF (X) to
be Q. For example, say
q =
q(0,k−1) ... q(k−1,k−1)
...
. . .
...
q(0,0) ... q(k−1,0)
and r =
r(0,k−1) ... r(k−1,k−1)
...
. . .
...
r(0,0) ... r(k−1,0)
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are two vertices in MF (X). Next, the edge set representing the transitions between the
states of MF (X) is defined to consist of horizontal and vertical transitions, Eh and Ev
respectively, such that E = Eh ∪Ev and Eh ∩Ev = ∅. For horizontal transitions, an edge
from state q to state r is defined as
eh ∈ Eh if and only if
q(1,k−1) ... q(k−1,k−1)
...
. . .
...
q(1,0) ... q(k−1,0)
=
r(0,k−1) ... r(k−2,k−1)
...
. . .
...
r(0,0) ... r(k−2,0)
and
q(0,k−1) ... q(k−1,k−1) r(k−1,k−1)
...
. . .
...
...
q(0,0) ... q(k−1,0) r(k−1,0)
=
q(0,k−1) r(0,k−1) ... r(k−1,k−1)
...
...
. . .
...
q(0,0) r(0,0) ... r(k−1,0)
∈ F (X).
In this case, the horizontal edge is denoted eh = q ⇀ r and is given the label of the
k × (k + 1) block that is the result of the horizontal k-concatenation of q with r :=
{r(i, j) : i = k − 1, 0 ≤ j ≤ k − 1}. The k × (k + 1) block q ⇀ r shall be denoted λ(eh).
Similarly for vertical transitions, an edge from state q to state r is defined as
ev ∈ Ev if and only if
q(0,k−1) ... q(k−1,k−1)
...
. . .
...
q(0,1) ... q(k−1,1)
=
r(0,k−2) ... r(k−1,k−2)
...
. . .
...
r(0,0) ... r(k−1,0)
and
r(0,k−1) ... r(k−1,k−1)
q(0,k−1) ... q(k−1,k−1)
...
. . .
...
q(0,0) ... q(k−1,0)
=
r(0,k−1) ... r(k−1,k−1)
...
. . .
...
r(0,0) ... r(k−1,0)
q(0,0) ... q(k−1,0)
∈ F (X).
Here the vertical edge is denoted ev = q  r and is given the label of the (k+1)×k block that
is the result of the vertical k-concatenation of q with r̂ := {r(i, j) : 0 ≤ i ≤ k−1, j = k−1},
while the (k + 1) × k block q  r̂ is denoted λ(ev). In addition to the labeling function
λ already described, to each graph we may associate two other functions s and t: Each
edge e ∈ E has the source at a vertex denoted by s(e) ∈ Q, and each edge has target at a
vertex denoted t(e) ∈ Q. (The case where t(e) = s(e) is permissible.)
To begin the discussion of the language recognized by MF (X), we must make more
precise the meaning of a path and its label. Define a path in MF (X) to be a sequence
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Λ = q0x1q1x2...qp of vertices and transitions, where for 0 ≤ i ≤ p, qi ∈ Q and xi ∈ {⇀, }
are such that s(Λ) = q0, t(Λ) = qp, and λ(qi−1xiqi) ∈ F (X) for all i ∈ {1, 2, . . . , p}. The
length of a path is denoted by |Λ|, the number of vertices visited after leaving q0. When
Λ is comprised solely of edges from Eh (i.e. xi =⇀ for all i ∈ {1, 2, . . . , p}), we shall
sometimes refer to Λ as an h-path, and extend this nomenclature in the natural way to
v-paths, h-cycles, v-cycles, and in particular, h-loops and v-loops. The label of a path shall
be defined inductively: For |Λ| = 1, λ(Λ) = λ(q0x1q1), i.e. the label of the edge from q0
to q1; If λ(q0x1q1x2...qp−1) is given, then λ(q0x1q1x2...qp−1xpqp) = λ(q0x1q1x2...qp−1)xpq
+
p ,
where for xp =⇀, xpq
+
p denotes horizontal k-concatenation of λ(q0x1q1x2...qp−1) with qp :=
{qp(i, j) : i = k − 1, 0 ≤ j ≤ k − 1}, and similarly when xp =, xpq
+
p denotes the vertical
k-concatenation of λ(q0x1q1x2...qp−1) with q̂p := {qp(i, j) : 0 ≤ i ≤ k − 1, j = k − 1}.
The input data for MF (X) is in the form of rectangular arrays of data - in other words,
blocks. Let k be a positive integer and suppose Bm,n is given for m,n ≥ k. A k-phrase
P ⊆ Bm,n is said to be accepted by MF (X) if and only if there is a path Λ in MF (X) such
that λ(Λ) = P . (Note that if Λ is such that λ(Λ) = P , then |Λ| = m+ n− 2k.) Set
βα = {Bm,n(i, j) : 0 ≤ i ≤ k − 1, 0 ≤ j ≤ k − 1} , (2.1.5)
i.e. the lower-left k × k subblock of Bm,n, and set
βω = {Bm,n(i, j) : n− k ≤ i ≤ n− 1, m− k ≤ j ≤ m− 1} , (2.1.6)
i.e. the upper-right k × k subblock of Bm,n.
Definition 2.1.1 Block Bm,n is accepted by automaton MF (X) = {Q,E, s, t, λ} if and only
if MF (X) accepts all k-phrases of Bm,n that start with state qα = βα and terminate in state
qω = βω after a sequence of k-concatenations χ = x1, x2, · · · , xp ∈ {⇀, }
∗ satisfying
|χ|⇀ = n− k and |χ| = m− k. (For Bm,n with m < k or n < k, we say Bm,n is accepted
by MF (X) if there exists B
′
m′,n′ with m
′, n′ ≥ k such that B′m′,n′ is accepted by MF (X) and
Bm,n ⊂ B
′
m′,n′.)
Definition 2.1.2 The language recognized by MF (X) is the set
L(MF (X)) =
{
B : B ∈ Σ∗∗, B is accepted by MF (X)
}
.
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Proposition 2.1.3 Let X be a two-dimensional shift of finite type having the property
F (X) = A(X). Let the automaton MF (X) be as constructed above. Then F (X) =
L(MF (X)).
Proof. To show that L(MF (X)) = F (X), first suppose Bm,n ∈ F (X) is given. If m < k
or n < k, then there exists B′m′,n′ ∈ F (X) such that Bm,n ⊂ B
′
m′,n′, and by the definition
of acceptance Bm,n ∈ L(MF (X)) if B
′
m′,n′ ∈ L(MF (X)). So suppose that m,n ≥ k. Since
Bm,n ∈ F (X), βα and βω ∈ Q. By construction of the k × k states Q, βα represents a
unique initial state and βω represents a unique terminal state for all k-phrases in Bm,n.
(The case where βα = βω is not precluded.) By the definition of the existence of edges
in MF (X), all k-phrases of Bm,n are accepted by MF (X). Specifically, MF (X) accepts all
k-phrases of Bm,n that begin with βα and end with βω after a concatenation sequence
χ = x1, x2, · · · , xm+n−2k ∈ {⇀, }
∗ satisfying |χ|⇀ = n− k and |χ| = m− k. Therefore,
Bm,n ∈ L(MF (X)) and F (X) ⊆ L(MF (X)).
For the other containment, suppose there exists some block Bm,n ∈ L(MF (X)) such
that Bm,n /∈ F (X). Since A(X) = F (X), it must be the case that there exists some
k × k subblock Bk,k ⊆ Bm,n such that Bk,k /∈ Fk,k(X) = Q. (As before, we may assume
that m,n ≥ k.) Since Bm,n ∈ L(MF (X)), MF (X) must accept a k-phrase P ⊆ Bm,n that
passes through Bk,k. That is, there must exist P such that s(P ) = βα, t(P ) = βω, and
Bk,k ⊆ P . Furthermore, there must be a path Λ = q0x1q1x2 . . . qp in MF (X) such that
λ(Λ) = P . But this would imply Bk,k ∈ Q, a contradiction. Therefore, Bm,n ∈ F (X)
and L(MF (X)) ⊆ F (X).
In one-dimensional symbolic dynamics, a vertex shift is a shift of finite type having
Σ = Q (the set of states is the alphabet) with at most one edge connecting a pair of
states, where points in the shift space are precisely the labels of the bi-infinite sequences
that result from following paths in the graph. A related idea is that of an edge shift, where
Σ = E (the set of edges is the alphabet) with points in the shift space being the labels of
the bi-infinite sequences that result from following paths in the graph. In an edge shift,
however, multiple edges are allowed between a pair of states. See Figure 2.3 for examples
of the representation of the one-dimensional full shift over Σ = {0, 1}. While the MF (X)
construction is based on the idea of a vertex shift, it does permit two edges to connect a
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(b)(a)
0 1 1
0
Figure 2.3: Full shift as vertex shift (a) and edge shift (b)
single pair of states if one edge is a horizontal transition and the other edge is a vertical
transition. Note that MF (X) also fulfills the requirements of an edge shift.
We now appeal to dot systems in order to generate some examples of two-dimensional
finite state automata of reasonable size. We will be interested in dot systems defined by
the group G = Z/2Z. For such dot systems, the size of the graph representing the shift
space is given by Corollary 1.3.3.
Example 2.1.4 Consider the dot system X known in the literature as the Three-dot
System, which is defined via the shape S = {(0, 0), (0, 1), (1, 0)}. (Refer to diagram (a) in
Figure 1.3.) For this shift space X, the set Q = F2,2(X) consists of 8 states as provided for
by Corollary 1.3.3. We use solid lines to represent horizontal transitions and dashed lines
to represent vertical transitions. The directed graph representing F (X) (and therefore X)
is depicted in Figure 2.4.
1
1 1
0
0
1 1
1
1
0 0
1
0
1 0
1
1
0 1
1 0
0 1
0 0
0 0
0
1
1 0
0
Figure 2.4: Graph representing the Three-dot System
As discussed in relation to vertex and edge shifts in the one-dimensional case, the
labels of bi-infinite paths of the graph are precisely the points of the represented shift
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space. In one dimension, it is often of interest whether different bi-infinite paths may
be a presentation of the same point in the shift space; in other words, whether different
bi-infinite paths may have the same label. An analogous representation of bi-infinite paths
in two dimensions will require the following definition.
Definition 2.1.5 A grid-infinite path Π in MF (X) = (Q,E, s, t, λ) is defined by a pair of
maps, Πh : Z
2 → Q and Πv : Z
2 → Q, and is denoted as a collection of states {q[i,j]}
(square brackets are used to avoid the confusion of the symbol q(i,j) = a ∈ Σ with the
state associated to the ordered pair (i, j) ∈ Z2) and the transitions that accompany these
states.
...
...
...
  
· · · q[−1,1] ⇀ q[0,1] ⇀ q[1,1] ⇀ · · ·
  
· · · q[−1,0] ⇀ q[0,0] ⇀ q[1,0] ⇀ · · ·
  
· · · q[−1,1] ⇀ q[0,−1] ⇀ q[1,−1] ⇀ · · ·
  
...
...
...
This collection of states and transitions is such that ∀(i, j) ∈ Z2, the following hold:
i) q[i,j] ∈ Q,
ii) q[i,j] ⇀ q[i+1,j] = eh is an edge in Eh, and
iii) q[i,j]  q[i,j+1] = ev is an edge in Ev.
The diagram in Definition 2.1.5 commutes in the sense that any block that is described
by some portion of a grid-infinite path is independent of the order in which the edges
are traversed. Proposition 2.1.6 uses this fact to establish a one-to-one correspondence
between blocks in the local language and factors of grid-infinite paths.
Proposition 2.1.6 Given the two-dimensional shift of finite type X, let MF (X) = (Q,E, s, t, λ)
be its graph representation. For a grid-infinite path Π of Mf(X), let Π
′ be some 2×2 factor
of Π comprised of four adjacent states (q[i,j], q[i+1,j], q[i,j+1], q[i+1,j+1]) and the transitions
that connect them. Then Π′ represents a unique (k + 1)× (k + 1) block that is recognized
by MF (X).
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Proof. By Definition 2.1.5, condition i), q[i,j] ∈ Q and is therefore a k × k block. Denote
by eh1 , eh2, ev1 , and ev2 the edges q[i,j] ⇀ q[i+1,j], q[i,j+1] ⇀ q[i+1,j+1], q[i,j]  q[i,j+1], and
q[i+1,j]  q[i+1,j+1], respectively, whose labels are provided by Definition 2.1.5, conditions ii)
and iii). That is, Π′ may be represented by the following diagram.
eh2
q[i,j+1] ⇀ q[i+1,j+1]
ev1   ev2
q[i,j] ⇀ q[i+1,j]
eh1
The normalized k-phrase P1 described by λ(q[i,j] ⇀ q[i+1,j]  q[i+1,j+1]) has s(P1) = q[i,j] and
t(P1) = q[i+1,j+1] and is almost completely described by these two blocks with the exception
of the symbol assigned to P1(k, 0) by q[i+1,j]. In comparison, the normalized k-phrase P2
described by λ(q[i,j]  q[i,j+1] ⇀ q[i+1,j+1]) also has s(P2) = q[i,j] and t(P2) = q[i+1,j+1] but
has a symbol mapped to P2(0, k) by q[i,j+1]. (See the shaded lattice points in Figure 2.5.)
Therefore, the (k + 1) × (k + 1) block represented by Π′ is independent of the order of
k-concatenation.
Figure 2.5: Comparison of q ⇀ r  s and q  r′ ⇀ s
Corollary 2.1.7 Let X be a two-dimensional shift of finite type represented by the au-
tomaton MF (X). Then there exists a one-to-one correspondence between points in X and
grid-infinite paths in MF (X).
Proof. Apply Propositions 2.1.3 and 2.1.6.
In the sequel, we shall sometimes refer to an m×n factor Π′ of a grid-infinite path Π as
a block path. Note that anm×n block path is comprised ofmn states and describes a block
B ∈ F (X) of size (m+k−1)×(n+k−1). The labeling of a block path shall be denoted with
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λ(Π′) = B and the states shall be denoted by Π′(i, j) for 0 ≤ i ≤ n − 1, 0 ≤ j ≤ m − 1.
See Figure 2.6: The shading in (a) suggests that the 3 × 7 block of symbols might be
represented by a 2× 6 block path as in diagram (b) if MF (X) is defined via 2× 2 states.
Alternately, the same block of symbols might be described by a 1× 5 block path if MF (X)
were defined via 3× 3 states.
(a) (b)
Figure 2.6: An example of a block path where k = 2
Example 2.1.8 illustrates the importance of the definition of the accepted language
L(MF (X)) being based on blocks rather than on k-phrases alone. In particular, all k-
phrases of an accepted block must be represented by some path Λ having source s(Λ) = βα
and target t(Λ) = βω.
Example 2.1.8 Consider the dot system X defined via the shape S = {(0, 0), (1, 1)} and
referred to in this paper as the Diagonal-shift System. (See shape (c) in Figure 1.3.)
Using solid lines to represent horizontal transitions and dashed lines to represent vertical
transitions, a directed graph representing X is depicted in Figure 2.7. For ease of reference,
each state q ∈ Q = F2,2(X) has been numbered.
Define a normalized 3× 3 block β such that
β(i, j) =
 1 for (i, j) = (1, 0)0 otherwise .
Then β /∈ F (X), where X is the Diagonal-shift System. By inspection of the graph MF (X),
we see that the 2-phrase of β that is described by the labels of the path q1  q0 ⇀ q0
is accepted by MF (X), although such a design is not a subset of any point found in X.
However, the block β itself will not be accepted, as there is no path in MF (X) that describes
the subblock β ′ := {β(i, j) : 0 ≤ i ≤ 2, 0 ≤ j ≤ 1} and hence β can not be described by a
factor of any grid-infinite path of MF (X).
So we have seen that the MF (X) construction is a true vertex (edge) shift in the sense
that points in the two-dimensional shift space X are precisely the labels of the grid-infinite
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Figure 2.7: Graph MF (X) representing the Diagonal-shift System
paths found in the graph. Therefore, Definition 2.1.9 can be reworded as follows.
Definition 2.1.9 Block Bm,n is accepted by the finite automaton MF (X) if and only if
there exists a block path Π′ in MF (X) having λ(Π
′) = Bm,n.
2.2 Recognition of Sofic Shifts by MΦF (X)
Before exploring properties of the graphs representing two-dimensional languages, we point
out the potential usefulness of this new type of finite automaton by proving that the graphs
constructed here accurately represent certain two-dimensional strictly sofic shifts, i.e. sofic
shifts that are not shifts of finite type. Specifically, if X is a two-dimensional shift of finite
type over Σ having the property that A(X) = F (X), then the image of the block code
φ : X → ∆Z
2
induced by the d× d block map Φ : Bd,d(X)→ ∆ can be represented by the
underlying graph of MF (X) with states and labels adjusted accordingly.
In one-dimensional language theory, a graph is said to be deterministic if given a label
and a vertex, there is at most one path starting at the given vertex with the specified
label. Note that the graph MF (X) is a deterministic graph in this sense, since given a state
and a k× (k+1) label, at most one horizontal transition is specified. (Analogously, given
a state and a (k+1)×k label, at most one vertical transition is specified.) However, when
a block code is applied to the states of MF (X), the states need no longer have distinct
labels and the graph need not be deterministic. However, while there need no longer exist
a one-to-one correspondence between grid-infinite paths and their labels, it will still be the
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case that points in the represented two-dimensional shift space Y are precisely the labels
of the grid-infinite paths found in the graph.
Proposition 2.2.1 Let X be a two-dimensional shift of finite type represented by MF (X) =
(Q,E, s, t, λ), and let Y = φ(X) be the two-dimensional shift space that is the image of
X under the block code φ induced by the block map Φ. If MΦF (X) is the finite automaton
having underlying graph MF (X) with state set Q
′ relabeled according to Q′ = φ(Q) and edge
set E ′ relabeled according to φ(λ(e)), then L(MΦF (X)) = F (Y ).
Proof. Suppose B′ ∈ F (Y ) is given. Since F (Y ) = φ(F (X)) = φ(L(MF (X)), there exists
some β ∈ F (X) such that φ(β) = B′. So for the graph MF (X), β ∈ L(MF (X)) = F (X).
However, MF (X) and M
Φ
F (X) have the same underlying edge set so that β ∈ L(MF (X)) ⇒
B′ ∈ L(MΦF (X)). Therefore F (Y ) ⊆ L(M
Φ
F (X)).
For the reverse inclusion, say B′ ∈ L(MΦF (X)) is given. In this case, there must exist
some block path Π′ in MΦF (X) such that λ(Π
′) = B′. Using the underlying graph of Π′, we
can find a block path pi′ with labels from MF (X) such that λ(pi
′) = β ∈ L(MF (X)) = F (X).
In other words, φ(β) = B′ ∈ F (Y ). Therefore L(MΦF (X)) ⊆ F (Y ).
In the proof of Proposition 2.2.1, although the block paths pi′ and Π′ are of the same
size, the blocks β and B′ that they represent need not be. This is due to the fact that
under the block code φ, the image φ(q) = q′ of each state q ∈ Q will have thickness
k′ = 1 + k − d. (We may always assume without loss of generality that k ≥ d since
whenever Fk,k(X) defines X, then FK,K(X) also defines X for all K ≥ k.) We now revisit
Example 2.1 that was introduced in the chapter-opener. That example was derived from
the following example, which was introduced in [5] as an illustration of the difficulty in
presenting two-dimensional sofic shifts with the type of graphs known at the time. In this
example, a 2×2 invertible block code is applied to a shift of finite type X defined through
a set F2,2(X) in order to create a conjugate shift of finite type X
′ defined through a set
F1,1(X
′); thereafter, a (non-invertible) 1× 1 block code is applied to X ′ in order to create
a sofic shift space.
Example 2.2.2 Define X ⊆ {a, b}Z
2
to be a two-dimensional shift of finite type such that
for every point x ∈ X, any appearance of b is surrounded by a’s. This subshift has the
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property that A(X) = F (X): given any block B ∈ A(X), one can simply surround B with
a configuration of the plane populated entirely with a’s. The language of the shift space X
is defined through the set of allowed 2× 2 blocks Q = F2,2(X) depicted in Figure 2.8. By
a
a a
a a
b a
a a
a b
a b
a a
a a
a a
b
1 3 4
p : = q    : = 2q    : =  
q    : = q    : =
Figure 2.8: Set of five allowed blocks for subshift of Example 2.2.2
applying a 2×2 invertible block code, X is seen to be conjugate to X ′ ⊆ {p, q1, q2, q3, q4}
Z
2
.
Consider next the sofic system Y obtained as the image of X ′ under the 1× 1 block code
φ defined by φ(p) = p and φ(qi) = q for i = 1, ..., 4. By inspection, any occurrence of q1 in
a point x ∈ X must be preceded horizontally by q2 and followed vertically by q3, whereas
q3 must be preceded horizontally by q4. That is, in points y ∈ Y , the q symbol always
appears in 2 × 2 blocks comprised of q’s. One can picture the shift space Y to be the
collection of all points that result from concatenations of 1× 1 blocks labeled p and 2× 2
blocks labeled entirely with q’s.
The sofic system Y described in Example 2.2.2 is strictly sofic. To see this, suppose
towards a contradiction that Y is a shift of finite type. Then there would exist some N ≥ 1
such that for the normalized N × N square shape ψ, a sufficient condition for a point to
be in the shift space Y would be that all translates of ψ had a design belonging to the set
Q = FN,N(Y ). That is,
Y := {y ∈ {p, q}Z
2
: ∀v ∈ Z2, σv(y)ψ ∈ Q}. (2.2.7)
Now consider a configuration of the plane populated entirely by p’s with the exception
of the normalized (2N + 1) × 2 rectangular shape T that is populated with q’s. More
specifically, consider the point
y(i, j) =
 q for 0 ≤ i ≤ 1, 0 ≤ j ≤ 2Np otherwise . (2.2.8)
Then y is such that ∀v ∈ Z2, σv(y)ψ ∈ Q, which would be sufficient for y ∈ Y ; however,
this would contradict the definition of the sift space Y since no concatenation of 2 × 2
blocks of q’s could produce an odd number of rows (2N +1) populated with q’s. So Y can
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not be a shift of finite type and therefore must be a strictly sofic shift space.
There was no satisfactory graph representation of Y at the time [5] was written. For
example if we let N = 1 in 2.2.8, then the use of independent horizontal and vertical
scanning admits the point y ∈ Y , which is erroneous. However, if we use the MF (X)
construction to represent the shift of finite type X defined in Example 2.2.2, then the sofic
system Y that is the image of the 1× 1 block code φ can be accurately represented by the
underlying graph of Figure 2.9.
a
a a
a
a
b a
a
a
a b
a
b
a a
a
a
a a
b
p
q
q
q
q
1
2
3
4
Figure 2.9: Shift space where any b is surrounded entirely by a’s
Caution must be observed to verify the acceptance of blocks in the sofic factor space
Y based on block paths rather than merely as a collection of paths accepted by MΦF (X).
Example 2.2.3 Let the normalized 3× 3 block B be given by
B(i, j) =
 p for (i, j) ∈ {(0, 0), (1, 1)}q otherwise
and let Y be the shift space of Example 2.2.2. Informally,
B =
q q q
q p q
p q q
It is apparent that block B can not belong to the factor language of Y since its design
has a perimeter comprised of an odd number of q’s which can not be formed by the
concatenation of 2× 2 blocks of q’s. Now let MΦF (X) be the underlying graph of Figure 2.9
with states Q′ = φ(Q). The reader can verify that all 1-phrases of block B are accepted
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by MΦF (X). However, there is no 3 × 3 block path Π
′ of MΦF (X) having the property that
λ(Π′) = B. To see this, denote the states of MΦF (X) with p and qi for i = 1, 2, 3, 4 as in
Figure 2.9 and let Π′ be a 3 × 3 block path of MΦF (X) that is a candidate for λ(Π
′) = B.
For reference, use subscripts to distinguish the states that comprise the block path Π′.
Π′ =
qe qf qg
qc p qd
p qa qb
Then the following conditions specify certain states in Π′.
p  qc ⇀ p⇒ qc = q1 and q1  qe ⇒ qe = q3
p ⇀ qa  p⇒ qa = q4 and q4 ⇀ qb ⇒ qb = q3
As established thus far, six of the nine states in Π′ are dictated by the design of B.
Π′ =
q3 qf qg
q1 p qd
p q4 q3
Paths in the graph of MΦF (X) restrict the possibilities for the remaining three states of the
block path Π′. There are two options for the top row of Π′.
(i) q3 ⇀ q4 ⇀ q3 or (ii) q3 ⇀ q2 ⇀ q1
For the far right column of Π′ there are also two options.
(iii) q3  q1  q3 or (iv) q3  q2  q4
By definition, all paths comprising a block path must end in the same terminal state.
So by inspection, only paths (i) and (iii) might co-exist within the block path Π′. This
process of elimination reveals that the only possibility for the states of Π′ are those given
in (2.2.9). However, such a block path does not exist in MΦF (X) since neither p  q4 nor
p ⇀ q1 is an edge in M
Φ
F (X).
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Π′ =
q3 q4 q3
q1 p q1
p q4 q3
(2.2.9)
Suppose that MF (X) represents a two-dimensional shift space X and let Ah and Av
denote the adjacency matrices for MhF (X) = (Q,Eh, s, t, λ) and M
v
F (X) = (Q,Ev, s, t, λ),
respectively. (An adjacency matrix of a graph is a matrix where the (i, j) entry denotes
the number of edges in the graph having initial state i and terminal state j.) In the liter-
ature, the representation of two-dimensional shift spaces through the use of two separate
graphs/matrices for horizontal and vertical transitions is done in a setting that requires
Ah to commute with Av [26]. This property is not necessary for the underlying graph of
a shift space represented via the MF (X) construction.
Example 2.2.4 Let X be the shift space of Example 2.2.2 having the underlying graph of
Figure 2.9. With the states ordered {p, q1, q2, q3, q4}, the adjacency matrices for M
h
F (X) =
(Q,Eh, s, t, λ) and M
v
F (X) = (Q,Ev, s, t, λ) do not commute. That is,
Ah =
1 0 1 0 1
1 0 1 0 1
0 1 0 0 0
1 0 1 0 1
0 0 0 1 0
and Av =
1 1 1 0 0
0 0 0 1 0
0 0 0 0 1
1 1 1 0 0
1 1 1 0 0
in which case
AhAv =
2 2 2 0 1
2 2 2 0 1
0 0 0 1 0
2 2 2 0 1
1 1 1 0 0
6= AvAh =
2 1 2 0 2
1 0 1 0 1
0 0 0 1 0
2 1 2 0 2
2 1 2 0 2
For future reference, we comment here that the labeled states in the graph of Figure
2.9 could alternately be described as the set of 2 × 2 blocks that are populated from the
alphabet Σ = {a, b} according to the restriction that each block contain “at least three
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a’s”. In a similar fashion, other two-dimensional shift spaces can be constructed by first
defining the set of states according to restrictions placed on a set of localized pictures and
then describing the transitions that exist between these states. For example, in Chapter
4 we shall make reference to the shift space represented by a graph comprised of 15 states
defined by restricting the set of 2 × 2 blocks to those having “at least one a”. In the
next section, we examine the relationship between graphs and localized pictures from a
different angle: that is, given a collection of vertices and a set of horizontal and vertical
edges connecting them, what localized pictures are either forbidden or forced as a result
of such a (sub)graph?
2.3 Forbidden and Forced Structures in MF (X) and M
Φ
F (X)
In one-dimensional algebraic automata theory, it is known that a language L is a factorial
and prolongable recognizable (FPR) language iff it is recognized by a finite automaton
M = {Q,E, s, t, λ} where every state q ∈ Q is both initial and terminal and both source
s and target t are surjective functions [3]. Take a (one-dimensional) finite automaton
M = (Q,E, s, t, λ) and partition the the edges into horizontal and vertical transitions,
denoted by Mh = (Q,Eh, s, t, λ) and M
v = (Q,Ev, s, t, λ) respectively. We say that a
vertex q is
• a two-dimensional sink if q is a sink with respect to either Mh or Mv,
• a two-dimensional source if q is a source with respect to either Mh or Mv, and
• is block isolated if q is isolated with respect to either Mh or Mv.
By construction, the finite automata MF (X) and M
Φ
F (X) representing two-dimensional sofic
shift spaces will contain no block-isolated vertices, no two-dimensional sinks, and no two-
dimensional sources. Likewise, any subgraph representing a point in the shift space must
contain both incoming and outgoing horizontal and vertical edges for each state. However,
since it is undecidable whether A(X) = F (X) for two-dimensional shift spaces, sufficient
conditions for a graph representation to be that of a two-dimensional factorial and pro-
longable recognizable (2DFPR) language must also be undecidable.
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When it is known that A(X) = F (X) for a two-dimensional shift space X, the MF (X)
construction makes it possible to document certain subgraphs as either forbidden or forced
due to the nature of incoming and outgoing edges that connect nearby states. These
observations regarding (sub)graphs are based on the fact that the graph’s transitions are
defined for a set of states Q having distinct labels. To begin, Proposition 2.3.1 states
that certain combinations of paths of length 2 will never appear in a graph underlying the
MF (X) construction.
Proposition 2.3.1 Let MF (X) = (Q,E, s, t, λ) be the representation of the two-dimensional
shift of finite type X. For q, q′, q′′, r ∈ Q, suppose there exists two h-paths in MF (X) having
length 2 that connect states q and r, that is, Λ1 = q ⇀ q
′ ⇀ r and Λ2 = q ⇀ q
′′ ⇀ r.
Then Λ1 = Λ2; that is, q
′ = q′′.
Proof. Given q ⇀ q′ and q ⇀ q′′, we have that
q′(0,k−1) ... q
′
(k−2,k−1)
...
. . .
...
q′(0,0) ... q
′
(k−2,0)
=
q(1,k−1) ... q(k−1,k−1)
...
. . .
...
q(1,0) ... q(k−1,0)
=
q′′(0,k−1) ... q
′′
(k−2,k−1)
...
. . .
...
q′′(0,0) ... q
′′
(k−2,0)
.
Given that q′ ⇀ r and q′′ ⇀ r, we have that
q′(1,k−1) ... q
′
(k−1,k−1)
...
. . .
...
q′(1,0) ... q
′
(k−1,0)
=
r(0,k−1) ... r(k−2,k−1)
...
. . .
...
r(0,0) ... r(k−2,0)
=
q′′(1,k−1) ... q
′′
(k−1,k−1)
...
. . .
...
q′′(1,0) ... q
′′
(k−1,0)
.
Since the labels are the same, it must be the case that q′ = q′′.
(b) (c)(a)
Figure 2.10: In MhF (X), graph diamonds of length 2 are forbidden.
So with respect to the horizontal transitions Eh of MF (X), graph diamonds of size 2
are forbidden. Figure 2.10 shows some forbidden (sub)graphs for MF (X) and M
Φ
F (X).
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Proposition 2.3.1 can naturally be restated in terms of vertical transitions. Further-
more, the result holds true for any graph MΦF (X) representing the image of X under a block
code: although the labels on the states of the new graph need not be distinct, the edges
are defined based on the transitions that exist between the distinct states in the preimage
and are not altered under any block code that may be applied. (Only the labels on the
edges are altered.)
Corollary 2.3.2 For MF (X) and M
Φ
F (X), all h-cycles and v-cycles of length 2 must be
disjoint.
Taken separately, MhF (X) and M
v
F (X) are true vertex shifts, but when viewed as one
graph, we see that the edge set of MF (X) does not preclude the existence of both q  r
and q ⇀ r. This results in certain labels being forced upon the states based on the defi-
nition of transitions that occur in MF (X), which thereby forces certain localized pictures.
Proposition 2.3.3 and its corollaries hold true for both MF (X) and M
Φ
F (X). (The proof is
provided for the case MF (X) only.)
Proposition 2.3.3 Suppose that (Q,E, s, t, λ) = MF (X), where the states Q = Fk,k(X)
are populated by choices from the alphabet Σ. If q, r ∈ Q are such that q  r and q ⇀ r,
then it must be the case that
q =
B C
A B
and r =
C D
B C
for some A,B,C,D ∈ Σ(k−1),(k−1).
Proof. Suppose the states of MF (X) are of size k× k; we shall employ a higher block code
to change the alphabet and thereby relabel states q and r. Specifically, rename subblocks
of state q as follows.
A :=
q(0,k−2) ... q(k−2,k−2)
...
. . .
...
q(0,0) ... q(k−2,0)
B :=
q(1,k−2) ... q(k−1,k−2)
...
. . .
...
q(1,0) ... q(k−1,0)
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H :=
q(0,k−1) ... q(k−2,k−1)
...
. . .
...
q(0,1) ... q(k−2,1)
C :=
q(1,k−1) ... q(k−1,k−1)
...
. . .
...
q(1,1) ... q(k−1,1)
In the same way, rename subblocks of state r as follows.
E :=
r(0,k−2) ... r(k−2,k−2)
...
. . .
...
r(0,0) ... r(k−2,0)
F :=
r(1,k−2) ... r(k−1,k−2)
...
. . .
...
r(1,0) ... r(k−1,0)
G :=
r(0,k−1) ... r(k−2,k−1)
...
. . .
...
r(0,1) ... r(k−2,1)
D :=
r(1,k−1) ... r(k−1,k−1)
...
. . .
...
r(1,1) ... r(k−1,1)
In effect then, q and r may be viewed as 2× 2 states under this new (sliding) block code
so that
q =
H C
A B
and r =
G D
E F
.
The condition q ⇀ r forces E = B and C = G, while the condition that q  r forces
C = G = F and H = E = B. The two conditions together imply that
q =
B C
A B
and r =
C D
B C
.
As demonstrated in the proof of Proposition 2.3.3, we may always assume a higher
block code as needed. We do so in the sequel without any loss of generality. In particular,
unless stated otherwise, all results to follow assume 2×2 states are used in the construction
of finite automata.
The following Corollaries will be useful in the discussion of periodic points.
Corollary 2.3.4 Suppose that (Q,E, s, t, λ) = MF (X). If q, r ∈ Q are such that q  r and
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r ⇀ q, then it must be the case that
q =
C A
A B
and r =
A B
B D
.
Corollary 2.3.5 Suppose that (Q,E, s, t, λ) = MF (X). If q, r ∈ Q are such that q  r, q ⇀
r, and r  q, then it must be the case that
q =
B A
A B
and r =
A B
B A
.
r
q s
Figure 2.11: Horizontal graph triangle of Corollary 2.3.6
Corollary 2.3.6 Suppose that (Q,E, s, t, λ) = MF (X). If q, r, s ∈ Q are such that s 
q, s ⇀ q, r  q, q ⇀ r, and r ⇀ s, then
q =
A A
A A
r =
A A
A B
and s =
A A
B A
Corollary 2.3.6 has several variations, all of which contain h-cycles or v-cycles of length
three. We refer to such subgraphs as graph triangles and shall take advantage of the
appearance of horizontal (vertical) graph triangles in the discussion of periodicity: While
not forbidden, graph triangles in MF (X) indicate much about the labels on certain states
and thereby force some localized pictures and forbid others.
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3 Transitivity
Now that we have defined a graph representation for a class of two-dimensional shift
spaces, we may examine the relationship between a directed graph and the two-dimensional
FPR language that it represents. For example, in one-dimensional symbolic dynamics,
it is known that an essential graph (one in which all states have both incoming and
outgoing edges) is transitive if and only if its edge shift is transitive [25]. (In graph theory,
transitive graphs are referred to as strongly connected graphs.) As we have seen, there
are different types of two-dimensional transitivity and mixing, each of which defines an
invariant properties for conjugate shift spaces. In this chapter, we employ dot systems
over Z/2Z to illustrate these various types of two-dimensional transitivity and elaborate on
results that are published in [16] regarding transitivity in two-dimensional local languages
defined by dot systems. In Section 3.1, it is shown that the factor language of a dot
system defined by a rectangular shape lacking free cells can not be transitive in certain
directions although the same factor language will be uniformly transitive. It is also shown
that the factor language of a dot system defined by a triangular shape will be mixing but
not uniformly so. In Section 3.2, transitivity in the graph of MF (X) is related to (uniform)
directional transitivity in the represented language. A main result is given in Theorem
3.2.6, which states that for the shift space X having F (X) = A(X), it is decidable whether
F (X) exhibits uniform horizontal transitivity at a given distance K.
3.1 Factor Languages of Dot Systems Defined over Z/2Z
The investigation into the transitivity of a factor language of a dot system is connected to
the existence (or lack thereof) of free cells in the defining shape S. The following example
introduces this idea.
Example 3.1.1 Let S = {(0, 0), (1, 0), (0, 1), (1, 1)} define a dot system X, which we
refer to in this paper as the Full-square System. Define β0 : S 7→ {0} and β1 : S → {0, 1}
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with β1(i, j) = (i + j) mod 2. Then {β0, β1} ⊂ F (X), but these blocks can not meet in
direction (1, 0). To see this, suppose we wanted to extend block β0 in the (1, 0) direction by
horizontal 2-concatenation with a 2× 1 block β ′ to produce the block B2,3 ∈ F (X). Since
a horizontal translation of the shape S intersects the block β0 at the cells {(1, 0), (1, 1)}
and β0(1, 0) + β0(1, 1) = 0 + 0 = 0, the block B2,3 will be in the factor language only
if β ′(0, 0) = β ′(0, 1) ⇔ β ′(0, 0) + β ′(0, 1) ≡ (0 mod 2). This argument can be repeated
indefinitely, where the sum of each new column is required to be equivalent to zero. For
β1 however, β1(0, 0) + β1(0, 1) = 0 + 1 = 1 so that β1 can never appear as a subblock of
any block extension of β0. Therefore, the factor language F (X) can not be horizontally
transitive. The same blocks can be used in a similar argument to demonstrate that F (X)
can not be vertically transitive.
We find that for dot systems, the existence of free cells in the (non-singleton) rectangle
T that minimally contains the shape S is a necessary condition for the factor language
of the dot system to be vertically and/or horizontally transitive. We state the horizontal
case only, as the vertical case can be shown analogously.
Proposition 3.1.2 Suppose X is a dot system defined through some r × c shape S such
that c > 1 and let T be a normalized r × c shape. If T has no free cells, i.e. T = S, then
F (X) can not be horizontally transitive.
Proof. (The Wallpaper Pattern) Summations in the following discussion are carried out
modulo 2. Suppose X is a dot system defined through an r×c rectangular shape S having
c > 1. Note that for all B′r,c ∈ F (X), since
∑c−1
i=0
∑r−1
j=0B
′
r,c(i, j) = 0, we have that
∀i′ ∈ {0, 1, . . . , c− 2},
i′∑
i=0
r−1∑
j=0
(B′r,c(i, j)) =
c−1∑
i=i′+1
r−1∑
j=0
(B′r,c(i, j)). (3.1.1)
Denote with bi the sum of the bits in the i-th column, i.e., bi =
∑r−1
j=0B
′
r,c(i, j) for i =
0, . . . , c−1. Then the equality given in (3.1.1) implies that b0 =
∑c−1
i=1 bi and
∑c−2
i=0 bi = bc−1.
Now utilize block extension to construct an additional column to the right of the original
block, thereby forming Br,c+1 ∈ F (X). Let bc be the sum of the bits in the c+1-st column.
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We see that given any B′r,c ∈ F (X),
B′r,c ⊆ Br,c+1 ∈ F (X) ⇔ b0 =
c−1∑
i=1
bi = bc (3.1.2)
This is depicted in diagram (a) in Figure 3.1: The shaded columns must each have the
same sum as that of the sum taken over the non-shaded columns combined. If we inspect
the sequence of 0’s and 1’s obtained by summing over each column of the original r × c
block, we discover that block extensions will inductively produce this same sequence of
columnar sums in a wallpaper-like pattern. In diagram (b) of Figure 3.1, columns with
the same shading have the same sum. In particular, if bi denotes the sum of the bits in
the i-th column of a block Br,c+k for k > 0, then bc+k−1 = bq where q ≡ (k mod c).
r,3c
0 bc
B’r,c
B r,c+1
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Figure 3.1: The Wallpaper Pattern
Finally, consider the specific block B′r,c ∈ F (X) that hasB
′
r,c(0, 0) = B
′
r,c(c−1, r−1) = 1
and B′r,c(i, j) = 0 otherwise. Then for any block Br,n ∈ F (X) of which B
′
r,c is a subblock,
Br,n cannot contain the r×c block consisting of all zeros as a subblock. Yet, this subblock
of all zeros is contained in the factor language of every dot system. This demonstrates the
existence of a pair of blocks that cannot meet in direction (1, 0) within F (X).
In the sequel, we shall make frequent reference to wallpaper patterns. By this, we
refer to the fact that for dot systems defined by an r× c rectangular shape that lacks free
cells, the sums taken over the individual columns of any allowed block having height r and
length n > c must obey a repeating pattern of length c. Note, however, that c need not
be the minimum pattern length, as certain wallpaper patterns will contain subpatterns.
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Example 3.1.3 Suppose r = 1 in the conditions of Proposition 3.1.2; for example, say
the dot system X is defined by the 1 × 2 shape S = {(0, 0), (1, 0)}. Then it is trivial to
show that F (X) exhibits vertical transitivity. However, F (X) is not horizontally transitive
since β0 : S 7→ {0} and β1 : S 7→ {1} can never meet in direction (1, 0). Rather, for any
Bm,n ∈ F (X), Bm,n(i, j) = Bm,n(i+1, j) for all i ∈ {0, 1, . . . , n− 2}, j ∈ {0, 1, . . . , m− 1}.
In this case, the wallpaper pattern of length c = 2 is also a pattern of length 1.
The existence of free cells in the rectangle T that minimally contains the shape S, while
necessary, is not however a sufficient condition for the factor language of the dot system to
be vertically and/or horizontally transitive. To see this, we will generalize the rectangular
shapes by considering shapes that appear as any set of parallel lines comprised of the
same number of dots. More formally, given two non-zero vectors (u′, v′) and (u′′, v′′) with
integer coordinates having greatest common divisors d′ = gcd(u′, v′) and d′′ = gcd(u′′, v′′),
we say that a shape S is a parallelogram with defining non-zero vectors (u′, v′) and (u′′, v′′)
if S = { a
d′
(u′, v′) + b
d′′
(u′′, v′′) : a = 0, 1, . . . , d′, b = 0, 1, . . . , d′′ }. By this definition, a
rectangular shape with one column or one row (e.g., Example 3.1.3) is not a parallelogram,
since one of the defining vectors would be the zero-vector. Similarly, the shape (b) in
Figure 1.3 is not technically a parallelogram. Notice that many parallelograms naturally
have free cells in the rectangle T that minimally contains the shape: for example, the
shape in Figure 1.3 (c) is a parallelogram with defining vectors (1, 1) and (−1, 1) and has
free cells in the 3× 3 rectangle T . The shape in Figure 1.3 (d) is a parallelogram defined
with vectors (0, 2) and (2, 0) that leaves no free cells in the 3× 3 rectangle T . The proof
of Proposition 3.1.2 can easily be adjusted to show the following Corollary.
Corollary 3.1.4 If S is a parallelogram with defining vectors (u′, v′) and (u′′, v′′), then the
factor language F (X) of the dot system defined by S is not transitive in direction (u′, v′)
nor in direction (u′′, v′′).
Proof. Suppose S has dimension r×c, let T be the r×c rectangular shape that minimally
contains S, and let β0 : T 7→ {0}. Say i
′ = min{i : (i, 0) ∈ S}, and say i′′ = max{i :
(i, r − 1) ∈ S}. Toward a counterexample, define a block β1 ∈ {0, 1}
r,c ∩ F (X) such that
β1(i
′, 0) = 1, β1(i
′′, r − 1) = 1, and β1(i, j) = 0 otherwise. Then β0, β1 ∈ F (X), but it can
be proven similarly as in Proposition 3.1.2 that β0 can not meet β1 in direction (u
′, v′) nor
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direction (u′′, v′′) within F (X).
So in particular, the shape S = {(0, 0), (1, 0), (1, 1), (2, 1)} with defining vectors (1, 0)
and (1, 1), depicted in Figure 1.3 (e), leaves free cells in the rectangle T , yet the factor lan-
guage defined by S can not be horizontally transitive. This example serves to illustrate that
the existence of free cells in the defining shape does not guarantee horizontal (vertical) tran-
sitivity. Another (non-parallelogram) example is given by the following dot system, which
has a “hole” in the defining shape S = {(0, 0), (1, 0), (2, 0), (0, 1), (2, 1), (0, 3), (1, 3), (2, 3)}.
Let β1 ∈ F3,3(X) be such that β1(1, 1) = 1, and β1 = 0 otherwise; and let β0 ∈ F3,3(X) be
such that β0(i, j) = 0 for all 0 ≤ i ≤ 2, 0 ≤ j ≤ 2. Using an argument similar to that of
the Wallpaper Pattern, the reader can verify that β0 and β1 may never meet in direction
(1, 0) within F (X).
The definition of dot systems does not preclude shapes that are disconnected. In fact,
shapes that are disconnected may define dot systems having factor languages with the same
properties as those corresponding to shapes that are (simply) connected. For example, if
a shape S is minimally contained in a rectangle T that has a row or a column comprised
entirely of free cells, we say that S can be reduced to S ′ where S ′ is the shape obtained
from S by erasing the rows or columns of T that contain only free cells. For example,
the shape
• • ·
· · ·
• • •
can be reduced to
• • ·
• • •
,
and the shape
• • · •
• • · •
· · · ·
• • · •
can be reduced to
• • •
• • •
• • •
.
The method of proof employed in the proof of Proposition 3.1.2 also reveals the following.
Corollary 3.1.5 If a shape S can be reduced to a shape S ′ that is a rectangle, then S de-
fines a dot system X with factor language that lacks horizontal and/or vertical transitivity.
Proof. Suppose S has dimension r× c and without loss of generality suppose that c > 1.
(We are interested in non-singleton shapes where r > 1 or c > 1. Note that for a dot
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system X defined through a shape having r = 1 and c > 1, F (X) will trivially exhibit
vertical transitivity but not horizontal transitivity.) Define β0 : T 7→ {0}, where T is the
r × c rectangular shape that minimally contains S. Note that if S can be reduced to a
shape S ′ that is a rectangle, then (0, 0), (c−1, r−1) ∈ S. Toward a counterexample, define
a block β1 ∈ {0, 1}
r,c ∩ F (X) such that β1(0, 0) = β1(c − 1, r − 1) = 1, and β1(i, j) = 0
otherwise. Then β0, β1 ∈ F (X), but β0 can not meet β1 in direction (1, 0) within F (X).
To see this, we can modify the proof of Proposition 3.1.2 to include only those cells that
intersect horizontal translates of S. First adjust (3.1.1) to reflect the fact that sums are
taken only over the cells of a block Br,c that lie in horizontal translates of S.
∀i′ ∈ {0, 1, . . . , c− 2},
∑
w∈{{(i′−(c−1),0)+S}∩T}
(Br,c(w)) =
∑
w∈{{(i′+1,0)+S}∩T}
(Br,c(w))
In a similar fashion, the remainder of the proof of Proposition 3.1.2 can be modified to
reflect that when using block extension to construct additional columns to the right of
a block Br,c, the sum is taken only over those bits that intersect horizontal translates
of S. In this context, β0 and β1 have wallpaper patterns that cannot meet in direction
(1, 0). Given that r > 1, the same blocks can be used to show that F (X) lacks vertical
transitivity.
Corollary 3.1.6 If a shape S can be reduced to a shape S ′ that is a parallelogram, then S
defines a dot system with factor language that lacks directional transitivity in the direction
of the defining vectors.
For one class of shapes, it is true that the existence of a free cell is both necessary
and sufficient for the corresponding factor language to be both horizontally and vertically
transitive. The proof of the following proposition highlights the framework of carefully
selecting both the point of origin and the direction in which to begin the inductive process
of “filling a block”.
Proposition 3.1.7 For dot systems defined through a 2 × 2 shape S, the existence of a
free cell is sufficient for the factor language of the dot system to be both vertically and hor-
izontally transitive. The factor language corresponding to such shapes is neither uniformly
horizontally transitive nor uniformly vertically transitive.
44
Proof. We will prove horizontal transitivity by induction on the number of rows m in a
pair of blocks. (Presented with two blocks from F (X) having different heights, we can
always use block extension to extend the shorter block to another block in F (X) having
greater height.) The vertical case can be shown analogously.
Use m = 2 for the basis step, since {0, 1}1,n ⊂ F (X). Let β0 represent the 2× 2 block
consisting of all zeros, which is an element of the factor language for all dot systems. To
establish the basis step, we will first show that for every block B′2,n ∈ {0, 1}
2,n∩F (X), B′2,n
meets β0 in direction (1, 0) within F (X). In fact, β0 meets every block in direction (1, 0) at
distance ≤ 2. Say B′2,n : T
′ → {0, 1}: if
∑
w∈{{(n−1,0)+S}∩T ′}(B
′
2,n(w)) = 0, then B
′
2,n meets
β0 in direction (1, 0) at distance 0 within F (X), and the result is trivial. So consider the
case when
∑
w∈{{(n−1,0)+S}∩T ′}(B
′
2,n(w)) = 1. We can define a block B ∈ {0, 1}
2,n+3∩F (X)
that minimally encloses B′2,n and β0 in the following way.
B(i, j) =

B′2,n(i, j) for 0 ≤ i ≤ n− 1, 0 ≤ j ≤ 1
∗ for i = n, 0 ≤ j ≤ 1
β0(i− (n + 1), j) for n+ 1 ≤ i ≤ n+ 2, 0 ≤ j ≤ 1
(3.1.3)
In (3.1.3), * is determined by the location of the free cell(s) in the 2 × 2 rectangle T : If
neither (1, 0) nor (1, 1) is a free cell, let j′ denote the ordinate of the free cell (0, j′) and then
define B(n, j′) = 1, B(n, (j′ + 1) mod 2) = 0; If (1, 0) is a free cell, then B ∈ F (X) only
if B(n, 1) = 1, so we define B(n, 0) = 0 if (0, 1) is also a free cell, but define B(n, 0) = 1
otherwise; Similarly, if (1, 1) is a free cell, then B ∈ F (X) only if B(n, 0) = 1, so we define
B(n, 1) = 0 if (0, 0) is also a free cell, but define B(n, 1) = 1 otherwise. By a symmetric
argument, we can also show that β0 meets any block B2,n in direction (1, 0) within F (X),
and hence any two blocks of height 2 meet in direction (1, 0) within F (X).
Next, assume by induction that for any two blocks B′, B′′ ∈ F (X) having height
m, there exists a block B that encloses B′ and B′′ in direction (1, 0) within F (X). Then
suppose we are given B′m+1,u and B
′′
m+1,v ∈ F (X). The proof is completed by the inspection
of four cases based upon the location of the free cell(s).
case i): (0, 0) is a free cell. (See diagram (a) in Figure 3.2, where darkly-shaded regions
indicate the shape S.)
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Figure 3.2: The inductive step
Let β1 = {B
′
m+1,u(i, j) : 0 ≤ i ≤ u − 1, 1 ≤ j ≤ m}, and similarly, let β2 =
{B′′m+1,v(i, j) : 0 ≤ i ≤ v − 1, 1 ≤ j ≤ m}. We first want to extend β2 to the left by
one column and thereby construct a new block β ′2. Note that, based on the shape S, the
assignment of β ′2(0, 0) is arbitrary: we assign the value on this cell based upon entries in
the original block B′′m+1,v and then inductively define the remainder of the cells in the new
column upward from this cell. More formally,
β ′2(i, j) :=
 β2(i− 1, j) for 1 ≤ i ≤ v, 0 ≤ j ≤ m− 1B′′m+1,v(0, j) +B′′m+1,v(0, j + 1) for 0 ≤ j ≤ m− 1 . (3.1.4)
(Use definition (3.1.4) for β ′2 when (0, 0) is the only free cell; If (1, 1) is also a free cell, do
not include the addend B′′m+1,v(0, j+1) in the last line of the definition.) By the induction
hypothesis, there exists B∗m,n ∈ F (X) such that B
∗
m,n encloses β1 and β
′
2 in direction (1, 0)
within F (X). Now label an (m + 1) × n rectangular shape as T , and begin to define
B : T → {0, 1} in the following way.
B(i, j) =

B′m+1,u(i, j) for 0 ≤ i ≤ u− 1, 0 ≤ j ≤ m
B∗m,n(i, j − 1) for u ≤ i ≤ n− 2− v, 1 ≤ j ≤ m
β ′2(i− ((n− 1)− v), j − 1) for i = n− 1− v, 1 ≤ j ≤ m
B′′m+1,v(i− (n− v), j) for n− v ≤ i ≤ n− 1, 0 ≤ j ≤ m
(3.1.5)
To complete the proof of the first case, define B(i, 0) = B(i, 1) + B(i − 1, 1) for u ≤ i ≤
(n−1)−v. The location of the free cell guarantees that the assignment of these remaining
cells does not disrupt the overall acceptance of the block B. Therefore, there exists B
that encloses B′m+1,u and B
′′
m+1,v in direction (1, 0) within F (X).
The other three cases are analogous to case (i) when slight modifications are made
initially.
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case ii): (1, 0) is a free cell.
Define β1 and β2 as in case (i), but extend β1 one column to the right to construct a
new block β ′1 before applying the induction hypothesis.
case iii): (0, 1) is a free cell. (For example, see diagram (b) in Figure 3.2.)
Let β1 = {B
′
m+1,u(i, j) : 0 ≤ i ≤ u − 1, 0 ≤ j ≤ m − 1}, and similarly, let β2 =
{B′′m+1,v(i, j) : 0 ≤ i ≤ v − 1, 0 ≤ j ≤ m − 1}. Then extend β2 to the left one column to
form β ′2 by first defining the cell β
′
2(0, m− 1) = B
′′
m+1,v(0, m− 1) +B
′′
m+1,v(0, m). (If (1, 0)
is also a free cell as in Figure 3.2 (b), either do not include the addend B′′m+1,v(0, m− 1)
or use case (ii) discussed above.) Inductively define the remaining cells in the new column
downward from this cell before applying the induction hypothesis.
case iv): (1, 1) is a free cell.
Define β1 and β2 as in case (iii), but instead extend β1 one column to the right before
applying the induction hypothesis.
Toward a counterexample to the question of uniform directional transitivity, consider
the Three-dot System X and suppose that F (X) is uniformly horizontally (vertically)
transitive within distance K. Let β0 be the (K + 2) × (K + 2) block of all zeros, and
define a block BK+2,K+2 ∈ F (X) having all entries zero with the exception of the top-right
corner. More formally,
BK+2,K+2(i, j) =
 1 if (i, j) = (K + 1, K + 1)0 otherwise (3.1.6)
For i = {1, 2, . . . , K+1}, a block extension of i columns to the right ofBK+2,K+2 is uniquely
determined by translates of S up to height K − i for the ith column. (See Figure 3.4 for
an example.) Therefore, BK+2,K+2 can meet β0 in direction (1, 0) (or in direction (0, 1))
within F (X) only at some distance k ≥ K+1. The same blocks provide a counterexample
to uniform vertical and horizontal transitivity in the factor language corresponding to the
shape S = {(1, 0), (0, 1)}. All other shapes are analogous.
The Three-dot System is a member of the class of shapes encompassed by Proposition
3.1.7. Since the Three-dot System is known to be mixing (see [19, 20, 30]), it is already
known to be both vertically and horizontally transitive. However, not all shapes in this
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class have factor language that is mixing. For example, it is easily seen that the factor
language of the dot system defined by the shape represented in Figure 1.3 (b) is a member
of this class of shapes yet can not be transitive in direction (1, 1). It is interesting to note
that while the factor languages corresponding to certain shapes may lack transitivity in
specific directions, these languages may still be uniformly transitive in general.
Proposition 3.1.8 Let X be a dot system defined through an r × c rectangular shape S
(i.e. T = S), and let F (X) be its factor language. Then F (X) is uniformly transitive.
F (X) is mixing if and only if S is a singleton.
Proof. We first consider the case where r = c = 1. If r = c = 1, then S is a singleton
and X contains only the one point comprised of all zeros. In this case, F (X) is the set
of all rectangular blocks comprised entirely of zeros and as such it is (uniformly) mixing.
Conversely, rectangular shapes comprised of more than one dot define languages that lack
horizontal and/or vertical transitivity (Proposition 3.1.2) and hence cannot be mixing.
For all other cases, let B′, B′′ ∈ F (X) be two rectangular blocks of sizemi×ni (i = 1, 2),
respectively. To ease notation, assume without loss of generality that mi ≥ r and ni ≥ c.
If not, first use block extensions as needed to extend B′ down and/or to the left and then
to extend B′′ up and/or to the right before finding a block B∗ that encloses these larger
blocks. The block B that minimally encloses B′ and B′′ would then be a subblock of B∗.
For the case when r = 1 and c > 1, assume without loss of generality that n1 ≤ n2.
By definition of F (X), there must exist some block β1 ∈ F (X) that is an extension of B
′
by n2 − n1 columns to the right. We define B ∈ {0, 1}
(m1+m2),n2 ∩ F (X) as follows:
B(i, j) =
 β1(i, j) for 0 ≤ i ≤ n2 − 1, 0 ≤ j ≤ m1 − 1B′′(i, j −m1) for 0 ≤ i ≤ n2 − 1, m1 ≤ j ≤ m2 +m1 − 1 (3.1.7)
Since no translate of S will intersect β1 and B
′′ simultaneously, we see that B ∈ F (X).
Furthermore, B minimally encloses B′ and B′′ with distance at which they meet being 0
(the blocks touch). In other words, F (X) is uniformly transitive. The case when r > 1
and c = 1 is similar.
For the remaining cases, we will show that B′ and B′′ meet each other at distance 0
by enclosing them in a block B of size (m1 +m2)× (n1 + n2) which we will construct by
utilizing the set of all translates of S that lie entirely within the block B.
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Step 1: Begin defining the block B by defining B′ as the bottom-left corner and B′′
as the top-right corner. The assignment of the remaining cells is accomplished by the
assignment of a centrally-located translate of S: Consider Sα, the translate of S whose
top-left cell has coordinates (n1 − 1, m1). (See Figure 3.3, where the dotted rectangle
denotes the rectangular size of the translate Sα and the top-left cell is shaded. ) Other
3
’
’’
B
B
4
2
1
Figure 3.3: The process of filling up the block B
than this cell (n1 − 1, m1), all undefined cells of B that intersect Sα are to be populated
with zeros. Then define B(n1 − 1, m1) as needed to obtain the appropriate sum over Sα.
Step 2: Next we define B inductively on the top-left portion of the shape by using the
top-left dot of translates of Sα to guarantee the overall acceptance of the block B. Consider
the translate Sα+(0, 1). With the exception of the dot located at (n1−1, m1+1), all dots of
this translate are already assigned. Therefore, define B(n1−1, m1+1) as needed to obtain
the appropriate sum over Sα+(0, 1). Translating upward for u = 0, 1, . . . , m2−1, we may
sequentially fill cells by defining B(n1 − 1, m1+ u) as needed for the translate Sα+ (0, u).
Begin the next sequence at Sα + (−1, 0) and for u = 0, 1, . . . , m2 − 1, sequentially define
B(n1 − 2, m1 + u) as needed for the translate Sα + (−1, u). The remaining cells in the
top-left corner of block B are defined sequentially in the same manner.
Step 3: Return to Sα and notice that each of the cells originally populated with zeros
is the bottom-right dot for some translate of Sα whose top-left dot lies in the region of the
block B having already been defined in an acceptable manner. We will define B on the
remaining cells in the bottom-right portion of the shape by using the bottom-right dot of
translates of Sα in order to guarantee the overall acceptance of block B. First, we define
the cells that complete the rows to the right of those cells that were populated with zeros
in step 1. Consider Sα′ = Sα+(1, r−2). The translate Sα′ has only the dot located at the
bottom-right corner undefined, so at this cell we define B(n1 − 1 + c,m1 − 1) as needed
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for the appropriate sum over Sα′ . Translating to the right for v = 0, 1, . . . , n2 − c, we
may assign B(n1 − 1 + c+ v,m1 − 1) as needed for the appropriate sum over Sα′ + (v, 0).
Continuing this process for w = 1, 2, . . . , r − 2, we can define rows that begin with the
translate Sα′ + (0,−w) and then assign B(n1− 1+ c+ v,m1−w− 1) as needed to obtain
the appropriate sum over Sα′ + (0,−w) + (v, 0) for v = 0, 1, . . . , n2 − c.
Step 4: Finally, we define the remaining cells in the bottom-right portion of the shape.
Define Sα′′ = Sα + (−(c − 2),−1). Using w
′ = 0, 1, . . . , m1 − r, we can define rows that
begin with the translate Sα′′ + (0,−w
′) and then assign B(n1 + v,m1 − r) as needed to
obtain the appropriate sum over Sα′′ + (0,−w) + (v, 0) for v = 0, 1, . . . , n2 − 1.
So the entire (m1 +m2)× (n1 + n2) block B ∈ F (X) can be filled in such a way that
B′ is in the bottom-left corner and B′′ is at the top-right corner. Note that d(B′, B′′) = 0
regardless of the size of the blocks B′, B′′. Therefore, F (X) is uniformly transitive.
Since it is known that the factor language of the Three-dot System is mixing, the
inspection of dot systems that behave like the Three-dot System is a good place to begin
further investigations into factor languages which are mixing. We say that an r× c shape
S is three-dot like if the dots form a simply-connected isosceles triangle (such that r = c
for the r × c shape S). For example,
• • •
· • •
· · •
and
• · · ·
• • · ·
• • • ·
• • • •
are both three-dot like. We can apply the method of proof used in Proposition 3.1.8 to
show the following.
Proposition 3.1.9 If S is a shape that is three-dot like, then S defines a dot system X
with factor language that is mixing.
Proof. Without loss of generality, suppose S is an r × r triangular shape appearing in
the bottom-left corner of the r × r rectangle T . To begin, let Bm,n ∈ F (X) be such that
m ≥ r, n ≥ r. We note some properties of these blocks found in F (X).
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Figure 3.4: Extension of a block into a triangle
i) Any extension to the right of Bm,n has ((m − r + 1) + (m − r) + . . . + 1) dots
predetermined by translates of the shape, and any extension upward of Bm,n has ((n− r+
1) + (n− r) + . . .+ 1) dots predetermined by translates of the shape.
ii) Following the arbitrary assignment of r−1 cells in a column above Bm,n(n− (r−
1), m − 1), r − 2 cells in a column above Bm,n(n − (r − 2), m − 1), . . . , and 1 cell above
Bm,n(n− 1, m− 1), Bm,n may be extended along the diagonal from the inside out to take
on a triangular design that occurs in some point of the shift space X. (See Figure 3.4
based on a 4× 4 triangular shape S, where arrows indicate the direction in which to fill.)
iii) Additional rows below such a triangle may be defined by the arbitrary assignment
of a row of r−1 cells directly below the dots in the bottom-left corner of the design (and/or
additional columns to the left of such a triangle may similarly be defined).
Now consider any two blocks B′m1,n1, B
′′
m2,n2 ∈ F (X). We will show that B
′ meets B′′
in every direction (u, v) provided that d(B′, B′′) > r + max{m1, m2, n1, n2}. Begin by
placing the bottom-left corner of B′ at (0, 0) and the bottom-left corner of B′′ at (u, v),
and then expand both blocks into the triangular designs outlined in (i) and (ii) above.
The proof can be completed based on the observation that regardless of the placement,
there exist only three shapes that might occur at the point of intersection for two right
isosceles triangles.
Consider first the case where u, v ≥ 0 and expand the triangular extension of B′′
below and/or to the left as outlined in (iii) until the bottom-left corner of this triangle
touches the triangular extension of block B′. (See diagram (a) in Figure 3.5.) The proof is
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completed by filling in the block that minimally contains the two triangles from the inside
out in a method similar to that used in Proposition 3.1.8: we will use the bottom-right
dot in translates of the shape S to assign values underneath the upper triangle, and we
will use the upper-left dot in translates of the shape S to assign values to the left of the
upper triangle. Specifically, at the location where the two triangles meet, arbitrarily define
enough cells in the left-most portion of the row directly below the upper triangle to begin
the induction process that will define the remainder of the cells in this new row. (Note
that at the point of intersection there is at most one cell that is already defined by the
lower triangle, where r− 1 cells must be defined in order to start a new row.) In this way,
we may inductively define cells by translating down and starting over on the far left of
each new row. Next, the cells to the left of the upper triangle will be defined inductively
beginning at the base of the upper triangle and working up each column before translating
left to begin at the bottom of the next column. Once we have achieved a single triangular
design that encloses the two smaller triangles, the cells above the new diagonal may be
filled in a diagonal manner (see shaded regions in Figure 3.5): Begin at the top-left corner
with an arbitrary assignment of r − 1 cells along the diagonal and then work down each
diagonal by checking the bottom-right dot in translates of S before returning to the top
to begin the next diagonal.
(a) (b) (c)
Figure 3.5: Possible positions for intersection of right isosceles triangles
In the cases where u < 0 or v < 0, extending the triangle(s) and inspecting the point
where they meet yields a rectangular shape and one of the same wedge shapes encountered
in quadrant one (see diagrams (b) and (c) in Figure 3.5). Each of these shapes may
be filled in a manner that satisfies the given dot system structure by beginning at the
point of intersection of the triangles and working outward to create a larger triangle that
contains the two smaller triangles. (Rectangular shapes at the point of intersection are
to be scanned by checking the bottom-left dot in translates of S.) The remaining upper
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triangular portion of the block may be filled along the diagonal as in the quadrant one
case.
In two-dimensional symbolic dynamics, shift spaces that have uniformly mixing factor
languages are known to have a certain degree of complexity which is measured by the
topological entropy and is based on the number of n × n blocks that appear in F (X).
More specifically, the topological entropy of the two-dimensional shift space X is
h(X) = lim
n→∞
1
n2
log2 |Fn,n(X)|.
Proposition 3.1.10 [6, 27] If X is an infinite two-dimensional shift of finite type with
factor language that is uniformly mixing, then X has a non-zero topological entropy.
Example 3.1.11 Let X be the Three-dot System and consider Fn,n(X) for some n ≥ 2.
By Corollary 1.3.2, |Fn,1(X)| = 2
n. As in the proof of Proposition 3.1.9, any one-column
design of height n can be extended into a unique triangular design over n − 1 columns
where for i ∈ {1, 2, . . . , n − 1}, the ith column has height n − i. Again as in the proof
of Proposition 3.1.9, the choice of one symbol at the top of the ith column determines
the symbol at the top of each consecutive column. (Refer to Figure 3.4 for an example.)
Therefore only the top symbol of each of the n − 1 columns may be arbitrarily chosen
whereby |Fn,n(X)| = 2
n+(n−1). Then the topological entropy of the Three-dot System is
h(X) = lim
n→∞
1
n2
log2 |Fn,n(X)| = lim
n→∞
1
n2
log2 2
2n−1 = lim
n→∞
2n− 1
n2
= 0.
So although the Three-dot System has factor language which is mixing, it can not be
uniformly so. In fact, it has been shown that all dot systems belong to the class of shifts
of finite type having topological entropy equal to zero [20].
Corollary 3.1.12 If X is a dot system, then the factor language F (X) is not uniformly
mixing.
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3.2 Graph Representations
Similar to transitivity in the one-dimensional case, there is a relationship between types
of transitivity found in a two-dimensional language and the transitivity of the graph that
recognizes the language. In the following, recall that Eh denotes the set of horizontal edges
with transitions denoted by ⇀ and that an automaton is said to be transitive if its graph
representation is strongly connected.
Proposition 3.2.1 Suppose a two-dimensional shift of finite type X is such that F (X) =
L(MF (X)) for an automaton MF (X) = (Q,E, s, t, λ). If F (X) is horizontally transitive,
then MhF (X) = (Q,Eh, s, t, λ) is transitive. In a similar fashion, if F (X) is vertically
transitive, then MvF (X) = (Q,Ev, s, t, λ) is transitive.
Proof. We prove the horizontal case only. Let q′, q′′ ∈ Q = Fk,k(X) be any two states. By
definition of horizontal transitivity, there must exist some block Bk,n ∈ F (X) that encloses
q′ and q′′. In fact, Bk,n can be viewed as a k-phrase P having s(P ) = q
′, t(P ) = q′′, and
length p = n − 2. Then by the definition of Eh, P can be expressed as a sequence
Λ = q0 ⇀ q1 ⇀ . . . qp−1 ⇀ qp of vertices and horizontal transitions, where for 1 ≤ i ≤ p,
qi ∈ Q are such that s(Λ) = q0 = q
′, t(Λ) = qp = q
′′, and qi−1 ⇀ qi ∈ F (X). In other
words, Λ is a path in MF (X) from q
′ to q′′. Therefore, MhF (X) is a transitive graph.
Example 3.2.2 Consider the Full-square System X introduced in Example 3.1.1, where
X was defined via S = {(0, 0), (0, 1), (1, 0), (1, 1)}. Then the set Q = F2,2(X) consists
of 8 states. We use solid lines to represent horizontal transitions and dashed lines to
represent vertical transitions. In the graph representing F (X), two separate components
for the horizontal transitions (vertical transitions) illustrate the lack of horizontal (vertical)
transitivity. (See Figure 3.6.)
The converse to Proposition 3.2.1 is false. That is, although transitivity in MhF (X) is
a necessary condition for horizontal transitivity of the local language F (X), it is not a
sufficient condition. To see this, consider a graph MF (X) that displays transitivity in its
horizontal component and let Λ′ = q′0  q
′
1  . . .  q
′
p and Λ
′′ = q′′0  q
′′
1  . . .  q
′′
p be any two
v-paths in MvF (X) that have the same length p. If F (X) = L(MF (X)) is to be horizontally
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Figure 3.6: Full-square System
transitive, then it is not enough that for all i ∈ {0, 1, . . . p} there exist h-paths Λi in
MhF (X) having s(Λi) = q
′
i and t(Λi) = q
′′
i ; rather, it must also be the case that the h-paths
in the collection {Λi} overlap progressively to from a block path. This is illustrated by
the following example.
Example 3.2.3 Let S = {(0, 0), (0, 1), (0, 2), (1, 0), (1, 2), (2, 0), (2, 1), (2, 2)} define a dot
system X. We shall show that the language F (X) is not horizontally transitive, but that
the graph MF (X) representing X is transitive in both its horizontal and vertical compo-
nents, MhF (X) and M
v
F (X), respectively. By Corollary 1.3.3, the graph MF (X) representing
X would be comprised of 28 states. So rather than constructing a graph of size 256, we will
demonstrate transitivity in the graph’s horizontal component by showing that any 3 × 3
block B3,3 ∈ F3,3(X) = Q meets the 3×3 block of all zeros β0 ∈ Q in direction (1, 0) within
F (X). This is enough to show that there is a horizontal path connecting any two states in
the graph since the vertical axis of symmetry for the shape S allows us to use a symmetric
argument to find a path from β0 to an arbitrary third block B
′
3,3 ∈ F3,3(X) = Q. (By the
same token, the horizontal axis of symmetry for the shape S provides a similar argument
for showing that β0 meets every block/state B3,3 ∈ F3,3(X) = Q in direction (0, 1) and
vice versa so that MvF (X) is transitive.) All sums in this example are carried out modulo
2.
Claim: Any block B3,3 ∈ F3,3(X) meets β0 in direction (1, 0) within F (X).
Proof of Claim: In a technique similar to that of the Wallpaper Patterns found in the
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proof of Proposition 3.1.2, we inspect the sum of the bits in one-column block extensions
of a horizontal 3-phrase that has source B3,3. Refer to these one-column extensions as Bi,
where for i ≥ 1 each Bi is a 3×1 block whose horizontal 3-concatenation with the existing
3-phrase B3,3 ⇀ B1 ⇀ B2 ⇀ . . . ⇀ Bi−1 produces a 3 × (3 + i) block in F (X). Say
n ≥ 2 is the first index such that the sum of the bits Bn(0, 0) + Bn(0, 1) + Bn(0, 2) = bn
is required to be odd in order for the block to be in the language F (X). (If there is
no such n, then the result is trivial since we can define B1 = B2 to be columns of all
zeros so that B3,3 meets β0 in direction (1, 0) at distance 0.) To design an odd sum in
column Bn, define Bn(0, 0) = Bn(0, 1) = Bn(0, 2) = 1. At this discrete time step, Bn−1
intersects the translate S + (n, 0) at the two bits Bn−1(0, 0) and Bn−1(0, 2); for the next
translate of S, the column Bn−1 will intersect the translate S + (n+1, 0) at the three bits
Bn−1(0, 0), Bn−1(0, 1) and Bn−1(0, 2). Therefore, the proof of the claim is completed by
the inspection of two cases for the translate S + (n+ 1, 0).
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Figure 3.7: One-column extension having even sum
case i): The one-column extension Bn+1 requires an even sum.
In this case, design an even sum in column Bn+1 by defining Bn+1(0, 0) = Bn+1(0, 1) = 1
and Bn+1(0, 2) = 0. At this discrete time step, Bn intersects the translate S + (n + 1, 0)
at the sum of the two bits Bn(0, 0) + Bn(0, 2) = 0, whereas for the next translate of S,
the column Bn will intersect the translate S + (n + 2, 0) at the sum of the three bits
Bn(0, 0) + Bn(0, 1) + Bn(0, 2) = bn = 1. In this way, both the S + (n + 2, 0) translate
and the S + (n+ 3, 0) translate will require even sums so that we define Bn+2 = Bn+3 as
columns of all zeros, which completes the proof of the claim. See Figure 3.7.
case ii): The one-column extension Bn+1 requires an odd sum.
In this case, design an odd sum in column Bn+1 by defining Bn+1(0, 0) = 1 and
Bn+1(0, 1) = Bn+1(0, 2) = 0. At this discrete time step, Bn intersects the translate
S + (n + 1, 0) at the sum of the two bits Bn(0, 0) + Bn(0, 2) = 0, whereas for the next
translate of S, the column Bn will intersect the translate S + (n+ 2, 0) at the sum of the
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three bits Bn(0, 0) + Bn(0, 1) + Bn(0, 2) = bn = 1. The translate S + (n + 2, 0) will then
require an even sum: define Bn+2(0, 0) = Bn+2(0, 1) = 1 and Bn+2(0, 2) = 0. In this way,
both the S + (n + 3, 0) translate and the S + (n + 4, 0) translate will require even sums
so that we define Bn+3 = Bn+4 as columns of all zeros, which completes the proof of the
claim. See Figure 3.8.
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Figure 3.8: One-column extension having odd sum
Now that we have demonstrated the transitivity of the horizontal (and vertical) com-
ponent of MF (X), we show that the block B5,3 ∈ F (X) of all 1’s can not meet the 5 × 3
block of all 0’s within F (X) in direction (1, 0) at any distance.
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
0 0 0 0
0
0
0
0 0 0
0
0
0 0
0 0
Figure 3.9: A 4× 3 block of 1’s meets 4× 3 block of 0’s
Consider first the 4× 3 block of all 1’s: in order for this block to meet the 4× 3 block
of all 0’s, there must exist two overlapping h-paths in MF (X) of the same length with both
h-paths having source β1 (the 3 × 3 state/block of all 1’s) and target β0. Notice that
whenever a one-column block Bn having a sum Bn(0, 0) + Bn(0, 1) + Bn(0, 2) = bn = 1
is horizontally 3-concatenated onto an existing 3-phrase, the symmetry of the shape S
results in the column Bn intersecting the translate S + (n + 2, 0) with the same sum
bn = 1. Therefore, in order to horizontally 3-concatenate two subsequent columns Bn+1
and Bn+2 having columnar sums bn+1 = bn+2 = 0, the one-column block Bn+1 must be
such that Bn+1(0, 1) = 1 which requires that either Bn(0, 0) = 1 or Bn(0, 2) = 1 but not
both. So for overlapping h-paths to reach state β0 simultaneously, they must describe a
4-phrase with horizontal reflection symmetry. (See Figure 3.9.) For the 5× 3 block of all
1’s, such reflection symmetry cannot exist. Therefore, block B5,3 ∈ F (X) of all 1’s can
not meet the 5× 3 block of all 0’s within F (X) in direction (1, 0) at any distance.
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There do exist conditions on the graph MF (X) that are sufficient for the factor language
F (X) to be horizontally transitive. We state the horizontal case only, as the vertical case
is analogous.
Proposition 3.2.4 Suppose a two-dimensional shift of finite type X is such that F (X) =
L(MF (X)) for MF (X) = (Q,E, s, t, λ). If the subgraph M
h
F (X) is transitive and if for every
four states q0, q1, q
′
0, q
′
1 having q0 ⇀ q1, q0  q
′
0, and q1  q
′
1, it necessarily follows that
q′0 ⇀ q
′
1, then F (X) is horizontally transitive.
Proof. Let β1, β2 ∈ F (X) be any two blocks in the language defined by Q = Fk,k(X).
Without loss of generality, we may assume that the two blocks have the same height. The
proof by induction on the number of rows m will be similar to the proof of Proposition
3.1.7. Let m = k for the basis step: then B′ meets B′′ in direction (1, 0) within F (X) since
MhF (X) is transitive. Now assume by the induction hypothesis that β1 meets β2 in direction
(1, 0) within F (X) for all blocks β1, β2 ∈ F (X) ∩ Σ
m,n and consider B′m+1,n′, B
′′
m+1,n′′ ∈
F (X). Let β1 = {B
′
m+1,n′(i, j) : 0 ≤ i ≤ n
′ − 1, 0 ≤ j ≤ m − 1}, and similarly, let
β2 = {B
′′
m+1,n′′(i, j) : 0 ≤ i ≤ n
′′ − 1, 0 ≤ j ≤ m − 1}. Then by the induction hypothesis,
there exists B∗m,n+n′′ ∈ F (X) such that B
∗
m,n+n′′ encloses β1 and β2 in direction (1, 0)
within F (X). Now label an (m+1)× (n+n′′) rectangular shape as T , and begin to define
B : T → Σ in the following way.
B(i, j) =

B′m+1,n′(i, j) for 0 ≤ i ≤ n
′ − 1, 0 ≤ j ≤ m
B∗m,n+n′′(i, j) for n
′ ≤ i ≤ (n− 1), 0 ≤ j ≤ m− 1
B′′m+1,n′′(i− (n), j) for n ≤ i ≤ n+ n
′′ − 1, 0 ≤ j ≤ m
(3.2.8)
(Here, we may assume that as defined thus far, block B occurs in X: as in the proof
of Proposition 3.1.7, before defining B we may first extend the blocks β1 and/or β2 by
k − 1 columns to ensure that this happens.) The completion of block B is guaranteed
by states from MF (X), beginning at the left-most undefined cell in the top row of B and
working across the top row by following edges in Eh. More formally, in MF (X) there
exists states q0 = B{(m − 2, n
′ − 2), (m − 2, n′ − 1), (m − 1, n′ − 2), (m − 1, n′ − 1)},
q′0 = B{(m−1, n
′−2), (m−1, n′−1), (m,n′−2), (m,n′−1)}, and q1 = B{(m−2, n
′−1), (m−
2, n′), (m−1, n′−1), (m−1, n′)}; the existence of state q′1 is guaranteed by A(X) = F (X)
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and supplies the label for B(m,n′), while the condition “for every four states q0, q1, q
′
0, q
′
1
having q0 ⇀ q1, q0  q
′
0, and q1  q
′
1, it necessarily follows that q
′
0 ⇀ q
′
1” guarantees the
acceptance of the block with this additional label. When we reach the right-most undefined
cell in the top row of B, the state q′1 = B{(m − 1, n − 1), (m − 1, n), (m,n − 1), (m,n)}
is already predetermined, while the acceptance of all transitions is guaranteed by the
condition involving the four states of MF (X).
The conditions of Proposition 3.2.4 are sufficient but not necessary for the language
F (X) to be horizontally transitive. For example, the graph of the Three-dot System
provided in Figure 2.4 does not meet the conditions of Proposition 3.2.4, although the
Three-dot System is known to be mixing and is therefore both horizontally and vertically
transitive.
While the graph representations discussed here employ horizontal and vertical tran-
sitions, these graphs can still provide information about transitivity in other directions.
However, it will be necessary to place bounds on the neighborhood in question.
Proposition 3.2.5 Suppose a two-dimensional shift of finite type X is such that F (X) =
L(MF (X)) for an automaton MF (X) = (Q,E, s, t, λ). If F (X) is uniformly transitive in
direction (u, v), then MF (X) is transitive.
Proof. Consider any two states q′, q′′ ∈ Q = Fk,k(X). As F (X) is uniformly transitive
in direction (u, v), there must exist a block B ∈ F (X) that minimally encloses q′ and q′′
in direction (u, v) such that d(q′, q′′) < K for some positive integer K. (Recall that by
definition, q′ meets q′′ within F (X) in direction (u, v) if and only if q′ meets q′′ within
F (X) in direction (−u,−v).) The proof is completed by the inspection of two cases based
on the direction (u, v).
case i) If u, v ≥ 0, then in B there exists some k-phrase P such that s(P ) = q′, t(P ) = q′′
and P is accepted by MF (X). In other words, there must exist some path Λ in MF (X) from
q′ to q′′. (See diagram (a) in Figure 3.10.) The case when u, v ≤ 0 is similar.
case ii) Suppose u > 0, v < 0. (If u = 0, then the result is trivial, as there would exist
some path connecting q′ and q′′ in MvF (X) = (Q,Ev, s, t, λ).) We shall use extension to
create a block too large to be contained in theK-neighborhood. Consider vector (K+k, h′)
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(u,v)
d
B
B’’h+k,k
(a) (b)
Figure 3.10: Uniform transitivity in direction (u, v)
that is parallel to (u, v). Then h′ = v
u
(K + k). (See left portion of diagram (b) in Figure
3.10.) Consider a block B′′h+k,k ∈ F (X) where h > h
′ by extending q′′ below by h-many
columns so that q′′ appears in the top portion of the new block. Then q′ meets B′′ within
F (X) in direction (u, v) at distance d < K. (See right portion of diagram (b) in Figure
3.10.) Therefore, it must be the case that q′′ appears above and to the right of q′ in the
block B that minimally encloses q′ and B′′. So there must exist some path Λ in MF (X)
from q′ to q′′.
The case when u < 0 and v ≥ 0 is similar.
If X is a shift of finite type having property A(X) = F (X), then given K ≥ 0 it is
decidable whether F (X) exhibits uniform horizontal (vertical) transitivity at distance K.
Let us first outline how the MF (X) construction facilitates the proof.
Suppose we are given an m′ × n′ block B′ ∈ F (X) and an m′′ × n′′ block B′′ ∈ F (X).
To show uniform horizontal transitivity, we must demonstrate that we can find a block
B ∈ F (X) that encloses B′ and B′′ in such a way that the bottom left corners of B′ and
B′′ appear at vertices (0, 0) and (n′ + k, 0), respectively, for some k ≤ K. (See diagram
(a) of Figure 3.11: since A(X) = F (X), we may always extend blocks upward so that
a given pair of blocks have the same height m.) Let MF (X) = (Q,E, s, t, λ) be a graph
representation of F (X), where we assume that 2× 2 states were used in the construction.
For every m× n block B ∈ F (X), there must exist some (m− 1)× (n− 1) block path in
MF (X) that recognizes B. (Refer to Figure 2.6 for the dimension of a block versus a block
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path.) So suppose that B′ is recognized by some (m − 1) × (n′ − 1) block path pi′ and
that B′′ is recognized by some (m−1)× (n′′−1) block path pi′′, where we assume without
loss of generality that n′, n′′ ≥ 2. Horizontal transitivity can be illustrated by finding a
block path pi in MF (X) such that the states in the initial (left) column of pi agree with
the states in the final (right) column of pi′ and such that the states in the final column of
pi agree with the the states in the initial column of pi′′. For example, if a block path of
length 3 overlaps the given blocks in the desired way, then the distance at which the two
blocks meet would be zero, since this implies that the original two blocks touch. Uniform
horizontal transitivity at distance K can be satisfied by finding a (m− 1)× (k + 3) block
path pi for some k ≤ K such that ∀j ∈ {0, 1, . . . , m − 2}, pi′(n′ − 2, j) = pi(0, j) and
pi(k + 2, j) = pi′′(0, j). A block path of length k + 3 is needed to represent a block of
length k+ 4 that overlaps the final two columns of symbols (comprising one v-path in pi′)
and initial two columns of symbols in blocks B′ and B′′, respectively. (See diagram (b) of
Figure 3.11, where the block path pi that overlaps with pi′ and pi′′ is indicated with dashed
lines, while the darker shading indicates the initial and final v-paths of pi that overlap with
v-paths of pi′ and pi′′.)
B' B''
pi' pi''
k symbols k+4 symbols
(a) (b)
Figure 3.11: Blocks and block paths over 2× 2 states
Theorem 3.2.6 If X is a two-dimensional shift of finite type having property A(X) =
F (X), then given a distance K, there is an algorithm which decides whether F (X) has
uniform horizontal transitivity at distance K.
The proof will be comprised of four steps. To begin, the uniformity condition is used to
place the question into the framework of one-dimensional languages so that several well-
known results concerning one-dimensional recognizable languages may be applied. We
first use the fact that if two one-dimensional languages are recognizable, then their union
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is also known to be recognizable. The second application concerns the product L1L2 of
two one-dimensional languages L1 and L2 given by L1L2 := {x1x2 : x1 ∈ L1, x2 ∈ L2}.
(Informally, a string of symbols belongs to L1L2 if it can be written as a string in L1
followed by a string in L2.) Finally, we will use the result that it is decidable whether two
one-dimensional languages are equal or not.
Proof. Step 1: Let MF (X) = (Q,E, s, t, λ) be a graph representation of F (X). For
i ∈ {1, 2, . . . , k + 2}, form the set Hi of all h-paths of length i found in MF (X). For each
Hi, form the one-dimensional finite automaton Mi in the following way.
• Define the states of Mi to be the set Hi.
• Define a transition from state h = q0 ⇀ q1 ⇀ . . . ⇀ qi−1 to state h
′ = q′0 ⇀ q
′
1 ⇀
. . . ⇀ q′i−1 if and only if ∀j ∈ {0, 1, . . . , i − 1}∃ev ∈ E such that s(ev) = qj and
t(ev) = q
′
j .
• An edge from h to h′ is given the label h.
Note that each Mi is essentially a one-dimensional vertex shift representing the set of all
block paths of length i+ 1 that represent blocks in F (X).
Step 2: For each finite automaton Mi, form the language Li by taking products of
the sequences of states found in the lower portions of the first and last columns of the
represented block paths in the following way. First distinguish between states in the left
and right columns of a block by forming two different alphabets Q and Q′. Then let
Li := {αjωj}, where if pi = h0h1 . . . hm ∈ L(Mi) is a path of “height” m, then for all
j ∈ {0, 1, . . . , m − 1} , αj = pi(0, 0)pi(0, 1) . . . pi(0, j) = q
0
0q
1
0 . . . q
j
0 is a sequence of states
found in the bottom part of the first column of pi; that is, qs0 is the source of the h-path hs
for s ∈ {0, 1, . . . j}. In a similar fashion, ωj = [pi(i − 1, 0)]
′[pi(i − 1, 1)]′ . . . [pi(i − 1, j′)]′ =
q
′0
i q
′1
i . . . q
′j
i is a sequence of states found in the bottom part of the last column of the same
block path pi; that is, q
′s
i is the target of the h-path hs for s ∈ {0, 1, . . . j}. Now define the
recognizable language L to be L1 ∪ L2 ∪ . . .Lk+2. Thus defined, L represents the set of
all blocks that can meet in direction (1, 0) at distance k ≤ K in F (X). As the language
L is formed from the labels of bi-infinite sequences of the vertex shifts Mi, the language
L is not necessarily finite.
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Step 3: Consider MvF (X) = (Q,Ev, s, t, λ), the restriction of the graph representation of
F (X) to vertical transitions only. Relabel MvF (X) to be a vertex shift where the transition
q  r is labeled with q. (We are interested in columnar block paths rather than the
symbols from the alphabet Σ.) Denote by L the language recognized by this relabeled
finite automaton, and create a second language L′ from L by attaching a prime to each
state’s symbol. So if the alphabet for L is Q = {q1, q2, . . . , qf}, then the alphabet for L
′
is Q′ = {q′1, q
′
2, . . . , q
′
f}. Now define the recognizable language LL
′ to be the product of L
and L′. This language LL′ represents the possibility of any two blocks in F (X) meeting
in direction (1, 0).
Step 4: It is decidable whether LL′ = L.
Theorem 3.2.6 can be analogously reworded to determine if L(MF (X)) = F (X) exhibits
uniform vertical transitivity at distance K. Transitivity in the horizontal and/or vertical
direction is of particular interest, since the graph MF (X) is defined based on these types
of transitions. Furthermore, the definition of periodicity in the two-dimensional case is
based on horizontal and vertical movement.
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4 Periodicity
In one-dimensional symbolic dynamics, it is known that any shift space X that can be
represented by a finite automaton must contain a periodic point under the Z action of
coordinate-wise translation [25]. For a two-dimensional shift space X, we are interested
in the Z2 action of translating elements of X and the periodic points that may occur as
a result of this action. In the two-dimensional case, however, even a shift of finite type
can be aperiodic (see [17] for an example of such a shift space). In this chapter, we limit
our focus to two-dimensional shift spaces where the factor language F (X) is equivalent
to the local language A(X). For such two-dimensional FPR languages, periodic points
of a specified period can be identified by the presence of h-cycles and v-cycles in the
graph MF (X) that represents X. In particular, Theorem 4.1.4 states that if F (X) = A(X)
exhibits uniform horizontal transitivity at distance K, then X must contain a periodic
point with a bounded least period. Proposition 4.1.5 provides an algorithm for finding all
periodic points up to a specified bound in the shift of finite type X represented by graph
MF (X). Using this algorithm, various examples of two-dimensional periodic points and the
(sub)graphs that represent them are provided in Section 4.2.
Before discussing periodic points in two-dimensional shift spaces, we need a more pre-
cise notion of what it means for a point to be periodic under the action of Z2. Given
the two-dimensional shift space X, x ∈ X is periodic of period (a, b) ∈ Z2 \ {(0, 0)} iff
x(i,j) = x(i+a,j+b) for every (i, j) ∈ Z
2. Furthermore, if x is periodic, then there exists
a, b > 0 such that x(i,j) = x(i+a,j) = x(i,j+b) = x(i+a,j+b) for every (i, j) ∈ Z
2, in which case
we say that x is doubly periodic of period (a, b). If a and b are such that
• a = min{a : x is doubly periodic of period (a, b)} and
• b = min{b : x is doubly periodic of period (a, b)},
then we say that (a, b) is the least double period of x. For example, the point x in Figure
4.1 is not doubly periodic of period (3, 2) since x(0,0) = A 6= B = x(3,0), although x is
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periodic of period (3, 2) since x(i,j) = A = x(i+3,j+2) for every (i, j) ∈ Z
2 as indicated by
the boxed symbols in Figure 4.1.
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Figure 4.1: Point with least double period (6, 4)
4.1 Doubly Periodic Points in Two-dimensional Shift Spaces
Proposition 4.1.1 guarantees the existence of a periodic point under certain conditions. The
proposition begins with identifying h-cycles of a fixed length in MF (X). (Alternatively, the
proposition could identify v-cycles in MF (X).)
Proposition 4.1.1 Let X be a two-dimensional shift of finite type having property A(X) =
F (X) and graph representation MF (X) = (Q,E, s, t, λ). There exists a point x ∈ X being
doubly periodic of period (a, b) ∈ Z2 \ {(0, 0)} iff there exist h-cycles {Λ1,Λ2, . . . ,Λb} in
MF (X) (where for 1 ≤ ρ ≤ b Λρ is denoted by Λρ = qρ1 ⇀ qρ2 ⇀ . . . ⇀ qρa ⇀ qρ1) such
that
i) for 1 ≤ ρ ≤ b, |Λρ| = a,
ii) for 1 ≤ i ≤ b, 1 ≤ j ≤ a, there exists ev ∈ E such that ev = qij  q(i+1)j , and
iii) for 1 ≤ j ≤ a, there exists ev ∈ E such that ev = qbj  q1j .
Proof. Say x is doubly periodic of period (a, b), and consider a design on the normalized
b × a shape T which we denote xT = Bb,a. Then by the definition of doubly periodic,
xT = xT+(a,0) = xT+(0,b) = Bb,a. (See, for example, Figure 4.1). In particular, for the
normalized (b + 1) × a shape T ′, the block B′b+1,a that occurs in x must be accepted by
MF (X) in such a way that conditions (i), (ii), and (iii) are fulfilled, since the states of
MF (X) have distinct labels.
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For the converse, let cycles {Λ1,Λ2, . . . ,Λb} be as given and consider the following
repetition of these cycles:
...
...
...
...
   
· · · q1a ⇀ q11 ⇀ · · · ⇀ q1a ⇀ q11 ⇀ · · ·
   
· · · qba ⇀ qb1 ⇀ · · · ⇀ qba ⇀ qb1 ⇀ · · ·
   
...
...
...
...
   
· · · q1a ⇀ q11 ⇀ · · · ⇀ q1a ⇀ q11 ⇀ · · ·
   
· · · qba ⇀ qb1 ⇀ · · · ⇀ qba ⇀ qb1 ⇀ · · ·
...
...
...
...
This collection of edges satisfies the requirements for a grid-infinite path, and as such,
Corollary 2.1.7 guarantees the existence of some point x ∈ X having the property that
x(i,j) = x(i+a,j) = x(i,j+b) = x(i+a,j+b) for every (i, j) ∈ Z
2. In other words, x is doubly
periodic of period (a, b).
In Proposition 4.1.1, neither cycles nor states (even within the same cycle) need be
distinct. Consider a point having least double period (a, b): If each state in some b × a
block path representing the point were distinct, then the number of states required to
represent the point would be ab.
Corollary 4.1.2 Given the graph representation MF (X) of a two-dimensional shift of finite
type X, the maximum number of states required to represent a point having least double
period (a, b) is ab.
It is possible for a subgraph of two states to be both necessary and sufficient for a graph
MΦF (X) to represent a shift space Y that contains a fixed point. For example, consider the
subgraph of 2 states connected in both an h-cycle and a v-cycle as in Corollary 2.3.5 for
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some non-deterministic MΦF (X). If A = B so that the pair of states have the same labels,
then this pair of states suffice to represent a fixed point of the shift space. When viewed
in the context of MΦF (X), however, the states may be distinct although their labels are not.
(Say one of the states is distinguished by a vertical transition that the other state lacks.)
If the sofic shift space Y represented by MΦF (X) has no single state representing a fixed
point (that is, no state has both an h-loop and a v-loop associated with it), then the pair
of states represent a subgraph of minimum size capable of representing a fixed point in Y .
This simple example illustrates that in Proposition 4.1.1, the conditions for a point x to
be doubly periodic of period (a, b) - while still sufficient - are no longer necessary in the
more general sofic case. That is, the maximum number of states required to represent a
point having least double period (a, b) might exceed ab if the labels on the states are not
distinct.
Proposition 4.1.3 Let Y be a two-dimensional shift space with graph representation
MΦF (X) = (Q,E, s, t, λ). If there exists a point y ∈ Y being doubly periodic of period
(a, b) ∈ Z2 \ {(0, 0)}, then for some k > 0, there exist h-cycles {Λ1,Λ2, . . . ,Λkb} in M
Φ
F (X)
(where for 1 ≤ ρ ≤ kb, the h-cycle Λρ is denoted by Λρ = qρ1 ⇀ qρ2 ⇀ . . . ⇀ qρka ⇀ qρ1)
such that
i) for 1 ≤ ρ ≤ kb, |Λρ| = ka,
ii) for 1 ≤ i ≤ kb, 1 ≤ j ≤ ka, there exists ev ∈ E such that ev = qij  q(i+1)j , and
iii) for 1 ≤ j ≤ ka, there exists ev ∈ E such that ev = qkbj  q1j .
The existence of uniform horizontal transitivity (or uniform vertical transitivity) for
L(MF (X)) = F (X) guarantees that the shift space X has a periodic point.
Theorem 4.1.4 Let X be a two-dimensional shift of finite type having property F (X) =
A(X). If F (X) exhibits uniform horizontal transitivity at some distance K, then X has a
periodic point of least double period (a, b) for some a ≤ K + 2.
Proof. Let MF (X) = (Q,E, s, t, λ) be the graph representation of F (X) and consider some
v-cycle contained in MvF (X), say θ = q0  q1  . . .  qp = q0. (Such a v-cycle must exist
since MvF (X) represents a one-dimensional sofic shift space, which must contain a periodic
point.) Denote by B the (p + 2) × 2 block described by λ(θ), and for i ≥ 1 consider the
set {Bi} of (ip + 2) × 2 blocks that result from repeatedly traveling the v-cycle θ. Since
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F (X) exhibits uniform horizontal transitivity, Bi meets Bi at a distance k ≤ K. As the
set {Bi} is infinite, there must exist m ≤ K such that blocks from a (countably) infinite
subset S ⊆ {Bi} all meet themselves at distance m. For each B
j
i ∈ S, let C
1
i , C
2
i , . . . C
j
i . . .
be the blocks that connect Bji with B
j
i . Since {C
j
i } is also infinite and since each block C
j
i
has length m, there must exist a block CJI with the property that the h-path connecting
q0 to q0 whose label describes the bottom row of C
J
I equals the h-path connecting q0 to
q0 whose label describes the top row of C
J
I . (There exist only a finite number of h-paths
connecting q0 to q0 since the graph MF (X) is finite.) Finally, define the block BIp+1,m+2 by
BIp+1,m+2(i, j) =
 BI(i, j) for 0 ≤ i ≤ 1, 0 ≤ j ≤ IpCJI (i− 2, j) for 2 ≤ i ≤ m+ 2, 0 ≤ j ≤ Ip (4.1.1)
Then BIp+1,m+2 contains all but the top row of symbols in blocks BI and C
J
I so that
BIp+1,m+2(i, j) = BIp+1,m+2(i+ a, j + b) with a = m+ 2, b = Ip+ 2 is a block that makes
up a doubly periodic point of period (a, b).
Notice that the converse to Theorem 4.1.4 is false. For example, one can easily find
periodic points in the Full-square System, yet it was shown that the factor language of the
Full-square System lacks horizontal (and vertical) transitivity. When they exist, doubly
periodic points of a given period (a, b) can be located for a two-dimensional shift of finite
type X through use of the MF (X) graph representation regardless of whether L(MF (X))
exhibits uniform transitivity or not.
Proposition 4.1.5 Given a, b > 0 and a graph representation MF (X) = (Q,E, s, t, λ) of
the two-dimensional shift of finite type X, there is an algorithm which locates all points of
X having double period (a, b).
Proof. By inspection of the graph MF (X), first find all h-cycles of length a in MF (X).
Distinguish cycles by their initial state, making permutations of the same cycle distinct,
so that there will be at most |Q|a cycles. Denote by Θ this collection of cycles having length
a, and set |Θ| = z. For 1 ≤ ρ ≤ z denote θ ∈ Θ by θρ = qρ1 ⇀ qρ2 ⇀ . . . ⇀ qρa ⇀ qρ1 .
Next inspect pairs of cycles θf , θg ∈ Θ. (Here θf = θg is not precluded, so that there
exists at most z2 comparisons.) If it is true that ∀j ∈ {1, 2, · · · , a}, ∃ev ∈ E such that
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ev = qfj  qgj , then denote this pair as γfg. The collection of all such pairs is to be denoted
by Γ.
Say that γfg overlaps γf ′g′ iff g = f
′. Periodic points can be found by progressively
overlapping pairs found in Γ: If there exists γfg ∈ Γ such that f = g, then there exists
a point x ∈ X being doubly periodic of period (a, 1); if there exists γfg, γf ′g′ ∈ Γ such
that γfg overlaps γf ′g′ in such a way that g
′ = f , then there exists a point x ∈ X being
doubly periodic of period (a, 2); and so on.
Given a graph representation M of a one-dimensional sofic shift, it is fairly easy to
locate periodic points, as one need only check the graph for cycles (which must exist in
the one-dimensional case). In the two-dimensional case, even a shift of finite type may be
aperiodic; when doubly periodic points do exist, it is apparent from Proposition 4.1.5 and
Proposition 4.1.3 that the process of locating these points will not be so straightforward, as
one must inspect the graph MΦF (X) for overlapping h-cycles of length ka. More specifically,
for a sofic subshift Y and a point y being doubly periodic of period (a, b), there may not
exist a grid-infinite path Π such that Π(i, j) = Π(i + a, j + b) for all (i, j) ∈ Z2 although
y(i, j) = y(i + a, j + b) for all (i, j) ∈ Z2. Rather, it may be the case that we need to
find some k > 1 such that Π(i, j) = Π(i + ka, j + kb) for all (i, j) ∈ Z2, as the states
need no longer have distinct labels. (If k = 1, the conditions of Proposition 4.1.3 become
the necessary conditions of Proposition 4.1.1.) For our discussion of periodic points, we
therefore focus on those doubly periodic points of period (a, b) that are represented by a
grid-infinite path Π having Π(i, j) = Π(i+ a, j + b) for all (i, j) ∈ Z2, such as those found
in MF (X) representing a shift of finite type X.
4.2 Examples
In this section, we provide examples of subgraphs representing doubly periodic points
of least period (a, b) given that a, b ∈ {1, 2, 3}. In particular, we comment on graphs
of minimum size capable of representing a point of least double period (a, b) given that
a, b ∈ {1, 2, 3}, and then we generalize these graphs of minimum size to include certain
other types of doubly periodic points.
Given least double period (a, b), Corollary 4.1.2 provides an upper bound on the number
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of states required to represent such a point in the graph of a two-dimensional shift of finite
type. Furthermore, for all a, b ≥ 1 there exists some graph representing a point for which
this upper bound ab is strict, provided the alphabet is large enough for the necessary
number of distinct states to exist. The task of finding a lower bound on the number of
states needed to represent a point of least double period (a, b) is a bit more arduous.
(a) (b) (c) (d)
Figure 4.2: Vertex shifts in one-dimensional case
In the one-dimensional case, suppose we consider the set of all bi-infinite sequences
(i.e. points in some one-dimensional shift space) having least period a. The maximum
number of states required for a vertex shift to represent such a point would be a. For
example, let |Σ| = a and let X be the shift space represented by a graph M consisting of
a states connected in a simple cycle. (Figure 4.2 (d) is such an example for a = 3.) At the
other extreme, the vertex shift of size 3 having the underlying graph depicted in Figure
4.2 (c) is the subgraph of minimum size capable of representing some point of least period
a ≥ 3. (Graphs (a) and (b) of Figure 4.2 are the subgraphs of minimum size capable of
representing points of least period 1 and 2, respectively.) If we limit ourselves to vertex
shifts representing one-dimensional subshifts, then in terms of graphs having minimum
size, there are exactly four non-isomorphic subgraphs capable of depicting a point having
least period a ∈ {1, 2, 3}. These are documented in Figure 4.2.
According to the standard definition of doubly periodic, a fixed point in a two-dimensional
shift space has least double period (1, 1). Using the MF (X) construction with 2× 2 states,
fixed points are the only doubly periodic points that can be represented by a subgraph
comprised of a single state due to the need for both an h-loop and a v-loop at the same
state . For two-dimensional shifts of finite type then, ab = 1 is both the maximum and
minimum graph size needed to represent a point of least double period (a, b) = (1, 1).
Since a graph of size 1 can only represent a fixed point, ab = 2 is both the maximum
and minimum graph size needed to represent a point of least double period (2, 1) or (1, 2)
for two-dimensional shifts of finite type. In regards to other graphs of size 2, recall that
according to Proposition 2.3.1, graph (c) of Figure 4.2 is a forbidden (sub)graph for any
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MF (X) having 2×2 states that represents a two-dimensional shift space. Therefore, doubly
periodic points represented by two states can only have h-cycles of length 1 or 2 -not both,
and likewise for v-cycles. For example, if we can locate a subgraph of MF (X) comprised of
two distinct states that have v-loops and that are connected in a h-cycle of length 2, then
we will have located a point in the shift space having double period (2, 1). (See graph (a)
of Figure 4.3.) These two-dimensional points are rather uninteresting, as they take on the
appearance of an infinite number of copies of a one-dimensional point of period 2 that are
“stacked” vertically one upon the other. For example,
...
...
...
...
· · · a b a b · · ·
· · · a b a b · · ·
...
...
...
...
is such a point. Therefore, unless otherwise noted, when discussing points having least
double period (a, b) we shall assume that a, b > 1.
(b)(a)
Figure 4.3: Points of double period (2, 1) and (1, 2)
It is possible, however, for two states in a graph MF (X) to be capable of representing
a two-dimensional point of double period (2, 2). This graph of minimum size capable of
representing a point of least double period (2, 2) is not the graph of maximum size capable
of representing a point of least double period (2, 2).
Proposition 4.2.1 Using the MF (X) construction to represent a shift of finite type X,
there exist exactly two (up to isomorphism) subgraphs capable of representing a point having
least double period (2, 2).
Proof. Consider graph (b) of Fig 4.4 containing four states. By Proposition 4.1.1, any
x ∈ X having least double period (2, 2) has such a set of four states with the corresponding
transitions implied by some 2× 2 factor Π′ of the grid-infinite path representing the point
x. Denote by G this graph corresponding to the block path Π′. To find a smaller graph
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representing a point of double period (2, 2), we could identify multiple appearances of the
same state within G and then “glue” these states together to create a graph with distinct
states as required in the construction of MF (X). By inspection, however, we can see that
combining any one pair of states in graph (b) of Figure 4.4 would “collapse” a cycle and
lead to the creation of a forbidden subgraph. (For example, if we glue state 1 to state 4,
nondisjoint h-cycles of length 2 are formed.) We may, however, glue multiple pairs of states
even if glueing these states produced forbidden subgraphs when applied independently of
one another. Notice, though, that if we glue state 1 to state 2 and glue state 3 to state 4,
we create graph (b) of Figure 4.3. That is, the graph no longer represents a point having
double period (2, 2). So we see that the only way to glue states while maintaining cycles
of length 2 without creating a forbidden subgraph is to glue state 1 to state 4 and glue
state 2 to state 3. The result is graph (a) of Figure 4.4. Any further reduction in the size
of the graph would collapse both cycles into a single state representing a fixed point.
(a) (b)
1 2
3 4
Figure 4.4: Subgraphs representing point of double period (2, 2)
We will continue to employ the construction introduced in the proof of Proposition
4.2.1 to create a deterministic graph from a block path. That is, starting with a graph of
size ab representing the maximum number of possible states as provided by Corollary 4.1.2,
we seek out possible multiple occurrences of the same state. The graph is then decreased
in size by glueing together multiple copies of the state into a single state that preserves
all transitions. More formally, if G = {Q,E, s, t, λ} is such that λ(qi) = λ(qj) for some
i 6= j, then construct a deterministic graph G′ = {Q′, E ′, s, t, λ} from G in the following
way. Define the set of states Q′ based upon the set of states Q: if qi, qj ∈ Q are such
that λ(qi) = λ(qj) (here, i = j is not precluded), then this defines a unique state q
′ ∈ Q′
having λ(q′) = λ(qi) = λ(qj). Define the edge set E
′ based upon the edge set E: if e ∈ E
has source s(e) = qs and target t(e) = qt, then this defines a unique edge e
′ ∈ E ′ having
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s(e′) = q′s and target t(e
′) = q′t, where λ(q
′
s) = λ(qs) and λ(q
′
t) = λ(qt). In particular, when
λ(qi) = λ(qj) for some i 6= j, the edge in G having s(e) = qi and t(e) = qj will appear as a
loop in G′. We refer to this process of constructing a smaller, deterministic graph from an
existing (non-deterministic) graph as state amalgamation. The case where an entire cycle
is reduced to a single state is referred to as collapsing a cycle.
A two-dimensional point of period (2, 2) represented by 4 states as depicted in graph
(b) of Figure 4.4 can be located in Figure 2.9 over the four qi states (i = 1, 2, 3, 4). A
subgraph over two states as pictured in graph (a) of Figure 4.4 can be located in the
Diagonal-shift System. (See Figure 2.7, states q4 and q5.)
Alternately, we could have applied Corollary 2.3.5 to negate the existence of any doubly
periodic point of period (2, 2) over a subgraph of size 3. We do so here for future reference.
Lemma 4.2.2 Given a shift of finite type X, no x ∈ X of least double period (a, 2) can
be represented by a subgraph of MF (X) comprised of exactly 3 states.
Proof. By Proposition 4.1.1, a graph representing a point of double period (a, 2) would
need to exhibit v-cycles of length 2, but Corollary 2.3.2 states that v-cycles of length 2
must be disjoint. This implies that the only valid combination of v-cycles of length 2 over
3 states would be one v-loop and one v-cycle of length 2. Let q, r and s be the three states
in the subgraph, and suppose that the v-cycle of length 2 connects q and r, while s has the
v-loop. The proof is completed by the presence - or lack thereof - of a horizontal transition
between q and r. Suppose such a transition exists. In this case, the labels of the states
must be those given in Corollary 2.3.5. If this were so, then there would be no state that
could satisfy the condition for s (has a v-loop) while at the same time coexisting in an
h-cycle with q and/or r. On the other hand, if no horizontal transition exists between q
and r, then one of q or r must have an h-loop for an edge, while the other must comprise
an h-cycle of length 2 with s. (Otherwise, either h-cycles of length 2 are connected, or the
three states form two separate subgraphs.) Without loss of generality, suppose q has the
h-loop. Then the v-loop at s and the v-cycle of length 2 connecting q and r imply that
s =
C D
C D
q =
A A
B B
and r =
B B
A A
.
Then s ⇀ r ⇒ A = B = D and r ⇀ s ⇒ A = B = C. That is, A = B = C = D so that
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q = r = s, and the only points of a shift space that can be represented by a single state
are fixed points.
Naturally, Lemma 4.2.2 could also be stated in terms of points having least double
period (2, b). However, here and in the sequel, we need only focus on points of least
double period (a, b) where a ≥ b, since all other discussions are analogous.
When max{a, b} = 3, one must take care not to create graph diamonds of size 2 during
the amalgamation process.
Proposition 4.2.3 Using the MF (X) construction to represent a shift of finite type X,
there exist exactly three (up to isomorphism) subgraphs capable of representing a point
having least double period (3, 2).
Proof. Begin with the collection of 6 states that would appear in a 2× 3 block path Π′ of
a grid-infinite path representing some doubly periodic point of period (3, 2). Form graph
G from the block path Π′ as before. States within the h-cycles of length 3 must all be
distinct - otherwise there would exist nondisjoint v-cycles of length 2. A valid subgraph
is created by collapsing one of the v-cycles of length 2, resulting in a graph consisting of 5
states. (Such a subgraph can be found in the graph given in Figure 2.9, where the edge set
does not contain the h-loop at the state labeled p.) However, if we attempt to collapse a
second v-cycle, the resulting graph comprised of 4 states would contain a horizontal graph
diamond of size 2, while collapsing all three v-cycles would yield the uninteresting point of
period (3, 1). By returning to the original graph G comprised of 6 states, another option is
discovered through the amalgamation of certain states in adjacent v-cycles. For example,
as depicted in Figure 4.5, we could amalgamate state 1 with state 5 (denote this as the
1/5 state) and amalgamate state 2 with state 4 (denoted as the 2/4 state).
Finally, by Lemma 4.2.2, it has been shown that a doubly periodic point of period (3, 2)
can not exist over three states, which prohibits any further amalgamation possibilities.
So including the original graph of size 6, there exist three distinct graphs capable of
representing doubly periodic points of period (3, 2).
In particular then, for a point x having least double period (3, 2), a graph presentation
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(a) (b)
6 4
1 2 3
5
1
4 6
32
5
(c)
3
1/5
6
2/4
Figure 4.5: State amalgamation
of x must be comprised of at least four states. The Full-square System contains a subgraph
of this size representing a point in the shift space having least double period (3, 2).
Example 4.2.4 Consider the Full-square System X defined via the shape S = {(0, 0),
(0, 1), (1, 0), (1, 1)} and graphed in Figure 3.6. Say we were to define a subgraph by first
bisecting the given graph with a vertical line l drawn through the center of the graph and
then discarding the right side of the bisected graph as well as the two h-loops on the left
side of the graph and all vertical edges intersecting l. Then the remaining subgraph would
represent a two-dimensional point of period (3, 2).
In the proof of Proposition 4.2.3, a pair of amalgamations were applied to nearby non-
adjacent states located in adjacent v-cycles. An application of Proposition 2.3.3 reveals
other general graph structures that appear when states of a block path are amalgamated
with nearby states.
Proposition 4.2.5 Let Π be some grid-infinite path in MF (X) = (Q,E, s, t, λ) represent-
ing the point x ∈ X having double period (a, b) for a, b ≥ 2, and let Π′ be any 2× 2 block
path of Π where
Π′ =
q[i,j+1] ⇀ q[i+1,j+1]
 
q[i,j] ⇀ q[i+1,j]
,
is such that q[i,j+1] = q[i+1,j]. Then the subgraph representing x must contain a subgraph of
3 states q, r, s ∈ Q such that q ⇀ r, q  r, r ⇀ s, and r  s.
Proof. Set r = q[i,j+1] = q[i+1,j]. Then r is the source for both horizontal and vertical
transitions having target in state s = q[i+1,j+1], and likewise, r is target for both horizontal
and vertical transitions having source in state q = q[i,j].
75
Corollary 2.3.4 can be applied to block paths in the same manner.
Proposition 4.2.6 Let Π be some grid-infinite path in MF (X) = (Q,E, s, t, λ) represent-
ing the point x ∈ X having double period (a, b) for a, b ≥ 2, and let Π′ be any 2× 2 block
path of Π where
Π′ =
q[i,j+1] ⇀ q[i+1,j+1]
 
q[i,j] ⇀ q[i+1,j]
,
is such that q[i,j] = q[i+1,j+1]. Then the subgraph representing x must contain a subgraph of
3 states q, r, s ∈ Q such that q ⇀ r, r  q, r ⇀ s, and s  r.
Note that when a = b = 2, if the conditions of both Proposition 4.2.5 and Proposition
4.2.6 appear in the same 2× 2 block path, then the resulting subgraph is that depicted in
Figure 4.4 (a). For example, graph (a) of Figure 4.4 that represents a point of double period
(2, 2) is contained as a subgraph of the graph depicted in Figure 4.5 (c) that represents a
point of double period (3, 2).
Doubly periodic points having period (3, 3) can assume several different graph repre-
sentations. As before, form G from some 3 × 3 factor Π′ of a grid-infinite path Π that
represents such a point. The graph G will contain three h-cycles of length 3, for a total of 9
states (not all of which need be distinct). However, due to the implications of Proposition
2.3.1, we see that each h-cycle of length 3 is either composed of three distinct states (a
horizontal graph triangle) or is the same state repeated three times (an h-loop).
It seems feasible that a subgraph of minimum size representing a point x of least
double period (3, 3) might be obtained by using state amalgamation to create h-loops
and/or v-loops in the graph representing x. So suppose the edge set of the subgraph
representing a point of period (3, 3) contains h-loops and/or v-loops. Such a subgraph
could be constructed from G by collapsing one or more of the cycles into a single state.
For example, if we collapse one of the h-cycles into a single state, then the resulting
subgraph is a valid subgraph over 7 states with exactly one h-loop. In a similar fashion,
one of the v-cycles could be collapsed. However, if we attempt to collapse two of the
h-cycles, a forbidden graph diamond would be created, while collapsing all three h-cycles
would yield the uninteresting point having period (1, 3). It is possible, though, to achieve
a valid subgraph by collapsing one of the h-cycles and one of the v-cycles (the choice of
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which is irrelevant, due to symmetry). The resulting subgraph will contain a single state
that has both h-loops and v-loops. Such a subgraph of 5 states appears in the graph in
Figure 2.9 as does a subgraph of size 5 representing a doubly periodic point of period
(3, 2), but the two subgraphs have differing edge sets. In particular, we have seen that
a graph representing a point of period (3, 2) can not have an edge set containing both
h-loops and v-loops.
However, the graph of size 5 discussed above need not be the smallest graph capable of
representing a point of least double period (3, 3). To explore further possibilities, suppose
the edge set of the subgraph representing a point of period (3, 3) contains neither h-
loops nor v-loops, and let us attempt to construct such a graph from G through state
amalgamation. We can apply Propositions 4.2.5 and 4.2.6 to a block path representing a
point of double period (3, 3) if we are careful with respect to the intersection of horizontal
(vertical) graph triangles that restrict the set of valid labels that may appear on the states
involved. To ease further discussion, let us refer to the states within the 3× 3 block path
Π′ numerically. That is, say
Π′ =
1 ⇀ 2 ⇀ 3
  
4 ⇀ 5 ⇀ 6
  
7 ⇀ 8 ⇀ 9
,
and let graph G correspond to this block path.
Now suppose we amalgamate state 1 with state 5 so that the corresponding graph
triangles intersect at a single state. (Denote this single state with 1/5 as before.) The re-
sulting subgraph will then contain a pair of vertical graph triangles and a pair of horizontal
graph triangles intersecting with opposite orientations on the h-cycles and v-cycles that
pass through the newly formed 1/5 state. (See graph (a) in Figure 4.6: as depicted, the
h-cycles passing through the 1/5 state are oriented counterclockwise, while the v-cycles
passing through the 1/5 state are oriented clockwise.) Alternatively, we could amalgamate
states 5 and 7 so that the resulting subgraph will contain a pair of vertical triangles and
a pair of horizontal triangles intersecting with the same orientation on the h-cycles and
v-cycles that pass through the newly formed 5/7 state. (See graph (b) in Figure 4.6.) We
apply Proposition 4.2.5 and Proposition 4.2.6 to find valid labels for the states of such
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7 8
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5/7 8
96
4
3
1 2
Figure 4.6: Non-isomorphic graphs representing points of period (3, 3)
subgraphs: For example, the two non-isomorphic subgraphs depicted in Figure 4.6 both
appear in the graph representing the shift of finite type defined by the set of 2× 2 blocks
populated with symbols a and b according to the restriction that each block contain at
least one a. Other amalgamations involving a single pair of states are either forbidden or
isomorphic to one of the underlying graphs in Figure 4.6. (For example, amalgamation of
state 5 with state q ∈ {2, 4, 6, 8} would create a graph diamond; amalgamation of states
5 and 3 creates a subgraph isomorphic to that of graph (b) in Figure 4.6; and so on.)
1/5 6/7
b
b a
a
b
a a
b a
a b
b b
b b
a
b
b a
b
a
a b
a
a
b a
b
4
2
3 8
9
Figure 4.7: Amalgamation of two pairs of states
We next consider pairs of amalgamations involving pairs of states. We can apply
Proposition 4.2.5 and Proposition 4.2.6 to two pairs of states and thereby create a subgraph
of size 7 that is non-isomorphic to the previously-created subgraph of size 7 that contained
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a loop. (See the Full-square System graphed in Figure 3.6 for such a subgraph: Remove
the state labeled with all zeroes, remove all edges associated with that state, and remove
any remaining h-loops or v-loops.)
Other possible amalgamations involving two pairs of states fall into three distinct
cases. Using properties of symmetry, we may without loss of generality first form state
1/5 and then inspect all other possible amalgamation pairs that may occur within the
same subgraph.
i) The additional amalgamation of 2/6 or 3/4 would create a horizontal graph dia-
mond (for example, 2/6 ⇀ 3 ⇀ 1/5 and 2/6 ⇀ 4 ⇀ 1/5), while the additional
amalgamation of 4/8 or 2/7 would create a vertical graph diamond.
ii) The additional amalgamation of 6/7 or 3/8 would link the three horizontal graph
triangles in a way that would maintain constant entries on the main diagonals of five
of the seven states in the subgraph. This allows transitions to travel through the
amalgamated states without forcing additional labels on nearby states. See Figure
4.7 for an example of a subgraph with valid labels.
iii) In contrast to case (ii), the additional amalgamation of 2/9, 4/9, 6/8 or 3/7 would
link the three horizontal graph triangles in a way that would force additional labels
on other states, thereby reducing the size of the graph. See Example 4.2.7 for the
case involving the amalgamation of states 6 and 8.
1/5 6/8
a
b a
a a
a a
a b
a a
a
a
a a
b
a
b a
a
a
a b
b
4
3 9
7
Figure 4.8: Subgraph showing forced labels
Example 4.2.7 Refer to Figure 4.8 for a subgraph of the graph in question. Here, labels
on the shaded states are dictated by Corollary 2.3.6. Other labels are forced by first
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following the vertical graph triangle 1/5  7  4, then following the horizontal graph
triangle 6/8⇀ 9⇀ 7, and finally following the vertical triangle 6/8  3  9. The result is
that states 3 and 7 are forced to bear the same label. This further reduces the size of the
graph since states 3 and 7 must be amalgamated. The resulting graph of six states would
have labels as provided in Figure 4.9.
1/5 6/8
a
a a
a b
a a
a
a
a a
b
a
b a
a
a
a b
b
4
3/7
9
a
a b
a
2
Figure 4.9: Amalgamation of three pairs of states
In search of a graph of minimum size capable of representing some point of least double
period (3, 3), the only other inquiry is to check whether three states from three different
cycles might be amalgamated. Without loss of generality, consider the amalgamation of
states 1, 5, and 9 into a single state. (The amalgamation of states 1 and 5 with any other
state would imply the collapse of a cycle.) In fact, a valid subgraph does result from the
sequence of amalgamations suggested by initially amalgamating states 1, 5, and 9.
1/5/9
7 8
2
Figure 4.10: Amalgamation of states 1, 5, and 9 dictates other labels
i) States 2 and 7 may differ only in the upper-right quadrant (Refer to the subgraph in
Figure 4.10, which excludes states 3, 4, and 6 since these states are not pertinent.)
State 8 must have matching entries along its diagonal. (see Proposition 2.3.3.) There-
fore, all entries in the shaded boxes must agree, which implies that states 2 and 7
must have the same labels.
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ii) By the same argument as that found in step i), it can be determined that states 6
and 7 have the same label. Therefore, states 2, 6, and 7 must be amalgamated. (See
graph (a) of Figure 4.11.)
iii) To avoid the existence of horizontal graph diamonds between states 1/5/9 and 2/6/7,
states 3, 4, and 8 must be amalgamated. (See graph (b) of Figure 4.11, where one
set of valid labels is supplied.)
1/5/9 2/6/7
3 4 8
(a) (b)
b
b a
b a
a b
b
b
b b
a
Figure 4.11: Multiple amalgamations suggested by 1/5/9 amalgamation
So it has been demonstrated that 3 states is the minimum number required for a graph
to represent the point having least double period (3, 3). There are, however, two non-
isomorphic graphs of size 3 capable of this: that is, we could amalgamate the sets of states
that appear along the counter-diagonal in the block path representing G instead. This
would create a 3/5/7 state, a 1/6/8 state, and a 2/4/9 state. Such a subgraph of size 3
can be found in the Three-dot System, representing the point
...
...
...
...
...
...
· · · 1 0 1 1 0 1 · · ·
· · · 0 1 1 0 1 1 · · ·
· · · 1 1 0 1 1 0 · · ·
...
...
...
...
...
...
(4.2.2)
These graph triangles in the automaton representing the Three-dot System take the ap-
pearance of h-cycles and v-cycles that exhibit opposite orientations as dictated by Corol-
lary 2.3.4. In this case, there are constant entries along the counter diagonals of points in
the shift space. In contrast, the graph of size 3 depicted in diagram (b) of Figure 4.11 has
h-cycles and v-cycles with the same orientation, which produces constant entries along the
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main diagonals of points in the shift space.
Over the course of examining points having least double period (a, b) for a, b ∈ {1, 2, 3},
it was determined that the only doubly periodic points of this type that could be repre-
sented by a graph of size 3 were the point (3, 3) and the uninteresting points (1, 3) and
(3, 1). We can generalize doubly periodic points with respect to graphs of size 3 by the
inclusion of one additional graph.
Example 4.2.8 Consider the graph G of size 3 given in Figure 4.12. (Such a graph
appears as a subgraph of the graph in Figure 3.6 representing the Full-square System.)
0
0 0
0
1
0 0
1 0
1 1
0
Figure 4.12: Represented points have period (1, n) for all n ≥ 3
Continuously following the vertical graph triangle of G describes a point in the shift
space X having least double period (1, 3). However, other points of least double period
(1, 3+n) are described by repetitions of an extended v-cycle that results from the inclusion
of n trips around the v-loop located at the state of all 0’s. For example, the following
point of least double period (1, 4) results when trips around the vertical graph triangle are
interrupted with single trips around the v-loop.
...
...
...
· · · 1 1 1 · · ·
· · · 0 0 0 · · ·
· · · 0 0 0 · · ·
· · · 1 1 1 · · ·
· · · 0 0 0 · · ·
· · · 0 0 0 · · ·
...
...
...
Naturally, Figure 4.12 and Example 4.2.8 could be reworked in terms of horizontal
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graph triangles and least double periods (m, 1) for m ≥ 3. This, along with Lemma 4.2.2,
verifies the following.
Proposition 4.2.9 Suppose x is a doubly periodic point of the two-dimensional shift of
finite type X. If x can be represented by the subgraph G of MF (X) having |G| = 3, then x
has least period (a, b) ∈ {(1, n) : n ≥ 3} ∪ {(n, 1) : n ≥ 3} ∪ {(3, 3)}.
Two-dimensional points of the type expressed by (4.2.2) can be viewed as infinite
copies of a one-dimensional point having least period a where each row is a copy of the
row directly below it that has been shifted diagonally to the right one space. That is, for
a point x in the shift space, x(i,j) = x(i+1,j+1)∀(i, j) ∈ Z
2. A great variety of these types of
doubly periodic points are naturally found in the Diagonal-shift System.
Example 4.2.10 Consider the graph G of size 4 given in Figure 4.13. (Such a graph
appears as a subgraph of the graph in Figure 2.7 representing the Diagonal-shift System.)
0
0 0
0 0
0 0
1
0
1 0
0 1
0 1
0
1q 0q     
3q      4q      
Figure 4.13: Represented points have period (n, n) for all n ≥ 4
The subgraph G is capable of representing points having least double period (a, a) for
all a ≥ 4. For example, the point of least double period (4, 4) expressed in (4.2.3) results
when trips around the h-cycle (v-cycle) of length 4 are repeated without the inclusion of
the h-loops (v-loops) at the state of all 0’s.
The periodic point in (4.2.3) is expressed through repetition of the 4× 4 block having
1’s along the diagonal and 0’s elsewhere. Other points of least double period (4+n, 4+n)
are described by repetitions of an extended h-cycle (v-cycle) that results from the inclusion
of n trips around the h-loop (v-loop) located at the state of all 0’s. These points of least
double period (4+n, 4+n) are expressed through repetition of the (4+n)× (4+n) block
having 1’s along the diagonal and 0’s elsewhere.
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...
...
...
...
...
...
...
...
· · · 0 0 0 1 0 0 0 1 · · ·
· · · 0 0 1 0 0 0 1 0 · · ·
· · · 0 1 0 0 0 1 0 0 · · ·
· · · 1 0 0 0 1 0 0 0 · · ·
· · · 0 0 0 1 0 0 0 1 · · ·
· · · 0 0 1 0 0 0 1 0 · · ·
· · · 0 1 0 0 0 1 0 0 · · ·
· · · 1 0 0 0 1 0 0 0 · · ·
...
...
...
...
...
...
...
...
(4.2.3)
Proposition 4.2.11 Consider the set of all shifts of finite type having the property that
F (X) = A(X). Then for a ∈ {1, 2, 3}, the minimum size of a graph capable of representing
some point of least double period (a, a) is a, and for a ≥ 4, the minimum size of a graph
capable of representing some point of least double period (a, a) is 4.
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5 Monoids and Follower Sets
To each one-dimensional language, one may associate a monoid (a set with an associative
binary operation and an identity) called the syntactic monoid of the language, which is fi-
nite precisely when the language is recognizable. Furthermore, with each one-dimensional
recognizable language one may associate a finite automaton of minimal size and a cor-
responding transition monoid that takes the words of the language as a set of functions
acting on the automaton. For a one-dimensional language that is recognizable, it is known
that the syntactic monoid of the language is isomorphic to the transition monoid of its
minimal automaton. (See, for example, [24].) In one-dimensional symbolic dynamics, a
similar notion is that of follower sets, which are the infinite sets of words that can follow
any given word in the language of the shift space. (In the one-dimensional case, follower
sets are always infinite since words in the allowed language of a one-dimensional shift
space are always prolongable and therefore words can always be extended indefinitely.) A
one-dimensional shift space is sofic (recognizable) if and only if it has a finite number of
follower sets [25]. In a labeled graph recognizing a sofic shift space, the follower set of a
state is therefore defined to be the collection of labels of paths originating at that state.
In this chapter, we introduce the idea of monoids and follower sets in the two-dimensional
case. This allows us to investigate notions of equivalence in the blocks of a two-dimensional
language and in the states of a graph representing a two-dimensional shift space. In Sec-
tion 5.1 we define monoids based on the allowed concatenations of blocks having the same
height. Bounds are then placed on the size of these monoids for certain dot systems. In
Section 5.2 we generalize the notion of one-dimensional follower sets to MF (X) graphs that
represent two-dimensional shift spaces. Example 5.2.4 reviews all the key elements of this
dissertation.
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5.1 Monoids for Dot Systems
In defining a binary operation for two-dimensional blocks, the immediate difficulty is one
of closure. If we desire the “product” of two blocks to yield another block (in the sense of
concatenation, to be made more precise in a moment), we must return to the convention
of inspecting the horizontal case and the vertical case separately, since the product of
two blocks having different heights could produce a non-block shape. Some effort has
been made to define a type of diagonal product producing non-block shapes, but such
research has been limited to one-letter alphabets [1]. To take full advantage of the rich
structure inherent in two-dimensional languages, we will look more closely at the definition
of follower sets in the next section. Here, we mention some results achieved by limiting
the discussion to blocks of a uniform height.
Two blocks of the same height may be horizontally concatenated to form a new block.
We denote the binary operation by Bm,n1 	B
′
m,n2
and define the resulting block by
Bm,n1+n2(i, j) =
 B′m,n1(i, j) : 0 ≤ i ≤ n1 − 1, 0 ≤ j ≤ m− 1B′′m,n2(i− n1, j) : n1 ≤ i ≤ n1 + n2 − 1, 0 ≤ j ≤ m− 1 .
Informally, the symbols for B′′m,n2 are copied to the right of the symbols for B
′
m,n1
in such
a way as to create a new block having dimension m× (n1+n2). In the same manner, two
blocks of the same length may be vertically concatenated. That binary operation will be
denoted by Bm1,n ⊕ B
′
m2,n
with the resulting block defined by
Bm1+m2,n(i, j) =
 B′m1,n(i, j) : 0 ≤ i ≤ n− 1, 0 ≤ j ≤ m1 − 1B′′m2,n(i, j −m1) : 0 ≤ i ≤ n− 1, m1 ≤ j ≤ m1 +m2 − 1 .
Informally, the symbols for B′′m2,n are copied above the symbols of B
′
m1,n
in such a way as
to create a new block having dimension (m1 +m2)× n.
To each picture language L, we may associate semigroups based on the allowed con-
catenations between blocks. (A semigroup is a set with a binary associative operation.)
Consider Rm = {Σ
m,n : n ≥ 0}, i.e. the set of all blocks having m rows; In particular,
the empty block ε is an element of Rm for all m since we can view ε as having dimension
m×0. We define horizontal syntactic equivalence ∼h on Rm relative to L as follows. Given
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β1, β2 ∈ Rm, say that β1 ∼h β2 iff ∀βi, βj ∈ Rm, βi	β1	βj ∈ L⇔ βi	β2	βj ∈ L. Equiva-
lence classes shall be denoted by [β] and their contexts by ζ([β]), e.g. if β1	β	β2 ∈ L, then
we would denote this by (β1, β2) ∈ ζ([β]). Right and left contexts are defined in the obvious
way. The m-horizontal syntactic semigroup of L with the operation [β1]	 [β2] := [β1	β2]
is denoted Hm(L) = Rm/ ∼h. Note that unless Σ
m,∗ ⊆ L, the m-horizontal syntactic
semigroup of L will always contain an element representing the class of blocks that are not
in the language; we denote this zero by 0= {β : β ∈ Rm, β 6∈ F (X)}. More importantly,
for all m, the semigroup Hm(L) will contain the identity element e= [ε]. (For any block
β1 ∈ Rm, [β1]	 [ε] = [β1 	 ε] = [β1] and [ε]	 [β1] = [ε	 β1] = [β1].) So in fact, Hm(L) is
a monoid.
Vertical semigroups may be defined on Cn = {Σ
m,n : m ≥ 0}, the set of all blocks
having n columns, in a similar manner. Define vertical syntactic equivalence ∼v on Cn
relative to L as follows Given β1, β2 ∈ Cn, say that β1 ∼v β2 iff ∀βi, βj ∈ Cn, βi⊕β1⊕βj ∈
L ⇔ βi ⊕ β2 ⊕ βj ∈ L. The n-vertical syntactic semigroup of L with the operation
[β1] ⊕ [β2] := [β1 ⊕ β2] can be denoted Vn(L) = Cn/ ∼v. However, we shall discuss
horizontal syntactic equivalence only, as vertical syntactic equivalence is analogous.
Now supposeX is a dot system defined through some r×c shape S. For ease of notation,
when discussing the factor language of a dot system we denote Hm(F (X)) = Hm(A(X))
by simply Hm. For m < r, any two blocks β1, β2 of height m < r may be horizontally
concatenated within the language. (See Lemma 1.3.1.) In other words, for all β1, β2 ∈ Rm,
the fact that β1	 ε	β2 ∈ L implies that (β1, β2) ∈ ζ(e) so that Hm must be comprised of
the single class [ε] =e. Therefore, when discussing the cardinality of Hm in the sequel, we
shall assume m ≥ r. On the other hand, for m ≥ r, Hm will always contain both the zero
0 and the identity e, and these two classes are included in the size of the m-horizontal
monoid.
Example 5.1.1 Suppose the dot system X is defined by some r × 1 shape S. (Here,it is
irrelevant whether or not free cells exist in the minimal rectangle T that contains S.) Since
c = 1, horizontal translations of the shape S can not intersect two columns simultaneously.
Therefore if we fix m, we see that ∀β1, β2 ∈ F (X)∩Rm, β1	 β2 ∈ F (X). So the only two
equivalence classes in Hm are 0 and e. Therefore |Hm| = 2 for all m.
It is helpful to think of e as representing all pairs of blocks (of equal height) that may
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be horizontally concatenated within the language F (X). That is, if (β1, β2) ∈ ζ(e), then β1
and β2 meet in direction (1, 0) at distance 0 within F (X). Unlike the dot systems defined
by one-column shapes as in Example 5.1.1, for most dot systems horizontal (and vertical)
translations of the defining shape S dictate whether blocks may meet in direction (1, 0) and
if so at what distance. This affects the size of the horizontal syntactic monoids. It should
be noted that the zero 0 representing concatenations involving blocks B ∈ Rm \F (X) also
represents pairs of blocks from the language that do not meet in direction (1, 0) within
F (X). So if β1, β2 ∈ F (X)∩Rm and β1 does not meet β2 in direction (1, 0) within F (X),
then (β1, β2) ∈ ζ(0).
To determine the size of the r-horizontal syntactic monoid Hr, it must be determined
how many horizontal translations of S will affect |Hr| since there is no bound on the length
of the blocks that may represent the equivalence classes. For a given shape, we therefore
inspect blocks of length n = 1, 2, . . . to find “good” representatives for the equivalence
classes of Hr. Let us first inspect two examples where horizontal translates of S do not
affect the size of Hr regardless of the length of the blocks used to represent the equivalence
classes. This makes it possible to easily determine the size of both Hr and Hm.
Example 5.1.2 Suppose the dot systemX is defined by the 1×2 shape S = {(0, 0), (1, 0)}.
An example of a point contained in this shift space is:
...
...
...
...
· · · 1 1 1 1 · · ·
· · · 0 0 0 0 · · ·
· · · 1 1 1 1 · · ·
· · · 1 1 1 1 · · ·
...
...
...
...
For a block Bm,n ∈ F (X), all horizontal translations of S within B must maintain a sum
equivalent to zero. This requires that one-row designs be populated with the same symbols
as those found in the initial column of any given block; that is, ∀j ∈ {0, 1, . . . , m−1}, either
Bm,n(i, j) 7→ {0} for all i ∈ {0, 1, . . . , n−1} or Bm,n(i, j) 7→ {1} for all i ∈ {0, 1, . . . , n−1}.
On the other hand, for one-column designs there is no restriction on the string of symbols
that may appear since according to Corollary 1.3.2, |Fm,1(X)| = 2
m. Therefore, the
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set Fm,1(X) can be used to represent 2
m distinct equivalence classes for Hm: that is, for
Bm,1, B
′
m,1 ∈ Fm,1(X), Bm,1 ∼h B
′
m,1 iff Bm,1 = B
′
m,1. So including 0 and e, |Hm| = 2+2
m.
Example 5.1.3 generalizes Example 5.1.2 to a rectangular shape comprised of two rows.
For this shape, one must consider the sum of the symbols (rather than just a single symbol)
within each column of S. Although the symbols appearing in a one-row design of length
n need not be uniform as in Example 5.1.2, the columns that may appear in horizontal
translates of S are restricted by a wallpaper pattern.
Example 5.1.3 Recall that the 2 × 2 shape S = {(0, 0), (1, 0), (0, 1), (1, 1)} defines the
Full-square System X. An example of a point contained in this shift space would be:
...
...
...
...
· · · 1 0 0 1 · · ·
· · · 0 1 1 0 · · ·
· · · 1 0 0 1 · · ·
· · · 1 0 0 1 · · ·
...
...
...
...
If B ∈ F2,n(X), then taking the sum over any column of B must yield the same result:
that is, either B(i, 0)+B(i, 1) ≡ 0 mod 2 for all i ∈ {0, 1, . . . , n−1} or B(i, 0)+B(i, 1) ≡
1 mod 2 for all i ∈ {0, 1, . . . , n−1}. Let T = {(0, 0), (1, 0)} and define the two one-column
designs β0 : T 7→ {0} and β1 : T → {0, 1} with β1(0, 0) = 0 and β1(1, 0) = 1. Note that
both (β0, β0) and (β1, β1) are in ζ(e). However, (β0, β0) ∈ ζ([β0]) but (β1, β1) /∈ ζ([β0])
whereas (β1, β1) ∈ ζ([β1]) but (β0, β0) /∈ ζ([β1]). Therefore H2 can be represented by
[β0], [β1], e, and 0 so that |H2| = 2 + 2
1.
For the size of the m-horizontal syntactic monoid Hm when m is allowed to exceed
r = 2, first consider one-column designs of height m and the equivalence classes that they
represent. In this case, there will be m− 2 vertical translations of the shape S along any
one-column design B ∈ Rm. The original (normalized) shape S and the m − 2 vertical
translations of S that intersect the one-column block B will therefore produce a (vertical)
sequence of length m− r + 1 = m− 2 + 1 = m− 1 over the alphabet Σ = {0, 1} as sums
are taken within the initial column of translates of S. By Corollary 1.3.2 there will be
no restriction on the string of symbols that may appear in a one-column design so that
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2m−1 distinct sequences are produced. Furthermore, due to the lack of a free cell in the
two-column shape S, this sequence of sums dictates the sequence of sums for all other
columns appearing in any horizontal block extension of B. (For the 2× 2 shape S, there
are only two wallpaper patterns: either the sum of the bits of each column is even or the
sum of the bits in each column is odd.) Therefore, blocks in the left and right context of
block B must exhibit the same pattern of columnar sums as each other and as B itself.
Note that e is a distinct class since all one-column blocks of height m are in the right
context of e; that is, (ε, B) ∈ ζ(e) for all B ∈ Fm,1(X) = {0, 1}
m,1. So with the exception
of e and 0, there exists a one-to-one correspondence between these 2m−1 sequences and
equivalence classes of Hm. Therefore, for m ≥ 2, |Hm| = 2 + 2
m−1.
Note that in Example 5.1.3, all one-column blocks are in the right context of e. How-
ever, when a one-column block is used to represent an equivalence class, it discriminates
between other one-column blocks that may be contained in its right context. In this way,
the length c of the shape S affects the size of the r-horizontal syntactic monoid for all r×c
shapes, since blocks of length n < c− 1 represent equivalence classes that do not contain
enough information about the shape S to discriminate between other blocks of insufficient
length (η < c−n) in their right or left context. Lemma 5.1.4 describes these “undersized”
blocks and the equivalence classes that they represent. The Lemma pertains to all dot
systems, not just those defined by rectangular shapes lacking free cells.
Lemma 5.1.4 Let X be a dot system defined through an r× c shape S having c ≥ 2. For
0 ≤ n < c− 1, if B′r,n′ ∼h Br,n, then n
′ = n.
Proof. Consider some design Br,n for a fixed n having the property 0 ≤ n < c − 1. We
shall use two conditions to sort blocks of arbitrary length into the (right) context of the
equivalence class represented by Br,n.
Suppose η ∈ {0, 1, . . . , c− n− 1}. Then since n+ η < c, Lemma 1.3.1 guarantees that
any undersized block β ∈ {0, 1}r,η of length η is in the right context of [Br,n] regardless
of the design β. So if B′r,n′ ∼h Br,n, then it must be the case that n
′ ≤ n in order for
n′ + η ≤ n+ η < c for all η.
Now suppose η ≥ c − n. In this case, n + η ≥ c implies that a block β ∈ {0, 1}r,η
of length η is in the right context of [Br,n] only if
∑
w∈S(Br,n 	 β)w ≡ 0 mod 2. So if
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B′r,n′ ∼h Br,n, then it must be the case that n
′ ≥ n in order for n′ + η ≥ n + η ≥ c for all
η.
Lemma 5.1.4 suggests a lower bound on the size of the r-horizontal syntactic monoid
for any dot system. The bound is based on the need for distinct equivalence classes for
blocks of length n ≤ c− 1.
Proposition 5.1.5 If X is a dot system defined through an r × c shape S, then |Hr| ≥
2 + 2(c− 1).
Proof. Two elements of Hr always exist and are always distinct: the zero 0 always
exists (the full shift does not exist for dot systems defined by finite shapes S) and is
always distinct (a block B ∈ Rm \ F (X) cannot belong to the right context of any other
element); and the identity e always exists (we can always concatenate zero blocks of any
height) and is always distinct (e is the only element of Hr to contain all one-column
blocks in its right context unless S has only one column as in Example 5.1.1, in which
case Example 5.1.1 provides that |H2| = 2 ≥ 2 + 2(c − 1) since c = 1). Lemma 5.1.4
indicates that blocks of length c− 1 may not belong to any equivalence class [Br,n] having
0 < n < c − 1. On the other hand, for a block Br,c−1 of length c − 1, Corollary 1.3.2
guarantees the existence of 2r(c−1) designs Br,c−1 : T → {0, 1}, so that there exist at least
two distinct equivalence classes for each n based on the cases
∑
w∈S∩T Br,c−1(w) ≡ 0 mod 2
and
∑
w∈S∩T Br,c−1(w) ≡ 1 mod 2. In particular, |Hr| ≥ 4 when c = 2. (See Examples
5.1.2 and 5.1.3 for shapes that provide a sharp lower bound for the case when c = 2.)
When c ≥ 3, Lemma 5.1.4 indicates the existence of distinct equivalence classes for blocks
of length n ∈ {1, 2, . . . , c− 2}. For all such n, Corollary 1.3.2 guarantees the existence of
2rn designs Br,n : T → {0, 1}, so that there exist at least two distinct equivalence classes
for each n based on the cases
∑
w∈S∩T Br,n(w) ≡ 0 mod 2 and
∑
w∈S∩T Br,n(w) ≡ 1 mod 2.
The size of the r-horizontal syntactic monoid Hr is affected not only by the length c of
S but also by the location (or the lack thereof) of free cells within the minimal rectangle T
that contains S. Free cells in the shape S contribute to the size of the horizontal syntactic
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monoid since they may disrupt the symmetry of the shape and/or may contribute to the
dot system having factor language that is horizontally transitive. For example, the 2× 2
diagonal shape defines a dot system having m-horizontal syntactic monoid larger than
that of the 2× 2 rectangular (square) shape.
Example 5.1.6 Let X be the Diagonal-shift System defined via the 2 × 2 shape S =
{(0, 0), (1, 1)}. An example of a point contained in this shift space would be:
...
...
...
...
· · · 1 0 1 1 · · ·
· · · 0 1 1 0 · · ·
· · · 1 1 0 1 · · ·
· · · 1 0 1 1 · · ·
...
...
...
...
Points in this shift space can be placed in a one-to-one correspondence with points in the
one-dimensional full 2-shift: First map any bi-infinite sequence . . . x−1x0x1 . . . onto the
x-axis according to the map P : xi 7→ (xi, 0) for i ∈ Z; then map shifts of the bi-infinite
sequence in discrete time steps according to the map Pt : xi 7→ (xi+t, t) for t ∈ Z. Note
that since any two blocks may be concatenated in the language of the one-dimensional full
2-shift, the one-dimensional full 2-shift has only one element, the identity, in its syntactic
monoid. We will demonstrate that in the two-dimensional case, this shape creates an
m-horizontal syntactic monoid of substantial size.
Define the four blocks βi : {(0, 0), (0, 1)} → {0, 1} by
β0(0, 0) = 0, , β0(0, 1) = 0
β1(0, 0) = 1, , β1(0, 1) = 0
β2(0, 0) = 0, , β2(0, 1) = 1
β3(0, 0) = 1, , β3(0, 1) = 1
Each of these four blocks represents a distinct equivalence class in H2. For example, the
reader can easily verify that while β0 and β2 have the same right context, their left contexts
92
differ; on the other hand, β1 and β3 have the same right context (which differs from that of
β0 and β2), but their left contexts differ. Other than e and 0, there are no other equivalence
classes for |H2|, since for all n ≥ 1, (B
′′
2,n′′ , B
′
2,n′) ∈ ζ([B2,n]) iff B
′′
2,n′′(n
′′−1, 0) = B2,n(0, 1)
and B2,n(n− 1, 0) = B
′
2,n′(0, 1). Therefore, |H2| = 2 + 2
121.
Now consider the size of the m-horizontal syntactic monoid Hm when m is allowed
to exceed r = 2. Unlike Example 5.1.3, given Bm,n ∈ F (X) representing a equivalence
class in Hm, the columns of block Bm,n appearing within horizontal translates of S need
not carry any particular pattern of sums. However, blocks in the factor language do
exhibit a discernible pattern that must cycle through a certain number of columns. For
example, if we consider three blocks Bm,n, B
′
m,n′, B
′′
m,n′′ ∈ F (X) ∩ Rm, then (ε, B
′
m,n′) ∈
ζ([Bm,n]) iff for j ∈ {0, 1, . . . , m − 2} the cells B
′
m,n′(n
′ − 1, j) = Bm,n(0, j + 1), and
(B′′m,n′′ , ε) ∈ ζ([Bm,n]) iff for j ∈ {0, 1, . . . , m−2} the cells Bm,n(n−1, j) = B
′′
m,n′′(0, j+1).
So for any two blocks, Bm,n ∼h B
′
m,n′ if and only if Bm,n(n − 1, j) = B
′
m,n′(n
′ − 1, j) for
j ∈ {0, 1, . . . , m−2} and Bm,n(0, j) = B
′
m,n′(0, j) for j ∈ {1, 2, . . . , m−1}. Therefore there
are 2m−1 different one-column designs βL corresponding to distinct equivalence classes
[βL] according to (ε, B
′
m,n′) ∈ ζ([βL]) and there are 2
m−1 different one-column designs βR
corresponding to distinct equivalence classes [βR] according to (B
′′
m,n′′, ε) ∈ ζ([βR]). Since
F (X) is horizontally transitive, for every ordered pair of one-column blocks (βL, βR), there
exists a block of length n = m + 1 such that for 0 ≤ j ≤ m − 1, βL = Bm,m+1(0, j) and
βR = Bm,m+1(m, j). That is, since the initial column of Bm,m+1 affects only Bm,m+1(i, j) =
Bm,m+1(i+1, j+1) for 0 ≤ i ≤ m−1 and i ≤ j ≤ m−1, the design of the initial (far-left)
column of Bm,m+1 is independent of the design of the final (far-right) column of Bm,m+1.
(The initial column only affects the cells in and above the counterdiagonal.) Therefore,
the blocks of length m+ 1 represent 2m−12m−1 distinct equivalence classes. Furthermore,
any block of length n ≥ 1 can placed into one of these equivalence classes based on its
initial and final columns. For example, since F (X) is horizontally transitive, there exists
some block of length m + 1 where the design of the initial column is the same as that of
the final column, so that such blocks are equivalent to the set of one-column designs. So
for m ≥ 3, |Hm| = 2 + (2
m−1)2.
Consider the translation sequence x = x1, x2, . . . xc+n−1 of even and odd sums taken
over the cells that lie in the c+n−1 distinct translates of S that intersect blocks of height
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r and length n. For the diagonal shape S = {(0, 0), (1, 1)}, horizontal translates of the
shape S intersect pairs of (diagonal) cells in a representative block once and only once,
so that for this shape each of 2c+n−1 sequences is realized. Proposition 5.1.7 extends this
process to r× r shapes comprised of a single diagonal through a square region. Although
r = c, we denote by c the values that pertain to the length of S.
Proposition 5.1.7 Suppose r = c ≥ 2 and let X be a diagonal-shift system defined via
the r × c shape S = {(0, 0), (1, 1), . . . , (r − 1, c− 1)}. Then
|Hr| = 2 +
c−2∑
n=1
2c+n−1 + (2c−1)2.
Proof. By Lemma 5.1.4, for all shapes and for each n ∈ {1, 2, . . . , c−2} there exist distinct
equivalence classes for blocks of length n, since only undersized blocks can indiscriminately
accept other undersized blocks in their context. In particular, for the r×c diagonal shape,
there exists 2c+n−1 distinct equivalence classes for each n ∈ {1, 2, . . . , c − 2}, since an
equivalence class represented by an undersized block Br,n corresponds to a sequence of
length c+n−1 based upon the sum of the bits in Br,n that allows (B
′
r,n′, B
′′
r,n′′) ∈ ζ([Br,n])
whenever n′ + n + n′′ = c. That is, each of c + n − 1 horizontal translations of S can
potentially intersect a design of length n with a sum that is either even or odd. (See
Figure 5.1.)
.  .  .
Figure 5.1: Horizontal translations of S
Now consider the equivalence classes for blocks of length n ≥ c − 1. Such classes are
best represented by blocks of length c+1 since for blocks of this length, the initial column
of Br,c+1 is such that
Br,c+1(0, 0) =
i=r−1∑
i=1
Br,c+1(i, i).
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Since only the cells on the counterdiagonal of the underlying c×c square shape are affected,
the design of the initial (far-left) column of Br,c+1 is independent of the design of the final
(far-right) column of Br,c+1. Therefore, the blocks of length c+1 comprise exactly 2
c−12c−1
distinct equivalence classes since blocks accepted in the left context of a class represented
by a block of length c + 1 are independent of blocks accepted in the right context of the
class. Finally, any block β of length n = c− 1, n = c or n > c + 1 can be placed into an
equivalence class represented by a block of length c+1 that has the same initial and final
columns as β.
Two blocks Br,n, B
′
r,n′ are equivalent in the r-horizontal syntactic monoid only if they
bear the same sum for all horizontal translates of S. The process of counting distinct
translation sequences in order to determine the size of the r-horizontal syntactic monoid
can be extended to any shape, regardless of the height r of the shape. We can place an
upper bound on the size of Hr by assuming that all horizontal translation sequences are
achieved. For example, the Diagonal-shift System provides a sharp upper bound for |Hr|
related to dot systems defined by r×2 shapes. The general diagonal system of Proposition
5.1.7 provides a sharp upper bound for all other shapes.
Corollary 5.1.8 Let X be a dot system defined by an r × c shape S. Then for c ≥ 3,
|Hr| ≤ 2 +
c−2∑
n=1
2c+n−1 + (2c−1)2.
At the other extreme are dot systems defined by rectangular shapes lacking free cells.
For example, let a dot system X be defined by an r × c rectangular shape and consider
the undersized blocks of length n ≤ c− 2 as representatives for an equivalence class. The
condition that two blocks Br,n, B
′
r,n bear the same sum for all horizontal translates of S,
while necessary, is not sufficient for the two blocks to be equivalent in the r-horizontal
syntactic monoid. For the purpose of matching wallpaper patterns, two blocks Br,n, B
′
r,n
are equivalent in Hr if and only if they bear the same sum over each column. For reference,
Lemma 5.1.9 restates a useful result found within the proof of Proposition 3.1.2. (Refer
to Figure 3.1 as needed.)
Lemma 5.1.9 Let X be a dot system defined through some r× c rectangular shape S that
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lacks free cells. Then for Br,n with n ≥ c, Br,n ∈ F (X)⇔ ∀i
′ ∈ {1, . . . , n− c},
i′+c−2∑
i=i′
r−1∑
j=0
(Br,n(i, j)) =
r−1∑
j=0
(Br,n(i
′ − 1, j)) =
r−1∑
j=0
(Br,n(i
′ + c− 1, j)).
Because of these wallpaper patterns, it is possible to determine the exact size of the m-
horizontal syntactic monoids associated with dot systems defined by rectangular shapes
that lack free cells. The case when c = 1 is encompassed by Example 5.1.1, and all
rectangular shapes having c = 2 are analogous to Example 5.1.3. (Regardless of the
height r of the shape, when c = 2 there are only four equivalence classes for Hr: [β0], in
whose context all elements have columns that sum to 0 (mod 2); [β1], in whose context
all elements have columns that sum to 1 (mod 2); e, in whose context both (ε, β0) and
(ε, β1) appear; and 0, in whose context (β0, β1) appears. For cases where m ≥ r, there are
two possibilities for each one-row extension so that |Hm| = 2 + 2
m−r+1.) For wallpaper
patterns defined by rectangular shapes of length c ≥ 3, we isolate the case Hr in Lemma
5.1.10 before we examine the more general case Hm. Lemma 5.1.10 uses the notion of
primitive words: A primitive word is a word that can not be written in the form ui for any
word u and number i > 1. So the primitive word is not a power of any other word. (Here,
concatenation is taken as multiplication.) If we use D to denote a one-column design with
bits that sum to 1 (mod 2) and E to denote a one-column design with bits that sum to 0
(mod 2), then we can refer to wallpaper patterns as words in a one-dimensional language
over the alphabet Σ = {D,E}.
Lemma 5.1.10 For c ≥ 3, let X be a dot system defined through some r × c rectangular
shape S that lacks free cells. Let ∆ = {d : 1 ≤ d ≤ c− 1, c ≡ 0 mod d}, and let W be the
set representing all wallpaper patterns of length c where the words w1w2 · · ·wc = w ∈ W
are such that for i ∈ {1, 2, . . . , c}, the symbol wi ∈ {D,E}. Let Wc ⊂ W denote the
primitive words of length c, and for d ∈ ∆ let the set Wd ⊂ W be the set of all non-
primitive words that may be written in the form w = (w1w2 · · ·wd)
c/d. Then |Hr| =
2 + 21 + 22 + . . .+ 2c−2 + c|Wc|+ (d− 1)|Wd|.
Proof. We place arbitrary blocks into equivalence classes based upon their length n. First
consider an equivalence class represented by a block Br,n of length 0 ≤ n < c − 1. If we
inspect the right context of the equivalence class represented by this undersized block, we
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will find that other undersized blocks of varying lengths are grouped into the right context
based solely on their lengths; that is, Lemma 1.3.1 guarantees that (ε, B′r,n′) ∈ ζ([Br,n])
whenever n′ ≤ c − n − 1, regardless of the design B′r,n′. On the other hand, [Br,n] will
also contain blocks of length n′ > c − n − 1 in its right context, but these longer blocks
belong to the right context of an equivalence class only if their wallpaper pattern agrees
with the partial pattern specified by Br,n. For example, if n
′ > c, (ε, B′r,n′) ∈ ζ([Br,n])
only if block β = Br,n 	 B
′
r,n′ has the property that
∑r−1
j=0 β(i, j) =
∑r−1
j=0 β(i + c, j) for
all i ∈ {0, 1, . . . , n − 1} as in Lemma 5.1.9. Therefore, each wallpaper pattern of length
n < c − 1 represents a distinct equivalence class, with Corollary 1.3.2 providing for the
existence of 2n such wallpaper patterns. For a block B′r,n′ in the right context of [Br,n],
if B′r,n′ is such that n
′ + n ≥ c, then blocks in the left context of [Br,n] must exhibit the
same wallpaper pattern as blocks in the right context. Therefore, there exists a one-to-one
correspondence between the wallpaper patterns of length n < c−1 and equivalence classes
in Hr represented by blocks of length n < c− 1.
Now consider an equivalence class that is represented by a block Br,n having length
n ≥ c−1. By Lemma 5.1.4, these equivalence classes can not be represented by undersized
blocks of length 0 ≤ n < c−1. Furthermore, for blocks of length c−1, (ε, B′r,c) ∈ ζ([Br,c−1])
only if block β = Br,c−1	B
′
r,c has the property that
∑r−1
j=0 β(i, j) =
∑r−1
j=0 β(i+ c, j) for all
i ∈ {0, 1, . . . , c− 1} as in Lemma 5.1.9. So in some sense, blocks of length n = c − 1 are
the blocks of minimum length needed to hold all the information regarding a particular
wallpaper pattern of length c. However, to find a block B′r,c contained in the (right)
context of [Br,n] requires not only that the wallpaper pattern of B
′
r,c agree with that of
Br,n, but that it match at the point of concatenation (where translates of S simultaneously
intersect Br,n and B
′
r,c). Therefore a single wallpaper pattern can spawn multiple (distinct)
equivalence classes that are represented by blocks of varying length for some n ≥ c − 1.
To determine how many classes are created by each pattern, first form the set W of all
wallpaper patterns of length c and thereby identify each word w that is not primitive, i.e.,
w = (w1w2 · · ·wd)
c/d. For each d ∈ {2, 3, . . . , c−1} having the property that c ≡ 0 mod d,
denote by Wd the collection of all non-primitive words that may be written in the form
w = (w1w2 · · ·wd)
c/d. If a word ω ∈ wd, then whenever that word is represented by some
block of length n ≥ c − 1, it is also represented by some block of length n′ = c − 1 + d.
Therefore, the word ω produces precisely d distinct equivalence classes, and these can be
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best represented by blocks of length c− 1, c, . . . c− 1+ (d− 1); that is, each non-primitive
word (wallpaper pattern) of length c is represented by a block of length c − 1 and then
creates (d−1) other distinct equivalence classes until it reaches a block of length c−1+d
which permits removal of a block of length d and still leaves a block of length c − 1 to
represent the equivalence class. Since these wallpaper patterns repeat every d translates,
blocks of length n ≥ c + d − 1 permit removal of a block of (some multiple of) length d
and still leave a block of length n ≥ c− 1. In the same way, a primitive word (wallpaper
pattern) of length c is represented by a block of length c−1 and then creates c other distinct
equivalence classes until it reaches a block of length 2c − 1 which permits removal of a
block of length c and still leaves a block of length c− 1 to represent the equivalence class.
Since all patterns including the primitive wallpaper patterns repeat every c translates,
blocks of length n ≥ 2c− 1 permit removal of a block of (some multiple of) length c and
still leave a block of length n ≥ c− 1.
For an r×c rectangular shape S, a block Bm,n of height m > r still displays a wallpaper
pattern of length c, as any subblock B′r,n ⊂ Bm,n must itself display a wallpaper pattern of
length c. This makes it possible to determine the exact size of the m-horizontal syntactic
monoid. To do so, we consider words (wallpaper patterns) formed from an alphabet of
one-column blocks. The alphabet represents the potential sequence of sums that may exist
for vertical translates of S within a representative block.
Proposition 5.1.11 For c ≥ 3, let X be a dot system defined through some r×c rectangu-
lar shape S that lacks free cells. Let ∆ = {d : 1 ≤ d ≤ c−1, c ≡ 0 mod d}, and let W′ be the
set representing all wallpaper patterns of length c where the words w′1w
′
2 · · ·w
′
c = w
′ ∈ W′
are such that for i ∈ {1, 2, . . . , c}, the symbol w′i ∈ {D,E}
m−r+1,1 is a one-column block.
Let W ′c ⊂ W
′ denote the primitive words of length c, and for d ∈ ∆ let the set W ′d ⊂ W
′ be
the set of all non-primitive words that may be written in the form w′ = (w′1w
′
2 · · ·w
′
d)
c/d.
Then for m ≥ r, |Hm| = 2+(2
1)m−r+1+(22)m−r+1+ . . .+(2c−2)m−r+1+c|W ′c|+(d−1)|W
′
d|
Proof. The proof is by induction on m ≥ r. The case m = r is shown in Lemma
5.1.10. Now assume the result is true for m > r. We want to show that for blocks of
height m + 1, |Hm+1| = 2 + (2
1)m−r+2 + . . . + (2c−1)m−r+2 + c|W ′c| + (d − 1)|W
′
d|. Using
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the induction hypothesis, place blocks from Rm into equivalence classes based on the
wallpaper pattern that appears over their columns. Note that all blocks of length n ≥ c
have wallpaper patterns that appear over their rows as well. Say we now want to use
vertical concatenation to add a new row to some block Bm,n, producing the new block
B′m+1,n. For 0 ≤ n ≤ c − 1 there are no restrictions on the symbols that may appear in
the new row of the block extension, but for n ≥ c there will be restrictions based on the
(vertical) wallpaper pattern (unless r = 1, which is inconsequential). Similar to the proof
of Lemma 5.1.10, we shall consider cases based on the length n of blocks placed in the
equivalence classes.
First consider an equivalence class represented by a block Bm+1,n of length 1 ≤ n ≤ c−
2. If we inspect the right contexts of the equivalence classes represented by these undersized
blocks, we again find that other undersized blocks of varying lengths are grouped into
the right context based solely on their lengths; that is, Lemma 1.3.1 guarantees that
(ε, B′m+1,n′) ∈ ζ([Bm+1,n]) whenever n
′ ≤ c− n− 1. On the other hand, Bm+1,n will again
contain blocks of length n′ > c−n−1 in its right context, but now these longer blocks will
belong to the right context of an equivalence class only if their wallpaper pattern agrees
with the partial patterns specified by Bm+1,n as S is translated both horizontally and
vertically: that is, for n′ ≥ c, (ε, B′m+1,n′) ∈ ζ([Bm+1,n]) only if block β = Bm+1,n	B
′
m+1,n′
has the property that for all i ∈ {0, 1, . . . , n − 1} and all j ∈ {0, 1, . . . , m − r + 1},∑r−1
y=0 β(i, j + y) =
∑r−1
y=0 β(i + c, j + y). For all n <≤ c − 2, Corollary 1.3.2 guarantees
that |F1,n(X)| = 2
n and Lemma 1.3.1 guarantees that Bm,n ⊕ βn ∈ F (X) for all Bm,n ∈
Fm,n(X) and all βn ∈ {0, 1}
1,n. Therefore, each equivalence class in Hm represented by a
block Bm,n of length n ≤ c − 2 creates 2
n additional equivalence classes in Hm+1, giving
((2n)m−r+1)2n = ((2n)m−r+2) as desired.
Now consider an equivalence class represented by a block Bm+1,n of length n ≥ c− 1.
Since horizontal translates of S must always follow a distinct wallpaper pattern, Bm+1,n will
exhibit a pattern of length c even though the height is increased by one row. Therefore
we can apply the argument found in the proof of Lemma 5.1.10 by adjusting the one-
dimensional alphabet to be comprised of the symbols {D,E}m−r+1,1 and then forming the
sets W′,W ′c, and W
′
d accordingly.
99
There is an inherent difficulty associated with efforts to determine Hm precisely. Due
to the presence of both horizontal and vertical translates of S within the representative
blocks, a transition from Hm to Hm+1 does not properly account for the richness that
results from interlacing horizontal translates with vertical ones. For example, in a dot
system X defined by an r× c rectangular shape, consider a block of height m that can be
represented by a non-primitive word of the form w′ = (w′1w
′
2 · · ·w
′
d)
c/d as in Proposition
5.1.11. When this block is extended to height m+ 1, it need no longer be represented by
w′ = (w′1w
′
2 · · ·w
′
d)
c/d; rather, it is more likely to now be represented by a primitive word
w′c of length c. Therefore, the process of checking for primitive words must be readjusted
at each height.
5.2 Follower Sets and Predecessor Sets
To take full advantage of the MF (X) construction and the machine’s ability to read symbols
in a non-linear fashion, the following definitions are put forth.
• The follower set of a state q ∈ G = MΦF (X) is the collection of labels of block paths
starting at q. That is,
FG(q) = {Bm,n : ∃ block path Π
′ in G with λ(Π′) = Bm,n,Π
′(0, 0) = q}.
• The predecessor set of a state q ∈ MΦF (X) is the collection of labels of block paths
terminating in q. That is,
PG(q) = {Bm,n : ∃ block path Π
′ in G with λ(Π′) = Bm,n,Π
′(n− 2, m− 2) = q}.
We shall say that graph G is follower separated if each state has a distinct follower set.
For a vertex shift G with distinct labels on the states, G is naturally follower separated:
in this case, q′ ∈ FG(q) if and only if q = q
′. However, when the labels on the states are
not distinct, it may be the case that two different states have the same follower set. If we
consider the (strictly) sofic shift space Y of Example 2.2.2, a quick inspection reveals that
the graph corresponding to Y is follower separated although the labels on the states are
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not distinct.
Example 5.2.1 Recall the strictly sofic shift space Y of Example 2.2.2 and the four states
q1, q2, q3, and q4 of Figure 2.9. For ease of reference, we include here the relabeled graph
MΦF (X) = G.
p
q
q
q
q
1
2
3
4
q
q q
q
p
Figure 5.2: Strictly sofic shift with follower-separated graph
Now define the following four blocks from F (Y ).
β1 =
p p
q p
q p
β2 =
p p p
q q p
q q p
β3 =
p p
q p
and β4 =
p p p
q q p
Then for j ∈ {1, 2, 3, 4}, βj ∈ FG(qi) ⇔ i = j. Furthermore, only state p can be followed
by the block B2,2 defined by B2,2(i, j) = p for 0 ≤ i ≤ 1, 0 ≤ j ≤ 1. Therefore, graph
G = MΦF (X) is follower separated.
We say that states with the same follower set are equivalent. In one-dimensional sym-
bolic dynamics, equivalent states of a graph can be merged to create a smaller graph
presenting the same sofic shift. Equivalent states in MΦF (X) can also be merged without
affecting the represented shift space.
Proposition 5.2.2 Given a graph G = MΦF (X) = {Q,E, s, t, λ} and the equivalence re-
lation q ∼ q′ iff FG(q) = FG(q
′), partition the set of states Q into disjoint equivalence
classes Q1, Q2, . . . , Qv. Define a graph G
′ with states Q′ = {Q1, Q2, . . . , Qv} and an edge
from Qi to Qj exactly when there are vertices q ∈ Qi and q
′ ∈ Qj and an edge in G from
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q to q′. (The labeling function and the definition of acceptance are unchanged.) Then
L(G) = L(G′).
Proof. Denote by Y the two-dimensional shift space represented by MΦF (X). By definition,
the language of the original graph L(G) = L(MΦF (X)) = F (Y ) is the union of all follower
sets of states in G. (All blocks in the language of the graph start with βα = qα for some
state qα ∈ Q.) The language of all blocks recognized by G
′ is also the union of the follower
sets of states in G′: denote this by L(G′) = F (Y ′). Since the follower sets are the same,
the set of all recognized blocks are the same so that F (Y ) = F (Y ′). Finally, since the
language of a shift space uniquely determines the shift space, it must be the case that
Y = Y ′.
The merged graph G′ need not conform to the forbidden and forced structures outlined
in Section 2.3: In particular, it is possible that graph diamonds will be created during the
merging process. This is only possible because the merged graph of a strictly sofic shift
space Y will have fewer states than the original graph MF (X) representing the preimage
X of Y . For this reason, the technique of merging states as in Proposition 5.2.2 must
be distinguished from that of state amalgamtion used in Chapter 4. State amalgamation
was applied to merge states with the same label in a graph derived from the block path
representing a point in a shift of finite type. In that setting, state amalgamation was used
to reduce a graph of size ab representing a periodic point of double period (a, b) in order
to determine the size of the subgraph contained within MF (X), where states are known to
have distinct labels. In the present setting, states are merged in a graph representing a
sofic shift space in an effort to find a graph of smaller size that is capable of recognizing
the same shift space. Note that as constructed, MF (X) recognizing a two-dimensional shift
of finite type X can not be further reduced since each state is a distinct element in the set
of blocks that describe the space. It is only possible to reduce the size of the graph MΦF (X)
representing a (strictly) sofic shift that is the image of X under a block code since several
states may now have the same label. However, states in a graph representing a sofic shift
that have the same label can be merged only if it has been determined that these states
have the same follower set. In general, this can be difficult to determine. The following is
a simple example in the one-dimensional case that can be generalized to a two-dimensional
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setting in order to illustrate the merging of states.
Example 5.2.3 Let X be the one-dimensional strictly sofic shift space comprised of the
bi-infinite sequences that contain no more than one 1. (If X were a shift of finite type,
there would be a finite set of blocks BX such that a bi-infinite sequence x would be a point
in X if and only if all subblocks of x belong to BX . For a finite set of blocks, there would
be a maximum length N for blocks belonging to the set BX . Then the bi-infinite sequence
0∗10N10∗ /∈ X although all subblocks of x would belong to BX . So there is no finite set of
blocks describing X so that X must be strictly sofic.) A graph representing X via labeled
states is provided in Figure 5.3. There is neither vertex shift nor edge shift representing
X, since both vertex shifts and edge shifts are essentially shifts of finite type [25]. Notice,
however, that the states of the graph are follower separated.
1 00
Figure 5.3: Graph of one-dimensional strictly sofic shift
Example 5.2.3 can be generalized to two dimensions to create a graph with states whose
follower sets are easy to determine.
Example 5.2.4 Consider the shift of finite type X presented by the vertex shift MF (X)
of Figure 5.4. Now define the 1× 1 block code φ by
φ(z) =
 1 : if z = 10 : otherwise
Then the sofic shift space Y is the set of all configurations of the plane containing at most
one 1. In fact, Y is strictly sofic. To see this, suppose towards a contradiction that Y is a
shift of finite type. Then there must exist some N ≥ 1 such that
Y := {y ∈ {0, 1}Z
2
: ∀v ∈ Z2, σv(y)[−N,N ] ∈ Q = FN,N(Y )}. (5.2.1)
Now consider the point
y(i, j) =
 1 for (i, j) ∈ {(0, 0), (N + 2, N + 2)}0 otherwise . (5.2.2)
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Figure 5.4: Strictly sofic shift; graph not follower separated
Then y is such that ∀v ∈ Z2, σv(y)[−N,N ] ∈ Q = FN,N(Y ), but y /∈ Y since this configura-
tion of the plane contains more than one 1.
The graph MΦF (X) = G is not follower separated. To see this, let y0 be the configuration
of the plane populated entirely with 0’s and let F (y0) denote all factors of this point,
i.e., the set of all blocks populated entirely with 0’s. Then for i ∈ {3, 7, 11, 12, 13, 14, 15},
FG(qi) = {F (y0)}. We can merge these states in graph G to create a smaller graph G
′
representing the same shift space Y . Notice that several states qi have the same predecessor
set as well: if i ∈ {0, 1, 2, 3, 4, 8, 12}, then PG(qi) = {F (y0)}. Alternatively then, we could
have merged these states in graph G to create a smaller graph representing the same shift
space Y . However, if we attempt to merge these states now in the graph G′, the new graph
will no longer represent the shift space Y as points will be accepted that contain more
than a single 1. Notice that only states q3 and q12 have both predecessor and follower set
equal to F (y0). So if we merge states qi for i ∈ {0, 1, 2, 4, 8} to create graph G
′′ from graph
G′, we will have reduced the size of the graph while still maintaining distinct initial and
terminal states for blocks in the language F (Y ) that contain a single 1. In other words, the
graph G′′ represents Y . See Figure 5.5 for the merged graph with states labeled according
to φ.
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0 0
0 0
0 0
0 1
0 0
1 0
0 1
0 0
1 0
0 0
0 0
0 0
Figure 5.5: Graph of reduced size recognizing Y
With this introduction to the topic of follower sets, we now have all the tools necessary
to discuss the properties of graphs representing two-dimensional sofic shift spaces and their
corresponding factor languages. The graph recognizing Y in Figure 5.5 is not transitive -
nor is the language F (Y ), since a block containing the symbol 1 can not meet itself in any
direction. The graph is also not deterministic since (for example) the bottom-left state has
two horizontal transitions with the same label. Although the graph is follower separated,
the bottom-left and top-right states both contain blocks of arbitrary size populated with all
zeros in their follower sets. This means that there is not a one-to-one relationship between
grid-infinite paths of the graph and points of the shift space, as evidenced by multiple
grid-infinite paths representing the same periodic point of all zeros. Example 5.2.4 has
brought us full-circle in one other sense: blocks in the language F (Y ) may be surrounded
by a border of uniform symbols (in this case, the symbol 0) in a fashion reminiscent of the
# symbol used to surround pictures in REC. The study of recognizable picture languages
has now been successfully placed within the context of two-dimensional sofic shift spaces.
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Conclusion
In the literature, investigations surrounding the class REC of recognizable picture lan-
guages have been carried out in terms of language theory. This motivated the current
research with respect to the set of all factors (blocks) of a two-dimensional sofic shift
space. In one-dimensional language theory, there are a great many results regarding FTR
(factorial-transitive-recognizable) languages, so that the early focus of this research was
on transitivity. It quickly became apparent that there was a need to clarify what was
meant by transitivity in the two-dimensional case. The different notions of transitivity in
the class of recognizable languages have not been studied before. Even for dot systems
there are several questions about transitivity that remain unanswered, as many shapes
still elude classification at this time. Dot systems have provided examples of languages
that have directional transitivity but not uniformly so, and languages that are mixing but
not uniformly so. Missing is an example of a language that is transitive but not uniformly
so. (I thank Antonio Restivo for posing the question at the 2006 conference on Advances
on Two-dimensional Language Theory.) The classification of two-dimensional languages
based on a heirarchy of transitivity promises to be an interesting experiment; for example,
Proposition 3.1.8 provides a language that is uniformly transitive yet fails to be transitive
in certain directions and therefore cannot be mixing. The characterization of (uniformly)
transitive dot systems and, in general, local and recognizable languages remains open.
The graph that is introduced with this paper is the first to successfully represent
shifts of finite type as well as their sofic images. Recognition of the points in a (strictly)
sofic shift space requires that the scanning mechanism be able to alternate the reading
of symbols in the horizontal and vertical directions. This makes the graphs constructed
herein an important tool for the study of transitivity in the represented factor languages
and periodicity in the represented shift spaces. For example, the graph provides a nice
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mechanism to prove Theorem 4.1.4 relating uniform horizontal transitivity to periodicity.
Because of the emptiness problem, questions concerning periodicity are central to the
discussion of two-dimensional sofic shift spaces. Further work needs to be done with
respect to periodic points and their appearance in graphs representing two-dimensional
shift spaces. It remains to be seen what other properties of the shift space can and cannot
be observed from the graph presentation constructed here. (However, any property that
can be observed from the graph structure will necessarily be decidable.) In particular,
it remains unclear what the necessary and sufficient conditions are for a two-dimensional
graph representation to be a representation of a transitive picture language.
The use of a syntactic monoid of equivalence classes for blocks in the factor language
hi-lites the relevance of transitivity to the properties of a two-dimensional language. It
also exposes the shortcomings of treating two-dimensional languages as one-dimensional
languages by limiting the height of blocks under consideration. This avenue of research
now seems peripheral to the study of recognizable languages defined by two-dimensional
shift spaces, although the topic bears some interest in its own right.
The use of equivalence classes for states in a graph can lead to the merging of states,
which makes the graph size more manageable and also opens the door for questions re-
garding the minimal deterministic graph representation of a shift space. A main result in
one-dimensional symbolic dynamics is that for a sofic shift space X with factor language
that is transitive, a deterministic graph is the minimal deterministic presentation of X if
and only if the graph is transitive and the states of the graph have distinct follower sets
[25]. It should be determined whether a similar statement applies for two-dimensional
sofic shift spaces. The shift space of Example 5.2.4, while not transitive, is a step in
the right direction toward linking these concepts in the two-dimensional case. More gen-
eral languages resulting from block codes of the set of languages that fulfill the property
A(X) = F (X) need to be studied in regards to the topic of merging states.
Two-dimensional symbolic dynamics is varied enough from the one-dimensional case to
warrant a complete treatment (e.g. textbook) along the lines of the outstanding resource,
An Introduction to Symbolic Dynamics and Coding by Lind and Marcus [25]. The work in
this dissertation provides a solid foundation to connect the key elements of language theory,
automata theory, and symbolic dynamics as they relate to the class of two-dimensional
factorial and prolongable recognizable languages.
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