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Abstract
In this paper we develope the main ideas of the quantized version of
affinely-rigid (homogeneously deformable) motion. We base our consider-
ation on the usual Schro¨dinger formulation of quantum mechanics in the
configuration manifold which is given, in our case, by the affine group or
equivalently by the semi-direct product of the linear group GL(n,R) and
the space of translations Rn, where n equals the dimension of the “physi-
cal space”. In particular, we discuss the problem of dynamical invariance
of the kinetic energy under the action of the whole affine group, not only
under the isometry subgroup. Technically, the treatment is based on the
two-polar decomposition of the matrix of the internal configuration and
on the Peter-Weyl theory of generalized Fourier series on Lie groups. One
can hope that our results may be applied in quantum problems of nuclear
dynamics or even in apparently exotic phenomena in vibrating neutron
stars. And, of course, some more prosaic applications in macroscopic elas-
ticity, structured continua, molecular dynamics, dynamics of inclusions,
suspensions, and bubbles are also possible.
Introduction
It is well known that every dynamical scheme, both mechanical and field-
theoretical, may be formulated in two alternative versions: classical and quan-
tum. This is always formally possible, although there are situations when one
of those versions looks artificial, either classical or quantum. Besides, there are
still some unsolved problems concerning the relationship between classical and
quantum levels of description. Roughly speaking, they have to do with the mea-
surement phenomena and decoherence processes. There is a whole spectrum of
views, like, e.g.:
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(i) Everything is quantum and the classical is an illusion or approximation.
(ii) Everything should be finally classical and the quantum description is in-
complete, phenomenological and temporary. Perhaps some essential non-
linearity may be a solution of paradoxes.
(iii) Physical reality is a dualistic composition of two incompatible elements:
quantum and classical. They are joined into a single whole in a way which
is rather mysterious, although statistically described by the standard in-
terpretation. This is a relatively popular view, in a sense philosophically
based on a kind of the “solliptic” ideas.
But, as said above quite independently of those fundamental problems, almost
every mechanical and field-theoretical scheme admits those two formulations:
classical and quantum. For example, large molecules or fullerens may be de-
scribed in a satisfactory way in both frameworks, every one to be used in its
specific domain of applications. Moreover, such micro- and nano-objects are
physically placed somewhere in the convolution region of two theories. What is
then the relationship between them? This fact may perhaps shed some light onto
the mentioned fundamental problems concerning the relationship and mutual
interplay of both frameworks. It is not excluded that some basic questions con-
cerning paradoxes and the relationship between classical and quantum levels of
description might be solved or at least enlightened. For example, one can try to
solve the problem by introducing to quantum considerations some geometrically
motivated essential (non-perturbative) non-linearity [4, 5, 6, 8, 17, 18, 21, 22, 25].
In any case, as many people seem to believe, this gives some hope for describing
the decoherence phenomena. However, in this paper we are not intended to
study the above fundamental problems. Our aim is mainly to formulate the
quantum counterparts of the classical models studied earlier [19, 20, 24, 26, 27].
1 General scheme of the Schro¨dinger wave me-
chanics
Let us begin with a short review of ideas of the Schro¨dinger wave mechanics in a
configuration manifold Q. Pure quantum states are described by wave functions
on Q. We use the term “wave functions” although, as a matter of fact, they
are not scalar functions but rather they are fields of complex scalar densities of
weight 1/2 on Q [11]. In principle they are assumed to be L2(Q)-class fields on
Q in the sense of the natural scalar product
(Ψ,Φ) =
∫
ΨΦ =
∫
Ψ(q)Φ(q)dq1 . . . dqn, (1)
where Ψ(q), Φ(q) are functions representing the densities Ψ, Φ in coordinates
q1, . . . , qn. We hope that our lack of rigour in distinguishing between global and
local-coordinates expression for (Ψ|Φ) does not produce difficulty for mathemati-
cally-oriented readers. In any case, it is just intended for economy of notations.
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As said above, the rigorous formalism of quantum mechanics is based on the
L2(Q)-language. Nevertheless, in applications to the non-compact manifolds Q
one often does admit wave functions with the infinite L2(Q)-norms, so-called
scattering states. Obviously, then the quantity P (Ψ,Φ) = |(Ψ|Φ)|2 does not
possess the usual interpretation of the probability that the system in state Ψ
will be detected as one in the state Φ. Nevertheless, the generalized statisti-
cal interpretation in terms of the relative probability is possible and physically
convenient.
Physical quantities are represented by Hermitian operators in L2(Q). Their
spectra are sets of their admissible values to be detected in the measurement
processes. One can also admit non-bounded essentially self-adjoint operators.
Moreover, such operators, often differential ones, are very important physically
and represent such quantities like linear and angular momentum, position, en-
ergy etc. Obviously, their property to be self-adjoint is meant in the sense of
the scalar product (1), i.e., (AΨ|Φ) = (Ψ|AΦ) with certain provisos concerning
the domain in the unbounded case. More generally, Hermitian conjugation is
meant as A 7→ A+, where (AΨ|Φ) = (Ψ|A+Φ), again with provisos concerning
domains when A is non-bounded.
Unitary operators are symmetries of the scalar product (1), (UΨ|UΦ) =
(Ψ|Φ) for any wave functions Ψ(q), Φ(q). To be more general, there are also
important anti-unitary symmetries for which (UΨ|UΦ) = (Ψ|Φ) = (Φ|Ψ). They
are antilinear. For example, the quantum time reversal is anti-unitary. When
taken together, two above-mentioned quantum automorphisms may be written
down as |(UΨ|UΦ)| = |(Ψ|Φ)|. Unitary operators preserve the operation of
Hermitian conjugation, i.e.,
(
UAU−1
)+
= UA+U−1. The relationship between
unitary and Hermitian operators is, roughly speaking, exponential:
U = exp(iA) =
∞∑
n=0
1
n!
(iA)n, A+ = A. (2)
This is very important because some relationship is established between un-
bounded operators of physical quantities (like linear and angular momentum,
position etc) and bounded unitary operators generated by them.
Eigenstates of the physical quantity A satisfy the condition AΨ = aΨ, where
a ∈ SpA ⊂ R is an eigenvalue of A. In general the set of eigenvalues SpA is a
proper subset of the real axis. The above equation is to be solved both for a
and Ψ. Then (2) implies that UΨ = exp(ia)Ψ, therefore, Ψ is simultaneously an
eigenstate of U . In practical problems one usually solves rather the first above
eigenvalue problem than the second one.
This is a rough description of the Schro¨dinger quantum scheme. However,
in practical applications one uses a simplified description based on the scalar-
valued wave functions. Indeed, when quantizing some classical theory, we usu-
ally begin with the classical expression for the kinetic energy:
T =
1
2
Γµν
dqµ
dt
dqν
dt
, (3)
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where qµ are local generalized coordinates in Q, and the metric coefficients
Γµν are functions of q
µ. In general the metric Γ is curved and there is no
possibility to make Γµν independent of q
λ by any choice of coordinates. Let
us also mention that the metric Γ need not be positively definite. In pseudo-
Riemannian manifold (Q,Γ) there exists canonically distinguished measure µΓ
induced by Γ and given locally by:
dµΓ(q) =
√
|det[Γµν ]|dq1 . . . dqn. (4)
The factor
√|det[Γµν ]| is a scalar W -density of the weight 1. Its square root is
in consequence a scalar density of the weight 1/2. Therefore, all scalar densities
of this weight, in particular “wave functions” may be factorized as Ψ(q) =
ψ(q) 4
√|detΓµν |, where ψ : Q 7→ C is a scalar-valued complex wave function on
Q. The scalar product (1) becomes (Ψ|Φ) = 〈ψ|ϕ〉 = ∫ ψ(q)ϕ(q)dµΓ(q) [11].
The action of operators on scalar 1/2-densities Ψ may be easily reformulated
into the action on scalar wave functions ψ. And later on the whole Hilbert space
formalism may be expressed in terms of the scalar product 〈ψ|ϕ〉. The classical
kinetic energy (3) may be easily expressed in Hamiltonian terms:
T = 1
2
Γµνpµpν , Γ
µαΓαν = δ
µ
ν , pµ =
∂T
∂q˙µ
= Γµν
dqν
dt
. (5)
The corresponding quantum operator of kinetic energy and its Laplace-Beltrami
operator are given by
T = −~
2
2
∆(Γ), ∆(Γ) =
1√
|Γ|
∑
µ,ν
∂µ
√
|Γ|Γµν∂ν = Γµν∇µ∇ν . (6)
In the last formula ∇µ is the Levi-Civita covariant differentiation in the sense
of the metric tensor Γ. This means that the above quantum operator of kinetic
energy is obtained from the classical expression (5) by the mere substitution
of the operator Pµ = (~/i)∇µ instead the classical momentum pµ. If some
potential energy V (q) is admitted, then the quantum Hamiltonian H is given
by H = T +V, and V is the operator which multiplies wave functions by V ,
(Vψ)(q) = V (q)ψ(q). Usually one does not distinguish graphically between the
potential energy V and its operator V given by the above formula. In a quite
similar way one can include the magnetic interaction, using the minimal coupling
procedure. It consists in introducing to the momentum operator Pµ = (~/i)∇µ
some additive gauge correction linear in the covector potential of the magnetic
field.
The non-relativistic quantum dynamics is based on Schro¨dinger equation,
i.e., i~∂ψ/∂t = Hψ. As usual, when H does not depend explicitly on time,
it may be reduced to the time-independent Schro¨dinger equation, i.e., to the
eigenvalue problem for H: Hϕ = Eϕ, where both E and ϕ are a priori un-
known, and in general the spectrum of the values of E is not identical with
the total real axis. Any solution of the above eigenvalue problem gives rise
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to the exponentially time-dependent solution of the Schro¨dinger equation, i.e.,
ψ = exp (−iEt/~)ϕ, where obviously E is real, as an eigenvalue of the Her-
mitian operator H. Therefore, the exponential time-dependence in ψ is purely
oscillatory.
Quantization conditions follow from the theory of Sturm-Liouville equations
[9, 12]. Namely, the admissible wave functions must be globally defined all
over the configuration space, one-valued, and continuous together with their
first-order derivatives. In the case of usual L2(Q,µ)-class functions describing
bounded states, this demand implies the quantization condition for the admissi-
ble values of energy and other physical quantities. One obtains discrete spectra
of eigenvalues of the corresponding operators.
However, there are also some provisos and doubtful points here. The prob-
lem was noticed many years ago by W. Pauli [13], J. Reiss [14] and also by
D. Arsenovic´, A.O. Barut, M. Bozˇic´, Z. Maricˇ [1, 2, 3]. Namely, there are situa-
tions when the configuration space Q is multiply-connected and one can suspect
that it is not wave function ψ but rather ψψ what is to be one-valued. In any
case this seems to be reasonable for such models as rigid body and affinely-
rigid body in the physical space of dimension higher than 2, because Q is then
doubly-connected and there are functions on the covering manifold Q which are
non-projectable to Q, but nevertheless their squared moduli ψψ are correctly
projectable. Namely, the values of ψ differ in sign at points of Q projecting onto
the same point of Q, therefore ψψ is a pull-back of some one-valued probabil-
ity density on Q. Together with some superselection rule (no superposition of
“even” and “odd” wave functions) this may lead to half-integer internal angu-
lar momentum, and therefore, to the classical “explanation” of spin. We shall
return to this problem later on, but now we make some digression concerning
the metric tensors and volume-measures on the configuration space Q.
2 Specificity of Lie groups as configuration spa-
ces
So, we assume that Q is a Lie group or a Lie group-space [10, 11]. A sim-
ilar treatment may be formulated for more general homogeneous spaces, i.e.,
such ones that the isotropy subgroups of any point are non-trivial, i.e., con-
tain more elements than the identity alone. However, here we do not consider
this more general treatment, because the configuration spaces of a rigid body
or affinely-rigid body may be identified with Lie group manifolds, respectively
SO(n,R)×˜Rn and GL(n,R)×˜Rn. Let us remind that n is the dimension of the
physical space (i.e., 3 but it is more convenient to assume it is arbitrary) and
the sign ×˜ denotes the semi-direct product.
The classical kinetic energy is given by (3), (5), and the quantum one is
expressed by the Laplace-Beltrami operator (6). This was a general manifold
framework. However, when Q is a Lie group, it is natural to assume that it
is invariant under the left or right translations, x 7→ gx, x 7→ xg, or perhaps
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under the both of them. In the case of metrically rigid body, T is spatially
isotropic, i.e., invariant under the left translations x 7→ gx. If the inertial tensor
is isotropic, i.e., when we deal with the spherical rigid body, then T is invariant
also under the right translations x 7→ xg. Of course, this case of the material
right-invariance is very special, but the left-invariance, i.e., spatial isotropy, is a
general situation. So, the metric tensor Γ on Q is also left-invariant. But then
also the measure µΓ (4) is left-invariant. And now let us remind that on every
locally-compact Lie group there exists left-invariant Haar measure and that
it is unique up to normalization, i.e., up to a constant multiplicative factor.
In the case of compact groups one can choose this factor in such a way that
µΓ(Q) =
∫
Q
dµΓ(q) = 1.
All this is also true for the right-invariant Haar measure. And moreover,
there is a wide class of groups, so-called unimodular groups for which the left-
invariant Haar measure is identical with the right-invariant Haar measure. This
class contains semi-simple groups, Abelian groups and their direct and semi-
direct products. In any case the configuration spaces of a rigid and affine body
belong here.
So, let us make a small digression concerning Hamiltonian systems on Lie
groups and their quantization. Therefore, traditionally, we shall use the symbol
G instead Q, and the Lie algebra will be denoted by G′. Let Ω, Ω̂ ∈ G′ be
some elements of this algebra. They generate respectively some right-invariant
and left-invariant vector fields X [Ω], Y [Ω̂]. When the group G is linear, they
are given by X [Ω]g = Ωg, Y [Ω̂]g = gΩ̂. In general, they are given by the
tangent mappings of the right- and left-regular translations, X [Ω]g = Rg∗Ω,
Y [Ω̂]g = Lg∗Ω̂, where Rg(x) = xg, Lg(x) = gx, where Ω, Ω̂ are arbitrary
elements of the tangent space TeG at the group identity e ∈ G.
In the case of linear groups, particularly interesting for us, the relationship
between the Lie algebra TeG and other tangent spaces TgG, e.g., Tg(t)G where
t 7→ g(t) is a curve in G, is given by Ω = (dg/dt)g(t)−1, Ω̂ = g(t)−1(dg/dt) =
g(t)−1Ωg(t). In general we have Ω = R−1g(t)∗(dg/dt), Ω̂ = L
−1
g(t)∗(dg/dt). Obvi-
ously, Rg∗, Lg∗ are tangent mappings of regular translations Rg, Lg. The mo-
mentum objects Σ, Σ̂ dual to Ω, Ω̂ are defined in the following way: 〈Σ,Ω〉 =
〈Σ̂, Ω̂〉 = 〈p, g˙〉, where g˙ ∈ TgG, p ∈ T ∗gG. The elements g, g˙, p in this defini-
tion are arbitrary. In absolute terms we can write Σ = Lg(t)
∗p, Σ̂ = Rg(t)
∗p,
therefore Σ = Adg
∗Σ̂. As usual, Lg
∗, Rg
∗, Adg
∗ are pull-backs of Lg∗, Rg∗,
Adg∗.
Transformation rules under regular translations g 7→ kg, g 7→ gk read
Ω 7→ AdkΩ, Ω̂ 7→ Ω̂, Σ 7→ Adk∗−1Σ, Σ̂ 7→ Σ̂, (7)
Ω 7→ Ω, Ω̂ 7→ Ad−1k Ω̂, Σ 7→ Σ, Σ̂ 7→ Adk∗Σ̂. (8)
In the formulas above the symbol Adk : G
′ 7→ G′ denotes the adjoint mapping,
i.e., the derivative of the inner automorphism g 7→ kgk−1 at g = e, i.e., at
the identity element. Let us complete those remarks by quoting the following
obvious formulas for the right-invariant and left-invariant Maurer-Cartan forms
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η, ω on the linear group G: η[Σ]g = g
−1Σ, ω[Σ̂]g = Σ̂g
−1. Let us remind also
that for the potential model on a Lie group Hamiltonian is
H = T + V(q) = 1
2
Γµν(q)pµpν + V(q). (9)
Let Eµ denote some basic element in the Lie algebra G
′ and Eµ are the
corresponding elements of the dual basis in the space G′∗ of linear functions on
G′. The canonical coordinates of the first kind are denoted by qµ, therefore,
g(q) = exp(qµEµ). The corresponding Lie-algebraic objects will be denoted
by Ω, Ω̂ ∈ G′ and their components by Ωµ, Ω̂µ, i.e., Ω = ΩµEµ, Ω̂ = Ω̂µEµ.
In the case of linear groups we have the obvious relationship with generalized
velocities: Ω = (dg/dt)g−1, Ω̂ = g−1(dg/dt) = g−1Ωg, or in coordinates:
Ωµ = Ωµν(q)
dgν
dt
, Ω̂µ = Ω̂µν
dgν
dt
. (10)
If G is non-Abelian, then there are no coordinates qµ in which Ωµν would be
constant. The left- and right-invariant kinetic energies are given as follows:
Tleft =
1
2
Lµν(q)Ω̂µΩ̂ν , Tright = 1
2
Rµν(q)ΩµΩν . (11)
The matrices [Lµν(q)], [Rµν(q)] here are constant, non-singular and symmetric.
However, there is no need to assume them to be positively definite.
For systems with the potential Hamiltonians (9) one can describe Legendre
transformation Σ̂µ = ∂Tleft/∂Ω̂
µ = LµνΩ̂ν , Σµ = ∂Tright/∂Ωµ = RµνΩν respec-
tively for the left- and right-invariant kinetic energies. The quantities Σ̂µ, Σµ
are components of the momentum mappings, i.e., Hamiltonian generators Σ̂, Σ
of the groups of right and left regular translations: Σ̂ = Σ̂µE
µ, Σ = ΣµE
µ. Let
us denote by [Lµν ], [Rµν ] the matrices reciprocal to [Lµν ], [Rµν ]. One can show
that the Hamiltonian (9) may be written as follows:
Hleft = Tleft + V (q) = 1
2
LµνΣ̂µΣ̂ν + V (q) , (12)
Hright = Tright + V (q) = 1
2
RµνΣµΣν + V (q) (13)
respectively for the left- and right-invariant kinetic energy. These expressions
are formally quite analogous to the known expressions in terms of canonical
momenta. Nevertheless, their structure is completely different from them if G
is not Abelian. Namely, Ω̂µ, Ωµ are non-holonomic quasi-velocities and Σ̂µ, Σν
are quasimomenta. Their Poisson brackets do not vanish, namely, they are
expressed in the following way:
{Σµ,Σν} = ΣλCλµν ,
{
Σ̂µ, Σ̂ν
}
= −Σ̂λCλµν ,
{
Σµ, Σ̂ν
}
= 0, (14)
where Cλµν are structure constants of G in the basis composed of Eµ, i.e.,
[Eµ, Eν ] = EλC
λ
µν . Let us now describe the quantum counterparts of those
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objects and concepts. First, let us remind that in majority of applications the
configuration space is a Lie groupQ = G or some of its homogeneous spaces. For
us it is sufficient to consider systems on Lie groups or on their group manifolds.
By a group manifold we mean its homogeneous space with the trivial isotropy
group {e} of every point. Roughly speaking, it is a “group which forgot about
its identity element”. We assume that G is unimodular, i.e., the left-invariant
and right-invariant Haar measures coincide, thus there is only one Haar measure
µ. It is possible to live without this assumption, however in our models it is
satisfied, so we accept it. The Hilbert space of wave functions is L2(G,µ). The
left and right regular translations in G generate in a natural way the following
translation operators in L2(G,µ):
(L(k)Ψ) (g) = Ψ(kg), (R(k)Ψ) (g) = Ψ(gk). (15)
Translational invariance of the Haar measure implies that those operators are
unitary, therefore also bounded:
〈L(k)Ψ|L(k)ϕ〉 = 〈Ψ|ϕ〉 = 〈R(k)Ψ|R(k)ϕ〉 . (16)
If the usual, or rather commonly used, definition of superposition is used,
(F ◦G) (x) = F (G(x)), then k → R(k), k → L(k) are respectively the rep-
resentation and anti-representation of G in our Hilbert space L2(G,µ): R(kl) =
R(k)R(l), L(kl) = L(l)L(k). It is clear that L becomes a representation when k
in (15) is replaced by k−1, i.e., if Ψ (kg) is replaced by Ψ
(
k−1g
)
. There are some
delicate points concerning the infinitesimal representation of unitary operators
L(k), R(k). Namely, let us define the following differential operators acting on
differentiable functions on G:
(Lµf) (g) =
∂
∂qµ
f (k(q)g)
∣∣∣∣
q=0
, (Rµf) (g) =
∂
∂qµ
f (gk(q))
∣∣∣∣
q=0
, (17)
where qµ are canonical coordinates of the first kind, i.e., g(q) = exp(qµEµ).
The above-mentioned anti-representation and representation properties of
the groups of regular translations imply that [Lµ,Lν ] = −LκCκµν , [Rµ,Rν] =
RκC
κ
µν . The left and right regular translations mutually commute, therefore,
[Lµ,Rν ] = 0. It is also clear that the Poisson brackets between Σµ, Σ̂µ and
the functions f which are pull-backs from the configuration space (so that they
depend only on the configuration variables qµ but are independent of canonical
momenta) may be expressed through the operators Lµ, Rµ:
{Σµ, f} = −Lµf,
{
Σ̂µ, f
}
= −Rµf. (18)
Any other Poisson bracket may be expressed through the above ones as
{A,B} = ΣλCλµν ∂A
∂Σµ
∂B
∂Σν
− ∂A
∂Σµ
LµB +
∂B
∂Σµ
LµA, (19)
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whenA,B are treated as functions of Σµ, q
ν . And if we express them as functions
of Σ̂µ, q
ν , then the following form is obtained:
{A,B} = −Σ̂λCλµν ∂A
∂Σ̂µ
∂B
∂Σ̂ν
− ∂A
∂Σ̂µ
RµB +
∂B
∂Σ̂µ
RµA. (20)
It is clear that the finite action of unitary operators may be expressed in ex-
ponential way: F (k(q)g) = exp (qµLµ)F , F (gk(q)) = exp (q
µRµ)F . In this
formula it is assumed that F is smooth, i.e., C∞-class, and the series on the
right-hand side are convergent. Unlike this, the left-hand side of the above for-
mulas are always well defined, for any, even drastically discontinuous functions
F on G. Obviously , in this case the above formulas become false, because the
right-hand sides do not exist in the literal sense.
Let us quote the explicit formula for the differential operators Lµ, Rµ. The
classical formulas (10) for quantities imply that Σµ = pαΣ
α
µ, Σ̂µ = pαΣ̂
α
µ,
where the matrices [Σαµ], [Σ̂
α
µ] are reciprocal to [Ω
µ
α], [Ω̂
µ
α], i.e., Σ
α
µΩ
µ
β =
δαβ , Σ̂
α
µΩ̂
µ
β = δ
α
β . Therefore, our differential operators Lµ, Rµ are given by
Lµ = Σ
α
µ∂/∂q
α, Rµ = Σ̂
α
µ∂/∂q
α. The formulas (16) tell us that L(k), R(k)
are unitary with respect to the scalar product based on the Haar measure µ
on G. Therefore we have that L (exp (qµEµ)) = exp (q
µLµ), R (exp (q
µEµ)) =
exp (qµRµ), and that Lµ, Rµ are formally anti-self-adjoint:
〈LµΨ|ϕ〉 = −〈Ψ|Lµϕ〉 , 〈RµΨ|ϕ〉 = −〈Ψ|Rµϕ〉 . (21)
As, mentioned above, due to the fact that Lµ, Rµ are differential opera-
tors, one must be careful with (21). Namely, only for Ψ, ϕ from the appropri-
ate domain this equation holds. In any case, it is certainly true for infinitely
smooth functions with compact supports, i.e., for Ψ, ϕ ∈ C∞0 (G). Let us men-
tion that in spite of the algebraic rule (21), the operators Lµ, Rµ are not
anti-hermitian because they are non-bounded and defined only on some do-
main of L2(G,µ). Nevertheless, in the case of operators like Lµ, Rµ which are
infinitesimal generators of well-defined unitary groups, the danger of misunder-
standings following from interpreting them as “anti-hermitian” is much smaller
than that for quite arbitrary, so-to-speak accidental differential operators. The
operators Σµ := (~/i)Lµ, Σ̂µ := (~/i)Rµ are counterparts of Σµ, Σ̂µ. They
are “hermitian” with identical provisos as Lµ, Rµ are “anti-hermitian”, thus,
〈ΣµΨ|ϕ〉 = 〈Ψ|Σµ ϕ〉, 〈Σ̂µΨ|ϕ〉 = 〈Ψ|Σ̂µϕ〉 for any Ψ, ϕ ∈ C∞0 (G). Obviously,
the operators Σµ, Σ̂µ may be expressed as
Σµ :=
~
i
Σαµ(q)
∂
∂qα
, Σ̂µ :=
~
i
Σ̂αµ(q)
∂
∂qα
. (22)
For any pair of physical quantities represented on the quantum level by “her-
mitian” (essentially self-adjoint) operators F, G the quantum Poisson bracket
is defined as Q {F,G} = (1/i~) [F,G] = (1/i~) (FG−GF), i.e., as the commu-
tator divided by i~. Therefore, we see that the quantum Poisson brackets for
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Σµ, Σ̂µ have the form analogous with the classical one (14):
Q {Σµ,Σν} = ΣλCλµν , Q
{
Σ̂µ, Σ̂ν
}
= −ΣλCλµν , Q
{
Σµ, Σ̂ν
}
= 0. (23)
The quantum counterparts of (11), i.e., operators of the left-invariant and
right invariant kinetic energy are Tleft = (1/2)LµνΣ̂µΣ̂ν = −(~2/2)LµνRµRν ,
Tright = (1/2)RµνΣµΣν = −(~2/2)RµνLµLν , respectively. Let us repeat that
in rigid body mechanics (let us stress: metrically rigid) one is dealing with
Tleft, i.e., with the kinetic energy invariant under spatial rotations. In general,
it is not right-, i.e., metrically-invariant. More precisely, it is right-invariant
only when Lµν (Lµν) is so, i.e., if it is proportional to the unit tensor, Lµν =
(1/I)δµν . An intermediary symmetry in n = 3 occurs when the inertial tensor
Lµν is once degenerate with respect to δµν , i.e., when two mean values (mean
moments of inertia) coincide. Let us remind those mean values are solutions of
the eigenequation: det [Lµν − λδµν ] = 0.
Unlike the rigid body mechanics, the Hamiltonian model of the ideal incom-
pressible fluid is right-invariant. Let us mention another fundamental differ-
ence between rigid body and incompressible fluid. Rigid body without transla-
tional motion has n(n− 1)/2 degrees of freedom, and with translational motion
n(n + 1)/2, so for n = 3 respectively 3 and 6. In any case it is a finite num-
ber. Incompressible ideal fluid has the infinite-continuous number of degrees of
freedom. Namely, the configuration space is given by the infinite-dimensional
manifold of all volume-preserving diffeomorphisms. And the kinetic energy is
invariant on right under the group of all such diffeomorphisms. On the left
it is invariant only under the group of Euclidean isometries, obviously finite-
dimensional one n(n + 1)/2. Incidentally, let us mention that the theory of
infinite-dimensional “Lie groups” is far from being complete, and in any case it
is rather difficult. Nevertheless the structure of Hamiltonian or quantum me-
chanics on it is a good, very convenient tool for guessing some solutions; once
guessed in this way, they may be proved by independent methods. Obviously,
the “full happiness” appears when the kinetic energy is doubly-invariant, i.e.,
both left and right. Obviously, it is the case for Abelian groups, but more in-
teresting is the case of semi-simple groups. Then one can use the Killing tensor
on G as the metric tensor. It is so, e.g., for the spherical rigid body. Let us
remind the definition of the Killing tensor on the Lie algebra G′, i.e., γµν =
CαβµC
β
αν , and its extension to the pseudo-Riemannian structure on the mani-
fold G: Γµν(q) = γαβΣ
α
µ(q)Σ
β
ν(q) = γαβΣ̂
α
µ(q)Σ̂
β
ν(q). To be more precise: if
G is the Cartesian product of a few simple groups, G = G1×. . .×Gp = ×Nk=1Gk,
then one can use the Killing tensors Γ(k) on each Gk, and combine them with
constant coefficients: Γ =
∑N
k=1 Ckπk
∗Γ(k) = C1π1
∗Γ(1) + . . . + CNπN
∗Γ(N),
where πk = G→ Gk denotes the natural projections onto factors of the Carte-
sian product. A similar procedure may be used when G is a direct or semi-direct
product of the semisimple group with another, usually Abelian group with some
physically motivated metric structure.
Let us complete (23) by the quantum counterpart of (18). Namely, let
F be a function on the configuration space. It gives rise to the following
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multiplication operator on wave functions: (FΨ)(q) = F (q)Ψ(q). Then one
can easily show that the following quantum Poisson-bracket rules are satisfied:
Q {Σµ,F} = −LµF , Q{Σ̂µ,F} = −RµF . Just as (23) they are formally analo-
gous to the classical rules. However, one must remember that it is an exceptional
situation which holds only for special quantities of geometric origin and with
clear and simple geometric interpretation. In general such a quantum-classical
correspondence does not exist. Those were some relatively general remarks.
Now we go back to the mechanics of affinely-rigid body.
3 Quantization of affinely-rigid bodies
As it was said a few times above, the configuration space of an affinely-rigid body
may be identified with LI(U, V )×M , the Cartesian product of the internal con-
figuration space and the manifold of translational degrees of freedom [7, 15, 16,
20, 23, 28]. When we choose some orthonormal Cartesian coordinates in M , N ,
namely xi, aK , then the induced coordinates in the configuration space are xi,
ϕiK and the configuration manifold itself is identified with the semi-direct prod-
uct GL(n,R)×˜Rn. Apparently the most natural measures on GL(n,R)×˜Rn and
GL(n,R) are a, l, where da(ϕ, x) = dx1 . . . dxndϕ11 . . . dϕ
n
n = dl(ϕ)dx
1 . . . dxn,
dl(ϕ) = dϕ11 . . . dϕ
n
n. Obviously, they are not Haar measures in the group-
theoretic sense, although they are Lebesgue measures in the additive sense of
L(n,R) × Rn. The corresponding Haar measures α, λ are given as follows:
dα(ϕ, x) = (detϕ)−n−1da(ϕ, x), dλ(ϕ) = (detϕ)−ndl(ϕ). In practical prob-
lems, first of all when dealing with non-geodetic models, i.e., ones containing
the potential term in Lagrangian, it is convenient to express those measures in
terms of the two-polar splitting variables. Let ν denote the Haar measure on
the manifold of orthonormal frames, or equivalently — on the rotation group
SO(n,R) [29, 30, 31, 32]. Then the above formula takes on the following intuitive
and suggestive form in terms of the two-polar decomposition:
dλ(ϕ) = dλ(L, q,R) =
∏
i6=j
∣∣sh (qi − qj)∣∣ dν(L)dν(R)dq1 . . . dqn. (24)
Let us remind that the two-polar splitting is meant in the sense ϕ = LDR−1,
D = Diag (. . . , Qa, . . .) = Diag (. . . , exp qa, . . .). In models invariant only under
the Euclidean group, it is more convenient to use the Q-variables. Then dl(ϕ) =
dl(L,Q,R) =
∏
i6=j
∣∣(Qi +Qj) (Qi −Qj)∣∣ dν(L)dν(R)dQ1 . . . dQn. It is often
convenient to introduce the shortened symbols:
Pλ =
∏
i6=j
∣∣sh (qi − qj)∣∣ , Pl =∏
i6=j
∣∣(Qi +Qj) (Qi −Qj)∣∣ . (25)
Then the above formulas read as follows: dλ(ϕ) = Pλdν(L)dν(R)dq
1 . . . dqn,
dl(ϕ) = Pldν(L)dν(R)dQ
1 . . . dQn.
Let us observe that in the analysis of affinely-invariant systems we often
separate the motion into the SL(n,R) and purely dilatational part. Then it is
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convenient to use the Haar measure on the SL(n,R)-part of motion. It may
be symbolically expressed in terms of the “delta-distribution”-based expression:
dλSL(ϕ) = Pλdν(L)dν(R)δ(q
1 + . . .+ qn)dq1 . . . dqn. The factor δ(q1+ . . .+ qn)
switches out the integration along the dilatational parameter and reduces the
procedure to the submanifold of isochoric motions.
Let us now translate our general group formulas just to the above language of
affinely-rigid body, i.e., to the situation when the group G is given by GL(n,R).
First of all, our index µ becomes the two-index (ab). The affine spin in laboratory
and co-moving representations are given by the following differential operators:
Σab :=
~
i
Lab =
~
i
ϕaK
∂
∂ϕbK
, Σ̂
A
B :=
~
i
RAB =
~
i
ϕmB
∂
∂ϕmA
. (26)
And the metrical spin and vorticity are represented by their g- and η-skew-
symmetric parts: Sab = Σ
a
b − gacgbdΣdc, VAB = Σ̂AB − ηACηBDΣ̂DC .
Remark: we were just using two measures λ, l on the manifold of internal
degrees of freedom. Only λ is the Haar measure, but as mentioned, l and the
corresponding Hilbert space L2(Q, l) may be also useful, namely in non-affine
models of internal symmetries. But then, in the Hilbert space, (26) fail to be
formally self-adjoint. Instead, we would have to modify them by introducing
some additive corrections, i.e., Σ(l)ab = Σ
a
b + (~n/2i)δ
a
b, Σ̂(l)
A
B = Σ̂
A
B +
(~n/2i)δAB. It is clear that this correction influences only the dilatational
part of generators. In particular, the spin and vorticity operators do not feel
anything. Obviously, we have the following well-known classical identity: Σab =
ϕaAϕ
−1B
bΣ̂
A
B. Nevertheless, just like in the classical model, V
A
B are not co-
moving components of spin Sab.
The operators of translational linear momentum, respectively in the spatial
and co-moving representation, Pa and P̂A are given by Pa = (~/i)∂/∂x
a, P̂A =
(~/i)ϕaA∂/∂x
a. Obviously, they are also interrelated through ϕ, just like Σab,
Σ̂AB, i.e., P̂A = ϕ
a
APa, Pa = ϕ
−1A
a P̂A. Just like in the classical theory,
the quantities Σab, Σ̂
A
B are respectively infinitesimal generators of the left
and right regular translations of ϕ: ϕaA 7→ LabϕbA, ϕaA 7→ ϕaBRBA. And
similarly the Hermitian operators Pa, P̂A are generators of the spatial and
material translations of the centre of mass position, e.g., xa 7→ xa+wa. Exactly
like in the classical case, we can also introduce the translational and total affine
momenta with respect to some fixed originO ∈M , i.e., Λ[O]ij = xiPj , J[O]ij =
Λ[O]ij+Σ
i
j . They are Hermitian generators of the group GAff(M) acting, e.g.,
through (xa, ϕaA) 7→
(
Labx
b, Labϕ
b
A
)
, and similarly for the x-translations. The
commutation rules are just like Poisson brackets in classical mechanics.
In analogy to the classical canonical momentum p canonically conjugate
to the centre of mass of logarithmic deformation invariants, we introduce the
following formally self-adjoint operator: p = (~/i)∂/∂q. It is a generator of the
quantum group of dilatations. In certain formulas it is also convenient to use
the shear (deviatoric) component of the affine spin, i.e.,
σ
a
b := Σ
a
b − 1
n
p δab, σ̂
A
B := Σ̂
A
B − 1
n
p δAB . (27)
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It is clear that the dilatational generator p equals the trace of the tensor oper-
ators Σab, Σ̂
A
B, i.e., p = Σ
a
a = Σ̂
A
A.
Just like in the classical theory, the spin and minus-vorticity operators are
(formally) self-adjoint generators of the orthogonal subgroup SO(V, g) ⊂ GL(V ),
SO(U, η) ⊂ GL(U) acting on the configuration space of an affinely-rigid body.
Equivalently, one can say that they generate left regular translations of the L
and R factors in the two-polar decomposition, ϕ = LDR−1. The Lie algebras
of SO(V, g), SO(U, η) consist respectively of g- and η-skew-symmetric linear
mappings. So, their matrix elements satisfy the rule:
µij = −gikgjlµlk, νAB = −ηACηBDνDC . (28)
The linear spaces of such mappings are spanned on the elements Ekl, H
A
B :(
Ekl
)i
j = δ
k
jδ
i
l − gkiglj ,
(
HAB
)C
D = δ
A
Dδ
C
B − ηACηBD. (29)
They do not form basis because they are linearly dependent in a consequence of
their antisymmetry properties (28). But one can operate with them as if they
were bases if expansion coefficients are subject to (28) in all formulas. So, let
W (µ), T (ν) be finite transformations from SO(V, g), SO(U, η), i.e.,
W (µ) = exp
(
1
2
µijE
j
i
)
, T (ν) = exp
(
1
2
νABH
B
A
)
(30)
with µ, ν satisfying (28). The factor 1/2 appears just because of this skew-
symmetry assumption. For any functions F , H of the L,R-arguments respec-
tively the transformations (30) act according to the following rules:
F (W (µ)L) =
(
exp
(
i
2~
µijS
j
i
)
F
)
(L), (31)
H (T (ν)R) =
(
exp
(
− i
2~
νABV
B
A
)
H
)
(R). (32)
Therefore, roughly speaking, the spin and minus-vorticity operators correspond
exactly to the classical quantities ̺, τ which were Hamiltonian generators of spa-
tial and material rigid rotations. Let us remind that in classical theory the L-
and R-co-moving components ̺̂, τ̂ were Hamiltonian generators of SO(n,R) act-
ing on the right on the L,R-factors. Similarly in quantized theory we introduce
the L- and R-co-moving components of spin and vorticity: ̺ab = L
a
iL
j
bS
i
j ,
τ
a
b = −RBbRaAVAB. Indices in the above equations are raised and lowered
with the help of our metric tensors g ∈ V ∗⊗V ∗(i, j), η ∈ U∗⊗U∗(A,B) and the
Kronecker delta δ ∈ Rn∗⊗Rn∗(a, b). Let us remind also that in this convention
Ljb, R
A
b are matrix elements of L : R
n → V , R : Rn → U , and Lai, RaB are
matrix elements of L−1 : V → Rn, R−1 : U → Rn.
The role of ̺ab, τ
a
b as Hamiltonian generators of the right-hand-side transla-
tions of L ∈ SO (Rn, δ;V, g), R ∈ SO (Rn, δ;U, η) by elements of the orthogonal
group SO(n,R) may be described by the formulas similar to (31), (32). Namely,
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we again use the system of matrices (ǫab) in the Lie algebra SO(n,R)
′ analo-
gous to (29), i.e., (ǫab)
i
j = δ
a
jδ
i
b − δaiδbj , and represent the finite elements of
SO(n,R) in the exponential form:
Z(ω) = exp
(
1
2
ωabǫ
b
a
)
. (33)
The coefficients matrix [ωab] is δ-skew-symmetric, i.e., ω
a
b = −δacδbdωdc. Then
the action of (33) on L, R is represented in the linear space of functions of L
and R variables as follows:
F (LZ(ω)) =
(
exp
(
i
2~
ωab̺
b
a
)
F
)
(L), (34)
H (RZ(ω)) =
(
exp
(
− i
2~
ωabτ
b
a
)
H
)
(R). (35)
One point must be stressed here. In formulas (31), (32), (34), (35) it is stated
that the action of W (µ), T (ν) and the both actions of Z(ω) are expressed
through the operator exponent acting on functions of L or R variables. And the
exponentiated operators are linear in Sij , V
A
B, ̺
a
b, τ
a
b. But of course the two-
polar expansion ϕ = LDR−1 enables one to translate this immediately onto the
exponent action on the total configuration space AffI(N,M). For infinitesimal
group parameters µij ≈ 0, νaB ≈ 0, ωab ≈ 0, the increment of operators is
again given by the quantum Poisson bracket with generator multiplied by the
small group parameter. Therefore, up to the higher-order terms in parameters,
i.e., in the linear approximation, the infinitesimal increments of operators under
the action of transformation groups (31), (32), (34), (35) are given by
δA =
1
2
µij{A,Sji}QPB = 1
2i~
µij [A,S
j
i], (36)
δA =
1
2
νKL{A,VLK}QPB = 1
2i~
νKL[A,V
L
K ], (37)
δA =
1
2
ωab{A,̺ba}QPB = 1
2i~
ωab[A,̺
b
a], (38)
δA =
1
2
ωab{A, τ ba}QPB = 1
2i~
ωab[A, τ
b
a]. (39)
As usual, [A,B] denotes the commutator and {A,B}QPB is the corresponding
quantum Poisson bracket, [A,B] = AB − BA, {A,B}QPB = (1/i~)[A,B].
Again the 1/2-factor follows from the use of summation convention over the
whole range of indices i, j, K, L, a, b, in a consequence of the skew-symmetry
of coefficients µij , ν
K
L, ω
a
b. Let us remind that the formulas analogous to
the left-hand sides of (36)–(39) hold in classical theory. Formally one should
then replace all operators by the corresponding phase space functions and the
quantum Poisson bracket symbol by the classical one.
Just like in the classical theory, it is convenient to introduce a partial di-
agonalization of the doubly-invariant expression for the kinetic energy: Mab =
14
−̺ab − τ ab, Nab = ̺ab − τ ab. It must be stressed however that for the spatial
dimensions higher than 2, n > 2, these quantities fail to be constants of motion
even in the geodetic and doubly invariant situations. However, just like in the
corresponding classical problems, the Casimir invariants built of ̺ab, τ
a
b are
constants of motion even in the non-geodetic models with potential energies
depending only on deformation invariants.
Let us also stress that similarly to the classical model, the affinely invariant
kinetic energies may be expressed by the Casimir invariants as follows:
Taff−affint =
1
2A
C(2)− B
2A(A+ nB)
p2, (40){
Tmet−affint
Taff−metint
}
=
1
2α
C(2) +
1
2β
p2 +
1
2µ
{ ‖S‖2
‖V‖2
}
, (41)
where
‖S‖2 = −1
2
SabS
b
a, ‖V‖2 = −1
2
VABV
B
A. (42)
Just like in the corresponding classical formulas the inertial constants α, β, µ are
given by α = I +A, β = −(I+A)(I +A+nB)/B, µ = (I2−A2)/I. Obviously,
just like in the classical theory, 1/β = 0, 1/µ = 0 if B = 0; in this sense our
notation is not very happy. C(2) is the second Casimir invariant of GL(n,R),
and more generally we have C(k) = ΣabΣ
b
c . . .Σ
r
sΣ
s
a = Σ̂
a
bΣ̂
b
c . . . Σ̂
r
sΣ̂
s
a,
where each C(k) contains the product of k Σ-s or Σ̂-s.
In certain problems it is convenient to use the Casimir operators of SL(n,R)
instead of GL(n,R). Then we obtain slightly modified formulas for the affinely-
invariant kinetic energies:
Taff−affint =
1
2A
CSL(n)(2) +
1
2n(A+ nB)
p2, (43){
Tmet−affint
Taff−metint
}
=
1
2α
CSL(n)(2) +
1
2β˜
p2 +
1
2µ
{ ‖S‖2
‖V‖2
}
, (44)
where the modified inertial constant β˜ is given by the following expression:
β˜ = n(I + A + nB). The Casimir invariant of SL(n,R) reads CSL(n)(k) =
σ
a
bσ
b
c . . .σ
r
sσ
s
a = σ̂
a
bσ̂
b
c . . . σ̂
r
sσ̂
s
a, where the σ- and σ̂-operators are given
by (27). In the above formulas the isochoric (volume-preserving) parts and the
pure dilatations are mutually separated from each other.
Let us mention that in spite of the non-compactness of the unimodular group
there are discrete spectrum solutions for the purely geodetic models, without
any extra introduced potential. There is even a characteristic threshold between
the discrete and continuous spectrum. It is so as if the kinetic energy itself
was used to model the potential interactions. This resembles the Maupertuis
principle, however now there are no “tricks” with introducing potentials; they
have their origin in symmetry principles. Only the purely dilatation potential
must be stabilized, e.g., by some attractive term. But of course even more
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general doubly isotropic potentials of the form V
(
q1, . . . , qn
)
are acceptable and
admit some kind of separation of variables procedure, just like in the classical
theory. Nevertheless, the existence of discrete purely geodetic spectrum is very
interesting in itself when the configuration space is non-compact.
It is well known that functions on compact groups may be expanded with
respect to the matrix elements of irreducible representations [29, 30]. Of course,
neither GL(n,R) nor SL(n,R) are compact, but one can use the two-polar de-
composition with its compact factors SO(n,R). This is especially efficient in the
special physical case n = 3, because one knows a lot about the compact geome-
try of SO(3,R). In the planar case n = 2 it is even more apparent, although the
commutative structure of SO(2,R) leads to certain drastic simplifications. Let
us begin with the general value of n. Let the N(α) × N(α) and N(β) ×N(β)
denote the dimensions of quadratic matrices D(α), D(β) representing the ele-
ments of G within the α-th and β-th classes of irreducible representations. Let
Ω denote the set of all these classes; obviously we mean the classes of mutually
non-equivalent representations. Then every function on GL(n,R) ≃ LI(U, V )
may be uniquely expanded as follows:
Ψ(ϕ) = Ψ(L,D,R) =
∑
α,β∈Ω
N(α)∑
m,n=1
N(β)∑
k,l=1
Dαmn(L)f
αβ
nk|ml(D)D
β
kl
(
R−1
)
. (45)
Obviously, the expansion coefficients fαβnk|ml are constants as functions of L, R
but evidently depend on deformation invariants D, or equivalently Qa, qa.
As mentioned previously, the two-polar decomposition is not unique and this
fact must be taken into account in (45). Unfortunately, L, R are multidimen-
sional rotation matrices, what complicates the description in a remarkable way.
One must distinguish situations when there is no equality between any pair of
q1, . . . , qn and when at least one equality takes place. The first case is much
more easy. It is clear that for any matrix W ∈ SO(n,R) which in every row
and column has only one ±1 element and remaining ones do vanish, the follow-
ing holds: LWDW−1R−1 = LDpermR
−1, where Dperm is diagonal and differs
from D by the permutation of diagonal elements. Therefore, fαβnk|ml depend on
deformation invariants and we must have the expression
fαβnk|ml
(
qpiW (1, . . . , qn)
)
=
N(α)∑
r=1
N(β)∑
s=1
Dαnr(W )f
αβ
rs|ml
(
q1, . . . , qn
)
Dβsk(W ) (46)
for any matrix W of the mentioned type. The same is true on the subsets
M (k;p1,...,pk) ⊂ SO(n,R) × R× SO(n,R), where (q1, . . . , qn) is degenerate, i.e.,
there is some coincidence between
(
q1, . . . , qn
)
. Then W contains some contin-
uous part. The special and the simplest case is the total degeneracy of defor-
mation invariants when only LR−1 is well defined whereas L, R separately are
not determined. Obviously, then we have D = λIn, λ > 0 and In is the identity
matrix n× n.
It is clear that spin and vorticity Casimir operators are respectively given
by CSO(V,g)(p) = S
i
kS
k
m . . .S
r
zS
z
i, CSO(U,η)(p) = V
A
KV
K
M . . .V
R
ZV
Z
A,
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where in every expression the number of factors p is even and not greater than
n. To be more precise, those greater than n would lead to operators algebraically
built of those with p ≤ n. In expressions (42) we were dealing with operators
proportional to those with p = 2 and in the dimension n = 3 this is the only
possibility.
When α, β, m, l are kept fixed, we can omit the symbols m, l in (46) and
simply use the reduced matrix form:
Ψ(ϕ) = Ψαβml(L,D,R) =
N(α)∑
n=1
N(β)∑
k=1
Dαmn(L)f
αβ
nk (D)D
β
kl
(
R−1
)
, (47)
where fαβnk by its very nature is a matrix in the omitted pair of indices.
4 Special case of three dimensions
Let us specialize everything to the special case n = 3. Then the skew-symmetric
matrix of coefficients ωab may be expressed in terms of the rotation vector k,
i.e., ωab = −εabckc, ka = −(1/2)εabcωbc, where the indices of the Ricci symbol
are moved trivially with the help of the Kronecker metric δab. Obviously, the
versor n = k/k is the oriented axis of the rotation vector and the modulus k
is the rotation angle. There are formulas where from certain point of view, the
doubled range of k, i.e., [0, 2π] instead of [0, π] parametrizes the covering group
SU(2).
Let us repeat that in the SO(3,R) case, the corresponding rotation matrix
W (k) is given by the mutually equivalent formulas: W (k) = exp (kaEa) =∑∞
m=0(1/m!) (k
aEa)
m
, where (Ea)
b
c = −εabc, or more explicitly: W (k)u =
u + k × u + (1/2)k × (k × u)+ . . ., W (k)ab = cos k δab + (1 − cos k)kakb/k2 +
sin k εabck
c/k. The corresponding differential operators of the left and right
regular translations on the group SO(3,R) have the following form:{
La
Ra
}
=
ka
k
∂
∂k
− 1
2
ctg
k
2
εab
ckbDc ± 1
2
Da, (48)
where D are operators of inner automorphisms: Da = La −Ra = εabckb∂/∂kc.
It is important that on SO(3,R) we have W (πn) = W (−πn) = W (πn)−1 and
for k > π the values of W (kn) are repeated. The manifold SO(3,R), just like
any other SO(n,R) with n ≥ 3, is doubly connected. For n = 3 the covering
manifold Spin(3) is isomorphic with the group SU(2). Parametrization with the
help of rotation vector is still valid, however in SU(2) k runs over the range
[0, 2π], and we have u(k) = exp (kaea) = cos(k/2)I2− (ka/k) sin(k/2)iσa, where
ea = σa/2i and σa are Pauli matrices:
σ1 =
[
0 1
1 0
]
, σ2 =
[
0 −i
i 0
]
, σ3 =
[
1 0
0 −1
]
. (49)
Now u(πn) 6= u(−πn), but for any n we have u(2πn) = −u(n) and the SU(2)-
manifold is simply-connected.
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If n = 3, we can use the following expressions for the Casimir invariants:
CSO(V,g)(2) = S
2
1 + S
2
2 + S
2
3, CSO(U,η)(2) = V
2
1 +V
2
2 +V
2
3. (50)
Roughly speaking, they are SO(3,R)-Casimirs. They are well-known quantities
and their family begins and terminates at p = 2. On SO(3,R) Ω consists of
non-negative integers and one uses the traditional symbols s, j = 0, 1, 2, . . . for
α, β. Obviously, N(s) = 2s + 1, N(j) = 2j + 1. The indices (m,n), (k, l) are
jumping by one from −s to s and from −j to j respectively. In SU(2) their
range consists of non-negative half-integers and integers, also jumping by one.
Both in SO(3,R) and SU(2) the Haar measure is proportional to:
dµ(k) =
4
k2
sin2
k
2
d3k = 4 sin
2 k
2
sinϑdkdϑdϕ, (51)
where k, ϑ, ϕ are polar coordinates on SO(3,R)/SU(2). We use the same
formula if the weight function is to equal one at the unit element, when k = 0.
However, if we want to normalize the total measure to the unity, then some
constant factors appear.
The formulas (45), (47) become in the above scheme of coefficients as
Ψ(ϕ) = Ψ(L,D,R) =
∞∑
s,j=0
s∑
m,n=−s
j∑
k,l=−j
Dsmn(L)f
sj
nk|ml(D)D
j
kl
(
R−1
)
,(52)
Ψ(ϕ) = Ψsjml(L,D,R) =
s∑
n=−s
j∑
k=−j
Dsmn(L)f
sj
nk(D)D
j
kl
(
R−1
)
. (53)
The reduced amplitudes Ψsjml satisfy the eigenequations of rotational Casimir
invariants: ‖S2‖Ψsjml = ~2s(s + 1)Ψsjml, ‖V2‖Ψsjml = ~2j(j + 1)Ψsjml, where as
previously ‖S2‖ = S21 + S22 + S23, ‖V2‖ = V21 +V22 +V23.
Traditionally, one uses such a basis that the third components of the op-
erators S, V have fixed eigenvalues, i.e., S3Ψ
sj
ml = ~mΨ
sj
ml, V3Ψ
sj
ml = ~lΨ
sj
ml.
Similarly, for the operators ̺3, τ 3 the following eigenequations are satisfied:
̺3Ψ
sj
ml|nk = ~nΨ
sj
ml|nk, τ 3Ψ
sj
ml|nk = ~kΨ
sj
ml|nk. Obviously, ̺3, τ 3 are related to
̺
a
b, τ
a
b just like S3, V3 are related to S
a
b, V
a
b when n = 3.
When dealing with the configuration space diffeomorphic with GL+(3,R),
then obviously, s, j are non-negative integers and m, l, n, k are jumping by one
from −s, −j to s, j. But something similar may be done when the covering
group GL+(3,R) is used as the configuration space, i.e., when we admit half-
integer values of the quantum numbers s, j. One begins with the manifold
SU(2) × R3 × SU(2) and with wave functions on this manifold. But of course
SU(2) × R3 × SU(2) is not diffeomorphic with the covering group GL+(3,R).
So, let us write for the wave functions the Peter-Weyl expansion:
Ψ(u, q, v) =
∞∑
s,j∈N/2∪{0}
s∑
m,n=−s
j∑
k,l=−j
Dsmn(u)f
sj
nk|ml(q)D
j
kl
(
v−1
)
, (54)
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where the s, j-summation is extended over non-negative integers and half-inte-
gers, and the jumps of m, n, k, l equal one. Obviously N denotes the set of all
naturals and N/2 — the set of all naturals and half-naturals. But, as said above,
this is a general expansion of Ψ on SU(2)×R3×SU(2). To obtain the expansion
on GL+(3,R) and GL+(3,R) one must introduce certain restrictions for the
coefficients f and for the very summation procedure. Namely, (54) represents
a wave function on GL+(3,R) only when the summation is extended over such
set of (s, j) which have the same “halfness”, i.e., when they are simultaneously
integers or simultaneously half-integers. Because only then their moduli are
one-valued from the point of view of the quotient manifold GL+(3,R). Of
course, everything is based here on the assumption that they should be so,
what one must accept, although it is not completely self-evident. Besides, some
assumptions following from the non-uniqueness of the two-polar decomposition
must be satisfied; we mean ones mentioned after (46). The wave functions
are single-valued in GL+(3,R) when both s and j are integers. So, the series∑
s,j∈N/2∪0:j−s∈Z and
∑
s,j∈N∪{0} are well defined respectively on GL
+(n,R)
and GL+(n,R). And the superselection rule is necessary, namely the second
series can not be combined with
∑
s,j when s = m + 1/2, j = n + 1/2 where
m, n are non-negative integers. Of course again under the assumption that
the moduli wave functions are one-valued functions from the point of view of
GL+(n,R), i.e., are projectable from GL+(n,R) to their quotients. Of course,
we still are thinking about the special case n = 3.
5 Euclidean and affine models of kinetic energy
Let us quote the quantum formula for the internal kinetic energy simultaneously
that is left- and right-affinely invariant, i.e.,
Taff−affint = −
~2
2A
Dλ +
~2B
2A(A+ nB)
∂2
∂q2
+
1
32A
∑
a,b
(Mab)
2
sh2[(qa − qb)/2] −
1
32A
∑
a,b
(Nab)
2
ch2[(qa − qb)/2] , (55)
where Mab = −ρab − τ ab, Nab = ρab − τ ab, and
Dλ =
1
Pλ
∑
a
∂
∂qa
Pλ
∂
∂qa
=
∑
a
∂2
∂(qa)2
+
∑
a
∂ lnPλ
∂qa
∂
∂qa
, (56)
Pλ is given by (25). The expression (55) is the usual Laplace-Beltrami oper-
ator, but it is seen that besides of the “naively” expected term
∑
a ∂
2/∂(qa)2
it contains an additional first-order differential term with respect to ∂/∂qa. In
any case, it is formally self-adjoint. One can in a sense eliminate the first-order
term by the following substituting: ϕ =
√
PλΨ. Then the action of Dλ on Ψ
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may be replaced by the action of some other operator D˜λ on ϕ:
− ~
2
2A
D˜ = − ~
2
2A
∑
a
∂2
∂(qa)2
+ V˜, V˜ = − ~
2
2A
1
Pλ2
+
~
2
4A
1
Pλ
∑
a
(
∂Pλ
∂qa
)2
(57)
(V˜ is the completely algebraic operator). In this way the first-order differential
operator is eliminated. Nevertheless, the difficulty still exists but it is moved
from kinetic energy to potential term, generating the “bad” term V˜.
In analogy to the classical theory the formula (55) is replaced by the following
ones for the spatially metrical-materially affine and spatially affine-materially
metrical models:{
Tmet−affint
Taff−metint
}
= − ~
2
2α
Dλ − ~
2
2β
∂2
∂q2
+
1
2µ
{ ‖S‖2
‖V‖2
}
+
1
32α
∑
a,b
(Mab)
2
sh2[(qa − qb)/2] −
1
32α
∑
a,b
(Nab)
2
ch2[(qa − qb)/2] . (58)
It is seen that (55) and (58) differ in a rather cosmetic way, namely by the
Casimirs of Sa, Vb (Sab, V
a
b). Similarly, for the doubly isotropic d’Alembert
model with the scalar moment of inertia I we obtain:
Td
′A.
int = −
~2
2I
Dl +
1
8I
∑
a,b
(Mab)
2
(Qa −Qb)2
+
1
8I
∑
a,b
(Nab)
2
(Qa +Qb)
2 , (59)
where Dl is given by
Dl =
1
Pl
∑
a
∂
∂Qa
Pl
∂
∂Qa
=
∑
a
∂2
∂ (Qa)2
+
∑
a
∂ lnPl
∂Qa
∂
∂Qa
, (60)
Pl given by (25). Again it is possible to eliminate from Dl the first-order deriva-
tives by the substitution ϕ =
√
PlΨ, but this introduces a new difficulty con-
nected with the new “potential”:
V˜l = − ~
2I
1
P 2l
+
~2
4I
1
Pl
∑
a
(
∂Pl
∂Qa
)2
. (61)
Obviously, (59)–(61) may be seeen as a rather strange form of expressing the
usual Laplace operator in the n2-dimensional Euclidean space Rn
2
:
Td
′A. = −~
2
2I
∆n
2
= −~
2
2I
∑
i,A
∂2
∂ (ϕiA)
2 . (62)
However, the geodetic model based on (59), (62) is non-physical from the point of
view of condensed matter, because it predicts only straight-line infinite motions
in Rn
2
. Therefore, the apparently natural Cartesian coordinates are completely
useless and one must use curvilinear ones, e.g., polar and two-polar ones, and
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introduce the potential energy model, first of all isotropic one, i.e., H = Td
′A.+
V
(
Q1, . . . , Qn
)
.
We have mentioned that for the affinely invariant models one can, in prin-
ciple, describe elastic vibrations and dissociation threshold without using the
potential V , i.e., basing merely on the geodetic Hamiltonian (kinetic energy).
Nevertheless, the potential terms, first of all doubly isotropic ones, are also ad-
missible. Moreover, we have seen that to describe correctly elastic vibrations
one must introduce at least some dilatations-stabilizing potential depending only
on the trace/determinant q. This fixes our special attention on the following
highly-symmetric affine Hamiltonians:
Haff−aff
Hmet−aff
Haff−met
 =

Taff−aff
Tmet−aff
Taff−met
+V (q1, . . . , qn) . (63)
This is very special class of Hamiltonians, Nevertheless, there are rigorously
solvable among them, or at least ones suited to approximate solvability. This is
due to the double isotropy of potentials and to the affine/metrical symmetry of
kinetic energy. The essential point is that for the models (63) it is possible to
perform a partial separation of variables and reduction to some special functions
on the rotation group. Just like in the classical theory this is based on the two-
polar decomposition of variables.
Let us denote the matrix generators of Dα by Mα, so that for any matrix
W (ω) = exp
(
ωabE
b
a/2
)
the representing matrix Dα(ω) is given by Dα(ω) =
exp
(
ωabM
αb
a/2
)
. In three dimensions, using the dual pseudovector ωa, we
have Dj(ω) = exp
(
ωaM ja
)
. Obviously,
[
M ja,M
j
b
]
= −εabcM jc. Then we
introduce Hermitian matrices of the j-th angular momentum as follows: Sαab =
(~/i)Mαab, S
j
a = (~/i)M
j
a. In three dimensions the commutation rules have
the well-known form: (1/i~)[Sja, S
j
b] = εab
cSjc.
The advantage of doubly isotropic models is that the action of differential
operators like ρab, τ
a
b, M
a
b, N
a
b becomes algebraized, similarly like the usual
differentiation in Fourier representation. Let us introduce the following symbols
for the left- and right-hand-side effective action on the amplitudes fαβ, i.e.,−→
Sαabf
αβ := Sαabf
αβ,
←−
Sβabf
αβ := fαβSβab. It is clear that the action of differ-
ential operators (Mab)
2
, (Nab)
2
is represented in the two-polar decomposition
language respectively by the action of (−
←−
Sβab −−→Sαab)2 and (
←−
Sβab −−→Sαab)2 on
the reduced amplitudes fαβ.
Let us consider the stationary Schro¨dinger equation HΨ = EΨ with the
left affinely invariant and right-isotropic or the left-isotropic and right affinely
invariant kinetic energy and with doubly isotropic potential energy. Obviously,
it is not only admitted by just considered on the first place, the model of internal
kinetic energy with the simultaneous left and right full affine invariance. For
simplicity we consider here only the internal part of the Schro¨dinger equation.
Under our invariance assumptions the above equation is equivalent to some
infinite discrete family of eigenequations for the reduced amplitudes Hαβfαβ =
Eαβfαβ, where for any α, β ∈ Ω, fαβ is again theN(α)×N(β) matrix depending
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on deformation invariants qa. The above eigenvalue problem isN(α)×N(β)-fold
degenerate; let us remind that N(α) is the dimension of the α-th representation.
In the previously used symbols fαβnk|ml the indices m, l have to do with the
mentioned degeneracy of solutions for fαβnk . The symbol H
αβ is an N(α)×N(β)
matrix the elements of which are differential operators Hαβ = Tαβ +V, where
V denotes a doubly-isotropic potential energy or at least a dilatation-stabilizing
potential. Tαβ is the kinetic energy operator restricted to the subspace labeled
by the eigenvalues (α, β) of the general Hilbert space. We have assumed that the
representations Dα of SO(n,R) are irreducible. Let us construct the matrices
Cα(p) given by Cα(p)az := S
αa
bS
αb
c . . . S
αu
wS
αw
z (p factors). Due to the
irreducibility ofDα these matrices are proportional to the identity matrix, due to
the Schur theorem: Cα(p) = (~/i)pC(α, p)IN(α), where C(α, p) are eigenvalues
of the Casimir operators built of the generators of the left and right regular
translations in SO(n,R). After some calculations one can find that the reduced
operators Tαβ for the affine-affine, metric-affine and the affine-metric operators
of the kinetic energy are given by the following counterparts of expressions (55)
and (58) respectively:
T
αβ
aff−afff
αβ = − ~
2
2A
Dλf
αβ +
~2B
2A(A+ nB)
∂2
∂q2
fαβ
+
1
32A
∑
a,b
(←−
Sβab −−→Sαab
)2
sh2[(qa − qb)/2] f
αβ − 1
32A
∑
a,b
(←−
Sβab +
−→
Sαab
)2
ch2[(qa − qb)/2] f
αβ , (64)
{
T
αβ
met−aff
T
αβ
aff−met
}
fαβ = − ~
2
2α
Dλf
αβ − ~
2
2β
∂2
∂q2
fαβ − ~
2
2µ
{
C(α, 2)
C(β, 2)
}
fαβ
+
1
32α
∑
a,b
(←−
Sβab −−→Sαab
)2
sh2[(qa − qb)/2] f
αβ − 1
32α
∑
a,b
(←−
Sβab +
−→
Sαab
)2
ch2[(qa − qb)/2] f
αβ . (65)
One must not confuse the representation labels α, β with the inverses of the
multiplicative constants. We apologise for this inconvenience. It is seen that
there is no very essential difference between those three expressions; only one in
multiplicative constants and with the use of spin and vorticity Casimirs. Those
formulas are valid for any spatial dimension n. In the directly physical case n = 3
we have obviously α = s = 0, 1/2, 1, . . . ∈ N/2 ∪ {0}, β = j = 0, 1/2, 1, . . . ∈
N/2∪ {0} when we admit half-integer values of angular momenta and vorticity.
If we admit only integer values, then obviously s, j ∈ N ∪ {0}. Obviously, in
three dimensions we have C(2, 2) = s(s+1), C(j) = j(j+1). Then the constant
terms in the formulas (65) are simply given by ~2s(s + 1)/2µ, ~2j(j + 1)/2µ.
Those corrections to the affine-affine model are very interesting and have the
structure interesting for any physicist. The term ~2s(s+1)/2µ is interesting as
the rotational connection to the situation when the purely deformative part is
established and later on excited to quicker rotations. From this point of view the
correction term ~2j(j + 1)/2µ in (65) is perhaps even more interesting because
22
it may be interpreted as a kind of internal quantum term following from the
SO(3,R)-group or its covering SU(2). This might be something like the isospin.
To combine them, i.e., to obtain some combination of terms ~2s(s + 1)/2µ,
~2j(j + 1)/2µ, we should modify more deeply the primary affine-affine model.
Let us observe that the use of the two-polar description together with the
Weyl-Peter theorem enables one to simplify the expression for the scalar prod-
uct, reducing it to the integration over the qi-variables and the series summation
over discrete variables. Namely, if we take two wave functions Ψ1, Ψ2 with the
deformation profiles f1, f2, then one can easily show that
〈Ψ1 | Ψ2〉 =
∑
α,β∈Ω
1
N(α)N(β)
∫ N(α)∑
n,m=1
N(β)∑
k,l=1
f1
αβ
nk|mlf2
αβ
nk|mlPλdq
1 . . . dqn. (66)
When we restrict ourselves to the subspace of wave functions with fixed la-
bels α, β,m, l and use the simplified N(α) × N(β)-matrix amplitudes of the
form Ψαβ
(
L; q1, . . . , qn;R
)
= Dα(l)fαβ
(
q1, . . . , qn
)
Dβ(R−1), this scalar prod-
uct may be reduced to the following expression:〈
Ψ1
αβ | Ψ2αβ
〉
=
1
N(α)N(β)
∫
Tr
(
fαβ+1 (q)f
αβ
2 (q)
)
Pλ(q)dq
1 . . . dqn. (67)
Similarly, for the general case it may be written as follows:
〈Ψ1 | Ψ2〉 =
∑
α,β∈Ω
1
N(α)N(β)
∫
Tr
(
fαβ+1 f
αβ
2
)
Pλdq
1 . . . dqn, (68)
where, obviously, Tr
(
fαβ+1 f
αβ
2
)
=
∑N(α)
n,m=1
∑N(β)
k,l=1 f1
αβ
nk|mlf2
αβ
nk|ml; the weight
factor Pλ can be eliminated from (68) by the substitution ϕ =
√
PlΨ.
Let us mention again the usual d’Alembert models. Now for the isotropic
inertial tensor and for the doubly isotropic potential energy we can also write
that the Schro¨dinger equation HΨ = EΨ for the isotropic potentials reduces to
the family Hαβfαβ = Eαβfαβ , where
H
αβ
d′A.f
αβ = −~
2
2I
Dlf
αβ +
1
8I
∑
a,b
(←−
Sβab −−→Sαab
)
(Qa −Qb)2
fαβ
+
1
8I
∑
a,b
(←−
Sβab +
−→
Sαab
)2
(Qa +Qb)
2 f
αβ + V
(
Q1, . . . , Qn
)
fαβ . (69)
It is clear that without the potential term, i.e., when dealing with the geodetic
model, all motions are infinite and there are no elastic vibrations, just like in
the corresponding classical theory.
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6 Special case of two dimensions
We have seen that in classical mechanics the geodetic affinely-invariant models
on SL(n,R) may describe elastic vibrations. Moreover, there exists a sharp
threshold between finite vibrations and infinite escaping motions. It is given by
some relationship between spin and vorticity. In GL(n,R) the same qualitative
picture may be obtained by introducing some stabilizing dilatational potential.
By analogy something similar exists in quantum theory. Let us consider this
again in the special, particularly simple model in n = 2.
The Haar measure on GL(2,R) may be expressed as dλ
(
α; q1, q2;β
)
=∣∣sh (q1 − q2)∣∣ dα dβ dq1dq2, where, as usual q1, q2 are logarithmic deforma-
tion invariants and α, β are polar angles parametrizing respectively L and R
in the two-polar decomposition. As usual we introduce new variables: q =(
q1 + q2
)
/2, x = q2 − q1. In certain problems it is also convenient to intro-
duce the following mixed angular variables: γ = (β − α) /2, δ = (β + α) /2.
Therefore, dλ (α; q, x;β) = |shx| dα dβ dqdx, Pλ = |shx|.
According to the Peter-Weyl theorem, or more directly, to the Fourier the-
orem, we have the following expansion for our wave functions on GL(2,R):
Ψ (α; q, x;β) =
∑
m,n∈Z
fmn(q, x)eimαeinβ . (70)
For the affine-affine, metric-affine, and affine-metric models T aff−affint , T
met−aff
int ,
T aff−metint we have the following reduced expressions for the kinetic energy T
mn:
Tmnaff−afff
mn = −~
2
A
Dxf
mn − ~
2
4(A+ 2B)
∂2fmn
∂q2
+
~2(n−m)2
16Ash2(x/2)
fmn − ~
2(n+m)2
16Ach2(x/2)
fmn, (71){
Tmnmet−aff
Tmnaff−met
}
fmn = −~
2
α
Dxf
mn − ~
2
2β˜
∂2fmn
∂q2
+
~2
µ
{
m2
n2
}
fmn
+
~2(n−m)2
16αsh2(x/2)
fmn − ~
2(n+m)2
16αch2(x/2)
fmn, (72)
where
Dxf
mn =
1
|shx|
∂
∂x
(
|shx| ∂f
mn
∂x
)
. (73)
Of course, for the purely geodetic models on GL(2,R) the spectrum is con-
tinuous, because dilatational motion is free. To avoid this fact we must in-
troduce to the Hamiltonian some dilatation-stabilizing potential Vdil(q). This
may be either the potential well or some harmonic oscillator with large elastic
constant. Obviously, the problem is also explicitly separable for any poten-
tial of the form: V (q, x) = Vdil(q) + Vsh(x). The corresponding solutions of
the time-independent Schro¨dinger equation will be sought in the product form:
fmn(q, x) = ϕmn(q)χmn(x).
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It is interesting that there exists a discrete spectrum for χ-terms in SL(2,R)
even in the purely geodetic models without any shear potential Vsh(x). This
depends on the mutual relationship between “gyroscopic” quantum numbers m,
n. If |n−m| < |n+m|, then the attractive ch−2-term becomes dominant at
large distances, when |x| → ∞, and the spectrum for χ is then discrete.
Conversely, it becomes continuous when |n−m| > |n+m|. For the affine-
affine model (71) the spectrum is not bounded from below. Conversely, for
the affine-metric nad metric-affine models the kinetic energy may be bounded
from below and so is the spectrum. This happens for certain open range of
parameters I, A, and B.
Similar phenomena hold for the dimension of space greater than 2, because
everything follows from the commutation rules (structure constants) of SL(n,R).
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