Abstract. We present a class of symplectic integrators adapted for the integration of perturbed Hamiltonian systems of the form H = A + εB. We give a constructive proof that for all integer p, there exists an integrator with positive steps with a remainder of order O(τ p ε + τ 2 ε 2 ), where τ is the stepsize of the integrator. The analytical expressions of the leading terms of the remainders are given at all orders. In many cases, a corrector step can be performed such that the remainder becomes O(τ p ε + τ 4 ε 2 ). The performances of these integrators are compared for the simple pendulum and the planetary 3-Body problem of Sun-Jupiter-Saturn.
Introduction
Symplectic integrators, due to their good stability properties are now currently used for long time integrations of the Solar System, starting with the work of Wisdom and Holman (1991) . Despite some improvement resulting from a good choice of initial conditions (Saha and Tremaine, 1992) or a corrector to the output of the numerical integration (Wisdom et al., 1996) , it is surprising that the integration method which is currently used in most computations (see Duncan et al., 1998) is the celebrated 'leapfrog' method of order 2 (Ruth, 1983) . A reason for this choice is probably due to the fact that the methods of higher order which have been found by Forest and Ruth (1990) or Yoshida (1990) do not present very good stability properties for large stepsize, due to the presence of negative steps.
In the present work, by considering perturbed Hamiltonians on the form H = A + εB were both A and B are integrable, we proove the existence of a class of symplectic integrators with positive steps which improve the precision of the integration by several order of magnitude with respect to the commonly used leapfrog method, and which present good stability properties at large stepsize.
Lie formalism
According to Yoshida, (1990) , the search of symplectic integrators using Lie formalism was introduced by Neri (1988) . Since, it was largely developped by Yoshida (1990) , Suzuki (1991 Suzuki ( , 1992 , Koseleff ( , 1996 , and Mclachlan (1995 Mclachlan ( , 1998 . Let H(p, q) be an Hamiltonian defined on R n × T n , where (p, q) are the actions and angle variables. Hamilton equations are dp
and the Poisson bracket of f, g is defined on R n × T n by
If we denote x = (p, q), we obtain
where L H is the differential operator defined by L χ f = {χ, f }. The solution x(t) of (3) with x(0) = x 0 is obtained formally as
A symplectic scheme for integrating (3) from t to t + τ consists to approximate in a symplectic way the operator e τ L H . Indeed, as H = A + εB, the Campbell-Baker-Hausdorf (CBH) theorem ensures that
The operator S 1 = e τ L A e τ L εB thus provides the most simple symplectic sheme for such Hamiltonians. This can be generalized with a combination of several steps involving successively A and εB in order to obtain integrators of higher orders. A general integrator with n steps will be
where the constants (c i , d i ) will be chosen in order to improve the order of the integrator. Using CBH theorem, and the linearity of the Lie derivative, we are ensured of the existence of a formal series K = k 1,1 A + εk 1,2 B + τ εk 2,1 {A, B} +τ 2 εk 3,1 {A, {A, B}} + τ 2 ε 2 k 3,2 {{A, B}, B} +τ 3 εk 4,1 {A, {A, {A, B}}} + τ 3 ε 2 k 4,2 {A, {{A, B}, B}} +τ 3 ε 3 k 4,3 {{{A, B}, B}, B} + O(τ 4 )
where the coefficients k i,j are polynomials in the (c m , d n ), with rational coefficients, such that
It should be noted that in order to define these expressions in a non ambigous way, one needs to decompose the Poisson brackets involving A and B over a basis of canonical elements of the free Lie algebra L(A, B) generated by A and B and the Poisson backet { , }. Following , this is done here by using the Lyndon basis. The scheme S n (τ ) integrates in an exact manner the formal Hamiltonian K. A symplectic integrator for H = A + εB will be obtained at order
In the most general way, this will be achieved by solving the algebraic equations
In particular, we have
Symmetric integrators
We will now restrict ourselves to symmetric integrators, that is integrators S n (τ ) such that
thus K(−τ ) = K(τ ), and the formal Hamiltonian K(τ ) is even. As we distinguish A and εB, we will have several classes SABA k and SBAB k of symmetric symplectic operators defined by their prototypes
The index of the integrator is the number of evaluations of A and B which are necessary for each step. With these notations, the classical leapfrog integrator can be considered as
L A ∈ SABA 1 . In both cases, the integrator is of order 2 and the formal Hamiltonian is K = A + εB + O(τ 2 ε). The fourth order solution found by Forest and Ruth (1990) or in an other way by Yoshida (1990) is either of the form SABA 3 or SBAB 3 that is, for SBAB 3
This system has a single real solution with approximate values d 1 ≈ 0.6756, c 2 ≈ 1.3512, d 2 ≈ −0.1756, c 3 ≈ −1.7024. The problem with this integrator, is that due to the presence of negative time steps, the absolute value of the time steps remains high, and for large stepsizes, at an equivalent cost, the leapfrog integrators becomes more effective. In fact, Suzuki (1991) has demonstrated that it is not possible to obtain integrators of order p > 2 with only positive steps. The problem of the negative stepsize can nevertheless be overcome.
Integrators for perturbed Hamiltonian
In the previous sections, we have not yet taken into account the existence of the small parameter ε. Indeed, the terms of second order of K (7) are τ 2 εk 3,1 {A, {A, B}} and τ 2 ε 2 k 3,2 {{A, B}, B} which are respectively of order τ 2 ε and τ 2 ε 2 . One can thus try to cancel uniquely the largest term, that is k 3,1 = 0. This can be done using
or
With the type SABA 2 , one obtains d 1 = 1 2 , c 2 = 1 − 2c 1 and
As we search for only positive stepsize, we find a unique solution for cancelling the term in ετ 2 , that is
with these coefficients, we obtain K SABA 2 = A + εB + O(τ 4 ε + τ 2 ε 2 ). In a similar way, we obtain the solution for SBAB 2
and as previously K SBAB 2 = A + εB + O(τ 4 ε + τ 2 ε 2 ). Quite surprisingly, this latest integrator which is in most cases much more precise than the leapfrog integrator (SBAB 1 ) at the same cost (see section 8), does not seem to have been used so far.
Higher orders
It becomes then tempting to iterate this process at higher order. We will not try to remove the term of order τ 2 ε 2 , which is not the most important for large stepsize when ε is small. We will search for solutions S n of the form SABA n or SBAB n for which the associated Hamiltonian K Sn verifies
For this, we need to cancell at all order p < 2n the coefficient k p,1 of the single term of order τ p ε in the Lyndon decomposition of K Sn
We thus need to compute the part of K Sn which is of degree ≤ 1 in B. We will use some results on calculus on free Lie algebra for which the reader should refer to (Bourbaki, 1972) . We will call L(U, V ) the free Lie algebra generated by U and V , endowed with its canonical associative structure. We will also use the symbol ≡ for the equality in L(U, V ) modulo terms of degree ≥ 2 in V . We have the two lemmas (Bourbaki, 1972)
where the exponential of X is formally defined as exp(X) = +∞ n=0 X n /n!, and where the adjoint operator ad is defined as ad(X).
The next result is a generalisation of a classical expansion at degree 1 in V of the CampbellBaker-Haussdorff formula.
with
that is
and where B n (x) are the Bernoulli polynomial defined as
Indeed, the existence of W ∈ L(U, V ) satisfying the above relation is given by the CBH theorem, on the other hand, we have
and from lemma 1, this is also equal to
As for V = 0, we have W = U , we can set W ≡ U + W 1 , where W 1 is of degree 1 in V , and from lemma 2
thus
which ends the proof. For γ = 1, we recover the CBH results. This result is then easily generalized to the case of multiple products.
Dems. This is staightforward as soon as we remark that
Remark : As B 0 (x) = 1, if
Computation of the coeffcients
Propostion 2 , applied with U = τ L A and V = τ εL B , gives directly the algebraic equations which could then be solved for obtaining integrators of arbitrary order for perturbed systems. The problem is thus reduced to the search for coeffcients
for N as high as possible with
That is, with n k=1 c k = 1, we will have to solve an algebraic system of equations of the form
It should be noted that all the integrators SABA n and SBAB n can be written on the general form (31) by taking d n = 0 or c 1 = 0 in (31). Moreover, if we search for symmetric integrators, all the relations in (38) will be automatically fullfilled for odd values of p. In this case, we just have to consider even values of p, for which we give the Bernoulli polynomials up to p = 10.
For example, the first integrators SABA 2 = e c 1 U e d 1 V e c 2 U e d 1 V e c 1 U will be obtained by solving the set of equations
and the previous system reduces to
and we recover the previous results. For
with γ 1 = c 1 , γ 2 = c 1 + c 2 = 1/2, and γ 3 = c 1 + c 2 + c 2 = 1 − c 1 . We have thus
. We are thus left with
The resolution of this system is made easily and provide a single solution for which all the coefficients c i , d i are positive
This can be continued at all orders, but algebraic equations becomes more complicated as the order increases. The symplectic integrators up to order 10 are listed in Table I . Table I . Coefficients of the integrators SABAn and SBABn up to n = 10. Table I . 
McLachlan solution
While we were writing a first version of this work, we realized that McLachlan (1995) had already found all the previous integrators. The paper of McLachlan is obviously not well-known to astronomers, otherwise they would have used at least the integrators SABA 2 , SBAB 2 , SABA 3 and SBAB 3 which have very good properties 1 . McLachlan just makes the computations on a very simple example for which the integration of the equations reduces to a simple integral. He then claims that this is representative of the most general case. Although this may be true, the argument is not as straightforward as the constructive method which is presented here. On the other hand, the final remarks of McLachlan (1995) can be adapted here to complete the present proof and to provide the expression for the coefficients of these symplectic integrators at any order. Indeed, if we observe that e t − 1
and that (e t − 1)/t = O(1), the problem of finding d k , γ k verifying (36) is equivalent to the search of weights d k and nodes γ k such that
The solution of this problem is known classically as the Gauss integration formula. The values of γ k are given by γ k = (1 + x k )/2 where x k are the roots of the degree n Legendre polynomial P n (x). The the associated weights d k are all positive and are given by
More precisely, if we consider an integrator of type
without any assumption of symmetry, we will have, in the above formula d n+1 = 0, thus, for k = 1, . . . , n, the coefficients γ k = (1+ x k )/2 where x k are the roots of P n (x). All x k are in the interval [−1, 1]. We will thus have γ k ∈ [0, 1]. If we put the γ k in ascending order, the values of the coefficients c k = γ k+1 − γ k are all positive and c n+1 = 1 − γ n . Moreover, the roots of the Legendre polynomial are symmetric with respect to zero. The γ k are thus symmetric with respect to 1/2 and so will be the c k and d k . The symplectic integrator is thus symmetric, and this hypothesis was not necessary. This is not the case for Lie algebra symbolic computation, where the assumption that the integrator is symmetric decreases in a large amount the number of the variables. For an integrator of type
we need to set γ 1 = c 1 = 0 in formula (47), which means that in the integration formula, one node is fixed to an extremity of the interval [0, 1]. On the other hand, we have γ n+1 = n+1 i=1 c i = 1. The problem is thus to find nodes and weights for a Gauss formula with fixed nodes at the boundary of the interval of integration. The solution is given by the Gauss-Lobatto formulas (Abramovitz and Stegund, 1965) . For k = 2, . . . , n, we have γ k = (1 + x k )/2 where x k are the n − 1 roots of P ′ n (x), and
As previously, the integrators are symmetrical. These relations thus allow us to obtain in a straightforward manner symplectic integrators for perturbed systems at any order without the need to solve algebraic equations which are difficult to handle at large orders. Moreover, it provides a demonstration that this solutions exists at any order, with positive coefficients c k , d k .
Numerical examples
In this section, we will test the efficiency of the family of integrators SABA n and SBAB n on a simple pendulum example and on a planetary problem. For the simple pendulum
we apply directly the previous computations with A = p 2 /2 and εB = ε cos q. For each value of the stepsize τ , we have measured the maximum difference between the energy at the origine and the computed energy along the trajectories, over a time T = 25000. This comparison is performed for ε = 0.1 and ε = 0.001 (Fig. 1 ). For SABA n or SBAB n , the logarithm of differences are plotted versus log(τ ′ ), where τ ′ = τ /n. In such a way, as n is the number of evaluations of exp(cτ L A ) and exp(dτ L B ) for the given integrator, the integrators are compared at constant cost. As expected, for sufficiently small stepsize, the residuals behave as τ 2 ε 2 for n ≥ 2, and as τ 2 ε for the leapfrog integrator (n = 1). It is also clear that for small stepsize, nothing is really gained by increasing the order of the integrator (n), beyond n = 2. For large stepsize, this is not true, as the term τ n+2 ε or τ n+3 ε (see next section) is still dominant, and we observe an increase of the slope with the order of the integrator, until unstabilities appear, probably due to the divergence of the remainders (it should be reminded that if a stepsize of 1 is used for SABA 1 , a stepsize of n is used for SABA n ). In most cases, n = 3 or n = 4 seems to be the best choices. Fig.1-6 . Logarithm of relative energy error plotted versus log(τ ′ ), where τ ′ = τ /n, τ the stepsize, and n is the index of the method (and the curve) for the various symplectic integrators of the family SABAn and SBABn. Fig. 1 . Simple pendulum with ε = 0.1 (a-b) and ε = 0.001 (c-d).
In the case of the planetary N -Body problem, the situation is more complicated. The Hamiltonian is splitted in an integrable Keplerian part, A, and a perturbation, B, corresponding to the mutual gravitational interaction of the planets. The Keplerian part is integrated in elliptical coordinates, while the perturbation (which is essentially a sum of invert of the mutual distance of the planets) is integrated in rectangular cartesian coordinates (Wisdom and Holman, 1991) .
There are several possible choice of coordinates for this decomposition. The initial choice of Wisdom and Holman, (1991) , was to use Jacobi coordinates. In this case, B is integrable, as it depends only on the positions q. In Poincaré heliocentric coordinates (see Laskar and Robutel, 1995) , the expressions are more simple, but the perturbation B needs to be splitted in two terms B = B 1 (p) + B 2 (q) which depends uniquely on the momentum p, or on the positions q. As the methods which are presented here depends only on the linear part (in L B ) of the integrator, they can be adapted in a straightforward manner to this case, by substituting in their expresions exp
In doing so one needs to be sure that the final symplectic scheme is still symmetric, which will ensure that no terms of order 2 will appear in the decomposition of the corresponding formal Hamiltonian K in equation (7). The use of these coordinates for symplectic integrators was first proposed by Koseleff ( , 1996 .
In the present case, we will use Jacobi coordinates, as this choice will be motivated by the next sections which require that B depends only on q. In Jacobi coordinates, we did the computation for the Sun-Jupiter-Saturn system over 25000 years (Fig. 2) , and obtained very similar results as for the simple pendulum with ε = 0.001. This is understandable as this is of the order of the ratio of perturbation due to the mutual interaction of the planets over the potential of the Sun. It can be clearly seen that for all n ≥ 2, these integrators outperformed by several order of magnitude the precision of the leapfrog integrator, except for very large stepsizes. The best choices being again n = 3 or n = 4. In all figures, it is very obvious that the τ 2 ε 2 term is the main limiting factor. We will now make an explicit computation of this term and present a strategy to get rid of it.
Computation of the remainders
We compute here the remainders of the symplectic integrators SABA n and SBAB n . By switching the role of U and V in (31), we obtain easily
and where≡ is the equivalence modulo terms of degree ≥ 2 in U and V in L(U, V ).
If we apply this result to compute the largest term in the remainder of the previous symplectic integrators, we obtain for each integrator
We can be more specific for the two classes of integrators SABA n and SBAB n by taking into account the fact that these integrators are reversible. In this case, each integrator of the classes SABA 2n , SABA 2n+1 , SBAB 2n , SBAB 2n+1 , with
, is the time-τ evolution of the flow of the Hamiltonian W , with the following remainders : -SABA 2n : we have 2n + 1 steps with d 2n+1 = 0 and, for p = 0, . . . , n c n+1+p = c n+1−p ;
which gives, after reduction of the symmetries, and
-SABA 2n+1 : We have 2n + 2 steps, with d 2n+2 = 0, d n+1 = 1 − 2δ n , c n+1 = 1/2 − γ n , and, for p = 0, . . . , n
which gives, after reduction of the symmetries
-SBAB 2n : This case is easily obtained by setting c 1 = 0 in SABA 2n+1 . We obtain for the new Hamiltonian
-SBAB 2n+1 : This case is easily obtained by setting c 1 = 0 in SABA 2n+2 .
Correctors
The integrators SABA n and SBAB n have very good properties for small values of the parameter ε. Their numerical properties were studied in section 8. We have seen that the main limiting factor is the term {{A, B}, B}, which order is τ 2 ε 2 . It would be of course very nice to get rid also of this term, but the result of Suzuki (1991) In order to get rid of the {{A, B}, B} term, one can use an alternate strategy, which is possible when A is quadratic in the actions p, and B depends only on the positions q (this is in particular the case for the pendulum Hamiltonian, or for the N -Body problem when expressed in Jacobi coordinates). In this case, {{A, B}, B} depends only on q and is thus integrable. It is then possible to compute it, and to add an additional step to the integrator S of the form
where c is the coefficient of {{A, B}, B} in W (Eq. 57-61). The new corrected integrator S C is still symmetric, and thus additional terms will appear only at order τ 4 . The values of the coefficients c used in the correctors up to order 10 are listed in Table II . For some of the lowest orders, algebraic formulas can be given, but they become very rapidly cumbersome, and a better accuracy will be obtained by using the decimal value which is given here with 40 digits. The plots of the residuals for these new integrators are presented in the case of the pendulum with ε = 0.1 and ε = 0.001 (Fig.3-4) , and the Sun-Jupiter-Saturn problem in Jacobi coordinates (Fig. 5) . As we attain now the limitation due to round-off errors, computations were performed also in quadruple precision. It is clear that now the slope of the residuals corresponds to the τ 4 terms and that we got rid of the τ 2 ε 2 term. 
Composition of integrators
The corrector method of section 10 provide a family of integrators SABA Cn , SBAB Cn of order 4 in τ and higher order in ε with remainders O(τ 4 ε 2 ) + O(τ k ε) with k = n + 2 for n even, and k = n + 3 for n odd. These integrators have very good numerical properties, but it is still possible to improve them by using the composition method of Yoshida (1990) . Indeed, if S(τ ) is an integrator of order 2k, then it is possible to find c such that
is an integrator of order 2k + 2. Indeed, the symmetry of the integrator ensures that there are no terms in τ 2k+1 in the remainders, and a straightforward computation gives the condition of cancellation of the terms in τ 2k
that is c = −2 1 2k+1 . It should be noted that as c is close to −1, the cost of this composition scheme, which we will denote S 2 , is roughly 3 times more expensive than the initial integrator S. Practically, we do one step forward, one step backward, and then one step forward again. Nevertheless, if one generalises this sheme to a composition S 2m defined as
the condition (64) gives c = −(2m) 1 2k+1 . Usually c is still not very large, and the additionnal backward step becomes negligeable for large values of m. Unfortunately, as one would expect, when m increases, the size of the remainders also increases and when we analyse the precision versus cost, it appears that we gain only for small values of m (Fig. 6 ). These integrators are still interesting, especially when one searches for high accuracy, which means small step size. 
Miscellanous remarks

Integrals
The following result is obtained immediately:
If F is an integral of H and F commutes with A ({A, F } = 0), then F is a true integral of the symplectic integration of H by any any of the integrators constructed above.
Indeed, as {A, F } = 0, and {H, F } = 0, we have {B, F } = 0, and thus F commutes with any element of the free Lie algebra L (A, B) . Thus, if the integrator S(τ ) is defined by S(τ ) = e τ L W where W ∈ L(A, B), we have {W, F } = 0. In particular, in Jacobi or heliocentric coordinates, the angular momentum depends only on the action variables and thus commute with the Hamiltonian of the Keplerian unperturbed problem. The angular momentum is thus an exact integral of the symplectic integration of the N -body problem. In constrast, the initial Hamiltonian is only an approximate integral (at order O(τ p ε 2 ) + O(τ k ε)). This feature can be used to check for the accumulation of errors in the integration.
Non Hamiltonian systems
In fact, the present results apply to general first order differential equations, and not only for Hamiltonian systems. Indeed, the only properties which are used are formal properties of the Lie algebra of the Lie derivatives along the vector fields defined by A and B. If a differential system of order 1 can be written on the forṁ
where L A and L B are differential operators, for which the two systemsẊ = L A X anḋ X = L B X are integrable, then the symplectic integrators defined above will apply in the same way. Even more, if F is an integral of the system (66) such that L A F = 0 and L B F = 0, then F is also an integral for the symplectic integrator.
H =
It happens very often that the perturbation is not integrable, but can be splitted in two parts B = B 1 +B 2 which are integrable separately (this is the case in Poincaré heliocentric coordinates). As was already stated, the integrators SABA n and SBAB n can be used provided some small modifications, but it will not be possible to use the correctors as defined in section 10.
Conclusions
We have presented here a new and constructive proof for the existence at all orders of the families of symplectic integrators SABA n and SBAB n , which were first described by McLachlan (1995) . We have also obtained the expressions of the leading terms of the remainders for all n. These integrators are particularly adapted to perturbed Hamiltonian systems of the form H = A+εB, where A and B are integrable separately, and in particular for planetary N -body problems. Moreover, when A is quadratic in the actions p and B depends only on the positions q, the new family of integrators SABA Cn and SBAB Cn given in section 10 provide integration scheme which is of order 4 in τ , and has a remainder of the order of O(τ 4 ε 2 + τ p ε), where p = n + 2 or p = n + 3. For practical use, it seems that the integrators for n = 3 or n = 4 are the most efficients. Despite they require additional computations for the corrector, the corrected integrators SABA Cn and SBAB Cn will beat the simple integrators SABA n and SBAB n in many occasions, but unless one search for very high accuracy with small stepsize, composition as described in section 11 is usually not very useful.
All the integrators which are presented here have only positive stepsize, except for the corrector. It should still be investigated whether some integrators of order 4 with negative stepsize could be useful.
