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Data Mining for Distribution System Fault
Classification
H. Manjari Dola , Student Member, IEEE, and Badrul H. Chowdhury, Senior Member, IEEE

Abstract-- Digital relaying equipment at substations
allow for large amounts of data storage that can be triggered by

predetermined system conditions. Some of this information
retrieved from relays at several locations in a local utility's
service territory has been mined for determining trends and
relationships. Data mining aims to make sense of the retrieved
data by revealing meaningful relationships. This paper discusses
some useful data mining techniques that are applied to data
recorded by overcurrent relays at several substations. The
purpose is to classify faults, verify relay settings and determine
fault induced trip per substations. High accuracy is obtained.
Keywords-Artificial neural networks, Decision tree, Data
mining, distribution system protection, digital relaying.

I. INTRODUCTION
Data mining is 'the automated extraction of hidden
predictive information from databases' [1-3]. This
useful technique allows users to analyze large databases
to solve business decision problems. It is an extension of
statistics, with a few artificial intelligence features. Like
statistics, data mining is not a business solution. Rather,
it is simply a data analysis tool. Information can be
converted into knowledge about historical patterns and
future trends. Today, data mining applications are
available on all size systems for mainframe,
client/server, and PC platforms [3].

extracting relevant information for study. The data are
archived in event files for operational analysis [8].
The process of data mining provides information for
assessing relay settings and applies to any text-based
data file. After downloading the events, analysis can
focus on predetermined goals, such as finding the fault
contribution for various nodes in the system and
determining if the relays operated correctly for the given
conditions. Even with overwhelming amounts of data
now available, the process of storing, mining and
analyzing this data can ultimately improve protection
quality.

II. DATA RETRIEVAL AND PREPROCESSING
Substation data received in 2004-05 from the utility
company for 9 substations, namely:
BTER
6 FEEDERS
BRYN
1 FEEDER
LONE
1 FEEDER
SFST
2 FEEDERS
WING
3 FEEDERS
OLVE
2 FEEDERS
OFHL
3 FEEDERS
MCLR
2 FEEDERS
PGBK
13 FEEDERS
All substations were in the voltage range of 34.5/12.47
kV.
A. Event report
The relay generates a summary and long event
reports in response to triggering actions. The summary
event report gives the information required to determine
the fault type and its location. The long event report
gives the eleven cycles (44 quarter cycles) of
information; say pre-fault, fault and post-fault currents,
fault voltages, etc.

Data mining techniques have been applied to transformer
monitoring [4], load forecasting [5], critical bus
identification [6], load characterization [7] and various
other applications. With the advent of microprocessor
relays, sophisticated electronics built into the relays
provide immediate data relative to potential and current
transformer (PT/CT) fault magnitudes, fault location
performance measurements, dc system characteristics
and circuit breaker status. The vast amount of powerThe data is cleaned up so that only the voltage and
system data available requires new techniques for current values are saved which are then analyzed.
The
rms values are calculated. At this point, graphical
' The authors are with the Electrical & Computer Engineering Department at
analysis may be done to observe whether the relay has
the University of Missouri-Rolla, Rolla, MO 65409. email: bchow@umr.edu
detected the fault based on the overcurrent principle.
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B. Analysis of recorded digital relay data
III. FAULT CLASSIFICATION
The different types of faults- are tabulated with
The WEKA software is used to classify faults.
respect to different substations. Table 1 presents a "WEKA" stands for the 'Waikato Environment for
descriptive analysis of the fault split for each substation. Knowledge Analysis' [10]. One can preprocess a
dataset, feed it into a learning scheme, and analyze the
classifier and its performance-all without
resulting
Table 1. Summary of faults for each substation
writing any program code at all. The learning methods
Substation Name SLG
L-L L-L-G 3-ph
are called classifiers. A decision tree (J48), crossfold
BTER
59
2
5
4
validation or a multilayer perceptron can be used to
BYRN
7
2
1
2
classify instances.
LONE
12
0
0
0
A. Data preparation
SFST
7
5
0
7
Most recorded data sets will naturally have some
21
WING
12
1
2
missing values. Using WEKA software one can easily
OLVE
15
9
0
0
replace
missing values. They are replaced by the global
OFHL
20
10
1
4
mean
or
mode of the training data before the model is
3
MCLR
5
11
4
built.
Replace
Missing Values Filter substitutes the mean
86
PGBK
13
9
16
for numeric attributes.
B. Data format
An analysis confirms the fact that the single line to
The data is stored in a spreadsheet. However,
ground fault is the most frequent fault with an
occurrence percentage of 68%. About 11% of faults WEKA expects it to be in ARFF format. An ARFF
involve all three phases. A fairly high percentage - about (Attribute-Relation File Format) file is an ASCII text file
that describes a list of instances sharing a set of
15% - involves two phases.
attributes. In this format, it is necessary to have the type
C. Fault Inducing Trip vs. Temporaries
information about each attribute which cannot be
deduced from the attribute values. Before any modeling
An event report is triggered when any one of the
technique
overcurrent elements pick up a fault. Tripping is initiated the ARFF is applied to the data, it must be converted to
form. This can be done easily since the bulk
when the trip output is asserted for a minimum of 4 of an ARFF
file consists of a list of all the instances,
cycles [9]. It was observed that many of the fault- with the attribute
values for each instance being
pickups were temporary, i.e., they do not cause the relay separated by commas.
Microsoft EXCELc' allows
to trip. Hence the relay resets when it times out. This
exporting
the
data
into
such
a file in comma separated
indicates that the current values were high enough for format. Once
this
is
the
done,
file can be loaded into a
the relay to pickup the change in current level and text editor or a word
processor. This is followed by
trigger an event record. The fault-induced trips usually adding the dataset's name
using the grelation tag, the
ranged in the 25-38% range for the substations studied.
attribute information using @attribute, and a gdata line
The SEL software [9] is used to observe the creates the file in the 'arff format as shown in Fig. 1.
oscillatory graphs of all events. It shows all the 44
The data 'faultweka' of Fig. I has been filtered for
quarter cycles, current and voltage magnitudes and the
replacement
of missing values. Variables IR, IA, IB, IC,
relay elements in action.
VA, VB, VC, and FAULT are the attributes used. The
D. Anomalies in the recorded digital relay data
variable 'FAULT' is the target attribute, which takes the
Using the SEL software oscillatory graphs the values of 'AG, BG, CG, AB, BC, CA, ABG, BCG,
currents and the voltages were observed compared to the CAG, ABC, ABCG'. The values of FAULT are based
charts plotted using MS EXCELV with peak magnitude on the desire to classify faults according to 'phase A to
of rms currents on y axis and the time in cycles on the x Ground,' 'phase B to Ground,' etc.
axis. Some data anomalies were noticed. These generally
fell in the category of where the relay records a specific C. Neural networks and decision trees
Two different techniques are applied to model the
type of fault (e.g. AG fault), whereas, an examination of
the corresponding SEL oscillograph appears to data, decision trees and neural networks. Both
something entirely different (e.g., an ABC fault). These techniques have their own merits and demerits. The C4.5
program in the WEKA software is used to generate a
cases were deleted from further consideration.
decision tree, in which the leaf indicates the class and a
node indicates the test carried out on the attribute value,
458

with one branch and sub tree for each possible outcome as number of hidden layer, number of hidden neuron for
of the test. The advantage of C4.5 is the generation of each layer, and transfer function for each layer. A
production rules which are intelligible to human beings Sigmoid function is used as a transfer function used for
modeling because of its versatility. The weight training
is done using back propagation technique. The learning
@relation faultwekaweka.filters.unsupervised.attribute.ReplaceMissingValues
rate and momentum gain are selected on a trial and error
@attribute IR numeric
basis. The learning rate should be lower to get a steady
@attribute IA numeric
convergence, however the lower learning rate takes more
@attribute IB numeric
@attribute IC numeric
time
compared to higher learning rate. The error goal is
@attribute VA numeric
@attribute VB numeric
set
to
0.01 and training time is set up so that above mean
@attribute VC numeric
error (mse) is achieved.
square
@attribute FAULT {AG,BG,CG,AB,BC,CA,ABG,BCG,CAG,ABC,ABCG}
@data

The C4.5 modeling technique used in the WEKA
software has default settings and cannot be altered.
However, the pruning option can be turned on and off.
When the pruning is turned on the decision tree prunes
the tree without affecting the accuracy of the modeling.
Since the number of attributes used is large in number,
when classification task becomes more intricate. The the pruning option is turned on.
production rules are specified in L -> R, where L is a
IV. RESULTS
conjunction of attribute based tests and R is a class.
Fig. 1 ARFF formatted file for analysis by WEKA
A. Using the Decision Tree model
Decision trees and neural network modeling
The results shown in Table 2 are generated using the
techniques are examples of 'supervised learning'. WEKA software by employing the option:
Supervised learning, the process learns how to predict
classifierthe value of the target variable, which is 'FAULT' in our
Treebased
of
the
case,
predictor variables. Since our goal is
J48
to predict the type of fault, supervised learning is used.
The Confusion Matrix, shown in Table 2 is a
Exhibiting a layered network of highly convenient way of examining the classification accuracy
interconnected artificial neurons, a neural network of the models and their distribution in various classes. It
generally consists of an input layer, hidden layer(s) and gives the count of the correctly classified instances. The
an output layer. The weights of interconnections are diagonal elements are the correctly classified faults, and
adjusted or trained by the back propagation of error the off-diagonal elements are the incorrectly classified
generated in the feed forward step. The neural network faults.
can be used to predict actual values, and not just classes.
In the fault classification context however, the predicted B. Using the Neural Network model
The results shown in Table 3 are generated using the
class is encoded in some way. The Knowledge flow
WEKA
Software by employing the option:
layout of the WEKA software can be seen in Fig. 2.
classifierFunctionsD. Parameter Settings
Multilayerperceptron
The Multi layer perceptron model of WEKA used
for neural network modeling has many parameters such
917,910,-105,109,1932,-7215,5237,AG
-635,-662,-54,80,-5235,1521,5264,AG
-1926,-1856,83,-151,-2259,7167,-5244,AG
771,788,68,-85,4379,-1377,-5177,AG
2333,2250,-92,178,2440,-7160,5213,AG
-652,-684,-71,102,-4124,1310,5163,AG
-2357,-2286,109,-180,-2442,7160,-5201,AG
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Fig. 2. The knowledge flow layout used in WEKA.
Table 2. The Confusion Matrix obtained from the decision tree model
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Table 3. The Confusion Matrix obtained from the neural network model

Desired Classification
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C. Discussion
It can be clearly observed that using the WEKA
software had made analyzing the data easier and faster.
Also, choosing neural network as the model for the
analysis produced better results, i.e., 93.17%. This
model incorporates visualization of the process in to the
software, making it more user-friendly.
In neural network modeling, the classification
accuracy and standard deviations were used to judge the
best model. So far, the "best" decision tree has yielded
an error rate of 11.93 % and a 91.47 % accuracy.
Meanwhile, the numerous trials made in eliminating the
attributes and different combinations for neural network
modeling yielded an accuracy of 93.17 %, and a mean
absolute error of 0.0172.

Deciding which model to take for the final
classification requires a careful study by considering the
merits and demerits of both modeling techniques.

*
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40

93.17 %
6.83 %

input. Trees created from numeric data sets can be
quite complex.
Since, we are using numerical data except for the
target variable (FAULT) which is categorical, the
neural network technique was chosen.
Decision trees are somewhat unstable. Slight
variations in the training data can result in
different attribute selection at each choice point
within a tree. The effect can be significant since
attribute choices affect all the descendent subtrees.

*

*

Neural networks have the ability to learn by
example.
Neural networks are more fault tolerant than
decision trees.
Neural networks are more suited for real time
operation due to their high computational rates.

After assessing the two models, it can be concluded
that the neural networks model was the better choice for
Neural networks modeling technique was finally final deployment. This model had the better
chosen over decision trees for the following reasons:
classification accuracy and is suited for this type of
classification.
* The decision tree model, in spite of being easier to
works
for
understand,
efficiently
categorical data
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[5]
V. CONCLUSION
For fault classification to work properly, all
inconsistent fault cases or disturbances had to be
identified and eliminated before using the data mining [6]
techniques.
Breaker operating times should also be noticed just
to have consistent data. It was noted that all substations [7]
recorded an average breaker opening time between 3 to 5
cycles. It was therefore concluded that all circuit
[8]
breakers were indeed in good working condition.
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