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ABSTRACT
Performance of standard processes over large distributed
networks typically scales with the size of the network. For
example, in planar topologies where nodes communicate with
their natural neighbors, the scaling factor is O(n), where n
is the number of nodes. As the size of the network increases,
this makes global convergence over the entire network less
practical. On the other hand, for several applications, such
as load balancing or detection of local events, global conver-
gence may not be necessary or even relevant. We introduce
simple distributed iterative processes which limit the scope
of the computational task to a smaller subnetwork of the
entire network. This is achieved using one additional local
parameter which controls the size of the subnetwork. We es-
tablish termination and convergence rate of such processes in
theory, in experiment, in comparison to the well understood
behavior of Markov processes, and for a variety of network
topologies and initial conditions.
1. INTRODUCTION
A network consists of a collection of nodes that interact and
form a network. Typically, the nodes are embedded either
on a plane or on a 3-dimensional space, which limits the
convergence of all fundamental algorithms to scaling factors
of roughly O(n) [14] , where n is the number of nodes. How-
ever, for several applications, convergence happen over the
entire network, where as a local conversation is sufficient
over a much smaller number of nodes and preferably inde-
pendent of n. The algorithm proposed here has a scaling
factor that depends on the size of local neighborhood and
independent of the size of network. It is a non-linear process,
therefore its study is of interest.
The convergence of fundamental network processes, such as
load balancing or reaching consensus, is typically determined
by well characterized structural properties of the underly-
ing network topology. In particular, following the theory
of Markov chain mixing, this convergence is of the form
Nc0(1− λ)t, where N is the number of network nodes, c0 is
a constant, t is time or number of steps, and λ is a quantity
polynomially related to expansion, conductance or the sec-
ond eigenvalue of the underlying network topology viewed
as a graph.
Ideally, efficient networks should have λ ≥ 1
logc N
, which
implies convergence rate
Nc0(1− λ)t = Nc0(1− 1
logcN
)t
= Nc0(1− 1
logcN
)
t
logc N
logc N
' Nc0
(
1
e
) t
logc N
logc N
The above quantity converges quickly for t ≥ logc0+cN .
This is efficient, in the sense that it is a polynomial in the
log of the size of the state space.
However, when real network topologies are embedded in 2
or 3 dimensional space, λ is of the order of 1/Nc, where c is
a constant. Consequently, convergence becomes
Nc0(1− λ)t = Nc0(1− 1
Nc
)t
= Nc0(1− 1
Nc
)
t
Nc
Nc
' Nc0
(
1
e
) t
Nc
Nc
The above implies that one needs a number of steps poly-
nomial in N , i.e., the size of the state space, before any
meaningful level of convergence is reached.
Suppose, however, that we do not want global convergence
over all N nodes of the entire topology. Suppose that con-
vergence over a subset n ⊂ N nodes, where n << N i.e., n
is much smaller than N . Then, we wish that a suitable pro-
cess can be defined that indeed converges over the n nodes.
Moreover, we wish that the convergence rate of this process
efficient. Since n << N , a quantity polynomial in n might
be acceptable. In addition, one might embed a small graph
on n nodes that has λ much smaller than the corresponding
λ of the entire network, which would result in even faster
convergence rates.
We consider a network, where each node has a potential
value called charge. Charge is similar to the probability in
Markov chains. The nodes exchange charge with their neigh-
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bors based on an agreed communication protocol. This is
an iterative process and it terminates after few iterations.
In the end, we obtain a tightly connected local component.
Size of the component is controlled by the node that starts
initiating the charge distribution. In the earlier forest fire
example, the node that senses fire will initiate the exchange
of charge with its neighbors and controls the size of the lo-
cal component. Obtaining such component is very useful in
applications such as load balancing, consensus algorithms,
data fusion, etc. In the earlier forest fire example, select-
ing nodes from this component is a superior choice as they
have a better chance at detecting fire because of the close
proximity to the starting node.
We present a local iterative algorithm (in Section 4), where
nodes converge to a value . Our algorithm is similar to
algorithms used in load balancing [8, 10, 12, 13], consensus
algorithm [23] (see for a detailed survey), and Markov chains
[4, 15, 25, 31] . However, it is a non-linear process that makes
analysis of the algorithm a challenging.
1.1 Our contributions
We present a fast algorithm that is based on a non-linear
iterative method and terminates after a finite number of
steps, unlike the traditional iterative methods that converge
asymptotically. We present a proof for termination and give
an upper bound on the number of iterations before the pro-
cess terminates.
Our formulation syntactically resembles with iterative meth-
ods such as Markov chain [15], consensus algorithm [23],
etc. However, unlike the above mentioned algorithms, our
method does not explore the whole graph, but only a small
part of it. This is where locality comes in. There is another
major difference between our algorithm and other iterative
techniques. Our algorithm is a non-linear process, which
makes it difficult to analyze and prove guarantees. To the
best of our knowledge, this is the first work on non-linear
iterative method with a locality preserving property. We do
prove the termination and an upper-bound on the number
of iterations. We later show that the algorithm is in fact a
generalization of markov chain.
As discussed earlier, there are many applications of our algo-
rithm. We allow multiple load in load balancing. We show
that our algorithm gives a solution to problem known as
f − consensus and also, any decomposable function can be
used in solving consensus problems. We later show the ap-
plication in activity and event detection problems, and how
information from different nodes can be combined to obtain
a result. The problem of combining information from mul-
tiple is known as data fusion.
We now give an outline of the paper. In Section 2, we present
an outline of the algorithm and succinctly present its appli-
cation. In Section 3, we give definitions of different type of
nodes in a graph, and their properties. We discuss the for-
mation of network from nodes and communication protocol
between the nodes, i.e., a node can interact with its neigh-
bor only. In Section 4, we formally present the algorithm,
and show an implementation using a fixed-point iteration.
In Section 4.1, we prove various properties associated with
the algorithm that are later used to derive an upper-bound
Node type Charge range
Core Nodes (, 1]
Peripheral nodes [0, )
Other nodes 0
Table 1: There is four kinds of nodes in the graph.
Active nodes still belong to the core, but have an
ability to distribute charge to other nodes. Periph-
eral nodes are the neighboring nodes of core.
on the number of iterations required for termination (Sec-
tion 7). We show some generalization and extensions of the
algorithm in In section 6. Later, we present various applica-
tion of our algorithm namely, consensus algorithm (Section
8.1), load balancing (Section 8.2). We then present the ex-
periments, related work and conclude.
2. OUTLINE OF ALGORITHM
In a graph, each node holds a charge. A charge is as a poten-
tial value of a node. It is a probability distribution in case of
Markov chains [15]. However, we generalize it by introduc-
ing the concept of charge, and do not constraint the charge
to sum up to 1 across all the nodes. Therefore, instead of
saying that a node has a probability of 0.3, we say that it
has a charge of 0.3. We formally prove this generalization in
Section 7. Charge can be seen as the amount of flow a node
receives in flow problems. At every iteration, a node gives a
charge to its neighbors and in-turn also receives charge from
them. And we repeat this process. After a certain number
of iterations, this process stabilizes and there is no exchange
of charge between nodes. Therefore, we say that the process
terminates. For simplicity, let assume that if a node has
more charge than a certain threshold , then it redistributes
it to its neighbors a part of it.
We later show that at the end of the process, a group of
nodes form a core. This core forms a small tightly con-
nected component. This set of core nodes is useful in many
applications such as, in load balancing (see Section 8.2), if
a node has high load, it may want to redistribute it to the
nodes close to it, but not further away. In activity tracker ,
if a node senses an unusual event, it would notify the nodes
in a close proximity to reduce false positives. We discuss
these applications in detail in later sections.
Also, note that the size of the core is essentially a function
of . If  is small, then we end up with a huge core and
like wise  is large we have a small core. Depending on an
application we may want a large or small core.
3. SYSTEMMODEL AND DEFINITIONS
Consider G(V,E) as a connected undirected graph, |V |=n,
di is the degree of node i and dmax = max{di : i ∈ V },
and ~x0 = (x01, . . . , x
0
n) is a non-negative function over the
set of nodes: x0i ≥ 0. We call xik as the charge of node i at
iteration k. We assume that the charge is non-negative for
any node at any iteration. In Markov Chain, we additionally
put a constraint that
∑
i∈V x
0
i = 1, so that it becomes a
probability distribution. However, such constraint is not
necessary in our algorithm. For simplicity, we assume that
there is only one node in the beginning with some positive
Figure 1: Initially, there is one core node and then, in first iteration it distributes the charge to its neighbors
increasing the size of the core. After k iterations, we see a bigger core size.
charge, and charge for rest of the nodes is zero. We later
remove this assumption in Section 6.2.
We consider a network, where a node communicates with its
neighbors. For a node to communicate with a node 3-hops
away, it does it through the neighbors. We now present the
model for formation of such network. There are many ways
a group of nodes can form a network. For example, if a node
i is in a top-k neighbors of node j based on a certain metric,
then form a directed edge from j → i. Another method,
is a distance based, where all the nodes within a certain
radius are automatically treated as neighbors. Notice that
the second method gives a symmetric neighborhood, where
if a node i is a neighbor of j, it implies that the node j is
also a neighbor of node i. However, in first method this is
not a case, as two nodes may not be in each other’s top-k
neighborhood at the same time. Therefore, we can either
consider a situation, where a mere presence of a directed
edge imply the neighborhood, or we say that if there is a
directed edge from both sides, it implies neighborhood [16].
We now present the definitions of different type of nodes in
the graph. Please refer to Table 1 for the node types and
charge.
Core nodes: A core is a group of nodes that satisfy the
condition x∗i ≥ , ∀i ∈ G. Essentially, all the nodes in the
core have a minimum charge of . As we shall later see that
once a node becomes a part of core, i.e., once its charge is
more than , it continue to be a part of core irrespective
of iterations, as its charge does not fall below . Another
interesting thing to note that the core nodes themselves form
a connected component (see Section 4.1), we later prove this
property.
Peripheral nodes: The peripheral nodes is a group of
nodes that satisfy the condition 0 ≤ x∗i < , ∀i ∈ G. Please
refer to Table 1 for the node types and charge. These nodes
are connected to the nodes in the core, but have a charge
less than . These nodes are in a periphery of core. Since the
charge of a peripheral node is less than , it is not allowed
to redistribute the charge. A peripheral node can receive
charge from core nodes. Notice that any node that is con-
nected to a peripheral node, but not to the core will have a
zero charge, as it cannot receive the charge from peripheral
node. Also, a node initially could be a part of peripheral
Figure 2: Initially, there is one core node and in first
iteration it distributes the charge to its neighbors
increasing the size of the core.
nodes, but can become a core once its charge is more than
. However, a core node cannot become a peripheral node
in any iteration.
Charge conservation of the graph: At any iteration,
the total amount of charge in the graph remains the same.
Charge conservation at the node: The difference in
charge in a node between two consecutive iterations is the
difference between the incoming and outgoing charge to that
node.
So far, we have discussed the properties of core nodes and
peripheral nodes. In next section, we precisely define the
process of exchange of charge between the nodes.
4. ALGORITHM
For a node i at iteration t, we define a variable zti such that
zti =
{
1 if xti > 
0 if xti ≤ 
For any node with zti = 1 imply that it is a part of core. It
is a necessary and sufficient condition. We use zti = 1 and
active node interchangeably. In our algorithm, the nodes
with zti = 1 are only nodes allowed to distribute the charge
to their neighbors. In other words, nodes with a charge more
than  can transfer the charge.
For a node i at iteration t, the amount of charge it carry
in iteration t is represented by xti, and in t+ 1 iteration by
xt+1i . Let dj be the degree of node j. The charge x
t+1
i is
computed as follows:
xt+1i =
(
zti +
(xti − )
2
zti + x
t
i(1− zti)
)
+
1
2
∑
j:{i,j}∈E
(xtj − )ztj
dj
(1)
The first part of the equation indicates the amount of charge
node xt+1i retains. If z
t
i = 0, then the node retains all the
charge it had in the previous iteration, and therefore by the
conservation of charge at the node , it cannot send charge
to its neighbors. If zti = 1, then the node retains  charge as
given by zti +
(xti−)
2
zti , and it sends rest of the charge to its
neighbors.
Second part of the equation 1
2
∑
j:{i,j}∈E
(xtj−)ztj
dj
indicates
the amount a node receives from its neighbors. Since only
the node, with zt∗ = 1 are allowed to transfer the charge,
therefore we have an indicator variable zt∗ indicating if the
node is eligible to send the charge. The nodes with zt∗ = 1
can only distribute the other
(xtj−)
2dj
fraction to its neigh-
bors. In our process, they distribute it equally to their dj
neighbors. Here dj indicates the degree of node j. It is not
difficult to verify the charge conservation with the above
formulation
Note that above formulation is a non-linear system of equa-
tion that terminates after finite steps using fixed-point it-
erations. This non-linearity makes it incredibly difficult to
analyze, as the standard methods from linear algebra can-
not be applied. We prove the termination of our algorithm
in Section 7 and also give an upper-bound on the number
of iterations required for a guaranteed termination. The
algorithm exhibits a locality property that the charge is dis-
seminated to the nodes that are closer in proximity. We
discuss this locality in detail with applications in Section 7.
4.1 Properties of the algorithm
For a subset of nodes H ⊂ V , we use Γ1(H) to denote the
1-vertex neighborhood of H: Γ1(H) = {j∈V \H : {i′∈H :
{i′, j}∈E} 6=∅}.
Theorem 1. Let i0∈V be a node such that x0i0 =1 (con-
sequently x0i = 0, ∀i 6= i0) and let n ≥ 1 . Then, there exists
core group of nodes H⊂V with i0∈H and there exists T >0
such that :
(i)  < x∗i ≤ 1, ∀i ∈ H.
(ii) The subgraph of G induced by H is connected.
(iii) xt+1i = x
t
i, ∀i ∈ V and ∀t ≥ t0.
(iv) 0 ≤ xti < , ∀i ∈ Γ1(H).
(v) xti = 0, ∀i ∈ V \ (H ∪ Γ1(H)) and ∀t ≥ 0.
(vi) |H| ≤ 1/.
(vii) |V | ≤ 1/, then algorithm does not terminate.
Proof of Theorem 1. We assumed that there is a sin-
gle starting node with charge 1 ( we relax this constraint in
Section 6.2). All the other nodes in the beginning have a
zero charge. (i) If a node has a charge more than , it will
retain  charge (by Eq. 1). All the other nodes with charge
more than , will continue to hold all of the charge and will
not distribute it to their neighbors. (ii) A node can only
receive a charge from a core . Therefore there has to be a
path of core nodes between a node receiving a charge and i0
(starting node). Also, a node that becomes a core node con-
tinues to be a core node, proving the connectivity. (iii) See
Section7 (iv) Here, Γ1(H)indicates the set of nodes that are
neighbor of core including the core nodes itself. H ∪ Γ1(H)
shows the peripheral nodes. Such peripheral nodes can re-
ceive the charge from core since they are the neighbors of
core, but their charge has to be less than , otherwise they
become core. (v) All the nodes that neighbors of peripheral
nodes, but not a part of core will have zero charge, as the pe-
ripheral node can have at most  charge and are not allowed
to distribute it to their neighbors.(vi) The minimum charge
a core node can have is  and charge of a starting node 1,
there by the conservation of charge, there could be at most
1/ core nodes. (vii) If the size of the graph is less than
1/, then there is at least one node with charge more than
 and will continue to give charge to its neighbors, therefore
the process cannot terminate.
5. CONVERGENCE PROPERTIES
In this section we prove the convergence properties. If we
prove the convergence on the core nodes, it automatically
prove it for the whole graph as the peripheral and other
nodes can not transfer the charge. We show the convergence
in steps. Initially, we prove that any two nodes across an
edge in a core converge to epsilon exponentially fast. To
prove these properties, we assume that the graph is regular.
Later we show with a chain of arguments that nodes in a
core at any iteration converge in a finite time. Before we
proceed further, we prove the following inequality that will
be subsequently used to prove the convergence properties.
Let Ct be the set of core nodes at iteration t. Then, for a
node i ∈ C
|xt+1i − xti| =
∣∣∣∣∣∣x
t
i − xt−1i
2
+
1
2d
∑
j:{i,j}∈E,j∈C
(xtj − xt−1j )
∣∣∣∣∣∣
≤ |x
t
i − xt−1i |
2
+
1
2d
∑
j:{i,j}∈E,j∈C
|xtj − xt−1j |
≤ 1
2d
∑
j:{i,j}∈E
|xtj − xt−1j |+ |xti − xt−1i |
5.1 Error bound
Now we bound the error for an edge with in a core. We show
that for a pair of nodes of an edge, the sum of the difference
of their charge start to decrease exponentially fast. We prove
it using mathematical induction.
Theorem 1. The sum of difference in charge of two nodes
between two consecutive iterations t and t+ 1 is bounded by
an inverse exponential function of t:
|xt+1(j)− xt(j)|+ |xt+1(i)− xt(i)| ≤
(
1
2
)t
. (2)
Proof. We prove using mathematical induction.
Basis: We first prove for t = 1.∑
i,j
|x2(i)− x1(i)| ≤ 1
2d
∑
k:{i,k}∈E
|x1k − x0k|+ |x1i − x0i |+
1
2d
∑
m:{j.m}∈E
|x1j − x0j |+ |x1m − x0m| ≤ 1
4
This confirms the basis. The last equality holds because
at most half of the unit charge can be distributed initially.
Therefore the sum of absolute value across all nodes could
be at most 1/2.
Induction step: We assume the bound to be true for xt(i),
i.e., for the tth iteration. In the (t+ 1)th iteration,
∑
i,j
|xt+1(i)− xt(i)| ≤ 1
2d
∑
k:{i,k}∈E
|xtk − xt−1k |+ |xti − xt−1i |+
1
2d
∑
m:{j.m}∈E
|xtj − xt−1j |+ |xtm − xt−1m |
≤ 1
2
·
(
1
2
)t
=
(
1
2
)t+1
[Induction Assumption]
It is not difficult to see that we need to perform O(log 1/)
iterations in order to make |x(i) − | < δ. This shows that
the algorithm is really fast, as we can make any node come
to close  in few iterations. We use this error bound to
establish the convergence. If we set the parameter  as 0,
then our algorithm becomes a lazy random-walk.
5.2 Proof of convergence
Before we give a proof of convergence. We discuss the high
level idea. At time t, let C an active core with access charge.
Just to remind the excess charge is defined as the sum of all
the extra charge across all the nodes that can be transferred
to their neighbors. With time, the access charge continue
to flow towards periphery, and excess charge will continue
to decrease. As long as the size of the network is more than
1/, a convergence will be reached. It is easy to see that if
a network is small, then there will not be a convergence sa
there has to be at least one node with excess charge.
Let Ci be the set of core nodes at iteration i. Using the
bound proved earlier, we establish that any node k ∈ Ci
will reach convergence. However, in order to reach conver-
gence, it has to give charge out. Since whole Ci, reaches
convergence it implies that new nodes from periphery and
beyond have received the charge and forming a new core Cj
at iteration j. The gap j− i is finite because in Ci converges
exponentially fast. We can apply the same arguments to Cj
and since the maximum size of core is bounded by 1/, there
could be at most 1/ new cores. This proves the convergence.
6. EXTENSIONS
6.1 Nodes with Different Thresholds
In this section, we discuss the scenario where nodes have
different thresholds, i.e., there is a separate threshold i for
each node i. This scenario is especially useful in applications
such as load balancing (see Section 8.2), where nodes have
different load capacities. For example, a node can support a
maximum capacity of say, 5 units, where as a different node
can have a capacity of 100 units. We encode such informa-
tion using the parameter . We discuss more on application
in Section 8.2. For each node i, we define variable zti as
follows:
zti =
{
1 if xti > i
0 if xti ≤ i
Note that even when using a different i, we still maintain
the conservation of charge both at the node level and con-
sequently on the whole graph. Eq. (1) remains the same.
6.2 Multiple starting nodes
There are situations where we require multiple starting nodes
and the net charge across the nodes is more than 1. For ex-
ample, in case of a forest fire, multiple sensors detect fire
at the same time. Therefore, we have a multiple starting
nodes.
Let us assume that there are two nodes i and j that have
an initial charge of more than  and therefore,they can dis-
sipate it to their neighbors. Let H(i) and H(j) denote the
combined set of core nodes and peripheral nodes formed by
the nodes i and j respectively. Now, there are two scenarios
possible (i) H(i)
⋂
H(j) = φ and (ii) H(i)
⋂
H(j) 6= φ. In
second case where two subgraphs induced by node i and j
do not intersect, imply that the two starting nodes do not
impact each other.
It is very important to include peripheral nodes in sets H(i)
and H(j), as it is possible that a node receives less  charge
from nodes i and j independently, but has a combined charge
of more than , and the node becomes active. This gives rise
to the first scenario where set H(i) and H(j) do have some
common nodes. H(i) and H(j) will continue to grow until
they intersect. Then some of the nodes in the intersection
might become active. If there are no active nodes, then this
scenario is similar to the second case where H(i)
⋂
H(j) 6=
φ. Otherwise, two subgraphs merge and form a single core,
and algorithm continue to run.
7. LOCAL ALGORITHM
In Eq.(1), we introduced an iterative algorithm, where each
node in a graph updates its value(or charge) after exchang-
ing information with neighbors. After a few iterations, this
decentralized process terminates. An interesting property
to note is that algorithm runs on a small part of graph and
that is solely depended on . This makes our algorithm
very favorable compare to other iterative algorithms such as
Markov Chains [4], random walk with restarts [27], consen-
sus algorithm [23], as they require the whole graph at their
disposal.
To the best of our knowledge, this is the first local iter-
ative algorithm that does run on a small part of a graph
(core nodes) and terminates. This makes it desirable for the
applications where we need to look up in a small neighbor-
hood. For example, if a node detects a signal wants a group
of node to track an intruder in a region. It can build a set of
core nodes (that are in close proximity) by running the al-
gorithm. This scenario is very useful in applications such as
activity tracking or border surveillance [1, 17, 3, 19]. Where
a group of sensor nodes is required to track the movement.
Here, nodes in core start sensing for a particular signal in-
stead of all the sensors in the graph. Another example is
event detection. For example, if a sensor node reports a fire
event, it is necessary to validate it multiple nodes to reduce
the false-positive rate. This also makes the system fault
resilient.
In many applications, we require to compute a function on
a set of nodes. The function could be a mean distributed
averaging [23], Kalman filter [21], Maximum likelihood es-
timator [29], linear least-squares estimator [9], max/min, or
a decision based function. For example, in case of consen-
sus algorithms, the function is usually averaging. In case
of forest fire, sensor nodes could report a binary value in-
dicating if they sense any fire or not. This is an example
of decision based function and computing average is a value
based function. The problem of combing data from multiple
sensor nodes has been well studied in sensor nodes and is
referred as data fusion. We discuss data fusion in detail in
Section 8.3. For now, we focus on the function we want to
compute in core nodes. The function needs to have a prop-
erty known as decomposability, i.e., it should be computable
in a distributed setting over the set of nodes. For example,
maximum can be computed, as the nodes can update their
value to the maximum of its own value and its neighbors,
and we iterate this process.
We now give details of our local algorithm. We have two
components to our local algorithm: Algorithm 1 and Algo-
rithm 2. In first component (Algorithm 1), we build the core
set. This is achieved by running the iterative algorithm as
described in the Eq. (1). In second component (Algorithm
2), we compute the function over the set of core nodes. In
first algorithm, where we form a core set. Vector ~x0 (Line
1) represent the charge of the nodes. The nodes that have
charge more than  belongs to the core. After we run this al-
gorithm, we return the updated vector ~xt and the core set C.
In line 4, we iterate the Eq. (1) until we terminate. We can
either set the number of termination steps apriori using the
upper bound we proved, or using a termination criteria, i.e.,∑
i |xki −xk+1i | = 0. However the later method is more com-
putationally expensive, as it requires storing the difference
between the two iterations and it has to be communicated
to other nodes. At the same time, while being computation-
ally more expensive, this approach requires fewer iterations
compared to the upper bound. In line 6, for every node
in core and its neighbors, we run the iterative algorithm as
described in eq (Line 6). The reason to include the neigh-
bors is that the core node with more than  charge will give
charge to the neighbors also that are not the part of core
yet. In the next step (line 7), we check whether the node
is a part of core or not (line 8). This is achieved by check-
ing if their charge is more than . With each iteration, we
aim to increase the size of core and we stop once we cannot
increase the size core using the termination criteria or up-
per bound. At the end of the this algorithm, we return the
updated charge values and set of core nodes (line 12).
Now we move to the second component of the algorithm
(Algorithm 2) where we compute a decomposable function
over a set of nodes. In previous algorithm (Algorithm 1), we
obtained the core set. Now, we just have to run the decom-
posable function on the core set. Note that we are not going
to discuss the exact implementation of such functions as it
varies with each function. However, it could be any function
that is decomposable, i.e., the function can be computed in
a distributed setting.
Algorithm 1 Core building algorithm
1: Input: ~x0 = (x01, . . . , x
0
n)
2: Let C be a set of core nodes;
3: Output: ~xt, C
4: repeat
5: for node i in C ∪Neighbors(C) do
6: xt+1i =
(
zti +
(xti−)
2
zti + x
t
i(1− zti)
)
+
1
2
∑
j:{i,j}∈E
(xtj−)ztj
dj
7: if x(i) >  then
8: C = C ∪ {i}
9: end if
10: end for
11: until Termination
12: return ~xt, C;
Algorithm 2 Function computation algorithm
1: Input: ~y0 = (y01 , . . . , y
0
n)
2: Let C be a set of core nodes
3: Output: ~yt
4: for node i in C do
5: Y t+1i = f(Neighbors(i))
6: end for
7: return ~yt;
8. APPLICATIONS
8.1 Consensus Algorithms
In a network , consensus signify an agreement between nodes
on a certain quantity of interest. For example, in case of a
forest fire, then we expect sensor nodes to come to an agree-
ment that there is a fire and raise an alarm. If there is just
one node indicating the presence of fire, this might imply a
false positive due to malfunctioning of a node. A consensus
algorithm is a protocol involving information exchange be-
tween the sensor nodes to come to an agreement. These al-
gorithms have been studied in great detail in Markov chains
[23], and often used in load balancing algorithms [11].
Recently consensus algorithms play a major role in in net-
works. In particular, many applications require a global
clock synchronization, that is all the nodes of the network
need to share a common notion of time [24]. Therefore,
clock synchronization has been an active area of research
(see [26] for a comprehensive survey). Consensus algorithm
have been heavily used in data fusion methods such as using
kalman filtering [22]. We later discuss data fusion in detail
in Section 8.3.
Since all the core nodes have the . The algorithm algo-
rithm gives a solution to a problem known as f -consensus[23]
where all nodes are asymptotically have the same value.
To the best our knowledge, we have not come across any lo-
cal consensus/f -consensus algorithm that runs on small part
of graph. We now present a further extension and show that
using algorithm 2, we can turn any consensus algorithm lo-
cally. As consensus is an information exchange between the
neighboring nodes and each node applies a function on the
information it exchanged from its neighbors. The function
could be averaging operator, graph laplacian or any other
operator. If we plug this function in algorithm 2, we obtain
a local version of that consensus algorithm.
8.2 Load Balancing
Load balancing distributes workloads across multiple resources,
which in our case is network nodes. By balancing the load
across the nodes, we improve the energy utilization and thus
extends the lifespan of the network [8]. In another example,
sensor’s energy might not be sufficient to support long com-
munication and may require hops to forward the information
[13]. This makes the load balancing a well studied problem
in context of routing in networks [12, 10].
In our work, we assume that each r node has a finite ca-
pacity. This is a reasonable assumption as sensors have a
limited battery life and processing power. Therefore, there
is an upper-limit on the maximum load a node can handle.
We allow each node to have a different load. The problem
with multiple load capacities can easily be modeled with our
algorithm. Moreover, it is preferred that a load is first given
to a close neighbor compared to the node which is far away.
This preference has two advantages 1) smaller network delay
and 2) lower energy consumption.
Let i represent the maximum load the node i can han-
dle, and let Li be the current load at node i. Therefore,
the amount of extra load the node i can handle is i − Li,
otherwise this difference has to be distributed to the other
nodes. We set the initial charge vector (in Algorithm 1)
~x = (L0, . . . , Ln). In section 6.2 , we discussed the relax-
ation to allow multiple thresholds, that is a different i for
node i. Note that in case of load balancing this i precisely
represent the maximum load capacity of node i. It is out of
scope of current work to discuss the schemes to identify the
maximum load of a node. However, it could depend on few
parameters such as battery life, maximum distance it has to
transmit/sense, or the amount of processing.
Algorithm 1 with the current settings precisely solves the
load balancing problem. utilization of core nodes. If a node
exceed its load capacity, i.e., Li > i, it will transmit the
data, as the variable zi = 1 in such case (see section 5.2).
The algorithm favors the nodes that are in a close vicinity.
This greatly helps in improving energy consumption and re-
duce network delays.
8.3 Data Fusion
There are many applications in event detection that require
data fusion [2, 5]. Another example of decision based fu-
sion monitoring temperature in a building where each sensor
senses the temperature and a central unit decides to raise or
lower the temperature. Here, the central unit might not be
interested in the readings of individual sensors, but require
a ”net” temperature which might be the mean, median or
any other function. Such function needs to be computed in
a distributed manner. Data fusion schemes have been used
extensively in activity tracking and event detection. In fact,
they improve the performance of the event detection system
by handling the noisy measurements from multiple sensors
[30, 6, 20].
Formally, let ~x0 = (x01, . . . , x
0
n) is a non-negative function
representing the measurement made by the sensor nodes,
and we want to compute y = f(x0i , . . . , x
0
k) over a fixed set
of nodes. Here, f(·) is a function that is fusion of values
of nodes at a time. This function could mean distributed
averaging [23], Kalman filter [21], Maximum likelihood es-
timator [29], linear least-squares estimator [9], max/min, or
any other decomposable operator. By fixed set of nodes,
we mean that function computed locally over a small set
of nodes instead on the whole graph. The references men-
tioned above show how to implement function to aggregate
data in a distributed setting on a whole graph. So, it is
natural to ask about the data aggregation at a local level.
This is where we take advantage of our algorithm. The size
of locality is controlled by , and thus forming a core. As
discussed in Section 7, we can run any function implemented
in a distributed setting in our framework using algorithm as
long as the function is decomposable. Decomposability is a
necessary condition for a function to be implemented in a
distributed setting.
There are two types of data fusion schemes: decision based
and value based. In decision based scheme, a group of nodes
arrive at a common decision. For example, in case of a fire, a
group of nodes can arrive at However, in value based fusion
scheme, same group of sensor nodes can compute the average
temperature. In our work, f(·) is not restricted to either
decision based or value based scheme.
9. EXPERIMENTS
We experiment on synthetic data with different graphs and
parameters. We choose two value of : 10/n and 100/n.
Recall that the size of the graph needs to be more than 1/
for convergence. The size of the graph in our experiments
is 1000 nodes, 10000 nodes and 50000 nodes. We generated
four graphs, namely, random-regular graph where we kept
the degree as 10, and two power-law graph where we start
building the graph from low degree nodes and high degree
nodes. The final graph we tested on is the cycle graph.
We are particularly interested in examining the convergence
rate of the algorithm. We kept the convergence criteria as∑
i |xti − xt+1i | < 1/n.
(a) (b) (c)
Figure 3: The graphs are Power-law (high degree), Power-law (small degree) and random regular graph with
 = 10/n. We can observe that the algorithm is fast and converges in few iterations.
(a) (b) (c)
Figure 4: The graphs are Power-law (high degree), Power-law (small degree) and random regular graph with
 = 100/n. We can observe that the algorithm is fast and converges in few iterations.
Fig. 3 show the result for  = 10/n. The first chart is for
power-law graph, where starting node is a high degree node.
Second chart is a power-law graph with a low-degree starting
node and third chart is regular-random graph with a degree
10. Figure 4 has the result  = 100/n and the graphs are in
the same order.
In experiments, we found out that the cycle graph is slowest
one and convergence takes thousands of iterations before
convergence. It is not surprising as the Markov Chains are
known to converge slowly. We can relate the problem of
running our algorithm on cycle graph with the random walk
on a straight line. It is well known that it takes a long time
for a random walker to cross the line.
10. RELATEDWORK
Consensus algorithms is one of the major techniques used in
data fusion [23] and have a deep connection with Matrix Al-
gebra [15], Markov chains [23], Distributed computing [18],
load balancing [11]. Recently consensus algorithms is heav-
ily used in sensor networks. In particular, many applications
require a global clock synchronization, that is all the nodes
of the network need to share a common notion of time [24].
Therefore, clock synchronization has been an active area of
research (see [26] for a comprehensive survey).
Consensus algorithms are used in load balancing. In fact,
it was one of the early methods to balance loads [7] Load
balancing has shown to reduce the hot spots in the sensor
networks [8]. It also helps in extending the lifespan, sensor’s
energy might not be sufficient to support long communica-
tion and may require hops to forward the information [13].
The load balancing is also used frequently for routing in
networks [10, 12].
It is important to combine the data from different sensors
for the purpose of event detection or other applications such
as consensus [28]. Some common data fusion functions in-
clude mean distributed averaging [23], Kalman filter [21],
Maximum likelihood estimator [29] and linear least-squares
estimator [9]. Nodes often collaborate for a better perfor-
mance [2]. There are many applications in event detection
that require data fusion [2, 5, 6].
11. CONCLUSION
In this paper, we presented an algorithm that is fast, i.e.,
requires fewer iterations to terminate, unlike the markov
chain based that converges asymptotically. We show that
our algorithm is local and operate on a small part of graph.
The algorithm fits naturally in the applications such as event
detection, activity tracking, load balancing. In fact, it can
complement the existing methods in data fusion as well, by
making local variant by plugging the distributed fusion in
Algorithm 2.
From algorithmic angle, we want to investigate the effect
of negative charge, as there are fusion functions that can
take negative values. We want to continue finding the novel
applications that can take advantage of locality feature of
our algorithm.
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