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Abstract
Let Fpm be a finite field of cardinality p
m where p is an odd prime, n be
a positive integer satisfying gcd(n, p) = 1, and denote R = Fpm[u]/〈ue〉
where e ≥ 4 be an even integer. Let δ, α ∈ F×pm. Then the class of (δ +
αu2)-constacyclic codes over R is a significant subclass of constacyclic codes
over R of Type 2. For any integer k ≥ 1, an explicit representation and
a complete description for all distinct (δ + αu2)-constacyclic codes over R
of length npk and their dual codes are given. Moreover, formulas for the
number of codewords in each code and the number of all such codes are
provided respectively. In particular, all distinct (δ + αu2)-contacyclic codes
over Fpm [u]/〈ue〉 of length pk and their dual codes are presented precisely.
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1. Introduction
Algebraic coding theory deals with the design of error-correcting and error-
detecting codes for the reliable transmission of information across noisy chan-
nel. The class of constacyclic codes plays a very significant role in the theory
of error-correcting codes. It includes as a subclass of the important class
of cyclic codes, which has been well studied since the late 1950’s. Consta-
cyclic codes also have practical applications as they can be efficiently encoded
with simple shift registers. This family of codes is thus interesting for both
theoretical and practical reasons.
Let Γ be a commutative finite ring with identity 1 6= 0, and Γ× be the
multiplicative group of invertible elements of Γ. For any a ∈ Γ, we denote
by 〈a〉Γ, or 〈a〉 for simplicity, the ideal of Γ generated by a, i.e. 〈a〉Γ = aΓ =
{ab | b ∈ Γ}. For any ideal I of Γ, we will identify the element a + I of the
residue class ring Γ/I with a (mod I) for any a ∈ Γ in this paper.
A code over Γ of length N is a nonempty subset C of ΓN = {(a0, a1, . . .,
aN−1) | aj ∈ Γ, j = 0, 1, . . . , N−1}. The code C is said to be linear if C is an
Γ-submodule of ΓN . All codes in this paper are assumed to be linear. The
ambient space ΓN is equipped with the usual Euclidian inner product, i.e.
[a, b] =
∑N−1
j=0 ajbj , where a = (a0, a1, . . . , aN−1), b = (b0, b1, . . . , bN−1) ∈ Γ
N ,
and the dual code is defined by C⊥ = {a ∈ ΓN | [a, b] = 0, ∀b ∈ C}. If C⊥ = C,
C is called a self-dual code over Γ. Let γ ∈ Γ×. Then a linear code C over Γ of
length N is called a γ-constacyclic code if (γcN−1, c0, c1, . . . , cN−2) ∈ C for all
(c0, c1, . . . , cN−1) ∈ C. Particularly, C is called a negacyclic code if γ = −1,
and C is called a cyclic code if γ = 1.
For any a = (a0, a1, . . . , aN−1) ∈ ΓN , let a(x) = a0+a1x+. . .+aN−1xN−1 ∈
Γ[x]/〈xN − γ〉. We will identify a with a(x) in this paper. Then C is a γ-
constacyclic code over Γ of length N if and only if C is an ideal of the residue
class ring Γ[x]/〈xN − γ〉, and the dual code C⊥ of C is a γ−1-constacyclic
code of length N over Γ, i.e. C⊥ is an ideal of the ring Γ[x]/〈xN − γ−1〉 (cf.
[10] Propositions 2.4 and 2.5). The ring Γ[x]/〈xN − γ〉 is usually called the
ambient ring of γ-constacyclic codes over Γ with length N .
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Let Fq be a finite field of cardinality q, where q is power of a prime, and
denote R = Fq[u]/〈ue〉 = Fq+uFq+ . . .+ue−1Fq (ue = 0) where e ≥ 2. Then
R is a finite chain ring. As in Dinh et al [10], if
γ = α0 + αku
k + . . .+ αe−1u
e−1
where α0, αk, . . . , αe−1 ∈ Fq satisfying α0αk 6= 0, then γ is called a unit in R
to be of Type k. When γ is a unit in R of Type k, a γ-constacyclic code C
of length N over R is said to be of Type k. On the other hand, C is called
a simple-root constacyclic code if gcd(q, N) = 1, and called a repeated-root
constacyclic code otherwise.
When e = 2, there were a lot of literatures on linear codes, cyclic codes
and constacyclic codes of length N over rings Fpm[u]/〈u2〉 = Fpm + uFpm for
various prime p and positive integers m and N . See [1–3], [11–17], [19], [22]
and [24], for examples. In particular, an explicit representation for all α0-
constacyclic codes over Fpm + uFpm of arbitrary length and their dual codes
are given in [3] for any α0 ∈ F
×
pm, prime number p and positive integer m.
When e ≥ 3, the structures for repeated-root constacyclic codes of Type
1 over R had been studied by many literatures. For examples, Kai et al. [20]
investigated (1 + λu)-constacyclic codes of arbitrary length over Fp[u]/〈uk〉,
where λ ∈ F×p . Cao [4] generalized these results to (1 + wγ)-constacyclic
codes of arbitrary length over an arbitrary finite chain ring Γ, where w is
a unit of Γ and γ generates the unique maximal ideal of Γ with nilpotency
index e ≥ 2. Hence every constacyclic code of Type 1 over any finite chain
ring is a one-generator ideal of the ambient ring.
When e ≥ 3 and k ≥ 2, there were fewer literatures on repeated-root
constacyclic codes over R of Type k.
For repeated-root constacyclic codes over R of Type 2, in the case of
e = 3, Sobhani [23] determined the structure of (δ+αu2)-constacyclic codes of
length pk over Fpm[u]/〈u
3〉, where δ, α ∈ F×pm. When e = 4 and gcd(q, n) = 1,
in [5] for any δ, α ∈ F×q , an explicit representation for all distinct (δ + αu
2)-
constacyclic codes over the ring Fq[u]/〈u4〉 of length n is given, and the dual
code for each of these codes is determined. For the case of q = 2m and δ = 1,
all self-dual (1 + αu2)-constacyclic codes over R of length n are provided.
Let e = 4. When p = 3, in [6] an explicit representation for all distinct
(δ + αu2)-constacyclic codes over F3m [u]/〈u4〉 of length 3n was given, where
gcd(3, n) = 1. Formulas for the number of all such codes and the number of
codewords in each code are provided respectively, and the dual code for each
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of these codes was determined explicitly. When p = 2, in [7] a representation
and enumeration formulas for all distinct (δ + αu2)-constacyclic codes over
F2m [u]/〈u4〉 of length 2n were presented explicitly, where n is odd.
Motivated by those, we generalize the approach used in [6] to determine
the structures of repeated-root (δ+αu2)-constacyclic codes over Fpm[u]/〈ue〉
for any δ, α ∈ F×pm . This class is a significant subclass of constacyclic codes
over finite chain rings of Type 2. We give a precise representation and a
complete classification for this class of constacyclic codes and their dual codes
in this paper. From now on, we adopt the following notations.
Notation 1.1 Let p be an odd prime number, m,n, k be positive integers
satisfying gcd(n, p) = 1. For any even integer e ≥ 4 and nonzero elements
δ, α ∈ Fpm , we denote
• e = 2λ where λ ≥ 2 being an integer.
• R = Fpm[u]/〈ue〉 = Fpm +uFpm +u2Fpm + . . .+ue−1Fpm (ue = 0), which
is a finite chain ring with the unique maximal ideal uR.
• A = Fpm[x]/〈(xnp
k
− δ)λ〉, which is a finite principal ideal ring, |A| =
pλmnp
k
, and A = {
∑λnpk−1
i=0 aix
i | ai ∈ Fpm, i = 0, 1, . . . , λnpk − 1} in which
the arithmetics are done modulo (xnp
k
− δ)λ.
• A[u]/〈u2 − α−1(xnp
k
− δ)〉 = A + uA (u2 = α−1(xnp
k
− δ)), where
A+ uA = {ξ0+ uξ1 | ξ0, ξ1 ∈ A}, |A+ uA| = p2λmnp
k
and the operations are
defined by
⋄ (ξ0 + uξ1) + (η0 + uη1) = (ξ0 + η0) + u(ξ1 + η1),
⋄ (ξ0 + uξ1)(η0 + uη1) =
(
ξ0η0 + α
−1(xnp
k
− δ)ξ1η1
)
+ u(ξ0η1 + ξ1η0),
for all ξ0, ξ1, η0, η1 ∈ A.
• δ0 ∈ F
×
pm satisfying δ
pk
0 = δ. (Since δ ∈ F
×
pm and |F
×
pm| = p
m − 1, there
is a unique δ0 ∈ F
×
pm such that δ
pk
0 = δ).
The present paper is organized as follows. In Section 2, we construct a
ring isomorphism from A+uA onto R[x]/〈xnp
k
−(δ+αu2)〉 first. Then by the
Chinese remainder theorem, we give a direct sum decomposition for A+uA,
which induces a direct sum decomposition for any (δ + αu2)-constacyclic
code over R of length npk. In Section 3, we determine the direct summands
and provide an explicit representation for each (δ + αu2)-contacyclic code
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over R of length npk. Using this representation, we give formulas to count
the number of codewords in each code and the number of all such codes
respectively. Then we give the dual code of each (δ + αu2)-contacyclic code
of length npk over R in Section 4. In Section 5. we determine all distinct
(δ + αu2)-contacyclic codes over R of length npk when xn − δ0 is irreducible
in Fpm[x] and δ = δ
pk
0 . In particular, we list all distinct (δ+αu
2)-contacyclic
codes and their dual codes over R of length pk explicitly.
2. Direct sum decomposition of (δ + αu2)-constacyclic codes over
R of length npk
In this section, we will construct a specific isomorphism of rings from A+uA
onto R[x]/〈xnp
k
− (δ + αu2)〉. Hence we obtain a one-to-one correspondence
between the set of ideals in the ring A+uA onto the set of ideals in the ring
R[x]/〈xnp
k
− (δ + αu2)〉 = {
∑npk−1
i=0 rix
i | r0, r1, . . . , rnpk−1 ∈ R} in which the
arithmetics are done modulo xnp
k
− (δ+αu2). Then we provide a direct sum
decomposition for any (δ + αu2)-constacyclic code over R of length npk.
Let ξ0+uξ1 ∈ A+uA where ξ0, ξ1 ∈ A. It is clear that ξ0 can be uniquely
expressed as ξ0 = ξ0(x) where ξ0(x) ∈ Fpm[x] satisfying deg(ξ0(x)) < λnpk
(we will write deg(0) = −∞ for convenience). Dividing ξ0(x) by α
−1(xnp
k
−δ)
iteratively, we obtain a unique ordered λ-tuple (a0(x), a2(x), . . . , a2(λ−1)(x))
of polynomials in Fpm[x] such that
ξ0 = ξ0(x) =
λ−1∑
j=0
(
α−1(xnp
k
− δ)
)j
a2j(x)
and deg(a2j(x)) < np
k for all j = 0, 1, . . . , λ − 1. Similarly, there is a
unique ordered λ-tuple (a1(x), a3(x), . . . , a2λ−1(x)) of polynomials in Fpm[x]
such that
ξ1 = ξ1(x) =
λ−1∑
j=0
(
α−1(xnp
k
− δ)
)j
a2j+1(x)
and deg(a2j+1(x)) < np
k for all j = 0, 1, . . . , λ− 1. Assume that
ak(x) =
npk−1∑
i=0
ai,kx
i where ai,k ∈ Fpm, 0 ≤ i ≤ np
k − 1 and 0 ≤ k ≤ 2λ− 1.
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Then ξ0 + uξ1 can be written as a product of matrices:
ξ0 + uξ1 = (1, x, . . . , x
npk−1)M

1
u
α−1(xnp
k
− δ)
uα−1(xnp
k
− δ)
. . .
(α−1(xnp
k
− δ))λ−1
u(α−1(xnp
k
− δ))λ−1

,
where M = (ai,k)0≤i≤npk−1,0≤k≤2λ−1 is an np
k × 2λ matrix over Fpm. Define
Ψ(ξ0 + uξ1) =
(
1, x, . . . , xnp
k−1
)
M

1
u
. . .
u2λ−2
u2λ−1
 =
npk−1∑
i=0
rix
i,
where ri =
∑2λ−1
k=0 u
kai,k ∈ R for all i = 0, 1, . . . , npk−1. Then it is clear that
Ψ is a bijection from A + uA onto R[x]/〈xnp
k
− (δ + αu2)〉. Furthermore,
from u2 = α−1(xnp
k
− δ), (xnp
k
− δ)λ = 0 in A+uA and xnp
k
− (δ+αu2) = 0
in R[x]/〈xnp
k
− (δ + αu2)〉 we deduce the following conclusion.
Theorem 2.1 Using the notations above, Ψ is a ring isomorphism from
A+ uA onto R[x]/〈xnp
k
− (δ + αu2)〉.
Proof. Both A+uA and R[x]/〈xnp
k
− (δ+αu2)〉 are Fpm-algebras of dimen-
sion 2λnpk. In fact, {1, x, . . . , xλnp
k−1, u, ux, . . . , uxλnp
k−1} is an Fpm-basis of
A+uA, and ∪2λ−1i=0 {u
i, uix, . . . , uixnp
k−1} is an Fpm-basis of R[x]/〈xnp
k
− (δ+
αu2)〉. It is clear that Ψ is an Fpm-linear space isomorphism from A + uA
onto R[x]/〈xnp
k
− (δ + αu2)〉, and Ψ is completely determined by:
Ψ(xi) = xi if 0 ≤ i ≤ npk − 1, Ψ
(
α−1(xnp
k
− δ)
)
= u2 and Ψ(u) = u. (1)
These imply that
♦ Ψ(b(x)) = b(x) for all b(x) ∈ Fpm[x] satisfying deg(b(x)) ≤ npk − 1;
♦ Ψ(xnp
k
) = αΨ(α−1(xnp
k
− δ)) + δ = δ + αu2.
Let η0+uη1 ∈ A+uA where ηs =
∑λ−1
j=0 (α
−1(xnp
k
−δ))jb2j+s(x) ∈ A with
b2j+s(x) ∈ Fpm[x] having degree less than npk for s = 0, 1 and j = 0, 1, . . . , λ−
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1. Then it is clear that Ψ((ξ0+uξ1)+(η0+uη1)) = Ψ(ξ0+uξ1)+Ψ(η0+uη1).
Moreover, by (xnp
k
− δ)λ = 0 in A and u2λ = 0 in R, we have
Ψ((ξ0 + uξ1)(η0 + uη1))
= Ψ
((
ξ0η0 + α
−1(xnp
k
− δ)ξ1η1
)
+ u(ξ0η1 + ξ1η0)
)
= Ψ(
∑
i+j<λ, 0≤i,j≤λ−1
(α−1(xnp
k
− δ))i+j · (a2i(x)b2j(x)
+α−1(xnp
k
− δ)a2i+1(x)b2j+1(x) + u(a2i(x)b2j+1(x) + a2i+1(x)b2j(x))))
=
2λ−1∑
k=0
uk(
∑
s+t=k
as(x)bt(x)) (mod α
−1(xnp
k
− δ)− u2)
= (
2λ−1∑
s=0
usas(x))(
2λ−1∑
t=0
utat(x)) (mod x
npk − (δ + αu2))
= Ψ(ξ0 + uξ1) ·Ψ(η0 + uη1).
Hence Ψ is a ring isomorphism from A+ uA onto R[x]/〈x2n − (δ+αu2)〉. 
By Theorem 2.1, Ψ induces a one-to-one correspondence between the set
of ideals in the ring A+uA onto the set of ideas in the ring R[x]/〈xnp
k
− (δ+
αu2)〉. Therefore, in order to determine all distinct (δ + αu2)-constacyclic
codes over R of length npk, it is sufficient to list all distinct ideals of A+uA.
Now, we investigate structures and properties of the rings A and A+uA.
As δ ∈ F×pm satisfying δ
pk
0 = δ, we have x
npk − δ = (xn − δ0)
pk in Fpm[x].
By gcd(n, p) = 1, there are pairwise coprime monic irreducible polynomials
f1(x), . . . , fr(x) in Fpm[x] such that x
n − δ0 = f1(x) . . . fr(x). This implies
(xnp
k
− δ)λ = (xn − δ0)
λpk = f1(x)
λpk . . . fr(x)
λpk . (2)
For any integer j, 1 ≤ j ≤ r, we assume deg(fj(x)) = dj and denote Fj(x) =
xn−δ0
fj(x)
. Then Fj(x)
λpk = (x
npk−δ)λ
fj(x)λp
k and gcd(Fj(x)
λpk , fj(x)
λpk) = 1. So there
exist gj(x), hj(x) ∈ Fpm[x] such that
gj(x)Fj(x)
λpk + hj(x)fj(x)
λpk = 1. (3)
In the rest of this paper, we adopt the following notations.
Notation 2.2 Let j be an integer satisfying 1 ≤ j ≤ r.
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• Let εj(x) ∈ A be defined by
εj(x) ≡ gj(x)Fj(x)
λpk = 1− hj(x)fj(x)
λpk (mod (xnp
k
− δ)λ).
• Denote Kj = Fpm[x]/〈fj(x)λp
k
〉 = {
∑djλpk−1
i=0 aix
i | ai ∈ Fpm, 0 ≤ i < djλpk}
in which the arithmetics are done modulo fj(x)
λpk .
Then from Chinese remainder theorem for commutative rings, we deduce
the following lemma about the structure and properties of the ring A.
Lemma 2.3 Using the notations above, we have the following decomposition
via idempotents :
(i) ε1(x) + . . .+ εr(x) = 1, εj(x)
2 = εj(x) and εj(x)εl(x) = 0 in the ring
A for all 1 ≤ j 6= l ≤ r.
(ii) For any aj(x) ∈ Kj with j = 1, . . . , r, define
ϕ(a1(x), . . . , ar(x)) =
r∑
j=1
εj(x)aj(x) (mod (x
npk − δ)λ).
Then ϕ is a ring isomorphism from K1 × . . .×Kr onto A.
In order to study the structure of the ring A+ uA (u2 = α−1(xnp
k
− δ)),
we need the following lemma.
Lemma 2.4 Let 1 ≤ j ≤ r and denote ωj = α−1Fj(x)p
k
(mod fj(x)
λpk).
Then ωj is an invertible element of Kj and satisfies
α−1(xnp
k
− δ) = ωjfj(x)
pk (mod fj(x)
λpk).
Hence α−1(xnp
k
− δ) = ωjfj(x)p
k
in the ring Kj.
Proof. Since ωj ∈ Kj satisfying ωj ≡ α−1Fj(x)p
k
(mod fj(x)
λpk), by Equa-
tion (3) it follows that(
αgj(x)Fj(x)
(λ−1)pk
)
ωj ≡
(
αgj(x)Fj(x)
(λ−1)pk
)(
α−1Fj(x)
pk
)
= gj(x)Fj(x)
λpk = 1− hj(x)fj(x)
λpk
≡ 1 (mod fj(x)
λpk).
This implies (αgj(x)Fj(x)
(λ−1)pk)ωj = 1 in Kj . Hence ωj ∈ K
×
j and ω
−1
j =
αgj(x)Fj(x)
(λ−1)pk (mod fj(x)
λpk). Then from xnp
k
− δ = f1(x)p
k
. . . fr(x)
pk
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and Fj(x)
pk = (x
n−δ0)p
k
fj(x)p
k =
xnp
k
−δ
fj(x)p
k , we deduce the equality α
−1(xnp
k
− δ) =
α−1Fj(x)
pkfj(x)
pk = ωjfj(x)
pk in Kj. 
Now, we determine the structure of A+ uA by the following lemma.
Lemma 2.5 Let 1 ≤ j ≤ r. Using the notations in Lemma 2.4, we denote
Kj [u]/〈u
2 − ωjfj(x)
pk〉 = Kj + uKj (u
2 = ωjfj(x)
pk).
For any βj , γj ∈ Kj, j = 1, . . . , r, define
Φ(β1 + uγ1, . . . , βr + uγr) = ϕ(β1, . . . , βr) + uϕ(γ1, . . . , γr)
=
r∑
j=1
εj(x) (βj + uγj) (mod (x
npk − δ)).
Then Φ is a ring isomorphism from (K1 + uK1) × . . . × (Kr + uKr) onto
A+ uA.
Proof. The ring isomorphism ϕ : K1 × . . . × Kr → A defined in Lemma
2.3(ii) can be extended to a polynomial ring isomorphism Φ0 from (K1 ×
. . .×Kr)[u] = K1[u]× . . .×Kr[u] onto A[u] in the natural way that
Φ0(
∑
t
β1,tu
t, . . . ,
∑
t
βr,tu
t)
=
∑
t
(
r∑
j=1
εj(x)βj,t
)
ut =
∑
t
ϕ (β1,t, . . . , βr,t) u
t
for all βj,t ∈ Kj. From this, by Lemma 2.3 (ii) and Lemma 2.4 we deduce
Φ0
(
u2 − ω1f1(x)
pk , . . . , u2 − ωrfr(x)
pk
)
= (
r∑
j=1
εj(x))u
2 −
r∑
j=1
εj(x)ωjfj(x)
pk = u2 − α−1(xnp
k
− δ).
Therefore, by classical ring theory we conclude that Φ0 induces a surjective
ring homomorphism Φ from K1[u]
〈u2−ω1f1(x)p
k 〉
×. . .× Kr[u]
〈u2−ωrfr(x)p
k 〉
onto A[u]/〈u2−
α−1(xnp
k
− δ)〉 that is defined as in the lemma. From this and by∣∣∣∣ K1[u]〈u2 − ω1f1(x)pk〉 × . . .× Kr[u]〈u2 − ωrfr(x)pk〉
∣∣∣∣
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=
r∏
j=1
|Kj[u]/〈u
2 − ωjfj(x)
pk〉| =
r∏
j=1
|Kj|
2 =
r∏
j=1
(pmdjλp
k
)2
= p2mλp
k
∑r
j=1 dj = p2mλp
kn = (pmnλp
k
)2 = |A|2
= |A[u]/〈u2 − α−1(xnp
k
− δ)〉|,
we deduce that Φ is a ring isomorphism. Finally, the conclusion follows
from A[u]/〈u2 − α−1(xnp
k
− δ)〉 = A+ uA by Notation 1.1 and Kj [u]/〈u2 −
ωjfj(x)
pk〉 = Kj + uKj for all j = 1, . . . , r. 
Lemma 2.6 For any integer j, 1 ≤ j ≤ r, denote ej(x) = Ψ(εj(x)) ∈
R[x]/〈xnp
k
− (δ + αu2)〉. Then
(i) e1(x) + . . . + er(x) = 1, ej(x)
2 = ej(x) and ej(x)el(x) = 0 in the ring
R[x]/〈xnp
k
− (δ + αu2)〉 for all 1 ≤ j 6= l ≤ r.
(ii) Write εj(x) =
∑λ−1
s=0
(
α−1(xnp
k
− δ)
)s
ej,s(x) where ej,s(x) ∈ Fpm[x]
satisfying deg(ej,s(x)) ≤ npk − 1 for s = 0, 1, . . . , λ− 1. Then
ej(x) = ej,0(x) + u
2ej,1(x) + . . .+ u
2(λ−1)ej,λ−1(x).
Proof. (i) By Theorem 2.1, Ψ is a ring isomorphism from A + uA onto
R[x]/〈xnp
k
− (δ + αu2)〉. Then the conclusions follow from Lemma 2.3(i).
(ii) As A = Fpm[x]/〈(xnp
k
− δ)λ〉 = Fpm[x]/〈(α−1(xnp
k
− δ))λ〉 and εj(x) ∈
A, there is a unique ordered λ-tuple (ej,0(x), ej,1(x), . . . , ej,λ−1(x)) of polyno-
mials in Fpm[x], where deg(ej,s(x)) ≤ np
k−1 for s = 0, 1, . . . , λ−1, such that
εj(x) =
∑λ−1
s=0
(
α−1(xnp
k
− δ)
)s
ej,s(x). Then by Theorem 2.1 and Equation
(1), we have ej(x) = Ψ(εj(x)) =
∑λ−1
s=0
(
Ψ(α−1(xnp
k
− δ))
)s
Ψ(ej,s(x)). This
implies ej(x) =
∑λ−1
s=0 u
2sej,s(x) by Equation (1). 
Finally, we give a direct sum decomposition for any (δ+αu2)-constacyclic
code over R of length npk.
Theorem 2.7 Let C be a (δ + αu2)-constacyclic code of length npk over R.
Then for each integer j, 1 ≤ j ≤ r, there is a unique ideal Cj of the ring
Kj + uKj (u2 = ωjfj(x)p
k
) such that
C =
r⊕
j=1
Ψ(εj(x)Cj) =
r∑
j=1
ej(x)Ψ(Cj) (mod x
npk − (δ + αu2)),
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where Cj is regarded as a subset of A+ uA and Ψ(Cj) = {Ψ(ξ) | ξ ∈ Cj} for
all j = 1, . . . , r.
Moreover, the number of codewords in C is equal to |C| =
∏r
j=1 |Cj|.
Proof. By Theorem 2.1 and Lemma 2.5, we see that Ψ ◦ Φ is a ring iso-
morphism from (K1+ uK1)× . . .× (Kr + uKr) onto R[x]/〈xnp
k
− (δ+αu2)〉.
Since C is an ideal of R[x]/〈xnp
k
− (δ + αu2)〉, there is a unique ideal Cj of
Kj + uKj for each j = 1, . . . , r, such that
C = (Ψ ◦ Φ)(C1 × . . .× Cr) = Ψ (Φ{(ξ1, . . . , ξr) | ξj ∈ Cj, j = 1, . . . , r})
= Ψ
({
r∑
j=1
εj(x)ξj | ξj ∈ Cj , j = 1, . . . , r
})
= Ψ
(
r⊕
j=1
εj(x)Cj
)
.
By Lemma 2.5, εj(x)Cj = {εj(x)ξ | ξ ∈ Cj} ⊆ A + uA. As Cj ⊆
Kj + uKj, each element ξ ∈ Cj can be uniquely repressed as ξ = a(x) +
ub(x) where a(x), b(x) ∈ Fpm[x] satisfying deg(a(x)), deg(b(x)) < djλpk ≤
nλpk. Here we regard a(x) + ub(x) as an element in A + uA, and obtain
Ψ(εj(x)ξ) = Ψ(εj(x))Ψ(a(x) + ub(x)) = ej(x)Ψ(ξ) by Theorem 2.1. Hence
C =
⊕r
j=1 ej(x)Ψ(Cj). 
By Theorem 2.7, in order to determine all (δ + αu2)-constacyclic code of
length npk over R it is sufficient to list all distinct ideals of the ring Kj+uKj
for all j = 1, . . . , r.
3. Representation for all distinct ideals of the ring Kj + uKj
In this section, we use module theory over finite chain rings to give a precise
representation for all distinct ideals of the ring Kj+uKj and enumerate them,
where Kj = Fpm[x]/〈fj(x)λp
k
〉 and deg(fj(x)) = dj, for all j = 1, . . . , r.
Let 1 ≤ j ≤ r. In order to simplify the notations and expressions, we
adopt the following notations in the rest of this paper:
• πj = fj(x);
• Tj = {
∑dj−1
i=0 tix
i | t0, t1, . . . , tdj−1 ∈ Fpm} ⊂ Kj ;
• Fj = Fpm [x]/〈fj(x)〉 = {
∑dj−1
i=0 tix
i | t0, t1, . . . , tdj−1 ∈ Fpm} in which the
arithmetics are done modulo fj(x).
Since fj(x) is irreducible in Fpm[x], Fj is an extension field of Fpm with
pmdj elements. As λpk > 1, Fj is not a subfield of the ring Kj in which the
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arithmetics are done modulo fj(x)
λpk . In this paper, we will identify Fj with
Tj as sets, i.e. we regard Fj as a subset of Kj equaling to Tj .
For the structure and properties of Kj, we have the following lemma.
Lemma 3.1 (cf. [8] Example 2.1) Let 1 ≤ j ≤ r. Then we have the following
conclusions.
(i) Kj is a finite chain ring, πj generates the unique maximal ideal 〈πj〉 =
πjKj in Kj, the nilpotency index of πj is equal to λpk. Kj/〈πj〉 is the residue
class field of Kj modulo 〈πj〉 and Kj/〈πj〉 ∼= Fj.
(ii) Every element ξ of Kj has a unique πj-adic expansion:
ξ =
λpk−1∑
s=0
πsj bs(x), where bs(x) ∈ Tj , s = 0, 1, . . . , λp
k − 1.
Hence |Kj| = |Tj |λp
k
= pmdjλp
k
. Moreover, ξ ∈ K×j if and only if b0(x) 6= 0.
(iii) All distinct ideals of Kj are given by: 〈πlj〉 = π
l
jKj , 0 ≤ l ≤ λp
k.
Let Kj/〈πlj〉 be the residue class ring of Kj modulo 〈π
l
j〉. Then Kj/〈π
l
j〉
∼=
Fpm[x]/〈πlj〉 as rings when l ≥ 1. We write Kj/〈π
0
j 〉 = {0}
(iv) Let 1 ≤ l ≤ λpk. We can identify Kj/〈πlj〉 with
Fpm[x]/〈π
l
j〉 = {
l−1∑
i=0
bi(x)π
i
j | bi(x) ∈ Tj, 0 ≤ i ≤ l − 1} (π
l
j = 0)
as sets. Then Kj/〈πlj〉 is a finite chain ring, πj(Kj/〈π
l
j〉) is the unique maxi-
mal ideal in Kj/〈πlj〉 and the nilpotency index of πj is equal to l. All distinct
ideals of Kj/〈πlj〉 are given by: π
s
j (Kj/〈π
l
j〉), 0 ≤ s ≤ l.
(v) For any 1 ≤ l ≤ λpk − 1, we have
πj(Kj/〈π
l
j〉) = {
l−1∑
i=1
bi(x)π
i
j | b1(x), . . . , bl−1(x) ∈ Tj} (π
l
j = 0).
Hence |πj(Kj/〈πlj〉)| = |Tj|
l−1 = pmdj(l−1). We set πj(Kj/〈πj〉) = {0} for
convenience.
Using the notations of Lemma 2.5, the operations on Kj + uKj (u
2 =
ωjπ
pk
j ) are defined by
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⋄ (ξ0 + uξ1) + (η0 + uη1) = (ξ0 + η0) + u(ξ1 + η1),
⋄ (ξ0 + uξ1)(η0 + uη1) =
(
ξ0η0 + ωjπ
pk
j ξ1η1
)
+ u(ξ0η1 + ξ1η0),
for all ξ0, ξ1, η0, η1 ∈ Kj . Obviously, Kj is a subring of Kj + uKj.
Now, we consider how to determine all ideals of the ring Kj + uKj. Since
Kj is a subring of Kj + uKj, we see that Kj + uKj is a free Kj-module of
rank 2 with the basis {1, u}. Now, we define
θ : K2j → Kj + uKj via (a0, a1) 7→ a0 + ua1 (∀a0, a1 ∈ Kj).
One can easily verify that θ is an Kj-module isomorphism from K2j onto
Kj + uKj. The following lemma can be verified by an argument similar to
the proof of Cao et al. [7] Lemma 3.7. Here, we omit its proof.
Lemma 3.2 Using the notations above, C is an ideal of the ring Kj + uKj
(u2 = ωjπ
pk
j ) if and only if there is a unique Kj-submodule S of K
2
j satisfying
(ωjπ
pk
j a1, a0) ∈ S, ∀(a0, a1) ∈ S (4)
such that C = θ(S).
Recall that every Kj-submodule of K2j is called a linear code over the
finite chain ring Kj of length 2. A general discussion and description for
linear codes over arbitrary finite chain ring can be found in [21]. Let S be a
linear code over Kj of length 2. A matrix G is called a generator matrix for
S if every codeword in S is a Kj-linear combination of the row vectors of G
and any row vector of G can not be written as a Kj-linear combination of
the other row vectors of G.
In the following lemma, we use lowercase letters to denote the elements
of Kj and Kj/〈π
l
j〉 (1 ≤ l ≤ λp
k − 1) in order to simplify the expressions.
Lemma 3.3 (cf. [8] Lemma 2.2 and Example 2.5) Using the notations above,∑λpk
i=0(2i+ 1)p
mdj(λpk−i) is the number of linear codes over Kj of length 2.
Moreover, every linear code over Kj of length 2 has one and only one of
the following matrices G as their generator matrices :
(i) G = (1, a), a ∈ Kj.
(ii) G = (πsj , π
s
ja), a ∈ Kj/〈π
λpk−s
j 〉, 1 ≤ s ≤ λp
k − 1.
(iii) G = (πjb, 1), b ∈ Kj/〈π
λpk−1
j 〉.
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(iv) G = (πs+1j b, π
s
j ), b ∈ Kj/〈π
λpk−1−s
j 〉, 1 ≤ s ≤ λp
k − 1.
(v) G =
(
πsj 0
0 πsj
)
, 0 ≤ s ≤ λpk.
(vi) G =
(
1 c
0 πtj
)
, c ∈ Kj/〈πtj〉, 1 ≤ t ≤ λp
k − 1.
(vii) G =
(
πsj π
s
jc
0 πs+tj
)
, c ∈ Kj/〈π
t
j〉, 1 ≤ t ≤ λp
k−1−s, 1 ≤ s ≤ λpk−2.
(viii) G =
(
c 1
πtj 0
)
, c ∈ πj(Kj/〈π
t
j〉), 1 ≤ t ≤ λp
k − 1.
(ix) G =
(
πsjc π
s
j
πs+tj 0
)
, c ∈ πj(Kj/〈πtj〉), 1 ≤ t ≤ λp
k − 1 − s, 1 ≤ s ≤
λpk − 2.
Let β ∈ Kj and β 6= 0. By Lemma 3.1(ii), there is a unique integer t,
0 ≤ t ≤ λpk−1, such that β = πtjw for some w ∈ K
×
j . We call t the πj-degree
of β and denote it by ‖β‖pij = t. If β = 0, we write ‖β‖pij = λp
k. For any
vector (β1, β2) ∈ K2j , we define the πj-degree of (β1, β2) by
‖(β1, β2)‖pij = min{‖β1‖pij , ‖β2‖pij}.
Now, as a special case of [21] Proposition 3.2 and Theorem 3.5, we deduce
the following lemma.
Lemma 3.4 (cf. [8] Lemma 2.3) Let S be a nonzero linear code over Kj of
length 2, and G be a generator matrix of S with row vectors G1, . . . , Gρ ∈
K2j \ {0} satisfying
‖Gj‖pij = ti, where 0 ≤ t1 ≤ . . . ≤ tρ ≤ λp
k − 1.
Then the number of codewords in S is equal to |S| = |Tj|
∑ρ
i=1(λp
k−ti) =
pmdj
∑ρ
i=1(λp
k−ti).
For any positive integer i, let ⌈ i
2
⌉ = min{l ∈ Z+ | l ≥ i
2
} and ⌊ i
2
⌋ =
max{l ∈ Z+ ∪ {0} | l ≤ i
2
}. It is well known that ⌈ i
2
⌉+ ⌊ i
2
⌋ = i. Using these
notations, we list all distinct Kj-submodules of K2j satisfying Condition (4)
in Lemma 3.2 by the following lemma.
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Lemma 3.5 (cf. [9] Theorem 4) Using the notations above, every linear code
S over Kj of length 2 satisfying Condition (4) in Lemma 3.2 has one and
only one of the following matrices G as its generator matrix :
(I) G = (0, πλp
k−1
j ); G = (π
λpk−1
j b(x), π
λpk−2
j ) where b(x) ∈ Tj ;
G = (π
⌈λp
k
−s
2
⌉+s
j h(x), π
s
j ), where h(x) ∈ Kj/〈π
⌊λp
k
−s
2
⌋
j 〉 and (λ − 1)p
k ≤
s ≤ λpk − 3.
(II) G =
(
πsj 0
0 πsj
)
, 0 ≤ s ≤ λpk.
(III) G =
(
0 1
πj 0
)
; G =
(
πjh(x) 1
π2j 0
)
where h(x) ∈ Tj ;
G =
(
π
⌈ t
2
⌉
j h(x) 1
πtj 0
)
where h(x) ∈ Kj/〈π
⌊ t
2
⌋
j 〉 and 3 ≤ t ≤ p
k.
(IV) G =
(
0 πsj
πs+1j 0
)
where 1 ≤ s ≤ λpk − 2;
G =
(
πs+1j h(x) π
s
j
πs+2j 0
)
where h(x) ∈ Tj and 1 ≤ s ≤ λpk − 3;
G =
(
π
s+⌈ t
2
⌉
j h(x) π
s
j
πs+tj 0
)
where h(x) ∈ Kj/〈π
⌊ t
2
⌋
j 〉, 1 ≤ s ≤ λp
k − 1 − t
and 3 ≤ t ≤ pk.
Let C be an ideal of the ring Kj + uKj. The annihilating ideal of C is
defined by Ann(C) = {ξ ∈ Kj + uKj | ξη = 0, ∀η ∈ C}. Now, we give an
explicit representation for all distinct ideals of Kj+uKj and their annihilating
ideals, where 1 ≤ j ≤ r.
Theorem 3.6 All distinct ideals of the ring Kj + uKj and their annihilating
ideals are given by one the following four cases :
(I) 1 + pmdj +
∑pk
t=3 p
mdj⌊
t
2
⌋ ideals :
(i-1) C = 〈uπλp
k−1
j 〉 with |C| = p
mdj and Ann(C) = 〈u, πj〉;
(i-2) C = 〈πλp
k−1
j b(x) + uπ
λpk−2
j 〉 with |C| = p
2mdj , where b(x) ∈ Tj, and
Ann(C) = 〈πj(−b(x)) + u, π2j 〉;
(i-3) C = 〈π
⌈λp
k
−s
2
⌉+s
j h(x) + uπ
s
j〉 with |C| = p
mdj(λp
k−s), where h(x) ∈
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Kj/〈π
⌊λp
k
−s
2
⌋
j 〉 and (λ− 1)p
k ≤ s ≤ λpk − 3, and
Ann(C) = 〈π
⌈λp
k
−s
2
⌉
j (−h(x)) + u, π
λpk−s
j 〉.
(II) λpk + 1 ideals :
C = 〈πsj 〉 with |C| = p
2mdj(λpk−s) and Ann(C) = 〈πλp
k−s
j 〉, 0 ≤ s ≤ λp
k.
(III) 1 + pmdj +
∑pk
t=3 p
mdj⌊
t
2
⌋ ideals :
(iii-1) C = 〈u, πj〉 with |C| = pmdj(2λp
k−1) and Ann(C) = 〈uπλp
k−1
j 〉;
(iii-2) C = 〈πjb(x) + u, π2j 〉 with |C| = p
2mdj(λp
k−1), where b(x) ∈ Tj, and
Ann(C) = 〈πλp
k−1
j (−b(x)) + uπ
λpk−2
j 〉;
(iii-3) C = 〈π
⌈ t
2
⌉
j h(x) + u, π
t
j〉 with |C| = p
mdj (2λpk−t), where 3 ≤ t ≤ pk
and h(x) ∈ Kj/〈π
⌊ t
2
⌋
j 〉, and Ann(C) = 〈π
λpk−t+⌈ t
2
⌉
j (−h(x)) + uπ
λpk−t
j 〉.
(IV) λpk − 2 + (λpk − 3)pmdj +
∑pk
t=3(λp
k − 1− t)pmdj⌊
t
2
⌋ ideals :
(iv-1) C = 〈πs+1j , uπ
s
j〉 with |C| = p
mdj(2λpk−2s−1), where 1 ≤ s ≤ λpk − 2,
and Ann(C) = 〈πλp
k−s
j , uπ
λpk−s−1
j 〉;
(iv-2) C = 〈πs+1j b(x) + uπ
s
j , π
s+2
j 〉 with |C| = p
2mdj(λp
k−s−1), where b(x) ∈
Tj and 1 ≤ s ≤ λpk − 3, and
Ann(C) = 〈πλp
k−s−1
j (−b(x)) + uπ
λpk−s−2
j , π
λpk−s
j 〉.
(iv-3) C = 〈π
s+⌈ t
2
⌉
j h(x) + uπ
s
j , π
s+t
j 〉 with |C| = p
mdj (2λp
k−2s−t), where
h(x) ∈ Kj/〈π
⌊ t
2
⌋
j 〉, 1 ≤ s ≤ λp
k − t− 1 and 3 ≤ t ≤ pk, and
Ann(C) = 〈π
λpk−s−t+⌈ t
2
⌉
j (−h(x)) + uπ
λpk−s−t
j , π
λpk−s
j 〉.
Therefore, the number of ideals in Kj + uKj is equal to
N(pm,2λ,pk,dj) =
pk−1
2∑
l=0
(
1 + 2λpk − 4l
)
plmdj .
Proof. Let C be an ideal of the ring Kj + uKj (u2 = ωjπ
pk
j ). By Lemma 3.2
there is a unique Kj-submodule S of K2j satisfying Condition (4) such that
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C = θ(S). From this and by Lemma 3.5, we deduce that S has one and only
one of the following matrices G as its generator matrix:
(i) G is given in Lemma 3.5(I). Hence we have three subcases:
(i-1) G = (0, πλp
k−1
j ). In this case, we have C = θ(S) = 〈θ(0, π
λpk−1
j )〉 =
〈uπλp
k−1
j 〉. From ‖(0, π
λpk−1
j )‖pij = λp
k − 1 and Lemma 3.4, we deduce that
|S| = pmdj(λp
k−(λpk−1)) = pmdj . Hence |C| = |S| = pmdj , since θ is a bijection.
(i-2) G = (πλp
k−1
j b(x), π
λpk−2
j ) where b(x) ∈ Tj . In this case, we have
C = θ(S) = 〈θ(πλp
k−1
j b(x), π
λpk−2
j )〉 = 〈π
λpk−1
j b(x) + uπ
λpk−2
j 〉.
Moreover, by ‖(πλp
k−1
j b(x), π
λpk−2
j )‖pij = λp
k − 2 and Lemma 3.4 we deduce
that |S| = pmdj(λp
k−(λpk−2)) = p2mdj . This implies |C| = |S| = p2mdj .
(i-3)G = (π
⌈λp
k
−s
2
⌉+s
j h(x), π
s
j ), where h(x) ∈ Kj/〈π
⌊λp
k
−s
2
⌋
j 〉 and (λ−1)p
k ≤
s ≤ λpk − 3. In this case, we have C = θ(S) = 〈θ(π
⌈λp
k
−s
2
⌉+s
j h(x), π
s
j )〉 =
〈π
⌈λp
k
−s
2
⌉+s
j h(x) + uπ
s
j〉.
As ‖(π
⌈λp
k
−s
2
⌉+s
j h(x), π
s
j )‖pij = s, by Lemma 3.4 we have |S| = p
mdj(λp
k−s).
Hence |C| = |S| = pmdj(λp
k−s), since θ is a bijection.
Therefore, the number N(I) of ideals in Kj + uKj in Case (I) is equal to
N(I) = 1 + |Tj |+
∑λpk−3
s=(λ−1)pk |Tj|
⌊λp
k
−s
2
⌋ = 1 + pmdj +
∑λpk−3
s=(λ−1)pk p
mdj⌊
λpk−s
2
⌋.
Now, let t = λpk − s. Then s = λpk − t where 3 ≤ t ≤ pk, and hence
N(I) = 1 + p
mdj +
∑pk
t=3 p
mdj⌊
t
2
⌋.
(ii) G =
(
πsj 0
0 πsj
)
, where 0 ≤ s ≤ λpk. In this case, we have C =
〈θ(πsj , 0), θ(0, π
s
j )〉 = 〈π
s
j , uπ
s
j〉 = 〈π
s
j 〉. By ‖(π
s
j , 0)‖pij = ‖(0, π
s
j )‖pij = s and
Lemma 3.4, we deduce that |C| = |S| = pmdj((λp
k−s)+(λpk−s)) = p2mdj (λp
k−s).
(iii) Similar to the case (i), we have three subcases:
(iii-1) G =
(
0 1
πj 0
)
. In this case, we have C = 〈θ(0, 1), θ(πj, 0)〉 =
〈u, πj〉. Then by Lemma 3.4, ‖(0, 1)‖pij = 0 and ‖(πj, 0)‖pij = 1 we have
|C| = |S| = pmdj((λp
k−0)+(λpk−1)) = pmdj(2λp
k−1).
(iii-2) G =
(
πjh(x) 1
π2j 0
)
where h(x) ∈ Tj . In this case, we have C =
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〈θ(πjh(x), 1), θ(π2j , 0)〉 = 〈πjh(x)+u, π
2
j 〉. By Lemma 3.4, ‖(πjh(x), 1)‖pij = 0
and ‖(π2j , 0)‖pij = 2 we have |C| = |S| = p
mdj((λp
k−0)+(λpk−2)) = p2mdj(λp
k−1).
(iii-3) G =
(
π
⌈ t
2
⌉
j h(x) 1
πtj 0
)
where h(x) ∈ Kj/〈π
⌊ t
2
⌋
j 〉 and 3 ≤ t ≤ p
k. In
this case, we have C = 〈θ(π
⌈ t
2
⌉
j h(x), 1), θ(π
t
j , 0)〉 = 〈π
⌈ t
2
⌉
j h(x) + u, π
t
j〉.
Moreover, by ‖(π
⌈ t
2
⌉
j h(x), 1)‖pij = 0, ‖(π
t
j, 0)‖pij = t and Lemma 3.4, we
deduce that |C| = |S| = pmdj((λp
k−0)+(λpk−t)) = pmdj (2λp
k−t).
Therefore, the number N(III) of ideals of Kj + uKj in Case (III) is equal
to N(III) = 1 + |Tj|+
∑pk
t=3 |Tj|
⌊ t
2
⌋ = 1 + pmdj +
∑pk
t=3 p
mdj⌊
t
2
⌋.
(iv) Similar to the cases (i) and (iii), we have three subcases:
(iv-1) G =
(
0 πsj
πs+1j 0
)
, where 1 ≤ s ≤ λpk − 2. In this case, we have
C = 〈θ(0, πsj ), θ(π
s+1
j , 0)〉 = 〈uπ
s
j , π
s+1
j 〉.
By ‖(0, πsj )‖pij = s, ‖(π
s+1
j , 0)‖pij = s + 1 and Lemma 3.4, we obtain
|C| = |S| = pmdj((λp
k−s)+(λpk−(s+1))) = pmdj (2λp
k−2s−1).
(iv-2) G =
(
πs+1j b(x) π
s
j
πs+2j 0
)
, where b(x) ∈ Tj and 1 ≤ s ≤ λpk − 3.
Then C = 〈θ(πs+1j b(x), π
s
j ), θ(π
s+2
j , 0)〉 = 〈π
s+1
j b(x) + uπ
s
j , π
s+2
j 〉.
By ‖(πs+1j b(x), π
s
j )‖pij = s, ‖(π
s+2
j , 0)‖pij = s + 2 and Lemma 3.4, we
deduce that |C| = |S| = pmdj((λp
k−s)+(λpk−(s+2))) = p2mdj (λp
k−s−1).
(iv-3) G =
(
π
s+⌈ t
2
⌉
j h(x) y
s
πs+tj 0
)
, where h(x) ∈ Kj/〈π
⌊ t
2
⌋
j 〉, 1 ≤ s ≤ λp
k −
1− t and 3 ≤ t ≤ pk. In this case, we have
C = 〈θ(π
s+⌈ t
2
⌉
j h(x), π
s
j ), θ(π
s+t
j , 0)〉 = 〈π
s+⌈ t
2
⌉
j h(x) + uπ
s
j , π
s+t
j 〉.
By ‖(π
s+⌈ t
2
⌉
j h(x), π
s
j )‖pij = s, ‖(π
s+t
j , 0)‖pij = s + t and Lemma 3.4, we
deduce that |C| = |S| = pmdj((λp
k−s)+(λpk−(s+t))) = pmdj(2λp
k−2s−t).
Hence the number N(IV ) of ideals of Kj + uKj in Case (IV) is equal to
N(IV ) = λp
k − 2 + (λpk − 3)pmdj +
∑pk
t=3(λp
k − 1− t)pmdj⌊
t
2
⌋.
As stated above, we see that the number of ideals in Kj +uKj is equal to
N(pm,2λ,pk,dj) = N(I) + λp
k + 1 +N(III) +N(IV )
= 1 + 2λpk + (λpk − 1)pmdj +
pk∑
t=3
(λpk − t + 1)pmdj⌊
t
2
⌋
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=pk−1
2∑
l=0
(1 + 2λpk − 4l)plmdj .
Since Kj is a finite chain ring which is a special Frobenius ring, π
λpk
j = 0
in Kj and u2 = ωjπ
pk
j in Kj + uKj, one can easily verify the conclusions for
the annihilating ideal Ann(C) of each ideal C listed in this theorem by the
known results on linear codes over commutative Frobenius rings (cf. [18]).
Here, we omit the proofs. 
Remark By Theorem 3.6, for any ideal Cj of Kj + uKj it can be verified by
a direct calculation that
|Cj||Ann(Cj)| = p
2mdjλp
k
. (5)
From Theorems 2.7 and 3.6, we deduce the following conclusion.
Corollary 3.7 Every (δ+αu2)-constacyclic code C over R of length npk can
be constructed by the following two steps :
(i) For each integer j = 1, . . . , r, choose an ideal Cj of Kj + uKj listed in
Theorem 3.6.
(ii) Set C =
∑r
j=1 ej(x)Ψ(Cj) (mod x
npk − (δ + αu2)). The number of
codewords in C is equal to |C| =
∏r
j=0 |Cj|.
Therefore, the number N of (δ+αu2)-constacyclic code C over R of length
npk is equal to N =
∏r
j=1N(pm,2λ,pk,dj) =
∏r
j=1(
∑ pk−1
2
l=0 (1 + 2λp
k − 4l)plmdj ).
Remark Let p = 3, k = 1 and λ = 2. There is a unique integer s = 3
satisfying (λ − 1)pk ≤ s ≤ λpk − 3 in Case (i-3) of Theorem 3.6, and there
is a unique integer t = 3 satisfying 3 ≤ t ≤ pk in Cases (iii-3) and (iv-3)
of Theorem 3.6. For this special case, a complete description for (δ + αu2)-
constacyclic codes over F3m [u]/〈u4〉 of length 3n had been given (cf. [6]),
where gcd(3, n) = 1. It is clear that Theorem 3.6 is a nontrivial promotion
for that in [6].
Using the notations of Corollary 3.7, C =
⊕r
j=1 ej(x)Ψ(Cj) is called the
canonical form decomposition of the (δ + αu2)-constacyclic code C. Finally,
we give the following conclusion.
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Corollary 3.8 Using the notations of Corollary 3.7, for each integer j, 1 ≤
j ≤ r, there exist βj1(x), βj2(x) ∈ Kj + uKj such that Cj = 〈βj1(x), βj2(x)〉
where we set βj2(x) = 0 if Cj is principal. Then
C =
r⊕
j=1
ej(x)Ψ(Cj) = 〈ϑ1(x), ϑ2(x)〉 ,
where ϑs(x) =
∑r
j=1 ej(x)Ψ(βjs(x)) ∈ R[x]/〈x
npk − (δ + αu2)〉 for s = 1, 2.
Proof. By Lemma 2.5 it follows that
A+ uA = {
r∑
j=1
εj(x)ξj | ξj ∈ Kj + uKj, j = 1, . . . , r}.
Then by Theorem 2.1, R[x]/〈xnp
k
− (δ + αu2)〉 = Ψ(A + uA) and ej(x) =
Ψ(εj(x)) for all j, we obtain
R[x]/〈xnp
k
− (δ + αu2)〉 = {
r∑
j=1
ej(x)Ψ(ξj) | ξj ∈ Kj + uKj, j = 1, . . . , r}.
Now, let 1 ≤ j ≤ r. Since Cj is an ideal of the ring Kj + uKj generated by
βj1(x) and βj2(x), we have Cj = {ξj1βj1(x)+ ξj2βj2(x) | ξj1, ξj2 ∈ Kj +uKj}.
As ej(x)
2 = ej(x) and ej(x)el(x) = 0 for all 1 ≤ j 6= l ≤ r by Lemma 2.6(i),
from Theorem 2.1 we deduce that
C =
r∑
j=1
{
∑
s=1,2
ej(x)Ψ(ξjs)Ψ(βjs(x)) | ξj1, ξj2 ∈ Kj + uKj}
= {
∑
s=1,2
(
r∑
j=1
ej(x)Ψ(ξjs)) · ϑs(x) | ξj1, ξj2 ∈ Kj + uKj, 1 ≤ j ≤ r}
= {η1(x)ϑ1(x) + η2(x)ϑ2(x) | η1(x), η2(x) ∈ R[x]/〈x
npk − (δ + αu2)〉}
= 〈ϑ1(x), ϑ2(x)〉.
Therefore, C is an ideal of R[x]/〈xnp
k
− (δ + αu2)〉 generated by ϑ1(x) and
ϑ2(x). 
Using the notations of Corollary 3.8, we call C a 1-generator code if
ϑ2(x) = 0, i.e. C = 〈ϑ1(x)〉. Otherwise, we call C a 2-generator code. Then
from Theorem 3.6 and Corollary 3.8, we deduce the following conclusion.
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Corollary 3.9 Using the notations of Corollary 3,7, let Ns be the number
of s-generator (δ+αu2)-constacyclic codes over R of length npk for s = 1, 2.
Then N1 =
∏r
j=1
(
2 + λpk + pmdj +
∑pk
t=3 p
mdj⌊
t
2
⌋
)
and N2 = N −N1.
4. Dual codes of (δ + αu2)-constacyclic codes over R
In this section, we determine the dual code for every (δ + αu2)-constacyclic
code over R of length npk. Obviously, we have
(δ + αu2)−1 = δ−1 − δ−2αu2 + (−1)2δ−3α2u4 + . . .+ (−1)λ−1δ−λαλ−1u2λ−2
which is also a unit in R of Type 2. Let C be a (δ + αu2)-constacyclic code
over R of length npk. The dual code C⊥ of C is a (δ + αu2)−1-constacyclic
code C over R of length npk, i.e. C⊥ is an ideal of R[x]/〈xnp
k
− (δ+αu2)−1〉.
Hence C⊥ is a constacyclic code over R of Type 2 as well.
In the ring R[x]/〈xnp
k
− (δ + αu2)−1〉, we have xnp
k
= (δ + αu2)−1, i.e.
(δ + αu2)xnp
k
= 1. The latter implies
x−1 = (δ + αu2)xnp
k−1 in R[x]/〈xnp
k
− (δ + αu2)−1〉. (6)
Define a map τ : R[x]/〈xnp
k
− (δ + αu2)〉 → R[x]/〈xnp
k
− (δ + αu2)−1〉 by
τ(a(x)) = a(x−1) =
npk−1∑
i=0
aix
−i = a0 + (δ + αu
2)
npk−1∑
i=1
aix
npk−i,
for all a(x) =
∑npk−1
i=0 aix
i ∈ R[x]/〈xnp
k
− (δ+αu2)〉 with a0, a1, . . . , anpk−1 ∈
R. Especially, we have τ(x) = (δ + αu2)xnp
k−1 by (6). Then τ is an isomor-
phism of rings from R[x]/〈xnp
k
− (δ + αu2)〉 onto R[x]/〈xnp
k
− (δ + αu2)−1〉.
Let C be an ideal of R[x]/〈xnp
k
−(δ+αu2)〉. Define τ(C) = {τ(ξ) | ξ ∈ C}.
Then τ(C) is an ideal of R[x]/〈xnp
k
− (δ + αu2)−1〉, and the map:
C 7→ τ(C)
is a bijection from the set of (δ + αu2)-constacyclic codes over R of length
npk onto the set of (δ + αu2)−1-constacyclic codes over R of length npk.
Let g(x) be a polynomial in R[x] of degree s, its reciprocal polynomial
xsg(x−1) will denoted by g∗(x). For example, if g(x) = a0+ a1x+ . . .+ asx
s,
then g∗(x) = as + as−1x+ . . .+ a0x
s.
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Let C be an ideal of R[x]/〈xnp
k
− (δ + αu2)〉. Define a set by
Ann(C) = {h(x) ∈ R[x]/〈xnp
k
− (δ + αu2)〉 | g(x)h(x) = 0, ∀g(x) ∈ C}.
Then Ann(C) is also an ideal of R[x]/〈xnp
k
− (δ+αu2)〉 and called the anni-
hilating ideal of C. It is known that the dual code C⊥ of C is given by
C⊥ = Ann∗(C) = {h∗(x) | h(x) ∈ Ann(C)} (cf. [10] Proposition 2.7). (7)
It is obvious that |Ann∗(C)| = |Ann(C)| = |τ(Ann(C))|. For any 0 6= h(x) ∈
Ann(C) of degree s ≤ npk − 1, it follows that h∗(x) = xsh(x−1) = xsτ(h(x))
and τ(h(x)) ∈ τ(Ann(C)). From this we deduce that h∗(x) ∈ τ(Ann(C)),
since τ(Ann(C)) is an ideal ofR[x]/〈xnp
k
−(δ+αu2)−1〉. Therefore, Ann∗(C) ⊆
τ(Ann(C)), and hence Ann∗(C) = τ(Ann(C)).
Then from Equation (7), we deduce the following conclusion.
Lemma 4.1 For any (δ+αu2)-constacyclic code C over R of length npk, the
dual codes C⊥ of C is equal to τ(Ann(C)).
Now, let C be a (δ + αu2)-constacyclic code over R of length npk with
canonical form decomposition C =
⊕r
j=1 ej(x)Ψ(Cj), where Cj is an ideal of
the ring Kj + uKj determined by Theorem 3.6 for all j = 1, . . . , r. Denote
D =
⊕r
j=1 ej(x)Ψ(Ann(Cj)), where Ann(Cj) is the annihilating ideal of Cj
in Kj + uKj determined by Theorem 3.6. Since Ψ is a ring isomorphism and
e(x)2 = ej(x) and ej(x)ej(x) = 0 for all 1 ≤ j 6= l ≤ r, it follows that
C · D =
(
r∑
j=1
ej(x)Ψ(Cj)
)(
r∑
j=1
ej(x)Ψ(Ann(Cj))
)
=
r∑
j=1
ej(x)Ψ (Cj · Ann(Cj)) = {0}.
On the other hand, from Theorem 3.6, Corollary 3.7, Equation (5) and |R| =
p2mλ we deduce that
|C||D| =
(
r∏
j=1
|Cj|
)(
r∏
j=1
|Ann(Cj)|
)
=
r∏
j=1
(|Cj|)|Ann(Cj)|
= p2mλp
k
∑r
j=1 dj = p2mλp
kn = |R|np
k
= |R[x]/〈xnp
k
− (δ + αu2)〉|.
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As stated above, we conclude that Ann(C) = D =
⊕r
j=1 ej(x)Ψ(Ann(Cj)).
Since τ is an isomorphism of rings, by Lemma 4.1 and τ(ej(x)) = e(x
−1) ∈
R[x]/〈xnp
k
− (δ + αu2)−1〉 we conclude the following theorem.
Theorem 4.2 Let C be a (δ + αu2)-constacyclic code over R of length npk
with canonical form decomposition C =
⊕r
j=1 ej(x)Ψ(Cj), where Cj is an
ideal of the ring Kj+uKj determined by Theorem 3.6 for all j = 1, . . . , r. Let
Ann(Cj) be the annihilating ideal of Cj in Kj + uKj determined by Theorem
3.6. Then the dual code of C is given by
C⊥ =
r⊕
j=1
ej(x
−1)τ (Ψ(Ann(Cj))) .
5. A subclass of (δ + αu2)-constacyclic codes over R
In this section, let xn−δ0 be an irreducible polynomial in Fpm[x] and δ = δ
pk
0 .
We consider (δ + αu2)-constacyclic codes over R of length npk. In this case,
we have r = 1, π1 = f1(x) = x
n − δ0, e1(x) = 1, d1 = deg(x
n − δ0) = n and
• K1 = A = Fpm[x]/〈(xnp
k
− δ)λ〉 = Fpm[x]/〈(xn − δ0)λp
k
〉;
• T1 = T = {
∑n−1
i=0 aix
i | a0, a1, . . . , an−1 ∈ Fpm} with |T | = pmn;
• A/〈(xn − δ0)s〉 = {
∑s−1
i=0 (x
n − δ0)iti(x) | ti(x) ∈ T , 0 ≤ i ≤ s − 1}, for
any 1 ≤ s < λpk.
As (xn−δ0)p
k
= xnp
k
−δ = αu2 in R[x]/〈xnp
k
−(δ+αu2)〉, for any integers
l0 and l1, where 0 ≤ l0 ≤ pk − 1 and 0 ≤ l1 ≤ λ− 1, it follows that
Ψ((xn − δ0)
l0+l1pk) = (xn − δ0)
l0((xn − δ0)
pk)l1 = αl1(xn − δ0)
l0u2l1. (8)
Then for any integer i, 1 ≤ i < pk, by λpk − i = (pk − i) + (λ− 1)pk we have
Ψ((xn − δ0)
λpk−i) = (xn − δ0)
pk−i(αu2)λ−1 = αλ−1(xn − δ0)
pk−iu2λ−2.
Now, by Theorem 3.6, Corollary 3.7 and Equation (1), we have the fol-
lowing conclusion.
Theorem 5.1 Let xn − δ0 be an irreducible polynomial in Fpm[x] and set
δ = δp
k
0 . Denote
Hs = A/〈(x
n − δ0)
s〉 with |Hs| = p
smn, 1 ≤ s < λpk.
Then all N(pm,2λ,pk,n) distinct nonzero (δ + αu
2)-constacyclic codes over R of
length npk are given by one the following two cases :
♦ 1 + λpk + pmn +
∑pk
t=3 p
mn⌊ t
2
⌋ 1-generator codes :〈
h(x) · (xn − δ0)
i1us1 + (xn − δ0)
i2us2
〉
where the pairs (i1, s1) and (i2, s2) of integers, h(x) and the number |C| of
codewords in C are given by one of the following four subcases :
(i-1) (i2, s2) = (p
k − 1, 2λ− 1), h(x) = 0 and |C| = pmn.
(i-2) (i1, s1) = (p
k − 1, 2λ− 2), (i2, s2) = (p
k − 2, 2λ− 1), h(x) ∈ H1 and
|C| = p2mn.
(i-3) (i1, s1) = (⌈
pk−l0
2
⌉+ l0, 2λ−2), (i2, s2) = (l0, 2λ−1), h(x) ∈ H
⌊
pk−l0
2
⌋
and |C| = pmn(p
k−l0), where 0 ≤ l0 ≤ pk − 3.
(ii) (i2, s2) = (l0, 2l1), h(x) = 0 and |C| = p2mn((λ−l1)p
k−l0), where 0 ≤ l0 ≤
pk − 1 and 0 ≤ l1 ≤ λ− 1.
♦♦ λpk − 1 + (λpk − 2)pmn +
∑pk
t=3(λp
k − t)pmn⌊
t
2
⌋ 2-generator codes :〈
h(x) · (xn − δ0)
i1us1 + (xn − δ0)
i2us2, (xn − δ0)
i3us3
〉
where the pairs (i1, s1), (i2, s2) and (i3, s3) of integers, h(x) and the number
|C| of codewords in C are given by one of the following subcases :
(iii-1) (i2, s2) = (0, 1), (i3, s3) = (1, 0), h(x) = 0 and |C| = pmn(2λp
k−1).
(iii-2) (i1, s1) = (1, 0), (i2, s2) = (0, 1), (i3, s3) = (2, 0), h(x) ∈ H1 and
|C| = p2mn(λp
k−1).
(iii-3-1) (i1, s1) = (
pk+1
2
, 0), (i2, s2) = (0, 1), (i3, s3) = (0, 2), h(x) ∈ H pk−1
2
and |C| = pmn(2λ−1)p
k
.
(iii-3-2) (i1, s1) = (⌈
t
2
⌉, 0), (i2, s2) = (0, 1), (i3, s3) = (t, 0), h(x) ∈ H⌊ t
2
⌋
and |C| = pmn(2λp
k−t), where 3 ≤ t ≤ pk − 1.
(iv-1) λpk−2 cases : (i2, s2) = (l0+1, 2l1), (i3, s3) = (l0, 2l1+1), h(x) = 0
and |C| = pmn(2(λ−l1)p
k−2l0−1), where the pair (l0, l1) of integers is given by
one of the following two cases
⋄ (l0, l1) 6= (0, 0), 0 ≤ l0 ≤ pk − 1 and 0 ≤ l1 ≤ λ− 2.
⋄ 0 ≤ l0 ≤ pk − 2 and l1 = λ− 1.
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(iv-2) (λpk − 3)pmn cases : (i1, s1) = (l0 + 1, 2l1), (i2, s2) = (l0, 2l1 + 1),
(i3, s3) = (l0 + 2, 2l1), h(x) ∈ H1 and |C| = p2mn((λ−l1)p
k−l0−1), where the pair
(l0, l1) of integers is given by one of the following two cases
⋄ (l0, l1) 6= (0, 0), 0 ≤ l0 ≤ pk − 1 and 0 ≤ l1 ≤ λ− 2.
⋄ 0 ≤ l0 ≤ pk − 3 and l1 = λ− 1.
(iv-3)
∑pk
t=3(λp
k − 1− t)pmn⌊
t
2
⌋ cases :
(iv-3-1) (i1, s1) = (l0 −
pk−1
2
, 2(l1 + 1)), (i2, s2) = (l0, 2l1 + 1), (i3, s3) =
(l0, 2(l1+1)), h(x) ∈ H pk−1
2
and |C| = pmn((2λ−2l1−1)p
k−2l0), where p
k−1
2
≤ l0 ≤
pk − 1 and 0 ≤ l1 ≤ λ− 2.
(iv-3-2) (i1, s1) = (
pk+1
2
+l0, 2l1), (i2, s2) = (l0, 2l1+1), (i3, s3) = (l0, 2(l1+
1)), h(x) ∈ H pk−1
2
and |C| = pmn((2λ−2l1−1)p
k−2l0), where (l0, l1) 6= (0, 0),
0 ≤ l0 ≤
pk−3
2
and 0 ≤ l1 ≤ λ− 2.
(iv-3-3) (i1, s1) = (⌈
t
2
⌉+l0, 2l1), (i2, s2) = (l0, 2l1+1), (i3, s3) = (t+l0, 2l1),
h(x) ∈ H⌊ t
2
⌋ and |C| = p
mn(2(λ−l1)pk−2l0−t), where (l0, l1) 6= (0, 0), 0 ≤ l0 ≤
pk − 1− t, 0 ≤ l1 ≤ λ− 1 and 3 ≤ t ≤ pk − 1.
(iv-3-4) (i1, s1) = (⌈
t
2
⌉+ l0, 2l1), (i2, s2) = (l0, 2l1 + 1), (i3, s3) = (t+ l0 −
pk, 2l1 + 2), h(x) ∈ H⌊ t
2
⌋ and |C| = p
mn(2(λ−l1)pk−2l0−t), where pk − t ≤ l0 ≤
pk − 1− ⌈ t
2
⌉, 0 ≤ l1 ≤ λ− 2 and 3 ≤ t ≤ pk − 1.
(iv-3-5) (i1, s1) = (⌈
t
2
⌉+ l0 − p
k, 2l1 + 2), (i2, s2) = (l0, 2l1 + 1), (i3, s3) =
(t+l0−pk, 2l1+2), h(x) ∈ H⌊ t
2
⌋ and |C| = p
mn(2(λ−l1)pk−2l0−t), where pk−⌈ t
2
⌉ ≤
l0 ≤ p
k − 1, 0 ≤ l1 ≤ λ− 2 and 3 ≤ t ≤ p
k − 1.
Remark When p = 3 and k = 1, there is no integer t satisfying 3 ≤ t ≤
pk − 1 = 2. Hence the subcase (iii-3-2) is wanting in Case (III), and there
are only two subcases (iv-3-1) and (iv-3-2) in Case (IV) of Theorem 5.1. For
the special case of λ = 2, a complete description for (δ + αu2)-constacyclic
codes and their dual codes over F3m [u]/〈u4〉 of length 3n had been given (cf.
[6] Corollary 4.6), where xn − δ0 is irreducible in F3m [x] and δ = δ30.
Proof. We only need to prove the cases (i-3) and (iv-3). The other conclu-
sions follows from Theorem 3.6, Corollary 3.7, Equations (1) and (8) imme-
diately.
(i-3) As (λ−1)pk ≤ s ≤ λpk−3 = (λ−1)pk+(pk−3), s can be uniquely
expressed as s = l0+(λ−1)p
k, where l0 is an integer satisfying 0 ≤ l0 ≤ p
k−3.
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This implies
⌈
λpk − s
2
⌉ + s = ⌈
pk − l0
2
⌉+ l0 + (λ− 1)p
k
and 0 ≤ ⌈p
k−l0
2
⌉ + l0 <
pk−l0
2
+ 1 + l0 =
pk−l0+2+2l0
2
≤ pk − 1
2
< pk. Hence by
Equation (8) it follows that Ψ((xn − δ0)s) = αλ−1(xn − δ0)l0u2λ−2 and
Ψ((xn − δ0)
⌈λp
k
−s
2
⌉+s) = αλ−1(xn − δ0)
⌈
pk−l0
2
⌉+l0u2λ−2.
As 0 ≤ ⌊λp
k−s
2
⌋ = ⌊p
k−l0
2
⌋ ≤ p
k−1
2
, by Equation (1) we have Ψ(h(x)) = h(x)
for any h(x) ∈ A/〈(xn − δ0)
⌊λp
k
−s
2
⌋〉 = H
⌊λp
k
−s
2
⌋
. Finally, the conclusion
follows from C = 〈Ψ((xn − δ0)
⌈λp
k
−s
2
⌉+s)Ψ(h(x)) + uΨ((xn − δ0)s)〉.
(iv-3) As 1 ≤ s ≤ λpk − t− 1 = (λ− 1)pk + pk − t− 1 and 3 ≤ t ≤ pk, we
have one of the following cases.
Case 1 t = pk. In this case, 1 ≤ s ≤ λpk − pk − 1 = (λ− 2)pk + (pk − 1),
⌈ t
2
⌉ = p
k+1
2
and ⌊ t
2
⌋ = p
k−1
2
. Hence s can be uniquely expressed as s = l0+l1p
k,
where the pair (l0, l1) of integers satisfying
0 ≤ l0 ≤ p
k − 1, 0 ≤ l1 ≤ λ− 2 and (l0, l1) 6= (0, 0).
Then it follows that s + ⌈ t
2
⌉ = s + ⌈p
k
2
⌉ = p
k+1
2
+ l0 + l1p
k. Hence we have
one of the following two subcases:
(iv-3-1) When p
k−1
2
≤ l0 ≤ pk−1, s+⌈
pk
2
⌉ = (p
k+1
2
+ l0−pk)+(l1+1)pk =
(l0−
pk−1
2
)+(l1+1)p
k and 0 ≤ l0−
pk−1
2
≤ p
k−1
2
. In this subcase, by Equations
(1) and (8) we have
C = Ψ(〈(xn − δ0)
s+pk , (xn − δ0)
s+⌈ p
k
2
⌉h(x) + u(xn − δ0)
s〉)
= 〈αh(x) · (xn − δ0)
l0−
pk−1
2 u2(l1+1) + (xn − δ0)
l0u2l1+1,
(xn − δ0)
l0u2(l1+1)〉
with |C| = pmn((2λ−2l1−1)p
k−2l0), where αh(x) ∈ αA/〈(xn − δ0)
pk−1
2 〉 = H pk−1
2
.
(iv-3-2) When 0 ≤ l0 ≤
pk−3
2
, s+ ⌈p
k
2
⌉ = (p
k+1
2
+ l0)+ l1p
k and p
k+1
2
+ l0 ≤
pk − 1. In this subcase, by Equations (1) and (8) we have
C = Ψ(〈(xn − δ0)
s+pk , (xn − δ0)
s+⌈ p
k
2
⌉h(x) + u(xn − δ0)
s〉)
= 〈h(x) · (xn − δ0)
pk+1
2
+l0u2l1 + (xn − δ0)
l0u2l1+1, (xn − δ0)
l0u2(l1+1)〉
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with |C| = pmn((2λ−2l1−1)p
k−2l0), where h(x) ∈ A/〈(xn − δ0)
pk−1
2 〉 = H pk−1
2
.
Case 2When 3 ≤ t ≤ pk−1, then p = 3 and k ≥ 2 or p ≥ 5. In this case,
1 ≤ s ≤ λpk − t− 1 = (λ− 1)pk + (pk − 1− t) where 0 ≤ pk − 1− t ≤ pk − 4.
Hence s can be uniquely expressed as s = l0 + l1p
k, where the pair (l0, l1) of
integers satisfies one of the following two conditions:
(†) (l0, l1) 6= (0, 0), 0 ≤ l0 ≤ pk − 1 and 0 ≤ l1 ≤ λ− 2;
(‡) 0 ≤ l0 ≤ pk − 1− t and l1 = λ− 1.
Moreover, we have that s + t = (t + l0) + l1p
k and 0 ≤ t + l0 ≤ p
k − 1 when
0 ≤ l0 ≤ pk−1−t; and s+t = (t+l0−pk)+(l1+1)pk and 0 ≤ t+l0−pk ≤ pk−1
when pk − t ≤ l0 ≤ pk − 1. Similarly, we have the following:
⋄ s + ⌈ t
2
⌉ = (⌈ t
2
⌉ + l0) + l1pk and 0 ≤ ⌈
t
2
⌉ + l0 ≤ pk − 1 when 0 ≤ l0 ≤
pk − 1− ⌈ t
2
⌉;
⋄ s + ⌈ t
2
⌉ = (⌈ t
2
⌉ + l0 − p
k) + (l1 + 1)p
k and 0 ≤ ⌈ t
2
⌉ + l0 − p
k ≤ pk − 1
when pk − ⌈ t
2
⌉ ≤ l0 ≤ pk − 1.
As stated above, we have one of the following three subcases:
(iv-3-3) 0 ≤ l0 ≤ pk − 1 − t, 0 ≤ l1 ≤ λ − 1 and (l0, l1) 6= (0, 0). In this
case, we have
C = Ψ(〈(xn − δ0)
s+t, (xn − δ0)
s+⌈ t
2
⌉h(x) + u(xn − δ0)
s〉)
= 〈h(x) · (xn − δ0)
l0+⌈
t
2
⌉u2l1 + (xn − δ0)
l0u2l1+1, (xn − δ0)
l0+tu2l1〉
with |C| = pmn(2(λ−l1)p
k−2l0−t), where h(x) ∈ A/〈(xn − δ0)
⌊ t
2
⌋〉 = H⌊ t
2
⌋.
(iv-3-4) pk − t ≤ l0 ≤ pk − 1 − ⌈
t
2
⌉ and 0 ≤ l1 ≤ λ− 2. In this case, we
have
C = Ψ(〈(xn − δ0)
s+t, (xn − δ0)
s+⌈ t
2
⌉h(x) + u(xn − δ0)
s〉)
= 〈h(x) · (xn − δ0)
l0+⌈
t
2
⌉u2l1 + (xn − δ0)
l0u2l1+1, (xn − δ0)
l0+t−pku2l1+2〉
with |C| = pmn(2(λ−l1)p
k−2l0−t), where h(x) ∈ H⌊ t
2
⌋.
(iv-3-5) pk − ⌈ t
2
⌉ ≤ l0 ≤ pk − 1 and 0 ≤ l1 ≤ λ− 2. In this case, we have
C = Ψ(〈(xn − δ0)
s+t, (xn − δ0)
s+⌈ t
2
⌉h(x) + u(xn − δ0)
s〉)
= 〈αh(x) · (xn − δ0)
l0+⌈
t
2
⌉−pku2l1+2 + (xn − δ0)
l0u2l1+1,
(xn − δ0)
l0+t−pku2l1+2〉
with |C| = pmn(2(λ−l1)p
k−2l0−t), where αh(x) ∈ αH⌊ t
2
⌋ = H⌊ t
2
⌋. 
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Let n = 1 and δ = δp
k
0 . Then x − δ0 is irreducible in Fpm[x] for any
δ0 ∈ F
×
pm. In the following, we give the explicit expressions for all distinct
(δ + αu2)-constacyclic code over R of length pk over R and their dual codes,
where R = Fpm[u]/〈u2λ〉 and λ ≥ 2. In this special case, T1 = T = Fpm .
Let C be a (δ + αu2)-constacyclic code over R of length pk. Then C⊥ is a
(δ+αu2)−1-constacyclic code of length pk over R, i.e. C⊥ is an ideal of the ring
R[x]/〈xp
k
− (δ+αu2)−1〉. From (δ+αu2)−1 = δ−1+
∑λ−1
j=1 (−1)
jδ−(j+1)αju2j ,
by δp
k
0 = δ and x
pk = (δ + αu2)−1 we deduce that
(x− δ−10 )
pk = ϑu2, where ϑ = −δ−2α+
λ−1∑
j=2
(−1)jδ−(j+1)αju2j−2 (9)
in R[x]/〈xp
k
− (δ + αu2)−1〉 if λ ≥ 3, and ϑ = −δ−2α if λ = 2. Then ϑ is an
invertible element in R. Precisely, we have
ϑ−1 = −δ2α−1 − δu2 − δ2α−1(−δ−1α)λ−1u2λ−2 ∈ R.
In particular, ϑ−1 = −δ2α−1 if λ = 2. By (δ + αu2)xp
k
= 1 it follows that
x−l = (δ + αu2)xp
k−l in R[x]/〈xp
k
− (δ + αu2)−1〉, 0 ≤ l ≤ pk. (10)
For any integer l, 1 ≤ l ≤ pk − 1, We will adopt the following notations
Hl = {
l−1∑
i=0
ai(x− δ0)
i | a0, a1, . . . , al−1 ∈ Fpm}
= {
l−1∑
i=0
hix
i | h0, h1, . . . , hl−1 ∈ Fpm}.
In particular, we have |Hl| = pml. For any h(x) =
∑l−1
i=0 hix
i ∈ Hl, denote
ĥ(x) = τ(h(x)) = h(x−1) = h0 + (δ + αu
2)
l−1∑
i=1
hix
pk−i
in R[x]/〈xp
k
− (δ+αu2)−1〉. Then from Theorems 5.1 and 4.2, by Equations
(9) and (10) we deduce the following conclusion.
Theorem 5.2 Using the notations above, denote
π = x− δ0, π̂ = x− δ
−1
0 and ̺ = −δ0(δ + αu
2)xp
k−1.
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Then all distinct (δ + αu2)-constacyclic codes over R of length pk and their
dual codes are given by the following four cases.
(I) 1 + pm +
∑pk
t=3 p
m⌊ t
2
⌋ 1-generator codes :
(i-1) C = 〈πp
k−1u2λ−1〉 with |C| = pm, and C⊥ = 〈u, π̂〉.
(i-2) C = 〈bπp
k−1u2λ−2 + πp
k−2u2λ−1〉 with |C| = p2m, where b ∈ Fpm, and
C⊥ = 〈−b̺π̂ + u, π̂2〉.
(i-3) C = 〈h(x) · π⌈
pk−l0
2
⌉+l0u2λ−2 + πl0u2λ−1〉 with |C| = pm(p
k−l0), where
h(x) ∈ H
⌊
pk−l0
2
⌋
and 0 ≤ l0 ≤ p
k − 3, and
C⊥ = 〈−ĥ(x)̺⌈
pk−l0
2
⌉ · π̂⌈
pk−l0
2
⌉ + u, π̂p
k−l0〉.
(II) λpk + 1 1-generator codes :
⋄ C = 〈0〉, in this case we have C⊥ = 〈1〉;
⋄ C = 〈πl0u2l1〉 with |C| = p2m((λ−l1)p
k−l0), where 0 ≤ l0 ≤ pk − 1 and
0 ≤ l1 ≤ λ− 1, and C⊥ = 〈π̂p
k−l0u2(λ−l1−1)〉.
(III) 1 + pm +
∑pk
t=3 p
m⌊ t
2
⌋ 2-generator codes :
(iii-1) C = 〈u, π〉 with |C| = pmn(2λp
k−1), and C⊥ = 〈π̂p
k−1u2λ−1〉.
(iii-2) C = 〈bπ + u, π2〉 with |C| = p2mn(λp
k−1), where b ∈ Fpm, and C⊥ =
〈−b̺ · π̂p
k−1u2λ−2 + π̂p
k−2u2λ−1〉.
(iii-3-1) C = 〈h(x)·π
pk+1
2 +u, u2〉 with |C| = pm(2λ−1)p
k
where h(x) ∈ H pk−1
2
,
and C⊥ = 〈−ĥ(x)̺
pk+1
2 · π̂
pk+1
2 u2λ−2 + u2λ−1〉.
(iii-3-2) C = 〈h(x)·π⌈
t
2
⌉+u, πt〉 with |C| = pm(2λp
k−t), where 3 ≤ t ≤ pk−1
and h(x) ∈ H⌊ t
2
⌋, and C
⊥ = 〈−ĥ(x)̺⌈
t
2
⌉ · π̂p
k−t+⌈ t
2
⌉u2λ−2 + π̂p
k−tu2λ−1〉.
(IV) λpk − 2 + (λpk − 3)pm +
∑pk
t=3(λp
k − 1− t)pm⌊
t
2
⌋ codes.
(iv-1) λpk − 2 2-generator codes :
C = 〈πl0+1u2l1 , πl0u2l1+1〉 with |C| = pm(2(λ−l1)p
k−2l0−1), where the pair
(l0, l1) of integers is given by one of the following two cases
⋄ (l0, l1) 6= (0, 0), 0 ≤ l0 ≤ pk − 1 and 0 ≤ l1 ≤ λ− 2;
⋄ 0 ≤ l0 ≤ pk − 2 and l1 = λ− 1,
and C⊥ = 〈π̂p
k−l0u2(λ−l1−1), π̂p
k−l0−1u2(λ−l1−1)+1〉.
(iv-2) (λpk − 3)pm 2-generator codes :
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C = 〈bπl0+1u2l1 + πl0u2l1+1, πl0+2u2l1〉 with |C| = p2m((λ−l1)p
k−l0−1), where
b ∈ Fpm and the pair (l0, l1) of integers is given by one of the following two
cases
⋄ (l0, l1) 6= (0, 0), 0 ≤ l0 ≤ pk − 1 and 0 ≤ l1 ≤ λ− 2;
⋄ 0 ≤ l0 ≤ pk − 3 and l1 = λ− 1,
and C⊥ = 〈−b̺ · π̂p
k−l0−1u2(λ−l1−1) + π̂p
k−l0−2u2(λ−l1−1)+1, π̂p
k−l0u2(λ−l1−1)〉.
(iv-3)
∑pk
t=3(λp
k − 1− t)pm⌊
t
2
⌋ 2-generator codes :
(iv-3-1) C = 〈h(x) · πl0−
pk−1
2 u2(l1+1) + πl0u2l1+1, πl0u2(l1+1)〉 with |C| =
pm((2λ−2l1−1)p
k−2l0), where h(x) ∈ H pk−1
2
, p
k−1
2
≤ l0 ≤ pk − 1 and 0 ≤ l1 ≤
λ − 2, and C⊥ = 〈π̂p
k−l0u2(λ−l1−1),−ϑ−1ĥ(x)̺
pk+1
2 · π̂p
k+ p
k
+1
2
−l0u2(λ−l1−2) +
π̂p
k−l0u2(λ−l1−2)+1〉.
(iv-3-2) C = 〈h(x) · π
pk+1
2
+l0u2l1 + πl0u2l1+1, πl0u2(l1+1)〉 with the number
of codewords |C| = pm((2λ−2l1−1)p
k−2l0), where h(x) ∈ H pk−1
2
, (l0, l1) 6= (0, 0),
0 ≤ l0 ≤
pk−3
2
and 0 ≤ l1 ≤ λ− 2, and
C⊥ = 〈−ϑĥ(x)̺
pk+1
2 · π̂
pk+1
2
−l0u2(λ−l1−1) + π̂p
k−l0u2(λ−l1−2)+1,
π̂p
k−l0u2(λ−l1−1)〉.
(iv-3-3) C = 〈h(x) · πl0+⌈
t
2
⌉u2l1 + πl0u2l1+1, πl0+tu2l1〉 with the number of
codewords |C| = pm(2(λ−l1)p
k−2l0−t), where h(x) ∈ H⌊ t
2
⌋, (l0, l1) 6= (0, 0), 0 ≤
l0 ≤ pk − 1− t, 0 ≤ l1 ≤ λ− 1 and 3 ≤ t ≤ pk − 1, and
C⊥ = 〈−ĥ(x)̺⌈
t
2
⌉ · π̂p
k−l0−t+⌈
t
2
⌉u2(λ−l1−1) + π̂p
k−l0−tu2(λ−l1−1)+1,
π̂p
k−l0u2(λ−l1−1)〉.
(iv-3-4) C = 〈h(x) ·πl0+⌈
t
2
⌉u2l1 +πl0u2l1+1, πl0+t−p
k
u2l1+2〉 with the number
of codewords |C| = pm(2(λ−l1)p
k−2l0−t), where h(x) ∈ H⌊ t
2
⌋, p
k − t ≤ l0 ≤
pk − 1− ⌈ t
2
⌉, 0 ≤ l1 ≤ λ− 2 and 3 ≤ t ≤ pk − 1, and
C⊥ = 〈−ϑĥ(x)̺⌈
t
2
⌉ · π̂p
k−l0−t+⌈
t
2
⌉u2(λ−l1−1) + π̂2p
k−l0−tu2(λ−l1−2)+1,
π̂p
k−l0u2(λ−l1−1)〉.
(iv-3-5) C = 〈h(x) · πl0+⌈
t
2
⌉−pku2l1+2 + πl0u2l1+1, πl0+t−p
k
u2l1+2〉 with |C| =
pm(2(λ−l1)p
k−2l0−t), where h(x) ∈ H⌊ t
2
⌋, p
k − ⌈ t
2
⌉ ≤ l0 ≤ pk − 1, 0 ≤ l1 ≤ λ− 2
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and 3 ≤ t ≤ pk − 1, and
C⊥ = 〈−ϑ−1ĥ(x)̺⌈
t
2
⌉ · π̂2p
k−l0−t+⌈
t
2
⌉u2(λ−l1−2) + π̂2p
k−l0−tu2(λ−l1−2)+1,
π̂p
k−l0u2(λ−l1−1)〉.
Therefore, the number of codes over R of length pk is equal to N(pm,2λ,pk,1)
=
∑ pk−1
2
l=0
(
1 + 2λpk − 4l
)
plm.
Proof. Let i be an integer, pk ≤ i ≤ λpk − 1. Then there exists a unique
pair (t, l) of integers such that i = tpk + l where t ≥ 1 and 0 ≤ l ≤ pk − 1.
From Equation (9) we deduce that
π̂i = (x− δ−10 )
i = ((x− δ−10 )
pk)t(x− δ−10 )
l = (ϑu2)tπ̂l = ϑtπ̂lu2t, (11)
and τ(π) = τ(x − δ0) = x−1 − δ0 = (−δ0x−1)(x − δ
−1
0 ) = ̺π̂ in the ring
R[x]/〈xp
k
− (δ + αu2)−1〉. Then the conclusions follow from Theorems 5.1,
4.2, 3.6 and Equation (11). 
Remark Using Equations (9)–(11), a more explicit expression for the dual
code C⊥ can be given. Here, we omit these works in order to save space.
Finally, we list all (2 + 3u2)-constacyclic codes of length 5 over the ring
R = F5[u]/〈u4〉 and their dual codes by Theorem 5.2.
As p = 5, m = k = 1 and λ = 2, the number of (2 + 3u2)-constacyclic
codes of length 5 over F5[u]/〈u4〉 is equal toN(5,4,5,1) = 21+17·5+13·52 = 431.
Moreover, we have α = 3 and δ = 2. It is clear that δ0 = 2 satisfying δ
5
0 = δ,
δ−10 = 3, ϑ = 3, −ϑ
−1 = 3, (2 + 3u2)−1 = 3 + 3u2 and
⋄ H2 = {h0 + h1x | h0, h1 ∈ F5} with |H2| = 52, and H1 = F5.
⋄ x−l = (2 + 3u2)x5−l for any 1 ≤ l ≤ 4, and −2x−1 = (1 + 4u2)x4.
⋄ h(x−1) = h0 + (2 + 3u2)h1x4 for any h(x) = h0 + h1x ∈ H2.
In order to save space, we adopt the following notations: R = R[x]/〈x5−
(2 + 3u2)〉, R̂ = R[x]/〈x5 − (2 + 3u2)−1〉 and
π = x− 2, π̂ = x− 3, ̺ = (1 + 4u2)x4, h = h(x) ∈ H2 and ĥ = h(x−1).
Then π5 = 3u2 and x5 = 2 + 3u2 in R; π̂5 = 3u2, x5 = 3 + 3u2,
τ(π) = x−1 − 2 = (−2x−1)(x− 3) = ̺π̂ and (1 + u2)̺5 = 1 in R̂.
31
By Theorem 5.2, all 431 (2 + 3u2)-constacyclic codes C over R of length
5 and their dual codes C⊥ are given by the following table, where C⊥ is a
(3 + 3u2)-constacyclic code over R of length 5.
N Case C |C| C⊥
1 i-1 〈π4u3〉 5 〈u, π〉
5 i-2 〈bπ4u2 + π3u3〉 (b ∈ F5) 5
2 〈−b̺π + u, π2〉
25 i-3-1 〈hπ3u2 + u3〉 55 〈−ĥ̺3π̂3 + u, u2〉
25 i-3-2 〈hπ3u2 + πu3〉 54 〈−ĥ̺2π̂2 + u, π̂4〉
5 i-3-3 〈bπ4u2 + π2u3〉 (b ∈ F5) 53 〈−b̺2π̂2 + u, π̂3〉
1 ii-1 〈0〉 1 〈1〉
10 ii-2 〈πl0u2l1〉 520−10l1−2l0 〈π̂5−l0u2−2l1〉
0 ≤ l0 ≤ 4, l1 ∈ {0, 1}
1 iii-1 〈u, π〉 519 〈π̂4u3〉
5 iii-2 〈bπ + u, π2〉 (b ∈ F5) 518 〈−b̺π̂4u2 + π̂3u3〉
25 iii-3-1 〈hπ3 + u, u2〉 515 〈−ĥ̺3π̂3u2 + u3〉
25 iii-3-2 〈hπ2 + u, π4〉 516 〈−ĥ̺2π̂3u2 + π̂u3〉
5 iii-3-3 〈bπ2 + u, π3〉 (b ∈ F5) 517 〈−b̺2π̂4u2 + π̂2u3〉
3 iv-1-1 〈πl0+1, πl0u〉 (1 ≤ l0 ≤ 3) 520−2l0−1 〈π̂5−l0u2, π̂4−l0u3〉
1 iv-1-2 〈u2, π4u〉 511 〈π̂u2, u3〉
1 iv-1-3 〈πu2, u3〉 59 〈u2, π̂4u〉
3 iv-1-4 〈π5−lu2, π4−lu3〉 (1 ≤ l ≤ 3) 52l+1 〈π̂l+1, π̂lu〉
5 iv-2-1 〈bu2 + π4u, πu2〉 (b ∈ F5) 510 〈−bu2 + ̺4π̂4u, π̂u2〉
15 iv-2-2 〈bπl0+1 + πl0u, πl0+2〉 518−2l0 〈−b̺π̂4−l0u2 + π̂3−l0u3,
b ∈ F5, 1 ≤ l0 ≤ 3 π̂5−l0u2〉
15 iv-2-3 〈bπ4−lu2 + π3−lu3, π5−lu2〉 52l+2 〈−b̺π̂l+1 + π̂lu, π̂l+2〉
b ∈ F5, 1 ≤ l ≤ 3
75 iv-3-1 〈hπl0−2u2 + πl0u, πl0u2〉 515−2l0 〈−ĥ̺3π̂3−l0u2 + π̂5−l0u,
l0 ∈ {2, 3} π̂5−l0u2〉
〈hπ2u2 + π4u, π4u2〉 57 〈3ĥ̺3π̂4 + π̂u, π̂u2〉
25 iv-3-2 〈hπ4 + πu, πu2〉 513 〈2ĥ̺3π̂2u2 + π̂4u, π̂4u2〉
40 iv-3-3 〈bπ3u2l1 + πu2l1+1, π4u2l1〉 515−10l1 〈−b̺2π̂3u2−2l1 + π̂u3−2l1 ,
b ∈ F5, l1 ∈ {0, 1} π̂4u2−2l1〉
〈bπ2u2 + u3, π3u2〉 (b ∈ F5) 57 〈−b̺2π̂4 + π̂2u, u2〉
〈hπ2u2 + u3, π4u2〉 56 〈−ĥ̺2π̂3 + π̂u, u2〉
55 iv-3-4 〈bπ4 + π2u, u2〉 (b ∈ F5) 513 〈−b̺2π̂2u2 + u3, π̂3u2〉
〈hπ3 + πu, u2〉 514 〈−ĥ̺2π̂2u2 + u3, π̂4u2〉
〈hπ4 + π2u, πu2〉 512 〈2ĥ̺2π̂u2 + π̂4u, π̂3u2〉
60 iv-3-5 〈bπl0−3u2 + πl0u, πl0−2u2〉 517−2l0 〈−b̺2π̂4−l0u2 + π̂7−l0u,
b ∈ F5, l0 ∈ {3, 4} π̂5−l0u2〉
〈hu2 + π3u, π2u2〉 510 〈−ĥ̺2u2 + π̂3u, π̂2u2〉
〈hπu2 + π4u, π3u2〉 58 〈3ĥ̺2π̂4 + π̂2u, π̂u2〉
where N is the number of codes in the same case and h = h(x) ∈ H2.
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6. Conclusions and further research
We give an explicit representation and a complete description for all distinct
(δ + αu2)-constacyclic codes of length npk over R = Fpm[u]/〈ue〉 and their
dual codes, where p is an odd prime number, e is an even integer satisfying
e ≥ 4 and gcd(p, n) = 1. Our further interest is to consider the minimum
distance of each (δ + αu2)-constacyclic code over R of length pk.
The proof of Lemma 3.5 in the paper depends on that p is odd. Open
problems and further researches in this area include characterizing (δ+αu2)-
constacyclic codes of length 2kn over F2m [u]/〈ue〉 for any odd positive integer
n, and integers e, k satisfying e ≥ 4 and k ≥ 2 respectively.
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