It is well-known that every 2-connected planar graph has a Tutte path, i.e., a path P such that any component of G − P has only two or three attachment points on P . However, it was only recently shown that such Tutte paths can be found in polynomial time. In this paper, we give a new proof that 2-connected planar graphs have Tutte paths which leads easily to a linear-time algorithm to find Tutte paths. Furthermore, for 3-connected planar graphs our Tutte paths come with a system of distinct representatives, a strengthening that allows applications (such as finding 2-walks) to also be done in linear time.
Introduction
A Tutte path is a well-known generalization of Hamiltonian paths that allows to visit only a subset of the vertices of the graph, as long as all remaining vertices are in components with at most three attachment points. (Detailed definitions are below.) They have been studied extensively, especially for planar graphs, starting from Tutte's original result:
Theorem 1 ( [17] ). Let G be a 2-connected planar graph with distinct vertices X, Y on the outer face. Let α be an edge on the outer face. Then G has a Tutte path from X to Y that uses edge α.
We refer to the recent work by Schmid and Schmidt [14] for a detailed review of the history and applications of Tutte paths. Our work is inspired by [14] . It was long not known how to compute a Tutte path in less than exponential time. A breakthrough was achieved by Schmid and Schmidt in 2015 [12, 13] , when they showed that one can find a Tutte path for 3-connected planar graphs in polynomial time. In [14] , the same authors then argued that Tutte paths can be found in polynomial time even for 2-connected planar graphs. For both papers, the main insight is to prove the existence of a Tutte path by splitting the graph into non-overlapping subgraphs to recurse on; the split can be found in linear time and therefore the runtime becomes quadratic.
In this paper, we show that Tutte paths can be computed in linear time. To do so, we give an entirely different proof of the existence of a Tutte path for 3-connected planar graph. This proof is very simple if the graph is triangulated (we give a quick sketch below), but requires more care when faces have larger degrees. Our path (and also the one in [12, 13] ) comes with a system of distinct representatives, i.e., an injective assignment from the components of G \ P to vertices of P that are attachment points. Such representatives are useful for various applications of Tutte paths.
Our proof for 3-connected planar graphs is based on a Hamiltonian-path proof by Asano, Kikuchi and Saito [1] that was designed to give a linear-time algorithm; with arguments much as in their paper we can therefore find the Tutte path and its representatives in linear time. Since 3-connected planar graphs are (as we argue) the bottleneck in finding Tutte paths, this shows that the path of Theorem 1 can be found in linear time.
Preliminaries
We assume familiarity with graphs, see e.g. [6] . Throughout this paper, G = (V, E) denotes a graph with n vertices and m edges. We assume that G is planar, i.e., can be drawn in 2D without crossing. A planar drawing of G splits R 2 into connected regions called faces; the unbounded region is the outer face while all others are called interior faces. A vertex/edge is called exterior if it is incident to the outer face and interior otherwise. We assume throughout that G is plane, i.e., one particular abstract drawing of G has been fixed (by giving the clockwise order of edges around each vertex and the edges that are on the outer face). Any subgraph of G inherits this planar embedding, i.e., uses the induced order of edges and as outer face the face that contained the outer face of G. The following notion will be convenient: Two vertices v and w are interior-face-adjacent (in a planar graph G) if there exists an interior face that is incident to both v and w. We will simply write face-adjacent since we never consider adjacency via the outer face.
Nooses and connectivity. For a fixed planar drawing of G, let a noose be a simple cycle N that goes through vertices and faces and crosses no edge of the drawing. Note that a noose can be described as a cyclic sequence x 0 , f 1 , x 1 , . . . , f s , x s =x 0 of vertices and faces such that f i contains x i−1 and x i , and hence is independent of the chosen drawing. Frequently the choice of faces will be clear from context or irrelevant, we then say that N = x 0 , . . . , x s =x 0 goes through {x 1 , . . . , x s }. The subgraph inside/outside N is the graph induced by the vertices that are on or inside/outside N . The subgraph strictly inside/outside is obtained from this by deleting the vertices on N .
A graph G is connected if for any two vertices v, w there is a path from v to w in G. A cutting k-set in a graph G is a set S = {x 1 , . . . , x k } of vertices such that G \ S has more connected components than G. We call it a cutting pair for k = 2 and a cutting triplet for k = 3. A graph G is called k-connected if it has no cutting (k − 1)-set. Since we are only studying planar graphs, it will be convenient to use a characterization of connectivity via nooses. Consider a noose N that goes through {x 1 , . . . , x k } (and no other vertices), and there are vertices both strictly inside and strictly outside N . Then clearly S = {x 1 , . . . , x k } is a cutting k-set. Vice versa, it is not hard to see that in a planar graph any cutting k-set S for k = 1, 2, 3 gives rise to a noose N through S.
A cut component C of S is a subgraph inside a noose N through some of the vertices of S such that C contains at least one vertex not in S and is inclusion-minimal among all such nooses. In particular, a cut component C contains all vertices of S and none of the edges within S, but in our algorithm we will frequently add the edges within S to C and call the result C + .
Hamiltonian paths and Tutte paths. A Hamiltonian path is a path that visits every vertex exactly once. To generalize it to Tutte paths, we need more definitions. Fix a path P in the graph. A P -bridge C is a cut component of P and its attachment points are the vertices of P that have neighbors in C. 1 A Tutte path is a path P such that any P -bridge C has at most three attachment points, and if C contains exterior edges, then it has at most two attachment points. Our Tutte paths for 3-connected graphs will be such no non-trivial P -bridges contain exterior edges, so the second restriction holds automatically.
A Tutte path with a system of distinct representatives (or T SDR -path for short) is a Tutte path P together with an injective assignment σ from the P -bridges to vertices in P such that for every P -bridge C vertex σ(C) is an attachment point of C.
From 3-connected to 2-connected
In this section, we show that to find the path of Theorem 1 efficiently, it suffices to consider 3-connected planar graphs.
We re-prove Theorem 1, presuming it holds for 3-connected planar graphs, by induction on the number of vertices with an inner induction on the number of exterior vertices. Say we want to find a Tutte path from X to Y that uses exterior edge α = (U, W ), where X, Y are exterior vertices. In the base case, G is 3-connected and we are done. So assume that G has a cutting pair {u, v}. If (X, Y ) does not exist, then add it in such a way that α stays exterior, and find a Tutte path P in the resulting graph recursively (it has fewer exterior vertices). Since
, path P visits at least one vertex other than X, Y , and so cannot use edge (X, Y ). So it is also a Tutte path of G. Now assume (X, Y ) exists, which means that X and Y are in one cut component, say C 1 , of cutting pair {u, v}.
has fewer vertices, so by induction we can find a Tutte path P 1 from X to Y in C + 1 that uses edge α 1 ; see Fig. 1 . If α is not in C + 1 , then let C 2 be the cut component containing it and set α 2 = α, otherwise let C 2 be an arbitrary cut component and let α 2 be an arbitrary exterior edge
, then recursively find a Tutte path P 2 in C + 2 that begins at u, ends at v, and uses α 2 . Substitute P 2 in place of edge (u, v) of P 1 , i.e., set P to be X
verifies that in all cases this gives a path in G from X to Y that visits α. Any P -bridge is within C 1 or C 2 (hence has at most three attachment points due to choice of P 1 and P 2 ), or is some other cut component of {v, w} (hence has at most two attachment points), so we have a Tutte path. To find the Tutte path in linear time, we precompute in linear time all 3-connected components and store them in the so-called SPQR-tree (see e.g. [5, 7] ). Root the SPQR-tree at edge (X, Y ). For each 3-connected component C that contains at least three vertices, set (X C , Y C ) to be the edge that C has in common with its parent-component. If the single-edge component containing α is a descendant of C then set α C to be the edge that C shares with the corresponding child-component, else set α C to be an arbitrary exterior edge = (X C , Y C ) in C. Find a Tutte path that begins at X C , ends at Y C , and contains α C . We now find path P by starting with the path of the root-component, and substituting the path from each 3-connected component C for which (X C , Y C ) was in P . In particular we will substitute all paths on the components from the root to α, which means that α is in P . For some 3-connected components we do not substitute their paths; these become P -bridges with two attachment points. Since we must only compute at most one Tutte path per 3-connected component, the overall runtime is no worse than the runtime for a 3-connected planar graph.
Simple proof for triangulated planar graphs
So it suffices to find Tutte paths in linear time for 3-connected planar graphs. As a convenient warm-up, we sketch here first the (much simpler) case of a triangulated planar graph G, i.e., every face is a triangle. Remove, for every non-facial triangle T , the graph in its interior. What remains is a 4-connected triangulated planar graph H, say it has k vertices. H has a Hamiltonian path P , and Asano, Kikuchi and Saito [1] showed how to find it in linear time. Studying their proof, one can easily verify that we can force that P begins at X, ends at Y , and contains edge α, for given X, Y, α on the outer face. 2 Note that P automatically is a Tutte path, because every P -bridge resides inside an interior face of H, and hence has three attachment points and no edge on the outer face.
To find a system of representatives, we initially allow edges of P to be representatives, but forbid using exterior vertices or the edge α. Thus, assign to every interior face T of H a representative σ(T ) ∈ V (P ) ∪ E(P ) such that σ(T ) is incident to T , not an exterior vertex or α, and no two triangles obtain the same representative. There are 2k − 5 faces of H, and path P has k − 2 edges = α and k − 3 interior vertices, so there are sufficiently many possible representatives. It is not clear that we can assign distinct representatives for an arbitrary Hamiltonian path, but not hard to verify that this holds for the one from [1] . (We omit the details; they are implicit in our proof below.)
To obtain a T SDR -path, we apply a substitution trick (explained in detail below) for every edge e ∈ P that is used as representative σ(T ) for some interior face T . Namely, if T has no P -bridge inside, then simply remove e as representative. Otherwise, replace e by a (recursively obtained) T SDR -path P T of the P -bridge inside T . Since we can specify the ends of P T , and it uses no vertices of its outer face T as representatives, this gives a T SDR -path of G after repeating at all edge-representatives. The overall runtime is linear, because we can find H by computing the tree of 4-connected components in linear time [8] , and then compute a Hamiltonian path in each 4connected component in linear time [1] . The T SDR -path is obtained by substituting the Hamiltonian paths of child-components into the one of the root as needed to replace edge-representatives.
Tutte paths in 3-connected planar graphs
In this section, we expand the ideas sketched in Section 1.3 so that they work for 3-connected planar graphs that are not necessarily triangulated. This necessitates generalizing many definitions from [1] and adding quite a few cases; these arise because now face-adjacent vertices are not necessarily adjacent. To keep the proof self-contained, we re-phrase everything from scratch. 3 We need a few definitions. The outer-stellation of a planar graph G is the graph obtained by adding a vertex in the outer face and connecting it to all vertices on the outer face of G. A planar graph G is called internally 3-connected if its outer-stellation is 3-connected. Note that this implies that G is 2-conneted and any cutting pair has only two cut components that contain other vertices. In the following we endow G with k corners, which are k vertices X 1 , . . . , X k that appear in this order on the outer face. Usually k = 3 or 4, but occasionally we allow larger k. A side of such a graph is the outer face path between two consecutive corners that does not contain any other corners. The corner-stellation G s is obtained by adding a vertex in the outer face and connecting it to the corners. We say that G is corner-3-connected with respect to corners X 1 , . . . , X k (abbreviated to "G satisfies c3c(X 1 , . . . , X k )") if the corner-stellation G s is 3-connected. Fig. 2a illustrates this condition. It is easy to show that G satisfies c3c(X 1 , . . . , X k ) if and only if k ≥ 3, G is internally 3-connected, and no cutting pair {v, w} of G has both v and w on one side of G.
For ease of proof we make the induction hypothesis stronger than just having a T SDR -path, by restricting which vertices must be visited and which vertices must not be used as representatives. A T out -path is a Tutte path P that visits all vertices on the outer face. A T int -path is a T out -path with a system of distinct representatives (SDR) where all representatives are interior vertices. The goal of the remainder of this section is to prove the following result (which immediately implies Theorem 1 for 3-connected graphs 4 ): Lemma 1. Let G be a plane graph with distinct vertices X, Y on the outer face. Let (U, W ) = (X, Y ) be an edge on the outer face. If G is corner-3-connected with respect to X, U, W, Y . then it has a T int -path that begins at X, ends at Y , and contains (U, W ).
We need a second result for the induction. Let a T end -path be a T out -path P where all representatives are either interior vertices or the last vertex of P . then G has a T end -path P that begins at X, ends at Y , and contains (U, W ) and (W, Y ). 5 Furthermore, if Y is the representative of a P -bridge C, then C has W and Y as attachment points.
We assume throughout that X, U, W, Y are enumerated in ccw order along the outer face, the other case can be resolved by reversing the planar embedding.
The following trick will help reduce cases: If graph G satisfies ( ), then Lemma 2 implies Lemma 1. Namely, assume Lemma 2 holds for G. Then, we have a T end -path P from X to Y through (U, W ) and (W, Y ). If Y is not used as representative, then the same path is also a T intpath. Otherwise some P -bridge C has Y as representative, and by assumption also has W as attachment point. It must have a third attachment point u, or {W, Y } would be a cutting pair within one side of G, contradicting corner-3-connectivity. It has no more attachment points since P is a Tutte path, so {W, Y, u} is a cutting triplet. We apply the substitution trick described below (and useful in other situations as well), which replaces (W, Y ) with a path through C that does not use u. Thus, C no longer needs a representative and we obtain a T int -path.
The substitution trick. This trick can be applied whenever we have an edge e = (w, y) used by some T out -path P , and a P -bridge C that resides inside a noose through some cutting triplet {u, w, y} for some vertex u. Define C + to be C ∪ {(u, w), (u, y)}. 6 One easily verifies that C + satisfies c3c(u, v, w), else there would have been a cutting pair in G. Hence, by induction, C + has a T int -path P C + from u to y that uses edge (u, w). It does not use the edge (u, y) since P C + begins at u with edge (u, w). So P C + \ (u, w) is a path in G from w to y that does not visit u. Substitute this in place of edge (w, y) of P ; see Fig. 2b . One easily verifies that the resulting path P is a T int -path. We will prove this in full detail in Section 4, but roughly speaking, combining paths preserves T int -paths because every P -bridge can inherit its representative from P or P C + , and no vertex is used twice as representative as P C + does not use {u, v, w} as representatives. 
Proof of Lemma 1 and Lemma 2
We prove the two lemmas simultaneous by induction on the number of vertices of G, with an inner induction on the number of interior vertices. The base case is n = 3 where G is a triangle, but the same construction works whenever the outer face is a triangle. For the induction step, we need the notation S xy , which is the outer face path from x to y in ccw direction. In particular, the four sides are S XU , S U W , S W Y and S Y X . We sometimes name sides as suggested by Fig. 2a , so S XU , S U W , S W Y and S Y X are the left/bottom/right/top side, respectively.
Case 1:
The outer face is a triangle Fig. 2c illustrates this case. We know that X = Y and U = W , so must have X = U or W = Y . For Lemma 2 we know that ( ) holds, which forces W = Y , hence X = U . For Lemma 1, we may assume X = U by symmetry, for otherwise we reverse the planar embedding, find a path from Y to X that uses (W, U ) (with this, we have X = U ) and then reverse the result.
So X = U . Define P to be X=U, W, Y and observe that this is a T end -path, because the unique P -bridge C (if any) has attachment points {U, W, Y }, and we can assign Y to be its representative. So Lemma 2 holds. Since condition ( ) is satisfied, this implies Lemma 1. Let N be a noose through u and w along a common interior face f * and then going through the outer face. Let G t and G b be the subgraphs inside and outside N , named such that G b contains (U, W ). Let G + t /G + b be the graphs obtained from G t /G b by adding (u, w) to each, even if it did not exist in G (we will ensure that the final path does not use it).
We show first Lemma 1. Apply induction and find a T int -path P t of G + t from X to Y that uses edge (u, w). Now apply a modified substitution trick to (u, w). Namely, by induction there is a T int -path P b of G + b from u to w that uses edge (U, W ). Substitute P b into P t in place of (u, w) to get P . Path P uses (U, W ) since path P b does. It does not use (u, w) since we removed this from P t , and P b cannot use it since P b starts at u, ends at w, and visits (U, W ) in between. So after inheriting representatives from P b and P t we obtain a T int -path P in G.
To prove Lemma 2, note that exactly one of G + t and G + b contains (W, Y ); use a T end -path for this subgraph and create P as above. Only one graph uses Y as representative, and one easily shows that P is a T end -path. We may assume y = X; else we can use Case 2. Hence, S Y X contains at least three vertices X, y, Y , so ( ) does not hold and we have to prove only Lemma 1. Note that, if (y, w) ∈ G, then the second part of the condition always holds, as there are two interior faces containing y and w, and not both can contain Y . We choose {y, w} such that w is as close to W as possible (along path S W Y ). Let f * be a face containing y, w and not containing Y . Choose y to be the vertex on f * that is on S Y X and as close to Y as possible (among all such vertices on f * ).
G + t to be as in Case 2. One can easily see that G + b satisfies c3c(X, U, W, w, y). But since we chose w to be as close to W as possible, it also satisfies c3c(X, U, W, y). Namely, assume for contradiction that some cutting pair {y , w } exists along S W w ∪ (w, y), see Fig. 4a . Since there is no cutting pair within S W w , it must have the form {y, w } for some w closer to W . Since f * does not contain Y , neither can any face containing {y, w }, so {y, w } could have been used for Case 3, contradicting our choice of w.
By induction, we can find a T int -path P b of G + b from X to y that includes the edge (U, W ). The plan is to combine P b with a path through G t , but we must distinguish cases.
Case 3a: P b does not contain (y, w) or (y, w) ∈ G. Observe that G + t satisfies c3c(y, w, Y ). By induction, find a T int -path P t in G + t from Y to w that uses edge (y, w). Then, append the reverse of P t \ (y, w) to P b to obtain a T int -path; see Fig. 4b .
Case 3b: P b contains (y, w) and (y, w) ∈ G. In this case, we must remove (y, w) from the path and hence use a subpath in G t to reach vertex y. This requires further subcases. Let π f be the path along f * from y to w that becomes part of the the outer face of G t .
Case 3b-1: π f contains no vertex on the outer face of G other than y and w. See Fig. 4c . Then, the outer face of G t is a simple cycle and it satisfies c3c(w, y, Y ). By induction, we can find a T int -path P t in G t that begins at Y , ends at w, and uses the edge incident to y on π f . Case 3b-2: π f contains a vertex x = y, w on the outer face of G. See Fig. 4d . Since x is on f * , it cannot be on S Y y by choice of y. So x ∈ S wY \ Y . In fact, x must be the neighbor of w on both S wY and π f , else there would be a cutting pair within side S W Y . Set G t to be the graph inside a noose through y and x that has Y inside. Since π f has no vertices other than y, x, w on the outer face of G, graph G t has a simple outer face and therefore satisfies c3c(y, x, Y ). By induction, we can find a T int -path P t of G t that begins at Y , ends at x, and uses the edge incident to y on π f . We append edge (w, x) to obtain path P t . In both cases, we obtain a path P t that begins at Y , ends at w, and visits all of G t . Appending the reverse of this to P b \ (y, w) gives the T int -path.
There is a symmetric case to Case 3, where the cutting pair lies on the top and right side and it is either adjacent or the interior face containing it does not contain X. This is handled symmetrically.
Case 4: None of the above
In this case, we split G into one big graph G 0 and (possibly many) smaller graphs G 1 , . . . , G s , recurse in G 0 and then substitute T int -paths of G 1 , . . . , G s or use them as P -bridges.
We need two subcases, but first give some steps that are common to both. Let Y X be the neigh- Fig. 5 . We say that the necklace is simple if it contains no vertex twice, and interior if every x i (for 0 < i < s) is an interior vertex. One can argue that there always exists a simple interior B-necklace (see Section 4) .
Route N 0 through the outer face such that S XU is in its interior, and let G 0 (the "left graph") be the graph inside N 0 . We say that N 0 is leftmost if (among all simple interior B-necklaces) its left graph G 0 is smallest, and (among all simple interior B-necklaces whose left graph is G 0 ) it contains the most vertices of G 0 . From now on, fix a leftmost B-necklace x 0 , . . . , x s . 7
is not an edge of G, then both paths from x i to x i+1 on f i contain at least one other vertex. One of them, say z, is inside N 0 . If f i contains a vertex of S W Y , then x i and z are face-adjacent, z and x i+1 are face-adjacent, and z has a neighbor on S W Y \ {B}, so x 0 , . . . , x i , z, x i+1 , . . . , x s is a simple interior B-necklace with the same left graph but containing more vertices of G 0 . Hence N 0 is not leftmost, a contradiction.
For i = 0, . . . , s − 1, let t i be the vertex on S W Y \ {B} that is face-adjacent to x i and closest to Y (along path S W Y ) among all such vertices. Set t s = W if x s = U and t s = Y otherwise. For 0 < i ≤ s, define N i to be the noose through
, and C i be the graph strictly inside N i ; C i may be empty. See also Fig. 5b .
Let G + be the graph obtained from G by adding virtual edges (x i , x i−1 ) and (t i , t i−1 ) (for i = 1, . . . , s) whenever these two vertices are distinct and the edge did not exist in G. Let G + 0 be the graph obtained from G 0 by likewise adding virtual edges (x 0 , x 1 ), . . . , (x s−1 , x s ). This makes the outer face of G 0 a simple cycle, so G + 0 satisfies c3c(X, U, B=x s , . . . , x 0 =Y X ). We distinguish two cases.
Case 4a: ( ) holds, i.e., (X, Y ) and (W, Y ) are edges. We only have to prove Lemma 2 since this implies Lemma 1. Consider Fig. 5 .
for otherwise the face f containing x i and x j could be used as a shortcut and N 0 was not leftmost (see Figure 5 (a)). So G + 0 actually satisfies c3c(X, W, U ). Use induction to obtain a T int -path P 0 from X to W in G + 0 that uses edge (U, W ).
Fix some i = 1, . . . , s. If P + used edge (x i−1 , x i ) and it was virtual, then by Claim 1 f i contains no vertex of S W Y , which means that C i is non-empty. Apply the substitution trick to remove (x i−1 , x i ) from P + , replacing it with a path through G i . Otherwise, we do not expand G i and keep it (if C i is non-empty) as a P + -bridge. We assign x i as its representative vertex if 1 ≤ i < s, and vertex Y if i = s. Observe that this representative is interior or Y , and was not used by P 0 since P 0 was a T int -path. So we obtain a T end -path with the desired properties.
Case 4b: ( ) does not hold. We must prove only Lemma 1 and may therefore by symmetry assume that X = U . We claim that this implies that deg(Y X ) ≥ 3. For if deg(Y X ) = 2, then its neighbors form a cutting pair, which by corner-3-connectivity means that Y X is a corner, hence Y X = X. Since X = U , the two neighbors of Y X are then Y and a vertex on the left side, and we could have applied Case 2. Contradiction, so deg(Y X ) ≥ 3. Let (Y X , x 1 ) be the edge at Y X that comes after (Y X , Y ) in clockwise order. Note that x 1 is face-adjacent to Y . It must be an interior vertex, for otherwise by deg(Y X ) ≥ 3 edge (Y X , x 1 ) is a cutting pair that we could have used for Case 3 or its symmetric equivalent.
Let N 0 = x 0 =Y X , x 1 , . . . , x s =U be a simple interior U -necklace; see Fig. 6a . We use a Unecklace that is leftmost among all U -necklaces that contain x 1 . Note that Claim 1 holds for N 0 even with this restriction, since (x 0 , x 1 ) is not virtual and for all other edges (x i−1 , x i ), i > 1 one argues as above. We know that G + 0 satisfies c3c(X, Y X , x 1 , . . . , x s =U ). But observe that G + 0 has no cutting pair {x i , x j } for 1 ≤ i < j ≤ s, for otherwise (as in Case 4a) N 0 would not be the leftmost that uses x 1 . So G + 0 actually satisfies c3c(X, Y X , x 1 , U ). By induction, obtain a T int -path P 0 from U to X that uses edge (x 1 , x 0 ). Append the path U, W, t s , . . . , t 0 =Y to the reverse of P 0 to obtain path P + . This path begins at X, ends at Y , and contains (U, W ). Any P + -bridge is either a P 0 -bridge (and receives a representative there) or is G i for some 1 ≤ i ≤ s. For i > 1, assign representative x i−1 to G i ; this is an interior vertex. Graph G 1 has an empty interior by choice of x 1 so it needs no representative.
There are two reasons why cannot always use P + for the result. First, it may use virtual edges and hence not be a path in G. Second, some P + -bridge G i may have four attachment points. Both are resolved by expanding P + via paths through the G i 's.
Case 4b-1: There is some i with 1 ≤ i ≤ s where (x i−1 , x i ) is virtual and used by P + , and t i−1 = t i . By Claim 1, the interior C i is non-empty and inside the separating triplet Case 4b-2: There is a virtual edge (x i−1 , x i ) as before, but now t i−1 = t i . See Fig. 6b(top) . We want to replace both (
. So removing (t i−1 , x i−1 ) from P i splits it into two paths: path P R i connects t i to t i−1 and path P L i connects x i−1 to x i . (No other split is possible by planarity.) Neither path uses the added edge (t i , x i ) since it connects the ends of P i . Use P R i to replace (t i−1 , t i ) and P L i to replace
Case 4b-3: There is a subgraph G i that has a non-empty interior (hence is a P + -bridge) and has four attachment points. See Fig. 6b (bottom) This implies t i−1 = t i . If Case 4b-2 applied to G i , then G i is not a bridge of the resulting path and we are done. Otherwise, we do a substitution that uses a different supergraph of G i . Let G i be G i with path t i−1 , x i−1 , x i , t i added if not already in G i . This graph satisfies c3c(t i , t i−1 , x i−1 , x i ) and satisfies condition ( ) if we set X = t i , U = t i−1 , W = x i−1 and Y = x i . So we can find a T end -path P i of G i from t i to x i that uses (t i−1 , x i−1 ) and (x i−1 , x i ). Thus, P i ends with t i−1 , x i−1 , x i and P i \ {(t i−1 , x i−1 ), (x i−1 , x i )} is a path from t i−1 to t i in G i that does not visit x i−1 or x i . Substitute this path in place of edge (t i−1 , t i ) in P + . Note that one P i -bridge C may use x i as its representative, but if so, then it also has x i−1 as attachment point. We set x i−1 (which was G i 's representative and is no longer needed as such) to be the representative of C.
Case 4b-4: There is a virtual edge (t i−1 , t i ), which implies t i−1 = t i . We claim that then Case 4b-3 applies (hence, this edge will be removed from the path). Namely, if (t i−1 , t i ) is virtual, then there is at least one vertex between t i−1 and t i on the right side. This vertex belongs to the interior of N i , hence G i has a non-empty interior and (by t i−1 = t i ) four attachment points.
After doing these substitutions as applicable, there are hence no more virtual edges, no bridges have four attachment points, every bridge has an interior vertex as representative, and no vertex was used twice as representative; see Fig. 6c . This ends the proof of Lemma 1 and 2.
Linear-time complexity
It should be clear that our proof is algorithmic. The main bottlenecks for its runtime is to determine which case to apply (i.e., whether there is a cutting pair) and to find the B-necklace. Both could easily be done in linear time, by computing all cutting pairs [5, 7] and by finding a leftmost path in the subgraph induced by the neighborhood of vertices in S W Y \ B. This would yield quadratic runtime. To reduce this to linear, we need a few extra data structures. We sketch only a few of the ideas for this here; details are in Section 5.
Globally, we keep track of the corners X, U, W , and Y . For each interior vertex w and every side S ab , we keep a list V(w, S ab ) of faces that contain w as well as a vertex on S ab , in the order they appear on this side. In these lists, we can look up quickly whether an interior vertex is face-adjacent to a side. For each pair of sides S ab and S cd , we store a list P(S ab ; S cd ) of faces that are incident to a vertex on S ab and a (different) vertex on S cd , i.e., faces that connect cutting pairs. Also, each face knows for each side which vertices it has on it (there are at most two of them).
This allows to test for Case 2 and Case 3 easily ("is P(S XU , S W Y ) resp. P(S W Y , S Y X ) nonempty?"), and Case 1 and Case 4 are easily determined from the planar embedding. The order of entries in P(S W Y , S Y X ) means that we can find the appropriate cutting pair in Case 3. To find a necklace, we scan at each vertex x 1 , . . . , x s , and at each face incident to them. More precisely, we consider (for vertex x i , presuming we know face f i already) each face f in ccw order after f i , and along face f each vertex w in ccw order after x i , until we find vertex B (then we are done) or a vertex that is face-adjacent to a vertex in S W Y \ B (then this is x i+1 and f i+1 = f and we repeat). The runtime for this is proportional to the degrees of vertices and faces that were scanned. We also need to update the data structures when recursing into a subgraph; here, we scan along all vertices (and their incident faces) that were in some necklace along which we cut the graph, or that became newly exterior.
Two crucial insights are needed to bound the runtime. First, we need to scan vertices and faces only if they become incident to a side that they were not previously incident to. Second, once a vertex or face is incident to a side, it remains incident to it forever (for some suitable definition of "side"). The two combined mean that every vertex and face is scanned only a constant number of times, because there are only four sides to have incidences with, and the linear runtime follows. In fact, we only scan vertices and faces that are incident to the outer face in some subgraph, which means that they will be incident to the path P that we compute, and we have the following: 
Finding 2-walks
A 2-walk is a path Q that visits every vertex of a graph at least once and at most twice. There is a standard method of how to find a 2-walk in 3-connected planar graphs, given the ability to find T SDR -paths. We briefly review this here to argue that it takes linear time.
Let G be a 3-connected planar graph, with an edge (X, Y ) on the outer face. We want to find a 2-walk Q in G that begins at X and ends at Y , and does not visit X or Y inbetween. To do so, start with a T int -path P of G that begins at X and ends at Y . Consider one P -bridge C, which has a representative σ(C) = X, Y (since X, Y are on the outer face). Let X C be a neighbor of σ(C) in C; this vertex necessarily lies on the outer face of C. Let Y C be a neighbor of X C on the outer face of C. Recursively find a 2-walk Q C of C that begins at X C , ends at Y C , and does not visit X C or Y C inbetween. We now insert Q into P as follows:
Note that the resulting walk does not visit X or Y twice, since these are not vertices of C; it only visits X C and σ(C) twice. Hence, X C and Y C will not be visited twice in Q C , and thus not more than twice in total. Repeat with all other P -bridges C to obtain a final walk Q that visits all vertices of G. Since σ(C ) = σ(C), also σ(C) is not visited more than twice in total. Hence, all vertices are visited once or twice; in particular, X and Y are visited once.
It is now easy to see that the 2-walk can be found in linear time. The runtime to find P was proportional to the degree of all vertices and interior faces that are on or incident to P . But notice that none of these vertices and faces become vertices/interior faces of a P -bridge C. By induction on the number of P -bridges, therefore the total runtime to find a 2-walk is the total sum of vertex-degrees and face-degrees, which is linear time. We conclude:
Theorem 3. For any planar 3-connected graph, we can find a 2-walk in linear time.
Additional proof details
Throughout the text, we have left some of the more obvious details to the reader. This section provides detailed proofs for some of these results.
Arguing corner-3-connectivity
We defined corner-3-connectivity via the corner-stellation, but to show it for some subgraph G , we used one of the following two arguments: Either G was defined as the graph inside some noose N , and the outer face of G was connected, or we already knew that G was corner-3-connected for some corners, but we claimed that we can omit some of the corners since there are no cutting pairs near them. We now formally prove that this is correct:
Let G be a graph that satisfies c3c(X, U, W, Y ) for some corners X, U, W, Y . Let H be the graph inside a noose N = x 1 , . . . , x k that visits the outer face at most once. Let H + be the graph obtained from H by adding some interior edges along N . If the outer face of H + is a simple cycle, then H + satisfies c3c({x 1 , . . . , x k } ∪ C), where C ⊆ {X, U, W, Y } are the corners inside N .
Proof. See Figure 7 for an illustration of this proof. Modify the noose N such that it also goes through the vertices in C while going through the outer face. Now the noose N contains vertices x 1 , . . . , x , where C = {x k+1 , . . . , x }.
Consider the corner-stellation H s of H + with respect to {x 1 , . . . , x }; with our modification, noose N is a noose in H s as well. Observe that any pair x i , x j is connected by three vertex-disjoint paths in H s : two along the outer face of H + and one via the stellation vertex s. Likewise, s has three vertex-disjoint paths to any x i in H s : Use edges (s, x i−1 ), (s, x i ), (s, x i+1 ) and the outer face Lemma 4. Assume that G satisfies c3c(C 1 , . . . , C k ) for some k ≥ 4. Assume that no cutting pair {v, w} of G satisfies v, w ∈ S C 1 C 3 . Then G also satisfies c3c(C 1 , C 3 , . . . , C k ).
Proof. Let {v, w} be a cutting pair of G (if there is none then we are done). Since G satisfies c3c(C 1 , . . . , C k ), the corner-stellation G s of G is 3-connected, so any cut-component C of {v, w} contains at least one corner C i = v, w. This in particular implies that both v and w lie on the outer face of G. Since they are not both in S C 1 C 3 , therefore both paths between them contain at least one corner = C 2 , v, w. In consequence, any cut-component of {v, w} is connected to the stellation-vertex s along one edge that is not (C 2 , s). Therefore, G s \ (C 2 , s) is also 3-connected. This graph is the corner-stellation w.r.t. corners C 1 , C 3 , . . . , C k , which proves the claim.
Combining T int -paths
We generally obtained a T int -path by combining two or more T int -paths of subgraphs, possibly omitting some edges from these paths (but in such a way that the combination is a simple path). We now formally verify that this indeed gives a T int -path. Lemma 5. Let N be a noose of G and let H i and H o be the graphs inside and outside N , respectively. Let P i and P o be T int -paths of H i and H o , respectively. Let P ⊆ P i ∪ P o be a simple path that visits all vertices of P i ∪ P 0 . Then P is a T int -path of G.
Proof. Since P i and P o visit all their respective outer face vertices, P visits all outer face vertices and all vertices in N .
Consider a P -bridge C. It cannot have vertices both strictly inside and strictly outside N , since all vertices on N are visited by P and C is connected. So C is a P -bridge of H i or H o , and can inherit the representative it received from there. No representative is used twice since the representatives of P i and P o were strictly inside/outside N , respectively. Also, no representative is on the outer face, since none of P i and P o were.
Existence of necklaces
We also must argue that a suitable necklace exists in Case 4. Proof. It is easy to see that a B-necklace exists; for example, we can enumerate all neighbors of S W Y \ {B} in order from Y towards W and in ccw order at each vertex. The resulting necklace Y X =x 0 , . . . , x s =B in fact is interior, for if x i (for some 0 < i < s) were exterior, then either x i ∈ S XU (then we are in Case 2 because x i and its neighbor t i ∈ S W Y form a cutting pair) or x i ∈ S Y X (then we are in Case 3 because (x i , t i ) is an edge).
Consider the curve C defined by this necklace. If C visits a vertex twice, then shortcut the necklace by removing the part between the two visits. If C crosses itself, say x i−1 −x i intersects x j−1 −x j for i < j, then we can immediately go from x i−1 to x j with a curve along C, thereby removing x i , . . . , x j−1 from the necklace. So the shortest possible necklace that uses only vertices in {x 0 , . . . , x s } is simple and interior.
Linear-time complexity for 3-connected graphs
We now explain how to find the T int -path in linear time for 3-connected graphs, i.e., prove Theorem 2. We first argue how to bound the time spend on recursions, once we know which case applies and have found the subgraphs. (This is the easier part.) Then we explain how to store cutting pairs (for determination of cases) and how to store adjacencies to sides (for determination of the necklace); these data structures are not complicated, but arguing that we can update them in overall linear time is lengthy.
Allowed time for recursions.
A few notations will be useful. First, set D V := v∈V (P ) deg(v), where, as before, V (P ) are the vertices of the computed path P . Second, set G to be the set of all subgraphs that we used in some recursion. Next, let G + be the graph that we would get if we inserted into G all the edges that were used as virtual edge in some recursion. Note that G + is still a planar graph.
Let V X be the set of vertices of G that were exterior in some subgraph G ∈ G. Note that when recursing into G , we obtained a Tutte path of G that visits all exterior vertices in G . When combining Tutte paths of subgraphs, the resulting path always visits the same set of vertices. So V X ⊆ V (P ), and in particular |V X | ≤ |V (P )| ≤ D V .
Let E X be the set of edges of G + (i.e., possibly including some virtual edges) that were exterior in some subgraph G ∈ G. The ends of such edges necessarily belong to V X . Since G + is planar,
For any subgraph G ∈ G, let E X (G ) be the edges of G + that are exterior in G , but were not exterior (or did not exist) in the parent graph that we recursed from. Note that |E X (G )| ≥ 1 in all cases. The work done in the recursion for G (not including the time to determine the case or to find the necklace) is O(|E X (G )|), because we must update the planar graph embedding at the places where we split the parent graph to obtain G (details are given below). Observe that G ∈G |E X (G )| ≤ 2|E X |, because any edge becomes exterior only once, and then belongs to at most two subgraphs that we recurse in. Therefore, the time to handle each recursion (excluding the time to find the case and the necklace) is O(D V ). The bottleneck for proving Theorem 2 is hence to show how we can test for cutting pairs and find leftmost necklaces in overall time O(D V + f ∈F (P ) deg(F )).
Data structures.
We presume that with the planar embedding we obtain a standard data structure with the following:
• Every vertex v knows whether it is exterior, and has a list L(v) of its incident faces and edges in ccw order. This list is circular if v is interior, and begins and ends with the exterior edges at v otherwise. (There are exactly two such edges since we are always 2-connected.) • Every interior face f has a list L(F ) of its incident vertices and edges in ccw order.
One could demand a similar list for the outer face, but since our outer face changes frequently we will not do this. Observe that even without such a list we can walk along the outer face in ccw order, presuming we know at least one vertex v on it, by traversing the last edge in L(v) and recursing from its other end. • Vertices, edges and faces are cross-linked, i.e., each vertex/edge/face knows all its occurrences in the lists L(v) and/or L(F ). Setting up this data structure is standard material and will not be explained here; see for example [10, 3] . To find cutting pairs and leftmost necklaces efficiently, we need to store more information as follows:
C: We store a circular list C of four references C 0 , C 1 , C 2 , C 3 to vertices in G; these are the corners of G enumerated in ccw order. We also know which of these corners is X. Note that the "start corner" X may change when recursing in a subgraph (consider for example graph G + 0 in Case 4b), but we keep the vertex in the same place in C and only change the reference to X. We do not explicitly store the sides; any side is uniquely determined by its corners. We use S i for the side from C i to C i+1 (addition for corners is always modulo 4). It is important that sides are defined via entries in C (not via references to vertices) due to the following. When recursing in a subgraph G , we may replace an entry C i in C to a new vertex C i ; we call C i the corner corresponding to C i . With this, S i now automatically refers to the side that starts at C i in G (we call this the corresponding side in G ).
We call an interior face f incident to side S i if it contains a vertex v on S i . We order the interior faces incident to side S i as follows: We start with the interior faces around C i in clockwise order, hence ending with the interior face incident to C i and its neighbor x 1 on S i . Next come the interior faces around x 1 , in clockwise order, ending with the interior face incident to x 1 and its neighbor x 2 = C i on S i . Continue until we reach vertex C i+1 . With this definition in place, we need the following three lists at vertices, faces and sides:
F: For every interior face f and every i = 0, . . . , 3, we store a (possibly empty) list F(f, i) of vertices that f contains on side S i . There are at most two such vertices per side by corner-3-connectivity, else the side would have a cutting pair and violate corner-3-connectivity. This obvious fact is the crucial ingredient for our data structures, because with this many checks can be done in constant time that otherwise would take longer. For example, given a vertex w, we can check in constant time which side(s) (if any) it lies on. Namely, take an arbitrary interior face f at w and inspect F(f, i) for each i = 0, . . . , 3. Since each list has constant size, we can check in constant time whether w is in it, hence whether it lies on S i . V: For every interior vertex w and every i = 0, . . . , 3, we store a (possibly empty) list V(w, i) of interior faces f that contain w as well as a vertex on side S i . The list is sorted by the order in which these faces are incident to side S i . Note that V(w, i) allows us to check in constant time whether w is face-adjacent to corner C i , because any interior face that contains w and C i would have to be the first entry in V(w, i) by the order of faces incident to S i . P: For any two distinct sides S i , S j we store a list P(i, j) of interior faces that contain a cutting pair {v, w} of G, with v on side S i and w on side S j . This list is sorted by the order in which these faces are incident to side S i . Note that P(j, i) is the reverse of P(i, j), but it will be convenient to store both of them. We assume that any face f knows of all its occurrences in some list P(i, j); this is only a constant overhead per face.
Initialization. We argue how to initialize the data structure in O(n) time; this then also shows that it uses O(n) space. We assume that we are given references to the corners, and hence initialize C by walking around the outer face. For all other data structures, we call scan side(i, C i , C i+1 ) for i = 0, . . . , 3.
In other words, we visit all exterior vertices, scan all their incident interior faces, and update all the lists as needed. One verifies that, since we scan along a side in ccw order, the lists automatically receive the correct order. We should also mention that the conditions in lines (+) and (++) (explained below) are always true for the initialization and can be tested in constant time for later recursions. Condition (+++) can be tested in constant time per vertex by marking (before starting w) is not on the outer face then foreach side S j = S i containing w do append f to P (i, j) if w will not get scanned then // (+++) prepend f to P (j, i) any scan for any side) all vertices that will be scanned; in the initialization, this is all vertices.
The operation of scanning a vertex v takes O(deg(v)) time plus the time to scan its incident interior faces which we will count with those faces. The operation of scanning a face f takes O(deg(f )) time. In total, the runtime of the initialization is therefore proportional to the degrees of vertices and faces that are incident to the outer face, which is at most linear.
Updating
We first give some general rules for how to update the data structure, and then fill in for each individual case some case-dependent details. Assume that we recurse into some subgraph G of G. Where useful, we will use "primed" versions (such as V and S i ) for the data structures and properties of G .
Each case will state which corner C of G corresponds to which corner C of G, i.e., takes the entry of C in C; this defines corresponding sides. We will do this so that the following holds: Property 1. Assume that a vertex v is incident to a side S i in G and belongs to some subgraph G that we recurse in. Then, v is incident to the corresponding side S i of G .
We cannot afford to fully copy the graph structure (i.e., lists L(v) and L(F )) from G into G since this would be too slow. Instead, observe that G is in all cases defined as the inside of some noose N of G. At every vertex v traversed by noose N , we split the incidence list L(v) into the two parts at the faces traversed by N ; these faces become the outer face of G and hence this sets the lists up correctly. For any interior face f traversed by N , we might insert a virtual edge along f ; if we do so, then we assume that the part inside N (hence belonging to G ) inherits the reference f and the (suitably shortened) list L(F ). (We assume that here, as in many of the other operations below, we store where the lists were cut, and keep a reference to the rest, so that we can restore the rest when returning from the recursion in G and recursing into a different subgraph of G. We view this record as "belonging" to the (possibly virtual) edge that newly became an outer face edge of G ; the final set of such edges form a planar graph, thus this overhead takes space O(n) overall.)
Subgraph G inherits the lists V, i.e., V (w, i) := V(w, i) for all vertices w that are in G , and no time is spent on creating these since we simply keep the same lists. We need to argue that this does not create false positives for an interior vertex w of G . Recall that V(w, i) stores interior faces f that contain w as well as a vertex on S i . Clearly, f still contains w in G , and it does contain a vertex on the corresponding side S i of G because of the following lemma.
Lemma 7. Assume that an interior face f is incident to side S i in G, and f (or some part of f obtained by dividing f along a virtual edge) is an interior face of some subgraph G that we recurse in. Then, f is incident to the corresponding side S i of G .
Proof. This lemma is quite obvious for a face f that was not divided, because then all vertices of f must also belong to G , and by Property 1 such a vertex remains on all sides that it was on in G.
This lemma is not at all obvious for faces that were divided by insertion of virtual edges, and will be argued by going through all cases, all possible subgraphs and all sides below.
Subgraph G also inherits the four lists F(f, i) for any interior face f . If f was not divided by a virtual edge, then this does not add false positives since any vertex that f had on side S i of G also is in G (else f would have been divided) and on side S i (by Property 1). If f was divided by a virtual edge (v, w), then we must change F(f, i), where S i is the side that contains (v, w). We know i from each case below, and set F(f, i) := {v, w}. (We should also keep keep a copy of the prior list F(f, i) until we are done with updating the entire data structure, because in some of the tests below we need to use the lists as they were in G. This is only constant space overhead.)
The initialization of the P-lists for G will depend on each case, but as will be seen, they are either empty or inherited from G (with minor modifications). Furthermore, all cutting pairs of G that also exist in G get copied over.
Scanning (parts of ) sides. We have initialized the data structures of G so that it has no false positives (entries that should not be there), but it may be missing some entries since some vertices may be new to a side. To add these missing entries, we scan (parts of) each side S i in such a way that all vertices that are new to S i are guaranteed to be scanned, i.e., we call scan side(i, c, d) for some i ∈ {0, . . . , 3} and some vertices c, d ∈ S i . (Each case listed below will explain exactly what needs to be scanned.) We should mention here that the pseudocode needs a few minor modifications to obtain the correct order for V and P; we will explain this below. To make this feasible, we need that c, d are not arbitrary, and will show the following: Property 2. Assume that, when recursing from G to a subgraph G , we scan along a part S cd of some side S i . Then, one of the following holds:
(i) We scan the entire side (i.e., c = C i and d = C i+1 ), and the vertices between c and d (if any) were not on side S i , or d) is an edge, c was on S i in G, and d was not on S i in G.
It is worth pointing out that the second situation is needed in only one case (for graph G + b in Case 3).
We exempt in line (+) a vertex v from scanning if it was already on side S i before. (By Property 2, this can happen only to c or to d, because all other vertices were new to the side.) First, note that this can be tested in constant time by inspecting F(f, i) (using the lists as they were in G) for some interior face f incident to v. If v was already on side S i in G, then scanning it would not add v or an interior face f incident to v to any V-list or F-list, because all these lists already contained it in G and were inherited. Also, any cutting pair {v, w} of G where both v and w already existed on their sides in G was in some P-list of G and was inherited by G . If w did not exist on its side (say S j ) in G, then we will scan at w from side S j , find the cutting pair then, and update P(i, j) as well due to line (+++). So there is no need to scan at v.
We likewise exempt a face f from scanning if it was already on the side, i.e., if the list F(f, i) in G was non-empty. As above, one argues that this will mean no missed entries in the data structure. Avoiding these face scans is the crucial insight to bring the runtime down to linear. Proof. When scanning sides (for one subgraph G ), we may spend time on vertices that end up not being scanned, due to line (+). By Property 2, there are at most two vertices on each side, hence O(1) in total. We count this as overhead to the time O(|E X (G )|) that we budgeted for G earlier, and do not consider it further here.
Likewise, we spend some time on interior faces that were incident to a scanned vertex v, but already incident to the side of v and therefore end up not being scanned due to line (++). We spend O(1) time per such face, hence O(deg(v)) time per scanned vertex v. We count this as overhead to the time that we budget for scanning v, and do not consider it further here.
So we must only bound the time spend on scanning faces and vertices that were actually new to the side. Every vertex is incident to at most 4 sides, and since it never loses a side-incidence by Property 1 and gains one with every scan by the rule in line (+), it is scanned O(1) times.
Consider a face f that gets scanned at least once. During some recursion, face f may get split into pieces, which in turn can get split into more pieces in later recursions; let f 1 , . . . , f k be the (disjoint) pieces of f that do not get split further.
Consider some part f of f (possibly f = f ) that gets scanned, which takes O(deg(f )) time. Let f i 1 , . . . , f i (with i j ∈ {1, . . . , k}) be the pieces of f that belong to f . Then, j=1 deg(f i j ) ≥ deg(f ). So it suffices to account for the work if we assign O(deg(f i j )) work to each piece f i j .
During the scan of f , it acquires a new side-incidence due to the rule in line (++). Crucially, by Lemma 7, this side-incidence also exists in each f i j . Therefore, we count O(deg(f i j )) time only if f i j acquires a new side-incidence, which happens at most 4 times. In consequence, the total time spent on scanning all the pieces of f is
). If a vertex or face gets scanned, then it either was incident to the outer face already (as is the case in the initialization step), or it became incident to one more side, hence incident to the outer face. So it is in V X (in case of a vertex) or incident to a vertex in V X (in case of a face). As before, V X ⊆ V (P ), so the runtime is as desired.
Maintaining the correct order. During side_scan(i,c,d), we possibly add entries to F(f, i), V(w, i), and P(i, j), for some interior face f , vertex w, and side S j . The F-lists have constant size and no particular order, but the other two lists must keep entries in the order in which faces are incident to side S i . Property 2 is crucial for showing this: we usually scan nearly the whole side.
Assume first that we scan an edge (c, C i+1 ), where C i+1 is new to the side. Therefore, the only possible entries in V (w, i) or P (i, j) are faces whose vertex on S i comes before C i+1 . So new entries (which connect to vertex C i+1 since c was already on S i ) can simply be appended and we maintain the order. Now, consider the case where we scan an entire side S i , except that C i and/or C i+1 may already have been adjacent to the side and then do not get scanned. If C i+1 was not yet on S i , then as before we can simply append new entries. If C i was not yet on S i , then we can scan in reverse order and prepend new entries. So we may assume that both C i and C i+1 were already on side S i . If S i only consists of these two vertices, then no scanning happened and we are done; we may therefore assume that the side has at least three vertices. If list P(i, j) previously was empty, then we can simply append. So by using the correct of the above approaches, we can create the correct order in P(i, j) as long as we ensure the following: Property 3. Assume that, when recursing from G to a subgraph G , we scan an entire side S i . Then, either (i) S i contains at most two vertices, or
Details for the individual cases
We now finally go through all cases and fill in some details that are case-dependent. In particular, we must explain (A) how to test whether the case applies, and (B) how to obtain the information to create the subgraphs, especially the necklace in Case 4. We must also explain for each subgraph G (C) which corners of G correspond to which corners of G so that Property 1 holds, (D) why no divided face loses a side-incidence (Lemma 7), (E) how to initialize the P-lists with the cutting pairs of G that also exist in G , (F) which vertices may be new to sides, and that we can scan them by scanning sides in such a way that Property 2 and Property 3 holds.
Case 1 and the substitution trick.
(A) It is straightforward to test whether Case 1 applies, since we know the outer face. Let us assume that Case 1 applies, and up to symmetry that X = U . (B) Observe that we only recurse into a subgraph if we apply the substitution trick. The subgraph is then G := G \ (W, Y ), i.e., we remove the edge that was the right side. We should therefore scan along the entire side S right of G . 8 Since we perform a left-first-search, we find the leftmost path (where 'path' allows for faceadjacencies) that connects W to X along vertices that are face-adjacent to Y . Any W -necklace also defines such a path, so we find the leftmost W -necklace. We claim that the total time spent on finding N is no more than the time spent for updating the data structures for graph G + 0 later. First, we spend O(1) time per vertex that we found, hence O(s) time overall. Since G + 0 has s new edges on the outer face, this is accounted for by the O(|E X (G + 0 )|) that we already counted for G + 0 . Second, we spend O(deg(f )) time on scanning an interior face f incident to vertex x. This happens only if f contains neither X nor Y , because otherwise we immediately find the next vertex of the necklace, and this was counted above. Since x becomes a vertex on the top side of G + 0 , and f contains neither X nor Y (and hence no vertex on the top side of G), it is newly adjacent to the top side and hence will get scanned during the update.
For Case 4b, finding the U -necklace is done similarly, except that we search from the top downward, rather than from the bottom upward, which requires exchanging 'clockwise' by 'ccw' in the order of scan. Recall that x 1 is not arbitrary in Case 4b; it is the clockwise neighbor after Y in L(Y X ), and we want the leftmost necklace containing it. Since we are doing a (modified) right-first-search from x 1 , we will find the leftmost necklace that includes x 1 as desired. The runtime is O(s) + O( f deg(f )), where we sum over all those interior faces f that are incident to x i (for some 1 ≤ i ≤ s − 1), and did not contain U or W (else we immediately have found the next vertex of the necklace). Any such face f was hence not incident to the bottom side of G, but is incident to the side x s , . . . , x 1 that becomes the corresponding side in G + 0 . So, as above, the time for the necklace-scan is a constant overhead for the time for the scanning done to update the data structures.
Note that, in both cases, once we found the necklace x 0 , f 1 , x 1 , . . . , x s , we can also easily find the vertices t i for i = 1, . . . , s − 1 (t 0 and t s are determined from the case). Namely, to find t i , let f be the last face in V(x i , right) (this exists by choice of x i ); then, t i is one of the vertices in F(f , right), using the one that comes ccw later on the outer face if there are two. (C) In Case 4a, graph G + 0 retains corners X, U, W , and adds W again as a corner to it. In Case 4b, graph G + 0 retains corners X, U (though their order "rotates"; X was the top-left corner in G but becomes the top-right corner in G + 0 ) and adds x 1 and x 0 as corners. Any subgraph G i (for i = 1, . . . , s and in both Case 4a and 4b) has four corners x i−1 , x i , t i , t i−1 . We let t i−1 take the place of Y in C (with this, side S t i ,t i−1 of G i corresponds to side S W Y of G as required for Property 1). As always, corners that are neither retained nor explicitly assigned a place in C are filled in as to maintain the ccw order in C. (D) We need to argue that any face f that was divided in Case 4 does not lose any side-incidences.
Assume first that some part of f belongs to graph G + 0 in Case 4a. Any incidence of f with the left or bottom side of G is carried over since G + 0 inherits these sides. So we only have to worry about incidences of f with the right or top side of G. But f cannot be incident to Y , else by Claim 1 it would have no part in G + 0 . So if f was incident to the top side, then by ( ) it must contain X, and it retains this vertex on the top side of G + 0 . Similarly, if f was adjacent to the right side, then by ( ) it must contain W , and it retains this vertex on the right side of G + 0 . Assume next that f has parts in graph G + 0 in Case 4b. Any incidence of f with the left side of G is carried over since G + 0 inherits this side. Face f cannot contain any vertex on the right side of G (and in particular not Y or W ), else by Claim 1 it would have no part in G + 0 . So f was not incident to the right side of G. Furthermore, if f was incident to the top side of G, then this incidence happened at a vertex z = Y , so z is also in G + 0 and hence f retains this side-incidence. If f was incident to the bottom side (U, W ) of G, then it is incident to U which belongs to G + 0 , and so f retains this side-incidence. Assume next that f has parts in graph G i for some 1 ≤ i ≤ s, and t i−1 = t i . We recurse in G i only if we apply the substitution trick, in case of which edge (x i−1 , x i ) is removed. In particular, the face f i that was split along (x i−1 , x i ) has no part in the graph G + i := G i ∪ (x i−1 , t i ) ∪ (x i , t i ) in which we recurse. So f = f i , hence f must have been split by (x i−1 , t i ) or (x i , t i ) and f contains t i . Because t i becomes both the top-right and the bottom-right corner in G + i , face f (which is also adjacent to one of the left corners x i−1 and x i ) is incident to all four sides of G + i . In particular, no side-incidence has been lost. Assume finally that f has parts in graph G i for some 1 ≤ i ≤ s, and t i−1 = t i . (This in particular implies that we are in Case 4b.) We argue that the side-incidences are preserved for the resulting graph G i ; then, they clearly also hold for G i = G i \ (x i−1 , x i ) which has even larger sides. Graph G i has as its four sides the edges (x i−1 , t i−1 ), (x i−1 , x i ), (x i , t i ), and the path S t i t i−1 . Any face that was divided and has parts in G i contains one of these three edges, hence immediately is adjacent to two corners and with them three sides, and we only need to worry about the one remaining side. Assume that f was divided by (x i−1 , x i ), in case of which we only need to worry if f had vertices on the right side of G. But then, by Claim 1, edge (x i−1 , x i ) was not virtual and f was not divided by this edge, a contradiction. Assume that f was divided by (x i−1 , t i−1 ), in case of which we only need to worry if f had a vertex z on the bottom side of G. If z = U , then {z, t i−1 } would be a cutting pair by t i−1 = t i , and we would have applied Case 2. So z = W , which implies t i = W (else we would have a cutting pair within the right side of G). So f contains t i , and hence is incident to all sides of G i . Assume that f was divided by (x i , t i ), in case of which we only need to worry if f had a vertex z on the top side of G. We claim that f contains Y . Namely, if z = Y , then {z, t i } would be a cutting pair by t i−1 = t i . Since we did not apply Case 3, therefore f contains Y . This implies t i−1 = Y (else we would have a cutting pair within the right side of G). So f contains t i−1 , and hence is incident to all sides of G i . (E) Since we applied neither Case 2 nor Case 3, there are only two possible cutting pairs in G:
The neighbors of X, if deg(X) = 2, and the neighbor of Y , if deg(Y ) = 2. If deg(X) = 2 or deg(Y ) = 2, then the top side is not a single edge (else we would be in Case 1 or 2), so Case 4b applies. If deg(X) = 2, then its neighbors lie on the left and top side of G (recall that we assumed X = U ). So they belong to G + 0 and form a cutting pair there. Initialize the appropriate P-lists of G + 0 with the interior face at X. If deg(Y ) = 2, then let f Y be its unique interior face. Let Y X be the neighbor of Y on the top side; this exists because X = Y . If Y = W , then the neighbors of Y would be U and Y X and form a cutting pair on the left and top side. Since the symmetric version of Case 3 does not apply, therefore f Y also contains X; but then, {X, W } is a cutting pair for Case 2. So we know Y = W . Let Y W be the neighbor of Y on the right side; this exists since Y = W . Cutting pair {Y X , Y W } is inherited by the subgraph G i that contains the edge (Y W , Y ). We initialize the appropriate P-lists of G i with the face f Y . All P-lists not initialized by the above are initialized empty. (F) We scan in all subgraphs along all entire sides that contain newly exterior edges. Such sides are single-edge sides, with the exception of side x 0 , . . . , x s (in Case 4a) and x 1 , . . . , x s (in Case 4b). But x 1 , . . . , x s−1 were interior and hence new to the side, so Property 2 holds even for these sides. Also, the P-lists are empty in Case 4a, and in Case 4b all sides are single edges or the side x 1 , . . . , x s , for which corner x 1 is new to the side. So Property 3 holds.
With this, we have explained how to do all steps in all cases. Note in particular that computing the necklace takes no more time than what was spent on scanning vertices and faces. Note further that Lemma 7 holds, hence the runtime is linear (in the degrees of vertices and faces touched by the output-path P ) as desired.
Outlook
In this paper, we improved on a very recent result that shows that Tutte paths in planar graphs can be found in quadratic time, by giving a different proof of the existence which leads to a linear-time algorithm. For 3-connected planar graphs, we obtain not only a Tutte path, but furthermore endow it with a system of distinct representatives, none of which is on the outer face. With this, we can also find 2-walks in 3-connected planar graphs in linear time.
The main remaining questions concern how to find Tutte path in other situations or with further restriction. For example, Thomassen [16] and later Sanders [11] improved Tutte's result and showed that we need not restrict the ends of the Tutte path to lie on the outer face. These paths can be found in quadratic time [14] . But our proof does not seem to carry over to the result by Sanders, because the ends of the path crucially must coincide with corners of the graph. Can we find such a path in linear time?
Furthermore, the existence of Tutte paths has been studied for other types of surfaces (see e.g. [9] and the references therein). Can these Tutte paths be found in polynomial time, and preferably, linear time?
