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Abstract: We present a novel approach for computing the Hilbert series of 4d N = 1
supersymmetric QCD with SO(Nc) and Sp(Nc) gauge groups. It is shown that such Hilbert
series can be recast in terms of determinants of Hankel matrices. With the aid of results
from random matrix theory, such Hankel determinants can be evaluated both exactly and
asymptotically. Several new results on Hilbert series for general numbers of colours and
flavours are thus obtained in this paper. We show that the Hilbert series give rise to families
of rational solutions, with palindromic numerators, to the Painleve´ VI equations. Due to the
presence of such Painleve´ equations, there exist integrable Hamiltonian systems that describe
the moduli spaces of SO(Nc) and Sp(Nc) SQCD. To each system, we explicitly state the
corresponding Hamiltonian and family of elliptic curves. It turns out that such elliptic curves
take the same form as the Seiberg–Witten curves for 4d N = 2 SU(2) gauge theory with 4
flavours.
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1 Introduction and summary
Supersymmetric gauge theory has become one of the prime subjects of interest in quantum
field theory and string theory. The presence of supersymmetry in such theories provides a
better control of dynamics of the theory than non-supersymmetric ones. Hence many aspects
of the theories can be studied analytically and exactly. Moreover, such theories exhibit a wide
range of interesting phenomena, such as confinement, chiral symmetry breaking and dualities.
One of the simplest classes of supersymmetric gauge theories is Supersymmetric Quantum
Chromodynamics (SQCD). This class of theories has received a lot of attention, partly because
of the richness of its quantum dynamics and partly because of its applications for dynamical
supersymmetry breaking. In this paper, we focus on SQCD with N = 1 supersymmetry in
four dimensions and the gauge group being SO(Nc) or Sp(Nc). The matter content consists
of Nf ‘flavours’ of chiral superfields, called quarks, in the fundamental representation of the
gauge group. The global symmetries for the cases of SO(Nc) gauge group and Sp(Nc) gauge
group are U(Nf ) and U(2Nf ) respectively. Hence, in each case, the quarks transform in the
bi-fundamental representation of SO(Nc) × U(Nf ) or Sp(Nc) × U(2Nf ) respectively. The
superpotential is taken to be zero.
Each of such theories has a continuous manifold of inequivalent exact ground states,
known as a moduli space of vacua or simply a moduli space. We refer the readers to [1, 2]
for detailed descriptions on the moduli spaces of SO(Nc) and Sp(Nc) SQCD. In classical
theory, the moduli space is the space of the solutions of the vacuum equations, namely the
F and D term equations – this is referred to as the classical moduli space. This space can be
viewed as an algebraic variety, generated by gauge invariant combinations of quarks (known
as mesons and baryons). These generators of the moduli space may be subject to certain
relations among themselves.
One of the aims of this paper is to compute a partition function, known as the Hilbert
series, to count the number of gauge invariant quantities on the moduli space. In fact, Hilbert
series have been calculated and have been used to characterise moduli spaces of a wide range of
supersymmetric gauge theories (see, e.g., [3–13]). For each theory, the Hilbert series contains
information about the generators and relations of the moduli space, viewed as an algebraic
variety [3, 4]. Moreover, given a Hilbert series, one can compute not only the dimension of
the moduli space from the order of pole (see, e.g., [3, 4] and [14]), but one can also use it as
a test whether the moduli space is a Calabi-Yau variety [9, 10].
The Hilbert series of SO(Nc) and Sp(Nc) SQCD have been computed in [10]. Such Hilbert
series were computed from the Molien–Weyl formula, which involve contour integrals over the
torus Tr, where r is the rank of the gauge group. In [10], such integrals were computed using
the residue theorem for several simple cases. From which, a number of general formulae were
conjectured and checked using many non-trivial tests.
In this paper, we introduce a new method in computing the Hilbert series of SO(Nc) and
Sp(Nc) SQCD. The idea of this method is similar to those of [12] and [13]
1, where the Hilbert
1We refer the readers to [15–19] for the use of Toeplitz determinants in the literature on decaying D-branes.
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series of U(Nc) and SU(Nc) SQCD were recast in terms of determinants of Toeplitz matrices
and these determinants were evaluated exactly and asymptotically using certain results from
random matrix theory [20–28]. On the other hand, in this paper we show that, for SO(Nc) or
Sp(Nc) SQCD, the contour integrals in the Molien–Weyl formula can be rewritten in terms of
determinant of a Hankel matrix. For these theories, we find that it is possible to apply various
versions of exact determinant formulae (EXDT), which are due to a result of [29] combined
with a computation done in [30], to calculate the Hankel determinants in the question both
exactly and asymptotically. With this method, the Hilbert series are computed for a class
of values of Nf and Nc rather than a specific value of (Nf , Nc) as in [10]. Such results for
SQCD with the gauge groups SO(2n+ 1), SO(2n) and Sp(n) are collected in Sections 2, 3, 4
(see also Appendix A for the refined Hilbert series). Using this method of computations, we
prove certain results in [10] and obtain also several new results.
With the aid of [31], we show that the Hankel determinants corresponding to SO(Nc)
and Sp(Nc) SQCD with Nf flavours give rise to infinite families of the Painleve´ VI equation,
with the parameters summarised in Table 1. These solutions share a common feature: When
written in terms of an appropriate variable, they are rational functions with palindromic
numerators. We discuss such solutions and their properties in Section 5.
In Section 6, we make use of the Painleve´ VI equations to explore further properties of the
moduli spaces. To each of such Painleve´ equations, there exists a corresponding Hamiltonian
system whose Hamiltonian describes the moduli space of SO(Nc) and Sp(Nc) SQCD with
Nf flavour. The Hamiltonian is explicitly stated in (6.1).
A result of [32] implies that there is a corresponding family of elliptic curves to such
a Hamiltonian system. These curves take the same form as the Seiberg–Witten curves of
4d N = 2 SU(2) gauge theory with 4 flavours [33]. We discuss such elliptic curves and
their parameters in Section 6.2. Although these curves are naturally associated with the
Painleve´ VI equations, their physical origin and interpretation remain unclear. Nevertheless,
the presence of the Painleve´ VI equation also implies the existence of a Lax pair which provides
the integrability structure to the aforementioned Hamiltonian system.
Note however that the classical moduli space may be modified by quantum corrections.
In Section 6.3, we use the results from [1, 2] to briefly comment on the validity of our results
for a quantum moduli space. In the case that a quantum moduli space of supersymmetric
vacua still exists, far away from singularities, the generators and their relations are unaffected
by quantum effects and there are no extra massless degrees of freedom. Hence the Hilbert
series computed in the earlier sections still capture the structure of gauge invariant operators
in such a region of the quantum moduli space. We therefore conjecture that such a region of
the quantum moduli space is still described by the integrable Hamiltonian system (6.1).2
2The correspondence between 4d N = 1 gauge theories and integrable systems has also been studied for a
large class of models which admit brane tiling descriptions (also known as dimer models). We refer the readers
to [34–36].
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2 SO(2n+ 1) SQCD with Nf flavours
In this section, we consider the Hilbert series of SO(2n + 1) SQCD with Nf flavours. We
first write it in the form of the multi-contour integrals over the n-torus Tn. This form is then
recast in terms of determinant of a Hankel matrix. We then apply a version of the EXDT
formula to compute such a determinant both exactly and asymptotically.
2.1 The computations of Hilbert series
The Hilbert series of SO(Nc) SQCD with Nf flavours can be computed in two steps as follows
(see [9, 10] for further details).
Step 1. We first consider the space of symmetric functions of the quarks Qia with i =
1, . . . , Nf and a = 1, . . . , Nc. The Hilbert series of this space can be constructed using the
plethystic exponential, which is a generator for symmetrisation [3, 4]. We define the plethystic
exponential of a multi-variable function g(t1, ..., tn) that vanishes at the origin, g(0, ..., 0) = 0,
to be
PE[g(t1, . . . , tn)] := exp
( ∞∑
r=1
1
r
g(tr1, . . . , t
r
n)
)
. (2.1)
Note that the quarks transform in the vector representation [1, 0, . . . , 0] of the SO(Nc) gauge
group and in the fundamental representation of [1, 0, . . . , 0] of the SU(Nf ) flavour symmetry.
For reference, we write down the characters of these representations as follows:
[1, 0, . . . , 0]SO(2n+1)z = 1 +
n∑
a=1
(
za +
1
za
)
, [1, 0, . . . , 0]SO(2n)z =
n∑
a=1
(
za +
1
za
)
,
[1, 0, . . . , 0]SU(Nf )x = x1 +
Nf−2∑
k=1
xk+1
xk
+
1
xNf−1
, (2.2)
where, here and from now on, we use za (with a = 1, . . . , n) to denote the Bn = SO(2n+ 1)
or Dn = SO(2n) gauge fugacities and use xi (with i = 1, . . . , Nf − 1) to denote the ANf−1 =
SU(Nf ) flavour fugacities.
In this section, we focus on the Bn = SO(2n+ 1) gauge group. The Hilbert series for the
space of symmetric functions of the quarks is then given by
PE
[
[1, 0, . . . , 0]Bnz [1, 0, . . . , 0]
ANf−1
x t
]
= 1
(1−tx1)
∏Nf−2
k=1
(
1−txk+1
xk
)(
1−txNf−1
)
×∏na=1 1
(1−tzax1)
∏Nf−2
k=1
(
1−tza xk+1xk
)(
1−tzaxNf−1
)
×∏na=1 1
(1−tz−1a x1)
∏Nf−2
k=1
(
1−tz−1a xk+1xk
)(
1−tz−1a xNf−1
)
= PE
[
[1, 0, . . . , 0]xt
]
×∏na=1 1
(1−tzax1)
∏Nf−2
k=1
(
1−tza xk+1xk
)(
1−tzaxNf−1
)
×∏na=1 1
(1−tz−1a x1)
∏Nf−2
k=1
(
1−tz−1a xk+1xk
)(
1−tz−1a xNf−1
) .
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We may set the fugacities x1, . . . , xNf−1 to unity and obtain
1
(1− t)Nf ∏na=1(1− tza)Nf (1− tza )Nf . (2.3)
Step 2. Since the moduli space is parametrised by gauge invariant quantities, we need to
project representations associated with symmetric functions in Q discussed in Step 1 onto
the trivial subrepresentation, which consists of the quantities invariant under the action of
the gauge group. Using knowledge from representation theory (known as the Molien-Weyl
formula – see e.g. [14, 37]), this can be done by integrating over the whole gauge group.
The Haar measures of the group Bn = SO(2n + 1) can be written in terms of contour
integrations as∫
dµBn =
1
(2pii)nn!
∮
|z1|=1
dz1
z1
· · ·
∮
|zn|=1
dzn
zn
∣∣∣∣∆n(z + 1z
)∣∣∣∣2 n∏
a=1
[
1− 1
2
(
za +
1
za
)]
.
(2.4)
The refined Hilbert series. The Hilbert series for SO(Nc) SQCD with Nf flavours is
given by
gNf ,Bn(t, x) =
∫
dµBn(z1, . . . , zn) PE
[
[1, 0, . . . , 0]x
(
1 +
n∑
a=1
(
za +
1
za
))
t
]
= PE [[1, 0, . . . , 0]xt] INf ,Bn(t, x) , (2.5)
where here and henceforth we write x as collective notation for x1, . . . , xn and
INf ,Bn(t, x) =
∫
dµBn(z1, . . . , zn) PE
[
[1, 0, . . . , 0]x
n∑
a=1
(
za +
1
za
)
t
]
=
1
(2pii)nn!
∮
|z1|=1
dz1
z1
· · ·
∮
|zn|=1
dzn
zn
∣∣∣∣∆n(z + 1z
)∣∣∣∣2 n∏
a=1
[
1− 1
2
(
za +
1
za
)]
×PE
[
[1, 0, . . . , 0]x
n∑
a=1
(
za +
1
za
)
t
]
. (2.6)
The unrefined Hilbert series. Setting x1, . . . , xn to unity, we obtain the so-called unre-
fined Hilbert series of SO(2n+ 1) SQCD with Nf flavours:
gNf ,Bn(t) =
∫
dµBn(z1, . . . , zn)
1
(1− t)Nf ∏na=1(1− tza)Nf (1− tza )Nf
=
1
(1− t)Nf INf ,Bn(t) , (2.7)
where
INf ,Bn(t) =
1
(2pii)nn!
∮
|z1|=1
dz1
z1
· · ·
∮
|zn|=1
dzn
zn
∣∣∣∣∆n(z + 1z
)∣∣∣∣2 n∏
a=1
[
1− 12
(
za +
1
za
)]
(1− tza)Nf (1− t/za)Nf
.
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(2.8)
We focus on computations of the unrefined Hilbert series in the main text and postpone
computations of the refined Hilbert series to Appendix A.
2.2 The Hankel determinant
In this section, we rewrite the integral form (2.6) and (2.8) of the Hilbert series in another
way. As we shall see below, the new form of the integrals allows us to recast (2.6) and (2.8)
into a determinant known as a Hankel determinant. It turns out that we can evaluate such a
determinant in an exact way. For simplicity, we shall postpone the discussion on the refined
Hilbert series to Appendix A.1 and focus on the unrefined Hilbert series in this section.
The computation of a Hankel determinant can be done using a generalization of an exact
formula for Toeplitz determinants often referred to as the Borodin–Okounkov formula. This
formula was actually first discovered by Geronimo and Case [23], later rediscovered by Borodin
and Okounkov in relation to questions related to random matrix theory and then generalized
to other classes of operators. The generalization found in [29] is the one that is useful for our
purposes. More will be said about this formula later in this section. We now first rewrite the
term (2.8) as a multiple integral over [−1, 1] and [0, 1].
Integrals over the intervals [−1, 1]n. The integral INf ,Bn(t) defined by (2.8) can be
rewritten as
INf ,Bn(t) =
1
(2pii)nn!
∮
|z1|=1
dz1
z1
· · ·
∮
|zn|=1
dzn
zn
∣∣∆n (z + 1z )∣∣2∏na=1 [1− 12 (za + 1za)][∏n
a=1
{
1 + t2 − t
(
za +
1
za
)}]Nf
=
2n
2−n
(2pi)nn!
pi∫
−pi
dθ1 · · ·
pi∫
−pi
dθn
∏
1≤a<b≤n(cos θa − cos θb)2
∏n
a=1(1− cos θa)∏n
a=1(1− 2t cos θa + t2)Nf
.
=
2n
2
(2pi)nn!
pi∫
0
dθ1 · · ·
pi∫
0
dθn
∏
1≤a<b≤n(cos θa − cos θb)2
∏n
a=1(1− cos θa)∏n
a=1(1− 2t cos θa + t2)Nf
.
=
2n
2
(2pi)nn!
1∫
−1
dy1 · · ·
1∫
−1
dyn
∏
1≤a<b≤n
(ya − yb)2
n∏
a=1
(1− ya)1/2(1 + ya)−1/2
(1− 2tya + t2)Nf , (2.9)
where we have written za = e
iθa and taken ya = cos θa.
Integrals over the intervals [0, 1]n. We can further rewrite the Hilbert series in terms of
the Hankel determinants as follows. Let us change the variable
ya = 2ζa − 1 . (2.10)
Therefore, we have
gNf ,Bn(t) =
1
(1− t)Nf INf ,Bn(t)
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=
22n
2
(2pi)nn!
1
(1− t)Nf (−4t)nNf
1∫
0
dζ1 · · ·
1∫
0
dζn
∏
1≤a<b≤n
(ζa − ζb)2
n∏
a=1
ζ
−1/2
a (1− ζa)1/2(
ζa − (1+t)24t
)Nf
= CNf ,Bn(t)DNf ,Bn(T ) , (2.11)
where the factor CNf ,Bn(t) is given by
CNf ,Bn(t) :=
22n
2
(2pi)n
1
(1− t)Nf (−4t)nNf , (2.12)
and DNf ,Bn(T ) and the variable T are given by
DNf ,Bn(T ) :=
1
n!
1∫
0
dζ1 · · ·
1∫
0
dζn
∏
1≤a<b≤n
(ζa − ζb)2
n∏
a=1
w(ζa;T ) , (2.13)
w(ζa;T ) := ζ
−1/2
a (1− ζa)1/2(ζa − T )−Nf , (2.14)
T :=
(1 + t)2
4t
. (2.15)
Using Gram’s formula (see e.g., [40] and Appendix A of [12]), we rewrite DNf ,Bn(T ) as
determinant of the n× n matrix:
DNf ,Bn(T ) = det
(∫ 1
0
dζ w(ζ;T )ζi+j
)n−1
i,j=0
. (2.16)
The Hankel determinant. The determinant DNf ,Bn(T ) is known as the Hankel determi-
nant with the perturbed Jacobi weight
w(ζ;T ) = ζα(1− ζ)β(ζ − T )γ , (2.17)
with the parameters
α = −1/2, β = 1/2, γ = −Nf . (2.18)
The weight w(ζ;T ) is a perturbation (ζ − T )γ on the Jacobi weight ζα(1 − ζ)β. Note
that perturbed Jacobi weights have been extensively studied in [30, 41–48] using the ladder
operator approach to orthogonal polynomials.
Palindromic numerator of the Hilbert series. Observe that T is invariant under
t 7→ 1/t. Hence it is clear that the determinant DNf ,Bn(T ) is also invariant under this
transformation. Since
CNf ,Bn(1/t) = (−1)Nf t(2n+1)NfCNfBn(t) , (2.19)
it follows that
gNf ,Bn(1/t) = (−t)(2n+1)Nf gNf ,Bn(t) = (−t)NcNf gNf ,Bn(t) , (2.20)
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and so the numerator of gNf ,Bn(t) is palindromic. Note that this is the same argument used
in [9] to prove the palindromic property of the numerator of SU(Nc) SQCD. A physical
implication is that the moduli space is a Calabi-Yau variety.
We shall make use of the transformation t 7→ 1/t to deduce some symmetries of certain
Painleve´ solutions in Section 5.2.
2.3 The EXDT II formula
Having identified the Hilbert series with the Hankel determinant, we can now apply techniques
from random matrix theory to compute the Hankel determinant both exactly and asymptoti-
cally in a similar fashion to [12]. As mentioned earlier, this technique involves a generalisation
of the Geronimo–Case–Borodin–Okounkov (GCBO), which was used extensively in [12] for
computing Toeplitz determinants. Such a generalisation to the Hankel determinants with
Jacobi weights and with the parameters α, β = ±1/2 follows from a result due to Basor–
Ehrhardt [29] combined with a computation done in [30]. Because of the choice of parameters
there are four cases of the formula and we will denote these as EXDT I, EXDT II, etc. or
EXDT when the choice of parameters is not specified. (The choice of I, II, etc. follows the
notation in [29].)
2.3.1 Computation of the Hankel determinant
To compute the integral (2.9) we observe that the factor (1−ya)1/2(1+ya)−1/2 in (2.9) tells us
that the Hankel determinant (2.9) corresponds to Case II of Propositions 3.1 and 3.3 of [29]
(see also Page 16 of [41]). Subsequently, we apply Proposition 4.1 of [29] (EXDT II formula)
to compute exact expressions of Hilbert series.
In order to apply the formula we must define the several quantities.
The symbol and its factorisation. The symbol for our problem is
a(z) := (1− tz)−Nf (1− t/z)−Nf . (2.21)
Put a(z) = a+(z)a˜+(z) with
a+(z) = (1− tz)−Nf , a˜+(z) = (1− t/z)−Nf . (2.22)
Define the function c(z) as
c(z) = a−1+ (z)a˜+(z) =
(
1− tz
1− t/z
)Nf
. (2.23)
Fourier coefficients and related matrices. The Fourier coefficients ck (with k ∈ Z) of
a function c(z) are defined by
ck :=
1
2pii
∮
|z|=1
dz
z
z−kc(z) =
1
2pii
∮
|z|=1
dz
z
z−k
(
1− tz
1− t/z
)Nf
. (2.24)
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Note that the coefficients ck have been computed explicitly in (2.53) of [12]:
ck =
Nf−k∑
m=0
(
Nf
k +m
)(
Nf +m− 1
m
)
(−1)m+kt2m+k
= (−t)k
(
Nf
k
)
2F1(k −Nf , Nf ; k + 1; t2) . (2.25)
The matrices KB and KBn . From Case II on Page 13 of [29], define an infinite matrix K
B
to be the such that the (i, j)-entry (with i, j = 0, 1, 2, . . .) is given by
KB(i, j) = −ci+j+1 , (2.26)
where the superscript B indicates the gauge group Bn = SO(2n+ 1).
Let us define the projection matrix Qn to be an infinite matrix such that
Qn = diag(0, 0, . . . , 0︸ ︷︷ ︸
n zeros
, 1, 1, . . .) , (2.27)
and define the matrix KBn to be
KBn = QnK
BQn . (2.28)
It follows that
KBn (i, j) =
{
0 for 0 ≤ i, j ≤ n− 1 and i+ j ≥ Nf
−ci+j+1 otherwise . (2.29)
EXDT II formula. We put this all together now to compute (2.9) from the EXDT II
formula (for more details see Proposition 4.1 of [29]):
INf ,Bn(t) = G(a)nF̂II(a) det(1 +KBn ) , (2.30)
where the function G(a) is defined by
G(a) := exp
(
1
2pi
∮
|z|=1
dz
z
log a(z)
)
= 1 , (2.31)
and the function F̂II(a) is given by (see Proposition 3.3 of [29]):
F̂II(a) = exp
(
−
∞∑
n=0
[log a]2n+1 +
1
2
∞∑
n=1
n[log a]2n
)
= exp
(
−Nf
∞∑
n=0
t2n+1
2n+ 1
+
1
2
N2f
∞∑
n=1
n× t
2n
n2
)
= exp
(
1
2
Nf log
(
1− t
1 + t
)
− 1
2
N2f log(1− t2)
)
= (1− t)Nf (1− t2)−Nf (Nf+1)/2 . (2.32)
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The Hilbert series. The Hilbert series is then given by
gNf ,Bn(t) = (1− t)−NfINf ,Bn(t)
= (1− t)−NfG(a)nF̂II(a) det(1 +KBn )
=
det(1 +KBn )
(1− t2)Nf (Nf+1)/2 . (2.33)
2.3.2 Some explicit examples
In this subsection, we derive from (2.33) some explicit expressions for the Hilbert series.
The case of Nf < 2n+1. In this case K
B
n (i, j) = 0 for all i, j. Therefore, the Hilbert series
is
gNf<2n+1(t) =
1
(1− t2)Nf (Nf+1)/2 . (2.34)
The case of Nf = 2n+ 1. In this case
KBn (i, j) =
{
tNf if i = j = n
0 otherwise .
(2.35)
The Hilbert series is thus
gNf=2n+1,Bn(t) =
1 + tNf
(1− t2)Nf (Nf+1)/2 . (2.36)
The case of Nf = 2n+ 2. The non-trivial block of the matrix K
B
n is given by(
2(1 + n)t1+2n
(
1− t2) −t2+2n
−t2+2n 0
)
. (2.37)
Therefore the Hilbert series is
gNf=2n+2,Bn(t) =
1 + 2(1 + n)t1+2n − 2(1 + n)t3+2n − t4+4n
(1− t2)Nf (Nf+1)/2 . (2.38)
The case of Nf = 2n+ 3. The non-trivial block of the matrix K
B
n is given by (3 + 2n)t1+2n
(
1− t2) [1− 2t2 + n (1− t2)] (3 + 2n)t2+2n (−1 + t2) t3+2n
(3 + 2n)t2+2n
(−1 + t2) t3+2n 0
t3+2n 0 0
 .
(2.39)
Therefore the Hilbert series is
gNf=2n+3,Bn(t) =
1
(1− t2)Nf (Nf+1)/2
[
1 + (1 + n)(3 + 2n)t1+2n − 4(1 + n)(2 + n)t3+2n
+(2 + n)(3 + 2n)t5+2n − (2 + n)(3 + 2n)t4+4n + 4(1 + n)(2 + n)t6+4n
−(1 + n)(3 + 2n)t8+4n − t9+6n
]
. (2.40)
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Comments on the results
Let us state some comments on the above results.
1. The results for larger ∆ = Nf − (2n + 1) can also been obtained in a straightforward
way. However, since such results are too long to be reported here, we only show the
explicit results up to only ∆ = 2. The asymptotic formula for n,Nf →∞, with ∆ held
fixed and being finite, is derived in the next subsection.
2. Equations (2.34) and (2.36) were obtained in [10] based on physical arguments that when
Nf < 2n+ 1 the moduli space is freely generated by the mesons, and when Nf = 2n+ 1
the moduli space is a complete intersection, whose generators are mesons and a baryon
subject to precisely one relation. In [10], such equations were also confirmed by a few
examples which were directly computable from (2.8) using the residue theorem. In this
paper, we not only prove such equations using the EXDT II formula, but new results,
such as (2.38) and (2.40), are also computed. The latter are very difficult to be obtained
by performing direct integrations or even by re-summing the character expansion (2.29)
of [10]. (Such a chacteracter expansion is also re-stated in (A.26).)
3. It follows from Case II of Proposition 3.1 and Proposition 4.1 of [29] that the Hilbert
series can be written in terms of determinant of the Toeplitz matrix minus the Hankel
matrix with the symbol a(z) given by (2.21). It is then clear that the Hilbert series is a
rational function in t. Furthermore, by considering the transformation property of a(z)
under t 7→ 1/t, it is immediate that the numerator of the Hilbert series is palindromic.
2.3.3 Asymptotics of unrefined Hilbert series
Having been computing several examples using (2.33), we now examine leading behaviour of
the numerator det(1 +KBn ) of the Hilbert series as n→∞. As we shall see below, this leads
to asymptotic formulae for unrefined Hilbert series in various limits. For convenience, let us
define
∆ := Nf −Nc = Nf − (2n+ 1) . (2.41)
Note that for ∆ ≤ 0, the exact result are given by (2.34) and (2.36). In this subsection, we
shall henceforth assume that ∆ > 0.
Leading behaviour of numerators of unrefined Hilbert series
Consider
det(1 +KBn ) =
∞∑
r=0
1
r!
[ ∞∑
s=1
1
s
(−1)s+1 Tr(KBn
s
)
]r
= 1 + TrKBn +
1
2
[
(TrKBn )
2 − Tr(KBn
2
)
]
− 1
2
(TrKBn ) Tr(K
B
n
2
) + . . . .
(2.42)
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Using (2.25) and (2.29), we see that the smallest order term in 1 + TrKBn is O(t
2n+1+2∆).
For the terms
[
(TrKBn )
2 − Tr(KBn 2)
]
, it can be checked, rather delicately, that the highest
contribution is O(t4n+4). Note that the terms with higher traces are smaller.
In order that there are no overlaps between 1 + TrKBn and
[
(TrKBn )
2 − Tr(KBn 2)
]
, let
us assume that ∆ is O(1) as n → ∞. Then, the coefficients of t2n+1+2k, for all k ≤ ∆, can
be extracted from 1 + TrKBn and the subleading terms can be neglected. Another way to see
this is the following. The determinant in question is really a finite determinant of size ∆ + 1
by ∆ + 1 with n sufficiently large. Consider all the products the determinant computation.
If not all diagonal elements are in the product there must be at least two off-diagonal terms,
and thus something of order greater that t4+4n. If we use all the diagonals, then combining
any two terms that involve powers of t greater than zero will lead to terms of order at least
t4+4n.
Recall from (2.29) that KBn (i, j) = 0 for all 1 ≤ i, j ≤ n− 1 and i+ j ≥ Nf . Therefore,
we find that
TrKBn =
∆∑
l=0
KBn (n+ l, n+ l)
= −
∆∑
l=0
c2n+1+2l
= −
∆∑
l=0
∆−2l∑
j=0
(
Nf
2n+ 1 + 2l + j
)(
Nf + j − 1
j
)
(−1)j+2n+1+2lt2j+2n+1+2l
=
∆∑
l=0
∆−2l∑
j=0
(
2n+ 1 + ∆
∆− 2l − j
)(
2n+ ∆ + j
j
)
(−1)jt2j+2n+1+2l . (2.43)
Now let us extract the coefficient of t2n+1+2k (with k ≤ n). This can be obtained when
j = k − l (with the constraint 0 ≤ j = k − l ≤ ∆ − 2l). Therefore, such a coefficient can be
written as
C2n+1+2k :=
min(k,∆−k)∑
l=0
(
2n+ 1 + ∆
∆− k − l
)(
2n+ ∆ + k − l
k − l
)
(−1)k−l . (2.44)
In order to compute this summation, we use the following lemma:
Lemma 2.1. The following alternating sum can be evaluated as follows:
j∑
l=0
(−1)l
(
N
j − l
)(
N + h− l
h+ 1− l
)
=
(
N
j
)(
N + h
h+ 1
)
−
(
N
j − 1
)(
N + h− 1
h
)
+ . . .+ (−1)j
(
N
0
)(
N + h− j
h− j + 1
)
=
(
N + h+ 1
j
)(
N + h− j
h+ 1
)
. (2.45)
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Proof. Let us define F (N, j, h) to be the sum on the left hand side. Using the property that(
N
k
)
=
(
N − 1
k
)
+
(
N − 1
k − 1
)
, (2.46)
we can split the alternating sum into three terms and have the recurrence relation:
F (N, j, h) = F (N − 1, j, h) + F (N − 1, j − 1, h) + F (N, j, h− 1) . (2.47)
Now fix j ≤ N and do an induction on the quantity N + h. It is convenient to consider
the pairs (N,h) on an integer lattice. Let us focus on the line N+h = c, where c is a constant.
Suppose that every point under this line satisfies the lemma. In order to prove the statement
for the line N +h = c+1, we simply go one step to the left and then one step down according
to the identity (2.47). At the point (0, 0), this is clearly true so the lemma holds. We need
to also check that the formula works on the “edges” of the lattice where N or h are zero, but
this is clearly true. Finally, it is easy to check that the right hand side of (2.47) adds up to
(2.45). This yields the result.
Using Lemma (2.1) by setting N = 2n+ 1 + ∆, j = ∆− k, h = k − 1, we find that for
k ≤ ∆ the coefficient of t2n+1+2k is
C2n+1+2k = (−1)k
(
2n+ 1 + ∆ + k
∆− k
)(
2n+ 2k
k
)
. (2.48)
Thus, the leading behaviour of the numerator det(1 +KBn ) in the limit n→∞ is
det(1 +KBn ) ∼ 1 +
∆∑
k=0
C2n+1+2kt2n+1+2k +O(t4n+4)
= 1 +
∆∑
k=0
(−1)k
(
2n+ 1 + ∆ + k
∆− k
)(
2n+ 2k
k
)
t2n+1+2k +O(t4n+4)
= 1 +
∆∑
k=0
(−1)k
(
Nf + k
∆− k
)(
2n+ 2k
k
)
t2n+1+2k +O(t4n+4)
= 1 + tNc
(
Nf
∆
)
3F2
(
1
2
Nc,−∆, Nf + 1; 1
2
Nc + 1, Nc; t
2
)
+O(t2Nc+2) . (2.49)
It follows that the asymptotic formula (as n→∞) for the Hilbert series of SO(Nc = 2n+ 1)
SQCD with Nf flavours and ∆ = Nf −Nc = O(1) is
gNf ,SO(Nc)(t) ∼
1
(1− t2)Nf (Nf+1)/2
[
1 + tNc
(
Nf
∆
)
×
3F2
(
1
2
Nc,−∆, Nf + 1; 1
2
Nc + 1, Nc; t
2
)
+O(t2Nc+2)
]
. (2.50)
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Example: Nf = 2n+ 3. We have
det(1 +KBn ) ∼ 1 + (1 + n)(3 + 2n)t1+2n − 4(1 + n)(2 + n)t3+2n
+(2 + n)(3 + 2n)t5+2n +O(t4n+4) . (2.51)
This is in agreement with the ‘first half’ of the numerator of (2.40).
3 SO(2n) SQCD with Nf flavours
In this section, we examine the Hilbert series of SQCD with Dn = SO(2n) gauge group and
Nf flavours of quarks. The analogous calculations that were done in Bn = SO(2n + 1) case
are done here. Subsequently, we will see below that such Hilbert series can also be recast in
terms of a Hankel determinant but with different parameters from those of Bn case. Hence
we can apply a version of the EXDT formula to compute the determinant in a similar way as
before. The only essential difference is the use of EXDT IV instead of the II case employed
earlier. We supply the details for completeness sake.
3.1 The computations of Hilbert series
The Haar measures of the group Dn = SO(2n) is given by∫
dµDn =
2−(n−1)
(2pii)nn!
∮
|z1|=1
dz1
z1
· · ·
∮
|zn|=1
dzn
zn
∣∣∣∣∆n(z + 1z
)∣∣∣∣2 . (3.1)
The refined Hilbert series for SO(2n) SQCD with Nf flavours can be written as
gNf ,Dn(t, x) =
∫
dµDn(z1, . . . , zn) PE
[
[1, 0, . . . , 0]x
n∑
a=1
(
za +
1
za
)
t
]
=
2−(n−1)
(2pii)nn!
∮
|z1|=1
dz1
z1
· · ·
∮
|zn|=1
dzn
zn
∣∣∣∣∆n(z + 1z
)∣∣∣∣2
×PE
[
[1, 0, . . . , 0]x
n∑
a=1
(
za +
1
za
)
t
]
. (3.2)
Setting x1, . . . , xn = 1, we obtain the unrefined Hilbert series
gNf ,Dn(t) =
2−(n−1)
(2pii)nn!
∮
|z1|=1
dz1
z1
· · ·
∮
|zn|=1
dzn
zn
∣∣∣∣∆n(z + 1z
)∣∣∣∣2 n∏
a=1
1
(1− tza)Nf (1− t/za)Nf
.
(3.3)
3.2 The Hankel determinant
In this section, we rewrite the multi-complex-contour integrals (3.3) in terms of integrals over
the intervals [−1, 1] and [0, 1]. The latter form of the integrals allow us to recast the Hilbert
series in terms of the Hankel determinant.
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Integrals over the intervals [−1, 1]n. Writing za = eiθa and ya = cos θa in (3.3), we
obtain
gNf ,Dn(t) =
2(n−1)
2+n
(2pi)nn!
1∫
−1
dy1 · · ·
1∫
−1
dyn
∏
1≤a<b≤n
(ya − yb)2
n∏
a=1
(1− ya)−1/2(1 + ya)−1/2
(1− 2tya + t2)Nf . (3.4)
Integrals over the intervals [0, 1]n. Let us change the variable
ya = 2ζa − 1 . (3.5)
Therefore, we have
gNf ,Dn(t) =
2(n−1)
2+n2
(2pi)nn!
1
(−4t)nNf
1∫
0
dζ1 · · ·
1∫
0
dζn
∏
1≤a<b≤n
(ζa − ζb)2
n∏
a=1
ζ
−1/2
a (1− ζa)−1/2(
ζa − (1+t)24t
)Nf
= CNf ,Dn(t)DNf ,Dn(T ) , (3.6)
where the factor CNf ,Dn is given by
CNf ,Dn(t) :=
2(n−1)2+n2
(2pi)n
1
(−4t)nNf , (3.7)
and DNf ,Dn(T ) and the variable T are given by
T :=
(1 + t)2
4t
, (3.8)
DNf ,Dn(T ) :=
1
n!
1∫
0
dζ1 · · ·
1∫
0
dζn
∏
1≤a<b≤n
(ζa − ζb)2
n∏
k=1
w(ζa;T )
= det
(∫ 1
0
dζ w(ζ;T )ζi+j
)n−1
i,j=0
, (3.9)
w(ζa;T ) := ζ
−1/2
a (1− ζa)−1/2(ζa − T )−Nf . (3.10)
Indeed, DNf ,Dn(T ) is the Hankel determinant with the perturbed Jacobi weight
w(ζ;T ) := ζα(1− ζ)β(ζ − T )γ , (3.11)
with the parameters
α = −1/2, β = −1/2, γ = −Nf . (3.12)
Palindromic numerator of the Hilbert series. Observing that T is invariant under the
transformation t 7→ 1/t, it is clear that
gNf ,Dn(1/t) = t
2nNf gNf ,Dn(t) = (−t)2nNf gNf ,Dn(t) = (−t)NcNf gNf ,Dn(t) ; (3.13)
in other words, the numerator of the Hilbert series is palindromic. Note that the above
equalities are in the same form as (2.20).
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3.3 The EXDT IV formula
In this section, we compute the integrals (3.3) using the EXDT IV formula. Indeed, the
factor (1 − ya)−1/2(1 + ya)−1/2 in (3.4) implies that the Hankel determinant (3.9) falls into
Case IV of Propositions 3.1 and 3.3 of [29] (see also Page 16 of [41]). Subsequently, we apply
Proposition 4.1 of [29] to compute exact expressions of Hilbert series.
3.3.1 Computation of the Hankel determinant
Let us first define various necessary quantities in order to apply the EXDT IV formula.
The symbol and its factorisation. The symbol for our problem is
a(z) := (1− tz)−Nf (1− t/z)−Nf . (3.14)
Put a(z) = a+(z)a˜+(z) with
a+(z) = (1− tz)−Nf , a˜+(z) = (1− t/z)−Nf . (3.15)
Fourier coefficients and related matrices. The Fourier coefficients (a−1+ )k (with k ∈ Z)
of a function a−1+ are given by
(a−1+ )k :=
1
2pii
∮
|z|=1
dz
z
z−ka−1+ =
1
2pii
∮
|z|=1
dz
z
z−k(1− tz)Nf =
(
Nf
k
)
(−t)k . (3.16)
The Fourier coefficients (za˜+)k (with k ∈ Z) of a function za˜+ are given by
(za˜+)k :=
1
2pii
∮
|z|=1
dz
z
z−k(za˜+)
=
1
2pii
∮
|z|=1
dz
z
z−k+1(1− t/z)−Nf =

Nf t if k = 0
1 if k = 1
0 otherwise.
(3.17)
The Fourier coefficients (za−1+ a˜+)k (with k ∈ Z) of a function za−1+ a˜+ are given by
(za−1+ a˜+)k :=
1
2pii
∮
|z|=1
dz
z
z−k(za−1+ a˜+) =
1
2pii
∮
|z|=1
dz
z
z−(k−1)
(
1− tz
1− t/z
)Nf
= ck−1,(3.18)
where ck−1 is given by (2.25).
The matrices KD and KDn . From Case IV on Page 13 of [29], we define an infinite matrix
KD to be the such that the (i, j)-entry (with i, j = 0, 1, 2, . . .) is given by
KD(i, j) = (za−1+ a˜+)i+j+1 −
i∑
l=0
(a−1+ )i−l(za˜+)l+j+1 , (3.19)
– 16 –
where the superscript D indicates the gauge group Dn = SO(2n). We can compute K
D
explicitly as follows:
KD(i, j) = ci+j −
i∑
l=0
(
Nf
i− l
)
(−t)i−lδl+j,0 = ci+j − δj,0
(
Nf
i
)
(−t)i . (3.20)
Let us define the matrix KDn to be
KDn = QnK
DQn , (3.21)
where Qn is given by (2.27). Since n ≥ 1, it follows that
KDn (i, j) =
{
0 for 1 ≤ i, j ≤ n− 1 and i+ j ≥ Nf + 1
ci+j otherwise .
(3.22)
The explicit formula. The integrals (3.4) can be computed from the following formula
(see Proposition 4.1 of [29]):
gNf ,Dn(t) = G(a)
nF̂IV (a) det(1 +K
D
n ) , (3.23)
where the function G(a) is defined by
G(a) := exp
(
1
2pi
∮
|z|=1
dz
z
log a(z)
)
= 1 , (3.24)
and the function F̂IV (a) is given by (see Proposition 3.3 of [29]):
F̂IV (a) = exp
( ∞∑
n=1
[log a]2n +
1
2
∞∑
n=1
n[log a]2n
)
= exp
(
Nf
∞∑
n=1
t2n
2n
+
1
2
N2f
∞∑
n=1
n× t
2n
n2
)
= exp
(
−1
2
Nf log
(
1− t2)− 1
2
N2f log(1− t2)
)
= (1− t2)−Nf (Nf+1)/2 . (3.25)
The Hilbert series. The Hilbert series is then given by
gNf ,Dn(t) = G(a)
nF̂IV (a) det(1 +K
D
n ) =
det(1 +KDn )
(1− t2)Nf (Nf+1)/2 . (3.26)
3.3.2 Explicit examples and asymptotic formula
Below we give certain explicit examples.
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The case of Nf < 2n. In this case K
D
n (i, j) = 0 for all i, j. Therefore, the Hilbert series is
gNf<2n(t) =
1
(1− t2)Nf (Nf+1)/2 . (3.27)
The case of Nf = 2n. In this case
KDn (i, j) =
{
tNf if i = j = n
0 otherwise .
(3.28)
The Hilbert series is thus
gNf=2n,Dn(t) =
1 + tNf
(1− t2)Nf (Nf+1)/2 . (3.29)
The case of Nf = 2n+ 1. The non-trivial block of the matrix K
D
n is given by(
(1 + 2n)t2n
(
1− t2) −t1+2n
−t1+2n 0
)
. (3.30)
Therefore, the Hilbert series is
gNf=2n+1,Dn(t) =
1 + (1 + 2n)t2n − (1 + 2n)t2+2n − t2+4n
(1− t2)Nf (Nf+1)/2 . (3.31)
The case of Nf = 2n+ 2. The non-trivial block of the matrix K
D
n is given by (1 + n)t2n
(
1− t2) (1 + 2n− (3 + 2n)t2) 2(1 + n)t1+2n (−1 + t2) t2+2n
2(1 + n)t1+2n
(−1 + t2) t2+2n 0
t2+2n 0 0
 .
(3.32)
Therefore, the Hilbert series is
gNf=2n+2,Dn(t) =
1
(1− t2)Nf (Nf+1)/2
[
1 + (1 + n)(1 + 2n)t2n − (1 + 2n)(3 + 2n)t2+2n
+(1 + n)(3 + 2n)t4+2n − (1 + n)(3 + 2n)t2+4n + (1 + 2n)(3 + 2n)t4+4n
−(1 + n)(1 + 2n)t6+4n − t6+6n
]
. (3.33)
Comments on the results
Let us state some comments on the above results.
1. Given an n and a ∆ := Nf − n, the Hilbert series of Dn = SO(2n) SQCD with n+ ∆
flavours can be obtained from the Hilbert series of Bn = SO(2n+ 1) SQCD with n+ ∆
flavours case by setting n in the latter to n − 12 , e.g. the Hilbert series (3.33) can be
obtained from (2.40) in such a way. This fact follows from the definition (3.22) of the
matrix KDn .
2. It follows from Case IV of Proposition 3.1 and Proposition 4.1 of [29] that the Hilbert
series is a rational function in t. Furthermore, by considering the transformation prop-
erty of a(z) in (3.14) under t 7→ 1/t, it is immediate that the numerator of the Hilbert
series is palindromic.
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Asymptotics of unrefined Hilbert series
Let us examine the asymptotic behaviour of det(1 + KDn ) as n → ∞. Since both 2n and
2n+ 1 are O(2n) in this limit, one should anticipate that such an asymptotic formula should
be equal to that for det(1 +KBn ) given by (2.49). In order to see this, we proceed as follows.
Let ∆ = Nf − 2n. For ∆ ≤ 0, the exact results are given by (3.27) and (3.29). We shall
henceforth suppose that ∆ > 0. As in the above examples, we can obtain det(1 +KDn ) from
det(1 +KBn ) by setting n in the latter to n− 12 . Thus, from (2.49), we obtain
det(1 +KDn ) ∼ 1 +
∆∑
k=0
(−1)k
(
2n+ ∆ + k
∆− k
)(
2n− 1 + 2k
k
)
t2n+2k +O(t4n+2)
= 1 + tNc
(
Nf
∆
)
3F2
(
1
2
Nc,−∆, Nf + 1; 1
2
Nc + 1, Nc; t
2
)
+O(t2Nc+2) . (3.34)
Observe that the second equality of (3.34) is equal to the last equality of (2.49), as expected.
Therefore, as expected, the asymptotic formula (as n→∞) for the Hilbert series of SO(Nc =
2n) SQCD with Nf flavours and ∆ = Nf −Nc = O(1) is the same expression as in (2.50):
gNf ,SO(Nc)(t) ∼
1
(1− t2)Nf (Nf+1)/2
[
1 + tNc
(
Nf
∆
)
×
3F2
(
1
2
Nc,−∆, Nf + 1; 1
2
Nc + 1, Nc; t
2
)
+O(t2Nc+2)
]
. (3.35)
4 Sp(n) SQCD with Nf flavours
In this section, we examine the Hilbert series of SQCD with Cn = Sp(n) gauge group and
Nf flavours of quarks.
4.1 The computations of Hilbert series
The Haar measure of Sp(n) is given by∫
dµCn =
1
(2pi)nn!
∮
|z1|=1
dz1
z1
· · ·
∮
|zn|=1
dzn
zn
∣∣∣∣∆n(z + 1z
)∣∣∣∣2 n∏
a=1
[
1− 1
2
(
z2a +
1
z2a
)]
.
(4.1)
The refined Hilbert series for Sp(n) SQCD with Nf flavours can be written as
gNf ,Cn(t, x) =
∫
dµCn(z1, . . . , zn) PE
[
[1, 0, . . . , 0]x
n∑
a=1
(
za +
1
za
)
t
]
=
1
(2pi)nn!
∮
|z1|=1
dz1
z1
· · ·
∮
|zn|=1
dzn
zn
∣∣∣∣∆n(z + 1z
)∣∣∣∣2 n∏
a=1
[
1− 1
2
(
z2a +
1
z2a
)]
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×PE
[
[1, 0, . . . , 0]x
n∑
a=1
(
za +
1
za
)
t
]
. (4.2)
Setting x1, . . . , xn = 1, we obtain the unrefined Hilbert series
gNf ,Cn(t) =
1
(2pi)nn!
∮
|z1|=1
dz1
z1
· · ·
∮
|zn|=1
dzn
zn
∣∣∣∣∆n(z + 1z
)∣∣∣∣2 n∏
a=1
[
1− 12
(
z2a +
1
z2a
)]
(1− tza)2Nf (1− t/za)2Nf
.
(4.3)
4.2 The Hankel determinant
In this section, we rewrite the integral form (4.3) of the unrefined Hilbert series in another
way and then recast it in terms of the Hankel determinant.
Integrals over the intervals [−1, 1]n. Writing za = eiθa and ya = cos θa in (4.3), we
obtain
gNf ,Cn(t) =
2n
2+n
(2pi)nn!
1∫
−1
dy1 · · ·
1∫
−1
dyn
∏
1≤a<b≤n
(ya − yb)2
n∏
a=1
(1− ya)1/2(1 + ya)1/2
(1− 2tya + t2)2Nf
. (4.4)
Integrals over the intervals [0, 1]n. We can further rewrite the Hilbert series in terms of
the Hankel determinants as follows. Let us change the variable
ya = 2ζa − 1 . (4.5)
Therefore, we have
gNf ,Cn(t) =
22n(n+1)
(2pi)nn!
1
(−4t)2nNf
1∫
0
dζ1 · · ·
1∫
0
dζn
∏
1≤a<b≤n
(ζa − ζb)2
n∏
a=1
ζ
1/2
a (1− ζa)1/2(
ζa − (1+t)24t
)2Nf
= CNf ,CnDNf ,Cn(T ) , (4.6)
where the factor CNf ,Cn is given by
CNf ,Cn :=
22n(n+1)
(2pi)n
1
(4t)2nNf
, (4.7)
and DNf ,Cn(T ) and the variable T are given by
T :=
(1 + t)2
4t
, (4.8)
DNf ,Cn(T ) :=
1
n!
1∫
0
dζ1 · · ·
1∫
0
dζn
∏
1≤i<j≤n
(ζi − ζj)2
n∏
k=1
w(ζa;T )
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= det
(∫ 1
0
dζ w(ζ;T )ζi+j
)n−1
i,j=0
, (4.9)
w(ζa;T ) := ζ
1/2
a (1− ζa)1/2(ζa − T )−2Nf . (4.10)
Indeed, DNf ,Cn(T ) is the Hankel determinant with the perturbed Jacobi weight
w(ζ;T ) = ζα(1− ζ)β(ζ − T )γ , (4.11)
with
α = 1/2, β = 1/2, γ = −2Nf . (4.12)
Palindromic numerator of the Hilbert series. Observing that T is invariant under the
transformation t 7→ 1/t. Then it follows from (4.6) that
gNf ,Cn(1/t) = t
4nNf gNf ,Cn(t) ; (4.13)
in other words, the numerator of the Hilbert series is palindromic.
4.3 The EXDT III formula
The integrals (4.3) can be computed exactly using the EXDT III formula. The factor (1 −
ya)
1/2(1 + ya)
1/2 in (4.4) implies that the Hankel determinant (4.9) correspond to Case III of
Propositions 3.1 and 3.3 of [29] (see also Page 16 of [41]). Subsequently, we apply Proposition
4.1 of [29] to compute exact expressions of the Hilbert series.
4.3.1 Computation of the Hankel determinant
We now apply the EXDT III formula to the integrals (4.3). The necessary quantities for such
a formula are defined below.
The symbol and its factorisation. The symbol for our problem is
a(z) := (1− tz)−2Nf (1− t/z)−2Nf . (4.14)
Put a(z) = a+(z)a˜+(z) with
a+(z) = (1− tz)−2Nf , a˜+(z) = (1− t/z)−2Nf . (4.15)
Fourier coefficients. The Fourier coefficients (z−1a−1+ a˜+)k (with k ∈ Z) of a function
za−1+ a˜+ are defined by
(z−1a−1+ a˜+)k :=
1
2pii
∮
|z|=1
dz
z
z−k(z−1a−1+ a˜+)
=
1
2pii
∮
|z|=1
dz
z
z−(k+1)
(
1− tz
1− t/z
)2Nf
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= Ck+1 , (4.16)
where
Ck = (−t)k
(
2Nf
k
)
2F1(k − 2Nf , 2Nf ; k + 1; t2) . (4.17)
Note that this is the same as ck given by (2.25), with Nf replaced by 2Nf .
The matrices KC and KCn . From Case III on Page 13 of [29], we define an infinite matrix
KC to be the such that the (i, j)-entry (with i, j = 0, 1, 2, . . .) is given by
KC(i, j) = −(z−1a−1+ a˜+)i+j+1 = −Ci+j+2 , (4.18)
where the superscript C indicates the gauge group Cn = Sp(n). We also define the matrix
KCn to be
KCn = QnK
CQn , (4.19)
where Qn is given by (2.27). It follows that
KCn (i, j) =
{
0 for 0 ≤ i, j ≤ n− 1, i+ j ≥ 2Nf − 1
−Ci+j+2 otherwise . (4.20)
The EXDT III formula. The integrals (4.3) can be computed from the following formula
(see Proposition 4.1 of [29]):
INf ,Cn(t) = G(a)nF̂III(a) det(1 +KCn ) , (4.21)
where the function G(a) is defined by
G(a) := exp
(
1
2pi
∮
|z|=1
dz
z
log a(z)
)
= 1 , (4.22)
and the function F̂III(a) is given by (see Proposition 3.3 of [29]):
F̂III(a) = exp
(
−
∞∑
n=1
[log a]2n +
1
2
∞∑
n=1
n[log a]2n
)
= exp
(
−2Nf
∞∑
n=1
t2n
2n
+
1
2
(2Nf )
2
∞∑
n=1
n× t
2n
n2
)
= exp
(
Nf log
(
1− t2)− 2N2f log(1− t2))
= (1− t2)−Nf (2Nf−1) . (4.23)
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The Hilbert series. The Hilbert series is then given by
gNf ,Cn(t) = G(a)
nF̂III(a) det(1 +K
C
n )
=
det(1 +KCn )
(1− t2)Nf (2Nf−1) . (4.24)
Note that, as discussed in [9, 10], the numerator of the unrefined Hilbert series gNf ,Cn(t) is a
palindromic polynomial.
Some examples
Below we give certain explicit examples.
The case of Nf ≤ n. In this case KCn (i, j) = 0 for all i, j. Therefore, the Hilbert series is
gNf≤n(t) =
1
(1− t2)Nf (2Nf−1) . (4.25)
The case of Nf = n+ 1. In this case
KCn (i, j) =
{
−t2Nf if i = j = n
0 otherwise .
(4.26)
The Hilbert series is thus
gNf=n+1,Cn(t) =
1− t2Nf
(1− t2)Nf (2Nf−1) . (4.27)
The case of Nf = n+ 2. The non-trivial block of the matrix K
C
n is given by−(2 + n)t2+2n
(
1− t2) (3− 5t2 + 2n (1− t2)) 2(2 + n)t3+2n (1− t2) −t4+2n
2(2 + n)t3+2n
(
1− t2) −t4+2n 0
−t4+2n 0 0
 .
(4.28)
Therefore, the Hilbert series is
gNf=n+2,Cn(t) =
1
(1− t2)Nf (2Nf−1)
[
1− (2 + n)(3 + 2n)t2+2n + (3 + 2n)(5 + 2n)t4+2n
−(2 + n)(5 + 2n)t6+2n − (2 + n)(5 + 2n)t6+4n + (3 + 2n)(5 + 2n)t8+4n
−(2 + n)(3 + 2n)t10+4n + t12+6n
]
. (4.29)
The Hilbert series (4.25) and (4.27) are in agreement with the ones obtained in [10]. They
indicate that the moduli spaces for Nf ≤ n are freely generated, and the one for Nf = n+ 1
is a complete intersection. Note that the unrefined Hilbert series (4.29) for general n has not
been obtained before in [10]. Other results for larger ∆ = Nf − n can also been obtained in
a straightforward way.
It follows from Case III of Proposition 3.1 and Proposition 4.1 of [29] that the Hilbert
series is a rational function in t. Furthermore, by considering the transformation property
of a(z) in (4.14) under t 7→ 1/t, it is immediate that the numerator of the Hilbert series is
palindromic.
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4.3.2 Asymptotics of unrefined Hilbert series
Let us first focus on the numerator det(1 +KCn ) of the Hilbert series (4.24). The asymptotic
formulae for det(1 +KCn ) can be obtained in a similar way to that for det(1 +K
B
n ), since the
coefficients Ck in (4.17) differ from the coefficients ck in (2.25) only by changing Nf in the
latter to 2Nf in the former.
Consider the Taylor expansion of det(1 + KCn ) as in (2.42). The smallest order term
in 1 + TrKCn is O(t
2(n−1+2∆)) as n → ∞. For the terms
[
(TrKCn )
2 − Tr(KCn 2)
]
, it can be
checked that the highest contribution is O(t4n+6). The terms with higher traces are smaller.
In order that there are no overlaps between 1 + TrKCn and
[
(TrKCn )
2 − Tr(KCn 2)
]
, let us
assume that ∆ is O(1) as n→∞. Then, the coefficients of t2n+1+2k, for all 0 ≤ k ≤ 2∆− 2,
can be extracted from 1 + TrKBn and the subleading terms can be neglected.
Let ∆ = Nf−n. Recall from (4.20) that KCn (i, j) = 0 for 0 ≤ i, j ≤ n−1, i+j ≥ 2Nf−1.
Therefore, we find that
TrKCn =
∆∑
l=0
KCn (n+ l, n+ l)
= −
∆∑
l=0
C2n+2l+2
= −
∆∑
l=0
2∆−2l−2∑
j=0
(
2Nf
2n+ 2 + 2l + j
)(
2Nf + j − 1
j
)
(−1)j+2n+2l+2t2j+2n+2l+2
= −
∆∑
l=0
2∆−2l−2∑
j=0
(
2n+ 2∆
2∆− 2− 2l − j
)(
2n+ 2∆− 1 + j
j
)
(−1)jt2j+2n+2l+2 .
(4.30)
Now let us extract the coefficient of t2n+2+2k (with 0 ≤ k ≤ 2∆ − 2). This can be obtained
when j = k− l (with the constraint 0 ≤ j = k− l ≤ 2∆−2l−2). Therefore, such a coefficient
can be written as
C2n+2+2k = −
min(k,2∆−2−k)∑
l=0
(
2n+ 2∆
2∆− 2− k − l
)(
2n+ 2∆− 1 + k − l
k − l
)
(−1)k−l . (4.31)
Using Lemma 2.1, we find that the coefficients C2n+2+2k can be rewritten as
C2n+2+2k = (−1)k+1
(
2n+ 2∆ + k
2∆− 2− k
)(
2n+ 2k + 1
k
)
, (4.32)
for 0 ≤ k ≤ 2∆− 2. Thus, the leading behaviour of the numerator det(1 +KBn ) in the limit
n→∞ is
det(1 +KCn ) ∼ 1 +
2∆−2∑
k=0
C2n+1+2kt
2n+2+2k +O(t4n+6)
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= 1 +
2∆−2∑
k=0
(−1)k+1
(
2n+ 2∆ + k
2∆− 2− k
)(
2n+ 2k + 1
k
)
t2n+2+2k +O(t4n+6)
= 1 +
2∆−2∑
k=0
(−1)k+1
(
2Nf + k
2∆− 2− k
)(
2n+ 2k + 1
k
)
t2n+2+2k +O(t4n+6) .
= 1 + t2n+2
(
2Nf
2∆− 2
)
3F2
(
n+ 1, 2(1−∆), 2Nf + 1; n+ 2, 2(n+ 1); t2
)
+O(t4n+6) . (4.33)
Example: Nf = n+ 2. We have
det(1 +KCn ) ∼ 1− (2 + n)(3 + 2n)t2+2n + (3 + 2n)(5 + 2n)t4+2n
−(2 + n)(5 + 2n)t6+2n +O(t4n+6) . (4.34)
This is in agreement with the ‘first half’ of the numerator of (4.29).
5 The Painleve´ VI equation
In this section we relate the Hilbert series computed in the preceding sections with the Painleve´
VI equation. We know the connection because of the results of [31], where it is shown that
certain expressions that involve Hankel determinants satisfy the Painleve´ VI equation. Our
aims of this section are (i) to write down explicitly the corresponding parameters of the
Painleve´ VI equation to SO(2n+ 1), SO(2n) and Sp(n) SQCD, (ii) to show that the Hilbert
series give rise to an infinite family of rational solutions, with palindromic numerators, to the
Painleve´ VI equation. We summarise the information for (i) in Table 1.
We first present the Jimbo-Miwa-Okamoto σ-form of the Painleve´ VI equation whose
connection with the Hankel determinant is most transparent. Subsequently we move on to
the standard form of the Painleve´ VI equation – this is the most common form appearing in
the literature. Below we follow closely the presentation of [31].
Gauge group Hankel parameters σ-form of Painleve´ VI Standard form of Painleve´ VI
α β γ ν1 ν2 ν3 ν4 µ1 µ2 µ3 µ4
Bn = SO(2n+ 1) − 12 12 −Nf 0 12 n n−Nf 12∆2B − 18 18 12 (1−N2f )
Dn = SO(2n) − 12 − 12 −Nf − 12 0 n− 12 n− 12 −Nf 12∆2D − 18 18 12 (1−N2f )
Cn = Sp(n)
1
2
1
2 −2Nf 12 0 n+ 12 n+ 12 − 2Nf 2(∆C − 1)2 − 18 18 12 (1− 4N2f )
Table 1. Summary of the parameters in the perturbed Jacobi weights of the Hankel determinants,
the parameters in σ-form of the Painleve´ VI equation and the parameters in the standard form of the
Painleve´ VI equation. Here ∆B = Nf − (2n+ 1), ∆D = Nf − 2n and ∆C = Nf − n.
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5.1 The σ-form of the Painleve´ VI equation
For the sake of completeness, we summarise the relevant results of [31]. Let Dn(T ) be the
Hankel determinant
Dn(T ) :=
1
n!
1∫
0
dζ1 · · ·
1∫
0
dζn
∏
1≤a<b≤n
(ζa − ζb)2
n∏
k=1
w(ζa;T )
= det
(∫ 1
0
dζ w(ζ;T )ζi+j
)n−1
i,j=0
, (5.1)
with the perturbed Jacobi weight
w(ζ;T ) = ζα(1− ζ)β(ζ − T )γ . (5.2)
Let us define
Hn(T ) := T (T − 1) d
dT
logDn(T ) , (5.3)
H˜n(T ) := Hn(T ) + d1T + d2 , (5.4)
where
d1 = −n(n+ α+ β + γ)− 1
4
(α+ β)2 ,
d2 =
1
4
[2n(n+ α+ β + γ) + β(α+ β)− γ(α− β)] . (5.5)
The results in [31] show that the function H˜(T ) satisfies the Jimbo-Miwa-Okamoto σ-form
of the Painleve´ VI equation [49, 50]:
H˜ ′n(T (T − 1)H˜ ′′n)2 +
[
2H˜ ′n(TH˜
′
n − H˜n)− (H˜ ′n)2 − ν1ν2ν3ν4
]2
= (H˜ ′n + ν
2
1)(H˜
′
n + ν
2
2)(H˜
′
n + ν
2
3)(H˜
′
n + ν
2
4) , (5.6)
where a prime (′) denotes the derivative with respect to T and the parameters ν1, . . . , ν4 can
be written in terms of the Hankel parameters α, β, γ as
ν1 =
1
2
(α+ β), ν2 =
1
2
(β − α), ν3 = n+ 1
2
(α+ β), ν4 = n+
1
2
(α+ β + 2γ) . (5.7)
We should like to mention here that in 1995 Magnus [51] obtained the so-called Mag-
nus/Schlesinger equation which can be reduced in a special case to (5.6). In [52], a Mag-
nus/Schlesinger equation was derived using the Riemann-Hibert method in the context of the
Akhiezer polynomials.
Parameters of the equation. Recall that the variable T above is related to the variable
t in the Hilbert series as
T =
(1 + t)2
4t
. (5.8)
Substituting α, β, γ from Table 1 into (5.7) , we can write the parameters ν1, . . . , ν4 in terms
of Nc and Nf as tabulated in Table 1.
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Direct checks. It can also be directly checked that the Hilbert series computed in the
preceding sections give rise to the Hankel determinants and hence the functions H˜n(T ) which
satisfy the Painleve´ VI equation (5.6). Moreover, we perform a similar check for each of the
asymptotic formulae and find that the corresponding function H˜n(T ) satisfy the Painleve´
VI equation (5.6) when both sides are expanded as power series of t up to the order of the
remainder term in such an asymptotic formula.
5.2 Infinite families of rational solutions with palindromic numerators
Let us define
Dn(t) := Dn
(
(1 + t)2
4t
)
, Hn(t) := Hn
(
(1 + t)2
4t
)
, H˜n(t) := H˜n
(
(1 + t)2
4t
)
. (5.9)
These functions are simply the aforementioned Dn(T ), Hn(T ) and H˜n(T ) with the change of
variable T = (1+t)
2
4t . Note that H˜n(t) is a solution to the Painleve´ VI equation (5.6) when T
written in terms of t.
In this subsection, we show that the solution H˜n(t) is a rational function in t with
a palindromic numerator. Hence, for all possible values of Nc and Nf , the Hilbert series of
SO(Nc) and Sp(Nc) SQCD with Nf flavours give rise to infinite families of rational solutions,
with a palindromic numerators, to the Painleve´ VI equation.
Since the Hilbert series is a rational function, it is clear from (2.11), (3.6) and (4.6) that
Dn(t) is also a rational function. Therefore it is clear that Hn(t) and H˜n(t) are also rational
functions in t.
Now we show that the numerator of H˜n(t) is palindromic. We make use of the fact that
T is invariant under the transformation t 7→ 1/t. Therefore the functions Dn(T ), Hn(T ) and
H˜n(T ) are also invariant under such a transformation. Hence the function H˜n(t) has the
following property:
H˜n(1/t) = H˜n(t) . (5.10)
Hence, the function H˜n(t) has a palindromic numerator.
5.3 The standard form of the Painleve´ VI equation
According to Theorem 1.2 of [31],3 the σ-form (5.6) is related to the standard form of the
Painleve´ VI equation as follows. Let
Wn(T ) =
(T − 1)Rn(T )
2n+ α+ β + γ + 1
+ 1 , (5.11)
3Equation (5.1) of [31] should read
r∗n =
1
2tRn
[
β(1 + 2n+ α+ β + γ)− (1 + 2n+ α+ 2β − t(1 + α+ β) + γ)Rn
+(1− t)R2n + 2rn(1 + 2n+ α+ β + γ − (1− t)Rn)− (1− t)tR′n
]
.
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where Rn(T ) is given by (4.6) of [31]:
Rn(T ) =
2(2n+ 1 + α+ β + γ)(β + rn)rn
l(rn, r∗n, T ) + T (1− T )r′n(T )
, (5.12)
and
rn =
n(n+ α+ γ)− TH ′n +Hn
2n+ α+ β + γ
, (5.13)
r∗n = −
n(n+ β + γ) + (T − 1)H ′n −Hn
2n+ α+ β + γ
, (5.14)
l(rn, r
∗
n, T ) := 2(1− T )r2n +
[
(2n− β + γ)T + 2β + 2Tr∗n
]
rn
−(2n+ α+ γ)Tr∗n − n(n+ γ)T . (5.15)
We use to the prime (′) to denote a derivative with respect to T . Then, the function Wn(T )
was shown in [51] to satisfy a particular Painleve´ VI equation:
W ′′n =
1
2
(
1
Wn
+
1
Wn − 1 +
1
Wn − T
)
(W ′n)
2 −
(
1
T
+
1
T − 1 +
1
Wn − T
)
W ′n
+
Wn(Wn − 1)(Wn − T )
T 2(T 2 − 1)
(
µ1 + µ2
T
W 2n
+ µ3
T − 1
(Wn − 1)2 + µ4
T (T − 1)
(Wn − T )2
)
, (5.16)
with the parameters given by (see also (1.16) of [31])
µ1 =
(2n+ α+ β + γ + 1)2
2
, µ2 = −α
2
2
, µ3 =
β2
2
, µ4 =
1− γ2
2
. (5.17)
The parameters µ1, . . . , µ4, written in terms of Nc and Nf , are tabulated in Table 1.
Rational solutions with palindromic numerators
As before, using the fact that T is invariant under t 7→ 1/t, we see that Wn(T ) is also invariant.
Thus, by defining
Wn(t) = Wn
(
(1 + t)2
4t
)
, (5.18)
it follows that
Wn(1/t) =Wn(t) . (5.19)
From (5.12), it is clear that Wn(t) is a rational function. Hence (5.19) implies that Wn(t)
has a palindromic numerator. Since Wn(T ) is a solution of the Painleve´ VI equation (5.16),
it follows that Wn(t) is also a solution to such an equation written in terms to t. The set
of all possible values of n and Nf thus leads to infinite families of rational solutions with
palindromic numerators.
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6 Integrable systems and elliptic curves
In this section, we discuss the Hamiltonian systems associated with the Painleve´ VI equations
previously obtained. Since those Painleve´ equations admit solutions arisen from the Hilbert
series, such Hamiltonian systems describe the moduli spaces of SO(Nc) and Sp(Nc) SQCD.
To each Hamiltonian system, we write down the corresponding family of elliptic curves.
As pointed out in [32], these curves take the form as the Seiberg–Witten curve for 4d N = 2
SU(2) SQCD with 4 flavours, with the parameters being functions of Nc, Nf and fugacity t.
The presence of the Painleve´ VI equations implies the existence of a Lax pair and hence
the integrability of the aforementioned Hamiltonian system. We end this section by briefly
discussing the validity of our results on the quantum moduli space.
6.1 Integrable Hamiltonian systems
It is well-known that each of the six Painleve´ equations is equivalent to a Hamiltonian system
(see e.g., [39]). Since we have shown that the Hilbert series of the moduli spaces of SO(Nc)
and Sp(Nc) SCQD satisfy Painvleve´ VI equations, it is possible to write down the explicit
Hamiltonian systems that describe such moduli spaces.
The Painleve´ VI equation (5.16) can be represented by the following Hamiltonian (see
e.g., [32] and [39])4:
Hn = Wn(Wn − 1)(Wn − T )V 2n +
[
(a1 + 2a2)(Wn − 1)Wn + a3(T − 1)Wn
+a4T (Wn − 1)
]
Vn + a2(a1 + a2)(Wn − 1) , (6.1)
with the Hamiltonian differential equations:
T (T − 1)dWn
dT
=
∂Hn
∂Vn
, (6.2)
T (T − 1)dVn
dT
= − ∂Hn
∂Wn
. (6.3)
Parameters. In order to determine a1, . . . , a4 in terms of the known parameters, we need
to obtain the connection between (6.1) and the Painleve´ VI equation (5.16). We proceed as
follows.
1. Use (6.2) to compute Vn(T ) in terms of Wn(T ) and W
′
n(T ).
2. Use (6.3) to compute V ′n(T ) in terms of Wn(T ) and Vn(T ). We substitute Vn(T ) from
Step 1 into this and obtain another expression of V ′n(T ) in terms of Wn(T ) and W ′n(T ).
3. Take the derivative of Vn(T ) obtained in Step 1 and equate this to V
′
n(T ) obtained
in Step 2. We finally arrive at the Painleve´ VI equation (5.17) with the parameters
µ1, . . . , µ4 given by
µ1 =
1
2
a21, µ2 = −
1
2
a24, µ3 =
1
2
a23, µ4 =
1
2
(1− a20) , (6.4)
4We follow the notation of [32] with the following changes of variables: H → Hn, f → Wn, g → Vn and
s→ T . We also set δ = 1.
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where
a0 = 1− a1 − 2a2 − a3 − a4 . (6.5)
This is in agreement with Theorem 2.1 of [32].
Using (5.17), we can write a1, . . . a4 in terms of the Hankel parameters α, β, γ given in
Table 1 as follows:
a1 = 2n+ α+ β + γ + 1, a2 = −(n+ α+ β + γ), a3 = β, a4 = α . (6.6)
We explicitly tabulate the parameters a1, . . . , a4 in terms of Nc and Nf below.
Gauge group Parameters of the Hamiltonian
a1 a2 a3 a4
Bn = SO(2n+ 1) −∆B Nf − n 12 −12
Dn = SO(2n) −∆D Nf − n+ 1 −12 −12
Cn = Sp(n) 2− 2∆C 2Nf − n− 1 12 12
Table 2. Parameters a1, . . . , a4 of the Hamiltonian written in terms of Nc and Nf . Here ∆B =
Nf − (2n+ 1), ∆D = Nf − 2n and ∆C = Nf − n.
Integrability. The Lax pair, written in various forms, of the Hamiltonian system (6.1)
associated with the Painleve´ VI equation is given by, e.g., Eqs. (A.45.8), (A.45.26)–(A.45.30)
of [40], [53], and Eq. (35) of [54]. Such a Lax pair gives rise to the integrability structure
of the Hamiltonian system (6.1) which describes the moduli spaces of SO(Nc) and Sp(Nc)
SQCD.
6.2 Elliptic curves
It was pointed out in Appendix A of [32] that each Painleve´ equation can be associated with
Seiberg–Witten curves appearing in 4d N = 2 SQCD with the gauge group SU(2) [33]. In
this section, we write down the corresponding family of elliptic curves to each Painleve´ VI
equation previously obtained.
According to Table 2 of [32], the family of elliptic curves corresponding to the Painleve´
VI equation can be identified with the Seiberg–Witten curves for N = 2 SU(2) gauge theory
with 4 flavours. Subsequently, we follow the notation of [32], which is equivalent to (16.38)
and (17.58) of [33]5:
y2 = x(x− ρu)(x− σu)− 1
4
(ρ− σ)2u2x2
5In order to transfer from the notation in (16.38) of [33] to the notation of [32], one simply shifts x→ x+c1u
and defines ρ = −(c1 + c2), σ = −(c1 − c2).
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−
(
1
4
(ρ− σ)2ρσu4 − 1
2
ρσ(ρ2 − σ2)s4
)
x
−(ρ− σ)ρ2σ2s4u− 1
4
(ρ− σ)2ρ2σ2u6 , (6.7)
where
u2 =
∑4
i=1m
2
i , u4 =
∑
1≤i<j≤4m
2
im
2
j , u6 =
∑
1≤i<j<k≤4m
2
im
2
jm
2
k ,
s4 =
∏4
i=1mi , ρ = −θ3(0, τ)4 , σ = −θ2(0, τ)4 ,
with the theta functions defined as
θ2(0, τ) =
∑
n∈Z
(−1)nq 12n2 , θ3(0, τ) =
∑
n∈Z
q
1
2
n2 , q = exp(2piiτ) . (6.8)
The parameters m1, . . . ,m4 are related to the parameters a1, . . . , a4 of (6.1) and the
Hankel parameters α, β, γ given in Table 1 as follows [32]:
m1 =
1
2(a1 + 2a2 + 2a3 + a4) =
1
2(1 + β − γ)
m2 =
1
2(a1 + 2a2 + a4) =
1
2(1− β − γ)
m3 =
1
2(a1 + a4) =
1
2(1 + 2n+ 2α+ β + γ)
m4 =
1
2(a1 − a4) = 12(1 + 2n+ β + γ) .
(6.9)
Moreover, the parameter τ is related to T = (1+t)
2
4t as follows [32]:
T =
σ
ρ
=
(
θ2(0, τ)
θ3(0, τ)
)4
. (6.10)
In N = 2 gauge theory, one interprets m1, . . . ,m4 as the mass parameters and τ as
the gauge coupling parameter. However it is not clear from our discussion whether such
interpretations still hold in N = 1 SQCD we are considering. At the moment, what we can
infer is that the parameters in the curves for N = 1 SQCD are certain functions of Nc, Nf
and the fugacity t. We leave the issues of the physical origin and physical interpretation of
such curves for future works.6
We tabulate the parameters m1, . . . ,m4 in terms of Nc and Nf in Table 3.
6.3 Remarks on the validity of results on quantum moduli spaces
So far we have focused on the classical moduli spaces of SO(Nc) and Sp(Nc) SQCD with Nf
flavours. Indeed, the Hilbert series in the preceding sections and in [10] have been computed
to characterise such classical moduli spaces. We thus previously concluded that the classical
moduli spaces are described by the integrable Hamiltonian systems given by (6.1).
6We mention, en passant, that there are a number of works on N = 1 Seiberg–Witten curves. Many of
these are listed in [55], namely [56–68]. It would be interesting to find out a connection between the curves in
this paper and the curves in those references.
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Gauge group Parameters of the elliptic curves
m1 m2 m3 m4
Bn = SO(2n+ 1)
1
2
(
3
2 +Nf
)
1
2
(
1
2 +Nf
) −12 (∆B + 12) −12 (∆B − 12)
Dn = SO(2n)
1
2
(
1
2 +Nf
)
1
2
(
3
2 +Nf
) −12 (∆D + 12) −12 (∆D − 12)
Cn = Sp(n)
3
4 +Nf
1
4 +Nf
5
4 −∆C 34 −∆C
Table 3. Parameters m1, . . . ,m4 of the elliptic curves written in terms of Nc and Nf . Here ∆B =
Nf − (2n+ 1), ∆D = Nf − 2n and ∆C = Nf − n.
However, as discussed in [1, 2], the moduli spaces in general receive quantum corrections.
It was shown that, for SO(Nc) SQCD with Nf < Nc−4 and Sp(Nc) SQCD with Nf ≤ Nc, the
moduli spaces are totally lifted by dynamical generated superpotential and hence there are
no supersymmetric vacua. Nevertheless, for SO(Nc) SQCD with Nf ≥ Nc − 4 and Sp(Nc)
SQCD with Nf > Nc, there are certain branches of the quantum moduli spaces on which
there are no superpotentials generated and there remain degenerate quantum vacua.
Nevertheless, in the case that a quantum moduli space still exists, the the Hilbert series
computed in this paper still provide valid descriptions of a region far away from singularities.
This is because the generators and the relations are unaffected by quantum corrections and
there are no extra massless degrees of freedom appearing [1, 2]. We therefore conjecture that
such a region of the quantum moduli space is still described by the aforementioned integrable
Hamiltonian system.
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A Refined Hilbert series
In this Appendix, we compute the refined Hilbert series of SO(Nc) and Sp(Nc) SQCD with
Nf flavours.
A.1 SO(2n+ 1) SQCD with Nf flavours
We are interested in computing the following integrals:
INf ,Bn(t, x) =
1
(2pii)nn!
∮
|z1|=1
dz1
z1
· · ·
∮
|zn|=1
dzn
zn
∣∣∣∣∆n(z + 1z
)∣∣∣∣2 n∏
a=1
[
1− 1
2
(
za +
1
za
)]
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×PE
[
[1, 0, . . . , 0]x
n∑
a=1
(
za +
1
za
)
t
]
. (A.1)
The symbol and its factorisation. We define the symbol a(z) to be
a(z) := PE[[1, 0, . . . , 0]xzt] PE[[1, 0, . . . , 0]xz
−1t] . (A.2)
Put a(z) = a+(z)a˜+(z) with
a+(z) = PE[[1, 0, . . . , 0]xzt], a˜+(z) = PE[[1, 0, . . . , 0]xz
−1t] . (A.3)
Define the function c(z) as
c(z) = a−1+ (z)a˜+(z) =
PE[[1, 0, . . . , 0]xz
−1t]
PE[[1, 0, . . . , 0]xzt]
. (A.4)
Fourier coefficients. The Fourier coefficients ck (with k ∈ Z) of a function c(z) are defined
by
ck :=
1
2pii
∮
|z|=1
dz
z
z−kc(z) =
1
2pii
∮
|z|=1
dz
z
z−k
PE[[1, 0, . . . , 0]xz
−1t]
PE[[1, 0, . . . , 0]xzt]
. (A.5)
Note that the coefficients ck can be computed from the first equation in (2.50) of [12]:
ck =
Nf−k∑
m=0
[m, 0, . . . , 0]x[0, . . . , 0, 1(k+m);L, 0, . . . , 0]x(−1)m+kt2m+k
=
Nf−k∑
m=0
(
[m, 0, . . . , 0, 1(k+m);L, 0, . . . , 0] + [m− 1, 0, . . . , 0, 1(k+m+1);L, 0, . . . , 0]
)×
(−1)m+kt2m+k . (A.6)
Define an infinite matrix KB to be the such that the (i, j)-entry (with i, j = 0, 1, 2, . . .) is
given by
KB(i, j) = −ci+j+1
=
Nf−(i+j+1)∑
m=0
(
[m, 0, . . . , 0, 1(i+j+m+1);L, 0, . . . , 0]
+[m− 1, 0, . . . , 0, 1(i+j+m+2);L, 0, . . . , 0]
)
(−1)m+i+jt2m+i+j+1 . (A.7)
Take the matrix KBn to be
KBn = QnK
BQn , (A.8)
where Qn is defined as in (2.27). It follows that
KBn (i, j) =
{
0 for 0 ≤ i, j ≤ n− 1 and i+ j ≥ Nf
−ci+j+1 otherwise . (A.9)
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EXDT II formula. The integrals (A.1) can be computed from the EXDT II formula (see
Proposition 4.1 of [29]):
INf ,Bn(t, x) = G(a)nF̂II(a) det(1 +KBn ) , (A.10)
where the function G(a) is defined by
G(a) := exp
(
1
2pi
∮
|z|=1
dz
z
log a(z)
)
= 1 , (A.11)
and the function F̂II(a) is given by (see Proposition 3.3 of [29]):
F̂II(a) = exp
(
−
∞∑
n=0
[log a]2n+1 +
1
2
∞∑
n=1
n[log a]2n
)
. (A.12)
Note that
log a =
∞∑
m=1
1
m
(
[1, 0, . . . , 0]xmz
mtm + [1, 0, . . . , 0]xmz
−mtm
)
. (A.13)
Therefore, we obtain
[log a]2n+1 =
1
2n+ 1
[1, 0, . . . , 0]x2n+1t
2n+1 , [log a]n =
1
n
[1, 0, . . . , 0]xnt
n . (A.14)
Thus, we have
F̂II(a) = exp
(
−
∞∑
n=0
1
2n+ 1
[1, 0, . . . , 0]x2n+1t
2n+1 +
∞∑
n=1
1
2n
[1, 0, . . . , 0]2xnt
2n
)
= exp
(
−
∞∑
n=1
1
n
[1, 0, . . . , 0]xnt
n +
∞∑
n=1
1
2n
(
[1, 0, . . . , 0]2xn + [1, 0, . . . , 0]x2n
)
t2n
)
= exp
(
−
∞∑
n=1
1
n
[1, 0, . . . , 0]xnt
n +
∞∑
n=1
1
n
[2, 0, . . . , 0]xnt
2n
)
=
PE
[
[2, 0, . . . , 0]xt
2
]
PE
[
[1, 0, . . . , 0]xt
] . (A.15)
The Hilbert series. From (2.5) and (2.6), the Hilbert series is then given by
gNf ,Bn(t, x) = PE [[1, 0, . . . , 0]xt] INf ,Bn(t, x)
= PE [[1, 0, . . . , 0]xt]G(a)
nF̂II(a) det(1 +K
B
n )
= det(1 +KBn ) PE
[
[2, 0, . . . , 0]xt
2
]
. (A.16)
Some examples
Below we give certain explicit examples.
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The case of Nf < 2n+1. In this case K
B
n (i, j) = 0 for all i, j. Therefore, the Hilbert series
is
gNf<2n+1(t, x) = PE
[
[2, 0, . . . , 0]xt
2
]
=
1
(1− t2)Nf
∑
m1,...,mNf−1≥0
[2m1, 2m2, . . . , 2mNf−1]x t
2
∑Nf−1
j=1 jmj .
(A.17)
The case of Nf = 2n+ 1. In this case
KBn (i, j) =
{
tNf if i = j = n
0 otherwise .
(A.18)
The Hilbert series is thus
gNf=2n+1,Bn(t, x) =
(
1 + tNf
)
PE
[
[2, 0, . . . , 0]xt
2
]
=
∑
m1,...,m2n+1≥0
[2m1, 2m2, . . . , 2m2n]x t
2
∑2n
j=1 jmj+(2n+1)m2n+1 .(A.19)
The case of Nf = 2n+ 2. The non-trivial block of the matrix K
B
n is given by(
KBn (n, n) −t2+2n
−t2+2n 0
)
. (A.20)
where
KBn (n, n) =
1∑
m=0
(
[m, 0, . . . , 0, 1(2n+m+1);L, 0, . . . , 0]
+[m− 1, 0, . . . , 0, 1(2n+m+2);L, 0, . . . , 0]
)× (−1)mt2m+2n+1
= [0, . . . , 0, 1]t1+2n − [1, 0, . . . , 0]t3+2n . (A.21)
Therefore, the Hilbert series is
gNf=2n+2,Bn(t, x) =
(
1 + [0, . . . , 0, 1]xt
1+2n − [1, 0, . . . , 0]xt3+2n − t4+4n
)
PE
[
[2, 0, . . . , 0]xt
2
]
=
∑
m1,...,m2n+1≥0
[2m1, 2m2, . . . , 2m2n,m2n+1]x t
2
∑2n
j=1 jmj+(2n+1)m2n+1 .
(A.22)
The case of Nf = 2n+ 3. The non-trivial block of the matrix Kn is given by KBn (n, n) KBn (n, n+ 1) t3+2nKBn (n, n+ 1) t3+2n 0
t3+2n 0 0
 , (A.23)
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where
KBn (n, n) =
2∑
m=0
(
[m, 0, . . . , 0, 1(2n+m+1);L, 0, . . . , 0]
+[m− 1, 0, . . . , 0, 1(2n+m+2);L, 0, . . . , 0]
)× (−1)mt2m+2n+1
= [0, . . . , 0, 1, 0]t1+2n − ([1, 0, . . . , 0, 1] + [0, . . . , 0]) t3+2n + [2, 0, . . . , 0]t5+2n .
KBn (n, n+ 1) =
1∑
m=0
(
[m, 0, . . . , 0, 1(2n+m+2);L, 0, . . . , 0]
+[m− 1, 0, . . . , 0, 1(2n+m+3);L, 0, . . . , 0]
)× (−1)m+1t2m+2n+2
= −[0, . . . , 0, 1]t2+2n + [1, 0, . . . , 0]t4+2n . (A.24)
Therefore, the Hilbert series is
gNf=2n+3,Bn(t, x) = PE
[
[2, 0, . . . , 0]xt
2
]×(
1 + [0, 0, 1, 0]xt
1+2n − [1, 0, 0, 1]xt3+2n + [2, 0, 0, 0]xt5+2n
−[0, 0, 0, 2]xt4+4n + [1, 0, 0, 1]xt6+4n − [0, 1, 0, 0]xt8+4n − t9+6n
)
=
∑
m1,...,m2n+1≥0
[2m1, 2m2, . . . , 2m2n,m2n+1, 0]x t
2
∑2n
j=1 jmj+(2n+1)m2n+1 .
(A.25)
General formula. Note that the results in the above examples are in agreement with (2.29)
and (2.30) of [10]:
gNf ,Bn(t, x) =
∑
m1,...,m2n+1≥0
[2m1, 2m2, . . . , 2m2n,m2n+1, 0, . . . , 0]x t
2
∑2n
j=1 jmj+(2n+1)m2n+1 .
(A.26)
A.2 SO(2n) SQCD with Nf flavours
We are interested in computing the integral (3.2):
gNf ,Dn(t, x) =
2−(n−1)
(2pii)nn!
∮
|z1|=1
dz1
z1
· · ·
∮
|zn|=1
dzn
zn
∣∣∣∣∆n(z + 1z
)∣∣∣∣2
×PE
[
[1, 0, . . . , 0]x
n∑
a=1
(
za +
1
za
)
t
]
. (A.27)
The symbol and its factorisation. We define the symbol a(z) to be
a(z) := PE[[1, 0, . . . , 0]xzt] PE[[1, 0, . . . , 0]xz
−1t] . (A.28)
Put a(z) = a+(z)a˜+(z) with
a+(z) = PE[[1, 0, . . . , 0]xzt], a˜+(z) = PE[[1, 0, . . . , 0]xz
−1t] . (A.29)
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Fourier coefficients. The Fourier coefficients (a−1+ )k (with k ∈ Z) of a function a−1+ are
given by
(a−1+ )k :=
1
2pii
∮
|z|=1
dz
z
z−ka−1+
=
1
2pii
∮
|z|=1
dz
z
z−k
1
PE[[1, 0, . . . , 0]xzt]
= [0, . . . , 0, 1k;L, 0, . . . , 0](−t)k . (A.30)
The Fourier coefficients (za˜+)k (with k ∈ Z) of a function za˜+ are given by
(za˜+)k :=
1
2pii
∮
|z|=1
dz
z
z−k(za˜+) =

[1, 0, . . . , 0]xt if k = 0
1 if k = 1
0 otherwise.
(A.31)
The Fourier coefficients (za−1+ a˜+)k (with k ∈ Z) of a function za−1+ a˜+ are given by
(za−1+ a˜+)k :=
1
2pii
∮
|z|=1
dz
z
z−k(za−1+ a˜+) = ck−1 , (A.32)
where the last equality follows from the definition of ck given in (A.5).
The matrices KD and KDn . From Case IV on Page 13 of [29], we define an infinite matrix
KD to be the such that the (i, j)-entry (with i, j = 0, 1, 2, . . .) is given by
KD(i, j) = (za−1+ a˜+)i+j+1 −
i∑
l=0
(a−1+ )i−l(za˜+)l+j+1 . (A.33)
By a similar reasoning to the derivation of (3.22), it follows that
KDn (i, j) =
{
0 for 1 ≤ i, j ≤ n− 1 and i+ j ≥ Nf + 1
ci+j otherwise .
(A.34)
Recall that an explicit expression of ck is given in (A.6).
EXDT IV formula. The integrals (3.2) can be computed from the following formula (see
Proposition 4.1 of [29]):
gNf ,Dn(t, x) = G(a)
nF̂IV (a) det(1 +K
D
n ) , (A.35)
where the function G(a) is defined by
G(a) := exp
(
1
2pi
∮
|z|=1
dz
z
log a(z)
)
= 1 , (A.36)
and the function F̂IV (a) is given by (see Proposition 3.3 of [29]):
F̂IV (a) = exp
( ∞∑
n=1
[log a]2n +
1
2
∞∑
n=1
n[log a]2n
)
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= exp
( ∞∑
n=1
1
2n
[1, 0, . . . , 0]x2nt
2n +
∞∑
n=1
1
2n
[1, 0, . . . , 0]2xnt
2n
)
= exp
( ∞∑
n=1
1
n
[2, 0, . . . , 0]nxt
2n
)
= PE
[
[2, 0, . . . , 0]xt
2
]
. (A.37)
The Hilbert series. From (A.35), the Hilbert series is then given by
gNf ,Dn(t, x) = G(a)
nF̂IV (a) det(1 +K
D
n )
= det(1 +KDn ) PE
[
[2, 0, . . . , 0]xt
2
]
. (A.38)
Similar computations can be performed as for (A.17)–(A.25) in the case of Bn. The
results are in agreement with (2.29) and (2.30) of [10]:
gNf ,Dn(t, x) =
∑
m1,...,m2n≥0
[2m1, 2m2, . . . , 2m2n−1,m2n, 0, . . . , 0]x t2
∑2n−1
j=1 jmj+(2n)m2n .
(A.39)
A.3 Sp(n) SQCD with Nf flavours
We are interested in computing the integral (4.2):
gNf ,Cn(t, x) =
1
(2pi)nn!
∮
|z1|=1
dz1
z1
· · ·
∮
|zn|=1
dzn
zn
∣∣∣∣∆n(z + 1z
)∣∣∣∣2 n∏
a=1
[
1− 1
2
(
z2a +
1
z2a
)]
×PE
[
[1, 0, . . . , 0]x
n∑
a=1
(
za +
1
za
)
t
]
. (A.40)
The symbol and its factorisation. We define the symbol a(z) to be
a(z) := PE[[1, 0, . . . , 0]xzt] PE[[1, 0, . . . , 0]xz
−1t] . (A.41)
Put a(z) = a+(z)a˜+(z) with
a+(z) = PE[[1, 0, . . . , 0]xzt], a˜+(z) = PE[[1, 0, . . . , 0]xz
−1t] . (A.42)
Fourier coefficients. The Fourier coefficients (z−1a−1+ a˜+)k (with k ∈ Z) of a function
za−1+ a˜+ are defined by
(z−1a−1+ a˜+)k :=
1
2pii
∮
|z|=1
dz
z
z−k(z−1a−1+ a˜+) = Ck+1 , (A.43)
where
Ck =
2Nf−k∑
m=0
[m, 0, . . . , 0]x[0, . . . , 0, 1(k+m);L, 0, . . . , 0]x(−1)m+kt2m+k
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=2Nf−k∑
m=0
(
[m, 0, . . . , 0, 1(k+m);L, 0, . . . , 0] + [m− 1, 0, . . . , 0, 1(k+m+1);L, 0, . . . , 0]
)×
(−1)m+kt2m+k . (A.44)
Note that this is the same as ck given by (A.6), with Nf replaced by 2Nf .
The matrices KC and KCn . From Case III on Page 13 of [29], we define an infinite matrix
KC to be the such that the (i, j)-entry (with i, j = 0, 1, 2, . . .) is given by
KC(i, j) = −(z−1a−1+ a˜+)i+j+1 = −Ci+j+2 . (A.45)
Take the matrix KCn to be
KCn = QnK
CQn , (A.46)
where Qn is defined as in (2.27). It follows that
KCn (i, j) =
{
0 for 0 ≤ i, j ≤ n− 1, i+ j ≥ 2Nf − 1
−Ci+j+2 otherwise . (A.47)
EXDT III formula. The integrals (4.2) can be computed from the following formula (see
Proposition 4.1 of [29]):
INf ,Cn(t) = G(a)nF̂III(a) det(1 +KCn ) , (A.48)
where the function G(a) is defined by
G(a) := exp
(
1
2pi
∮
|z|=1
dz
z
log a(z)
)
= 1 , (A.49)
and the function F̂III(a) is given by (see Proposition 3.3 of [29]):
F̂III(a) = exp
(
−
∞∑
n=1
[log a]2n +
1
2
∞∑
n=1
n[log a]2n
)
. (A.50)
Note that
log a =
∞∑
m=1
1
m
(
[1, 0, . . . , 0]xmz
mtm + [1, 0, . . . , 0]xmz
−mtm
)
. (A.51)
Therefore, we obtain
[log a]2n =
1
2n
[1, 0, . . . , 0]x2nt
2n , [log a]n =
1
n
[1, 0, . . . , 0]xnt
n . (A.52)
Therefore,
F̂III(a) = exp
(
−
∞∑
n=1
1
2n
[1, 0, . . . , 0]x2nt
2n +
∞∑
n=1
1
2n
[1, 0, . . . , 0]2xnt
2n
)
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= exp
( ∞∑
n=1
1
n
[0, 1, 0, . . . , 0]xnt
2n
)
= PE
[
[0, 1, 0, . . . , 0]xt
2
]
, (A.53)
where [0, 1, 0, . . . , 0] is the rank two antisymmetric representation of SU(2Nf ).
The Hilbert series. The Hilbert series is then given by
gNf ,Cn(t, x) = G(a)
nF̂III(a) det(1 +K
C
n )
= det(1 +KCn ) PE
[
[0, 1, 0, . . . , 0]xt
2
]
. (A.54)
Some examples
Below we give certain explicit examples.
The case of Nf ≤ n. In this case KCn (i, j) = 0 for all i, j. Therefore, the Hilbert series is
gNf≤n(t, x) = PE
[
[0, 1, 0, . . . , 0]xt
2
]
=
∑
m2,m4,...,m2n≥0
[0,m2, 0,m4, 0, . . . ,m2Nf−2, 0]t
∑n
j=1 2jm2j . (A.55)
The case of Nf = n+ 1. In this case
KCn (i, j) =
{
−t2Nf if i = j = n
0 otherwise .
(A.56)
The Hilbert series is thus
gNf=n+1,Cn(t) =
(
1− t2Nf )PE [[0, 1, 0, . . . , 0]xt2]
=
∑
m2,m4,...,m2n≥0
[0,m2, 0,m4, 0, . . . ,m2n, 0]t
∑n
j=1 2jm2j . (A.57)
The case of Nf = n+ 2. The non-trivial block of the matrix K
C
n is given byKCn (n, n) KCn (n, n+ 1) −t4+2nKCn (n, n+ 1) −t4+2n 0
−t4+2n 0 0
 , (A.58)
where
KCn (n, n) = −C2n+2
= −
(
[0, . . . , 0, 1, 0]t2n+2 − ([1, 0, . . . , 0, 1] + 1)t2n+4
+[2, 0, . . . , 0]t2n+6
)
, (A.59)
KCn (n, n+ 1) = −C2n+3
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= −
(
− [0, . . . , 0, 1]t2n+3 + [1, 0, . . . , 0]t2n+5
)
. (A.60)
Hence we obtain
det(1 +KCn ) = 1 +K
C
n (n, n)−
[
KCn (n, n+ 1)
]2 − [1 +KCn (n, n)] t2n+4
−t4n+8 + t6n+12 , (A.61)
and the Hilbert series is therefore
gNf=n+2,Cn(t) =
∑
m2,m4,...,m2n≥0
[0,m2, 0,m4, 0, . . . ,m2n, 0, 0, 0]t
∑n
j=1 2jm2j . (A.62)
General formula. Note that the results in the above examples are in agreement with (3.10)
of [10]:
gNf ,Cn(t, x) =
∑
m2,m4,...,m2n≥0
[0,m2, 0,m4, 0, . . . ,m2n, 0, 0, . . . , 0]t
∑n
j=1 2jm2j . (A.63)
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