We show the formal equivalence between the phase-space representations of transformations and quantum states. We study invariant quantum input-output transformations in phase space and in Hilbert space. We show that all invariant processes are linear transformations while the converse is not true. Some relevant examples of application of these ideas are examined.
particularly easy to analyze and encompass a great variety of phenomena in very different fields. Focusing on optics we can mention beam splitting, interference, imaging, and even field propagation in nonlinear media driven by strong pumps [12] [13] [14] [15] .
In Sec. II we recall the basis of the phase-space representation of transformations, focusing on the formal equivalence with the representation of quantum states. In Sec. III we define the invariant processes examining their relation with linear transformations. In Sec. IV we study some applications illustrating this formalism.
II. PHASE-SPACE REPRESENTATION OF TRANSFORMATIONS
In this section we briefly outline the phase-space description of the most general input-output transformation [11] . The input and output degrees of freedom of interest (the signal) will be represented by the Hilbert spaces H in and H out , respectively. The corresponding quantum states are represented by the density matrices in and out . In order to describe the most general transformation, including open as well as closed systems, we have to consider possible couplings of the system with additional degrees of freedom initially in a state aux in a Hilbert space H aux . The Hilbert space H aux is defined so that H in H aux is a closed system and the input-output process is a unitary operator U : H in H aux →H out H acc , where H acc is the Hilbert space needed to encompass the image of H in H aux .
We assume that the total input state factorizes in aux . The final density matrix for the signal out in H out arises after tracing over the variables H acc : 
respectively. The corresponding operators satisfy the commutation relations
͑2.3͒
and similarly for q k Ј, p k Ј. These variables can represent mechanical position and linear momentum, as well as the quadratures of electromagnetic field modes. To simplify the notation we will introduce the 2n-and 2nЈ-dimensional vectors, respectively,
͑2.4͒
and the associated quantum operators are denoted as ẑ, ẑЈ.
There are many complete formulations of the quantum theory on the classical phase space formed by Cartesian variables [2, 4, 13] . One of the most widely studied is the family of ↔ W correspondences between density matrices (or operators in general) and distributions W on phase space labeled by a real parameter s in the form [4, 13] W͑z,s͒ = tr͓⌬͑z,s͔͒,
where
y is a 2n-dimensional real vector,
͑2.7͒
and I n is the n ϫ n identity matrix. As particular cases we have the Q function ͑s =−1͒, the P representation ͑s =1͒, and the Wigner function ͑s =0͒ [4, 13] . Note that the functions W͑z , s͒ do not necessarily exist as ordinary functions for all values of s and for all states. Not only quantum states, but also processes can be fully described by functions on phase space [8, 9, 11] . The inputoutput transformation (2.1) can be expressed alternatively as a relation between distributions:
where W in and W out are the distributions associated with in and out , respectively, and
͑2.9͒
Formally, U is the output corresponding to an impulse input W in ͑z , s͒ ϰ ␦ ͑2n͒ ͑z − z 0 ͒. We can show that the transformation-function correspondence can be expressed formally using the same relations valid for quantum states in Eq. (2.5) . To this end we can use the Liouville formulation where operators are represented by vectors in a suitably doubled Hilbert space [16] :
where ͉n͘ is a orthonormal basis in the original Hilbert space and ͉n , m͘͘ is the associated basis in the enlarged space. This allows us to express the transformation-function correspondence in the form U͑z,s;zЈ,sЈ͒ = tr͓ U ⌬ ͑z,s;zЈ,sЈ͔͒,
͑2.11͒
where in the last equality it is understood that ͉nЈ,n͗͗͘͘mЈ,m͉ = ͉nЈ͗͘mЈ͉ ͉n͗͘m͉, ͑2.14͒
and the complex conjugation refers to the basis in Eq. (2.10).
Note that U formally resembles a density matrix,
Among other consequences of the above relations we have that, for two transformations U and V,
where the first equality is fully general while the last one is valid only for unitary transformations U , V : H in →H out . The input-output relation (2.1) can be also expressed as a relation between characteristic functions [13] :
where in and out are the characteristic functions associated with in and out , respectively,
and Ј are real vectors of dimension 2n and 2nЈ, respectively, representing spatial frequencies in phase space, and
where KЈ is the matrix in Eq. (2.7) replacing n by nЈ. Characteristic functions and distributions are Fourier transform pairs, so both W͑z , s͒ and ͑ , s͒ provide full information about the system state. Equivalently, the function Ũ in Eqs.
(2.16) and (2.18) is a Fourier transform of U and determines completely the transformation. The use of Ũ or U is a matter of convenience and, in fact, many practical schemes measure characteristic functions instead of distributions [17] . In particular, phase-space tomography relies on measurement of the s = 0 characteristic function [7] . The practical determination of phase-space representatives of transformations is studied in Ref. [11] . Moreover, characteristic functions always exist for every and s even when the corresponding distribution W͑z , s͒ does not exist. Most of the ensuing analysis is carried out using characteristic functions instead of distributions.
III. QUANTUM-INVARIANT PROCESSES
Invariant transformations (also referred to as shift invariant, stationary, or isoplanatic [12] ) are defined to be of the form
where M is a 2nЈ ϫ 2n constant matrix. The relation between input and output distributions is a convolution in phase space,
or a filtering in the frequency domain
where N = KM T KЈ T , and Ũ is the Fourier transform of U͑zЈ͒ in Eq. (3.1):
It is clear that the invariant character does not depend on the values of s, sЈ. For simplicity we omit these parameters throughout. The function Ũ is the frequency response or transfer function (the analog of the optical transfer function in classical optical imaging). From Eq. (3.3) any invariant process can be regarded as a frequency filter modifying the phase-space spatial spectrum of the input state.
The experimental determination of invariant systems is rather simple. Since they formally depend only on one set of variables (the difference between input z and output zЈ variables), it is sufficient to determine the output state for a single input state (the vacuum, for instance) [11] .
As far as we refer to the phase-space picture, the above definition applies to the classical as well as to the quantum domains alike. In order to fully develop these ideas in the quantum domain it is necessary to find out which quantum processes are actually invariant in phase space and how are represented in the Hilbert-space picture. This point is addressed next.
In principle, the very same definition of phase-space invariance suggests that they might be related to linear transformations. In this sense previous results show that linear unitary transformations between closed systems are actually invariant. In particular, U becomes a ␦ function for s = sЈ =0 [8, 9] . In what follows we examine the equivalence between linear and invariant processes in full generality, including open systems and even output Hilbert spaces not unitarily equivalent to the input one (i.e., H in H out ) because of different dimensionality n nЈ for example. We will show that the invariant processes are a subset of the linear input-output transformations
where U is the global unitary operator, M is a 2nЈ ϫ 2n matrix, and V is a 2nЈ-dimensional vector. Both M and V are independent of ẑ, but they can be still operators acting on H aux . In most cases the unitary representation U in the extended space H in H aux is not available, so it would be desirable to deal with another characterization of linear transformations equivalent to Eq. (3.5). For transformations of the form (3.5) the mean value of the product of kЈ output operators will be a linear function of the mean value of products of k input operators with k ഛ kЈ,
͑3.6͒
for some constant coefficients M j 1 ,. . .,j kЈ ᐉ 1 ,. . .,ᐉ k , V j 1 ,. . .,j kЈ depending only on M , V , and aux . This generalized expression is a suitable alternative definition particularly useful for our purposes.
Next we demonstrate that every invariant quantum process is a linear input output transformation. We consider first the case kЈ = 1. From Eq. (2.16),
while from Eq. (3.3)
͑3.8͒
and we have used that Ũ ͑0͒ = ͑0͒ = 1. The right-hand side of Eq. (3.8) can be expressed using Eqs. (3.4) and (2.16) as
where the matrix N has been defined after Eq. (3.3). From the above equations we finally get
͑3.11͒
Thus we have obtained that for invariant systems the input-output relation is clearly of the form (3.6) for kЈ =1. Following this same procedure we can see that this is also always valid for higher orders kЈ Ͼ 1. Therefore, invariant systems are linear transformations.
However, the converse is not true, and not all linear transformations are invariant processes. This can be seen by examining the output characteristic function when the inputoutput transformation is of the form (3.5):
In the most general case M and V are operators acting on H aux and the right-hand side of the above equation does not factorize in the form (3.3) required for invariance. A particular simple example is presented in Sec. IV. Nevertheless, there are many important situations where the right-hand side factorizes, as demonstrated also by some examples in the next section.
IV. EXAMPLES
In this section we present some examples illustrating the results of the preceding sections by applying this formalism to some linear (invariant and noninvariant) quantum processes. As we have mentioned above, linear transformations (the only candidates to be invariant process) are very common in quantum physics. Throughout we will focus on a single degree of freedom describable by an annihilation operator a = ͑q + ip͒ / ͱ 2 as the only input and output variable H in = H out . This can be representing the one-dimensional motion of a material system or the complex amplitude of a single mode of the electromagnetic field.
A. Linear transformations with constant coefficients
Maybe the most frequent situation arising in real physical processes corresponds to the case of transformations of the form (3.5) with constant coefficients and linear in the auxiliary variables
where M is a 2nЈ ϫ 2n constant matrix, V is a 2nЈ ϫ 2m constant matrix, the 2m-dimensional vector ẑ is made of m position q j operators, and m momentum p j operators j =1, ... ,m, as in Eq. (2.4) acting on the auxiliary system space with commutation relations ͓ẑ j , ẑ ᐉ ͔ = iK j,ᐉ , where K is given by Eq. (2.7) after replacing I n by I m . The preservation of the commutation relations imposes
From Eq. (3.12) we have that the transformation is of the form (3.3) with
where it can be appreciated that Ũ is proportional to the characteristic function of the state of the auxiliary system,
where G is a symmetric 2nЈ ϫ 2nЈ constant matrix,
s is the s value for the characteristic function aux , and
This implies that the phase-space representative of the transformation U͑zЈ͒ is proportional to a Gaussian convolution of the phase-space representative of aux ,
provided that the corresponding integrals can be performed. These expressions are valid for arbitrary transformations with constant coefficients. For instance this includes losses and amplification as we shall show below.
The above expressions simplify for the usual case of phase-insensitive transformations [18] . These are transformations for which the output annihilation operators (proportional to q j Ј+ ip j Ј) are proportional to just annihilation operators for the input (proportional to q j + ip j and q j + ip j ). This implies further constraints on M and V. More specifically, if we express these matrices in terms of the submatrices acting on the position and momentum variables,
we get that for phase-insensitive transformations M 4 = M 1 ,
͑4.11͒
This simplifies notably the expression for G when s = sЈ = s, since in such a case G = 0 and then we have
and
For the particular but frequent case that the matrix V is square and invertible we get
This last expression agrees with recent results obtained when studying real physical situations [14, 15] . In Ref. [14] the quantum transformation performed by dispersive and absorbing four-port devices (such as real beam splitters) is constructed. In such a case the variables z, zЈ represent the twomode input and output fields, respectively, while z represent the inner state of the transforming device. When the transformation is expressed in the phase-space picture [Eq. (82) in Ref. [14] ] the expression obtained is of the form (3.2) with U͑zЈ͒ given by Eq. (4.14). Another example that fits this model studies the quantum-state extraction from high-Q cavities [15] . In this example the variables z represent the field inside a cavity, and zЈ represent the field leaving the cavity while z represent the field incident on the cavity as well as any other variables required to account for absorption. Also in this case the relation between the field inside and outside the cavity in the phase-space picture [Eq. (54) in Ref. [15] ] is of the form (3.2) with U͑zЈ͒ given by Eq. (4.14).
B. Amplification
Classically an amplifier transforms an input phase space point ␣ (i.e., the complex amplitude of an electromagnetic field mode) in the output one ␣Ј= ␣, where is constant [13, 18] . In quantum theory there is no input-output transformation aЈ = a since commutations relations would not be preserved. Then, the quantum phase-insensitive amplifier must be an open system implicating auxiliary degrees of freedom H aux . In the most simple realization the signal to be amplified is represented by a ladder operator a acting on H in = H out , while the auxiliary system is represented by a ladder operator b acting on H aux = H acc . The coupling is governed by the interaction Hamiltonian H = ប͑a † b † + ab͒ where is a coupling constant. In the case of field modes this interaction occurs in nonlinear crystals [13] , while in the case of ion traps it can be implemented by using the methods in Ref. [19] . After a time the unitary operator representing the interaction in the total Hilbert space H in H aux is U = exp͓−i͑a † b † + ab͔͒, leading to aЈ = U † aU = a + b † , where = cosh͑͒ and =−isinh͑͒. While classically it would be possible to fix the initial conditions such that b = 0, this is not possible in the quantum domain where b is a quantum fluctuating variable. Its effects can be minimized by a proper choice of the initial state in H aux such as aux = ͉0͗͘0͉ where ͉0͘ is the vacuum b͉0͘ = 0. This leads to
The phase-space representation of this transformation can be easily obtained by computing the Q function for the output field Q = ͗␣͉ out ͉␣͘, where ͉␣͘ are coherent states, so that
͑4.16͒
In the frequency domain this leads to an input-output relation of the form (3.3) with
͑4.17͒
and N = .
C. Losses
Losses are often conveniently described by the master equation (for a reservoir at zero temperature)
which after an interaction time leads to the input-output relation
where = e − . The phase-space representative of this transformation can be easily computed by using the P representation ͑s =1͒ for in :
where ͉␣͘ are the coherent states a͉␣͘ = ␣͉␣͘. 
͑4.22͒
and N = . We can appreciate a formal similarity between amplification and losses.
D. Linear noninvariant transformation
The next example shows that the invariant character of the transformation can rely upon the particular initial state of the auxiliary degrees of freedom and not only on the nature of the coupling. This is the case of an interaction governed by the Hamiltonian
where s z = ͉ + ͗͘+͉ − ͉−͗͘−͉ and ͉Ϯ͘ are two orthogonal states of a two-dimensional auxiliary system H aux = H acc . The inputoutput transformation after an interaction time is always a linear transformation of the form (3.5) for the signal variables and p ± = ͗±͉ aux ͉ ± ͘ are the probabilities that the auxiliary system is initially in ͉Ϯ͘.
If p + p − = 0 or sin = 0, the transformation is clearly invariant. On the other hand, if p + p − 0 and sin 0, the expression (4.25) is not of the form (3.3) and the transformation is not invariant.
V. CONCLUSIONS
We have shown the formal equivalence between the phase-space representation of quantum states and transformations. We have introduced and studied the main properties of the invariant quantum input-output transformations. We have demonstrated that all invariant processes are linear while the converse is not true. Some relevant examples of application of these ideas have been examined.
