ABSTRACT Having access to certain variables, which are normally not measured, could be beneficial to maintenance, condition monitoring, and control of wind turbines and farms. However, incorporating additional sensors to measure such variables could increase the overall cost significantly. It is therefore proposed in this feasibility study that only one turbine in a wind cluster of several turbines be equipped with a sensor and each of the remaining turbines with an estimator, instead of equipping each turbine with an expensive sensor. Each nonlinear estimator is constructed based on neural network (NN), and the only turbine equipped with a sensor is used to train the NN-based estimator, applied to each of the remaining turbines. On the other hand, it is much more complicated and expensive to estimate the wind speed that the turbine experiences using the same approach as it would require at least one expensive light detection and ranging system as a sensor (and for training the NN-based estimator) within a cluster. However, estimating the wind speed could improve maintenance, condition monitoring, and control of wind turbines and farms in many ways. In the second part of the paper, an extended Kalman filter (EKF), instead of NN is therefore constructed to estimate the wind speed. Although the EKF could be used for different purposes, it is exploited here to improve the NN-based estimator from the first part of this paper. The simulation results are presented demonstrating that 1) the NN-based estimator could estimate important variables successfully, 2) the EKF could estimate the wind speed, and 3) the NN-based estimator could be refined or further improved by exploiting the wind speed estimated by the EKF.
I. INTRODUCTION
Operations and maintenance (O&M) strategies, which include control and condition monitoring, are important for wind-farm operators because of the long-lasting impact it can have on the profitability and efficiency of a wind site's operations. Having access to various wind turbine variables that are normally unavailable could improve the performance of O&M, but the associated costs, i.e., the costs of sensors, should be considered carefully. For O&M, a wind farm is split into a number of clusters here, each of which may contain several wind turbines. Instead of equipping every turbine with an expensive sensor to measure such variables, estimators are
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constructed, replacing the sensors, to reduce the cost. Neural Network (NN) is employed here for designing the (nonlinear) estimators. Since a wind turbine is highly nonlinear, linear estimators, such as observers (including Kalman filters), cannot be employed.
In this paper, tower bending moment (TBM), which is normally not measured as an expensive strain gauge is otherwise required, is the variable considered and estimated using NNbased estimators. In more detail, only one turbine within a cluster is equipped with a sensor that measures the TBM and each of the remaining turbines is equipped with a nonlinear NN-based estimator, which estimates the TBM given available variables, i.e., different combinations of aerodynamic torque, rotor speed, and nacelle fore-aft acceleration (FAA). The inputs to the estimators are the variables that are normally measured and thus available, and the output from the estimators is the estimate of TBM. The NN-based estimators are initially trained using the available variables as the inputs and the TBM measured by the only sensor as the output. It could be used to estimate other variables such as blade root bending moment (BBM), but that usage of the NN-based estimators is not discussed in this paper.
In this feasibility study, it is assumed that each cluster consists of 5 identical turbines. The turbine to which the sensor is installed on is randomly selected at this stage, which is a reasonable assumption as the cluster size is relatively small. As the cluster size increases, the NN-based estimator would become less accurate because the differences in the wind speeds experienced by the individual turbines within the same cluster become larger. The optimal size which could be larger (or smaller) than the current size of 5 turbines would need to be determined empirically, but this topic is beyond the scope of this paper.
Moreover, the memberships of these clusters will need to be chosen such that the differences in the wind speeds experienced by the individual turbines is minimised. The optimum allocation of turbines to clusters may also be dependent on the wind speed direction. However, this topic is not studied in this paper and is reserved for future work.
To the best of the author's knowledge, there is no comparable work that has been published in the literature, i.e., for estimating variables that are normally not measured, such as TBM and BBM. It is also important to point out that if a more conventional observer approach (e.g., a Kalman filter) is employed instead, a unique mathematical model, for which the observer is based on, will be required for each variable that needs to be estimated. The NN-based approach proposed here, on the other hand, is much more comprehensive as it could be trained to estimate various different variables more easily and flexibly.
Another variable that could be beneficial to O&M is wind speed. However, the NN-based estimator cannot be used to estimate the wind speed as it would require one expensive light detection and ranging system (LiDAR) within each cluster. Note that even if a LiDAR system was available for this study, in order for it to be integrated into a wind turbine successfully, further research is still needed to fully establish the correlation between the wind speed detected by the LiDAR and the wind speed that the wind turbine actually experiences; that is, research on this topic is still in progress [1] - [3] .
The second part of the paper therefore presents an alternative method, i.e., an Extended Kalman filter (EKF), to estimate the particular variable, the wind speed. The main disadvantage of having to construct an EKF is the requirement that accurate models be available, but fortunately such models are available for this study; that is, an EKF is developed based on a 3D wind speed model [4] and a nonlinear rotor model with 3 blades [5] . It can be used for detecting various anomalies in the wind turbines and farms as reported in [6] , but in this paper it is only used for improving the NN-based estimator; that is, the NN-based estimator is further refined by using the wind speed estimated by the EKF for training the NN-based estimator.
Work on real-time wind speed estimation experienced by wind turbines is still very rare. In [7] , only extreme wind speed is estimated for fault/condition monitoring purposes, and the work in [8] - [10] focuses on wind speed probability distribution rather than real-time wind speed estimation. In [11] , an observer (not a Kalman filter though) is designed for wind speed estimation for a fixed-speed wind turbines, as opposed to a variable-speed wind turbine considered in this paper -since the work introduced in [11] is still preliminary, a very simple model is employed to simulate the wind turbine in comparison to the more sophisticated or detailed model used in this paper. In contrast to [11] , the estimation is achieved here based on the measurements of not only rotor speed and torque but also BBMs, which, as a result, improves the resolution and accuracy of estimation.
In Section II and throughout the paper, it is assumed that there are 5 turbines in a cluster. Only one is equipped with a sensor that measures the TBM and each of the remaining 4 turbines is equipped with a nonlinear NN-based estimator, which estimates the TBM given available variables, i.e., different combinations of aerodynamic torque, rotor speed, and FAA. An EKF for estimating the wind speed and the models that the EKF is based on (i.e., a 3D wind speed model and a nonlinear rotor model with 3 blades) are all reported in Section III. In Section IV, the wind speed estimated by the EKF is used to further improve or refine the NN-based estimator. Conclusions are drawn in Section V.
It should be clarified that the main contribution of the work is neither in the EKF nor in NN. Instead, to achieve novel objectives, i.e., nonlinear estimation of useful variables (e.g., TBM and wind speed), which are often not measured, NN and a standard filtering algorithm (i.e., the EKF) are adapted. In this work, the exemplar 5MW wind turbine model of Supergen Wind Hub in Matlab/Simulink R is employed to simulate the wind turbines and farm. The model has been used for various UK and European projects over the last decade, especially within the Supergen Wind Hub/Consortium. The latest version of the model is reported in [12] .
II. ESTIMATION USING NEURAL NETWORK
To have access to a certain variable of each turbine, i.e., TBM in this paper, without increasing the associated cost, one turbine in the wind farm of 5 turbines is equipped with a TBM sensor (or strain gauge) and each of the remaining 4 turbines with a nonlinear NN-based estimator. The concept of NN is briefly introduced in Section II-A, and the NNbased estimator is introduced with some simulation results in Section II-C. The wind speed model required for simulating the wind turbines and the NN-based estimator is summarised in Section II-B. 
A. NEURAL NETWORK
Neural Network (NN) [13] is an information processing paradigm inspired by the way our brains processes information. It is typically organised in layers as shown in Figure 1 and composed of a large number of highly interconnected processing elements, called 'neurones', working together to solve specific problems. A NN contains some form of 'learning rule' which modifies the weights of the connections according to the input patterns that they are provided with. Similarly to how our brains function, NN learns by example, adjusting to the synaptic connections between the neurones.
In order to train a NN, the weights need to be trained such that the error between the desired output and the actual output is minimised [13] . This process requires that the NN compute the Error derivative of the Weights (EW); that is, it needs to calculate how the error changes as each weight is increased or decreased slightly. The back-propagation algorithm [14] is the most common method for calculating the EW and is used for this study. The algorithm is implemented using the Neural Networks Toolbox TM in Matlab/Simulink.
B. WIND SPEED MODEL
The wind stochastically varies with time and continuously interacts with the rotor [15] . The effective wind speed is defined as wind speed averaged over the rotor plane such that the frequency response (or power spectrum) of hub torque remains uniform. It is derived here by filtering the point wind speed [16] through the filter introduced in [15] . The point wind speeds that account for the correlation of the cluster layout is obtained in DNV-GL Bladed. The effective wind speeds are required to simulate the Matlab/Simulink models (of Supergen Wind) throughout the paper. Point wind speed is illustrated in comparison to effective wind speed in Fig in Figure 3 . Similar results are obtained for different mean wind speeds.
C. NEURAL NETWORK BASED ESTIMATOR
The full procedure for designing a NN-based estimator is summarised as follows: 1) Turbine 1 is equipped with a sensor and each of the rest with a nonlinear NN-based estimator. 2) At regular intervals, i.e., every 1000s in this paper, the inputs (different several combinations of torque, rotor speed, and FAA as shown below) and the output (TBM) are measured and collected from Turbine 1 model. 3) Based on these measurements, the NN-based estimator is designed and trained. 4) Each of the remaining turbines is equipped with the estimator from the steps above. 5) Steps 2, 3, and 4 are repeated every 1000s. As previously mentioned the Matlab/Simulink model of the Supergen Wind 5MW exemplar wind turbine -which has been used by various researchers over the last decade, especially within the Supergen Wind Consortium -is employed to simulate the wind turbines. Each cluster is developed by VOLUME 7, 2019 duplicating the model, but each model would experience a different wind speed. In this paper, only one cluster is considered. The wind speed model for generating the wind speeds are described in Section II-B.
As mentioned in 2) above, three different combinations of torque, pitch angle (only in above rated wind speeds), rotor speed, and FAA constitute the inputs, and the effect of a fault is also taken into account. Three different scenarios considered are as follows:
• Scenario 1: torque and rotor speed • Scenario 2: torque, rotor speed, and FAA • Scenario 3: Scenario 2 is repeated, but it is assumed that a fault occurs, and the FAA measurement thus become unavailable. Although the FAA measurement is available for training the NN-based estimator, it become unavailable when the NN-based estimators are in operation. Therefore, a constant input of 0 for FAA, which is considered a fault, is applied, instead. It is important to note that in real life, the TBM measurement would only be available from Turbine 1 since it is the only one equipped with a sensor. Moreover, Turbine 1 would not be equipped with a NN-based estimator; that is, only for comparison purposes, the measurements and estimates from each turbine are shown in the figure. Figure 4 illustrates that the estimate from each NN-based estimator does not track the measurement closely enough with Turbine 4 demonstrating the poorest performance. Figure 5 shows that the tracking is significantly improved by including an additional variable, FAA, in the training process.
Even with a fault present, Figure 6 demonstrates that the estimates seem to follow the measurements more closely than Figure 4 . For more detailed comparison, the power spectra of the measurements and estimates are generated. The power spectra in Figure 7 compare Scenarios 2 and 3 in the frequency domain. Note that the power spectra are shown for Turbine 2 only here since the spectra for the remaining turbines demonstrate similar results. A closer look at the time plots in Figures 5 and 6 reveals that some high frequency components are removed in Scenario 3. Now returning to the power spectra in Figure 7 , the black spectrum has a peak at around 1.6 rad/s while the blue spectrum does not. It can be deduced that the high frequency components that are removed in Figure 6 correspond to this particular peak, which is associated with the tower mode [17] . This result was expected in advance because the tower frequency significantly impacts the FAA of the nacelle sitting on top of the tower. Note that the peaks at 3 and 6 rad/s shown on both the red and blue spectra correspond to 3P and 6P [18] , respectively.
In summary, when the NN-based estimator is trained with torque, rotor speed, and FAA, the performance of the NNbased estimator improves significantly in comparison to the NN-based estimator trained with torque and rotor speed only. Furthermore, the NN design is even robust to a fault to some degree although there are some differences in the frequency response when the fault occurs. The results are significant because the proposed algorithm can be applied to estimate not only TBM but also other variables, such as BBMs, which would also be expensive to measure. These estimates can be used to improve the performance of O&M at a low cost.
Furthermore, by incorporating additional available variables to the inputs will improve the resolution of the NN-based estimators, thereby improving the estimation accuracy. Other available variables besides torque, rotor speed, and FAA can be used and would improve the estimators. In Section IV, the wind speed, which becomes available as a result of the work presented in Section III, is used to improve the resolution of the NN-based estimators.
III. WIND SPEED ESTIMATION USING EXTENDED KALMAN FILTER
Estimation of wind speed could help improve the performance of O&M in many ways. To use the NN-based approach reported in the previous section to estimate the wind speed requires at least one LiDAR in each cluster, but the cost of a single LiDAR could still be significant. Moreover, even if a LiDAR was available, the relationship between the wind VOLUME 7, 2019 FIGURE 6. Scenario 3: Measurements vs NN estimates; note that the measurements for turbines 2 to 5 would not be available and are shown here for comparison purposes only.
speed measured by a LiDAR and that the turbine actually experiences has not been fully established, and the research in this area is still ongoing as previously mentioned. Hence, the use of another algorithm, EKF, is considered.
The main disadvantage of employing observers, including the EKF, is the requirement that an accurate model be available. Fortunately, as a result of the work presented in [4] , accurate models for estimating the wind speed are available, and thus an EKF based estimator is constructed in this section to facilitate wind speed estimation.
The models that the EKF is based on are first summarised in this section followed by the introduction of an EKF-based wind speed estimator with some simulation results.
A. WIND FIELD MODEL
A 3D wind model has been developed in [4] to output time varying and azimuthally varying (across the rotor plane) 3D effective wind speed, V c (different from V e , (1D) effective wind speed) for each blade (of 3) such that, when combined in series with the nonlinear rotor model summarised below, the power spectra of the outputs of the rotor model, i.e., each BBM in the vertical (My) and horizontal (Mx) directions, rotor thrust, and rotor torque, are accurately repre- sented at frequencies up to and including the spectral peak at 1P rotational sampling. In other words, the auto and crossspectral density functions for the torques and forces align well with the real-life characteristics at frequencies up to and including 1P.
As the name suggests, a 3D wind model mainly consists of 3 wind components, V e , V a , and V b , as illustrated in Figure 8 . Note that there are three 3D wind models, one for each blade, although only one is shown. In the literature, effective wind speed is normally 1D wind speed, equivalent to V e in the figure, but the model presented here uniquely outputs 3D effective wind speed, V c , which includes three wind components, V e , V a , and V b .
In general, wind speed consists of deterministic and stochastic components. Examples of the former include mass imbalance between the blades, wind shear/veer, and tower shadow, and those of the latter include turbulence. These components cause the wind speed in the rotor plane to be nonuniform, and as a result, any given element on the blades experiences different wind speeds as it rotates.
The structure of the 3D wind model is illustrated in Figure 8 and mathematically represented as follows: [4] .
where V m denotes mean wind speed. To account for all three blades, the 3D effective wind speed is modified as follows: 
would be close to 90 • . The implication is that θ d can thus be used to detect the presence of yaw misalignment, tilting, shear/veer, etc, as described in [6] , but that usage is not covered in this paper.
The aforementioned wind speed model is designed to complement a 3 bladed rotor model described as follows. where g c is given by
B. NONLINEAR 3 BLADED AERODYNAMIC MODEL
ρ denotes the air density, R the rotor radius, β the pitch angle, g gravity, M b the first moment of mass (FMM) of each blade, and θ the actual azimuth angle of the the blade (whileθ shown in Figure 8 is the arbitrary azimuth angle that is later corrected). The power coefficients and the BBM Mx and My coefficients, C p , C x , and C y , respectively, are obtained from the BLADED model of the 5MW Supergen Wind exemplar turbine, and the turbine's parameters are used. Notice that for (3), V o (1D wind) is used, while for (4) and (5), V c (3D wind) is used. In constrast to (4), (5) does not include the gravitational term as gravity does not impact My BBM provided the yaw misalignment and the nacelle tilt angle are reasonably small. As previously mentioned, the 3D wind model described in Section III-A and the rotor model,
, (4), and (5), are designed to complement each other. (3) can be replaced by the summation of M x , (4), from each blade, i.e.,T
S. because the gravitational term in Equation (4) cancels out when summed assuming that there is no mass imbalance. It implies that the difference between (3) and (7) can be used to detect the presence of mass imbalance between the blades, as described in [6] , but that usage is not discussed in this paper.
C. VALIDATION
The combination of the 3D wind model and 3 bladed rotor model described above is validated against the high fidelity aeroelastic BLADED model of the same exemplar turbine. Real-life data would make the verifications much more reliable. Unfortunately, for this study real-life data is not available at this stage. However, in the wind energy sector, validation of a wind turbine model using aeroelastic software, such as BLADED by DNV-GL and FAST by the National Renewable Energy Laboratory (NREL), is a common practice and is widely accepted in both industry and academia because it is not convenient and often infeasible to utilise real-life turbines due to their size and availability. As an example, in industry, wind turbine controllers are applied to and tuned using an aeroelastic wind turbine model before it is applied to the real-life wind turbines [19] , [20] .
The validation results are presented in the frequency domain, i.e., using the power spectra, in Figures 10 and 11 . Data collected from a 500s simulation at a mean wind speed of 8 m/s with 10 % turbulence intensity are used to generate the power spectra shown in the figures. Figure 10 represents comparison of Mx BBM from the Matlab/Simulink model described above and that from the high fidelity aeroelastic BLADED model, and Figure 11 represents an equivalent comparison for My BBM. Recall that the model described above is designed to be accurate at frequencies up to and including 1P only, and the spectra are not expected to align for frequencies above 1P.
Hence, both figures demonstrate that the models described above exhibit similar characteristics to the BLADED model at frequencies up to 1P only. The red plot can be ignored now and will be discussed in the following section. The EKF VOLUME 7, 2019 FIGURE 14. Error between the estimates and the measurements in Scenarios 2 and 4.
reported below will improve both the time and frequency responses of the models described above, i.e., to be more similar to those of the BLADED model.
D. EXTENDED KALMAN FILTER
Since the EKF is a well established algorithm, only a brief summary is presented here. For the full formulation and details, the readers are referred to the textbooks and papers, such as [21] - [23] .
The combination of the 3D wind model in Section III-A and 3 bladed rotor model in Section III-B is represented in the nonlinear state space form as follows:
where f (x k−1 ) represents the wind model, g(x k ) the rotor model, v k−1 (Gaussian) process noise, and w k the measurement noise.
The model predictor is formulated as follows:
where
the a priori state estimates, and P − k a priori estimate error covariance. Q denotes the process noise covariance matrix given by
The corrector is formulated as follows:
where J g (x k ) is the Jacobian matrix of g(x), and K k the Kalman gain.R k denotes the measurement noise covariance matrix given byR
While Q is assumed to be constant,R k is updated real-time.
The difference between the two positive-definite matrices in (15) could yield a non positive-definite matrix, potentially leading to numerical instability. (15) is thus modified as follows to avoid potential instability:
As a result, both terms in the equation will always be positivedefinite, and thus P k is also guaranteed to be positive definite as the sum of two positive-definite matrices yield a positivedefinite matrix.
E. WIND SPEED ESTIMATION
In Figure 12 , both point wind speed (Figure 12(a) ) and effective wind speed (Figure 12(b) ) are estimated (in blue) and compared with the actual wind speed (in red), which would be unavailable in real life. The results demonstrate that the EKF estimates the actual wind speed closely. The power spectrum in red in Figure 10 also demonstrates that the EKF tracks the BLADED model very closely even at frequencies well above 1P.
Note that it would be ideal to test the EKF based estimator in comparison to another estimator that could serve as a benchmark, but since the work is still relatively rare, as mentioned in Section 1, no other wind speed estimator is available for this study.
As previously mentioned, this wind speed can be utilised for various purposes, such as control and condition monitoring of the wind turbines and farm. However, as discussed in the following section, it is employed in this paper to improve the NN-based estimator, introduced in Section II.
IV. ESTIMATION USING NEURAL NETWORK AND EXTENDED KALMAN FILTER
The NN-based estimator introduced in Section II is improved in this section by incorporating the wind speed estimate V o from the EKF introduced in Section III into the training process. This essentially improves the resolution of the NNbased estimators.
The procedure described in Section II-C is repeated, introducing a new scenario as follows:
• Scenario 4: torque, rotor speed, FAA, and wind speed (estimate) The simulation results are depicted in Figure 13 . In comparison to Scenario 2 ( Figure 5) , in which the wind speed estimate is not included as an input, improvement is achieved.
More detailed comparison between Scenarios 2 and 4 is demonstrated in Figure 14 . In the figure, the error/difference between the measurements and estimates of TBM from Scenario 3 (green) is depicted in comparison to the error/difference between the measurements and estimates of TBM from Scenario 5 (black). The results illustrate that most of the time the error is smaller in Scenario 4 as expected due to the incorporation of wind speed estimate from Section III-E into the training process of the NN-based estimator.
V. CONCLUSIONS
Having access to various different variables in wind turbines and farms that are normally unavailable could improve the performance of O&M, e.g., condition monitoring and control. The first part of this paper introduces a NN-based estimator to estimate such variables by including the minimal number of additional sensors, which would otherwise be costly; that is, only one sensor is required within a cluster. The simulation results demonstrate that the NN-based estimators estimate the TMB of each turbine within the cluster successfully.
The NN-based estimators could be used to estimate other important variables such as BBM although that usage of the NN-based estimators is not presented. However, to use the NN-based estimators for estimating the wind speed would require at least one LiDAR within a cluster, but even one LiDAR within a cluster could be very costly. Moreover, the exact correlation or relationship between the wind speed detected by the LiDAR and the wind speed that the wind turbine actually experiences has not been fully understood yet. As a result, wind speed estimation could not be carried out by the NN-based estimators.
Therefore, another algorithm, EKF, is introduced for wind speed estimation. The main disadvantage of constructing an EKF is the requirement that accurate models be available. Fortunately, such models are available for this study, and an EKF is designed based on these models for wind speed estimation. The simulation results illustrate that the wind speed could be estimated by the EKF accurately. The resulting wind speed estimate could be used to improve O&M in many ways, especially in condition monitoring. In this paper, however, it is used to improve the resolution of the NN-based estimators introduced in the first part of the paper. The simulation results demonstrate that significant improvement could be achieved by incorporating the wind speed estimated by the EKF into the training process of the NN-based estimators.
