Taking advantage of both the scaling property of wavelets and the high learning ability of neural networks, wavelet networks have recently emerged as a powerful tool in many applications in the field of signal processing such as data compression, function approximation as well as image recognition and classification. A novel wavelet network-based method for image classification is presented in this paper. The method combines the Orthogonal Least Squares algorithm (OLS) with the Pyramidal Beta Wavelet Network architecture (PBWN). First, the structure of the Pyramidal Beta Wavelet Network is proposed and the OLS method is used to design it by presetting the widths of the hidden units in PBWN. Then, to enhance the performance of the obtained PBWN, a novel learning algorithm based on orthogonal least squares and frames theory is proposed, in which we use OLS to select the hidden nodes. In the simulation part, the proposed method is employed to classify colour images. Comparisons with some typical wavelet networks are presented and discussed. Simulations also show that the PBWN-orthogonal least squares (PBWN-OLS) algorithm, which combines PBWN with the OLS algorithm, results in better performance for colour image classification.
Introduction
Image classification is an important problem which is particularly difficult for traditional machine learning algorithms mainly because of the high number of input variables that may describe images (i.e. pixels). Indeed, with a high number of variables, these methods tend to produce very unstable models with low generalization. Computing times can also be detrimental in such extreme conditions.
To handle this high dimensionality, image classification systems usually rely on a pre-processing step, specific to the particular problem and application field. This step aims at extracting a reduced set of interesting features from the initially huge number of pixels. This reduced set is then used as new input variables for traditional learning algorithms, possibly tuned to the specific application. The limitation of this approach is clear: when considering a new problem or application field, it is necessary to manually adapt the pre-processing step by taking into account the specific characteristics of the new application. But, at the same time, recent advances in automatic learning have produced new methods that are able to handle more and more complex problems without requiring any a priori information about the application. These methods are increasingly competitive with methods specifically tailored for these fields.
To remedy these problems, a solution based on Wavelets Neural Networks (RBF neural networks with wavelets as transfer functions) is proposed. Wavelets are also excellent approximators and sensors of signals. Their time-frequency analysis capability always makes them an effective and innovating tool. In addition, their remarkable results in the domain of face recognition and classification (e.g., the Gabor wavelet in the EBGM method) encourage their integration in such a hybrid system.
In this paper, we are going to introduce a new training method for Wavelets Neural Networks (WNN) that represents a signal as a linear combination of wavelets with different dilations and translations that permit the direct calculation of connection weights of the network. The Wavelets Neural Network will be used to assess this algorithm in the field of images classification.
A wavelet network has more advantages than common networks, e.g., faster convergence, avoiding local minima and easy determination and adaptation of structure. Generally, there are two kinds of wavelet networks. One is to take the wavelet network as a special RBF network. 39 Training of this kind of wavelet networks is to some extent similar to that of RBF networks. The other kind of wavelet network is constructed from the inverse discrete wavelet transform. 29, 36 With the development of wavelet networks, much work is devoted to the algorithms of training of these kinds of networks. Error back-propagation may be the most popular algorithm in the learning of wavelet networks. In the course of training, error back-propagation is often combined with Orthogonal Least Square-Backward Elimination, 24, 39 which is used in the selection of network structures. In this paper, a new training algorithm for the wavelet networks is presented. Inspired by the similarity between discrete wavelet transform and neural networks, Zhang and Benveniste 37 proposed the wavelet network in 1992. They constructed a special feed-forward neural network supported by wavelet theory.
After constructing a wavelet library, which consists of a set of, scaled and translated wavelets (regressors), some network pruning algorithms were employed to select the most significant regressors.
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The main purpose behind the use of the OLS algorithm 8 is to find these regressors, which provide the most significant contribution to approximation error reduction. This has been widely accepted as an effective method for regressor selection in RBF networks. 9,18 Thus, we are going first to incorporate OLS algorithm into the wavelet network, and then exploit its potential in the classification process. During the past decades wavelet analysis has become a powerful tool for multiresolution analysis. Important applications can be found in various fields, ranging from remote sensing to biomedical imaging and query by content in large image data bases. Intuitively, wavelet analysis is an ideal approach to the classification of images. Much previous works have been proposed to solve the image classification problem. 27, 39, 40 An algorithm of the back-propagation type has been derived for adjusting the parameters of the wavelet neural network. 3 Applications of wavelet neural network in the medical field include classification of coronary artery diseases, 1-3,30 characteristics of heart valve prostheses, interpretation of Doppler signals of the heart valve diseases, transmitting bio-signals and ECG segment classification. 3 However, to date, wavelet neural network based on a novel learning algorithm using direct calculations of weight connections involves a relatively new approach. The rest of this paper is organized as follows. We first briefly review the structure of wavelet networks and then introduce the modified OLS algorithm for network pruning in Sec. 2. In Sec. 3, experiments are conducted to demonstrate the effectiveness of the optimized wavelet network, and point out their advantages from the viewpoint of image classification. Finally, we conclude with specifying the features of wavelet neural network in the last section.
Theoretical Background

Wavelet and wavelet network
Analyzing a signal from its corresponding graph does not give us access to all the information it contains. It is often necessary to transform it, that is, to give it another representation which clearly shows its features. The baron Jean Baptiste Joseph Fourier suggested that all functions must be able to express themselves in a simple way as a sum of sinus. In the analytic theory of the heat, Fourier gets the equations to the partial derivatives describing the transfers of heat, and thus developing them in infinite sum of trigonometric functions.
As an advanced alternative to the classical Fourier analysis, wavelets have been successfully used in many aspects of signal processing, such as de-noising, compressing, edge detection, and so on. The fundamental idea behind wavelets is to process data at different scales or resolutions. In such a way, wavelets provide a time-scale presentation of a sequence of input signal. 33 Wavelet, generally named mother wavelet, must satisfy the properties of translation and dilation which can generate other wavelets ψ a,b (t), a > 0 and b real.
The wavelet networks result from the combination of wavelets and neural networks. 28, 29 First, continuous wavelet transform of function f is defined as the scalar product of f and the mother wavelet ψ.
The reconstruction of the function f from its transform is expressed by the following equation:
This equation expresses a function in terms of a sum of all dilations and all translations of the mother wavelet. If we have a finished number N ω of wavelets ψ a,b obtained from the mother wavelet ψ, Eq. (2.4) will be considered as an approximation of an inverse transform.
This can also be considered as the decomposition of a function in a weighted sum of wavelets, where each weight c j is proportional to ω(a j , b j ). This establishes the idea of wavelet networks.
17,25
The wavelet networks have been introduced by Zhang and Benveniste as a combination of the RBF neurons network and the decomposition in wavelets. Figure 1 displays the structure of the wavelet network of Zhang. The multilayered networks allow the representation of a nonlinear function by training while comparing their inputs and their outputs. This training is made while representing a nonlinear function by a combination of activation functions. The sigmoid function is often used as an activation one.
Zhang and Benveniste 37 replaced the sigmoid function by an admissible wavelet and they reached these results:
• The wavelet networks preserve the property of universal approximation of the RBF networks.
• A direct link exists between the weights of the network ω i and the wavelets coefficients.
• A good approximation can be reached with a wavelet network of a small size.
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The frames and the wavelet networks
The discrete wavelet transform (DWT )
To analyze a discrete signal, it is known that the representation ψ a,b of Eq. (2.1) is very redundant.
15 Therefore, to get a finite number of wavelets, we discretize the dilation parameter (a) and the translation parameter (b) of the mother wavelet.
To reconstitute the signal, the double integral in Eq. (2.3) is replaced by a double sum
The inverse wavelet transform can be obtained only when the used wavelets form an orthogonal basis. For a general case (nonorthogonal basis), concepts like frame and dual frame must be introduced.
The frames
If we replace the double sum of Eq. (2.6) by a unique one, we can write the function f as:
According to Daubechies, 15 this relation is valid only if the wavelets used constitute an orthogonal basis. Generally, we can write f in term of its wavelet coefficients and a family of wavelets is said to be dual frame.
Assuming that ψ ∈ L 2 (R) a wavelet, S a sampling on a time-frequency grid, 
A frame is said basis if for all f belonging to L 2 the linear combination f (t) = i ω i ψ i (t) is unique. When a family of wavelets is at the same time orthogonal and basis it is said to be orthogonal basis.
In general, a frame is not an orthogonal basis (only the condition A = B = 1 gives an orthogonal basis). Also, it provides a redundant representation of the function f (t). The A/B report is called a redundancy factor report. When a frame is redundant, the wavelet coefficients of the same neighborhood are intercorrelated. A better definition of the details and the fine structures results from the above stated function in the time-frequency representation.
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For an orthogonal basis all function f can be written in a unique manner:
For other values of A and B this representation remains valid, but is no more B ψ an orthogonal basis and the representation of f as a linear combination of wavelets is no more unique. Therefore, the term "dual frame" is introduced. 18 In these cases, f is written according to the dual frameB
If the function ψ is the analyzing wavelet, the coefficients of wavelet are calculated by the scalar product of this wavelet by the function to be analyzed. The dual wavelet is used for the reconstruction (the inverse is true as well). In Fig. 2 , we give an example of a wavelet and its dual.
• How to discretize the continuous wavelet transform to get frames?
To get a frame, the coefficients a and b must be discretized in the following manner 15 : a = a So for a signal including a j 0 points, we calculate only the coefficients:
• We notice that we sampled more finely to the highest frequencies rather than to the lowest frequencies.
• For a 0 = 2, b 0 = 1 the sampling is said dyadic. The expression of the mother wavelet is given by:
Direct calculation of weights
As we have seen in Sec. 2.2.2, a family of wavelet functions is not necessarily orthogonal. Therefore, for a given family Ψ of wavelets it is not possible to calculate a wavelet coefficient ω i directly by a simple projection of the wavelet ψ mi,ni onto the considered function. Thus, it was proposed 13,14 to use Eq. (2.14) to find the optimal coefficients ω i for each fixed wavelet
(2.14) Equation (2.14) says that the ω i ,m i and n i are optimized, i.e. translation, dilation of each wavelet are chosen in such a way that the image f is optimally approximated by the weighted sum of wavelets ψ mi,ni . Because optimization is a slow process, we suggest a direct calculation in the case of a finite wavelet family. The correct coefficients ω i are computed by projecting f on the dual waveletsψ mi,ni .
The waveletψ mi,ni is a dual wavelet if
and we findψ mi,ni to beψ
where (Ψ) i,j = ψ i , ψ j .
Orthogonal Least Squares (OLS) algorithm
The orthogonal least squares (OLS) algorithm is an efficient implementation of the forward selection method for subset model selection. The ability to find good subset parameters with only a linearly increasing computational requirement makes this method attractive for practical implementations. Let us represent these nonlinear predictors that have the linear in parameter structure as a linear regression model:
where y is the desired signal vector, X is the information matrix of size NK , h is the parameter vector of the model, and e the error vector of approximating y by Xh. The column vectors y and e contain N elements, that is, there are N data samples and N values of error. The original X matrix has K columns. To create a parsimonious model which has R parameters, we are actually trying to pick R columns from the input matrix X to form a subset input matrix Xs. The OLS algorithm selects columns from the input matrix sequentially. At each selection, all the unused columns are studied to determine how each column will contribute to fit the desired vector y with the current subset Xs. The column that provides the best combination with Xs to model y will be picked to form the new Xs. The above procedure is repeated until the number of columns in Xs is equal to K. The selection procedure is made very efficient by employing orthogonalization schemes such as the Gram-Schmidt or the Householder transformation.
12 The Gram-Schmidt algorithm is a well-known standard numerical method that can be employed for orthogonalization of a basis function. 19 The details of the algorithm can be found in Chen et al.
7,8
Proposed Approach
To define a wavelet network, we first take a family of n wavelets Ψ = {ψ 1 , . . . , ψ n } with different parameters of scaling and translation (generated by distributing the parameters on a dyadic grid) that can be chosen arbitrarily at this point. According to Zhang, all function f belonging to the L 2 (R) space can be represented, with an arbitrary precision, by a wavelet network.
Given a classification or regression problem, the architecture of a wavelet network is exactly specified by the number of particular wavelets required. In this research, a library of wavelets will be selected to be the candidate hidden neurons (wavelets), and then the optimal architecture is constructed by pruning the hidden neurons.
Training step
Wavelet network initialization
A wavelet library, W , which consists of discretely dilated and translated versions of a given wavelet ψ, should be constructed according to the training data set. The wavelet family is:
In Eq. (3.1), a 0 , b 0 > 0 are two scalar constants defining the discretization step sizes for dilation and translation. a 0 is typically dyadic. S b and S a are finite sets related to the size of the input data domain D.
The maximum scale level of the wavelet network should be determined first and consequently all the possible translation values will be calculated at each scale level.
Network pruning algorithm
After the construction of a wavelet library, the number of wavelets, N s , may be decided manually or automatically. Therefore, in the N -candidate wavelet library, the goal is to find the best N s wavelet regressors which minimize the error between output vectors and expected vectors.
Orthogonal Least Square algorithm 8 has been widely used in pruning RBF networks and wavelet networks as well. 32 It combines the orthogonal transform with the forward regression procedure to select regressors from a large candidate regressor set. The advantage of employing OLS is that the responses of the hidden layer neurons are decorrelated so that the contribution of individual candidate neurons to the approximation error reduction can be evaluated independently.
In the forward orthogonalization procedure, only one column of regressor matrix is orthogonalized at the ith iteration. The ith column is made orthogonal to each of the i − 1 previously orthogonalized columns and the operation for i = 2, . . . , N is repeated.
The wavelets corresponding to the first K columns will be selected to construct the wavelet network. Figure 3 shows the wavelets library and some selected wavelets with the application of OLS algorithm that will be used in the hidden layer of the wavelet neural network. Those wavelets used as activation functions of the hidden neurones form a frame. To get an approximation of the learning image as an output of the network, we proceed as follows: • We project the learning image (I) on the dual frame (ψ i ) to calculate the connection weights (ω i ).
• We compute the output of the network (Ĩ) by a linear combination of the selected wavelets (ψ i ) and these connection weights (ω i ).
These steps are illustrated in Fig. 4 .
Pyramidal network training algorithm
Pyramidal image models employ several images obtained at different stages of the learning algorithm. Let f (x, y) be the original image. A pyramid image is a set of images f k (x, y), k = 1, . . . , p which design the number of pyramid levels. The
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pyramid is formed according to these steps:
Proposed learning algorithm
Step 1: Starting the learning by preparing a library of candidate wavelet functions to be selected as activation functions of the wavelet network. This step consists in the following:
(1) Choosing the mother wavelet covering all the support of the signal I to be analyzed. (2) Building a library formed by the wavelets of the discrete wavelet transform using a dyadic sampling of the continuous wavelet transform. (3) Setting as a stop learning condition an error Emin between the input and the output network or a number of neurons in the hidden layer of the network.
Step 2: Applying OLS algorithm to select the optimized wavelets used in the hidden layer.
Step 3: Fixing a definite number K of wavelets which will join the network at each stage of the pyramid structure in the training process.
Step 4: At a given stage i of the pyramid, a wavelet network formed by K hidden neurons is built, and the network is computed to calculate the connection weights and finally the output of the networkĨ i = k j=1 ω ij ψ ij is calculated. The difference between the initial image and the approximation will be calculated, this difference will be considered as an original image in the next stage of the pyramid:
Step 5: The global approximation that is the sum of all approximations at each stage of the pyramid is calculatedĨ = n i=1Ĩ i with n is the number of stage of the pyramid. If the error Emin, or the number of the hidden neurons is reached then it is the end of learning.
Otherwise the next k wavelets of the library are selected and we go back to Step 4. Figure 5 illustrates the pyramidal training algorithm of beta wavelet network.
Algorithm flowchart
The detailed steps of the proposed learning algorithm have been described in the last section. We can summarize this training algorithm according to the following flowchart as illustrated in Fig. 6 .
Overview of the classification process
We propose in this paper a complete solution of image classification based on wavelet networks trained by PBWNN-OLS algorithm. The solution which we present proceeds, at first, by the approximation of the learning benchmark by a 2D . . . wavelet networks to produce the compact functional parameters of each network (constituted by wavelets and their coefficients). In classification stage (on-line), the test image is projected on the wavelet networks of the learning images and new weights (or coefficients) specific to this image are computed. The family of wavelets remains then unchanged (that of the learning images). Finally, we compare the coefficients of the learning images with the coefficients of the test image by computing the distances (min(distance(w ij , w)) where i = 1, . . . , c, j = 1, . . . , n, c is the number of classes and n the number of learning images in each class). The pipeline of all these stages is illustrated in Fig. 7 .
Off-line stage
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Definition and basic properties of the Beta function
To experiment our approach, we use the Beta wavelets which is based on the Beta function defined by 34, 39 : 
with
We demonstrate in Refs. 5, 28 and 34 that the derivatives of the Beta function are admissible wavelets. We can get different wavelets when we modify the values of the x 0 , x 1 , q and p parameters. Figure 8 shows examples of Beta wavelets. We can obtain a 2D wavelet by multiplying two 1D wavelets. The 2D wavelet has four parameters: one for dilation (c), two parameters of translation (s x , s y ) and one to rotate the wavelet (θ).
(3.10) Figure 9 illustrates examples for the 2D Beta wavelets.
Experimental Results
Image classification attempts to classify images into semantic categories using lowlevel image features, and therefore, bridging the gap between high-level semantics and low-level features. The categorization of images into classes can be helpful both for semantic organizations of digital libraries and for automatic annotations of images. The classification of natural imagery is quite hard in general since real images from the same semantic class may have large variations and images from different semantic classes may share a common background. In order to evaluate the proposed method in different conditions, various collections of images are used. We have varied the number of image classes, thus, we have used 2-image classes, 3-image classes and 10-image classes (for some samples, see Fig. 10 ). These images contain a wide range of content (scenery, animals, objects, etc.), colors and lighting conditions. Therefore, we randomly shuffled the images in each class for such database and took several images as the training set and the test set. After repeating this procedure three times to ensure fairness, we obtained three sets of training data and test data. In Table 1 , we give the number of training and test images sets for each database.
The average percentage of correctness classification of the three test sets is summarized in Table 2 for the different databases. The examination of computing times is very important in the evaluation of a natural image classification algorithm. Therefore, the PBWNN-OLS training algorithm is more efficient than the classical BWNN used in Refs. 29 and 36 and computationally less expensive. Table 3 compares CPU-times spent to compute the different stages of the learning algorithm for one image, on a 1.66 GHz Intel Core 2 Duo with a 2 GB cache. This table shows us that computing the classification step with our approach is more than forty times as fast as computing it with the classical approach.
Based on the experiment results in Tables 2 and 3 , both the classification ability and the learning speed of the network are remarkably superior to the classical wavelet network models. • DT is the classification model called Decision Trees applied in Ref. 6 . A decision tree is a class discriminator that recursively partitions the training set until each partition consists entirely or dominantly of examples from one class.
The experimental results reported here seem very promising and the proposed approach outperforms the other methods.
Conclusion
In this paper, wavelet network has been analyzed and successfully applied to image classification, so it has not only effectively improved the classification performance of the network but also has much faster learning capacity than the existing wavelet network architecture. First, we have employed the OLS algorithm to optimize the structure of wavelet network, so we can reach the goal with a minimum number of hidden neurons. Then, we have utilized the pyramid wavelet network structure for the image classification process to increase the speed of the learning algorithm. The experimental results have shown the efficiency of OLS algorithm in network pruning. Based on the experimental results, the novel pyramidal wavelet network model has greatly improved both the learning speed and the classification performance compared with the existing wavelet network and other models in classification process.
