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Abst ract - - In  this paper, first, we establish the equivalence of the oscillation of the nonlinear 
dynamic equations 
xAA(t) -bp(t)f(x(t -- 1-)) = 0 and xAA(t) -bp(t)(f o x a) = 0, 
on time scales, from which we obtain some oscillation criteria and comparison theorems for the first 
equation. Next, we obtain some new oscillation criteria for second-order linear dynamic equations on 
time scales. (~) 2005 Elsevier Ltd. All rights reserved. 
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I .  INTRODUCTION 
In recent years, there has been much research a~tivities concerning the oscillation and nonoscilla- 
tion of solutions of differential equations on time scales (or measure chains). We refer the reader 
to recent papers [1-4] and the book [5]. However, to the best of our knowledge, there are no 
results dealing with the oscillation of the solutions of second-order delay differential equations 
on time scales, although Zhang et al. [1] has been obtained oscillation results of first order delay 
differential equations on time scales. 
For completeness, we introduce the following concepts and properties on time scales. We refer 
to [5] for additional details concerning the calculus on time scales. 
A time scale T is an arbitrary nonempty closed subset of the real numbers. Thus, R, Z, N, No, 
i.e., the real numbers, the integers, the natural numbers, and the nonnegative integers are exam- 
ples of time scales. 
Throughout the paper, since we are interested in oscillatory behavior, we suppose that the 
time scale under consideration is not bounded above, i.e., sup T = oo. 
DEFINITION 1.1. Let T be a time scale. For t 6 T. We define the forward jump operator 
a : T ~ T by a(t) = inf{s e T : s > t}, and the backward jump operator p : T ~ T 
by p(t) = sup{s E T : s < t}, while the graininess function # : T ~ [0, oo) is defined by 
Iz(t) = a(t) - t. I£ a(t) > t, we say that t is right-scattered, while i f  p(t) < t we say that t 
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is left-scattered. Also, i f  t < sup T and a(t) = t, then t is called right-dense, and/ f  t > inf T 
and p(t) = t, then t is called left-dense. We also need below the set T k as follows: if  T has a 
left-scattered maximum m, then T k = T - m, otherwise T k = T. For instance, if sup T = 0% 
then T k = T. 
DEFINITION 1.2. Assume f : T --* R is a function and let t 6 T. Then, we define fA( t )  to be the 
number (provided it exists) with the property that any given e > O, there is a neighborhood U 
o f t  such that [[f(~(t)) - f (s)]  - f~( t ) [a ( t )  - s]] < ~Ja(t) - s], for all s e U. We say that, f is 
delta differentiable (or in short: differentiable) on T provided fa ( t )  exist for all t E T. 
LEMMA 1.1. Assume f,  g : T ~ R are functions and let t E T. Then, we have the following 
results. 
(i) I f  f is differentiable at t, then f is continuous at t. 
(ii) I f  f is differentiable at t, then f (a(t ) )  = f ( t )  + #( t ) fa ( t ) .  
(iii) Assume f ,g  are differentiable at t 6 T k, then the product fg  : T --* R is differentiable 
at t with 
( fg)a( t )  = fa( t )g( t )  + f (a( t ) )ga(t )  = f ( t )ga( t )  + fa( t )g(a( t ) ) .  
(iv) Assume f,  g are differentiable at t E T k. I f  g(t)g(a(t)) ~ O, then the quotient f ig  is 
differentiabIe at t and 
( f )  ~ ( t )= fA ( t )g ( t ) - f ( t )g~( t )  
g(t)g(~(t)) 
(v) I f  fa ( t )  >_ O, then f is nondecreasing. 
DEFINITION 1.3. A function f : T --* R is called rd-continuous provided it is continuous at 
right-dense points in T and its left-sided limits exist (finite) at left-dense points in T. The set of 
rd-continuous functions f : T -* R will be denoted by C~d. 
LEMMA 1.2. Assume f : T ~ R. 
(i) I f  f is continuous, then f is rd-continuous. 
(ii) The jump operator a is rd-continuous. 
(iii) I f  f is rd-continuous, then so is F .  
(iv) Assume f is continuous. I f  g : T ~ R is rd-continuous, then fog  has that property, too. 
A function F : T --~ R is called an antiderivative of f : T --* R, provided Fa( t )  = f ( t )  holds 
for MI t E T k. We define the definite integral by 
~ b f ( t )A t  = F(b) - F(a),  
for all a, b E T, and infinite integrals are defined as 
fa ° f ( t )A t  = lira fb  b -~ J~ f ( t )A( t ) .  
DEFINITION 1.4. We say that a function f : T ~ R is regressive, provided 
1 + #(t ) f ( t )  ~ 0, 
for all t E T holds. 
The set of all functions f : T ~ R which are regressive and rd-continuous will be denoted by 
n = n(T )  = n(T ,  R). 
We define the set 7¢ + of all positively regressive lements of T¢ by 
T¢ + = { f  E 7¢ : 1 + #(t) f ( t )  > O, for all t E T}. 
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DEFINITION 1.5. If p E Tt, then we define the exponential function by 
ep(t, s) = exp ~,(t)(P(T))AT , 
for all s,t • T, where ~h(Z) is the cylinder transformation, which is given by 
log(1 + hz) h ~ 0, 
~h(Z) = h ' 
z, h =0. 
For properties of this exponential function see [5]. For instance, ff p • 7~, then ep(t, S) is real- 
valued and nonzero on T, and ff p • ~+, then ev(t, s) is positive. 
In this paper, we shall consider the second-order nonlinear delay dynamic equation 
XAZX(t) + p(t)f(x(t  -- T)) = 0, (1.1) 
and the second-order nonlinear dynamic equation 
xZ~(t) + p(t)f(x(a(t) )) = 0, (1.2) 
on time scales, where T • R, t - T • T, p : T ~ R+ = [0, oc) is a real-valued rd-continuous 
function. Here, f :  R ~ R is continuous, f(u) is nondecreasing and f ( -u )  = - f (u )  for u • R, 
and uf(u)  > 0 for u ¢ 0. 
We label the above conditions on p and f as Hypothesis (E) for a future reference. 
By a solution of (1.1) we mean a nontriviai real-valued function x satisfying (1.1) for t >_ to >__ a, 
for some to >_ a > 0. A solution x of (1.1) is said to be oscillatory if it is neither eventually positive 
nor eventually negative, otherwise, it is nonoscillatory. Equation (1.1) is said to be oscillatory if 
all its solutions are oscillatory. Our attention is restricted to those solutions of (1.1) which exist 
on some half line [t~, c~) and satisfy sup{Ix(t)]:t > to} > 0 for any to _> tx. 
In the next section, first, we present wo important lemmas which will enable us to prove our 
main results. Next, we establish the equivalence of the oscillation of equation (1.1) and (1.2), 
from which we obtain some oscillation criteria and a comparison theorem for (1.t). We find the 
important fact that the deviation T had no effection on the oscillation of equation (1.1). In the 
last section, we obtain new oscillation criteria of the second-order linear dynamic equation. 
In order, to prove some of our results below we will use the following fixed-point heorem [6]. 
KNASTER'S FIXED-POINT THEOREM. Let (X, <_) be ordered set. Let f~ be a subset of X with 
the following properties. The infimum of f~ belongs to ~ and every nonempty subset of ~t has 
a supremum which belongs to ~. Let S : f~ ~ ~ be an increasing mapping, i.e., x <_ y implies 
Sx ~_ Sy, then S has a fixed point in ~. 
2. OSCILLAT ION EQUIVALENCE 
OF  EQUATION (1 .1 )  AND (1 .2 )  
First, we need the following lemmas. 
LEMMA 2.1. Assume that (E) holds. A necessary and sufficient condition for equation (I.2) to 
oscillate is that, the inequality 
x~a(t) + p(t)f(x(a(t))) <_ O, (2.1) 
has no eventually positive solutions. 
PROOF. 
SUFFICIENCY. If  equation (2.1) has no eventually positive solutions, by Condition (E) the in- 
equality 
xA~(t) + p(t)f(x(a(t))) >_ O, 
has no eventually negative solutions. So, equation (1.2) oscillates. 
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NECESSITY. The oscillation of equation (1.2) implies that the inequality (2.1) has no eventually 
positive solutions. 
Suppose, to the contrary, that (2.1) has an eventually positive solution x, namely, there exists 
to ~ T (to >__ a) such that x(t) > 0 for t > to. 
By (2.1) and Condition (E), there exists tl E T (tl > to), such that 
~(t) > 0, 
for all t _> Q. Clearly, x is continuous. 
ing (2.1) from t to s yields 
i.e., 
zA(t) > 0, x"" ( t )  < o, 
Hence, the integrals are well defined below. Integrat- 
jft 8 
~"(~) - V ' ( t )  + p(~,)f(x(~-(~)))Au <_ o, fors, tET ,  ands>t ,  
Clearly, 
ft - {~ e c([t0, ~) n T, R+): 0 _< .4t) < 1, for t __ to}, 
which is endowed with usual pointwise ordering <_: wl <_ w2 ¢=~ w1(t) < w2(t), for all t _> to. 
It is easy to see that, for any A c f~ has a supremum which belongs to ft. Define a mapping S 
on ft by 
(s~)(t)  = 1 ~ ~o 
X(tl) + p(u)f (x(a(u))w(a(u)))AuAs , t >_ tl. 
By (2.3) and (E), it is easy to prove Sft C f~, and S is nondecreasing. Therefore, by Knaster's 
fixed-point theorem, there exists w C ft such that Sw = w. Hence, 
,,,(t) = ~ ~(t~) + p(~,)f(x(~(u)),,,(,~(u)))Au~s , t >_ t~. 
x(tl) w(t) > x '~ > 0, for all t > tl. 
Set z(t) = w(t)x(t), then z(t) > 0 is continuous and 
z(t) = x(tl) + p(u)f(z(cr(u)))AuAs, for t _> tl, 
1 
i.e., equation ZAA(t) + p(t)f(z(cr(t))) = 0 has a positive solution z(t), which is a contradiction. 
The proof of complete. II 
Now, define a set 
ft  S ~(t) >_ ~(s)  + p(~)f(x(~(~)))Au. (2.2) 
Since xA(t) > 0 is nonincreasing for t > tl, the limit l imt_~ xA(t) = k >_ 0 exists. Letting 
s --* cx~, from (2.2) we obtain 
x~(t) >_ k + p(u)f (x(a(u)))Au >_ p(u)f(x((r(u)))Au. (2.3) 
Since f~'~ p(u)f (x(a(u)))Au exists and is continuous, integrating (2.3) from tl to t yields 
x(t) __ x(tl) + p(~)f (x(o(~)) )~As,  t _> tl. 
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LEMMA 2.2. Assume (E) holds. Then, every solution of equation (1.1) oscillates ff and only ff 
the inequality 
XaA(t) + p(t) f (x(t  --Z)) <__ O, 
has no eventually positive solutions. 
The proof is quite easy and similar to that of Lemma 2.1 and we omit it. 
The main result of this section is the following. 
THEOREM 2.1. Assume (E) holds and #(t) is bounded. Then, the oscillation of (1.1) and (1.2) 
is equivalent. 
PROOF. 
SUFFICIENCY. The oscillation of (1.2) implies that of (1.1). Suppose, to the contrary, that x is a 
nonoscillatory solution of (1.1). We will only consider the case where x is an eventually positive 
solution of (1.1), i.e., there exists to E T (to _> a), such that x(t) > 0 for t >_ to, since the other 
case is similar. 
From equation (1.1) and Condition (E), there exists tl C T (tl >_ to), such that 
x(t) > o, xa(t) > o, ~aa(t)  _< o, ~(t - ~) > o, t _> tl. 
Hence, x(t) is increasing and the limit limt--.oo xa(t) = k > 0 exists. In the following discussion, 
we will distinguish five cases. 
(I) If r < 0, we have a(t) <_ t - T. Then, x(a(t)) < x(t - T). Substituting this into (1.2), we 
obtain 
S 'a ( t )  + p(t)f(x(~(t)))  <_ S 'A( t )  + ; ( t )y(x(t  - ~)) = o. 
From Lamina 2.1 this contradicts the oscillation of (1.2). 
(II) If T > 0, and limt-.,~ xZ~(t) = k > 0, then there exists T '  E T (T'  > tl),  such that 
xA(t) <_ k + 1 for all t >_ TL If t >_ T ~ + T, we have 
L x(t) - x(t - T) = xA(S)AS _ (k + 1)% q- 
i.e., 
x(t - T) >_ x(t) -- (k + 1)r. 
Hence, 
x(o(t) - ~) > x(o(t)) - (k + 1)~. 
Since t > a(t) - T, we have 
(2.4) 
(2.5) 
x(t) >_ x(a(t) - T). (2.6) 
From (2.4), (2.5) and (2.6) we obtain 
x( t  - T) >_ x(a( t ) )  -- 2(k + 1)r.  
Letting z(t) = x(t) - 2(k + 1)T. As long as t is sufficiently large, we have 
z(t) > O, z(a(t)) <_ x(t - ~-), and zAA(t) + p(t)f(z(c~(t))) < O. 
Repeating the same arguments as about (I), we get a contradiction. 
(III) Let T > 0 and limt--,~ x~(t) = 0. Since z(t) is increasing and x(t) > 0, there exist e0 > 0 
and T'  E T (T' > tl), such that x(t) > 2TE0, for all t _> T'.  Corresponding to this ¢0, 
there exists T"  E T (T" >_ tl), such that xZ~(t) < So, for all t > T".  
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Letting T* = max{T', T"}. If t > T* + T, we obtain 
x(t)  - x( t  - ~) = S ' ( s )zxs  < rEo, 
T 
which yields 
x( t  - r )  > x( t )  - r~0 
and 
x(~( t )  - ~) _> ~(~(t ) )  - ~0 .  
From those inequalities and (2.6) we get that 
x(t - r) >_ x(a(t))  - 2reo, for t _> T* + r. 
Let z(t) = x(t) - 2~-s0, then 
z ( t )>0,  z (a ( t ) )<_x( t -T ) ,  z~Z~(t)+p(t) f (z(a(t)) )<_O, t>_T*+r .  
Repeating the same arguments as about (I), we get a contradiction. 
(IV) If T = 0 and limt-~oo xZ~(t) = k > 0, then there exists T' E T (T' > tl), such that 
xA(t)  _< k + 1, for all t _> T'. If t _> T', we have 
f t  ~(t) f t  ~(t) x(a(t))  - x(t) = xa(s)As _ (k + 1)As = (k + 1)#(t). (2.w) 
Since #(t) is bounded, there exists M > 0, such that /~(t) < rn. Hence, from (2.7) we 
obtain 
x(t) >_ x(a(t)) - (k + 1)M, for t _> T'. 
Let z(t) = x(t) - (k + 1)M. Then, z(t) > 0 and z(a(t)) <_ x(t), eventually. Repeating the 
same arguments as about (I), we get a contradiction. 
(V) Let ~- = 0 and limt~oo xa(t)  = 0, the proof is similar to that of (III) and we omit it. The 
proof of sufficiency is complete. 
NECESSITY. The oscillation of equation (1.1) implies that of equation (1.2). Otherwise, without 
loss of generality, we assume x(t) is an eventually positive solution of equation (1.2), then there 
exists tl E T (tl _> a), such that 
z(t )  > o, z~(t ) ,  zA~(t )  < o, t >__ t l .  
We consider the following three cases, respectively. 
(I)' If T _> 0, we obtain a(t) >_ t - 7. Hence, x(a(t))  >_ x(t - r). Substituting this into (1.1) 
we have 
XAA(t) + p( t ) f (x ( t -  r) ) <_ XAA(t) + p( t ) f (x(a( t )   ) = O. 
From Lemma 2.2 this contradicts the oscillation of (1.1). 
(II)' Let T < 0 and limt--,oo x~(t)  = k > 0. Then, there exists T' E T (T' >__ tl), such that 
x~(t)  <__ k + 1, for all t _> T'. If t _> T', we have 
~t 't-'r 
~(t  - . )  - x ( t )  = x~(s )~ < - (k  + 1) . ,  
which yields 
=(t) > x(t - ~-) + (k + 1),-. 
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Hence, 
: (o(t))  ___ :(t)  >__ : (t  - ~) + (k + 1)~, for t _> T'. 
Let z(t) = x(t) + (k + 1)~-. Then, as long as t is sufficiently large, we get that 
z(t) > 0, z(t - ~-) <_ x(a(t)),  and zAa(t)  + p( t ) f (z ( t  - T)) <_ O. 
Repeating the same arguments as about (I)', we get a contradiction. 
(II I) ' Let 7- < 0 and limt_,ooxA(t) = 0. It is similar to the proof of (III), there exist s0 > 0 
and T'  E T (T' _ tl), such that x(t) > -TEo, for all t _> T'. Corresponding to this ~0, 
there exists T"  E T (T" > tl), such that x~(t)  <_ s0, for all t _> T". We may choose a 
T* -- max{T', T"}. Then, 
t--7" 
• (t - ~-) - : ( t )  = xA (~)/x~ _< -~-~o, t _> T*, 
i.e., 
~(o(t)) __ ~(t - ~) + ~o.  
Let z(t) = x(t) + ~'Eo, then z(t) > O, z(t - T) <_ X(a(t)) and z~'~'(t) + p( t ) f (z ( t  - T)) < 0, for 
all t > T*. Repeating the same arguments as about (I)', we get a contradiction. The proof is 
complete. | 
REMARK 2.1. From Theorem 2.1 we know that, the deviation T in equation (1.1) has no influence 
on its oscillation. 
COROLLARY 2.1. Let T = R and Z E R. Assume the function p : [0, c~) ~ [0, c~) be continuous 
and f satisfies Hypothesis (E). Then, the oscillation of the two equation 
x" + p(t) f (x(t ) )  ---- 0 
and 
x" + p(t ) f (x( t  - T)) = 0, 
is equivalent. 
REMARK 2.2. Corollary 2.1 includes results of [7, Theorem 2.5, n = 2]. 
Combining Theorems 2.1 and 3.1 in [3] we obtain the following results. 
First, we introduce some conditions and notations. Let r E T~ and r is a differentiable function. 
Assume that 
(El) There exists M > 0, such that r(t)e~(t, to) <_ M, for all large t, 
(E2) Condition (E) holds, #(t) is bounded and ( f (u) /u)  >_ K for u ~ 0 for some K > 0, and 
define the auxiliary functions 
#(t) H2(t) = H2(t, to ) . -  1 + #(t)r(t) 
Hi(t) = H1 (t, to) := 1 + t - t---'~' er (t, to) ' 
[ Ha(t) = Ha(t, to):= e~(a(t), to) Kp(t)  + rA(t) + 4Hl(t) J  ' 
H4(t) -- H4(t, to) :=r(t) - r(t)(1 + p(t)r(t)) 
Hi(t) ' 
for t > to, for some to E T. 
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THEOREM 2.2. Assume that (El) and (E2) hold. Furthermore, assume that there exists r E T~ +, 
such that r is differentiabIe and, such that for any to >_ a, there exists a tl > to, so that 
where 
f lim sup H(s)As = oo, t--*Oo 
H2(t)Hl(t) 
H(t) = H(t, to) = Ha(t) 4H2(t) ' 
for t > to. Then, equation (1.1) is oscillatory on [a, oo). 
From Theorem 2.2, we can obtain different sufficient conditions for oscillation of all solutions 
of (1.1) by different choice of r(t). For instance, let r(t) = 0, then H4(t) = 0, er(t, to) = 1, and 
H3(t) = Kp(t) and we get the following well-known result. 
COROLLARY 2.2. Assume that, (E2) holds. If 
f oe p(t)At = oc, 
then, (i.i) is oscillatorr on [a, oo). 
If r(t) = 1/t, then er(t, to) = t/to. Obviously, condition (El) holds, so Theorem 2.2 yields the 
following result. 
COROLLARY 2.3. Assume that, (F-a) holds and for any to >__ a there is a tl > to, such that 
lim sup a(s) Kp(s) 
t---*O0 J t l 
1 I ~ A2(s)Hi(s)] 
2sa(s-------) + 4s2Hi (s ) /  4B(s) j =e  o, 
where 1 ( ) 
A(s ) -  sff~l(s) 1+ s -H i ( s )  , 
Then, equation (1.1) is oscillatory on [a, oo). 
Now, we compare equation (1.1) with the following one 
s+, (s )  
B(s) - s2 
xAa(t) + q(t)g(x(t -- f ))  = 0, (2.8) 
on time scales, where ¢ 6 R, t - ¢ E T and ;l(t) is bounded, and q and g have the same properties 
as p and f ,  respectively. 
From Theorem 2.1. we obtain the oscillation of equation (2.8) and equation 
xAa (t) + q(t)g(x(a(t) ) = 0, (2.9) 
is equivalent. 
We get the following comparison result. 
THEOREM 2.3. Assume p(t) >_ q(t), for all large t, and [g(u)[ < If(u)l for [u] > 0. Then, the 
oscillation of equation (2.8) implies that of equation (1.1). 
PROOF. Otherwise, without loss of generality, we assume that (1.1) has an eventually positive 
solution. From Theorem 2.1 equation (1.2) has also an eventually positive solution x(t). Then, 
xaA(t) + q(t)g(x(a(t) ) <_ xAA(t) + p(t) f(x(a(t) ) = 0, 
which implies (2.9) has an eventually positive solution. So, equation (2.8) has also an eventually 
positive solution, which is a contradiction. The proof is complete. | 
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3. OSCILLAT ION OF  L INEAR DYNAMIC  EQUATION 
In this section, we shall consider second-order linear dynamic equation 
XAA (t) + p(t)x(a(t) ) = O, (3.1) 
on time scales, where p E Crd(T, R). We consider the following condition 
/? (Ea) p(s)As < 0% for some a E T. 
We define the functions 
f 
oo  
Ao(t) = p(s)As, 
/t ~ Ao(s) As, 
Al(t) = Ao(t) + 1 + #(s)Ao(s) 
f t  °~ An-l(s) As, A,dt ) = Ao(t) + 1 + #(s)An_l(s) 
if the integral in the right-hand exists. | 
We also present he following lemma which is a direct corollary of Lemma 13 in [4]. 
LEMMA 3.1. Assume 
(E4) lim ftp(s)As >__ O, and ~ 0, 
t---~o~ d tO 
for all large to E T. I f  x is a solution of (3.1), such that x(t) > 0, for t E [to, co), then there exists 
tl E [to,C~), such that xA(t) > O, for t E [tl, c~). 
THEOREM 3.1. Assume (E3) , (E4) hold, and one of the following two conditions holds 
(i) there exists some positive integer m, such that An is well defined, for n = O, 1, 2, . . . ,  m-  1, 
and 
~ t A~ l(S) lim 
(ii) A~ is well defined for n = 0, 1, 2, . . . ,  and there exists t* E T (t* >_ to), such that 
lim A.  (t*) = co. 
n--~OO 
Then, equation (3.1)is oscillatory. 
PROOF. Otherwise, without loss of generality, we assume that equation (3.1) has an eventually 
positive solution x(t). From Lemma 3.1, we get that, there exists tl E T (tl _> to), such that 
x(t) > O, xZ~(t) > 0, for all t _ tl. 
Define the function z by 
Then, z(t) > 0 and 
z(t)- xa(t) x( t )  ' for t >_ tl. (3.2) 
. .  ~"(t)  x(t) + u(t )x"( t )  x(o-(t)) 
1 + u( t )z ( t )  = 1 + ~(t )  ~ - x(t )  - ~(t )  >0, 
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for t > tl. From (3.2) we get that, 
za(t) = ~(t)x~a(t) - (=a(t))~ 
x(t)x(a(t)) 
for t _> tl. Hence, we obtain the Riccati equation 
z~(t) 
za(t) = -p(t) 1 + #(t)z(t)' 
Integrating both sides of (3.3) from tl to t we get that, 
Then, 
=-p(t) x(~(t)) \ x(t) ) =-p( t )  
t>Q.  
/ i  ~z(s )  As / i  p(s)As' z(t) - -  z(tl) H- I H- = - -  
1 +-~z(s )  As <- z(tl) - p(s)As. 
1 
Letting t --~ oo, we have that, 
lim f t  z2(s) 
t ~  J r ,  1 + #(s)z(s) 
Integrating (3.3) from t to s we get that, 
As  < oo. 
z2(t) 
1 + #(t)z(t)' 
t~_tl. 
(3.3) 
z(t) = z(s) + p(T)AT + 1 + #(T)z('r) AT > p(T)A'r + 1 + 
for s, t E T and s > t > tl. Letting s --* oo we obtain 
/~  /oo  z2(s) As, fo r t> tl. (3.4) z(t) > p(s)As + 1 + #(s)z(s) 
Assume Condition (i) holds and m = 1. From (3.4) we obtain z(t) >_ Ao(t) for all t > tl. 
Using the fact that function F(u) = u2/(1 + cu) is increasing for u > 0, where c > 0 is a 
constant. We get that, 
1 +~0(s )  " ' s  <- 1 +,--hTz(s) ~'s < o~.  
This contradicts Condition (i). If m > 1, we have that, 
/oo /o~ Ao(s) As= Al(t), fo r t> tl. 
z(t) >_ p(s)As + 1 + tt(s)Ao(s) 
Repeating the above procedure, we get z(t) > Am-l ( t ) ,  for all t > tl, and 
/t oo Am- l (s )  As < z2(s) " 1 + tt(s)Am_l(S) - 1 +-~z(s )  As < oo, 
which contradicts Condition (i). 
Assume that Condition (ii) holds. It is similar to the above proof. We get that, A,~(t) <_ z(t), 
for n = 0, 1, 2 , . . . .  Then, 
lim An(t*) <_ z(t*) < oo, 
n --+ O0 
which gives a contradiction using Condition (ii). The proof of complete. | 
REMARK 3.1. It is well known that the condition of Leighton-Wintner, f~  p(t)At = oo, implies 
that every solution of (3.1) is oscillatory on [a, oc). Here, Theorem 3.1 obtains some oscillation 
criteria of (3.1) when f~p(t)At  < oo. 
REMARK 3.2. If T = R, Theorem 3.1 is same with Yan's result for second-order linear differential 
equations [8]. 
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