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graphs, Discrete Applied Mathematics 43 (1993) 75595. 
The n-dimensional hypercube is the graph with 2” nodes labelled O,l,. .,2”- 1 and an edge joining two 
nodes whenever their binary representation differs in a single coordinate. The problem of deciding 
whether a given graph is a subgraph of an n-dimensional cube has recently been shown to be NP- 
complete. In this paper we illustrate a reduction technique used to obtain NP-completeness results for 
a variety of hypercube related graphs. We consider the subgraph isomorphism problem on two related 
families of graphs, the dilation two hypercubes and generalized hypercubes. We show that the embed- 
ding problem for both of these families is NP-complete. 
1. Introduction 
An important class of graphs with application to a variety of areas are the n- 
dimensional cubes, or simply n-cubes. The n-dimensional Boolean hypercube is the 
regular bipartite graph with 2” nodes labelled 0 , , . . . ,2” - 1 with an edge joining 1 
two nodes whenever their binary representations differ in a single coordinate. In 
general the term hypercube or cube is used to refer to this entire class of graphs. 
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Lately, interest in these graphs has been generated by the existence of several multi- 
processor architectures configured as an n-cube. In this context, there has arisen a 
number of interesting embeddding problems relating to the design of algorithms for 
these machines. One problem of particular interest is the problem of determining 
whether a graph is a subgraph of the cube. Graphs having this property are called 
cubical, and if for a particular k a graph is a subgraph of a k-cube then it is called 
k-cubical. 
The problem of determining whether or not a graph is cubical first appeared in 
Deza [14] who considered the problem of isometrically mapping finite metric spaces 
into the cube. Restated, this is simply the problem of determining whether or not 
a graph is an isometric subgraph of the cube-G is an isometric subgraph of the 
cube if G is cubical and the distance between vertices in G is exactly equal to the 
distance between these vertices in the cube’. In 1972 these subgraphs of the cube 
were characterized by Djokovic [5]. As a consequence of this characterization there 
is a polynomial time algorithm for determining whether or not a graph is an iso- 
metric subgraph of the cube. Unfortunately, in the context we are considering, these 
subgraphs are not particularly useful because they preserve distance, thereby using 
more dimensions than may be necessary. In the design of algorithms for these 
machines it is important not only to minimize the communication overhead by using 
local neighbour to neighbour communication but also to minimize the size of the 
cube. 
In 1975, Garey and Graham [8] studied the structure of cubical graphs by investi- 
gating the properties of the critical subgraphs of the cube-a subgraph is a critical 
subgraph of the cube if it is not cubical but the removal of any edge results in it 
being cubical. It was determined that there are infinite families of such subgraphs 
and their work along with later work by Gorbatov and Kazanskiy [lo] described 
techniques for generating some of these families. One of several open problems that 
appeared at the end of the Garey and Graham paper was “Does there exist a charac- 
terization of cubical graphs, like that for isometric subgraphs, leading to an effec- 
tive procedure for recognizing these graphs?” (i.e., does there exist a polynomial 
time recognition algorithm for cubical graphs?). It was not until 1984 that Afrati, 
Papadimitriou and Papageorgiou [l] purported to have proven that deciding whether 
or not a graph is cubical is NP-complete. The validity of their proof was challenged 
by Krumme and Venkataraman [ 131 who independently, using a different reduction 
technique, obtained the same result [3]. Although this settled the question for 
cubical graphs it is not clear that either of these reduction techniques could be ex- 
tended to answer related NP-completeness questions on restricted or more general 
classes of graphs. 
In this paper we describe a reduction technique that has been successfully ex- 
tended to obtain NP-completeness results for several cube related families of graphs. 
’ This is a special case of an isometric embedding; see Winkler (181 for a survey of this area. 
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The reduction technique exploits the set theoretic definition of the cube and clearly 
shows the connection between embedding questions and combinatorial questions on 
sets. We first illustrate this technique on the previously mentioned embedding prob- 
lem and then use these results to obtain similar results on two related families of 
graphs. Although not shown here this same technique has also been used to obtain 
NP-completeness results for restricted families of graphs, in particular induced 
subgraphs of the cube [15] and more significantly trees [16]. 
In Section 4 we show that the following problem is NP-complete: 
KCUBE: Given a graph G and integer k, is G k-cubical? 
This section introduces the basic reduction technique that is extended or modified 
to obtain the remaining results. A proof that KCUBE is NP-complete was given by 
Cybenko, Krumme and Venkataraman [4]. Their result, however relies on the fact 
that the graph is disconnected whereas our result is obtained for the more realistic 
situation of connected graphs. 
In Section 5 we extend the previous NP-completeness result to the following two 
related families of graphs: 
K2-CUBE: Given a graph G and integer k, can G be embedded in a 
k-cube with dilation at most 2? 
K-BCUBE: Given a graph G and integer k, can G be embedded in a 
generalized k-cube on alphabet B? 
The first result is of interest because dilation is an important measure of the cost 
of an embedding. A dilation d embedding of a graph G into a host graph has the 
property that all vertices adjacent in G are at most distance d apart when embedded 
in the host graph. Note that all graphs can be embedded with dilation 2 in a suffi- 
ciently large cube. The second result on generalized hypercubes extends our results 
to another family of graphs that have appeared in the literature as a possible multi- 
processor interconnection network [2]. 
2. Definitions 
We adopt the terminology of Garey and Graham [8] and define the n-dimensional 
Boolean hypercube, Qn, to be the undirected Hasse diagram of the lattice on the 
subsets of a set with n elements. Given a set S, the cube on S is the graph Q,s with 
vertex set V(Qls() equal to the power set of S and an edge (u, u) is in E(QlsO if and 
only if the symmetric difference of u and u is a singleton set. The Hamming distance 
between two nodes u, u in the cube on S, dH(u, o) is equal to the cardinality of their 
symmetric difference. (In general dG(u, u) will denote the distance between u and u 
in a graph G.) The more usual n-dimensional (0, I} vector notation of the cube is 
easily obtained from the previous definition by replacing each subset in the node set 
with its corresponding characteristic vector. 
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Given the cube on S and a graph G(V,/,E), an injective function from the vertices 
of G to subsets of S is an embedding of G in Qlsl if and only if in Qis Hamming 
distance between adjacent vertices of G is one. The function embedding G in Qlsi 
is called a proper labelling of G. A function is said to be a partial embedding of 
G in a cube if the function is a proper labelling on only a partial subgraph of G. 
Clearly, G is cubical (k-cubical) if and only if G is embeddable in the cube (k-cube). 
This definition of an embedding can be viewed as a labelling of the vertices of 
a graph with the subsets of S (or equivalently 1s I-dimensional (0, l} vectors) such 
that the labels of two adjacent vertices differ in only one element of S. Alternatively, 
one can also define a labelling of the edges of a graph G with elements of S (i.e., 
the dimension of an edge in G is the single element left after taking the symmetric 
difference of u and u). The following two conditions are necessary and sufficient 
for an edge labelling of a graph G to be an embedding of G in the cube [12]. 
(1) For any cycle all dimensions occur an even number of times. 
(2) For any path P in G at least one of the dimensions labelling the edges of P 
occurs an odd number of times. 
A labelling of a graph G satisfying these conditions is called a proper edge labelling 
of G. An edge labelling is easily obtained from a vertex labelling of a graph and if 
G is connected it is also possible to construct a vertex labelling from an edge label- 
ling of the graph. 
Given G a graph on N vertices, define mindim(G) to be the smallest k such that 
G is embeddable in Qk and define maxdim to be the largest k such that G is 
embeddable in Qk where each of the k dimensions occurs at least once in the edge 
labelling of G. An embedding dimension of G is any dimension, between min- 
dim(G) and maxdim( for which there exists an embedding of G in the cube. An 
interesting question arising on cubical graphs is: Does there exist, for every dimen- 
sion k, where mindim(G)< k<maxdim(G), an embedding of G in Qk? For trees, 
or graphs with sufficiently large tree-like appendages this is easily shown to be true; 
however, for more general biconnected graphs it is no longer apparent. 
Some upper and lower bounds for mindim and maxdim are known. A trivial 
lower bound on mindim(G) for a graph G with N vertices is simply the maximum 
of rlogN1 and the largest degree vertex in G. An upper bound on maxdim is 
N, but if the graph is biconnected there is the following result: 
Theorem 1 (Afrati, Papadimitriou and Papageorgiou [l]). If G is a biconnected 
graph then maxdim 5 LN/2]. 
In addition Have1 and Moravek [12] showed that to determine whether a graph 
G is cubical it suffices to consider only the biconnected components of G. 
Given a graph G and a set of vertices V’c k’(G), let N,(V) denote the neigh- 
bourhood of V’ in G (i.e., the nodes of V\ V’ that are adjacent to some DE V’). 
More specifically, the neighbourhood of a set of nodes V’ L V(Q,) is denoted by 
IV&“). Each node in an n-cube has exactly n neighbours. Thus for a, a subset 
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Fig. 1. Examples of graphs whose cubicality is easily determined. 
of S of size i, in the cube on S, the i neighbours of a at distance i- 1 from 0 are 
obtained by deleting an element from the set a. The /SJ - i neighbours of cx at 
distance i + 1 from 0 are obtained by adding an element in S \ a (i.e., the set S minus 
the elements of a) to the set (Y. 
Given a labelling of G in the cube on S, new labellings are obtained by applying 
rotations and reflections to the old labels of G. A reflection of G with respect to 
cy one of the 21sl subsets of S, is a relabelling of G where the new label of a node 
in) G is the symmetric difference of a with the node’s previous label. A rotation of 
G with respect o one of the IS( ! possible permutations of the set S, is a relabelling 
of G where the new label of a node is the label obtained by applying the permutation 
of S to each of the elements of S in the node’s old label. 
Besides the isometric subgraphs of the cube there are other families of restricted 
graphs whose cubicality is easily determined. One such family is the set of graphs 
where every vertex is contained in a 4-cycle2. This structure determines a proper 
labelling of a graph, since the labels of any three vertices of a 4-cycle determine the 
label of the fourth. For instance, the structures in Fig. 1 both have the property that 
once we have assigned a set of labels to the indicated subsets of the vertices, the rest 
of the embedding is completely determined. The fact that three labels of a 4-cycle 
force the label of the fourth can be used to force certain embeddings. This idea ap- 
peared earlier in the work of Afrati, Papadimitriou and Papageorgiou [l] (i.e., as 
ladders) and is used in this paper, in a different way, to communicate labellings be- 
tween different parts of the graph that we construct. 
* Cartesian product graphs, for which hypercubes are a subclass, have the property that every vertex 
is contained in a 4-cycle. There is a well-known polynomial time algorithm for recognizing this class of 
graphs [7,17]. 
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3. Overview of the reductions 
In the remainder of the paper we first consider the embedding problem on cubes 
and then on two related graphs. In each case we shall reduce the exact cover problem 
(X3C and in one case X4C) to the embedding problem on a class of graphs. The 
NP-completeness of the cube embedding problems will follow from the fact that the 
exact cover problem is NP-complete [9]. 
Formally the X3C problem is: 
Exact Cover by 3-sets (X3C). Given a set X with 3q elements and a collection C 
of 3-element sets consisting of members from X, does there exist a subcollection C’ 
of C such that each element of X appears exactly in one member of C’? 
In each reduction we construct from an instance I of X3C a graph G such that 
G is embeddable if and only if there exists a solution to I. That is, given a solution 
to I it must be possible to construct a proper labelling of G and given an embedding 
of G it must be possible to extract from the labels of G a solution to I. 
The labels of the cube are described using the cube on S notation where S = X U 2, 
the union of two sets. The set X corresponds to the set X from X3C while the set 
Z is used to help encode the various parts of the problem in the host graph. In using 
this notation to describe the labelling of G it is convenient to classify labels and sets 
of labels according to the number and type (i.e., X or Z) of elements these labels 
contain. A set of labels, or equivalently a subset of the power set of S, is called a 
form. In the cube on S, forms are denoted as strings where uppercase letters X and 
Z denote arbitrary elements of their respective set and lowercase subscripted letters 
denote specific elements. For example 
XXXXZ = {all subsets of S containing four elements of X and one ele- 
ment of Z}, 
x3Xz1 = {all subsets of S containing two elements of X, one of which 
is x3, and the element z1 of Z}, 
xi x3 zi = {the subset of S containing exactly the elements xl, x3 and zi}. 
Forms describe only legitimate subsets of S. Thus strings with too many X or Z let- 
ters or strings with an element occurring more than once are not valid forms. Forms 
containing a single element are also used to denote labels. So, for example, xlx3z1 
is a label; it will be clear from the context whether a label or the set containing that 
label is implied. The empty set, 0, is a legitimate label and form, and denotes either 
the subset of S having no X or Z elements or the form containing only that label 
as an element. 
Note that with respect to a form F it is still easy to determine the form of the 
nodes in the neighbourhood of F. Recall from Section 2 that the neighbourhood of 
a node u in the cube on S is obtained by adding or deleting an element from the 
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set u. There is a similar operation that can be performed on strings representing 
forms. Given a form F one obtains a new form by adding or deleting a single letter 
from the string denoting F. The set of labels in this new form all have the property 
that they are Hamming distance one (i.e., adjacent in the cube) from some label in 
F. For example, if X is added to the form X2 we obtain XXZ where each label in 
XXZ is adjacent to one or more labels in XZ, that is 2LYZrNQn(XZ). 
The same basic strategy is used in each of the reductions; we exploit the corre- 
spondence between the set theoretic definition of the cube and the sets in X3C. We 
construct a graph G with two parts, a generic part and a particular part. The generic 
part is the enforcer, forcing the conditions that any solution produced by embedding 
G in the cube is a disjoint partition of X using the 3-sets from C, the collection of 
3-sets in the instance of X3C. In the particular part of G we encode the instance 
of X3C by ensuring that any embedding of the particular part of G in the cube uses 
all of the labels of the form XxX\ C, the complement of C in XXX. 
The structure of G is such that the generic part requires 3q labels of the form 
XXX. However, these labels can only come from the C labels left free by the par- 
ticular part of G. It is this conflict between the generic and particular parts of G 
that encodes the underlying X3C problem. Symmetry will play an important role 
in the reduction; it ensures that the generic part of the cube can be appropriately 
rotated so that this conflict can be resolved, should a solution to the instance of 
X3C exist. 
In each of the reductions three labelling functions are used to describe different 
parts of the reduction. Initially, a graph G is constructed with the help of the label- 
ling function I, that gives a partial embedding of G in the host. This function is not 
only used to construct G but also is used in later sections to specify nodes of G in- 
directly as k;‘(o) for some label cr. In general, whenever 1 is a labelling and F a 
form, I-‘(F) is equal to those nodes in G that by 1 were assigned labels from F. The 
remaining two functions are: IP, a proper labelling of G that exists when there is a 
solution to the X3C problem, and lq, a proper labelling of G used to extract a solu- 
tion to X3C. 
4. The reduction technique 
In this section we introduce the reduction technique by illustrating its use on the 
simplest of examples, namely KCUBE. The reductions which follow either modify 
or extend this basic technique. 
4.1. KCUBE is NP-complete 
Given an instance lof X3C, a set X= (x1,x2, . . ..xs.} and a finite collection C of 
3-element subsets of X, set S=XUz and consider the cube on S. 
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Fig. 2. Skeleton of G for KCUBE. 
4. I. 1. Construction 
First construct G, an instance of KCUBE, from I, an instance of X3C. Consider 
the graph in Fig. 2, which we call the skeleton of G. Each node in this graph denotes 
one or more vertices in G and each edge denotes some as yet unspecified connection 
between vertices in the two nodes joined by the edge. In the NP-completeness proof 
to follow, the sets C, and R compete for labels of the form XXX. The conflict be- 
tween these two sets of vertices is resolvable if and only if there is a solution to I. 
As indicated in Fig. 2 the skeleton of G has two parts, a particular part (C, to C,) 
and a generic part (C, to C, and R). 
Now, define a one-to-one function f, from the vertices of G to the cube on S and 
use this function to define the vertices of G indirectly by specifying its range. For 
example, Z,(C,) =X denotes the fact that there exists a vertex in node C, of the 
skeleton for each of the 3q labels of the form X. 
For those vertices in C,, C,, C3 and Cs, C,, C,, Cs, C, let the range of 1, be given 
by the form appearing inside the corresponding nodes in Fig. 2. That is, there are 
vertices in G for each label of the form 0, X, XX, z, Xz, XXz, XXXz and XXXXz. 
Let 
so that there is a vertex in C, for each 3-element set that is not in the collection C. 
Lastly, node R in the skeleton of G will contain q elements denoted by rl, r2, . . . , r4. 
Define a second labelling function lR on the vertices of R where lR(rj) =x~~_~X~~_~X~~. 
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Define the edges of G \ R by joining all of the vertices between two nodes adjacent 
in the skeleton, whose labels are Hamming distance one apart. Thus 
E(G\R) = {(u, u) 1 u E Ci, v EC’, d,(l,(u), I,(O)) = 1, and Ci and Cj are 
adjacent in the skeleton of G). 
Add to this the edges created by joining each rj E R to the vertex in Cs labelled 
X3j_2X3je1X3jZ- 
This completes the construction of G. Note that I, has been defined so that it is 
a proper labelling of G\R and hence a partial embedding of G in Q3q+l. Also, the 
vertices of R have been assigned q distinct labels and the labels of the endpoints of 
an edge joining R to Cs are Hamming distance one apart. Together, the two func- 
tions 1, and 1, do not give a proper labelling of G in Qsg+ 1. The Hamming distance 
between adjacent vertices is one, however, the labels assigned by 1, to the vertices 
of R may not be distinct from the labels assigned by I, to the vertices of C,. Final- 
ly, note that the size of G is 0((3,4)) and thus G can be constructed in polynomial 
time with respect to q. 
4.1.2. KCUBE is NP-complete 
Theorem 4.1. Given a graph G and integer k deciding whether G is k-cubical is NP- 
complete. 
Proof. KCUBE is in NP since checking that the labels of G are distinct and that 
the labels of adjacent vertices are Hamming distance one apart are both polynomial 
time algorithms. Given I, an instance of X3C, set k = 3q + 1 and construct the graph 
G. The remainder of the proof is in two parts. First we show that if there is a solu- 
tion to Z then G is embeddable in Q3q+l and secondly, we show that if G is em- 
beddable in Q3q+1 then there is a solution to I. 
Part A: Given a solution to Z. Suppose we are given a solution C’ to Z where 
c’= U {(xi~,_2~xi~,_l,xi3,}}. 
Isjsq 
By the definition of X3C, C’c C and every element of X appears exactly in one 
member of C’. Also, by construction, every element of X appears exactly once in 
the labels of R assigned by lR. Thus, for all rj E R, there exists the following one-to- 
one correspondence between the label ZR(rj) =~s~_~x~j_ 1 X3j and the jth 3-element 
subset of C’, Xij,_,Xi,_, Xii,: 
x3j-2 * xiu_29 
x3j-l + xi+l, 
x3j + xi,, . 
This correspondence is used to define a permutation n(Xj> =xi, and by extension 
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n(aw) = n(a) n(o) where a is a single letter and o is a string of letters. Permutation 
rc, a simple renaming of the elements of X, and the two functions 1, and 1, are used 
to define the following labelling function on G: 
l,(u) = 
1 
M-J), if u E Ct, C,, Cs, Cd, Cs, 
rMu))9 if u E C6, C7, Cs, Cs, 
TC(~~(O)), if VER. 
We claim that lp is a proper labelling of G. 
In effect, a rotation of the cube has been applied to the labels of the generic part 
of G to obtain the labelling lp. This results in a proper Iabelling of G only if the 
following two conditions are satisfied: 
(1) The Hamming distance between adjacent vertices is one. Recall that, by con- 
struction, the Hamming distance between the labels of the vertices adjacent in G was 
originally one. Therefore, since a rotation preserves Hamming distance, it suffices to 
check that after rotating the generic part of G (i.e., C,, C,, Cs, C,, R) the Hamming 
distance between the endpoints of edges joining it to the rest of G is one. Clearly 
however this is the case since l&C,) = z and l,(C,) =Xz. 
(2) The labels of C,, C,, Cs, C,, R are distinct from the labels used in the rest of 
G. Since n is simply a renaming of the X elements, the form of the labels assigned 
to G by 1, and 1, remain the same. In particular, the form of the labels of vertices 
in C,, C,, Cs, C, remain distinct from labels in the rest of G. Given that the form 
of the vertices remains the same it remains only to check that the labels of vertices 
in R are distinct from the labels of the vertices in C,. But, n has been defined so 
that lp(rj) = n(lR(rj)) =~i,,_~xi~,_,xi,, where {x~+~,x~~,_,,.Q~) E C’. Therefore the labels 
of vertices in R are distinct from the labels of vertices in C,. 
Thus lp is proper labelling of G, which implies that G is embeddable in Qsq+,. 
Part B: Extracting a solution to I. We claim that for any embedding of G in 
Q 3q+, the form of the labels corresponds to the forms given in Fig. 2. First reflect 
and rotate G in Qjq+, so that for the resulting labelling function lq we have l,(C,) = 
0, l,(C,) = l,(C,) =X and l,(C,) =z. Now having fixed G in Qsq+, note that every 
vertex in C, is contained in a 4-cycle consisting of two vertices in C2 and a single 
vertex in C,. The labels of the three vertices in C, and Ct equal their labelling under 
1,. Therefore, since three labels of a 4-cycle uniquely determine the label of the 
fourth, it follows that lq(C3) = lc(C3). By repeating this argument on the next level 
it follows that the labels of the vertices in C, are also uniquely determined. There- 
fore, in summary, l,(C,) = I,(&), l,(C,) = f,(C,) and l,(C,) = l,(C,) = XXX\C. 
Now consider the labels of the vertices in C,. Since all of these vertices are adja- 
cent to l;‘(z), it follows that /,(C,) c-Ne3,+, (z) = 0 UXz. But since 0 already ap- 
pears in Ci it must be the case that l,(C,) = Xz. This implies, by the same 4-cycle 
argument, that the form of the labels for the rest of the vertices in the generic part 
of G\R is also determined; in particular, lq(C6) =Xz, l,(C,) =XXz, l,(C,) =XXXz 
and l,(C,) =XXXXz. Therefore the form of the labels of the vertices in G\R are 
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the same for any embedding of G \ R in Qsq+, and equals the forms given in Fig. 2. 
Finally consider the labels of the vertices in R. It is necessary to show that I,(R) c 
C and that I,(R) exactly covers X. First, the fact that I~(R)~NQ3q+,(XXX~) = 
XXXU XXz U XXXXz, 1&C’,) =XXz and /,(C9) =XXXXz implies that I,(R) c 
XXX. This along with the fact that /,(C,) =XXX\ C implies that I,(R) L C. Second, 
I,(R) is a cover for X if the intersection of any two sets labelling vertices in R is 
empty. This is equivalent to the statement that tlri, rj E R, d,(/,(r;), Iq(rj)) = 6, which 
in turn is equivalent to showing that in Cs, d,(l,(u), /q(u)) = 6, where u and u are 
the vertices adjacent to ri and rj, respectively. 
Suppose to the contrary that d&(u), I,(u)) < 6. Since f,(u) and /Jo) EXXXZ 
there is a path in Qsq+t consisting entirely of vertices of the form XXXz, XXz, Xz 
from IJu) to &(u). The path IJu) -.+ (f,(u) tl I*(u)) --+ l,(u), where -+ denotes 
the shortest path, has this form. But, all labels of the form XXXz, XXz, Xz are in 
G and any edges in Qs4 + , between vertices of this form are also in G. Thus the 
path $(u) M (I,(u) n &(u)) --+ /Jo) also exists in G, which implies that do(u, u) < 6. 
This contradicts the fact that by our construction do(u, u) = 6. Thus dH(l,(u), lJu)> = 
6, dH(Ig(ri),fq(rj))=6, and the intersection of I$-;) and fq(rj) is empty. 
Therefore, since the labels of the vertices I,(R) c C do not intersect, these labels 
are an exact cover of X satisfying the conditions of X3C. Hence, given an em- 
bedding l4 of G in Qs4 + 1 a solution to I can be extracted. This, together with Part 
A, implies that G is embeddable in Qjs+r if and only if there is a solution to I. 
Thus KCUBE is NP-complete. 0 
5. Related graphs 
In this section we extend the reductions to two families of cube related graphs. 
The first family of graphs we consider is the dilation 2 cubes. Define an n-dimen- 
sional dilation 2 cube, Qh2’, to be the graph obtained by adding an edge between 
every pair of vertices distance 2 apart in Q,. Notice that the graph Qp’ is con- 
structed so that if a graph G is a partial subgraph of Qi2’ then there exists a dilation 
2 embedding of G in Q,. The second family of graphs we consider is the general- 
ized hypercube, QcB,“, for some base B and dimension n. Define the generalized 
hwercube, Q(B, ,,) as the Cartesian product of KS, the complete graph on B vertices, 
with itself n times [ll]. Thus Qc2_)=Q,. 
5.1. Dilation 2 embedding 
The proof that K2-CUBE is NP-complete is similar to the argument used to show 
that KCUBE is NP-complete. There are, however, several differences. First, exact 
cover by 4-sets (X4C) is used rather than X3C, so that the set X will consist of 4q 
elements. Second, it is no longer possible to “fix” G, the graph constructed from 
instance 1, by simply reflecting and then rotating it in the cube. In addition to reflec- 
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ting and rotating G it may be necessary to apply a new automorphism, which we 
call a switch, to guarantee the form of G in Qi2’. 
The automorphism switch is not present in the original cube Qk but exists in Qi2’ 
only because of the edges that were added to Qk to obtain Qp’. In order to describe 
this automorphism it is necessary to define the parity of a node in the cube on S. 
A node (Y in the dilation 2 cube on S is an even node if the cardinality of (Y is even 
and is an odd node if its cardinality is odd. Define a switch with respect o an ele- 
ment si E S to be the following function, sws,. For all nodes a in the cube on S 
SW,,@) = 
CfUSi, if (Y is odd, 
o\si, if a is even. 
For example SW,, (si Sj) = Sj and SW~, (Si Sj ok) = si Sj ok. 
Lemma 5.1. The mapping SW is an automorphism of QL2’. 
Proof. We show that with respect to any Si, swsi is a bijection from V(Qh2)) to 
V(Qi2’) that preserves adjacencies. 
Clearly, SW is well defined. We show that if sw,,(aJ = swJa2) then al = a2. There 
are three cases to consider. If al and o2 are both odd, then al Usi =a2Usi. It 
follows, since a1 and a2 both have an odd number of elements, that a1 =(x2. The 
case when (rl and a2 are both even is similar. The last case, when a, is odd and a2 
is even, is impossible since a, Usi and a2\si differ by Si. Therefore, SW,, is one-one, 
and it is a bijection from V(Qi2’) to V(Q$2)). 
In the cube on S denote the symmetric difference between two nodes a and 
p by ad/3. We show that sw3, preserves adjacencies, that is if JaLJ pi ~2 then 
jsw,,(a)dsw&3)~ 52. Note that the effect of sws, is that it either adds or removes 
a single element, Si, from the label of a node. There are several cases to consider. 
First, suppose a and fi are both odd, or both even, and Si is contained in both or 
in neither. In these cases si is added to both a and p, or removed from both a and 
p. Therefore the symmetric difference is unchanged, and SW,,(a) and SW,,@) are 
adjacent. Second, suppose a and /3 are both odd, or both even, where Si is in one 
but not both. In these cases, the size of the symmetric difference actually decreases 
since Si is no longer in the symmetric difference. Therefore swSi(a) and SW,,(~) are 
adjacent. Third, suppose, without loss of generality, that a is odd and p is even. 
Since they are adjacent and have different parity, jad /3 I# 2. Thus Iad jl\ = 1. 
But, sws, at most adds Si to the symmetric difference between a and p, therefore 
Isw,(o)~sw,(P)l52. Th us SW,, preserves adjacencies. 0 
Finally, the notion of forcing labels by 4-cycles is also different. 
Lemma 5.2. The labels of three vertices of an induced subgraph in Qp) isomorphic 
to a 4-cycle uniquely determine the label of the fourth vertex. 
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Proof. Given an induced 4-cycle ((at, a2), (q, as), (cys, CQ), (Q, or)} reflect QA*’ so 
that a, = 0. If a2 =sisj for some sj, sj ES then apply swS, SO that o2 =sj. Since 
dH(a2, a4) > 2 this implies that (x4 = sks[ where k, I# j. The label of a3 must be in the 
neighbourhood of a2 and cz4. Therefore a3 is an element of 
N~~z)(sj)nN~~zl(SkSI) = (OUSUSjSUSjSS)\Sj 
n(0us~us,us~s,sus~s~ssus~sus,s)\s~s, 
=OU~~U~~U~j~,U~j~~U~j~~~,. 
But a,=0 and dH(al,a3)>2; therefore CX~=.S~S~.S/. 0 
5.1.1. K2-CUBE is NP-complete 
The skeleton of G is given in Fig. 3. As in the NP-completeness proof of the 
previous section the skeleton gives a concise representation of the graph G. A form 
within a node of the skeleton signifies that within G there is a vertex for each label 
of that form. There is an edge (u, u) in G whenever d&&(u), l,(u)) I 2 and k(u) E Ci 
and I,(u)EC~, where Ci and Cj are adjacent in the skeleton of G. In addition all 
edges between vertices within the same node are included in G. That is, there is also 
an edge (u, u) in G whenever d&k(u), l,(u)) I 2 and k(u), I,(u) E Cj, for some j. 
Node C’s contains the 4-element sets in XxxX\C where C is the collection of 
4-element sets in 1, an instance of X4C. Node R, as in Section 4, consists of q ver- 
tices rt to rq. Let f~(~j)=X,jX4j_lX4j_,~4j_3 and connect rj to a vertex u in Cg, Cie 
and C,, whenever the Hamming distance between lR(ri) and /,(u) is one or two. 
This completes the construction of G. 
Particular Part 1 
c2/TC ’ 
- 
i 
1 Cl, -r R 
I d xxxxz ( c,, I 
Fig. 3. Skeleton of G for KZ-CUBE. 
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Before proving that K2-CUBE is NP-complete it is necessary to establish the 
following property of any embedding of G in Qi:,,. 
Lemma 5.3. For any embedding I4 of G in the dilation 2 cube on S, if I,(C,) = 0 
then f,(C, U C,) = S or l,(C, U C6) = si U si S for some i. 
Proof. Given that Z,(C) = 0, it follows that Z,(C, U Cs) c S U SS. Either ZJCs U C,) = 
S, in which case we are done, or there exists a u E C, U C, such that f,(u) =SiSj for 
some i and j. Now, since the induced subgraph G’ of G where V(G’) = Cs U C, is 
a clique of size 4q + 1 in G, all of the remaining vertices must be within Hamming 
distance 2 from Z,(u) and 0. Therefore, Z,(C, U C,) c si U Sj U si S U Sj S. 
Now, suppose that the singleton sets s, and Sj appear as labels of two vertices in 
V(G’). Since the cardinality of G’ is 4q + 1 there exists in Z,(C, U C6), for say si, a 
label of the form Si Sk for some k #j. But d&s; sk, sj) = 3, which contradicts the fact 
that G’ is a clique. Therefore si and Sj are not both contained in Z,(C, U C,). Sup- 
pose that only Si E Z,(C, U C,) and there exists in Z,(Cs U C6) a label of the form Sj Sk 
where kfi. But dH(SjSk,Si) = 3 again contradicting the fact that G’ is a clique. 
Thus Z,(Cs U C,) does not contain any labels of the form SjSk where k#i. 
Therefore, if Z,(C, U C,) contains a label of the form SiSj then ZJC, U C,) = 
Si U Si S or Z,(Cs U Ce) = Sj U Sj S. Hence, f,(Cs U C,) = S or Si U Si S for some i. 0 
Theorem 5.4. K2-CUBE is NP-complete. 
Proof. Given an instance, Z of X4C, set k =4q + 1 and construct the graph G. We 
show that G is embeddable in Qi:+, if and only if there exists a solution to I. 
Part A: Given a solution to I. The fact that given a solution to Z it is possible 
to find a proper labelling of G follows from the same argument used in Part A of 
Theorem 4.1. There are more edges between the generic and particular parts of G, 
see Fig. 3; but as in Theorem 4.1, assign C’C_ C a solution to I, to the q vertices in 
R and define 71 a permutation and apply it to the generic part of G minus R. Since 
n permutes only the elements of X, the form of the labels in the generic part of G 
remain the same. Furthermore, the labels of vertices in C, and Cs remain adjacent 
to z and 0 in the particular part of G and n renames the labels in G \ R so that the 
Hamming distance between the label of a vertex in R and the vertex it is adjacent 
to in C,, is less than two. Hence, if there exists a solution to Z then G is embed- 
dable in Qg,,. 
Part B: Given an embedding of G in Qiz,,. Given an embedding of G in QiT+, 
reflect G so that the label of Cr is 0; we take ly to be the resulting label function. 
By Lemma 5.3, either Z,(Cs U C6) = S or Si U si S for some i. If f,(C, U C6) = si U Si S 
then apply the automorphism SW,, to G so that Z,(Cs U C,) = S. Finally, rotate G so 
that Z,(C,) = Z,(C,) =X and Z4(C6) = Z,(C,) = z. 
The remaining vertices of G are now forced. First, since the vertices in C, are ad- 
jacent to vertex I;‘(z) in C, and vertex f;‘(O) in Ct, 
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Iq (CT) c NJS) (0) n fQz1 (z) 
c (ZuXu~~u~2)n(0uXuXzuXx~) 
c_ xuxz. 
But C,(C,) =X. Therefore, since the number of vertices in C, equals the cardinality 
of Xz, /,(C,) =Xz which in turn implies that IJC,) =Xx. Furthermore, the label 
of a vertex in C, is uniquely determined by the label of the two vertices in Cs adja- 
cent to it. Thus, since $(C,) = i,(C,), IJC2) = f,(C,) =Xx. Now notice that vertices 
in C, appear in induced cl-cycles of Q$+r where for each cycle the labels of the 
three vertices in Cr, C, and C, are known. Therefore, by Lemma 5.2, the label of 
the fourth vertex is uniquely determined and I,(C,)=I,(C,)=XXX. By a similar 
4-cycle argument we obtain that Z,(C,) = f,(C,) = XXXX \ C. 
Finally, by a similar argument in the generic part of G, we find that /,(Cs) = 
XXz, /,(C,) =XXXz, f,(C,,) =XXXXz and I,(C,,) =XXXXXz. Thus the form of 
G, given in Fig. 3, is the same for all embeddings of G in Qly+t. 
Now consider two vertices ri and rj in R. The same argument used in Part B of 
Theorem 4.1 is used. Again, 
but /,(C,) = XXXz, I,(C,,) =XXXXz and &(C’,,) = XXXXXz; therefore f,(R) c 
xxxx. 
The labels of R yield an exact cover for X if Iq(ri) n /Jrj) is empty. This is equiv- 
alent to showing that for r;, rj E R, dH(Iq(ri), I,(rj)) = 8. This in turn is equivalent to 
showing, for the single u in Cl0 adjacent to r, and u in Cl,-, adjacent to rj, that 
d,(f,(u), l,(o)) = 8 or that dc(u, o) = 4. Again, as in Part B of Theorem 4.1, if 
I&;) fl lq(rj) is not empty then there exists in G a path of length less than 4, con- 
tradicting the fact that dc(u, u) = 4. 
This in combination with Part A implies that G is embeddable in Qi$+, if and 
only if there is a solution to I. Hence K2-CUBE is NP-complete. 0 
5.2. Generalized hypercubes 
A nonrecursive definition of QcB,nJ, equivalent to the one given at the beginning 
of Section 5, is the graph with B” nodes labelled with the base B representation of 
numbers in the range 0 to B” - 1. There is an edge joining two nodes whenever the 
base B representation of their labels differs in exactly one coordinate. The Hamming 
distance between nodes is the number of coordinates in which the nodes differ and 
gives the distance between any two nodes in a base B cube. An example of Qc3,2) 
is given in Fig. 4. 
A base B cube has the same symmetries as the Boolean cube. A rotation is simply 
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Fig. 4. An example of Qc-,2j. 
some permutation of the coordinates of the vectors labelling the nodes of the base 
B cube while a reflection is slightly different but can be defined as follows. 
A reflection of a base B n-cube is the graph obtained by applying the following 
operations to a labelling of QtB.n). 
(1) Choose one of the B! permutations of the base set (0, . . . , B- l}. 
(2) Choose ksn dimensions and apply z to each of these k coordinates. 
Note that this is just a generalization of the XOR function that was used to describe 
the reflection of a Boolean n-cube. Using this operation it is now possible to reflect 
the base B n-cube so that the label of any particular node in Q(B,n) is zero. 
There also exists for generalized hypercubes the notion of label forcing by 4- 
cycles. Again, as in dilation two cubes, the labels of three vertices of an induced 
4-cycle uniquely determine the label of the fourth. For example, there is only one 
label which completes the 4-cycle in Fig. 4 given by the three labels 01, 02 and 22; 
it is 21. 
5.2. I. Complexity status of K-BCUBE 
To prove that K-BCUBE is NP-complete we generalize the construction of G 
given in Section 4.1.1, which we call G, and in general Gs. We indirectly reduce 
X3C to K-BCUBE by showing that G, is embeddable in QcB,kI if and only if Gz is 
embeddable in Qc2, k). It then follows from Theorem 4.1 that K-BCUBE is NP- 
complete. 
5.2.2. Construction of GB 
In this section rather than use the cube on S notation we revert to the more usual 
base B representation of the base B hypercube mentioned earlier. Once again lower- 
case Greek letters denote labels, in this case to some base B. Given a label a, let a(i) 
denote the value of the ith coordinate of a, starting from zero on the right. Follow- 
ing Section 4 labelling functions /f, Ii, p I’ and ii are used to describe the construc- 
tion and different embeddings of the graph G, in QcB,n). 
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Given a E W~2,k$, a label of Qc2,kJ, define with respect o (Y the following set of 
labels in QcB,k): 
&(cr) = {/I E I(Q(n,& ) for all coordinates i, 0 I i< k, 
p(i) = 0 whenever a(i) = O}. 
The collection of sets &(a), for all (r~ 1(Q(2,k)), is a partition of the labels of 
QcB,k). Also, the induced subgraph of Lk(a) in QcB,k) is isomorphic to Q(B_l,m) 
where m is the number of nonzero coordinates in label a. Given p E I(Q(&, let 
b(p) denote the underlying binary label of p, that is a E 1(Q(& such that BE Lk(a). 
So for example in Fig. 4, L,(lO) = { 10,20}, b(20) = 10, and the induced subgraph of 
(10Y201 in Q(3,2) is isomorphic to Qc2, i). 
Recall from Section 4.1.1 that G, was constructed with the help of the functions 
1, and lR which assigned labels to nodes of G2. Similar functions 1: and l;, derived 
from their G2 counterparts, are used to define the vertices of GB. There exists a 
vertex in GB for all labels of QcB,k) in Lk(a) where a = 1,(u) (or a = lR(u)) for some 
vertex u in G, \ R (or R). Let I,’ (or li) be the resulting labelling function. Let v, be 
the many-to-one mapping from V(G,) to V(Gz) resulting from this construction. 
It follows from these definitions that, for all p(u) in G2\R, b(f,‘(u)) =1,(&u)) and, 
for all p(u) in R of Gz, b(li(u)) = lR(~(u)). 
There is an edge joining u to u in Gs whenever p(u) =9(u) and the Hamming 
distance between the labels of u and u is one. Note that if (D(U) = p(u) then the labels 
of u and u are in the same set Lk(a), for some (Y a label of a vertex in G2. Finally, 
there is an edge between U, u E V(G,) whenever (q(u), p(u)) is an edge of G2 and the 
Hamming distance between the labels of u and u is one. 
Intuitively, Gn is simply the graph obtained by replacing every vertex in G2 by 
the graph Q(B- I,~), for m given by the label of that vertex in G2. Additional edges 
have been added to connect copies of Q(n_ t, ,,,) when the vertices associated with the 
corresponding underlying labels are adjacent in Gz. The structure of GB and G2 is 
very similar; G2 is the image of G, under the weak graph homomorphism q?. A 
mapping @ from the V(G) to V(H) is a weak graph homomorphism when for all 
edges (u,u) in E(G), either (#(U),@(U)) is in E(H) or @(U)=@(U) [18]. It is easily 
verified that v is a weak graph homomorphism and that for every edge (x, y) in G2 
there exist vertices u and u in GB such that q&)=x and &u)=y. 
5.2.3. K-BCUBE is NP-complete 
Theorem 5.5. K-BCUBE is NP-complete. 
Proof. Set k = 3q + 1 and construct the graph G, from 1, an instance of X3C. We 
show that GB is embeddable in QcB,sq+iJ if and only if there exists a solution to I. 
Part A: Given a solution to I. Suppose there exists a solution to I. By Theo- 
rem 4.1 (Part A) there exists a permutation n such that the resulting labelling func- 
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tion l,, embeds G, in Qc2,kI. Use 71 to define a similar labelling function 1; where for 
o in Gs, 
1 
if, if V(u) E Cl, C2, G G, G, 
l&J) = N,‘(o)), if v(o) E CS, C7, G+ G, 
74/&o)), if V(U) ER. 
We claim that 16 embeds GB in Qcak). Initially, for all u, u E V(G,), 1,(&u)) = 
b(f,‘(u)) and IR(v)(u)) =&l;(u)). Thus, since the same rc has been applied to Gs, 
I,(&u)) = b(li(u)). The function 16 is a proper labelling of GB if the Hamming dis- 
tance between labels of adjacent vertices is one and the labels assigned by ii are 
unique. 
(1) Functions f,’ and II; are, individually, partial embeddings of G, in QcB,k) and, 
by construction, the Hamming distance between the labels of vertices adjacent in 
G, with endpoints whose homomorphic image is in Cs and R is one. That is, for 
all (u, u) in E(G,) such that P(U) E Cs and p(u) E R, d&(u), IR(u)) = 1. A rotation 
preserves adjacencies so we need only show that the vertices in C5, which are not 
permuted by TC, remain adjacent to the vertices in C,, which are permuted by rc. By 
the rotations that resulted in Id, the first 3q coordinates of the labels of vertices in 
C, are all zero. Therefore, since 7~ only permutes the first 3q coordinates, it follows 
that d&i(u), r@‘(u))) = d&(u), Ii(u)), where (u, u) E E(G,), V(U) E C’s and P(U) E C,. 
(2) First, consider u, u E V(G,) such that cp(u)#&u). We have that I,(rp(u)) # 
[,(e~(u)), which implies that b(li(u)) # b(li(u)) which in turn implies that f;(u) # I;(u). 
Second, suppose that q(u)=cp(u). By the construction of G, vertices u and u are 
from the set of labels &(a), for some a. Therefore, since I,’ and 1; are partial 
embeddings, 
(a) if p(u), P(U) E Ct, C2, C3, Cd, Cs then I;(u) = Ii(u) #/i(u) = f;(u), 
(b) else if q(u), p(u) E C,, C,, Cs, C9 then I,$) = n(l,‘(u)) f rc(1,1(u)) =Id(u), 
(c) else if q(u), (p(u) E R then /L(u) = rc(Ii(u)) # x(/;((u)) =/L(u). 
Thus the labels of G, are distinct. 
Hence 1; is a proper labelling of GB in QcB,k) so if there exists a solution to I then 
GB is embeddable in QcB, k). 
Part B: Extracting a solution to I. Conversely, suppose that GB is embeddable 
in Q(s, k). As in Theorem 4.1 apply a reflection to this embedding so that the label 
of the vertex u such that p(u) is in C, is the all zero vector. Let Ii be the resulting 
label function. Now with the embedding of G, fixed in QcB,k) define the following 
labelling function I, for G2, given x in G2 such that P(U) =x let 
$(x) = b&(u)). 
First we show that f4 is a well-defined function, That is, if q(u) = q(u) then b(li(u)) = 
b($(u)). Second we show that /4 is a proper labelling of G, in Qc2,k,. 
In the following discussion we say that a vertex u of G, is in C, or R of the 
skeleton of G2 (Fig. 2) whenever p(u) is in Ci or R. We have that Ii(u) for the 
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single vertex u in C, is the all zero vector. Thus the labels of all vertices u of GB 
in C, and C, have exactly one nonzero coordinate and that this includes all such 
labels in Q(8,k). Similarly, since all labels with one nonzero coordinate are labels of 
vertices in C, and Cs, the labels of vertices in Cs and C, must have two nonzero 
coordinates. All remaining labels, except those in R, are forced by the 4-cycle argu- 
ment mentioned earlier. The labels of the induced 4-cycles formed from a vertex in 
C, and two vertices from C, force the labels of vertices in C,. Similarly C, and C, 
force C,, C, and C, force Cs, and C, and Cs force C,. Finally the labels of vertices 
in R must have exactly three nonzero coordinates since all labels adjacent to vertices 
in Cs with five nonzero coordinates exist as labels of vertices in C,. This implies 
that for all vertices u, o in GB for which p(u) = p(o) the labels of /i(u) and /i(u) 
have the same number of nonzero coordinates. 
Consider two vertices u, u in GB such that p(u)=q(u). Both vertices belong to 
the same induced subgraph of GB isomorphic to Q(B_l,m) for some m. In par- 
ticular, there is a path from u to u consisting entirely of vertices with the same image 
in G,. It follows that the labels of u and u must differ from zero in exactly the 
same positions, since otherwise, somewhere along the path from u to u there is a 
vertex whose label has either more or fewer nonzero coordinates than the label of 
u and u. This contradicts the fact that all such vertices have the same number of 
nonzero coordinates. Thus b($(u)) = b(lG(u)) and the labelling function I, is well 
defined. 
Conversely, suppose that b($(u)) = b(li(o)). Consider the following two sets of 
vertices defined with respect to u fixed: 
L, = {wEG~) b(li(u))=b(ld(w))} and K = {w~G~jd~)=v(w)). 
By the previous argument we have that V, c L, and that the cardinality of these two 
sets is equal. Therefore, the converse also holds, and b(f;(u)) = b(li(u)) if and only 
if v(u) = p(u). Given this fact we now show that l9 is a proper labelling of G,. 
First consider any two vertices x, y in Gz. Graph G2 is the homomorphic image 
of GB under p. Therefore, there exist distinct vertices u, u in Gs such that p(u) =x 
and p(u) =y. Now, since ii is a proper labelling of GB in Q(B,k), /i(~)#fi(u). Since 
V(U) # V(U), by the previous argument, b(fi(u)) # b(lG(u)). Therefore, by definition 
of fq, we have that /,(x)#l,(y). Second, consider any edge (x,y) in GZ. Again, 
there exist vertices u, u in G, such that p(u) =x, p(u) =y and (u, u) is an edge in Gg. 
Now, since /d is a proper labelling of G, in QcB,+, the Hamming distance between 
l;(u) and Ii(u) is one, which implies that the Hamming distance between b(/i(u)) 
and b(/i(u)) is one. Therefore, by definition of lq, the Hamming distance between 
l,(x) and I,(y) is one. Hence lq is a proper embedding of G2 in Qc2,k). 
Thus from an embedding of GB in QcB,kJ it is possible to extract an embedding 
of G2 in Qc2,k), which in turn implies that there exists a solution to the underlying 
X3C problem. 
Hence, from Parts A and B, it follows that K-BCUBE is NP-complete. 0 
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It is possible to prove a more general form of this theorem. The notion of a 
generalized hypercube was based on the repeated Cartesien product of the complete 
graph. The only property of the complete graph used in the NP-completeness proof 
is the fact that it is connected and that it is possible to reflect an embedding of Gs 
to the origin. However, consider a connected, symmetric graph H. That is, a graph 
such that for any two vertices u and u there exists an automorphism mapping u onto 
o. Furthermore, consider the Cartesian product of H with itself k times, call it Hk. 
The vertices of GB can be defined from the labels of G2 in exactly the same way. 
A similar procedure can also be used to define the edges of G, except that in addi- 
tion to the previous restrictions when the labels of u and u differ in a single coor- 
dinate, say one is i the other j, then (Vi, Uj) must be an edge in H. 
The previous arguments hold. In Part A the same permutation rc can be used to 
rotate the labels of GB to obtain an embedding of G, in Hk. In Part B, reflect the 
vertex in C, of G, to the origin by applying, coordinate-wise, the automorphism of 
H that maps vertex vi to uo. Once again the form of the labels are forced and it is 
possible to extract from the embedding of G, an embedding of the graph G2 in 
Q(2,kj. Thus we obtain the following theorem. 
Theorem 5.6. For fixed H, where H is a connected, symmetric graph and a given 
graph G and integer k the problem of deciding if G is embeddable in the Cartesian 
product of H with itself k times is NP-complete. 
5.3. Conclusions 
We have demonstrated a reduction technique that has proved useful for exploring 
the NP-completeness tatus of several cube and cube related embedding problems. 
In all of these cases the complexity status of the problem has not changed. What 
appears to make this reduction technique work is the close correspondence between 
the set theoretic description of the graph and an embedding. In general the tech- 
nique requires two ingredients: sufficient symmetry to guarantee that every embed- 
ding corresponds to a cover of the instance of exact cover and the ability to fix in 
the cube an embedding of a particular graph. 
Recent work by Feigenbaum and Haddad [6] on factorable extensions of products 
of graphs deals with a more general version of this problem. In comparison our ver- 
sion of the problem is for a very restricted class of graphs, namely products of K2 
or in general some symmetric graph H. 
This same approach has also been successfully applied to restricted families of 
subgraphs. In particular, embedding trees [16], and also embedding induced sub- 
graphs [15]. Interestingly, as mentioned, there is a polynomial time algorithm for 
a particular family of induced subgraphs, namely the isometric subgraphs of the 
cube. 
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