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We study four problems from the geometry of numbers, the shortest vector problem (Svp),
the closest vector problem (Cvp), the successive minima problem (Smp), and the shortest
independent vectors problem (Sivp). Extending and generalizing results of Ajtai, Kumar,
and Sivakumar we present probabilistic single exponential time algorithms for all four
problems for all `p norms. The results on Smp and Sivp are new for all norms. The results on
Svp and Cvp generalize previous results of Ajtai et al. for the Euclidean `2 norm to arbitrary
`p norms. We achieve our results by introducing a new lattice problem, the generalized
shortest vector problem (GSvp).1 We describe a single exponential time algorithm for
GSvp. We also describe polynomial time reductions from Svp, Cvp, Smp, and Sivp to GSvp,
establishing single exponential time algorithms for the four classical lattice problems. This
approach leads to a unified algorithmic treatment of the lattice problems Svp, Cvp, Smp,
and Sivp.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we present probabilistic single exponential time algorithms for four problems from the geometry of
numbers, the shortest vector problem (Svp), the closest vector problem (Cvp), the successive minima problem (Smp) and the
shortest independent vectors problem (Sivp). The algorithms solve the problems either optimally (Svp and restricted versions
of the other three problems) or almost optimally, i.e., with approximation factor 1 + ,  > 0 arbitrary (general versions
of Cvp, Smp, Sivp). While single exponential time algorithms for Svp (optimally) and Cvp (almost optimally) were first
presented in the seminal work of Ajtai, Kumar, and Sivakumar [2,3], the results for Sivp and Smp improve upon previous
algorithms.
Algorithms for lattice problems. In the last 25 years the complexity of the lattice problems Svp, Cvp, Smp, and Sivp has
been studied intensively. It is known that all problems are NP-hard and even hard to approximate (see for example [1,22,
17,10,5,25,13]). In this paper we concentrate on positive results, i.e., algorithms that solve these lattice problems either
optimally or approximately. Prior to the breakthrough paper [2] of Ajtai, Kumar and Sivakumar, randomization has rarely
been utilized in algorithms for lattice problems (for an exception see [18]). Therefore, let us briefly review the best known
deterministic algorithms for lattice problems. The best algorithm to solve Svp has a running time of nn/(2e)bO(1), where n is
the rank of the lattice and b is its representation size, i.e., the number of bits used to describe the basis defining the lattice.
It is due to Kannan [16] with improvements by Helfrich [12] and Hanrot and Stehlé [14]. Of course, the best deterministic
polynomial time algorithms for approximating Svp are the LLL-algorithm and its improvement and generalization due to
Schnorr, achieving single exponential approximation factors (see [19,27]). For Cvp the best algorithm that optimally solves
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the problem is due to Kannan [16], again with improvements by Helfrich [12] and Hanrot and Stehlé [14]. It has a running
time of nn/2bO(1). The best polynomial time approximation algorithms for Cvp are based on the LLL-algorithm and achieve
single exponential approximation factors (see for example [4,26,15,27]). Micciancio [23] gives a polynomial time rank-
preserving reduction from Smp and Sivp to Cvp. Hence, the best algorithms for these two lattice problems have the same
running time as the algorithms for Cvp. Again, the LLL-algorithm can be used to solve Smp and Sivp in polynomial time with
exponential approximation factors.
The AKS results for Svp and Cvp. In their paper [2] Ajtai, Kumar, and Sivakumar describe the first probabilistic algorithm
that solves Svp optimally with probability exponentially close to 1. More precisely, the running time of their algorithm is(
2nb
)O(1), i.e., single exponential only in the rank of the lattice. The AKS-algorithm is based on a novel sampling technique
that generates short vectors from the input lattice L. Later, Ajtai, Kumar, and Sivakumar[3] extended their sampling
technique to solveCvpwith approximation factor (1+) for any  > 0. The running timeof their algorithm is (2(1+1/)nb)O(1).
In this paper, we extend and generalize the results by Ajtai et al. We show that a variant of the AKS-sampling procedure
(according to [2] proposed by M. Sudan, described in lecture notes by O. Regev [24]) can be used to compute short lattice
vectors outside some given subspace.We call this the generalized shortest vector problem (GSvp). More precisely, we describe
a 1 +  approximation algorithm for GSvp with running time ((2 + 1/)nb)O(1). Since we use a variant of the AKS-
sampling procedure, we get a generalized approximation algorithm for GSvp for all `p norms. We also show polynomial
time reductions from exact and approximate versions of GSvp to exact and approximate versions of Svp, Cvp, Smp, and Sivp
(more or less trivial for Svp, Smp, Sivp). Combining these results we obtain a unified treatment of lattice problems and single
exponential time (1+ )-approximation algorithms for Svp, Cvp, Smp, and Sivp for all `p norms.
Next, by slightly modifying the sampling procedure and its analysis we are able to compute a shortest lattice vector
outside a given subspace, provided there do not exist too many short lattice vectors outside the given subspace. For Svp
this requirement is satisfied and we obtain a single exponential time algorithm solving Svp optimally. For Cvp our approach
to determine short vectors outside a given subspace leads to an algorithm finding optimal solutions only for instances of
Cvp, where the distance of the target vector to the lattice is not too large, i.e., smaller than cλ1(L) for some constant c .
Here λ1(L) denotes the length of the shortest non-zero vectors in L. Similarly, in single exponential time we can determine
the successive minima of a lattice exactly provided that the nth successive minima λn(L) is bounded by cλ1(L) for some
constant c .
Organization. The paper is organized as follows. In Section 2we state some basic definitions and important facts used in this
paper. In Section 3 we formally define the lattice problem GSvp and prove polynomial time reductions from Svp, Cvp, Smp,
and Sivp to GSvp. In Section 4, we show that the problem GSvp can be approximated with factor 1+ ,  > 0 arbitrary, by a
sampling procedure. Combining this result with the reductions from Section 3we obtain single exponential time algorithms
approximating Svp, Cvp, Smp, and Sivpwith factor 1+ ,  > 0 arbitrary. Finally, the modified sampling procedure solving
restricted versions of GSvp optimally is presented in Section 5.
2. Basic definitions and facts
In this section we define several fundamental concepts and state important results from the geometry of numbers that
will be used throughout this paper. For a more detailed introduction see [21].
The `p-norm of a vector x ∈ Rm is defined by ‖x‖p =
(∑m
i=1 x
p
i
)1/p for 1 ≤ p < ∞ and ‖x‖∞ = max{|xi|, i = 1 . . .m}
for p = ∞. In what follows, we consider the `p-norm for an arbitrary p with 1 ≤ p ≤ ∞. The sphere B(p)(x, r) denotes the
open ball of radius r centered at x, i. e., B(p)(x, r) = {y ∈ Rm| ‖x− y‖p < r}. The volume vol(B(p)(x, r)) of the ball B(p)(x, r)
satisfies the following condition:
vol(B(p)(x, c · r)) = cm · vol(B(p)(x, r)) for all c > 0. (1)
To select almost uniformly a point in B(p)(x, r) in polynomial time, we can use the general algorithm of Dyer, Frieze and
Kannan [8]. This algorithm selects almost uniformly a point in any convex body, if a membership oracle is given (see [11]).
For the sake of simplicity, we will neglect this implementation detail in the following, i.e., we will assume that we are able
to uniformly select a point in B(p)(x, r).
A lattice L is a discrete additive subgroup of Rm. Each lattice L has a basis, i.e., a sequence b1, . . . , bn ∈ Rm of n elements
of L that generate L as an abelian group:
L(b1, . . . , bn) =
{
n∑
i=1
xibi|xi ∈ Z for 1 ≤ i ≤ n
}
.
We call n the rank of L. If m = n the lattice is full dimensional. In the rest of the paper we only consider full dimensional
lattices. However, our results can easily be generalized to arbitrary lattices.
Fundamental constants associated to a lattice are the successive minima. The first successive minimum of a lattice is the
length of the shortest non-zero vector in the lattice:
λ
(p)
1 (L) := min{‖v‖p|v ∈ L\{0}}.
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An equivalent way to define λ(p)1 (L) is the following: λ
(p)
1 (L) is the radius of the smallest sphere centered in the origin
containing one linearly independent lattice vector. This definition can be generalized easily to define the ith successive
minimum, 1 ≤ i ≤ n, as the smallest real number r such that L contains i linearly independent vectors of length at most r:
λ
(p)
i (L) = inf{r| dim(span (L ∩ B(p)(0, r))) ≥ i}.
For any real 1 ≤ p ≤ ∞, we consider the following lattice problems. In all problems, c ≥ 1 is some arbitrary
approximation factor. The approximation factor can be a constant or a function of any parameter associated to the lattice,
typically its rank n.
Definition 2.1 (Shortest Vector Problem (Svp)). Given a lattice L, find a non-zero lattice vector v ∈ L\{0} such that
‖v‖p ≤ c‖w‖p
for any otherw ∈ L\{0}.
Definition 2.2 (Closest Vector Problem (Cvp)). Given a lattice L and a target vector t ∈ span (L), find a lattice vector v ∈ L
such that
‖v − t‖p ≤ c‖w − t‖p
for any otherw ∈ L.
Definition 2.3 (Successive Minima Problem (Smp)). Given a lattice L with rank n, find n linearly independent vectors
v1, . . . , vn ∈ L such that
‖vi‖p ≤ cλ(p)i (L)
for all i = 1, . . . , n.
These vectors always exist [6].
Definition 2.4 (Shortest Independent Vectors Problem (Sivp)). Given a lattice L with rank n, find n linearly independent
vectors v1, . . . , vn ∈ L such that
‖vi‖p ≤ cλ(p)n (L)
for all i = 1, . . . , n.
Clearly, Sivp is polynomial time reducible to Smp.
Given a lattice L and a basis [b1, . . . , bn] of L, we denote the sublattice with basis [b1, . . . , bk] by Lk, k = 1, . . . , n. The
vectors [bĎ1, . . . , bĎn] denote the Gram–Schmidt orthogonalization of [b1, . . . , bn]. The numbers
µi,j :=
〈bi, bĎj 〉
〈bĎj , bĎj 〉
, 1 ≤ j < i ≤ n, (2)
are called the Gram–Schmidt coefficients of [b1, . . . , bn]. Let 1 ≤ k ≤ n and pik be the orthogonal projection
pik : Rn −→ span (bĎk, . . . , bĎn)
x 7→
n∑
j=k
〈x, bĎj 〉
〈bĎj , bĎj 〉
bĎj
onto the orthogonal complement of span (Lk−1), i. e., pik : Rn −→ span (Lk−1)⊥. We define the lattices
L(n−k+1) := pik(L).
The lattice L(n−k+1) has rank n− k+ 1 and a basis is given by [pik(bk), . . . , pik(bn)].
There is a strong connection between the length of the basis vectors and the length of their orthogonalizations.
We call a basis B = [b1, . . . , bn] an LLL-reduced basis, if the following holds
(1) |µi,j| ≤ 1/2 for all i > j, where µi,j are the Gram–Schmidt coefficients defined in (2) and
(2) ‖bĎi ‖2 ≤ 4/3‖µi+1,ibĎi + bĎi+1‖22 for all 1 ≤ i ≤ n.
Equivalently, a basis is LLL-reduced if it satisfies the following recursive set of conditions:
(1) ‖b1‖2 ≤ 4/3‖b2‖2,
(2) |µi,1| ≤ 1/2 and
(3) the basis [pi2(b2), . . . , pi2(bn)] of the lattice L(n−1) is LLL-reduced.
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For a basis B = [b1, . . . , bn]we define the half open parallelepiped
P (B) :=
{
n∑
j=1
αjbj|0 ≤ αj < 1, j = 1, . . . , n
}
.
For every vector v ∈ Rn there is a unique representation v = u + w with u ∈ L and w ∈ P (B). Two points v,w are
congruent modulo L, v ≡ w mod L, if the difference v − w is in L. By computing w ≡ vmod L, we mean computing the
uniquew ∈ P (B)with v − w ∈ L.
We deal with algorithms and therefore we always assume that L ⊆ Qn. The representation size b of a lattice L ⊆ Qn
with respect to the basis [b1, . . . , bn] is the maximum of n and the binary lengths of the numerators and denominators of
the coordinates of the basis vectors bj. Given a vector u = ∑ni=1 uibi with ui ∈ Q, the representation size of u with respect
to [b1, . . . , bn] is the maximum of n and of the binary lengths of the numerators and denominators of the coefficients ui.
A subspace M of span (L) is represented by some basis [v1, . . . , vk] with k ≤ n. The representation size of M with respect
to [b1, . . . , bn] is the maximum of n and the binary lengths of the numerators and denominators of the coordinates of the
vectors vi. In what follows, if we speak of the representation size of a lattice L, a subspace M or of a vector u ∈ span (L)
without referring to some specific basis, we implicitly assume that some basis [b1, . . . , bn] for L is given.
In the rest of this paper, we denote by n the rank of the corresponding lattice and by b the representation size of the
input, mostly the lattice L and some subspace M . All probabilistic algorithms in this paper compute a correct result with
probability 1− 2−Ω(n) and they output ‘‘failure’’ with probability 2−Ω(n).
3. Main result and approximation algorithms for Svp, Smp, Sivp and Cvp
To state the main result we need the following definition.
Definition 3.1 (Generalized Shortest Vector Problem (GSvp)). Given a lattice L and some subspaceM ⊂ span (L), we call the
problem to compute a vector v ∈ L\M , that is as short as possible, the generalized shortest vector problem (GSvp). We set
λ
(p)
M (L) := min{r ∈ R|∃v ∈ L\M, ‖v‖p ≤ r}
and call this the subspace avoiding minimum.
In Section 4 we will show that in single exponential time we can approximate GSvp with any factor 1 + , 0 <  ≤ 2.
More precisely
Theorem 3.2. For all `p norms, 1 ≤ p ≤ ∞, there exists a randomized algorithm that approximates the generalized shortest
vector problem with success probability 1− 2−Ω(n). The approximation factor is 1+  for any 0 <  ≤ 2 and the running time
of the algorithm is ((2+ 1/)n · b)O(1).
We will now show, that there are polynomial time reductions from Svp, Cvp, Smp, and Sivp to GSvp. Together with
Theorem 3.2 this implies single exponential time approximation algorithms for all four lattice problems.
In the following we are given access to an oracle A, that solves the generalized shortest vector problem with an
approximation factor 1+  for some arbitrary  ≥ 0. The core of the reductions is a suitable definition of the subspace.
The shortest vector problem
Theorem 3.3. For all `p norms, 1 ≤ p ≤ ∞, Svp with approximation factor 1+ ,  ≥ 0, is polynomial time reducible to GSvp
with approximation factor 1+ .
Proof. We choose M := {0} ⊆ span (L). Hence, if we compute a (almost) shortest lattice vector u ∈ L\M , we compute a
(almost) shortest non-zero lattice vector u ∈ L, i.e., we have λ(p)M (L) = λ(p)1 (L). Therefore, using the oracleAwith input L and
M we get a (1+ )-approximation of a shortest non-zero vector in L. 
The successive minima problem and the shortest independent vectors problem
Theorem 3.4. For all `p norms, 1 ≤ p ≤ ∞, Smp and Sivpwith approximation factor 1+,  ≥ 0, are polynomial time reducible
to the generalized shortest vector problem with approximation factor 1+ .
Proof. Clearly, Sivp reduces to Smp. Hence, we concentrate on the reduction of Smp to GSvp. Using the oracle A we get a
(1+ )-approximation of the first successive minimum as in Theorem 3.3. For i > 1 defineM := span (v1, . . . , vi−1) with
v1, . . . , vi−1 ∈ L linearly independent. Since dim(M) < i, there exists a vector w ∈ L with ‖w‖p ≤ λ(p)i (L) and w 6∈ M .
Therefore, λ(p)M (L) ≤ λ(p)i (L) and using the oracleAwith input L andM we get a (1+ )-approximation for the ith successive
minimum. 
The closest vector problem
The reduction of the closest vector problem to GSvp relies on a lifting technique introduced by Kannan [16] and refined
by Ajtai, Kumar and Sivakumar [3] and Micciancio and Goldwasser [21], respectively.
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In the following we are given access to an oracle A, that solves the generalized shortest vector problem with an
approximation factor 1+  for some arbitrary  ≥ 0. We are able to solve Cvp exactly, ifA solves the generalized shortest
vector problemexactly. IfA solves the generalized shortest vector problemwith an approximation factor 1+, 0 ≤  ≤ 1/2,
then we will find a (1+ 6)(1+ α)-approximation of the closest vector problem. Here α > 0 is arbitrary.
We assume that we are given a lattice L and some target vector t ∈ span (L). By Dt we denote the distance of the closest
vector in L to t . Since we are able to decide in polynomial time whether t ∈ L, we assume Dt > 0 (see for example [7]).
Given α > 0, the reduction requires an r > 0 with
r ≤ Dt < (1+ α)r.
To get r we try all values
r := (1+ α)k
for k0 ≤ k ≤ k1, where
k0 := log1+α(2−(n2+n)b) and k1 := log1+α
(
n ·max
i
‖bi‖p
)
.
We need to argue that for one of these kwe have r ≤ Dt < (1+ α)r. The representation size of the lattice L and the target
t is b. We can transform the lattice L and the target t into a lattice L˜ ⊆ Zn and a target t˜ ∈ Zn by doing the following: We
multiply the basis and the target t with the least common multiple lcm of the n2 denominators of the coefficients of the
basis vectors and the n denominators of the coefficients of the target t . The lcm has size at most 2(n
2+n)b. Since L˜ ⊂ Zn and
t˜ ∈ Zn we get Dt˜ ≥ 1. This implies
Dt ≥ 2−(n2+n)b.
It is easy to see, that Dt ≤ n ·maxi ‖bi‖p [6]. Overall, we have
2−(n
2+n)b ≤ Dt ≤ n ·max
i
‖bi‖p,
where b is the size of L. Therefore, there exists a k with k0 ≤ k ≤ k1 satisfying (1 + α)k ≤ Dt < (1 + α)k+1. Moreover, we
only need to try polynomially (in b and 1/α) many guesses of the form r := (1+ α)k.
We need to distinguish between the `p norms for 1 ≤ p <∞ and the norm `∞. First, we consider 1 ≤ p <∞.
For 0 ≤  ≤ 1/2 we set
γ := 1
p
√
2p − (1+ )p (1+ )(1+ α)r. (3)
We define the (n+ 1)-dimensional lattice
L′ := L({(v, 0)|v ∈ L} ∪ {(t, γ )}),
and the subspace
M := span ({(v, 0)|v ∈ L}) ⊆ span (L′).
We consider the unique r satisfying r ≤ Dt < (1+ α)r . Let z ∈ L be the lattice vector that is closest to the target t . Then
(z − t,−γ ) ∈ L′\M and the length of (z − t,−γ ) is bounded by
‖(z − t,−γ )‖pp = ‖z − t‖pp + γ p
< (1+ α)prp + 1
2p − (1+ )p (1+ )
p(1+ α)prp
= 2
p
2p − (1+ )p (1+ α)
prp.
Therefore, the subspace avoiding minimum is smaller than
λ
(p)
M (L
′) <
2
p
√
2p − (1+ )p (1+ α)r =
2
1+  γ . (4)
The following lemma shows that given an oracle A that solves the generalized shortest vector problem exactly we can
solve the closest vector problem exactly.
Lemma 3.5. Let 0 ≤  ≤ 1/2 and L be a lattice. Define the parameter γ , the lattice L′ and the subspace M ⊂ span (L′) as above.
If u ∈ L′\M with ‖u‖p = λ(p)M (L′), then u = ±(z − t,−γ ), where z ∈ L is a lattice vector that is closest to the target t.
Proof. Using Inequality (4), λ(p)M (L
′) < 2γ . Hence, we have u = (z ± t,±γ ) for some lattice vector z ∈ L. Therefore
‖∓z − t‖p = Dt and∓z is a lattice vector closest to t . 
Next, assume that the oracleA solves the generalized shortest vector problem with approximation factor 0 <  ≤ 1/2.
Because of the lifting techniquewe are not able to solve Cvpwith an approximation factor 1+, but onlywith approximation
factor (1+ 6)(1+ α).
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Lemma 3.6. Let 0 ≤  ≤ 1/2 and L be a lattice. Define the parameter γ , the lattice L′ and the subspace M ⊂ span (L′) as above.
Let v ∈ L′\M with ‖v‖p < (1+)λ(p)M (L′) and r ≤ Dt < (1+α)r. Then a lattice point z∗ ∈ Lwith ‖z∗−t‖p ≤ (1+6)(1+α)Dt
can be computed in polynomial time.
Proof. Using again Inequality (4), we get
‖v‖p < (1+ )λ(p)M (L′) < 2γ . (5)
Since v ∈ L′\M , we have v = ±(z∗ − t,−γ ) for some lattice vector z∗ ∈ L. Without loss of generality we assume
v = (z∗ − t,−γ ). Hence
‖v‖pp = ‖z∗ − t‖pp + γ p. (6)
Using the inequality (see Claim 1 in the Appendix)
2p − 1
2p − (1+ )p (1+ )
p ≤
(
1+ 2
1− 
)p
(7)
we get
‖z∗ − t‖pp=‖v‖pp − γ p (using (6))
≤ (2γ )p − γ p (using (5))
= (2p − 1)γ p
= 2
p − 1
2p − (1+ )p (1+ )
p(1+ α)prp (using (3))
≤
(
1+ 2
1− 
)p
(1+ α)prp (using (7))
≤
(
1+ 2
1− 
)p
(1+ α)pDpt (using the assumption r ≤ Dt)
≤ (1+ 2)2p(1+ α)pDpt .
Since  ≤ 1/2, we have (1+2)2 ≤ (1+6). Therefore the vector z∗ ∈ L is an (1+6)(1+α)-approximation of the closest
lattice vector z ∈ L. 
The reduction of Cvp for the `∞-norm is nearly the same as for an arbitrary `p-norm with 1 ≤ p < ∞. There are only
some technical differences. We use the same lifting technique and the same (n + 1)-dimensional lattice L′ but with the
parameter
γ := 1
2
(1+ )(1+ α)r
for r = (1 + α)k. We define the subspace M := L({(v, 0)|v ∈ L}) ⊆ L′ as above and want to compute a vector u ∈ L′\M .
Lemmas 3.5 and 3.6 can be modified accordingly. Summarizing, we get
Theorem 3.7. For all `p norms, 1 ≤ p ≤ ∞, the exact version of Cvp is polynomial time reducible to the exact version of GSvp.
Also, for all `p norms, 1 ≤ p ≤ ∞, Cvp with approximation factor (1 + )(1 + α) for 0 <  ≤ 1/2 and α > 0 is reducible to
GSvp with approximation factor 1+ /6. The reduction is polynomial time in the input size of the Cvp instance and in 1/α.
Combining this result for Cvpwith the inapproximability results for Cvp from [9] we get the following inapproximability
result for GSvp.
Theorem 3.8. For all `p norms, 1 ≤ p <∞, there is some constant c > 0, such that GSvp is NP-hard to approximate to within
factor nc/ log log n.
Recently, Micciancio has shown that GSvp, Sivp, Smp and Cvp are equivalent in their exact versions under deterministic
polynomial time rank-preserving reductions (see [23]).
Before we describe an algorithm that approximates the generalized shortest vector problem with any approximation
factor 1 + , 0 <  ≤ 2, we show that the generalized shortest vector problem can be solved in polynomial time with
approximation factor 2n using the LLL-algorithm. The following theorem shows that the shortest vector in an LLL-reduced
basis, which is outside the given subspace, is a solution of the generalized shortest vector problem with approximation
factor 2n.
Theorem 3.9. The LLL-algorithm can be used to approximate in polynomial time the generalized shortest vector problem for the
`2 norm with approximation factor 2n−1.
Proof. Let L be a lattice andM ⊂ span (L) some subspace. Let B = [b1, . . . , bn] be an LLL-reduced basis of L (see [19]). Define
k := min{1 ≤ j ≤ n|bj ∈ L\M}.
Since L 6= M , the index k is well defined. We want to show that bk is a 2n−1-approximate solution of GSvp, i.e., ‖bk‖2 ≤
2n−1λ(2)M (L).
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In the following we consider the orthogonal projection pik onto the orthogonal complement of span (Lk−1). Let v ∈ L\M .
Then we have v =∑ni=1 βibi and there exists an index j ≥ kwith βj 6= 0. Therefore we get
pik(v) =
n∑
i=k
βipik(bi) 6= 0,
i.e., we have pik(v) ∈ L(n−k+1)\{0}. Since ‖v‖ ≥ pik(v), we get
λ
(2)
M (L) ≥ λ(2)1 (L(n−k+1)).
Since B is an LLL-reduced basis, the basis [pik(bk), . . . , pik(bn)] of the lattice L(n−k+1) is LLL-reduced (see Definition of an
LLL-reduced basis described in Section 2). Hence, we have
‖bĎk‖22 ≤ 2n−1λ1(L(n−k+1))2 ≤ 2n−1λ(2)M (L)2. (8)
Since [b1, . . . , bn] is LLL-reduced, we have
bk = bĎk +
k−1∑
j=1
µk,jb
Ď
j with |µk,j| ≤
1
2
and
‖bĎj ‖22 ≤ 2k−j‖bĎk‖22.
Using standard techniques (see for example [20]), we get
‖bk‖22≤ 2k−1‖bĎk‖22 (property of an LLL-reduced basis)
≤ 2k−12n−1λ(2)M (L)2 (using (8))
≤ 22n−2λ(2)M (L)2. 
4. The sieving procedure and the sampling procedure
In this section we present a sampling procedure that solves the GSvp with approximation factor 1 + , 0 <  ≤ 2. We
closely follow Regev’s lecture notes on the Ajtai, Kumar, Sivakumar single exponential algorithm for Svp [24].
First, we show that we can restrict ourselves to instances of GSvpwith 2 ≤ λ(p)M (L) < 3.
Lemma 4.1. For all `p norms, if there is an algorithm A that for all lattices L with 2 ≤ λ(p)M (L) < 3 and all subspaces M solves
GSvp with approximation factor 1+  and in time T = T (n, b, ), then there is an algorithmA′ that solves GSvp for all lattices
and subspaces with approximation factor 1+  and in time O(n · T + n4 · b).
Proof. Given a lattice L = L(B) and a subspaceM an estimate λ˜M(L) for the subspace avoiding minimum satisfying
λ
(2)
M (L) ≤ λ˜M(L) < 2n−1λ(2)M (L) (9)
can be computed with the LLL-algorithm (see Theorem 3.9). From these inequalities we want to derive similar inequalities
for arbitrary `p norms. Using some standard results for the `p-norms, i.e., ‖x‖p ≤ ‖x‖2 ≤ √n‖x‖p for p ≥ 2 and
1/n‖x‖p ≤ ‖x‖2 ≤ ‖x‖p for p < 2, we get
λ
(p)
M (L) ≤ λ(2)M (L) ≤ λ˜M(L) ≤ 2n−1λ(2)M (L) < 2n−1
√
nλ(p)M (L)
for p ≥ 2 and
1
n
λ
(p)
M (L) ≤ λ(2)M (L) ≤ λ˜M(L) ≤ 2n−1λ(2)M (L) ≤ 2n−1λ(p)M (L)
for p < 2. Hence, the estimate λ˜M(L) for the subspace avoiding minimum from (9) satisfies
λ
(p)
M (L) ≤ λ˜M(L) < 2n−1
√
nλ(p)M (L)
for p ≥ 2 and
1
n
λ
(p)
M (L) ≤ λ˜M(L) ≤ 2n−1λ(p)M (L)
for p < 2. Using the estimate λ˜M(L) for the subspace avoiding minimum, we want to scale the lattice such that the subspace
avoiding minimum is in the range between 2 and 3. We apply algorithmAwith Lk := L(Bk) andMk, k = 0, . . . , 2n, where
Bk := 1
λ˜M(L)
(
3
2
)k
B
and
Mk := 1
λ˜M(L)
(
3
2
)k
M.
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Algorithm 1 (The Sieving Procedure).
Input: x1, . . . , xN ∈ B(p)(0, R)
J ← ∅
For j = 1, 2, . . . ,N do
If there exists i ∈ J with ‖xi − xj‖p ≤ R/a, then η(j)← i.
Else J ← J ∪ {i} and η(i)← i.
Let v0, . . . , v2n be the vectors returned. Define
v′k := λ˜M(L)
(
2
3
)k
vk
and output the shortest vector among the vectors v′0, . . . , v
′
2n that is contained in L\M .
It is easy to see that there exists a k ∈ {0, . . . , 2n} for which 2 ≤ λ(p)M (L) < 3. For this k the algorithmA computes a (1+ )-
approximation of a shortest vector vk ∈ Lk\Mk and the corresponding vector v′k is a (1 + )-approximation of a shortest
vector in L\M .
The running time stated in the lemma follows from the running time of the LLL-algorithm (see [19]). 
4.1. The sieving procedure
The main part of the sampling procedure is a sieving procedure (see Algorithm 1). The sieving procedure finds in any set
of points {x1, . . . , xN} ⊂ Rn inside a ball of radius R a subset J of at most (2a+1)n ‘representatives’ such that any point has a
representative within distance at most R/a. This means, that there is a mapping η : {1, . . . ,N} → J with ‖xi− xη(i)‖p ≤ R/a
for all i ∈ {1, . . . ,N}. The parameter N is arbitrary. However, the sieving procedure makes sense only if N = 2O(n). The
parameter a is rational and a > 1.
The main properties of the sieving procedure are described in the following lemma.
Lemma 4.2. Let R ∈ R, R > 0, a ∈ Q with a > 1. For any set of points x1, . . . , xN ∈ B(p)(0, R) the sieving procedure 1 finds
a subset J ⊆ {1, 2, . . . ,N} of size at most (2a + 1)n and a mapping η : {1, 2, . . . ,N} −→ J such that for all i ∈ {1, . . . ,N},
‖xi − xη(i)‖p ≤ R/a. The running time of the procedure is O(N2 · poly(m)), if x1, . . . , xN are rationals of representation size m.
Proof. Obviously for all i ∈ {1, . . . ,N}, ‖xi − xη(i)‖p ≤ R/a. We now show that |J| ≤ (2a + 1)n. The distance between any
two points in J is greater than R/a because of the definition of the mapping η. If we take balls of radius R/(2a) around each
point xi, i ∈ J , then these balls are disjoint:
B(p)
(
xi,
R
2a
)
∩ B(p)
(
xj,
R
2a
)
= ∅ for all i, j ∈ J, i 6= j.
Because of xi ∈ B(p)(0, R) the union of B(p)(xi, R/(2a)) is contained in B(p)(0, (1+ 1/(2a))R). Therefore, the number of balls
(and hence also |J|) is bounded by
vol B(p)
(
0, (1+ 12a )R
)
vol B(p)
(
0, 12aR
) = ( 2a+12a )n( 1
2a
)n = (2a+ 1)n
(see Eq. (1)). The number of iterations is N . In the jth iteration with 1 ≤ j ≤ N we consider the set J that contains at most j
points. Therefore the number of arithmetic operations is
N∑
j=1
j = O(N2).
Since the input size of all points ism, the running time is
O(N2 · poly (m)). 
4.2. The sampling procedure
Now,wepresent a sampling procedure (see Algorithm2) that for all `p norms approximates theGSvpwith approximation
factor 1+ , 0 <  ≤ 2.
The algorithm chooses N points uniformly at random in a ball B(p)(0, r) with radius r . The parameter N will be defined
later. For each point xi with i ∈ {1, . . . ,N} we compute the points yi in the fundamental parallelepiped such that yi − xi is
a lattice point. For xi =∑nj=1 αjbj with αj ∈ Qwe have yi =∑nj=1(αj − bαjc)bj. We apply the sieving procedure repeatedly
to the vectors yi. Using the mapping η : {1, . . . ,N} −→ J for each yi we get a representative yη(i) with ‖yi − yη(i)‖p < R/a.
We replace yi with yi − (yη(i) − xη(i)). This procedure is repeated until the distance between the lattice vectors and their
representatives is small enough.
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Algorithm 2 (The Sampling Procedure).
Input: A lattice basis L = L(B), B = [b1, . . . , bn], and a subspaceM ⊆ span (L).
(1) R0 ← n ·maxi ‖bi‖p
Choose N points x1, . . . , xN uniformly in B(p)(0, r).
Compute yi ∈ P (B)with yi ≡ xi mod L for i = 1, . . . ,N .
Set Z← {(x1, y1), . . . , (xN , yN)}.
R← R0
(2) While R > (1+ δ)r do
(a) Apply the sieving procedure 1 to {yi|(xi, yi) ∈ Z} with the parameters a and R. The result is a
set J and a mapping η.
(b) Remove from Z all pairs (xi, yi)with i ∈ J .
(c) Replace each remaining pair (xi, yi) ∈ Zwith (xi, yi − (yη(i) − xη(i))).
(d) R← R/a+ r
Output: A shortest vector v ∈ {yi − xi|(xi, yi) ∈ Z}with v 6∈ M , if such a vector exists. Otherwise the
output is ‘‘failure’’.
We use parameters δ, r and a satisfying
• 0 < δ ≤ 1/2,
• r ≥ 1/2 and
• a = 1+ 2/δ.
We have η(i) = i for each pair (xi, yi) ∈ Z with i ∈ J and therefore yi − (yη(i) − xη(i)) − xi = 0. By removing from Z in
step 2b each pair (xi, yi)with i ∈ J we avoid redundant elements.
Now, we analyze the sampling procedure 2. In the next lemma we state the main properties of the sampling procedure.
We consider the output and the running time. Furthermore, the main part of the sampling procedure is the application of
the sieving procedure. In each application of the sieving procedure 1 we remove fromZ all pairs (xi, yi)with i ∈ J . To derive
results about the success probability of the sampling procedure, at the end of the sampling procedure we needZ to contain
sufficiently many points. Hence, we are interested in an upper bound on the number of pairs which are removed during the
sampling procedure.
Lemma 4.3. Given a lattice basis B and a subspace M ⊂ span (L(B)) with the parameters r, a and δ chosen as above, the
sampling procedure 2 satisfies the following properties:
• When it is successful, its output is a vector v ∈ L and its length is at most (2+ δ)r.
• The running time is bounded by((
1+ 2
δ
)
· b · N
)O(1)
,
where N is the number of points chosen in the sampling procedure.
• We remove at most
z(R0, δ) :=
(
log2 R0 + log2
(
1+ 2
δ
))(
2
(
1+ 2
δ
)
+ 1
)n+1
(10)
pairs from the set Z.
Proof. During the sampling procedure, two invariants are maintained:
(1) For all (xi, yi) ∈ Z, yi − xi ∈ L(B).
(2) For all (xi, yi) ∈ Z, ‖yi‖p ≤ R.
Let us consider the first invariant. The algorithm chooses N points x1, . . . , xN in B(p)(0, r) and computes yi with yi ≡ xi
mod L(B) for i ∈ {1, . . . ,N}. That means yi− xi ∈ L(B). During the while-loop in step 2 of the sampling procedure we only
subtract from yi vectors of the form yj − xj which are themselves lattice vectors.
Next, we consider the second invariant. At the start of the while-loop yi ∈ P (B). Hence, for all i ∈ {1, . . . ,N} the length
of yi is bounded by
‖yi‖p ≤
n∑
j=1
‖bi‖p ≤ n ·max
j
‖bj‖p = R0 = R.
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This property is maintained during each iteration of the while-loop since
‖yi − (yη(i) − xη(i))‖p ≤‖yi − yη(i)‖p + ‖xη(i)‖p
≤ R
a
+ ‖xη(i)‖p (Lemma 4.2)
<
R
a
+ r (xη(i) ∈ B(p)(0, r))
≤ R.
The last inequality is based on the fact that at the end of each iteration of the while-loop R is replaced by R/a+ r .
If R ≤ (1+ δ)r , the while-loop terminates. By the two invariants, each remaining pair (xi, yi) ∈ Z satisfies
‖yi − xi‖p ≤ ‖yi‖p + ‖xi‖p ≤ (1+ δ)r + r = (2+ δ)r.
The number of iterations of the while-loop dominates the running time of the sampling procedure and it is bounded by
2 log2
(
1+ 2
δ
)
·
(
log2 R0 + log2
(
1+ 2
δ
))
(11)
(for completeness the proof appears in Lemma A.1 in the Appendix). This is bounded by
2 log2
(
1+ 2
δ
)
· (1+ log2 R0)bO(1) ≤
(
1+ 2
δ
)
bO(1).
In each iteration we apply the sieving procedure, which has a running time of
O(|Z|2poly (m)) = O(N2poly (m)),
where m is the input size for the sieving procedure. Since the input size is at most b, the running time of the sampling
procedure is bounded by(
1+ 2
δ
)
N2bO(1) =
((
1+ 2
δ
)
· b · N
)O(1)
.
Since the sieving procedure is executed at most 2 log2(1 + 2/δ)(log2 R0 + log2(1 + 2/δ)) times (see (11)) and in each
application of the sieving procedure we find a set of size at most (2a+1)n = (2(1+2/δ)+1)n (see Lemma 4.2), we remove
at most 2 log2(1+ 2/δ)(log2 R0 + log2(1+ 2/δ)) · (2(1+ 2/δ)+ 1)n pairs from Z. 
Using Lemma 4.3 with the right choice of parameters, we see that the sampling procedure 2 computes a set of lattice
vectors, whose length is at most (1+ )λ(p)M (L), for 0 <  ≤ 2 arbitrary.
Theorem 4.4. For every 0 <  ≤ 2 there exists a δ > 0 such that the following holds: Given a lattice L = L(B) and a parameter
r satisfying
1
2
≤ r ≤ 1
2
(1+ δ)2λ(p)M (L),
the sampling procedure 2 computes a set of vectors from L ∩ B(0, (1+ )λ(p)M (L)). The running time of the sampling procedure is((
2+ 1

)n
· b · N
)O(1)
,
where N is the number of points chosen in the sampling procedure.
Proof. We choose δ = /4. The sampling procedure computes a set of pairs (x, y) ∈ Z each satisfying ‖y− x‖p ≤ (2+ δ)r
and y− x ∈ L (see Lemma 4.3). Since the parameter r satisfies r ≤ 1/2(1+ δ)2λ(p)M (L)we get
‖y− x‖p ≤ (2+ δ)12 (1+ δ)
2λ
(p)
M (L)
=
(
1+ δ
2
(5+ 4δ + δ2)
)
λ
(p)
M (L)
< (1+ )λ(p)M (L)
and the running time of the sampling procedure is((
1+ 2
δ
)
· b · N
)O(1)
=
((
2+ 1

)
· b · N
)O(1)
. 
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Fig. 1. The sets C1 and C2 .
4.3. Modification of the sampling procedure
The sampling procedure computes a set of lattice vectors whose length is at most (1 + )λ(p)M (L). So far, we have not
excluded the case, that all vectors are contained in the subspaceM .
We need to show that the sampling procedure 2 computes vectors in L\M . For this we use the randomization in the
algorithm.We change our point of view and consider a modified sampling procedure that behaves exactly like the sampling
procedure 2. We are able to show that the modified sampling procedure computes with success probability 1 − 2−Ω(n) a
vector v ∈ L\M . Hence, the same is true for the sampling procedure 2.
Let u ∈ L\M a lattice vector with ‖u‖p = λ(p)M (L). Define
C1 := B(p)(0, r) ∩ B(p)(u, r) and
C2 := B(p)(0, r) ∩ B(p)(−u, r).
If the parameter r satisfies
1
2
(1+ δ)λ(p)M (L) ≤ r ≤
1
2
(1+ δ)2λ(p)M (L) (12)
for a δ > 0, we have
r ≥ 1
2
λ
(p)
M (L)
and
r ≤ (1+ δ)λ(p)M (L) ≤ 2λ(p)M (L).
Therefore the sets C1 and C2 are non-empty and disjoint. The form of the sets is shown in Fig. 1.
We define a bijective mapping τu : B(p)(0, r) −→ B(p)(0, r) depending on the lattice vector u:
τu(x) =
{x+ u, x ∈ C2
x− u, x ∈ C1
x, otherwise.
τu maps C1 to C2, C2 to C1 and B(p)(0, r)\(C1∪C2) to itself. Using the mapping τu we define the modified sampling procedure
(see Algorithm 3). The modified sampling procedure is only used for the analysis. Hence, we do not worry about its
running time and the fact that it uses the unknown u. Since τu maps B(p)(0, r) to B(p)(0, r), we have ‖τu(x)‖p ≤ r for all
x ∈ B(p)(0, r). Hence, analogously to Lemma 4.4, we can see, that the modified sampling procedure 3 returns vectors in
L ∩ B(p)(0, (1+ )λ(p)M (L)).
The sampling procedure 2 and the modified sampling procedure 3 return vectors distributed according to certain
distributions. We call these the output distributions generated by the sampling procedure and the modified sampling
procedure, respectively. Next, we show
Theorem 4.5. The sampling procedure 2 and the modified sampling procedure 3 generate the same output distribution.
Proof. First, we consider the following modification in step 1b of the sampling procedure 2. After choosing the points xi we
decide for each xi uniformly at randomwhether to keep xi or to replace itwith τu(xi). This does not change the distribution on
the points xi. Hence, this modification does not change the output distribution of the sampling procedure. Next, we observe
that we can postpone the decision of replacing xi to the first time in which it has an effect on the algorithm.We observe that
u ∈ L implies yi ≡ xi ≡ τu(xi) mod L, i = 1, . . . ,N. Hence, if we decide for each xi whether to replace it with τu(xi) at the
end of step 1 rather than in step 1b, then this does not change the output distribution.
But if, without changing the output distribution, we can choose for each xi whether to keep it or to replace it with τu(xi)
at the end of step 1, then making that decision for each xi prior to the first time it is used in step 2 will also not change the
output distribution. Furthermore, for each point xi not used at all in step 2 we can choose whether to keep it or replace it
with τu(xi) at the end of step 2. But this is exactly the modification leading from the sampling procedure 2 to the modified
sampling procedure 3. 
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Algorithm 3 (The Modified Sampling Procedure).
Input: A lattice L = L(B), B = [b1, . . . , bn], and a subspaceM ⊆ span (L)
(1)
(a) R0 ← n ·maxi ‖bi‖p
(b) Choose N points x1, . . . , xN uniformly in B(p)(0, r).
(c) Compute yi ∈ P (B)with yi ≡ xi mod L for i = 1, . . . ,N .
(d) Set Z = {(x1, y1), . . . , (xN , yN)}.
(e) R← R0
(2) While R > (1+ δ)r do
(a) Apply the sieving procedure to {yi|(xi, yi) ∈ Z}with the parameters a and R. The result is a set
J and a mapping η.
(b) Remove from Z all pairs (xi, yi)with i ∈ J .
(c) For each pair (xi, yi), i ∈ J , replace xi with τu(xi)with probability 12 .
(d) Replace each remaining pair (xi, yi) ∈ Zwith (xi, yi − (yη(i) − xη(i))).
(e) R← R/a+ r
(3) For each pair (xi, yi) ∈ Z replace xi with τu(xi)with probability 12 .
Output: A shortest vector v ∈ {yi − xi|(xi, yi) ∈ Z}with v 6∈ M , if such a vector exists. Otherwise the
output is ‘‘failure’’.
For further analysis, we need the probability, that a point x, which is chosen uniformly in B(p)(0, r), is contained in C1∪C2.
Lemma 4.6. Let u ∈ Rn be a vector with ‖u‖p = ρ and ζ > 0. Define C = B(p) (0, 1/2(1+ ζ )ρ)∩B(p) (u, 1/2(1+ ζ )ρ). Then
vol(C)
vol
(
B(p)n
(
0, 12 (1+ ζ )ρ
)) ≥ 2−n ( ζ1+ ζ
)n
.
Proof. The intersection C contains a cylinder of height (1/2) · ζ · ρ and radius (1/4)ζρ centered around u/2. We get
vol(C) ≥ B(p)n−1
(
0,
1
4
ζρ
)
· 1
2
ζρ.
On the other hand, B(p)n (0, 1/2(1+ ζ )ρ) is contained in a cylinder of height (1+ ζ )ρ and radius (1/2)(1+ ζ )ρ, therefore
B(p)n
(
0,
1
2
(1+ ζ )ρ
)
≤ (1+ ζ )ρ · B(p)n−1
(
0,
1
2
(1+ ζ )ρ
)
.
Using Eq. (1) we obtain
vol(C)
vol(B(p)n (0, 12 (1+ ζ )ρ))
≥
1
2ζ · ρ
( 1
4ζ · ρ
)n−1
(1+ ζ )ρ ( 12 (1+ ζ )ρ)n−1 = 2−n
(
ζ
1+ ζ
)n
. 
The sampling procedure 2 and themodified sampling procedure 3 choose N points uniformly at random in B(p)(0, r). We
are interested in the number of points, which are contained in C1 ∪ C2.
Lemma 4.7. Let N ∈ N. By q denote the probability that a random point in B(p)(0, r) is contained in C1∪C2. If N points x1, . . . , xN
are chosen uniformly at random in B(p)(0, r), then with probability larger than 1− 4/(N · q), there are at least (q · N)/2 points
xi ∈ {x1, . . . , xN} with the property xi ∈ C1 ∪ C2.
Proof. Let X be the number of points which are contained in C1 ∪ C2. The expected number of points from C1 ∪ C2 is q · N
with variance N · q · (1− q) < N · q. Using Chebyshev’s inequality we get
P
|X − E(X)︸︷︷︸
=q·N
| ≥ q · N
2︸ ︷︷ ︸
=:
 ≤ Var(X)2 < N · q1
4 (N · q)2
= 4
N · q .
Therefore
P
(
|X | ≤ q · N
2
)
≤ 4
N · q . 
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For further analysis only pairs (x, y) with x ∈ C1 ∪ C2 are of interest because only for them the mapping τu is not the
identity. The next lemma shows howmany points N one has to choose at the beginning of the sampling procedure so that at
the end of step 2 of the sampling procedure the set Z contains sufficiently many pairs (x, y)with the property x ∈ C1 ∪ C2.
Lemma 4.8. Given a lattice L = L(B) and a subspace M ⊂ span (L). Furthermore, assume that in the first step of the sampling
procedure 2 or the modified sampling procedure 3 the number of points chosen is
N =
(
1+ δ
δ
)n
2n+1 (ν + z(R0, δ)) ,
where z(R0, δ) is defined as in (10), 0 < δ ≤ 1/2 and ν ∈ N. Then at the end of step 2 of the sampling procedure 2 or the modified
sampling procedure 3 the set Z contains with probability 1− 2/ν at least ν pairs (x, y) with the property x ∈ C1 ∪ C2.
The proof combines Lemma4.6,wherewe determined the probability that a point x, which is chosen uniformly at random
in B(p)(0, r), is contained in C1 ∪ C2, with Lemma 4.7, where we determined the number of points, which are contained in
C1 ∪ C2. Additionally, we have to consider the number of pairs, which are removed from the set Z.
Proof. The points x1, . . . , xN are chosen uniformly at random in B(p)(0, r). Using Lemma 4.6 with ‖u‖p = λ(p)M (L) and ζ = δ,
for i ∈ {1, . . . ,N}with probability
q :=
(
δ
1+ δ
)n
2−n
we have xi ∈ C1 ∪ C2. Using this in combination with Lemma 4.7, the set {x1, . . . , xN} contains with probability
1− 4
N · q > 1−
2
ν
at least (q · N)/2 points from C1 ∪ C2. With Lemma 4.3 we remove at most z(R0, δ) pairs fromZ. Therefore at the end of the
algorithm the set Z contains with probability larger than 1− 2/ν at least
1
2
q · N − z(R0, δ) = ν + z(R0, δ)− z(R0, δ) = ν
pairs (x, y)with the property x ∈ C1 ∪ C2. 
Theorem 4.9. For every 0 <  ≤ 2 there exists a δ > 0 such that the following holds: Given a lattice L = L(B), a subspace M
of span (L), for which λ(p)M (L) ≥ 2 and r satisfying Eq. (12), i.e.,
1
2
(1+ δ)λ(p)M ≤ r ≤
1
2
(1+ δ)2λ(p)M ,
then the modified sampling procedure 3 computes with probability 1− 2−Ω(n) a vector v ∈ L\M.
Proof. We apply the sampling procedure with the same parameters as in Theorem 4.4, i. e.,
• δ = /4
• N = ((1+ δ)/δ)n 2n+1 (2n + z(R0, δ)).
Since λ(p)M (L) ≥ 2, we have r ≥ 1/2. By assumption u ∈ L\M . If y− x ∈ M , then y− τu(x) = y− x± u ∈ L\M . Otherwise,
y− x− (y− x± u) = ∓u ∈ M . If at the end of step 2 there exists a pair (x, y) ∈ Zwith x ∈ C1 ∪ C2 and one of the following
conditions holds:
• y− x ∈ M and in step 3 we replace xwith τu(x) or
• y− x ∈ L\M and in step 3 we do not replace xwith τu(x),
then the modified sampling procedure returns a vector v ∈ L\M . In step 3 of the modified sampling procedure we decide
for each pair (x, y) ∈ Z uniformly and independent if we replace it or not. Using Lemma 4.8 with ν = 2n, the setZ contains
with probability 1− 2−n+1 at least 2n pairs (x, y)with the property x ∈ C1 ∪ C2. Therefore, assuming that the setZ contains
at least n such pairs, the probability that the modified sampling procedure does not return a vector v ∈ L\M , is bounded by
2−2n . Hence, the success probability of the modified sampling procedure is at least 1− 2−Ω(n). 
By Theorem 4.5 the sampling procedure and the modified sampling procedure generate the same output distribution.
Also, we have shown that we can restrict ourselves to instances of GSvp with 2 ≤ λ(p)M (L) < 3 (see Lemma 4.1). Combining
these results, we obtain
Theorem 4.10. There exists a randomized algorithm that for all `p norms, 1 ≤ p ≤ ∞, solves GSvp with approximation factor
1+ , 0 <  ≤ 2 arbitrary, with success probability 1− 2−Ω(n). The running time of the algorithm is ((2+ 1/)n · b)O(1).
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Proof. Let δ = /4. Using Lemma 4.1 we can assume:
2 ≤ λ(p)M (L) < 3
⇐⇒ 2
3
<
2
λ
(p)
M (L)
≤ 1.
Let
κ0 =
⌊
log1+δ
2
3
⌋
and
l :=
⌈
log1+δ
2
λ
(p)
M (L)
⌉
,
then κ0 ≤ l ≤ 0 and the parameter r := (1+ δ)2−l satisfies Eq. (12), i.e.,
1
2
(1+ δ)λ(p)M (L) ≤ r ≤
1
2
(1+ δ)2λ(p)M (L).
We apply the sampling procedure for each value r = (1 + δ)2−l′ with κ0 ≤ l′ ≤ 0. Let vl′ ∈ L\M be the lattice point
discovered by the sampling procedure started with r = (1+ δ)2−l′ , if any lattice point is discovered. The output will be the
smallest vl′ ∈ L\M . As we have seen, for the unique l′ = l such that r = (1+ δ)2−l′ satisfies Eq. (12), the sampling procedure
will find a (1+ ) approximation for GSvpwith probability 1− 2−Ω(n) (see Theorem 4.9).
We apply the sampling procedure roughly∣∣∣∣log1+δ 23
∣∣∣∣
times. By choosing δ = /4 the running time is∣∣∣∣log1+ 23
∣∣∣∣ ((2+ 1
)
· b
)O(1)
=
((
2+ 1

)n
· b · N
)O(1)
. 
5. Using the sampling procedure for optimal algorithms
5.1. Optimal sampling procedure
Now we want to show that we are able to compute a shortest lattice vector outside a given subspace exactly provided
there do not exist too many short lattice vectors outside the given subspace.
In the following, we are given a lattice L and some subspaceM ⊆ span (L). Assume that there exists absolute constants
c,  such that the number of lattice vectors v ∈ L\M satisfying ‖v‖p ≤ (1 + )λ(p)M (L) is bounded by 2cn. If so, we are able
to show that one of these vectors is represented by 2n pairs of the set Z (after the iteration). Using a modified sampling
procedure like themodified sampling procedure 3, we can show that a shortest vector u ∈ L\M is the difference of such two
vectors.
Without loss of generality we can assume, that  ≤ 1/2. To turn the (1+ )-sampling procedure into an exact algorithm,
we use the sampling procedure 2 with the parameters
• δ = /4 and
• N = ((1+ δ)/δ)n 2n+1 (5 · 2(c+1)n + z(R0, δ)) ,
where z(R0, δ) is defined as in (10) on page 1656. We only modify the output: We consider the set
O := {(yi − xi)− (yj − xj)|(xi, yi), (xj, yj) ∈ Z}.
The output is a shortest lattice vector v ∈ O with v ∈ L\M .
The analysis and the running time of this sampling procedure are the same as in Section 2. Obviously we can modify
the sampling procedure in the same way as in Theorem 4.5 by using the mapping τu with respect to a shortest vector
u ∈ L\M . We obtain a modified sampling procedure like the modified sampling procedure 3 which generates the same
output distribution as the original sampling procedure. Hence we only need to analyze the success probability of the
modified sampling procedure. We show that the modified sampling procedure computes with probability 1 − 2−Ω(n) the
lattice vector u ∈ L\M .
In the following, we consider the setZ after step 2 and before step 3 of the modified sampling procedure. We define the
multiset
F := {(x, y) ∈ Z|x ∈ C1 ∪ C2} ⊆ Z.
Each pair (x, y) ∈ F represents a lattice vector y − x ∈ L, whose length is at most (1 + )λ(p)M (L) (see Theorem 4.4). Using
Lemma 4.8 with ν = 5 · 2(c+1)n, the set F contains at the end of the algorithm with probability 1− 2−Ω(n) at least 5 · 2(c+1)n
pairs. The following lemma shows that at least 2n of these pairs represent the same lattice vector.
1662 J. Blömer, S. Naewe / Theoretical Computer Science 410 (2009) 1648–1665
Lemma 5.1. Let L be a lattice and M be a subspace of span (L). Assume that there exists absolute constants c,  such that the
number of v ∈ L\M satisfying ‖v‖p ≤ (1+ )λ(p)M (L) is bounded by 2cn. For v ∈ L we set
Fv := {(xi, yi) ∈ F |yi − xi = v}.
Then, there exists an v ∈ L with |Fv| ≥ 2n.
Proof. Assuming that |Fv| < 2n for all lattice vectors v ∈ L, we will derive a contradiction.
In the following we consider the set
G := {v ∈ L|∃(x, y) ∈ F with v = y− x}.
Since |F | > 5 · 2(c+1)n and |Fv| < 2n for all v ∈ L, we obtain
|G| ≥ 5 · 2c·n.
Let
GM := G ∩M.
By assumption |G\GM | ≤ 2cn and therefore
|GM | = |G| − |G\GM | ≥ 5 · 2c·n − 2c·n ≥ 2c·n+2. (13)
For all v = y− x ∈ GM , we have y− τu(x) ∈ L\M and ‖y− τu(x)‖p ≤ (1+ )λ(p)M (L) (see Section 4.3). Since τu is injective,
|GM | ≤ |L\M|. By (13), the number of lattice vectors v ∈ L\M satisfying ‖v‖p ≤ (1 + )λ(p)M (L) is at least 2c·n+2. This
contradicts the assumption that the number of v ∈ L\M satisfying ‖v‖p ≤ (1+ )λ(p)M (L) is bounded by 2c·n. 
Using this lemma, we get:
Theorem 5.2. Let L be a lattice and M be a subspace of span (L), both of size b. Assume that there exists absolute constants c, 
such that the number of v ∈ L\M satisfying ‖v‖p ≤ (1+ )λ(p)M (L) is bounded by 2cn. Then there exists an algorithm that solves
GSvp with success probability 1− 2−Ω(n). The running time is (2n · b)O(1).
Proof. Using Lemma 5.1, there exists a lattice vector v ∈ L with |Fv| ≥ 2n. In step 3 of the modified sampling procedure
we decide for each pair (x, y) ∈ Fv uniformly whether we replace xwith τu(x) or not. If there exist (xi, yi), (xj, yj) ∈ Fv such
that in step 3 the mapping τ is applied to xi but not to xj then u ∈ O. Since we decide uniformly whether we replace xwith
τu(x) this event happens with probability at least 1− 2 · 2−2n . 
5.2. Applications
To use the exact sampling procedure to solve the shortest vector problem, the closest vector problem, the successive
minima problem, and the shortest linearly independent vectors problemwe need to show for each problem that the number
of (1+ )-approximate solutions is single exponential. For that we need the following lemma, which is a generalization of
Claim 5 in [24] based on an idea of Goldreich and Goldwasser [11].
Lemma 5.3. Let L be a lattice and R > 0. Then the following holds:
|B(p)(0, R) ∩ L| <
(
2R+ λ(p)1 (L)
λ
(p)
1 (L)
)n
.
Proof. The distance between two different lattice vectors is at least λ(p)1 (L). Hence, if we take balls of radius λ
(p)
1 (L)/2 around
each lattice point, then these balls are disjoint:
B(p)
(
v,
λ
(p)
1 (L)
2
)
∩ B(p)
(
w,
λ
(p)
1 (L)
2
)
= ∅ for all v,w ∈ B(p)(0, R) ∩ L.
If we regard only lattice vectors in B(p)(0, R), their union is contained in B(p)(0, R + λ(p)1 (L)/2). Therefore the number of
elements in B(p)(0, R) ∩ L is at most
|B(p)(0, R) ∩ L| ≤ vol(B
(p)(0, R+ λ
(p)
1 (L)
2 ))
vol(B(p)(0, λ
(p)
1 (L)
2 ))
=
(
2R+ λ(p)1 (L)
λ
(p)
1 (L)
)n
(see Eq. (1)). 
In the rest of this section we consider the problems Svp, Smp and Cvp and we show that the assumptions of Theorem 5.2
are satisfied (for Smp and Cvp only in some special case). For Svp and Smp these follow directly from Lemma 5.3. For Cvp, we
have to go back to the original reduction to see this.
Theorem 5.4. Let L ∈ Qn be a lattice. With success probability 1 − 2−Ω(n), a shortest non-zero vector in L can be computed in
time (2n · b)O(1).
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Proof. WithM := {0}, λ(p)M (L) = λ(p)1 (L). Using Lemma 5.3 with R = (1+ )λ(p)1 (L)we get
|B(p)(0, (1+ )λ(p)1 (L)) ∩ L| ≤
(
2(1+ )λ(p)1 (L)+ λ(p)1 (L)
λ
(p)
1 (L)
)n
= (3+ 2)n = 2cn
for a c ∈ N. With Theorem 5.2 we get a vector v ∈ L\M with ‖v‖p ≤ λ(p)M (L) and therefore a shortest non-zero lattice vector
in L. 
Similarly, the general method can be used to compute the successive minima of a lattice exactly provided that the nth
successive minima λ(p)n is bounded by ξλ
(p)
1 for some constant ξ .
Theorem 5.5. Let L ∈ Qn. Assume that the nth successive minima λ(p)n (L) is bounded by ξλ(p)1 (L) for some constant ξ ∈ N. Then,
with success probability 1− 2−Ω(n), the successive minima of L can be computed in time (2n · b)O(1).
Proof. With Theorem 5.4 we get a shortest non-zero vector in L. As in Theorem 3.4 we consider the sublattice M :=
L(v1, . . . , vi−1) with v1, . . . , vi−1 ∈ L linearly independent and i > 1. Then we have λ(p)M (L) ≤ λ(p)i (L). Using Lemma 5.3
with R = (1+ )λ(p)n (L)we get
|B(p)(0, (1+ )λ(p)n (L)) ∩ L| ≤
(
2(1+ )λ(p)n (L)+ λ(p)1 (L)
λ
(p)
1 (L)
)n
≤ (2(1+ )ξ + 1)n .
With Theorem 5.2 we get a vector vi ∈ L\M with ‖vi‖p ≤ λ(p)M (L). Analogously to Theorem 3.4 we get the successive minima
of L. 
Theorem 5.6. Let c > 0 be some constant. Assume that lattice L ∈ Qn and target vector t ∈ span (L) are given. Assume
furthermore that there exists some absolute constant c such that Dt ≤ cλ(p)1 (L). Then a vector v ∈ L satisfying ‖t− v‖p = Dt can
be computed in time (2n · b)O(1).
To prove this theorem, we need to distinguish between the `p norms for 1 ≤ p < ∞ and the norm p = ∞. Here, we
only consider 1 ≤ p < ∞. The case p = ∞ follows analogously as in Section 3. We consider the unique parameter r such
that r ≤ Dt < (1+ α)r . We use the same lifting technique and the same parameter
γ := 1
p
√
2p − (1+ )p (1+ )(1+ α)r
to define the (n+ 1)-dimensional lattice
L′ := L({(v, 0)|v ∈ L} ∪ {(t, γ )}),
and the subspace
M := span ({(v, 0)|v ∈ L}) ⊆ span (L′).
Using this definitions we get the following.
Lemma 5.7. Let L be a lattice. Define the parameter γ , the lattice L′ and the subspaceM ⊂ span (L′) as above. Assume furthermore
that there exists some absolute constant c such that Dt ≤ cλ(p)1 (L′). Then∣∣B(p)(0, 2γ ) ∩ L′∣∣ < 2c1n
for some constant c1 ∈ N.
Proof. We use Lemma 5.3 with R = 2γ . Since the parameter r satisfies r ≤ cλ(p)1 (L′), we have
|B(p)(0, 2γ ) ∩ L′)| <
(
4γ + λ(p)1 (L′)
λ
(p)
1 (L′)
)n
≤
 ( 4p√2p−1 (1+ )(1+ α)c + 1)λ(p)1 (L′)
λ
(p)
1 (L′)
n
≤ 2c1n
for some constant c1 ∈ N. 
We have shown, that
λ
(p)
M (L
′) <
2
p
√
2p − (1+ )p (1+ α)r =
2
1+  γ
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(see Eq. (4)). Hence,∣∣∣B(p) (0, (1+ )λ(p)M (L′)) ∩ L′∣∣∣ ≤ |B(p)(0, 2γ ) ∩ L′)|.
By assumption, there exists some absolute constant c such that Dt ≤ cλ(p)1 (L). Since the parameter r satisfies r ≤ Dt , we
have
r ≤ cλ(p)1 (L′).
Using Lemma 5.7 we obtain
|B(p)(0, 2γ ) ∩ L′)| < 2c1n
for some constant c1 ∈ N. Therefore,∣∣∣B(p) (0, (1+ )λ(p)M (L′)) ∩ L′∣∣∣ ≤ 2c1n,
i.e., the number of v ∈ L′\M satisfying ‖v‖p ≤ (1+ )λ(p)M (L′) is bounded by 2c1n.
With Theorem 5.2 there exists an algorithm that solves GSvp with success probability 1 − 2−Ω(n), i.e., there exists an
algorithm that computes a vector u ∈ L′\M satisfying ‖u‖p = λ(p)M (L′). Lemma 3.5 shows that u = ±(z − t,−γ ), where
z ∈ L is a lattice vector that is closest to the target t .
Acknowledgments
We thank O. Regev for several stimulating discussions that greatly benefited the paper. Moreover, his lecture notes on
the Ajtai, Kumar, Sivakumar algorithm for Svp [24] were the starting point for our research.
This researchwas partially supported by German Science Foundation (DFG), grant BL 314/5, and Research Training Group
GK-693 of the Paderborn Institute for Scientific Computation (PaSCo).
Appendix
Claim 1.
2p − 1
2p − (1+ )p (1+ )
p ≤
(
1+ 2
1− 
)p
.
Proof. Because of  > 2, we have
1+ 2
(1− 2)(2+ 31− )
= 1+ 2
(1+ )(2+ ) =
1+ 2
2+ 3 + 2 >
1+ 2
2+ 4 =
1
2
.
Therefore
2p
(
1+ 2
(1− 2)(2+ 31− )
)p
> 1
and we obtain
(2+ 3
1−  )
p < 2p
(
1+ 2
(1− 2)(2+ 31− )
)p (
2+ 3
1− 
)p
= 2p
(
1+ 31−
1+ 
)p
. (A.1)
Using the binomial theorem we get
2p − 1+
(
1+ 3
1− 
)p
= 2p +
p∑
k=1
(
p
k
)(
3
1− 
)k
< 2p +
p∑
k=1
(
p
k
)(
3
1− 
)k
2p−k
=
(
2+ 3
1− 
)p
. (A.2)
We combine (A.1) and (A.2)
2p − 1+
(
1+ 3
1− 
)p
≤ 2p
(
1+ 31−
1+ 
)p
=
(
2
1+ 
(
1+ 3
1− 
))p
.
It follows
2p − 1 ≤
(
1+ 3
1− 
)p ( 2p
(1+ )p − 1
)
=
(
1+ 2
1− 
)p 2p − (1+ )p
(1+ )p . 
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Lemma A.1. If the sampling procedure 2 is executedwith the parameters δ, a and r chosen as above, then the number of iterations
of the while-loop is at most
2 log2
(
1+ 2
δ
)
·
(
log2 R0 + log2
(
1+ 2
δ
))
,
where R0 = n ·maxi ‖bi‖p is an upper bound of the input size.
Proof. After i steps the parameter R is
R0
ai
+ r
i−1∑
j=0
a−j.
The iteration terminates if R < (1+ δ)r . Using the geometric series
R0
ai
+ r ·
i−1∑
j=1
a−j ≤ R0
ai
+ r · a
a− 1
the iteration terminates if
R0
ai
+ r a
a− 1 ≤ (1+ δ)r.
We obtain
i ≥ log2 a · (log2 R0 + log2(a− 1)− log2((δ(a− 1)− 1)r)).
Since a = 1+ 2/δ and r ≥ 1/2 the number of iterations in step 2 is at most
log2 a · (log2 R0 + log2(a− 1)− log2((δ(a− 1)− 1)r)︸ ︷︷ ︸
> 12
)
≤ log2 a · (log2 R0 + log2 a+ 1)
≤ 2 log2 a · (log2 R0 + log2 a)
= 2 log2
(
1+ 2
δ
)
·
(
log2 R0 + log2
(
1+ 2
δ
))
. 
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