The collective electronic oscillator ͑CEO͒ approach based on the time-dependent Hartree-Fock approximation is combined with INDO/S, MNDO, AM1, and PM3 semiempirical Hamiltonians. This technique is applied to compute and analyze the static nonlinear polarizabilities of a series of donor/acceptor substituted oligomers. To mimic the experimental conditions, polarizabilities in substituted molecules are calculated for the isolated complex and in a dielectric medium, wherein the solvent contributions are incorporated using the self-consistent reaction field approach. The dielectric environment significantly increases second and third order static polarizabilities and considerably improves the agreement with experimental data. We find that calculated spectroscopic observables agree well with experimental values. We conclude that the CEO/semiempirical approach is an inexpensive and numerically efficient method of computing nonlinear molecular properties.
I. INTRODUCTION
Technologies based on organic materials for optoelectronic devices today have become a reality and in the near future may well compete with semiconductor and liquid crystal based traditional approaches. Potential technological applications include electroluminescent, [1] [2] [3] photovoltaic, 4 and optoelectronic [5] [6] [7] devices, photodetectors, 8, 9 transistors, 10, 11 and solid state lasers. [12] [13] [14] One of the key points in the development of such technologies is the synthesis of molecular structures with desired functionalities.
Conjugated polymers are of particular interest since delocalized electrons along the chain are extremely polarizable in the presence of an external electric field. This leads to a large nonlinear response where the relation between static polarizability and oligomer length may be described by the scaling law ϳn b , n being the number of repeat units. For short molecules the scaling exponents b ␣ and b ␥ , associated with linear optical and third order nonlinear optical response, respectively, vary considerably ͑1Ͻb ␣ Ͻ2 and 2Ͻb ␥ Ͻ8) depending on the polymer structure and model. [15] [16] [17] [18] [19] [20] [21] For long chains the exponents b ␣ and b ␥ saturate to the value 1, indicating that the polarizabilities become extensive properties. Donor/acceptor substitution at chain ends enhances polarizabilities even further and even-order nonlinear responses ͑vanishing in unsubstituted molecules͒ become significant. Their scaling exponents are large for short chains (2Ͻb ␤ Ͻ6). [22] [23] [24] [25] However, contrary to the odd-order responses, even-order polarizabilities saturate and become size independent in the limit of large chains, i.e., ␤ (rather than ␤/n) →const and b ␤ ϭ0. 20, 21 Significant experimental and theoretical effort has been devoted to establish these scaling laws and many other structure/property relations.
However, accurate computations of molecular nonlinear response which reproduce experiment are still very tedious. The coupled-perturbed Hartree-Fock approach computes polarizabilities by evaluating energy derivatives of a molecular Hamiltonian perturbed by an external field. 26 Usually combined with semiempirical or ab initio Hamiltonians, this method involves substantial computational effort especially in the latter case. A second method uses time-dependent perturbation theory, which relates optical response to the properties of the excited states. The configurationinteraction/sum-over-states 15, 27 approach involves the calculations of both the ground state and excited state wave functions and the transition dipole moments between them. This method is not necessarily size consistent ͑intrinsic interference effects resulting in near cancellation of very large contributions further limit its accuracy͒ and special care needs to be taken when choosing the right configurations. On the other hand, the experimental measurements are usually conducted in condensed phase, and therefore all spectroscopic observables are heavily influenced by intermolecular coupling in solid state or solute-solvent interactions in solution.
The recently developed collective electronic oscillator ͑CEO͒ approach 28, 29 based on the time-dependent HartreeFock ͑TDHF͒ approximation 30, 31 for many-electron wave functions is inherently size consistent. Combined with the intermediate neglect of differential overlap/spectroscopy ͑INDO/S͒ [32] [33] [34] Hamiltonian, this approach makes it possible to explore the variation of molecular polarizabilities over a broad molecular size range, all the way to the bulk. In a previous study 35 we found that the CEO coupled with other semiempirical parameterizations ͓e.g., the Austin model 1 ͑AM1͒, 36 parametric model 3 ͑PM3͒, 37 modified neglect of diatomic overlap ͑MNDO͒, 38 and modified intermediate neglect of differential overlap 3 ͑MINDO/3͒
39 ͔, which were fitted to give accurate ground state properties, also reproduce vertical excitation energies and oscillator strengths compared to the experimental data and to INDO/S results.
In this paper we investigate how the above-described parameterizations work for nonlinear polarizabilities of extended conjugated molecules by combining the semiempirical Hamiltonians ͑INDO/S, AM1, PM3, MNDO, and MINDO/3͒ with the CEO approach. 28, 29 We apply this technique to compute the first, the second, and the third order static polarizabilities ͑␣, ␤, and ␥͒, vertical excitation energies, and transition dipole moments of a series of donor/ acceptor substituted oligomers. These molecules have interesting optical properties which make them particularly promising materials for device applications. Donor/acceptor compounds were synthesized and spectroscopically studied in Ref. 40 . Even though the experimental measurements were corrected using the Lorentz local field factor, this correction does not yield nonlinear polarizabilities of the free molecule but rather the solute polarizabilities, which contain a contribution induced by the static reaction field ͑see Ref. 41 for a detailed discussion͒. In order to compare directly with experiment we have therefore used the self consistent reaction field ͑SCRF͒ approach, based on the Onsager model, which takes into account dielectric medium effects on the molecular excited states.
Section II briefly describes the computational method. In Sec. III we analyze the spectroscopic properties of various donor/acceptor substituted oligomers computed with different semiempirical techniques. Finally, we discuss the trends that emerge and summarize our results in Sec. IV.
II. COMPUTATIONAL METHOD
The series of donor/acceptor substituted molecules we studied ͑series a, b, c, and d͒ are shown in Fig. 1 . Using GAUSSIAN 98 program, 42 each structure was optimized at the AM1 semiempirical level, 36 which provides reasonable ground-state geometries. INDO/S, AM1, PM3, MNDO, and MINDO/3 semiempirical Hamiltonians were then generated for each optimal molecular structure using ZINDO ͑INDO/S͒ 43 and MOPAC-93 ͑AM1, PM3, MNDO, and MINDO/3͒ 44 codes. [45] [46] [47] In order to include the effects of the surrounding medium we have used the SCRF approach, [45] [46] [47] [48] in which the interaction energy between a solute and the surrounding medium is added to the HF energy of an isolated molecule, and the total energy of the system is then minimized self consistently. In the electrically neutral solute, only the dipolar interactions contribute to the solvation energy. Assuming that the solute is separated from the solvent by a sphere of radius a 0 the expression for this Onsager dipolar term has been derived in Refs. 46 and 47. The Fock operator F mn 0 49 is then modified by adding the response of a dielectric medium, resulting in
where F mn 0 is the isolated complex Fock operator, indices n and m run over basis set functions, ⑀ is the dielectric constant, and a 0 is a cavity radius. g is the ground-state dipole moment given by the expectation value of the molecular dipole operator
where c n † and c n are the creation and annihilation fermions operators, respectively, of an electron in the nth atomic orbital ͑AO͒. The cavity radii a 0 were calculated with the GAUSSIAN 98 package 42 again at the AM1 level using the VolumeϭTight keyword, which provides a reasonable estimate for the radius of the Onsager solvent reaction field model. The approach computes the molecular volume inside a density contour of 0.001 electrons/bohr 3 using Monte Carlo integration and associates that with an effective sphere radius. 42 Although the shape of the cavity has some effect on the molecular polarizabilities, 50 the methods taking into account ''real'' molecular shapes are computationally expensive and are most appropriately utilized with accurate ab initio or density functional theory approaches. 50 Here, an effective sphere model captures the essential solvent effect and is a reasonable approach within semiempirical approximations. For example, this CEO/SCRF approach has been successfully applied to compute electronic excitations in biological light-harvesting complexes which are significantly affected by protein environment effects. 48 The excited states were determined with the numerical CEO approach using each set of semiempirical Hamiltonian parameters, Onsager dipolar terms, and HF ground state density matrices. This method, described in detail elsewhere 28, 29 solves equations of motion for the reduced single-electron density matrix 51, 52 given by
where ⌿(t) is the many-electron wave function. In practice, computation in the dielectric medium is conducted by replac- ing the isolated complex Fock operator F mn 0 by a Fock operator in the dielectric medium F mn according to the procedure outlined in Refs. 28 and 29. When the molecule is driven by an external field, its density matrix acquires a time-dependent part. In the frequency domain, we decompose the density matrix into a ground state contribution and a field-induced part
where ␦ mn (k) () is the kth order contribution from the incoming optical field. The diagonal elements ␦ mm (k) represent the charge densities induced at the mth AO by the external field, whereas the off-diagonal elements ␦ mn (k) with m n reflect the optically induced coherence between the mth and nth AO, which represents the probability of finding an electronhole pair with the electron ͑hole͒ located at the mth (nth) AO. The density matrix thus provides a real-space picture of the optical response order by order in the driving field, as explored in detail in Refs. 28 and 53. The polarization can be expressed in terms of the density matrix as
͑2.5͒
The polarizabilities ␣, ␤, and ␥ are related to P (1) , P (2) , and P (3) , respectively.
The CEO calculates ␦ mn (k) () by expanding it into a superposition of transition density matrices ͑denoted the electronic normal modes, ͒, representing the electronic transition between the ground state ͉g͘ and an electronically excited state ͉͘, given by
The electronic modes are computed as eigenmodes of the linearized TDHF equations of motion for the density matrix. ͓The TDHF coincides with the random phase approximation ͑RPA͒ for the linear optical response of many-electron systems ͑e.g., Chap. 8.5 in Ref. 30͒. The electronic modes are identical to the transition densities of the RPA eigenvalue equation.͔ The eigenfrequencies ⍀ of these equations provide the optical transition energies. 28, 29 The numerical effort involved is greatly reduced by using the oblique Lanczos algorithm. 54 These computations take into account the full orbital space ͑i.e., all the occupied and virtual orbitals͒ automatically.
In this paper we will concentrate on the off-resonant polarizabilities in the static (→0) limit. With this condition the linear polarizability, for example, is given by
where ϭTr( ) is the transition dipole moment for th electronic state. In an analogous way, the second ͑␤͒ and the third ͑␥͒ order off-resonant nonlinear polarizabilities can be expressed in terms of frequencies and transition dipole moments. 28, 29, 31 To obtain static polarizabilities we have computed all the lowest excited states ͑ϳ200-300͒ in the ultraviolet ͑UV͒-visible frequency region ͑0-10 eV͒ for each molecule. These states contain most of the nonvanishing contributions to the linear and nonlinear optical responses of conjugated oligomers. In addition, the contributions to polarizabilities from the high frequency region have been taken into account using the density spectral moments algorithm, 28, 29 which provides an accurate overall contribution to polarizability from the broad spectral region by computing several dominating effective states. We note that this approximation is similar to the Stieltjes imaging procedure which approximates a continuous distribution given its low-order moments. [55] [56] [57] In practice, this contribution from the high frequency region is very small, constituting only a few percent of the total polarizability magnitude. Figure 1 shows four series ͑a, b, c, and d͒ of donor/ acceptor substituted molecules synthesized in a search of materials with large optical nonlinearities. 40 Reference 40 contains a detailed investigation of the spectroscopic observables of these compounds, i.e., the lowest absorbing excited state ͑band gap͒ energies and their transition dipoles, and the second and the third order static polarizabilities, using electro-optical absorption ͑EOA͒ measurements. We have calculated these properties using various semiempirical approaches coupled with the CEO method. 28, 29 In our computations, these substituted molecules have been treated: ͑1͒ as isolated complexes ͑gas phase͒ with the dielectric constant ⑀ϭ1, and ͑2͒ in a dielectric medium with ⑀ϭ2.219 for the dioxane solvent used in experiment, and cavity radius a 0 computed for each compound as given in the last column of Table I . The linear absorption spectra of these compounds are dominated by a strong peak in the UV-visible region ͑band gap͒. The frequency of this transition usually redshifts with increasing strength of donor/acceptor groups and an elongating conjugated bridge. A detailed analysis of the physical phenomena emerging upon substitution using the CEO approach was conducted in Refs. 20, 21, and 28. In this paper we will concentrate on the quantitative comparison of different semiempirical approaches for molecular properties.
III. DONORÕACCEPTOR SUBSTITUTED MOLECULES
A. Vertical band-gap excitation energies " 01 … Table I shows calculated vertical band-gap excitation energies in the dielectric medium and in the gas phase, together with their experimental values. As expected, the dielectric medium shifts excited state frequencies to the red by 0.1-0.2 eV ͑solvent stabilization of excited states͒. This redshift is smaller in the less polar molecules from the c series. To compare calculations with experiment we display the corresponding relative deviation for each compound in panel A of Fig. 2 and the average deviation for each molecular series in Table VI . It is striking to notice that computations using the Onsager solvent model significantly improve the agreement with experiment. Agreement better than 0.1 eV is observed in most computations with all semiempirical models. Such close agreement with experiment is surprising and not always to be expected. Note however, the distinct behavior of the c series where computations consistently underestimate the experimental energies by 0.4 -0.6 eV. Fig. 1 ͑a, b 
B. Transition dipole moments " 01 …
in a dielectric medium ͑dm͒ with ⑀ϭ2.219 ͑dioxane͒. The second column shows experimental data derived from electrooptic absorption ͑EOA͒ measurements in dioxane ͑Ref. 40͒. The last column displays the cavity radii a 0 used in the dielectric medium computations.
Compound
No.
Expt. ͑dm͒ 
C. Static linear polarizabilities "␣"0……
Static linear polarizabilities ͑␣͑0͒͒ are shown in Table  III . Experimental data are not available for these quantities. We notice a small increase in the polarizability magnitudes in the dielectric medium caused by related redshifts of frequencies ͓the denominator in Eq. ͑2.7͔͒. AM1 and PM3 values are very similar. Compared with INDO/S, AM1 and PM3 polarizabilities are smaller but larger than that of MNDO. These trends follow from a decrease in the magnitude of the relevant transition dipoles ͓the numerator in Eq. ͑2.7͔͒ when comparing INDO/S with AM1, PM3, and MNDO.
D. Static quadratic polarizabilities "␤"0……
Static quadratic polarizabilities ͑␤͑0͒͒ are displayed in Table IV . We first notice a dramatic increase, by a factor of ϳ3, of the computed polarizability caused by the solvent. This greatly improves agreement with experiment and indicates a significant enhancement of nonlinear coupling among electronic modes ͓see Eqs. 
E. Static cubic polarizabilities "␥"0……
Static cubic polarizabilities ͑␥͑0͒͒ are displayed in Table  V and relevant absolute deviations are given in panel D of Fig. 2 and in Table VI . We observe a significant increase in ␥ by a factor of 2 induced by the solvent; however, this is less pronounced than ␤ enhancement. Computational values in series a, b, and d underestimate experimental results by less than 60%, which is reasonable considering the subtle nature TABLE IV. Static second order polarizability ␤͑0͒ (10 Ϫ30 esu). Same as Table I . Experimental values of ␤ in parentheses were inferred from EFISH measurements ͑Refs. 22 and 58͒.
Compound
Expt. ͑dm͒ 95͑113͒  41  62  51  88  55  90  43  69  39  60  a͓2͔  163͑156͒  69  121  67  128  69  129  54  97  49  86  a͓3͔  247͑209͒  83  162  82  165  84  164  66  123  60  112  a͓4͔  300͑297͒  102  248  95  201  96  197  75  147  71  138  a͓5͔  480͑367͒  148  338  106  239  107  229  83  171  80  168   b͓1͔  54  32  50  30  43  33  48  24  35  19  25  b͓2͔  68  44  77  39  59  40  62  30  45  22  32  b͓3͔  129  64  131  59  101  63  110  45  73  34 of third order polarizability. It is proportional to the fourth power of the combination of transition dipoles and excited state frequencies. In addition, the two level model ͑TLM͒ used to derive the experimental ␥ is oversimplified ͑compare TLM results to more accurate data derived from third harmonic generation experiments 40 which are given in parentheses, col. 2 of Table V͒. In these series, the INDO/S approach is the most accurate, and demonstrates excellent agreement with experiment, within 30%. AM1, PM3, and especially MNDO values are smaller than that of INDO/S which again follows from the hierarchy of transition dipole magnitudes. We notice a significant discrepancy between theory and experiment for the c series. Very small third order polarizabilities compared to the other molecules have been observed in experiment. Here, even though the computed polarizabilities are smaller compared to other series, they are too large compared to experiment. In addition, experimental negative signs in c͓1͔ and c͓2͔ molecules are not reproduced. We will discuss this discrepancy in Sec. IV
IV. DISCUSSION
We have computed the lowest absorbing excited state ͑band gap͒ energies and their transition dipoles, and the first, the second, and the third order static polarizabilities of several series of donor/acceptor substituted diphenyl-polyene oligomers with various sizes. These molecules are fairly small compared to limiting chain lengths when polarizabilities are expected to saturate. [19] [20] [21] Therefore, nonlinear polarizabilities of the considered substituted oligomers grow rapidly with increasing molecular size.
Our computational approach combines different semiempirical Hamiltonians ͑INDO/S, 32 AM1, 36 PM3, 37 MNDO, 38 MINDO/3͒ 39 with the CEO 28,29 technique which utilizes the TDHF approximation for the many-electron wave function. 30, 31 To include dielectric environment effects we used the SCRF approach based on the Onsager dipolar model.
Computational results were compared with the experimental data reported in Ref. 40 . Figure 3 shows the total deviation of computed values from the experimental results averaged over a, b, and d compounds. The computed excitation energies are reasonably accurate using any semiempirical model, and systematically improved when taking into account the solvent environment. Transition dipoles calculated with semiempirical Hamiltonians parameterized for the ground state ͑AM1, PM3, and MNDO͒ compare slightly more favorably with experiment than INDO/S values. The dielectric medium has very little effect on the transition dipole moments. Thus the simplest Onsager spherical cavity model, where an effective sphere radius is associated with the ''real'' molecular volume, performs fairly well in addressing the dielectric medium effects for the linear absorption spectrum. We must note that the small error observed in these calculations for the band gap is not always to be expected, and errors in this property will propagate into the hyperpolarizabilities.
The solvent environment has a dramatic effect on the magnitudes of nonlinear polarizabilities and has to be taken into account to reproduce experimental results. Polarizabilities computed with the INDO/S Hamiltonian parametrized for spectroscopic purposes shows the best comparison with experimental results ͑on average 16% and 20% accuracy for the second and the third order static polarizabilities, respectively͒. In addition, the comparison with the experiment for nonlinear polarizabilities of such large molecular systems is complicated because significant approximations ͑two-and three-level models or projection of the frequency dependent polarizability to the static limit͒ are usually invoked to estimate experimental values. 40 For example, the two-level approximation for the second-order polarizability typically TABLE VI. Average deviations of spectroscopic observables calculated in the dielectric medium ͑gas phase͒ from the corresponding experimental values. Average absolute (␦ ϭ⌺ n N ͉ th (n) Ϫ exp (n) ͉/N) and relative ( ϭ⌺ n N ͉ th (n) Ϫ exp (n) ͉/ exp (n) /N) errors are computed for each series of molecules shown in Fig. 1 
overestimates its value, 26 whereas in the three-level approximation for the third-order response, the position, and the properties of the third state are usually not available from experiment. 40 Nevertheless, the agreement with experiment for the series a, b, and d is encouraging. An additional caveat concerns the use of a more sophisticated solvent model to describe the dielectric medium effects. One possibility is that an elliptical cavity approximation would be more appropriate for such elongated donor/acceptor molecules. Although this approach is a straightforward generalization of the spherical cavity model, 59 the parameters of the ellipsoid are not well defined for conjugated systems such as considered in the present paper. Most likely they will be related to the effective conjugation lengths rather than to physical molecular dimensions. Therefore, the elliptical model calculations are still rarely applied to electronic structure calculations of large molecules 60 compared to the spherical model. [45] [46] [47] [48] In order to get a feel for how our computed properties would be modified, we have conducted several test calculations with prolate ellipsoid cavity for molecules in series a. We kept the cavity volume constant while increasing ellipticity. These computations show that in general solvation effects are decreased and our results move toward the gas-phase results as the ellipticity is increased. In series a, for reasonable ranges of the ellipsoid parameters this yields values about midway between our gas phase and spherical cavity approximation results. Even in this ellipsoidal limit, there is a significant signature of solvation. Future theoretical studies are clearly required to build a more accurate description of solvation effects on excitation energies in these large molecular systems. 61 We have not included the spectroscopic observables computed for c oligomers in the above analysis. They require a separate discussion. We notice that experimental nonlinear polarizabilities of these compounds are much smaller compared to the other molecules because the donor and acceptor groups are weak. Their excitation energies are therefore comparable to that of the unsubstituted oligomers, e.g., the bandgap excitation energy of c͓1͔ compound ͑3.81 eV͒ is only weakly redshifted compared to the band gap of stilbene ͑3.98 eV͒. 62 This suggests a large torsional disorder in c molecules, whereas a, b, and d compounds have strong donor and acceptor substitutions, which in turn straighten the molecular backbone to maximize donor/acceptor charge transfer. AM1 geometry optimization results in nearly planar structures for all molecules. The ground state energy curve along the torsion motion coordinates is very shallow in the c series and much steeper in a, b, and d molecules. However, this torsional disorder has a very strong effect on the -electron delocalization along the conjugated backbone, and therefore tends to significantly vary the excitation energies and polarizabilities. For example, a 40°torsion of c͓1͔ leads to a blueshift of the INDO/S calculated energy by 0.3 eV ͑which corresponds to the experimental value͒, and decreases the third order polarizability from 41ϫ10 Ϫ36 esu ͑0°torsion͒ to 11 ϫ10 Ϫ36 esu ͑40°torsion͒. The latter compares well with experiment. In addition, for the c series two and three level approximations for ␤͑0͒ and ␥͑0͒ are less accurate than that for the other molecules since the intramolecular charge transfer is very weak, and thus the experimental values derived from EOA measurements have to be taken with caution. 63 These arguments suggest a need for more advanced computational approaches 62 or experimental studies to obtain optimal structures of c molecules. These may be used as an input for the CEO computations for further reliable comparison with experiment.
We conclude that a reasonably accurate computation of excitation energies, transition dipoles, and nonlinear static polarizabilities is possible by combining INDO/S, AM1, PM3, or MNDO semiempirical parameterizations with the CEO technique for excited states. Careful choice of the optimal geometry and inclusion of dielectric medium effects significantly improve the quantitative comparison with the experimental data. The latter ingredient is extremely impor- tant for computing nonlinear polarizabilities which may be drastically enhanced by the solvent environment.
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