We will first introduce the fixed point property and a new class of operators and contraction mapping for classes of ϕ-contractions in E − G-metric spaces. Also, we will realize the study of the fixed point theory for (local and global) nonlinear contractions with an o-comparison function in E − G-metric spaces. We also introduce Gopen ball, G-closed ball and X(x 0 , r) and obtain some fixed point theorems. Furthermore we give an application to a Fredholm-Volterra type differential equation where one of the integral operators satisfies ϕ-contraction condition.
INTRODUCTION
Fixed point theory has a variety of interesting applications in disciplines such as physics, chemistry, and engineering. In physics and engineering fixed point technique has been used in areas like image retrieval, signal processing and the stu dy of existence and uniqueness of solutions for a class of nonlinear integral equations. Some recent work on fixed point theorems of integral type in G-metric spaces, the stability of the functional difference equation can be found in [12, 13, 14] and the references therein. One of the most spaces used in many branches of Mathematical Analysis and its applications are Riesz spaces, see, for instance, [5] , [1] [4] .
On the other hand, in 2006, Mustafa and Sims [9, 10] introduced the notion of generalized metric spaces or simply G-metric spaces. Recently, Mohsenialhosseini in [7, 8] introduced the approximate fixed points of operators on G-metric spaces. The aim of this paper is to introduce vector G-metric spaces. Also, we introduce the new classes of operators and contraction maps regarding fixed point on a Riesz space. Furthermore, we give some illustrative example of our main results.
PRELIMINARIES
This section recalls the following notations and the ones that will be used in what follows. (G4) G(x, y, z) = G(x, z, y) = G(y, z, x) = · · · (symmetry in all three variables);
(G5) G(x, y, z) ≤ G(x, a, a) + G(a, y, z) f or all x, y, z, a ∈ X( rectangle inequality).
Then, the function G is called generalized metric or, more specifically G − metric on X, and the pair (X, G) is called a G − metric space.
if (X, G) is a symmetric G-metric space. Then 2) d G (x, y) = 2G(x, y, y). Now, we recall the following notations and notions that will be used in what follows (see [2] [3]). A set E equipped with a partial order ≤ is called a partially ordered set. In a partially ordered set (E, ≤) the notation x < y means x ≤ y and x = y. A partially ordered set (E, ≤) is a lattice if each pair of elements x, y ∈ E has a supremum and an infimum. A real linear space E with an order relation ≤ on E which is compatible with the algebraic structure of E, in the sense that satisfies properties:
(2) x ≤ y implies tx ≤ ty, for each t > 0, x, y ∈ E, is called an ordered linear space. In an ordered vector space E, the set {x ∈ E : x ≥ 0} is a pointed convex cone, called the positive cone of E, denoted E + . An ordered linear space E for which (E, ≤) is a lattice is called a Riesz space or linear lattice. A Riesz space E is Archimedean if 1 n x ↓ 0 holds for every x ∈ E + . The notation x n ↓ x means that x n ↓ and inf{x n } = x. A Riesz space E is order complete or Dedekind complete if every nonempty subset of E which is bounded from above has a supremum. (Equivalently, every nonempty the subset of E which is bounded from below has an infimum).
Let E, F be two Riesz spaces:
, if there exists a sequence {a n } in E satisfying a n ↓ 0 and |b n − b| ≤ a n , for each n.
Let
f : E → F. The function f is order continuous if b n • − → b in E implies f (b n ) • − → f (b) in F.
3.
A sequence {b n } in E is called order Cauchy, if there exists a sequence {a n } in E such that an ↓ 0 and |b n − b n+p | ≤ a n , for all n and p.
4.
A Riesz space E is called order complete if every order Cauchy sequence is order convergent.
{a n } in E such that a n ↓ 0 and d(x n , x) ≤ a n , for each n.
(
(3) A sequence {x n } in X is called to be E-Cauchy, if there is a sequence {a n } in E such that a n ↓ 0 and d(x n , x n+p ) ≤ a n , for all n, p.
(4) An E-metric space X is called E-complete if each E-Cauchy sequence in X E-converges to a limit in X.
Definition 2.5. [6] Let (X, d, E) be an Emetric space and ϕ : E + → E + be an increasing operator such that ϕ(t) < t and ϕ n (t) • − → 0, for any t > 0. We say that the operator T : X → X is a nonlinear ϕ-contraction, if and only if
Definition 2.6.
[6] Let X be a nonempty set and E be a Riesz space. The function d : X × X −→ E is said to be a vector metric or E-metric if it satisfies the following properties: 
Also, the triple (X, d, E) is said to be a vector metric space or an E-metric space.
MAIN RESULT
In this section, we give some existence and uniqueness results for nonlinear ϕ− contractions in G−-metric spaces, using the Riesz space E. 
for all x, y, z ∈ X. Also, the triple (X, G, E) is said to be a vector G-metric space or an E-G-metric space.
{a n } in E such that a n ↓ 0 and G(x n , x n , x) + G(x, x, x n ) ≤ a n , for each n.
(2) A sequence {x n } in X is called to be E-G-Cauchy, if there is a sequence {a n } in E such that a n ↓ 0 and G(x n , x n , x n+p ) + G(x n+p , x n+p , x n ) ≤ a n , for all n, p.
(3) An E-G-metric space X is called E-G-complete if each E-G-Cauchy sequence in X E-Gconverges to a limit in X. 
Define the mapping Let T : X → X by T x = 1 with , [G(T n x, T n x, T n+p (x)) + G(T n x, T n+p x, T n+p (x))] ≤ η n for any n, p. Letting n −→ 0, we obtain that sequence {T n (x)} is G − Cauchy in X. By the G-completeness of X, it follows that there exists z ∈ X such that for any x ∈ X T n x G, E − − → z, Thus, there exists a sequence ε n in G such that ε n ↓ 0 and G(T n x, T n x, z) + G(T n x, x, x) ≤ ε n , for any n. We have Example 3.7. Let X = [−1, 2] and G : X × X × X → R + be defind as follows:
Let T : X → X and T x = 1 with
for k ≥ t where k ∈ N. Using proposotion 2.2, Theorem 3.6, and example 2.5 of [6] we find that the integral equation Proof. We will show that T (B G (x 0 , r)) ⊂ B G (x 0 , r). Let x ∈ B G (x 0 , r) and by the estimation 
Then:
i) there exists a unique fixed point z for T in X(x 0 , r) and for any x ∈ X(x 0 , r),
, for any n.
Proof. We have to prove that X(x 0 , r) is invariant with respect to T, i.e.,
T (X(x 0 , r)) ⊂ X(x 0 , r). Let x ∈ X(x 0 , r), then there exists λ ∈ E + such that G(x, x, x 0 ) + G(x 0 , x 0 , x) ≤ λ r. X(x 0 , r).Then, the conclusion follows by Theorem 3.5.
Lemma 3.13. If {y n } ⊂ X(x 0 , r) and y n G, E − − → y, then y ∈ X(x 0 , r), i.e., X(x 0 , r) is E-closed in X with respect to the convergence G, E − − → .
Proof. Let y n ∈ X(x 0 , r), then there exists λ ∈ E + such that G(y n , y n , x 0 ) + G(x 0 , x 0 , y n ) ≤ λ r
On the other hand since y n G, E − − → y, there exists a sequence {ε n } in E such that ε n ↓ 0 and G(y n , y n , y) + G(y, y, y n ) ≤ ε n r, for any n. We have [G(y, y, x 0 ) + G(x 0 , x 0 , y)] ≤ [G(y n , y n , y) + G(y, y, y n )] + [G(y n , y n , x 0 ) + G(x 0 , x 0 , y n )]
≤ λ r + ε n r = (λ + ε n )r we get λ := (λ + ε n ) ∈ E + such that G(y, y, x 0 ) + G(x 0 , x 0 , y) ≤ λ r,
Hence y ∈ X(x 0 , r).
