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Resumen
Multitud de aplicaciones de la visión artificial necesitan comparar o integrar
imágenes de un mismo objeto pero obtenidas en instantes de tiempo dife-
rentes, con distintos dispositivos (cámaras), desde distintas posiciones, bajo
distintas condiciones, etc. Estas diferencias en la captura dan lugar a imáge-
nes con importantes diferencias geométricas relativas que impiden que éstas
“encajen” con precisión unas sobre otras.
El registro elimina estas diferencias geométricas de forma que píxeles si-
tuados en las mismas coordenadas se correspondan con el mismo punto del
objeto y, por tanto, ambas imágenes se puedan comparar o integrar fácil-
mente. El registro de imágenes es esencial en disciplinas como la teledetec-
ción, radiología, visión robótica, etc.; campos, todos ellos, que superponen
imágenes para estudiar fenómenos medio-ambientales, monitorizar tumores
cancerígenos o para reconstruir la escena observada.
En esta tesis se aborda la problemática asociada a este proceso, se anali-
zan experimentalmente las técnicas de registro no-rígido más representativas.
También se estudian diferentes medidas de similitud utilizadas para medir su
consistencia y se propone un novedoso procedimiento para mejorar la preci-
sión del registro lineal por trozos. Concretamente:
• Se analizan experimentalmente los elementos que influyen en la estima-
ción de distribuciones de probabilidad de los niveles de intensidad de las
imágenes. Estas distribuciones son la base para el cálculo de medidas de
similitud basadas en la entropía como la información mutua (MI) o el
coeficiente de correlación de entropía (ECC). Por tanto, la efectividad
de estas medidas depende críticamente de su correcta estimación.
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iv RESUMEN
• Se compara experimentalmente las técnicas de registro no-rígido más
representativas, en particular: funciones globales polinomiales (de di-
versos órdenes), lineal por trozos y funciones de base radial, en parti-
cular, la función thin-plate-spline. En esta comparativa se analizan la
influencia en la precisión del registro de aspectos tales como el número
y distribución de los puntos de control (CP) utilizados, la geometría de
la escena o las posiciones de observación.
• Se formaliza el registro lineal por trozos mediante complejos simplicia-
les. Los complejos simpliciales son estructuras matemáticas basadas en
triángulos que se emplean típicamente en topología algebraica y que
ofrecen ventajas sobre las redes triangulares empleadas habitualmente
en el registro lineal por trozos. Esta formalización plantea el registro
más allá de un mero enfoque 2D, puesto que abarca, no sólo la gene-
ración de redes triangulares 2D óptimas (desde el punto de vista de la
consistencia del registro), sino también formaliza la reconstrucción 3D
de la superficie de la escena observada.
• Se propone un procedimiento de optimización de la consistencia del
registro que modifica topológica y geométricamente la red triangular
(complejo simplicial) utilizada en el registro lineal por trozos. El méto-
do propuesto se compara experimentalmente con diversas funciones de
transformación no-rígidas y procedimientos similares propuestos en el
campo de la reconstrucción 3D. Por otro lado, para ilustrar los benefi-
cios de utilizar redes triangulares consistentes en la reconstrucción de
la escena observada, se incluyen diversos ejemplos generados a partir
de las redes iniciales y las optimizadas.
En la realización de las pruebas y experimentos de esta tesis se han uti-
lizado imágenes de distintos tipos: imágenes de alta resolución del satélite
QuickBird (proporcionadas por Decasat Ingeniería www.decasat.com), imá-
genes sintéticas del repositorio ALOI [36], imágenes captadas con cámaras
digitales domésticas (por ejemplo, de fachadas de edificios u objetos), etc.
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Capítulo 1
Introducción
1.1 Registro de imágenes
El registro de imágenes consiste en superponer dos imágenes de la misma es-
cena adquiridas en diferentes instantes de tiempo (análisis multi-temporal),
desde distintos puntos de vista (análisis multi-vista) y/o usando distintos
sensores (análisis multi-modal). En este proceso, una de las imágenes perma-
nece sin modificar (imagen de referencia o fija), mientras que la otra (imagen
de entrada o móvil) se transforma geométricamente hasta que se ajusta a la
de referencia.
Este proceso es crucial en todas aquellas aplicaciones que necesitan com-
binar, comparar o fusionar información visual. Uno de los campos de apli-
cación es la teledetección donde, para poder monitorizar fenómenos medio-
ambientales, como los efectos de unas inundaciones, o humanos, como el
impacto del desarrollo urbano sobre una determinada región es necesario su-
perponer con precisión imágenes de fechas diferentes para estudiar el nivel
de cambio antes y después del fenómeno a evaluar.
Algo similar ocurre en medicina. Por ejemplo, para analizar diversos pro-
cesos biológicos, como la evolución de un tumor cancerígeno o una lesión
muscular, se comparan resonancias magnéticas (MR) de la zona afectada ad-
quiridas en distintas fechas (antes y después del tratamiento). También, para
generar atlas médicos en los que se combinan imágenes de diferentes sujetos
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de un determina área del cerebro.
En robótica es muy habitual utilizar cámaras para extraer información
visual del entorno para detectar y/o manipular objetos, localizarse, despla-
zarse sin colisionar, reconstruir la escena, etc. Para realizar estas tareas se
capturan imágenes desde distintas posiciones que se combinan o se comparan
con otras adquiridas previamente.
Numerosos sistemas de seguridad basados en visión comparan imágenes
adquiridas en distintos instantes de tiempo y/o desde distintos puntos de
vista para detectar posibles intrusos en un área restringida. Por otro lado,
la reciente aparición de sistemas de bajo coste capaces de captar imágenes
retinales1 ha favorecido la aparición de sistemas (biométricos) de control
de acceso. Estos sistemas comparan la imagen retinal de un sujeto con las
almacenadas en el sistema antes de autorizar su acceso.
Estas son sólo algunas de las muchas aplicaciones donde interviene el re-
gistro de imágenes. En las figuras 1.1 y 1.2 el lector puede encontrar otros
ejemplos: generación de mosaicos, diagnóstico de enfermedades, compensa-
ción del desenfoque, reconstrucción 3D, etc.
1.2 La precisión en el registro
La precisión del registro es vital en la mayoría de las aplicaciones. Sirva como
ilustración el siguiente ejemplo.
Supóngase que se pretende monitorizar el grado de desertización en una
determinada región de interés mediante la comparación de mapas temáti-
cos (TM) del satélite Landsat. Puesto que la resolución espacial de estas
imágenes es de 25 m./píxel, cualquier error en el ajuste superior a un píxel
desvirtuaría por completo los resultados obtenidos e induciría claramente a
medidas incorrectas.
Aunque conceptualmente la superposición de dos imágenes es un proble-
ma relativamente sencillo, la precisión, y por tanto el éxito, de este proceso
se ve condicionado por las condiciones de adquisición de las imágenes (el
1Al igual que las huellas dactilares, las retinas (más concretamente, la disposición de
los capilares retinales) de un individuo son únicos.
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Figura 1.1: Aplicaciones del registro de imágenes: (a) Mosaico de imágenes reti-
nales para el diagnostico de enfermedades oculares; (b) Para ganar en realismo, los
video juegos de reciente aparición proyectan vídeo sobre modelos 3D de la escena;
(c) Mosaicos esféricos utilizados, típicamente, en realidad virtual y teleoperación;
(d) Mosaicos de lechos submarinos para la realización de inventarios arqueológicos.
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Figura 1.2: Más aplicaciones del registro de imágenes: (a) Reconstrucción 3D de
escenas u objetos; (b) Fusión de imágenes de diferentes sensores, típica en telede-
tección y astrofísica; (c) Generación de atlas médicos para estudios médicos; (d)
Compensación del desenfoque; e) Generación de imágenes panorámicas.
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ángulo de observación y los cambios en la iluminación), por la geometría de
la escena, e incluso, por la propia naturaleza de las imágenes utilizadas, a
veces, capturadas con sensores diferentes.
Entre estos factores destaca, por la relevancia de las diferencias geomé-
tricas relativas que inducen, la observación de una escena con geometría
no-plana desde posiciones muy diferentes. Por ejemplo, imágenes de satélite
de una región montañosa captadas en el nádir2 pueden ser registradas con
transformaciones relativamente simples (por ejemplo, homografías o funcio-
nes polinomiales [37]), mientras que si, por el contrario, son captadas desde
ángulos diferentes, las diferencias geométricas entre las imágenes se acen-
túan, requiriendo transformaciones más complejas, de influencia local, como
las funciones de base radial o las lineales por trozos [2].
La figura 1.3 muestra varios ejemplos de distorsiones inducidas por la
observación de una escena de geometría no-plana desde diferentes puntos
de observación. Obsérvense las importantes diferencias geométricas locales
que se producen entorno al puente (ver fig. 1.3(a)). Estos efectos pueden
agravarse cuando aparecen oclusiones, cambios en el contenido debidos a la
distinta iluminación, sombras, etc. (ver fig. 1.3(b)).
En la literatura se pueden encontrar una amplia variedad de métricas
que cuantifican la precisión del registro, sin embargo, su comportamiento
se ve afectado, entre otros, por la diferente naturaleza de las imágenes, las
condiciones de iluminación, los cambios en el contenido de las imágenes,
sombras, saturaciones, etc. En radiología, por ejemplo, cuando se registra
una imagen de resonancia magnética (MR) y una tomografía computarizada
(TC) de un mismo paciente, las medidas de similitud tradicionales como la
correlación cruzada normalizada (NCC) o la suma de diferencias al cuadrado
(SSD) no son efectivas, debiéndose utilizar medidas basadas en conceptos
tales como entropía relativa, información mutua (MI), etc. propias de Teoría
de la Información, y que ofrecen un comportamiento más eficaz.
La figura 1.4 muestra diversos ejemplos de imágenes multi-modales. Ob-
2Se denomina nadir a la intersección entre la vertical del observador y la esfera celeste.
Si se considera la recta imaginaria que pasa por el centro de la Tierra y por nuestra
ubicación en su superficie, el nadir se encuentra sobre esa recta.
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Imágenes de satélite QuickBird
Imágenes de interiores
Figura 1.3: Imágenes captadas desde distintos puntos de observación: (a) Obser-
vación de la cobertura terrestre fuera del nadir. (b) Imágenes de una escena de
interior típica.
sérvese la diferente naturaleza de cada una de las imágenes médicas3, a pesar
de que todas ellas corresponden al mismo paciente ( ver fig. 1.4(a)). Algo
similar ocurre cuando la cámara incluye sensores de diferentes tipos, por
ejemplo, color e infrarrojos (ver fig. 1.4(b)).
A continuación se introduce formalmente el problema del registro y las
etapas y elementos que intervienen en él.
1.3 Definición del problema
Dado un punto cualquiera X = (x, y, z)> ∈ R3 que se proyecta en los planos
imagen de dos cámaras en las coordenadas x = (x, y)> ∈ Ω y x′ = (x′, y′)> ∈
3Las imágenes médicas, a menudo, son matrices tridimensionales de medidas de reso-
nancia magnética, tomografía computarizada, etc. generadas a partir de “cortes” o secciones
transversales de algún órgano del paciente.
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Figura 1.4: Imágenes de distinta naturaleza (multi-modalidad): (a) MR, TC y
tomografía por emisión de positrones (PET) de un mismo paciente y (b) Imagen
en color (RGB) e infrarrojo (IR) del Spitzer Space Telescope’s Delta II.
Ω, respectivamente, con Ω ⊂ N2, se define la aplicación f : Ω 7→ Ω, biyectiva,
que relaciona geométricamente las coordenadas x y x′ como:
x = f (x′) ≡
{
x = fx (x
′, y′)
y = fy (x
′, y′)
(1.1)
donde fx e fy son las funciones de transformación en x e y, respectivamente.
Consecuentemente, el registro de imágenes consiste en determinar el tipo
y parámetros de la función f que superpone x′ sobre x. La figura 1.5 muestra
un esquema simplificado de este proceso.
Sean I e I′ la imagen de referencia y la de entrada, respectivamente. Consi-
dérese también una función r de interpolación y una medida s de consistencia
del registro. El proceso de registro se aborda típicamente del siguiente modo:
1. se extraen elementos distintivos de las imágenes y se establecen corres-
pondencias entre ellos;
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Figura 1.5: Esquema de un proceso genérico de registro de imágenes.
2. utilizando las correspondencias establecidas, se determinan los paráme-
tros de la función de transformación f ;
3. para generar la imagen registrada, se transforman las coordenadas de
la imagen de entrada y se transfieren los valores de intensidad mediante
la función de interpolación r;
Este proceso se repite iterativamente hasta que la medida de similitud s
alcanza un valor dado t.
A continuación se describen detalladamente los elementos que intervienen
en este proceso.
1.3.1 Las bases del registro
Las bases del registro son aquellos elementos utilizados para establecer la
relación geométrica entre las imágenes. Estos elementos pueden ser pares de
características de ambas imágenes o las imágenes completas, esto es, todos los
niveles de intensidad de ambas imágenes. Dependiendo de las bases utilizadas,
las métodos de estimación se pueden agrupar en dos categorías:
Basados en puntos: Los parámetros de la función de transformación se deter-
minan a partir de un conjunto de correspondencias {(xi, x′i) , i = 1, . . . , n},
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llamados puntos de control (CP), identificadas en ambas imágenes. En
este proceso suelen utilizarse métodos robustos de estimación como
el LMedS o RANSAC (métodos que se analizan detalladamente en el
apéndice B). Formalmente, el problema consiste en resolver:
arg min
α,{(xj ,x′j), j=1,...,m}
(xi − f (x′i)) (1.2)
donde α son los parámetros de f y
{(
xj, x
′
j
)
, j = 1 . . .m
}
, con m ≤ n,
un conjunto de correspondencias libre de espurios.
Basados en intensidad: Los parámetros de la función de transformación se
obtienen como resultado de un proceso de optimización consistente en
maximizar cierta medida de similitud de intensidad. Este proceso, a
diferencia del anterior, involucra la totalidad de los píxeles de ambas
imágenes lo que requiere normalmente un mayor esfuerzo computacio-
nal. Formalmente, hay que resolver:
arg max
α
s
(
I (xi) , I
′ (f−1 (xi))) (1.3)
donde i = 1, . . . , N , siendo N el número de píxeles de la imagen de
referencia y s una medida de similitud.
1.3.2 La función de transformación
La función de transformación determina la relación geométrica entre los pí-
xeles de ambas imágenes (ver fig. 1.6). En general, se puede hablar de dos
grupos:
Rígidas: Transformaciones que aseguran la invarianza de las rectas. Las
transformaciones Euclídea, afín o proyectiva son algunos ejemplos de
esta categoría.
No-rígidas: Transformaciones que no aseguran la invarianza de las rectas. En
esta categoría se pueden citar, entre otras, las funciones polinomiales,
de base radial o las lineales por trozos.
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Diversos autores utilizan el término elástico para referirse a las transfor-
maciones no-rígidas [85, 33]. En esta tesis se utilizarán indistintamente ambos
términos.
Las funciones rígidas o elásticas, a su vez, se pueden clasificar atendiendo
a su alcance o ámbito de influencia en:
Globales: La transformación afecta a la totalidad de los píxeles de la imagen.
Locales: La influencia de la transformación depende de la posición de cada
píxel en la imagen.
En la literatura también se pueden encontrar enfoques híbridos, como
el propuesto en [41], donde se propone combinar una afinidad global y un
conjunto de n funciones locales de base radial.
Euclídea Afín Proyectiva
G
lo
ba
l
Lo
ca
l
Elástica
Imagen
Figura 1.6: Clasificación de las funciones de transformación.
En el capítulo 3 se hace una revisión de las funciones más representativas,
así como un análisis comparativo de diversas transformaciones no-rígidas
(sección 3.3). Los parámetros de las funciones se estiman mediante puntos de
control (CP) identificados en las imágenes. El procedimiento utilizado para
su identificación robusta se describe en la sección 4.5.1. Por completitud, en
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el apéndice D se describen las técnicas de detección de esquinas utilizadas en
este proceso.
Esta tesis se centra, en especial, en la función lineal por trozos, una trans-
formación local que aborda el registro de las imágenes mediante su división en
regiones triangulares conjugadas que se registran individualmente mediante
transformaciones afines. En los capítulos 4 y 5 se formaliza el registro lineal
por trozos y se propone un procedimiento basado en la optimización de re-
des triangulares para mejorar su precisión. Para formalizar el problema del
registro lineal por trozos se proponen unas estructuras matemáticas denomi-
nadas complejos simpliciales. Estas estructuras, desarrolladas en el campo de
la topología algebraica, se describen formalmente en el apéndice C.
1.3.3 La medida de consistencia
La medida de consistencia del registro cuantifica cómo de bien se superponen
la imagen registrada y la imagen de referencia. Para ello se puede utilizar
una amplia variedad de métricas, las cuales también se pueden agrupar aten-
diendo a las bases utilizadas:
Basadas en puntos: La precisión del registro se determina a partir de los
errores geométricos de ajuste (distancia) de un conjunto de correspon-
dencias identificados en las dos imágenes, denominados puntos inde-
pendientes de control (ICP). Una transformación inadecuada conlleva
importantes desajustes, y viceversa. Para medirlos se emplea típica-
mente el error cuadrático medio (RMSE) y/o el error circular con 90%
de confianza (CE90). Ambos se comentan con más detalle en la sección
2.1.
Basadas en intensidad: Este tipo de medidas, a diferencia de las anteriores,
cuantifican la precisión del registro comparando el contenido de las
dos imágenes. Existen tantas posibilidades para ello como enfoques
para evaluar la similitud de dos series numéricas de datos como, por
ejemplo, el coeficiente de correlación de Pearson, la información mutua
(MI), el análisis de componentes principales (PCA), etc. Nótese que, en
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este enfoque, la normalización radiométrica de las imágenes es crucial,
ya que cambios en el nivel de intensidad debidos, por ejemplo, a una
distinta iluminación, serían considerados como errores de ajuste.
La elección de la medida de consistencia idónea, crucial en cualquier pro-
cedimiento de registro, depende de una variedad de factores como la disponi-
bilidad de ICPs fiables, la naturaleza de las imágenes (esto es, mono-modales
o multi-modales), su sensibilidad a las posibles diferencias radiométricas e
incluso su coste computacional. En el capítulo 2 se realiza una revisión de
las medidas de similitud más representativas.
El procedimiento de registro propuesto en el capítulo 5 de esta tesis em-
plea el coeficiente de correlación de entropía (ECC), una variante normalizada
de la MI, para dirigir eficientemente el proceso de optimización. El ECC, al
igual que la MI, se estima a partir de las funciones de distribución de pro-
babilidad marginal y conjunta de las intensidades de ambas imágenes. En la
sección 2.4 se analiza experimentalmente diversos procedimientos utilizados
para la correcta estimación de estas distribuciones. Muchos de los conceptos
y términos que se emplean en esta sección son descritos con más detalle en
el apéndice A.
1.3.4 La función de interpolación
En la mayoría de las ocasiones, el resultado de transformar geométricamente
las coordenadas de un píxel no es un par de coordenadas discretas, es decir,
las coordenadas transformadas no coinciden con un píxel. Se requiere, por
tanto, una función de interpolación. El proceso de interpolación se aborda,
típicamente, del siguiente modo (ver fig. 1.7):
1. para cada píxel x = (x, y)> de la imagen interpolada se obtienen las
coordenadas origen en la imagen de entrada mediante f−1(x),
2. dependiendo de la función de interpolación, se determina la intensi-
dad/color a transferir a la imagen interpolada,
3. finalmente, se “rellena” el píxel x con dicho valor.
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Imagen interpolada Imagen de entrada
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Vecino más próximo 4 vecinos 16 vecinos
Figura 1.7: Funciones de interpolación: a) “vecino más próximo”, b) bilinear y c)
bicúbica.
En la literatura se proponen diferentes funciones de interpolación, algu-
nas poco costosas computacionalmente, como “el vecino más próximo”, pero
que produce imágenes con contornos fragmentados (efecto escalón). Otras
más costosas, pero que producen imágenes de una mayor calidad visual, co-
mo la interpolación bilinear, bicúbica (que utilizan, respectivamente, los 4 o
16 píxeles más cercanos para estimar el valor del píxel transformado), spli-
nes, etc. Algunos paquetes de procesamiento de imágenes incorporan técni-
cas mucho más elaboradas, como la propuesta por Intel en [53], denominada
super-sampling, especialmente apropiada para registrar imágenes que presen-
tan cambios de escala muy importantes.
1.3.5 El método de estimación
El proceso de registro consiste en determinar los parámetros óptimos de una
función de transformación geométrica, esto es, resolver los problemas de mi-
nimización o maximización propuestos en (1.2) o (1.3), respectivamente. En
este sentido se han propuesto una amplia variedad de procedimientos de op-
timización y estimación robusta. Así, se pueden encontrar trabajos en los
que dada la simplicidad de las función objetivo, por ejemplo, Euclídea o po-
linomial de orden bajo, se resuelven con formulaciones cerradas [65]. Si la
dimensión del problema crece, como ocurre normalmente cuando se emplean
funciones de transformación no-rígidas y/o locales, ya no es posible emplear
soluciones cerradas y se recurre a técnicas de optimización basadas en algo-
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ritmos iterativos (como el descenso del gradiente o la búsqueda greedy [77]),
modelos bayesianos [105], el recocido simulado [91], etc. El lector puede di-
rigirse al trabajo de Maes [68] para un estudio completo sobre diferentes
estrategias de optimización.
1.4 Contribuciones de la Tesis
Esta tesis aborda el registro de imágenes que presentan diferencias geomé-
tricas locales. En este caso sólo las funciones de transformación elásticas y/o
locales ofrecen soluciones aceptables en términos de precisión. Cómo medir
esta precisión es justamente uno de los aspectos claves en el procedimiento
de registro, ya que esta medida es la que guía el proceso de estimación de los
parámetros de la función de transformación.
Aunque algunas de las contribuciones de este trabajo ya se han apuntado
con anterioridad, a continuación se detalla cada una de ellas así como las
publicaciones que se han derivado de este trabajo.
• Análisis experimental sobre la estimación robusta de funciones distri-
bución de probabilidad de intensidades de la imagen y su aplicación en
el cálculo del ECC, una variante normalizada de la MI. Este análisis
ha sido publicado parcialmente en [6, 11].
• Evaluación de las técnicas de registro no-rígidas más representativas.
Este trabajo ha sido publicado en [2, 4]. En [1, 7, 37] se pueden en-
contrar aplicaciones de este tipo de transformaciones en el campo de la
teledetección.
• Formalización del registro lineal por trozos mediante complejos simpli-
ciales. Esta formalización ha sido parcialmente publicada en [3].
• Optimización topológica y geométrica de redes triangulares para mejo-
rar la precisión del registro lineal por trozos. La optimización topológica
ha sido publicada en [5, 6, 11] (el primero en proceso de revisión).
En la implementación del método de registro lineal por trozos propues-
to, así como en las diferentes pruebas experimentales, se ha utilizado una
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librería open-source de visión por computador denominada OpenCV [100].
Se han realizado diversos trabajos en los que se describen las características
de esta librería y sus posibles aplicaciones en el campo de la investigación y
la docencia [8, 9, 10].
Por otro lado, para poder extraer robustamente pares de correspondencias
en imágenes de satélite de alta-resolución en las que proliferan las sombras,
se ha desarrollado una novedosa técnica que permite detectar y delimitar con
precisión las zonas de la imagen afectadas [3, 12].
En los trabajos [38, 64, 76], aún no estando directamente relacionados
con esta tesis, se aplican conceptos e ideas adquiridos a lo largo de ella para
la detección de olivos en imágenes de satélite, la estimación del movimien-
to mediante imágenes adquiridas con un sistema estéreo y la detección de
matrículas, respectivamente.
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Capítulo 2
Medidas de consistencia del
registro
La estimación de los parámetros de la función de transformación se realiza
típicamente mediante un proceso iterativo dirigido por una medida de con-
sistencia del registro. Estas medidas tratan de cuantificar la precisión con la
que la imagen de entrada, una vez registrada, se ajusta a la de referencia.
En la literatura se han propuesto diversas métricas para este fin, las cuales
miden cómo de bien se ajustan ambas imágenes en base a:
1. las diferencias radiométricas de la totalidad sus píxeles (medidas basada
en intensidad) o
2. los errores de ajuste de un conjunto de correspondencias identificadas
en ellas (medidas basadas en puntos).
La elección de la medida de similitud idónea es, por tanto, crucial en
cualquier procedimiento de registro y depende de diversos factores: la dispo-
nibilidad de correspondencias fiables, la diferente naturaleza de las imágenes
(esto es, monomodales o multimodales), las diferencias radiométricas, e inclu-
so, su coste computacional. En este capítulo se revisan y comparan las más
representativas, haciendo especial hincapié en la información mutua (MI),
una medida de la entropía relativa de dos variables aleatorias y que fue pro-
puesta originariamente para el registro de imágenes médicas [67, 104]. La
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MI se calcula a partir de las funciones de distribución de probabilidad mar-
ginales y conjunta de los niveles de intensidad de las imágenes. La medida
MI de dos imágenes depende, por tanto, de la correcta estimación de estas
distribuciones.
Esta tesis contribuye con una evaluación experimental en la que se compa-
ran diferentes procedimientos para la estimación eficaz de las distribuciones
de probabilidad. También se analiza la influencia en esta estimación de pa-
rámetros tales como el tamaño de la muestra, el número de intervalos (o
bins) del histograma conjunto, la función de interpolación utilizada, etc. En
el apéndice A se describen conceptos utilizados en este capítulo tales como
la entropía, entropía relativa y la MI.
2.1 Medidas basadas en puntos
Las medidas basadas en puntos cuantifican la precisión del registro en base
al error en el ajuste de un conjunto de correspondencias, denominados pun-
tos independientes de control (ICP), seleccionadas en ambas imágenes. Estas
medidas se caracterizan por su reducido coste computacional y su robustez a
las diferencias radiométricas o diferente modalidad de las imágenes. Sin em-
bargo, su efectividad depende críticamente del número de ICPs utilizados,
así como de la precisión con la que han sido seleccionados y de lo represen-
tativos que sean de las diferencias geométricas de ambas imágenes (esto es,
su distribución).
Un claro ejemplo de utilización de estas medidas tiene lugar en el campo
de la teledetección, y se debe fundamentalmente a lo siguiente: el tamaño
de las imágenes, de varios cientos de megabytes en ocasiones, desaconsejan
el empleo de cualquier técnica basada en intensidad, mucho más costosas
computacionalmente.
A continuación se definen las medidas basadas en puntos más utilizadas.
Dadas dos imágenes I e I′ del mismo tamaño; un conjunto de n corres-
pondencias {(xi, x′i) , i = 1, . . . , n} identificadas en ellas y la función de trans-
formación geométrica f , se definen la siguientes medidas de consistencia:
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• Error cuadrático medio:
RMSE =
√√√√ 1
n
n∑
i=1
d2i (2.1)
• Error circular con 90% de confianza:
P (di ≤ CE90) = 90 % (2.2)
donde
di = ‖xi − f (x′i)‖ .
La principal diferencia entre ambas radica en lo siguiente: mientras el
RMSE considera los errores de todos los ICPs, incluyendo los correspondien-
tes a las posibles correspondencias espurias, el CE90 proporciona el valor que
acota superiormente el 90% de los errores, esto es, no proporciona informa-
ción sobre cómo de mal se ajusta es el 10% restante. La figura 2.1 ilustra
gráficamente el significado de ambas medidas.
ICP estimado
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Figura 2.1: Medidas de similitud basadas en puntos: (a) RMSE mide el error
de ajuste medio de todos los ICPs, incluidos los correspondientes a los espurios.
(b) CE90 mide el error máximo que acota superiormente el 90% de los errores de
ajuste.
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2.2 Medidas basadas en intensidad
Las medidas basadas en intensidad cuantifican la precisión del registro me-
diante la comparación píxel a píxel del contenido de ambas imágenes, requi-
riendo, por tanto, un mayor esfuerzo computacional para su evaluación. A
esto hay que sumarle otro inconveniente: la dificultad para discernir cuan-
do la diferencia de intensidad que presenta un píxel en ambas imágenes se
debe a un mal ajuste o a un cambio radiométrico. Esta circunstancia ocu-
rre típicamente cuando se registran imágenes de diferente modalidad o de
igual modalidad, pero que presentan cambios radiométricos importantes. Su
ventaja fundamental es que no requieren seleccionar correspondencias.
En la literatura se pueden encontrar una variedad de medidas: algunas
simples, basadas en la diferencia de intensidades [34, 43, 44] como la suma
de diferencias al cuadrado (SSD) o la suma de diferencias en valor absoluto
(SAD); otras con un claro enfoque estadístico como es el caso del coeficiente
de correlación (CC) [62], la correlación cruzada normalizada (NCC) [48] o el
ratio de uniformidad de la imagen1 (RIU) [106, 107].
Estas medidas han demostrado su eficacia con imágenes monomodales no
afectadas de importantes diferencias radiométricas, como es el caso de cam-
bios en la iluminación o del contenido. Cuando el perfil radiométrico de las
imágenes varia significativamente o son captadas con diferentes sensores, algo
típico en medicina y teledetección, su eficacia se ve seriamente comprometida.
Con objeto de minimizar esta limitación, diversos autores han propuesto téc-
nicas más robustas, como la uniformidad de intensidad particionada2 (PIU)
[108] propuesta para el registro de imágenes MR-PET, o medidas que miden
la “información compartida” como la entropía conjunta [98], la información
mutua (MI) [67, 104], la información mutua normalizada (NMI) [97] o el
coeficiente de correlación de entropía (ECC) [13].
A continuación se definen las medidas basadas en intensidad más repre-
sentativas.
Sean I e I′ dos imágenes de tamaño M × N y con valores de intensidad
1Traducción de los términos ingleses Ratio Image Uniformity.
2Traducción de los términos ingleses Partitioned Intensity Uniformity.
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i ∈ [0, L−1] y j ∈ [0, L−1], respectivamente. Sea la función de transformación
geométrica f y la imagen transformada Iˆ′ = I′(f−1). Se definen las siguientes
métricas para medir la similitud, esto es, la consistencia del registro, entre
las imágenes I e Iˆ′:
• Distancia Euclídea:
DE
(
I, Iˆ′
)
=
√√√√ M∑
y=1
N∑
x=1
(
I (x, y)− Iˆ′ (x, y)
)2
(2.3)
• Suma de diferencias al cuadrado (el cuadrado de la DE):
SSD
(
I, Iˆ′
)
=
M∑
y=1
N∑
x=1
(
I (x, y)− Iˆ′ (x, y)
)2
(2.4)
La SSD, al igual que la DE, se estima a partir de las diferencias en
los niveles de intensidad de los píxeles de ambas imágenes. Así, cual-
quier diferencia de intensidades, por ejemplo, por cambios en el brillo
o el contraste afectará a la medida, aún estando correctamente regis-
tradas. Este inconveniente limita notablemente su uso, restringiéndolo
a imágenes monomodales sin diferencias radiométricas de relevancia.
• Coeficiente de correlación:
CC
(
I, Iˆ′
)
=
M∑
y=1
N∑
x=1
(
I (x, y)− I¯) (Iˆ′ (x, y)− ¯ˆI′) (2.5)
donde
I¯ =
1
M ×N
M∑
y=1
N∑
x=1
I (x, y)
¯ˆ
I′ =
1
M× N
M∑
y=1
N∑
x=1
Iˆ′ (x, y)
El CC se deriva a partir de la SSD, pero a diferencia de ésta, es capaz de
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compensar cambios en el brillo medio de las imágenes, restando al nivel
de cada píxel el nivel de intensidad medio de la imagen. Pese a esta
mejora, el CC continúa mostrando problemas cuando las diferencias
entre imágenes no se restringen a este tipo de cambios.
• Correlación cruzada normalizada (coeficiente de correlación lineal de
Pearson):
NCC
(
I, Iˆ′
)
=
M∑
y=1
N∑
x=1
(
I (x, y)− I¯) (Iˆ′ (x, y)− ¯ˆI′)√
M∑
y=1
N∑
x=1
(
I (x, y)− I¯)2√ M∑
y=1
N∑
x=1
(
Iˆ′ (x, y)− ¯ˆI′
)2 (2.6)
La NCC es la variante normalizada del CC y toma valores en el inter-
valo cerrado [−1,+1], donde un valor +1 indica que ambas imágenes
encajan (se registran) perfectamente. Esta medida compensa, además
de los cambios en el brillo medio, posibles variaciones en el contraste,
para lo cual normaliza el CC con las desviaciones típicas de los niveles
de ambas imágenes. Estas compensaciones mejoran sustancialmente su
eficacia respecto a las medidas definidas arriba, aunque sólo ofrece un
comportamiento adecuado cuando las diferencias en las paletas de las
imágenes son lineales.
• Información mutua:
MI
(
I, Iˆ′
)
=
∑
i
∑
j
PI,ˆI′ (i, j) log
(
PI,ˆI′ (i, j)
PI (i)PIˆ′ (j)
)
(2.7)
donde PI(i), PIˆ′(j) y PI,ˆI′(i, j) son las estimaciones de las distribuciones
de probabilidad a partir del histograma conjunto h de I e Iˆ′
PI,ˆI′ (i, j) =
1
M ×N hI,ˆI′ (i, j)
PI (i) =
∑
j
PI,ˆI′ (i, j)
PIˆ′ (j) =
∑
i
PI,ˆI′ (i, j)
(2.8)
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donde
hI,ˆI′ =

h(0, 0) h(0, 1) . . . h(0, L− 1)
h(1, 0) h(1, 1) . . . h(1, L− 1)
. . . . . . . . . . . .
h(L− 1, 0) h(L− 1, 1) . . . h(L− 1, L− 1)
 (2.9)
siendo hI,ˆI′(i, j) el acumulado del par de niveles (i, j) formado tomando
el valor i de la imagen I y j de la imagen Iˆ′. El cálculo del histograma
conjunto como se detalla aquí recibe el nombre de método paramétrico
[104].
La MI mide la dependencia estadística de los niveles de intensidad de las
dos imágenes, no su similitud radiométrica, luego no se ve afectada por
la diferente naturaleza de las imágenes o las diferencias radiométricas
que éstas pudieran presentar. Esta medida se analiza detalladamente
en la sección 2.3.1.
Obsérvese en la expresión (2.7) que, cuando los valores de intensidad
de las dos imágenes son independientes (esto es, sin correlación), el
argumento de los logaritmos tiende a uno, alcanzando su valor mínimo
en cero. Para ilustrar cómo el histograma conjunto captura el concepto
de dependencia estadística, la figura 2.2 muestra los histogramas de dos
pares de imágenes sintéticas. Nótese que, cuando la imagen de entrada
está rotada, la dispersión del histograma es mayor (menor correlación)
que cuando ambas están perfectamente alineadas.
La elección de la medida idónea depende del tipo de aplicación, de los
requisitos computacionales y, fundamentalmente, de la modalidad y del tipo
de diferencias radiométricas que exhiban las imágenes. Entre todas las de-
finidas, las más utilizadas son la NCC y la MI, destacando la capacidad de
la segunda para trabajar con imágenes multimodales y diferencias radiomé-
tricas no lineales. Desde la perspectiva de la Teoría de Información, la MI
explota el concepto de entropía, el cual se describe a continuación junto con
otros aspectos relacionados con la estimación de la MI.
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Figura 2.2: Histograma conjunto de dos pares de imágenes sintéticas (cuadrados
de 4 tonos): (a) un par no alineado y (b) un par perfectamente alineado. Obsérvese
como el histograma conjunto (de 32 bins) presenta una menor dispersión (mayor
correlación) cuando las imágenes están alineadas.
2.3 Medidas basadas en la entropía
La entropía de una variable aleatoriaX, denotada comoH(X), es una medida
de la incertidumbre de X. Por ejemplo, dada un señal a la que se le supone
un comportamiento aleatorio, la entropía mide la cantidad de información
contenida en dicha señal (ver def. A.1). Matemáticamente se define como:
H (X) =
∑
x∈X
p (x) log
1
p (x)
(2.10)
donde p(x) es la distribución de probabilidad de X.
La figura 2.3 muestra una imagen I en escala de grises y su correspondiente
histograma de intensidades hI. Considérese el histograma hI normalizado
como una estimación de la probabilidad de ocurrencia de un determinado
2.3. MEDIDAS BASADAS EN LA ENTROPÍA 25
0 50 100 150 200 250
0
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
Imagen escala de grises Histograma de intensidades
Figura 2.3: Histograma de una imagen en escala de grises.
nivel de intensidad, esto es,
p(i) =
hI(i)
N
(2.11)
donde hI(i) denota la entrada i-ésima del histograma de intensidades de I y
N el número de píxeles de la imagen.
Se define la entropía de una imagen como:
H (I) =
∑
i∈I
hI (i) log
N
hI (i)
(2.12)
La entropía de una imagen proporciona información sobre la ocurrencia
de sus niveles de intensidad, de tal forma que la entropía es máxima si la
distribución de niveles de gris es uniforme y mínima si la imagen tiene un
sólo valor de intensidad.
Otra medida de incertidumbre, íntimamente relacionada con el concep-
to de entropía, es la entropía relativa (ver def. A.4). La entropía relativa o
distancia de Kullback-Leibler mide la “distancia” entre dos distribuciones de
probabilidad, esto es, dadas dos distribuciones cualesquiera de una variable
aleatoria, la entropía relativa mide el error de asumir una distribución cuan-
do la distribución verdadera es la otra. A pesar de que siempre es positiva
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(con distribuciones diferentes) o cero (con distribuciones iguales), no es una
distancia en el sentido más estricto de la palabra ya que no es simétrica ni
verifica la desigualdad del triángulo, circunstancias que dificultan su empleo
como medida de consistencia del registro [26].
2.3.1 Información mutua
La información mutua (MI) (ver def. A.5) mide la dependencia estadística
o redundancia de información de dos variables aleatorias. Se deriva a partir
de la entropía relativa pero, a diferencia de ésta, es simétrica y verifica la
desigualdad del triángulo. En 1997, Viola [104] y Maes [67] proponen, por
primera vez y casi simultáneamente, el empleo de la MI como medida de
consistencia del registro.
Tradicionalmente, el parecido o similitud entre dos imágenes se ha medido
con la SSD o su variante normalizada, la NCC que, cómo se ha comentado
anteriormente, admite diferencias lineales entre las paletas de las dos imá-
genes [23]. Cuando esta relación no se verifica para toda la paleta, la NCC
es incapaz de captar el parecido de éstas. La MI, sin embargo, no asume
una relación funcional (normalmente lineal) entre los niveles de intensidad
de las imágenes a comparar, sino su relación estadística. Es decir, no asume
que la naturaleza radiométrica de las imágenes sea la misma o muy similar,
por tanto, se puede utilizar con imágenes multimodales o monomodales con
perfiles radiométricos muy dispares.
Para ilustrar la ventaja de la MI frente a la NCC se presentan dos ex-
perimentos. En el primero, se alinean (mediante una rotación) los imágenes
sintéticas de la figura 2.2, midiendo la consistencia del registro con ambas
métricas. Como se observa en la figura 2.4(a), la MI proporciona un máxi-
mo en cero grados (esto es, cuando ambas imágenes encajan perfectamente),
a pesar de que las intensidades de las imágenes no coinciden; este tipo de
correlación pasa completamente desapercibida para la NCC.
Lo mismo ocurre con el ejemplo que se muestra en la figura 2.4(b). En este
caso, un trozo de una imagen de satélite QuickBird es desplazada sobre otra
mayor pero adquirida seis meses después (esto es, diferentes condiciones de
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iluminación y cambios en el contenido debidos al cambio estacional, cambios
temporales en la escena, etc.). Estos resultados ponen de relieve la robustez y
efectividad de la MI cuando se utiliza con pares de imágenes con diferencias
radiométricas no-funcionales.
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Figura 2.4: Experimentos que ilustran la idoneidad de la MI frente a la NCC
como medida de consistencia. (a) Un patrón sintético es rotado (desde −30◦ hasta
+30◦) sobre otro con la misma estructura (esto es, un cuadro de igual tamaño)
pero con distintos niveles de gris; y (b) un pequeño trozo de una imagen de satélite
QuickBird es desplazado sobre otra imagen de la misma escena adquirida en otra
fecha. Obsérvese como, a diferencia de la MI, la NCC falla en ambos experimentos,
esto es, no detecta un máximo global en (a) y proporciona un máximo global
erróneo en (b).
La MI se relaciona con la entropía mediante las siguientes expresiones
(ver sec. A.4 para un desarrollo completo):
MI
(
I, Iˆ′
)
= H (I) +H
(
Iˆ′
)
−H
(
I, Iˆ′
)
(2.13)
donde H (I) y H
(
Iˆ′
)
son las entropías de I y Iˆ′, respectivamente, y H
(
I, Iˆ′
)
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la entropía conjunta.
En la práctica son frecuentes los trabajos que utilizan derivaciones nor-
malizadas de la MI, por ejemplo en Maes [67] y Chen [23]. A continuación se
definen las dos más representativas:
• Información mutua normalizada [97]:
NMI
(
I, Iˆ′
)
=
H (I) +H
(
Iˆ′
)
H
(
I, Iˆ′
) (2.14)
• Coeficiente de correlación de entropía [13]:
ECC
(
I, Iˆ′
)
= 2−
2H
(
I, Iˆ′
)
H (I) +H
(
Iˆ′
) (2.15)
que toman valores en los intervalos cerrados [0, 2] y [0, 1], respectivamente.
Estas variantes normalizadas aportan ciertas ventajas respecto a sus co-
rrespondiente no normalizada. La más importante es que permite comparar
cómo de bien se ajustan dos regiones conjugadas de la imagen con respecto a
otras dos cuando el tamaño de ambos pares es diferente. Esta circunstancia
es clave en el procedimiento de registro propuesto en el capítulo 5.
El cálculo de la MI depende de forma crucial de la correcta estimación de
las funciones de distribución marginales y conjunta de los niveles de inten-
sidad de ambas imágenes, convirtiéndose éste en el principal escollo para la
utilización de esta medida. A continuación se analiza esta problemática, así
como diferentes procedimientos para la correcta estimación de las distribu-
ciones. También se analiza la influencia del procedimiento de interpolación
en la estimación de estas funciones.
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2.4 Estimación de la distribución de probabili-
dad
Una estimación imprecisa de las distribuciones de probabilidad introduce
errores en la MI que derivan en una medida errónea de la similitud (expre-
siones (2.7) y (2.13)). Existen diversos factores que influyen en la estimación
de estas distribuciones como, por ejemplo, la elección del número de inter-
valos del histograma conjunto (esto es, el número de bins) y el tamaño de
las imágenes (número de píxeles considerados). Estos elementos determinan
cómo de representativo es el histograma conjunto obtenido a partir de los
niveles de intensidad de las imágenes.
Así, por ejemplo, si se desea medir la similitud de una imagen de 32× 32
píxeles, de 256 niveles de gris, superpuesta sobre otra de mayor tamaño, el
histograma conjunto será una matriz de 256 × 256 donde se acumulan sólo
32 × 32 pares, lo que da lugar a un histograma poco representativo. En es-
tos casos, si se reduce el número de bins del histograma conjunto (expresión
2.8) utilizando, por ejemplo, 64 ó 32 en lugar de 256 (en el caso de imáge-
nes en escala de gris) se obtiene un histograma más representativo y, por
tanto, mejores estimaciones de las distribuciones de probabilidad. Con esta
actuación también se logra reducir el tiempo de computo (menos términos
en el sumatorio de la expresión (2.7)) y dotar de robustez al proceso frente
al ruido.
Reducir el número de intervalos del histograma en función del número
de muestras disponibles, como se propone arriba, no siempre garantiza una
estimación apropiada de las funciones de distribución. Existen métodos de
estimación no-paramétricos, más costosos computacionalmente, que tratan
de minimizar esta limitación infiriendo funciones de distribución a partir de
un conjunto limitado de muestras. Este es el caso de la ventana de Parzen
[104], que propone acumular un kernel gaussiano K, centrado en cada par
(i, j), en lugar de unidades discretas. Más concretamente, la ventana de Par-
zen consiste en una acumulación ponderada, función de σ, con aportación
máxima en la celda (i, j) y que decrece a medida que se aleja de ella, de
modo que, cuanto más pequeña sea la desviación más se asemejará a la dis-
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tribución obtenida con el método paramétrico. La estimación vendría dada
por la siguiente expresión:
p(i, j) ≈ p∗(i, j) = 1
N
∑
(a,b)∈S
K(i− a, j − b) (2.16)
donde S es el subconjunto de muestras utilizado.
Naturalmente, este procedimiento asume que el subconjunto de muestras
utilizado en la estimación es representativo de la distribución real, en cu-
yo caso, se obtiene una mejor estimación de ésta. La figura 2.5(a) ilustra
gráficamente este procedimiento mediante la estimación de una distribución
Gaussiana a partir de un conjunto reducido de muestras.
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Figura 2.5: Estimación de una distribución de probabilidad mediante la ventana
de Parzen. (a) Estimación de una Gaussiana a partir de un conjunto reducido de
muestras (ejemplo extraído de [104]). (b) Histograma normalizado de niveles de
gris (expresión (2.11)). (c) Estimación obtenida con la ventana de Parzen.
Las figuras 2.5(b,c) muestran las distribuciones de probabilidad de una
imagen en escala de gris estimadas acumulando directamente los niveles de
gris (histograma normalizado) y mediante la ventana de Parzen, respectiva-
mente. Obsérvese cómo la estimación obtenida con la ventana de Parzen es
mucho menos ruidosa que la obtenida a partir del histograma.
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2.4.1 Evaluación experimental
Independientemente del método utilizado, paramétrico o la ventana de Par-
zen, la estimación de la función de distribución depende, entre otros, del
número de bins y del tamaño de la imagen y, en el caso de la ventana de
Parzen, de la desviación típica del kernel gaussiano. En esta sección se anali-
za la influencia de estos parámetros en las estimaciones proporcionadas por
ambos procedimientos.
Para realizar este análisis se han efectuado diversas pruebas consistentes,
básicamente, en desplazar horizontalmente y píxel a píxel (∆x = 1), trozos
de imágenes de satélite IRS-1D (L = 256) sobre otra imagen de la misma
zona y de mayor tamaño (imagen de referencia), calculando el ECC en cada
posición. Recuérdese que, de acuerdo con la expresión (2.15), para calcular
el ECC se requieren las distribuciones de probabilidad conjunta y marginales
de los niveles de intensidad de ambas imágenes (expresión (2.8)).
Los resultados de estas pruebas se recogen en las figuras 2.6 y 2.7. Del
análisis de estas gráficas se extraen diversas conclusiones, algunas de ellas
vienen a corroborar algunos aspectos comentados anteriormente:
1. El método paramétrico no produce distribuciones de probabilidad re-
presentativas cuando el tamaño de la imagen, en comparación con la
dimensión del histograma, no es importante (fig. 2.6 abajo). Cuando
el número de muestras utilizado en la estimación es grande (fig. 2.6
arriba), las curvas muestran un pico único y distintivo, independiente-
mente del número de bins considerado. Obsérvese, también, como una
reducción del número de intervalos del histograma (32 en lugar de 64,
128 ó 256) produce mejores resultados (fig. 2.6 abajo).
2. La ventana de Parzen produce mejores estimaciones de las distribucio-
nes de probabilidad incluso cuando el número de muestras, en relación
con el tamaño del histograma, es pequeño (fig. 2.7(a) abajo), mostrando
un mejor comportamiento que el método de estimación tradicional en
idénticas condiciones (fig. 2.7(a) arriba). Obsérvese en la figura 2.7(b)
cómo, lógicamente, cuando σ decrece la respuesta de la ventana de
Parzen se asemeja a la obtenida con el método paramétrico.
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Figura 2.6: Valores de ECC obtenidos al desplazar imágenes cuadradas de 128, 64
y 32 píxeles de lado sobre la imagen de referencia. La estimación de las funciones
de distribución se ha realizado con el método paramétrico modificando el número
de bins y el tamaño de la ventana.
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Como ilustración, obsérvese la figura 2.8 donde se muestra el aspecto de
las distribuciones de probabilidad obtenidas con el método paramétrico y
la ventana de Parzen en la posición denotada como “máximo global” en la
imagen de la figura 2.7, y que representa el posición óptima de la imagen de
entrada sobre la de referencia.
b)
Distribución de probabilidad conjunta
a)
Figura 2.8: Función densidad de probabilidad conjunta. (a) Estimación obtenida
con el método paramétrico. (b) Estimación obtenida con la ventana de Parzen.
2.4.2 La función de interpolación
Una vez estimados los parámetros de la función de transformación se ha de
proceder a transferir los niveles de intensidad de la imagen de entrada a la
imagen transformada. Típicamente, el resultado de transformar una coorde-
nada discreta es un valor real, esto es, el valor que hay que transferir no se
corresponde con un píxel concreto de la imagen de entrada sino con una po-
sición cercana. Para determinar el nivel de intensidad a transferir se emplean
funciones de interpolación.
Las funciones de interpolación generan los niveles de gris a partir del
conjunto de píxeles que rodean la coordenada transformada, de tal forma, que
se generan distribuciones diferentes dependiendo del conjunto de píxeles que
se consideran en este cálculo. Este aspecto es crítico en los procedimientos de
registro basados en intensidad, ya que una estimación no válida de la función
de distribución puede impedir que el proceso de optimización converja.
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Figura 2.9: Valores de ECC obtenidos al desplazar cada 0.5 píxeles una imagen
cuadrada de 128 píxeles de lado sobre la imagen de referencia. La interpolación
de los niveles de gris se ha realizado con diferentes funciones: (a) “el vecino más
próximo” (NN), (b) bilineal (B), (c) volumen parcial (PV) y (d) interpolación
parcial (PI).
Las gráficas 2.9(a-b) recogen los valores de ECC obtenidos al repetir el
experimento de la figura 2.6, pero en esta ocasión, en lugar de píxel a píxel, la
imagen (de 128 de lado) se desplaza cada 0,5 píxeles (∆x = 0,5) lo que obliga
a interpolar. Como se observa en la figura, las curvas correspondientes a las
funciones de interpolación clásicas, el “vecino más próximo” (NN) y bilineal
(BI), aunque muestran un pico claro y distintivo, exhiben comportamientos
bastantes ruidosos.
Supóngase, por ejemplo, un procedimiento de registro basado en intensi-
dad dirigido por el ECC y que utiliza NN o BI para interpolar los niveles de
intensidad de la imagen registrada. El método de optimización actúa sobre los
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parámetros de la transformación en función de los valores proporcionados por
la medida de consistencia. Si los valores proporcionados por el ECC presenta
un comportamiento ruidoso, como el ilustrado en la figura, la optimización
podría no converger a los parámetros óptimos.
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Figura 2.10: Funciones de interpolación: (a) “vecino más próximo” (b) bilineal,
(c) volumen parcial y (c) interpolación parcial.
Esta problemática se analiza en profundidad en [67], el cual propone dos
nuevos procedimientos de interpolación ideados específicamente para mini-
mizar estos inconvenientes, estos son: el volumen3 parcial (PV) y la inter-
polación parcial (PI) (ver fig. 2.10). A diferencia del enfoque tradicional,
donde las funciones de interpolación son utilizadas para determinar el nivel
de intensidad de cada píxel de la imagen registrada, el autor propone un
procedimiento análogo para obtener histogramas conjuntos más representa-
tivos. En el caso del PV (fig. 2.10(c)) se procede del siguiente modo: una
vez determinada la posición del píxel transformado, se toman los vecinos ni
más cercanos, con i = 1, . . . , 4; se determinan los coeficientes de pondera-
ción ωi, para, a continuación, acumularlos en las posiciones h(I(x), I′(ni)) del
3Ambos métodos se propusieron para el registro de volúmenes MR (imágenes 3D), de
ahí el nombre de volumen. En este trabajo se analiza la variante 2D de ésta función.
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histograma conjunto. El procedimiento a seguir con el PI es muy similar al
descrito anteriormente. Las gráficas 2.9(c-d) muestran las curvas obtenidas
en el experimento anterior utilizando PV y PI. Obsérvese como, con estas
funciones, las curvas muestran un comportamiento mucho menos ruidoso.
2.5 Conclusiones
Las medidas de consistencia del registro cuantifican la precisión con la que
la imagen registrada se ajusta a la de referencia. En este capítulo se revisan
diferentes tipos de medidas utilizadas para este propósito, algunas de ellas
miden el error de ajuste de un conjunto de puntos de control localizados en
las imágenes (basadas en puntos), otras por el contrario, miden el parecido
radiométrico de ambas imágenes comparando píxel a píxel su contenido (ba-
sadas en intensidad). En este último grupo cabría destacar por su robustez
la MI y sus distintas variantes normalizadas (NMI y ECC). Estas medidas
se basan en el concepto de entropía y se caracterizan por medir eficazmente
la similitud de imágenes de la misma escena que presentan diferencias radio-
métricas que no obedecen a una función (diferencias no-funcionales) o han
sido captadas con diferentes sensores (análisis multimodal).
La MI se calcula a partir de las funciones de distribución de probabilidad
conjunta y marginales de ambas imágenes, por tanto, su eficacia es muy
sensible a la correcta estimación de éstas. La estimación de las distribuciones
se realiza a partir de un histograma conjunto que se obtiene a partir de los
niveles de intensidad de ambas imágenes. De lo representativo que sea este
histograma dependerá lo fidedignas que éstas sean y, por tanto, la eficacia
de la MI. En este proceso intervienen diferentes parámetros dependiendo
del procedimiento utilizado: el tamaño de la muestra (es decir, el tamaño
de las imágenes) y el número de acumuladores o bins utilizados (estimación
paramétrica), la desviación típica (en el caso de la ventana de Parzen) y
también, de la función utilizada para interpolar los niveles de intensidad de
la imagen registrada.
Este capítulo aporta también una evaluación experimental en la que se
analiza la influencia de los parámetros enumerados arriba en la estimación
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de las funciones de distribución de probabilidad empleadas en el cálculo de
la MI. Para ello se realizan diferentes pruebas experimentales consistentes
en registrar diversos pares de imágenes utilizando como medida de consis-
tencia el ECC. De estas pruebas experimentales se pueden extraer diversas
conclusiones: el método paramétrico, consistente en acumular directamen-
te los “pares” niveles de intensidad, es eficaz sólo si el número de muestras
es suficientemente importante. Cuando el número de muestras decrece pro-
duce estimaciones poco precisas, circunstancia que se puede compensar con
la reducción del número de acumuladores; la ventana de Parzen ofrece esti-
maciones mucho menos ruidosas que el método anterior, incluso cuando el
número de muestras es pequeño, aunque para ello requiera un mayor coste
computacional; y finalmente, respecto a los métodos de interpolación evalua-
dos (NN, BI, PV y PI), los resultados de los tests muestran que los métodos
PV y PI ofrecen estimaciones más precisas que los métodos tradicionales.
Capítulo 3
Registro basado en puntos
Las diferencias geométricas que presentan un par de imágenes de la misma
escena (denominadas conjugadas) dependen, fundamentalmente, de la geo-
metría de la ésta (normalmente, no-plana) y de las posiciones desde las que
éstas son adquiridas. Así, por ejemplo, si las imágenes son capturadas desde
prácticamente la misma posición o después de un movimiento de rotación
puro [72], las diferencias no son relevantes y su registro se puede efectuar
mediante transformaciones simples (rígidas). Por el contrario, si la cámara se
aleja de la posición inicial, las diferencias se acentúan y, salvo que la escena
sea plana, las funciones rígidas ya no ofrecen resultados aceptables, debiéndo-
se emplear funciones más complejas (no-rígidas o elásticas) que dificultan el
proceso de registro. Este capítulo revisa las funciones de transformación más
representativas, prestando especial interés a las transformaciones no-rígidas.
Una vez determinada la transformación idónea para abordar el registro
se procede a estimar los parámetros de ésta, para lo cual se pueden emplear
correspondencias identificadas en ellas (registro basado en puntos) o a la to-
talidad de sus píxeles (registro basado en intensidad). Este capítulo se centra
en el primer enfoque, contribuyendo con evaluación experimental en la que
se analiza la precisión de tres técnicas no-rígidas ampliamente utilizadas: po-
linomial, lineal por trozos y de base radial. Para evaluar su comportamiento
se utilizan imágenes de satélite de alta-resolución de una región con una oro-
grafía del terreno variada, adquiridas desde diferentes puntos de observación.
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Otro de los aspectos analizados en esta comparativa es la influencia en la
precisión del registro del número y distribución de las correspondencias uti-
lizadas en la estimación, para lo cual se realizan experimentos con conjuntos
de diversos tamaños.
Antes de proceder a describir distintos tipos de funciones de transfor-
mación y mostrar los resultados de la evaluación experimental se detallan
brevemente las etapas que conforman el registro basado en puntos:
1. se identifica un conjunto de correspondencias o puntos de control (CP)
en ambas imágenes. Los CPs, en número y distribución, deben ser re-
presentativos de las distorsiones relativas que éstas presentan;
2. se estiman los parámetros de la función de trasformación a partir del
conjunto de correspondencias seleccionadas. La transformación ha de
proporcionar los grados de libertad suficientes para modelar las distor-
siones relativas; finalmente,
3. la imagen de entrada se transforma geométricamente utilizando la trans-
formación estimada, utilizando para el “trasvase” de sus niveles de in-
tensidad alguna función de interpolación (ver sec. 1.3.4).
3.1 Transformaciones rígidas
Las transformaciones rígidas, también denominadas homografías, definen la
relación espacial entre proyecciones 2D de una mismo plano 3D, es decir,
transformaciones entre planos. Las transformaciones rígidas preservan las rec-
tas (de hay su nombre), esto es, las rectas en la imagen de entrada continúan
siéndolo una vez que ésta es registrada. Sin embargo, pueden no asegurar la
invarianza de otras propiedades tales como el paralelismo, la proporción de
ángulos, la proporción de segmentos, etc. A continuación se detalla la familia
de transformaciones rígidas, así como también, sus respectivas propiedades
invariantes (ver fig. 3.1).
Dadas dos imágenes I e I′ del mismo tamaño y un conjunto de n correspon-
dencias {(xi, x′i) , i = 1, . . . , n} identificadas en ellas, se definen la siguientes
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d)
a)
b)
c)
InvarianzasTransformaciónImagen
Concurrencia, colinealidad, orden 
de contacto.
Paralelismo, ratio de áreas, ratio 
de longitudes de líneas colineales
o paralelas, combinaciones 
lineales de vectores.
Longitud, área, ángulos, ratio de 
longitudes.
Longitud, área y ángulos.
Figura 3.1: Familia de transformaciones rígidas: (a) proyectiva, (b) afín, (c) simi-
laridad y (d) Euclídea (isometría).
funciones de transformación:
Similaridad: Transformación con 4 grados de libertad dada por la expre-
sión:
x = s x′ cos θ − s y′ sin θ + tx
y = s x′ sin θ + s y′ cos θ + ty
(3.1)
donde s es un factor de escala; θ una rotación y t = (tx, ty)
> un vector
de traslación, respectivamente.
La similaridad requiere de al menos 2 correspondencias para su esti-
mación y se caracteriza por preservar la longitud, el área, el ángulos y
el ratio de longitudes (ver fig. 3.1(c)). Para el caso particular en que
s = 1, la similaridad se denomina transformación Euclídea o isometría
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(ver fig. 3.1(d)).
Afín: La transformación afín viene dada por la expresión:
x = x′a1 + y′a2 + a3
y = x′b1 + y′b2 + b3
(3.2)
donde los términos de la forma ai y bi, i = 1, 2, 3, son los coeficientes
de la transformación en x e y, respectivamente.
Esta es una transformación con 6 grados de libertad que se caracteriza
por preservar el paralelismo, el ratio de áreas, el ratio de longitudes
de líneas colineales o paralelas y las combinaciones lineales de vectores
(por ejemplo, centroides). Se requieren al menos 3 correspondencias no
colineales para su estimación (ver fig. 3.1(b)).
Las funciones afines se utilizan en el registro lineal por trozos para
transformar las diferentes regiones triangulares en las que se dividen las
imágenes conjugadas. El lector encontrará información más detallada
sobre estas transformaciones en las secciones 3.2 y 4.2.
Proyectiva: Transformación con 8 grados de libertad dada por la expresión:
x =
x′a1 + y′a2 + a3
1 + x′c1 + y′c2
y =
x′b1 + y′b2 + b3
1 + x′c1 + y′c2
(3.3)
donde los términos de la forma ai, bi, i = 1, 2, 3 y cj, j = 1, 2 son
los coeficientes de la transformación en x e y, y el vector de distorsión
perspectiva, respectivamente.
La transformación proyectiva preserva la concurrencia, la colinealidad,
el orden de contacto, etc., pero a diferencia de las transformaciones
anteriores, no preserva el paralelismo. Para su estimación se necesitan
como mínimo 4 correspondencias no colineales (ver fig. 3.1(a)).
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Normalmente, el número de correspondencias identificadas en ambas imá-
genes es superior al mínimo requerido por cada transformación. Esta circuns-
tancia es explotada por diferentes procedimientos de estimación para minimi-
zar el error de ajuste, como por ejemplo el ajuste de mínimo error cuadrático
(RMSE) o los estimadores robustos LMedS, RANSAC o MAPSAC, que se
describen en el apéndice B.
Por otro lado, obsérvese como cada transformación extiende a la anterior,
es decir, la similaridad extiende la Euclídea (similaridad = euclídea + cambio
de escala), la afinidad extiende la similaridad, y así sucesivamente. El lector
puede dirigirse al libro de Hartley y Zisserman [47] para un estudio completo
de este tipo de transformaciones y sus invarianzas geométricas.
3.2 Transformaciones no-rígidas
Salvo en casos muy concretos, tales como imágenes de escenas planas o imá-
genes de escenas no-planas tomadas desde la misma posición o después de
un movimiento de rotación puro, las transformaciones rígidas rara vez son
capaces de modelar las distorsiones, típicamente no lineales, que presentan
un par de imágenes conjugadas. Son en estas situaciones donde las transfor-
maciones no-rígidas o elásticas son requeridas. A continuación se detallan las
transformaciones elásticas más representativas:
Polinomial: Las transformaciones polinomiales se utilizan típicamente con
imágenes que presentan diferencias geométricas que afectan a toda la
imagen por igual (alcance global) (ver fig. 3.2). Este sería el caso en
el que la imagen de referencia y la de entrada son adquiridas desde la
misma posición o la escena es prácticamente plana. Este tipo se trans-
formaciones se emplean con frecuencia en el campo de la teledetección
para el registro de imágenes que son adquiridas desde una órbita fija y
sin cabeceo del satélite [30, 37, 80]. Las funciones polinomiales tienen
N = (m+ 1) (m+ 2) (3.4)
grados de libertad, siendo m el grado de las funciones polinomiales.
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Requieren, por tanto, de N/2 correspondencias como mínimo para su
estimación. Lógicamente, funciones polinomiales con grados elevados
(esto es, más grados de libertad) modelan diferencias geométricas más
severas y viceversa.
Matemáticamente, una transformación polinomial se escribe como:
x =
m∑
i=0
i∑
j=0
aij(x
′)i−j(y′)j
y =
m∑
i=0
i∑
j=0
bij(x
′)i−j(y′)j
(3.5)
donde aij, bij son los coeficientes de los polinomios en x e y, respecti-
vamente.
Este tipo de transformaciones no ofrecen resultados aceptables con imá-
genes que presentan diferencias locales, o sea, que no afectan a toda la
imagen por igual, lo que limita significativamente su campo de apli-
cación. Este hecho queda patente en los resultados de la evaluación
experimental que se presenta en la sección 3.3.
Imagen original
Algunas deformaciones polinomiales
Figura 3.2: Transformaciones polinomiales. Algunos ejemplos.
Lineal por trozos: Las funciones lineales por trozos abordan el registro
dividiendo las imágenes en regiones triangulares conjugadas (por ejem-
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a)
'jt
'it
ˆ 'jtˆ 'it
Líneas “quebradas”
Imagen de entrada Imagen registrada
Dominio de la función lineal por trozos
Imagen
Envolvente
convexa de 
los CPs
b)
Figura 3.3: Registro lineal por trozos. (a) Efecto de líneas “quebradas” en las
transiciones de los triángulos. (b) Dominio de la función lineal por trozos. Esta
función sólo está definida dentro de la envolvente convexa del conjunto de puntos
identificados en la imagen.
plo, mediante el método de triangulación de Delaunay [93]) que son
registradas individualmente mediante transformaciones lineales [6, 39].
Aunque este enfoque garantiza la continuidad en triángulos adyacentes,
no produce transiciones suaves entre ellos, lo que puede causar efectos
no deseados en la imagen transformada, tales como el “quebramiento”
de las líneas, esto es, las rectas pueden no preservarse en las transiciones
(ver fig. 3.3(a)). Matemáticamente se define como:
x = fx (x
′, y′) =

a11 + a12x
′ + a13y′ si (x′, y′) ∈ t1
...
an1 + an2x
′ + an3y′ si (x′, y′) ∈ tn
y = fy (x
′, y′) =

b11 + b12x
′ + b13y′ si (x′, y′) ∈ t1
...
bn1 + bn2x
′ + bn3y′ if (x′, y′) ∈ tn
(3.6)
donde ti es un elemento triangular construido sobre tres corresponden-
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cias; aij y bij, con j = 1, 2, 3, son los coeficientes de las transformación
linear correspondiente a ti; y n es el número de elementos que configu-
ran la malla triangular.
Nótese que las funciones lineales por trozos sólo están definidas dentro
de la envolvente convexa del conjunto de correspondencias (ver fig.
3.3(b)). Aunque es posible extrapolar fuera de esta región, en la práctica
no es aconsejable ya que pueden introducir errores que distorsionan la
imagen registrada. En el capítulo 4 se analizan en profundidad este tipo
de transformaciones.
Base radial: Las transformaciones de base radial son métodos de interpola-
ción de datos dispersos donde la transformación geométrica viene dada
por la combinación lineal de funciones de base radial simétricas centra-
das en un punto de control (CP) particular [19, 41, 45].
Las funciones de base radial proporcionan deformaciones suaves con
un comportamiento fácilmente controlable. En 2D, una función de ba-
se radial consta típicamente de una componente global (habitualmente,
una transformación afín) que corrige posibles traslaciones, rotaciones,
cambios de escala, etc. (primer término de la expresión (3.7)) y una
componente local capaz de modelar distorsiones no lineales. Matemá-
ticamente:
xi =
m∑
j=0
j∑
k=0
ajk (x
′
i)
j−k
(y′i)
k
+
n∑
j=1
Ajg (rj)
yi =
m∑
j=0
j∑
k=0
bjk (x
′
i)
j−k
(y′i)
k
+
n∑
j=1
Bjg (rj)
(3.7)
donde
rj =
∥∥(x′i, y′i)− (x′j, y′j)∥∥ (3.8)
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y g es una función de base radial, habitualmente:
Thin−plate−spline g(rj) = r2j log r2j
Multi−quadric g(rj) =
(
r2j + δ
)±µ
, δ > 0, µ 6= 0
Gaussiana g(rj) = e
(−r2j /σ), δ > 0
Shifted−LOG g(rj) = log
(
r2j + δ
) 3
2 , δ ≥ 0
Cubic−spline g(rj) = ‖rj‖3
La función base determina la influencia de cada CP sobre cada píxel
de la imagen registrada (segundo término de la expresión (3.7)), esto
es, el alcance de cada CP. Algunas funciones base tienen una influencia
más global (por ejemplo, thin-plate-spline) mientras otras tiene una
influencia mucho más local (por ejemplo, Gaussiana).
El lector puede dirigirse a los trabajos de Goshtasby [42, 51] para un
estudio completo de este tipo de transformaciones en términos de precisión
y complejidad computacional.
3.3 Comparativa experimental
En la práctica, debido una amplia variedad de factores como el tamaño y re-
solución espacial de las imágenes, la geometría de la escena, las posiciones de
adquisición, etc., una transformación que ofrece buenos resultados con ciertas
imágenes puede no producir resultados aceptables con otras, requiriéndose
técnicas capaces de corregir distorsiones más complejas (típicamente, no li-
neales). Por ejemplo, en el campo de la teledetección, las funciones globales
polinomiales muestran habitualmente un buen comportamiento con imágenes
de baja- y media-resolución (por ejemplo, Landsat, IRS, Spot, etc.) adquiri-
das en el nadir, pero pueden no ser suficientemente efectivas para registrar
imágenes de alta-resolución (por ejemplo, QuickBird, Ikonos o OrbView) ya
48 3. REGISTRO BASADO EN PUNTOS
que son capturadas desde posiciones muy dispares1, lo que da lugar a imáge-
nes con diferencias geométricas muy importantes. (ver fig. 3.4).
Observación fuera del nadir
Figura 3.4: Imágenes QuickBird de la misma escena adquiridas desde distintos
ángulos de observación. Obsérvese las diferencias geométricas (y radiométricas)
entre ambas imágenes.
En la literatura se han propuesto numerosos métodos elásticos que abor-
dan el registro de imágenes afectadas de importantes diferencias geométricas,
incluyendo: funciones lineales [39] o cúbicas [40] por trozos, funciones multi-
quadric [29], funciones thin-plate-spline [19], funciones B-spline [59], etc. La
gran mayoría de estos métodos estiman sus coeficientes a partir de un conjun-
to de puntos de control identificados en ambas imágenes, ya que, en términos
generales, son menos costosas computacionalmente que los procedimientos
basados en intensidad, que se formulan como procesos iterativos de optimi-
zación. Esta tesis contribuye con una evaluación experimental de tres de estos
métodos y lo hace respecto a las siguientes cuestiones fundamentales:
a) cómo modelan las diferencias relativas no-lineales inducidas por la ob-
servación de una escena no-plana desde distintos ángulos y
b) cómo influye en la precisión del registro el número y distribución de los
CPs utilizados en la estimación.
Está claro que, si un método de registro simple (por ejemplo, funciones globa-
les polinomiales) logra la exactitud requerida para una aplicación particular,
1Para ofrecer periodos de re-visita más cortos, estos satélites puede observar la escena
desde órbitas y ángulos muy dispares (observación fuera del nadir).
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no es necesario perder tiempo seleccionando los CPs extras requeridos por
una técnica mucho más potente. El objetivo de esta evaluación es, por tanto,
discernir en que circunstancias se aconseja una u otra de las transformaciones
analizadas y el número de correspondencias idóneo para obtener resultados
aceptables.
Las funciones de transformación evaluadas en esta sección son las siguien-
tes:
• una técnica global basada en funciones polinomiales (de diversos órde-
nes) (expresión (3.5)),
• un método local basado en funciones lineales por trozos (expresión
(3.6)), y
• una técnica híbrida basada en la combinación de una afinidad global y
funciones thin-plate-spline locales (expresión (3.7)).
En esta evaluación experimental se emplean imágenes de alta-resolución
del satélite QuickBird (0.6 meters/píxel) de una región con una orografía
variada y adquiridas desde distintos ángulos de observación, lo que da lugar
a importantes distorsiones, especialmente, en las regiones montañosas. Para
cuantificar la precisión de cada método se utilizan dos medidas de consisten-
cia: el error cuadrático medio (RMSE) (expresión (2.1)) y el error circular
con 90% de confianza (CE90) (expresión (2.2)).
3.3.1 Conjuntos de datos
En esta sección se describe brevemente las imágenes de prueba, así como los
conjuntos de correspondencias utilizados en esta comparativa.
Imágenes de prueba
Se han considerado tres imágenes pancromáticas (etiquetadas como i1, i2 e
i3) de la ciudad del Rincón de la Victoria (Málaga) adquiridas en diferentes
fechas y desde diferentes puntos de vista. La figura 3.5(a) muestra dos de
estas imágenes de prueba, en las que aparece marcadas las regiones de interés:
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terreno casi plano (área urbana) y accidentado (área montañosa). Para definir
dichas regiones se han utilizado las curvas de nivel mostradas en la figura
3.5(b). La gráfica mostrada en la parte superior de la figura 3.5(a) muestra
el perfil del terreno2 a lo largo de la flecha de la imagen de la derecha (desde
la montaña hasta la costa) donde los niveles de altitud van desde los 300 m.
hasta los 0 m.
Los pares de imágenes considerados para el registro son <i1-i2>, <i1-
i3> y <i2-i3>. Estos pares presentan ángulos de observación relativos muy
dispares que, en combinación con el relieve del terreno (el mismo para todas
ellas), dan lugar a distorsiones geométricas como las observadas en la figura
3.4.
Conjuntos de puntos de control
Para cada par de imágenes se extraen, de manera automática mediante el
procedimiento descrito en la sección 4.5.1, dos conjuntos diferentes de co-
rrespondencias: puntos de control (CP) para estimar los coeficientes de la
función de transformación, y puntos independientes de control (ICP) para
evaluar la precisión del registro. Para garantizar su distribución uniforme
sobre las imágenes, se selecciona un punto por cada celda de una retícula
rectangular dispuesta sobre las imágenes (ver fig. 3.6). Actuando sobre el
tamaño de la celda se obtienen diferentes densidades, en particular, se han
definido los siguientes: 50 píxeles de ancho para los conjuntos de ICPs y 100,
200 y 400 píxeles para los conjuntos de CPs, que para el caso concreto de las
imágenes utilizadas, de 0.6 m./píxel de resolución, se corresponden con 30,
60, 120 y 240 m., respectivamente.
De esta manera se dispone de 900, 225 y 64 CPs y un conjunto de 3600
ICPs por cada par de imágenes. Aparte de estos conjuntos de datos, que
nos permiten estudiar la precisión de los métodos en regiones en la que se
combinan zonas planas con otras con una geometría más compleja (geometría
mixta), se consideran las regiones de interés marcadas en la figura 3.5(a),
2La información de elevación ha sido obtenida de un DEM con una resolución espacial
de 20 × 20 m. proporcionado por la “Consejería de Medio Ambiente” de la “Junta de
Andalucía”. Este es el DEM más preciso de la zona disponible actualmente.
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Figura 3.5: Imágenes de prueba utilizadas en el estudio comparativo. (a) Dos
imágenes de la ciudad del Rincón de la Victoria (Málaga). Estas imágenes cubren
aproximadamente un área de 4 km2 e incluyen zonas con distintos perfiles de terreno
(ver el perfil del terreno a lo largo de la flecha). (b) Información de elevación
utilizada para definir apropiadamente las regiones de interés: áreas casi planas y
de relieve accidentado.
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50 / 100 / 200 / 400  píxeles      30 / 60 / 120 / 240  m.?
Punto de control
o
Punto independiente 
de control ?
?
Figura 3.6: Procedimiento utilizado para distribuir uniformemente los CPs e ICPs
sobre las imágenes. Concretamente, las imágenes se dividen de acuerdo a una rejilla
rectangular de tamaño conocido y se elige un punto por cada celda. El tamaño de
las celdas utilizados en este trabajo son 50 píxeles para el conjunto de ICPs y 100,
200 y 400 píxeles para los conjuntos de CPs.
obteniendo dos subconjuntos: uno para la zona urbana (casi plana) y otro
para la zona montañosa (mucho más accidentada).
Aunque el procedimiento automático de identificación de los pares de
CPs e ICPs (ver sec. 4.5.1), garantiza precisión y un número importante de
puntos consistentemente emparejados, no garantiza que éstos estén situados
adecuadamente para capturar las diferencias relativas de ambas imágenes
(en el caso de los CPs) o la consistencia del registro (en el caso de los ICPs).
Por ejemplo, un ICP perfectamente emparejado, pero situado en el techo
de un edificio de 10 plantas, no es apropiado para medir cómo de bien se
ha registrado el suelo o una urbanización de viviendas unifamiliares de la
misma zona. Este problema queda patente en alguno de los experimentos de
la siguiente sección.
3.3.2 Experimentos y resultados
En esta sección se analiza el rendimiento de las funciones polinomiales (des-
de 2o grado hasta 6o), lineales por trozos y thin-plate-spline para diferentes
conjuntos de CPs, ángulos de observación y geometrías de la escena. Puesto
que la influencia de cualquiera de estos parámetros en la precisión del re-
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gistro depende de los valores fijados para el resto, un análisis exhaustivo de
ellos requeriría pruebas sobre todas las posibles combinaciones. Aunque se
han analizado todas las combinaciones posibles para los datos disponibles
(imágenes y CPs), sólo se incluyen las comparativas correspondientes a las
más representativas.
Respecto a la estimación de los parámetros de las funciones, se ha em-
pleado un software desarrollado en C++ que utiliza las primitivas de The
OpenCV Library3 para ganar en eficiencia. Resaltar también los siguientes
puntos:
• Se ha verificado experimentalmente que los polinomios de grado su-
perior al 4o apenas mejoran la precisión, aunque requieren una mayor
número de CPs para ser estimados. Consecuentemente, sólo se muestran
los resultados correspondientes al 4o grado, que requiere un mínimo de
15 CPs.
• Como se detalla en la literatura [66], cuando el número de CPs es
alto (por ejemplo, más de 1000) el sistema de ecuaciones que se ha
de resolver para estimar los coeficientes las funciones thin-plate-splines
está mal condicionado. Para solventar este problema se ha utilizado el
método iterativo propuesto en Beatson et al. [18].
La figura 3.7(a) muestra la influencia del número de CPs en la precisión
de cada método. En estas gráficas se fijan el ángulo de observación (28.7o,
correspondiente al par <i1-i2>) y la geometría de la escena (geometría mix-
ta). A la vista de estos resultados se puede concluir que: los métodos locales
(PWL y TPS) aprovechan el número de CPs, logrando resultados muy pre-
cisos para el conjunto más denso (sobre 1.75 m. RMSE); mientras que, por
el contrario, las funciones globales (POL4) no mejoran su rendimiento con
conjuntos más numerosos: empleando más de 15 CPs sólo se gana robus-
tez en la estimación. Nótese también que, cuando el número de CPs decrece
3La librería open source de visión artificial es una colección de algoritmos y código
de ejemplo para abordar varios problemas típicos en visión por computador. La librería
OpenCV es compatible con Intel R© Image processing Library (IPL) y utiliza las Intel R©
Integrated Performance Primitives (IPP) para un mejor rendimiento. Visitar [100] para
más información.
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Figura 3.7: Valores RMSE y CE90 para las técnicas elásticas analizadas en esta
comparativa atendiendo a: (a) número de CPs, (b) ángulo de observación (par de
imágenes) y (c) geometría de la escena, respectivamente. Sobre cada gráfica se
indica los valores fijados para los otros parámetros.
(conjuntos de CPs dispersos) las transformaciones locales exhiben un com-
portamiento global (esto es, una influencia local débil) y no pueden adaptarse
adecuadamente a las diferencias locales entre ambas imágenes.
La figura 3.7(b) muestra la influencia del ángulo de observación para una
geometría mixta y conjuntos de 225 CPs (tomados con celdas de 120 m. de
ancho). En esta comparativa se observa que todos los métodos son sensibles
a ángulo de observación, aunque esta influencia es mayor para el método
global (POL4). Aunque los resultados no se incluyen aquí, para un conjunto
de CPs más denso, POL4 ofrece unos resultados similares (no se aprecia
mejora alguna con respecto a los ofrecidos en la figura 3.7(b)), mientras que
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los métodos locales proporcionan resultados más precisos, especialmente para
el par <i1-i2>, que exhibe las diferencias más importantes en sus ángulos.
Finalmente, en la figura 3.7(c) se muestran los resultados obtenidos de-
pendiendo de la complejidad de la geometría de la escena. En este gráfica
se puede subrayar lo siguiente: los métodos locales trabajan de forma simi-
lar para todas las regiones (plana, accidentada y mixta), mientras que la
función polinomial ofrece peores resultados con una geometría mixta. Este
comportamiento tiene sentido, ya que este tipo de transformaciones no se
puede ajustar adecuadamente y al mismo tiempo, a modelos de deformación
diferentes. La figura 3.8 (que también contiene a la figura 3.7(c)) ilustra los
efectos de observar una escena con una geometría no-plana desde puntos de
observación muy dispares (las diferencias de los ángulos en los pares <i1-i3>
y <i2-i3> son muy similares). Obsérvese que los errores de registro obtenidos
para la zona casi plana son ligeramente mayores que para la zona accidenta-
da. Este resultado se atribuye a la existencia, como se comentó en la sección
3.3.1, de un importante número de ICPs identificados en la parte de superior
de los edificios.
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Figura 3.8: Valores RMSE para las técnicas analizadas agrupados por ángulo de
observación y geometría de la escena.
Como se detalla en la sección 3.2, las funciones lineales por trozos pue-
den causar en la imagen registrada un efecto de “líneas quebradas” en las
transiciones de los triángulos, que se manifiesta en los elementos rectos de
la escena tales como carreteras, edificios, etc. Se ha comprobado visualmente
que este problema sólo es significativo cuando la geometría de la escena varía
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sustancialmente (esto es, en el área montañosa) y se utiliza la red triangular
generada a partir del conjunto de CPs menos denso (sólo 64 CPs para la ima-
gen completa). En estos casos, para evitar estos efectos indeseados, deberían
considerarse otros métodos de registro tales como: registro cúbico por trozos
[40] o thin-plate-spline [19].
Resumiendo, de estos resultados se puede extraer las siguientes conclu-
siones:
1. Los métodos locales (particularmente, thin-plate-spline) ofrecen mejo-
res resultados que las funciones polinomiales en todos los experimentos.
Cuando se emplea un método local, es deseable tener tantos CPs como
sea posible. No ocurre así con los métodos globales, en los que no se
gana en precisión con el empleo de muchos CPs (salvo robustez).
2. Cuando la escena observada contiene elementos a alturas muy dispares
(esto es, regiones montañosas, objetos de distinto tamaño, etc.) los mé-
todos globales sólo son adecuados cuando las posiciones de adquisición
son relativamente próximas.
De modo que, y corroborando lo que en principio se podría suponer por
lógica, excepto para aquellos casos donde se conoce con total certeza que la
escena observada es prácticamente plana, sin elementos de diferente altura, o
las dos imágenes han sido capturadas desde prácticamente la misma posición,
se aconseja el empleo de métodos locales con tantos CPs como sea posible
(cuanto más grande sea el número de CPs, mejor será el registro).
3.4 Conclusiones
Las diferencias geométricas relativas de un par de imágenes conjugadas de-
penden básicamente de la geometría de la escena y las posiciones desde las
que éstas son adquiridas. La complejidad de estas diferencias determinará
el tipo y alcance de la función de transformación a utilizar. Así, por ejem-
plo, se puede emplear una homografía para registrar imágenes de una escena
plana o adquiridas después de una rotación pura (sin traslación) del sensor.
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Sin embargo, si la escena no es plana (como ocurre normalmente) y se ha
producido un desplazamiento del sensor debería considerarse algún tipo de
trasformación elástica capaz de modelar diferencias no lineales.
Este capítulo ha revisado las funciones de transformación (rígidas y elás-
ticas) más representativas y ha desarrollado un análisis experimental en el
que se ha evaluado el rendimiento de tres métodos de registro elástico am-
pliamente conocidos: funciones globales polinomiales, lineales por trozos y
thin-plate-spline. El interés de esta comparativa se centra en valorar cómo
afectan la geometría de la escena y la posición desde la que ésta es observada
en su precisión. Otro de los aspectos analizados en esta comparativa es el
efecto sobre la precisión del registro del tamaño del conjunto de correspon-
dencias utilizado en la estimación.
Los resultados obtenidos vienen a confirmar algunos aspectos ya mencio-
nados en secciones previas, pero lo más importante, cuantifica la influencia
de estos elementos en el rendimiento de cada uno de los métodos analizados.
En general, los métodos locales (TPS o PWL) exhiben un comportamiento
superior al global (POL4) ya que pueden explotar la información propor-
cionada por muchos CPs, lo que obliga, por otro lado, a localizar un gran
número de ellos. Mientras que, si la geometría de la escena no es demasia-
do compleja, basta una transformación polinomial y unos pocos pares para
obtener resultados bastante buenos.
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Capítulo 4
Registro lineal por trozos
La observación de una escena no plana desde puntos de vista distintos produ-
ce típicamente imágenes con diferencias geométricas difíciles de modelar. En
el capítulo 3 se describen diferentes técnicas elásticas que tratan de abordar
su registro y se realiza un análisis experimental de sus comportamientos. Es-
te análisis concluye que, de las técnicas analizadas, sólo las transformaciones
lineales por trozos (PWL) y thin-plate-splines (TPS) producen unos resul-
tados aceptables, en términos de precisión, cuando estas diferencias locales
existen.
Cuando la escena observada es poliédrica (típica en escenarios de interio-
res y urbanos), el rendimiento de las TPS cae significativamente en favor de
las PWL, que continúan ofreciendo un comportamiento adecuado. Obsérvese
en la figura 4.1 cómo la transformación lineal por trozos registra con preci-
sión la imagen de entrada, mientras que la transformación thin-plate-spline
introduce distorsiones adicionales en la imagen registrada.
Recuérdese que las transformaciones lineales por trozos dividen las imá-
genes a registrar en triángulos conjugados que son transformados individual-
mente mediante una transformación afín. Sin embargo, para que este método
trabaje adecuadamente, cada par de triángulos correspondientes deben caer
sobre las proyecciones de una superficie 3D plana, en otro caso, el registro
puede generar artefactos indeseados, tales como “líneas quebradas” que redu-
cen la calidad del registro (ver fig. 4.2).
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Figura 4.1: Registro de un par de imágenes de una escena poliédrica mediante una
transformación: (a) thin-plate-spline y (b) lineal por trozos. Obsérvese la precisión
de la transformación lineal por trozos, mientras que la thin-plate-spline produce
una imagen registrada con importantes distorsiones.
Las implementaciones actuales del registro lineal por trozos incluidas en
los paquetes científicos de procesamiento de imágenes tales como Matlab
[99], Insight Segmentation and Registration Toolkit (ITK) [79], el software de
Image Fusion Systems Research [51] o paquetes de teledetección tales como:
ENVI/IDL [54], ERDAS [61], etc. generan las redes triangulares conjugadas a
partir de un conjunto de correspondencias, utilizando para ello alguna técnica
de triangulación, típicamente el método de Delaunay [93]. La triangulación
de Delaunay de un conjunto de vértices maximiza el ángulo entre todas las
posibles de triangulaciones de ese conjunto de vértices, pero no asegura que
éstos se distribuyan sobre las imágenes de forma óptima, esto es, cayendo
sobre proyecciones de trozos planos de la escena.
En este capítulo y el siguiente se aborda la generación de redes triangu-
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Figura 4.2: Para que un registro lineal por trozos trabaje adecuadamente, los
triángulos correspondientes deben ser proyecciones de una única superficie plana
de la escena, como el triángulo {1, 2, 5} en (b); en otro caso, se produce el “quebra-
miento” de líneas y la consistencia del registro decrece, como se aprecia en (a).
lares óptimas para mejorar la consistencia del registro lineal por trozos. En
este primero, se realiza una revisión de las distintas técnicas de optimización
de redes triangulares propuestas en la literatura, poniendo especial énfasis en
aquellas propuestas en el campo del registro de imágenes; también formaliza
el registro lineal por trozos. En el capítulo 5, se describe el procedimiento
de registro propuesto, se analizan diversas estrategias de optimización y se
presentan algunos resultados experimentales.
4.1 Optimización de redes
La generación de redes triangulares óptimas es crucial en una amplia varie-
dad de campos, como el modelado de objetos, aproximación de superficies,
compresión y transmisión de imágenes, etc. Aunque el objetivo final es apro-
ximar, tanto como sea posible, algún conjunto de datos (ya sea 2D o 3D)
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mediante superficies triangulares por trozos, el objetivo concreto de las téc-
nicas de optimización de redes varia con el tipo de problema.
Así, en el modelado de objetos la optimización está dirigida a generar
redes triangulares que representen apropiadamente la forma 3D del cuerpo
o escena, utilizando para ello el menor número de triángulos posible. En
procesamiento de imágenes, por el contrario, se pueden encontrar enfoques
interesantes tales como la triangulación basada en datos (DDT) [28] que se
utiliza, entre otros, para aproximar el contenido de una imagen (por ejemplo,
reconstrucción de imágenes [112]), para reducir la cantidad de información
redundante (por ejemplo, compresión de imágenes [60]) o para aproximar un
conjunto discreto de muestras de una imagen mediante una superficie lineal
por trozos (problema conocido como interpolación de imágenes [103]).
Las técnicas de optimización de redes se pueden clasificar de acuerdo con
los siguientes aspectos:
• el mecanismo utilizado para modificar la red (esto es, el tipo y alcance
de las acciones),
• la métrica empleada para evaluar la bondad de una configuración de
red dada (esto es, la función de energía o coste) y
• el procedimiento para realizar el refinamiento de la red (es decir, el
método de optimización).
Atendiendo al tipo y alcance las acciones aplicadas para modificar la red
(ver fig. 4.3), en la literatura se pueden encontrar técnicas donde:
1. se modifica la realización topológica mediante el intercambio de aristas
(edge swapping) [77, 78, 82, 112],
2. se modifica la realización geométrica mediante el refinamiento de las
coordenadas de los vértices [69, 89, 92, 111] y
3. se modifican simultáneamente la realización topológica y geométrica
mediante la división/eliminación/intercambio de aristas y el refina-
miento de las coordenadas de los vértices [27, 49, 50, 105].
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Figura 4.3: Acciones basadas en aristas empleadas para modificar la topolo-
gía/geometría de una red dada.
Muchos de estos métodos se han desarrollado en el campo del modelado
geométrico para simplificar y/o refinar una red 3D inicialmente obtenida a
partir de un conjunto muy denso de vértices proporcionado por un sensor 3D,
típicamente, un escáner láser [49, 50]. Métodos similares han sido utilizados
más recientemente para reconstruir escenas 3D [77, 78, 105] y en diferentes
aplicaciones del enfoque DDT para procesamiento de imágenes [15, 60, 112].
A diferencia de estos métodos, que trabajan sobre redes 3D, en el registro
lineal por trozos de imágenes se parte de dos redes 2D conjugadas que se mo-
difican en un intento de maximizar la consistencia del registro. Un ejemplo
de esto es el trabajo de Servais [92], que refina la localización de los vérti-
ces (la topología de la red permanece fija) para compensar el movimiento
afín en secuencias de video. Aunque permite modelar distorsiones suaves, el
refinamiento de las coordenadas de los vértices no proporciona la flexibili-
dad suficiente para modelar las importantes diferencias geométricas que se
producen cuando las imágenes son adquiridas desde ángulos muy dispares.
Típicamente, las técnicas de optimización se formulan como procesos de
minimización (o maximización) que van desde búsquedas aleatorias [78], a
procedimientos más complejos basados en el “recocido simulado” [91], mo-
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delos estocásticos bayesianos [105], enfoques variacionales1 [79], etc. Inde-
pendientemente de la técnica de optimización utilizada, uno de los puntos
clave en este proceso es la definición de la función de energía o coste idónea
para evaluar la mejora obtenida al aplicar cierta acción sobre una configu-
ración de red dada. Mientras que en otros campos (por ejemplo, modelado
de objetos, ajuste de superficies, interpolación de imágenes, etc.) medir la
calidad de una red puede realizarse sobre los puntos 3D o las muestras de la
imagen disponibles, en registro de imágenes se ha de confiar en la similitud
radiométrica de la imagen de referencia y la registrada. Hasta ahora, diversas
métricas de similitud han sido utilizadas para este propósito: SSD [77], NCC
[82], plantillas basados en diferencias de imágenes [78], etc. Como se detalló
en la sección 2.3.1, ninguna de estas medidas son invariantes a las diferencias
radiométricas no-lineales en las imágenes, como puede ocurrir en el caso de
imágenes capturadas con diferentes cámaras, o en imágenes adquiridas con el
mismo sensor, pero en condiciones de iluminación muy diferentes que pueden
acarrear sombras, saturaciones, reflexiones, etc. En este capítulo se propone
un proceso dirigido por una función de coste basada en la información mu-
tua (MI). Aunque la MI ha sido utilizada cómo medida de consistencia del
registro en numerosos trabajos [23, 24, 52, 57, 109], esta es la primera vez
que se integra en un procedimiento de optimización de redes para el registro
lineal por trozos.
4.2 Planteamiento del problema
En numerosas aplicaciones, la proyección de la escena sobre el sensor pue-
de aproximarse mediante una transformación para-perspectiva [47, 70, 110],
también denominada afín o paralela. Este modelo de transformación (que se
ilustra en la fig. 4.4) asume que los puntos de un objeto se proyectan primero
sobre un plano de profundidad promedio paralelo al plano imagen, para se-
guidamente, ser transferidos al plano imagen. Los puntos se proyectan sobre
el plano promedio usando rayos paralelos al eje imaginario OG, que une el
1En www.itk.org, el lector puede encontrar una amplia variedad de código abierto en
el que se implementa muchas de estas técnicas: campos potenciales, cuerpos elásticos, etc.
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centro óptico de la cámara O y el centro del objeto G, preservándose de este
modo el paralelismo. Esta simplificación es válida en aquellas configuraciones
donde los efectos de la distorsión perspectiva son pequeños, esto es, las líneas
paralelas en el espacio continúan siéndolo en las imágenes.
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imagen
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? ?|R t
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Figura 4.4: Proyección para-perspectiva de una cámara. Cuando el campo de
visión de la cámara es pequeño y el tamaño del objeto respecto a la distancia que
lo separa del sensor también lo es, la proyección perspectiva (una transformación
no lineal) puede ser aproximada mediante una proyección para-perspectiva, esto
es, una transformación lineal.
Las cámaras afines dan lugar a una importante reducción en la compleji-
dad de numerosos problemas de visión. En particular, para el problema de re-
gistro, esta simplificación significa que tres correspondencias (no-colineales),
en lugar de las cuatro necesarias en su forma general, son suficientes para
estimar la transformación afín (homografía) que transfiere puntos de un trozo
de imagen a otro [47]. Así, cuando se realiza un mapeo afín entre dos regiones
triangulares conjugadas de ambas imágenes, estas deben alinearse perfecta-
mente (esto es, la consistencia del registro es máxima); en caso contrario, las
regiones triangulares son proyecciones de una superficie no plana.
En la figura 4.5 se muestra el resultado de registrar, mediante una trans-
formación lineal por trozos (PWL), imágenes de una escena plana afectadas
de deformación perspectiva y afín, respectivamente. Obsérvese como, mien-
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tras la primera presenta diversos artefactos (indicados con flechas en la ima-
gen) que deterioran la calidad del registro, la segunda se registra con absoluta
precisión. Como se indica arriba, suponer que la transformación que alinea
con precisión dos regiones triangulares conjugadas es una afinidad sólo es
válido en aquellas configuraciones cámara-escena que dan lugar a imágenes
en las que la distorsión perspectiva es inapreciable.
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Imagen de entrada
(dist. perspectiva)
Imagen de entrada
(dist. afín)
a) b)
Imagen de referencia
Imagen registrada Imagen registrada
PWL PWL
Figura 4.5: Registro lineal por trozos (PWL) de imágenes afectadas de distorsión
(a) proyectiva y (b) afín. Los triángulos empleados para la transformación PWL
son el {1, 2, 3} y el {1, 3, 4}. Obsérvese en (a) los artefactos (indicados con flechas)
que se producen al aplicar este tipo de transformación a imágenes con distorsiones
perspectivas.
Resumiendo, si se logra modificar la topología y/o geometría de la red
triangular utilizada en un proceso genérico de registro lineal por trozos me-
diante acciones dirigidas a maximizar el número de elementos triangulares
que se registran con precisión, esto es, que caen sobre proyecciones de superfi-
cies 3D planas: a) se eliminan configuraciones indeseadas como las ilustradas
en la figura 4.2 y b) se mejora la precisión global del registro.
En esta tesis se explota la relación entre las redes triangulares 2D que
se utilizan en el registro PWL y su correspondiente malla triangular 3D que
modela la escena observada. En base a esto se formaliza, no sólo la generación
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de redes triangulares 2D óptimas (desde el punto de vista de la consistencia
del registro), sino también la reconstrucción a partir éstas de la superficie 3D
observada, yendo de este modo, más allá de un puro enfoque 2D del registro.
A continuación se introducen los conceptos y definiciones utilizados en
la formulación del registro lineal por trozos y del método de optimización
propuesto.
4.3 Formalización del problema
Supóngase una escena cualquiera cuya geometría es aproximada mediante
una superficie lineal por trozos, esto es, un conjunto de triángulos conectados
unos con otros conformando una red triangular en R3 (ver fig. 4.6). Aunque
existen diversas maneras de formalizar mallas triangulares [60, 77, 78, 105],
en esta tesis se emplea el complejo simplicial, una estructura matemática
empleada en topología algebraica para definir espacios topológicos, sus inva-
riantes, las relaciones entre símplices, etc.
El complejo simplicial aporta ciertas ventajas respecto a otras formaliza-
ciones, entre otras:
• Modela con una misma estructura puntos, segmentos, triángulos y con-
juntos de estos, así como sus relaciones topológicas (conexión, adyacen-
cia, etc.) y sus invariantes topológicos (huecos, túneles, etc.).
• Separa las realizaciones topológica y geométrica de la estructura, de
modo que se puede actuar sobre la realización topológica con indepen-
dencia su realización geométrica, y viceversa.
• Facilita el almacenamiento, la actualización y el acceso eficiente a los
diferentes elementos de la estructura del complejo mediante matrices
de adyacencia y conexión.
Gracias a estas características, los complejos simpliciales pueden modelar
estructuras topológicas con independencia del espacio en el que se encuentren
definidas: el espacio o el plano. Aunque, a primera vista, esto puede parecer
de un interés marginal en el contexto del registro de imágenes, mantener la
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dualidad espacio-plano es crucial en aplicaciones como la reconstrucción 3D
a partir de imágenes. Concretamente, si se resuelve con precisión el registro
lineal por trozos, se dispondrá de una buena aproximación triangular de la
escena.
En esta sección se formaliza el registro de imágenes por trozos, así como
también, la interpretación tridimensional de éste. Esta formalización se ex-
plota en el siguiente capítulo, no sólo para registrar las imágenes captadas
por un par de cámaras, sino para reconstruir tridimensionalmente el trozo
de escena captada por éstas, e ilustrar así los beneficios de emplear divi-
siones triangulares de las imágenes que sean topológica y geométricamente
consistentes.
Antes de proceder a la lectura de la siguiente sección es aconsejable que
el lector se familiarice con algunos de los términos y conceptos relacionados
con los Complejos Simpliciales que se describen en el apéndice C.
4.3.1 Definiciones previas
Una red triangular es una tupla M = (K,V ) donde K es un complejo sim-
plicial abstracto que especifica la estructura de la red, esto es, los elementos
(triángulos, aristas y vértices) y la conectividad de éstos y V es un conjunto
de posiciones de los vértices que definen la geometría de K en R2 (plano
imagen) o R3 (escena).
Para referirse a cualquier punto dentro de M se emplea la notación p ∈
φV (|K|), donde φV (|K|) es la realización geométrica de M (ver def. C.5).
Por ejemplo, p ∈ φV (|e|) con e = {i, j} ∈ K se refiere a un punto de la
arista e; p ∈ φV (|t|) con t = {i, j, k} ∈ K se refiere a un punto del triángulo
t; p ∈ φV (|q|) con q = {{i, j, k}, {i, j, l}} ∈ K se refiere a un punto del
cuadrilátero q y así sucesivamente.
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Considérese una configuración escena-cámara como la ilustrada en la fi-
gura 4.6, donde se tiene una escena poliédrica y un conjunto de imágenes de
ésta capturadas desde diferentes posiciones:
Definición 4.1 Se define la red triangular M3 = (K,V 3) que aproxima la
escena observada, donde K consta de un conjunto de m vértices junto con
un conjunto de símplices de K y V 3 = {Xj = (xj, yj, zj)>, j = 1, . . . ,m} son
las posiciones de los m vértices en R3 (ver fig. 4.7).
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Figura 4.7: Una red triangular en R3 que aproxima la escena de la figura 4.6.
Definición 4.2 Se definen las redes triangulares M2i = (si, V 2i ), con i =
1, . . . , c (siendo c el número de cámaras), que aproximan las proyecciones de
la escena sobre los planos imagen pii, donde si ⊆ K consta de ni vértices, ni ≤
m, junto con un conjunto de símplices de si y V 2i = {xi,j = (xi,j, yi,j)>, j =
1, . . . , ni} son las coordenadas de los ni vértices en R2 (ver fig. 4.8).
Se dice que las realizaciones geométricas φV 2i (|r|) y φV 2j (|r|) se pueden
superponer, sí y sólo sí, r = (si ∩ sj) 6= ∅ y existe un homeomorfismo2
f : R2 7→ R2 que mapea φV 2i (|r|) a φV 2j (|r|) (ver fig. 4.9).
Definición 4.3 (Registro lineal por trozos) Dadas dos realizaciones geo-
2Dados dos espacios topológicos X e Y , f : X 7→ Y es un homeomorfismo, sí y sólo sí,
f es biyectiva y continua; y f−1 es continua.
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Figura 4.8: Redes triangulares en R2 que aproximan las proyecciones de la escena
de la figura 4.6 sobre los planos imagen de las cámaras.
métricas φV 2i (|s|) y φV 2j (|s|), se define la transformación lineal por trozos
f : R2 7→ R2 que mapea un punto xi = (xi, yi)> ∈ φV 2i (|s|) a otro xj =
(xj, yj)
> ∈ φV 2j (|s|) como:
xj = f s (xi) =

fσ0 (xi) si xi = φV 2i (|σ0|) ,∀ σ0 ∈ s
fσ1 (xi) si xi ∈ φV 2i (|σ1|) ,∀ σ1 ∈ s
fσ2 (xi) si xi ∈ φV 2i (|σ2|) ,∀ σ2 ∈ s
(4.1)
donde fσk son transformaciones lineales entre símplices estimadas a partir
de las realizaciones geométricas de sus vértices: 1 para σ0, 2 para las aristas
(σ1) y 3 para los triángulos (σ2). Matemáticamente:
xj = fσ0 (xi) ≡
{
xj = xi + tx
yj = yi + ty
xj = fσ1 (xi) ≡
{
xj = a11 xi − a12 yi + tx
yj = a12 xi + a11 yi + ty
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xj = fσ2 (xi) ≡
{
xj = a11 xi + a12 yi + tx
yj = a21 xi + a22 yi + ty
esto es, una traslación, una similaridad y una afinidad, respectivamente (ver
sec. 3.1).
Recuérdese que σ0, σ1 y σ2 son símplices de orden 0, 1 y 2, esto es,
vértices, aristas y triángulos, respectivamente (ver apéndice C).
Definición 4.4 Se definen las cámaras afines Pi : R3 7→ R2, con i = 1, . . . , c,
que proyectan la realización geométrica de si en R3, φV 3(|si|), sobre los planos
imagen pii, φV 2i (|si|).
Se dice que φV 3(|r|) se puede reconstruir a partir de dos proyecciones
φV 2i (|r|) y φV 2j (|r|), sí y sólo sí, r = (si ∩ sj) 6= ∅ y las cámaras afines Pi y Pj
son ambas homeomorfismos (ver fig. 4.9).
Definición 4.5 (Reconstrucción lineal por trozos) Dadas dos realiza-
ciones geométricas φV 2i (|s|) y φV 2j (|s|), se define la reconstrucción que apro-
xima la superficie lineal por trozos proyectada sobre los planos imagen pii e
pij como la realización geométrica φV 3(|s|) que satisface la expresión:
P−1i (φV 2i (|s|))− P−1j (φV 2j (|s|)) = 0 (4.2)
Estrictamente hablando, sólo se pueden registrar aquellas regiones de la
imagen (realizaciones geométricas) cuya estructura topológica (complejo sim-
plicial) es común. Análogamente, sólo se puede obtener una reconstrucción
a partir de dos realizaciones geométricas con la misma estructura topológi-
ca. Así, en el ejemplo de la figura 4.8, las realizaciones geométricas de los
conjuntos simpliciales {{2, 6, 4}, {4, 6, 8}}, sólo captado por la cámara 1, y
{{11, 15, 13}, {9, 11, 13}}, sólo captado por la cámara 2 ni se pueden registrar
ni se puede generar una reconstrucción a partir de ellos.
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Figura 4.9: Registro lineal por trozos de dos realizaciones geométricas con la
misma estructura topológica. Reconstrucción 3D que aproxima la superficie lineal
por trozos proyectada sobre ambas imágenes.
4.4 Generación de las redes
En la práctica, rara vez se dispone de información a priori sobre la escena
y, consecuentemente, no se puede saber cual es la red triangular que mejor
aproxima la geometría de ésta a efecto de llevar a cabo un registro óptimo
de las imágenes capturadas. Así pues, la generación de las redes triangulares
debe abordarse en el dominio de la imagen con las limitaciones que esto
conlleva.
Para generar las redes M2i = (K,V 2i ) y M2j = (K,V 2j ) utilizadas en el
registro lineal por trozos de dos imágenes Ii e Ij de la misma escena, se suele
proceder del siguiente modo:
1. se selecciona un conjunto de correspondencias en ambas imágenes {(xi,k, xj,k), k =
1, . . . , n|xi,k ∈ V 2i , xj,k ∈ V 2j } (la selección robusta de correspondencias
se aborda en detalle en la sección 4.5);
2. se genera la red M2i = (K,V 2i ), mediante la triangulación (utilizando
Delaunay) del conjunto V 2i de puntos identificados en la imagen de
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referencia; finalmente,
3. se toma el complejo simplicial K de M2i y se genera la red M2j =
(K,V 2j ), mediante la sustitución de los puntos en V 2i por sus corres-
pondientes en V 2j .
Aunque la realización geométrica φV 2i generada mediante el procedimiento
de triangulación siempre es un encaje3, su correspondiente φV 2j puede no serlo,
lo que se traduce en la aparición de ciertas inconsistencias denominadas patch
reversals. Los patch reversals se producen típicamente cuando la escena es
observada desde puntos muy diferentes (ver fig. 4.10(a)), y tienen graves
implicaciones:
1. φV 2i (|K|) y φV 2j (|K|) no se pueden registrar, ya que, la transformación
f no es un homeomorfismo, y
2. φV 3(|K|) no se puede reconstruir, ya que, aunque Pi es un homeomor-
fismo, Pj no lo es, luego no se verifica la expresión (4.2).
Para eliminar estas inconsistencias, se revisa la topología inicial aplicando
las siguientes modificaciones:
1. si la arista que produce el patch reversal es frontera, se elimina el trián-
gulo que la contiene, como se muestra en la figura 4.10(b).
2. si la arista que lo produce es compartida, se intercambia la arista, como
se ilustra en la figura 4.10(c).
Este proceso se repite iterativamente hasta que se eliminan la totalidad
de las inconsistencias.
El procedimiento de generación de redes triangulares descrito tiene dos
inconvenientes (ver fig. 4.11):
1. no garantiza que los triángulos conjugados caigan sobre proyecciones
de superficies planas. Por ejemplo, los triángulos {1, 7, 3} y {10, 12, 15}
de K.
3Dados dos espacios topológicos X e Y , f : X 7→ Y es un encaje (embedding), sí y sólo
sí, f es un homeomorfismo entre X y su imagen f(X).
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Figura 4.10: (a) Patch reversals (PR) producidos por la existencia de caras ocultas
cuando la escena (descrita con una red triangular) es observada desde posiciones
diferentes. Para eliminar estas inconsistencias se proponen los siguientes cambios
topológicos en la redes iniciales: (b) Si la arista es frontera: se elimina el triángulo
que la contiene, esto es, {10, 12, 16}, {2, 9, 10}. (c) Si la arista es compartida: se
intercambia, esto es, {9, 15} por {10, 11}.
2. generan estructuras topológicas regulares 1-conectadas, esto es, todos
los símplices máximos de K son triángulos y todos los triángulos tienen
al menos un adyacente, dando lugar a nuevos triángulos sin correspon-
dencia real con la escena observada. Por ejemplo, los triángulos {2, 9, 4}
y {8, 11, 15} de K.
En relación a la optimización de la red, en esta tesis se propone ma-
ximizar el número de triángulos que caen sobre proyecciones de superficies
planas de la imagen, para lo cual se modifica la topología y/o geometría de
las redes M2i = (K,V 2i ) y M2j = (K,V 2j ). Las acciones implementadas no
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Figura 4.11: Triángulos no consistentes con las proyecciones de la escena obser-
vada: (a) triángulos que no caen sobre proyecciones de superficies planas y (b)
triángulos sin correspondencia real con la escena observada.
contemplan la posibilidad de “desconectar” triángulos para generar símplices
de dimensión menor (aristas y puntos), así como tampoco, eliminar trián-
gulos sin correspondencia real con la escena. Este tipo de acciones se dejan
como trabajo futuro.
4.5 Selección del conjunto de correspondencias
Son muchas las aplicaciones de visión por computador que requieren de téc-
nicas robustas de búsqueda de correspondencias para extraer información
relevante de dos o más imágenes, ya sea para registrarlas con precisión, para
recuperar la disposición relativa del sensor o sensores en el momento de la
captura, para reconstruir tridimensionalmente una escena, etc.
Una característica es un elemento distintivo o representativo detectado
manual, o preferiblemente, de forma automática en la imagen, por ejemplo:
regiones, bordes, contornos, segmentos, intersecciones de rectas, esquinas, etc.
Las características poseen propiedades que las describen (esto es, descripto-
res), en forma vectorial d = (d1, . . . , dm)> ∈ Rm, y vectores de coordenadas,
x = (x, y)> ∈ R2, que las localizan en la imagen.
Una correspondencia (o características conjugadas) es el conjunto forma-
do por los vectores de coordenadas que localizan una misma característica
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en las imágenes que intervienen en el análisis. Así, dadas dos imágenes Ii e
Ij, la correspondencia k-ésima seleccionada en ambas imágenes vendría dada
por la tupla (xi,k, xj,k).
Esta sección se centra exclusivamente en las técnicas de detección y em-
parejamiento robusto de puntos de interés (esquinas). Para una revisión ex-
haustiva de los diferentes métodos propuestos en la literatura, el lector puede
dirigirse a los siguientes trabajos [20, 42, 113].
4.5.1 Detección y emparejamiento de esquinas
Una esquina es un punto o localización de la imagen que tiene, para una es-
cala determinada, grandes gradientes en todas las direcciones. La búsqueda
de esquinas ha recibido, y continúa recibiendo, gran atención en la literatura.
A continuación se revisan brevemente algunos de los trabajos más represen-
tativos.
En 1982, Kitchen y Rosenfeld [58] propusieron explotar las derivadas par-
ciales de segundo orden para detectar esquinas. A pesar de los prometedores
resultados, este detector de esquinas demostró ser excesivamente sensible al
ruido. Con objeto de minimizar esta limitación, Förstner y Gulch proponen
en [35] un detector sensiblemente más robusto basado en la primera deri-
vada, aunque computacionalmente muy costoso. En 1980, Moravec presenta
un método basado en las derivadas parciales de primer orden e introduce el
concepto de la matriz de auto-correlación. En 1988, Harris y Stephens ex-
tienden el trabajo de Moravec en [46], proponiendo una función detección
de esquinas muy eficiente. En [94], Shi y Tomasi introducen una nueva fun-
ción de detección que explota igualmente la matriz de auto-correlación para
extraer esquinas fáciles de seguir en secuencias de imágenes. Merece espe-
cial atención el trabajo Lowe [63], donde se propone una novedosa técnica
para detección de esquinas basada en la búsqueda de extremos (máximos y
mínimos locales) en un espacio de escalas construido a partir de diferencias
de Gaussinas (DoG). Este enfoque produce, a diferencia de otros detectores
como los de Harris o Shi y Tomasi, esquinas en diferentes escalas.
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Descriptores de esquinas
Los vectores de propiedades (o descriptores) describen las esquinas o, más for-
malmente, el entorno de éstas con un único objetivo: lograr que dicho vector
sea lo suficientemente distintivo como poder diferenciarlo inequívocamente
del resto de esquinas.
El procedimiento más sencillo consiste en utilizar los niveles de gris de
un entorno de la esquina como descriptor. Esta representación, aunque muy
utilizada tiene sus limitaciones: es sensible a los cambios en el brillo y/o
contraste, la presencia de ruido y las distorsiones geométricas. A esto hay
que sumar problemas asociados específicamente al tamaño del descriptor, un
entorno grande es mucho más distintivo pero más sensible a los problemas
descritos con anterioridad, y viceversa.
Aunque en la literatura se pueden encontrar técnicas que tratan de com-
pensar estas limitaciones mediante procedimientos de normalización radio-
métrica, o que consideran que los vecindarios pueden verse afectados por un
conjunto limitado de posibles diferencias geométricas, la utilización de este
tipo de técnicas suele restringirse a aplicaciones en los que las diferencias
entre imágenes no son excesivamente importantes, como por ejemplo, para
el seguimiento de características en secuencias de imágenes [65].
Numerosos autores han tratado de suplir estas limitaciones dotando a
las esquinas extraídas con detectores tradicionales como los de Harris, Shi
y Tomasi o Lowe, con descriptores adicionales. Este es el caso de Schmid
y Mohr [90], que emplea una versión extendida del detector de Harris para
la búsqueda de contenidos en imágenes. Otros autores como Baumberg [16],
Mikolajczyk y Schmid [71], Schaffalitzky y Zisserman [88] o Brown y Lowe
[21], con su famoso SIFT, mejoran la estabilidad de los descriptores al do-
tarlos de invarianza a un mayor número de diferencias geométricas, incluidas
las transformaciones afines.
En la literatura también se pueden encontrar variantes de estos procedi-
mientos, como el denominado PCA-SIFT, propuesto por Ke y Sukthankar
[56], que realiza una análisis PCA para generar descriptores equivalentes a
los SIFT pero de menor dimensión, o técnicas relativamente recientes como
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el SURF [17], un descriptor invariante a la rotación y la escala, basado en el
uso de imágenes integrales [100] y en la matriz Hessiana de la imagen. En
[74], el lector puede encontrar una comparativa de distintos detectores de
esquinas y descriptores evaluada sobre imágenes de objetos tridimensionales.
Emparejamiento de esquinas
Una vez localizadas las esquinas en ambas imágenes se procede a la gene-
ración de correspondencias mediante su emparejamiento. En general, dada
una esquina localizada en una imagen, su emparejamiento consiste en loca-
lizar, en el conjunto de esquinas detectadas en la otra imagen, aquella con
el descriptor más “parecido”, esto es, el par de esquinas conjugadas cuyos
descriptores asociados minimizan, por ejemplo, la distancia Euclídea.
Ésta búsqueda se puede abordar de forma exhaustiva (esto es, todos con
todos) o restringirla al conjunto de esquinas detectadas en un determina-
do área de la segunda imagen, con el consiguiente ahorro computacional.
Por ejemplo, en [110], Xu and Zhang restringen la búsqueda de correspon-
dencias dentro de un determinado área denominada ventana de búsqueda,
otros explotan la restricción epipolar, para restringir la comparación a aque-
llas esquinas que caen sobre sus correspondientes líneas epipolares [75, 76].
Naturalmente, este enfoque requiere un conocimiento a priori de las posi-
bles diferencias geométricas que presentan las imágenes o del desplazamiento
relativo de los sensores en el momento de la adquisición (por ejemplo, en
estéreo).
4.5.2 Selección robusta de correspondencias
En la práctica, el empleo de una u otra técnica de detección de esquinas
dependerá fundamentalmente de las diferencias geométricas que presenten
las imágenes que intervienen en el análisis y del tipo de aplicación. Así, el
detector de Harris es sensible a los cambios de escala, pero tiene un cos-
te computacional pequeño, lo que lo hace especialmente útil en aplicaciones
que requieran de rapidez de computo y las imágenes no presenten importan-
tes cambios de escala. Por otro lado, el detector de Lowe tiene un elevado
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coste computacional (especialmente, la etapa de búsqueda de extremos) pe-
ro proporciona características altamente estables a los cambios de escala y
otras deformaciones geométricas afines, lo que lo hace especialmente apropia-
do en aplicaciones en las que las imágenes han sido adquiridas desde puntos
de vista muy dispares, y que presentan obviamente, importantes diferencias
geométricas.
En esta tesis, al igual que otros trabajos encontrados en la literatura [32,
76], se explotan los beneficios de ambas técnicas en pos de obtener un mejor
rendimiento computacional y aumentar el porcentaje de correspondencias
válidas en la etapa de emparejamiento. Más concretamente, el proceso de
búsqueda y emparejamiento se aborda del siguiente modo:
1. se localizan las esquinas con el detector Harris4,
2. se calculan sus correspondientes descriptores SIFT, y finalmente,
3. se establecen los emparejamientos utilizando la distancia Euclídea.
Además, para dotar de robustez al procedimiento, se recupera la geome-
tría epipolar afín intrínseca a ambas imágenes utilizando para su estimación
el conjunto de correspondencias establecidas anteriormente. Esto proporcio-
na tres beneficios: 1) detectar los posibles pares espurios (outliers), es decir,
pares no consistentes con la restricción epipolar; 2) refinar la localización de
los pares válidos (inliers) y 3) obtener un estimación robusta de la matriz
fundamental afín, FA, que será utilizada en el siguiente capítulo para dirigir
el proceso de división de aristas en la red triangular.
Para estimar la matriz fundamental afín se emplea un procedimiento ba-
sado en el algoritmo RANdom SAmple Consensus (RANSAC) [31]. Esta téc-
nica explota la redundancia de información de un conjunto de muestras para
proporcionar una estimación robusta del modelo que se ajusta con precisión
a la mayoría de ellas. En el apéndice B se discute en detalle la estimación
robusta de parámetros y se describen éste y otros métodos propuestos en la
literatura.
4El lector puede encontrar en el apéndice D una descripción detallada de los detectores
de Harris y Lowe.
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En este caso particular, el modelo es la matriz fundamental afín, FA, y
la función de error que mide la consistencia de una correspondencia dada,
(xi, xj), es el error geométrico de primer order (o distancia de Sampson), esto
es, la distancia de una esquina a su correspondiente línea epipolar, que se
expresa como:
d (xj,FAxi) =
(
x>j FAxi
)2
(FAxi)
2
1 + (FAxi)
2
2 +
(
F>Axj
)2
1
+
(
F>Axj
)2
2
(4.3)
donde los términos de la forma (v)2k representan el cuadrado de la coordenada
k-ésima del vector v.
Para ganar en precisión, en su lugar, el procedimiento utilizado en esta
tesis emplea el error epipolar simétrico, que considera la distancia del par
(xi, xj) a sus respectivas líneas epipolares. El error epipolar simétrico se deriva
de (4.3) y se define como:
d (xj,FAxi)
2 + d
(
xi,F
>
Axj
)2
=
=
 (x>j FAxi)2
(FAxi)
2
1 + (FAxi)
2
2
+
(
x>j FAxi
)2(
F>Axj
)2
1
+
(
F>Axj
)2
2
 (4.4)
El paso final de algoritmo RANSAC es la re-estimación del modelo con-
siderando sólo las correspondencias válidas (inliers). Esta re-estimación se
realiza mediante un proceso de minimización del que se deriva la estimación
de máxima verosimilitud (MLE) de la matriz fundamental afín y una esti-
mación de las coordenadas óptimas de las correspondencias. La MLE asume
que los errores cometidos en la identificación de las esquinas siguen una dis-
tribución Gaussiana. En tal caso, la MLE de la FA es aquella que minimiza
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el error de re-proyección. Formalmente, se formula como:
min
{FA,xˆi,k,xˆj,k}
n∑
k=1
d (xi,k, xˆi,k)
2 + d (xj,k, xˆj,k)
2 (4.5)
donde (xi,k, xj,k) son las correspondencias iniciales y (xˆi,k, xˆj,k) las refinadas,
siendo n el número de correspondencias válidas.
El lector puede encontrar en el texto de Hartley y Zisserman [47] (pag.
349) el desarrollo de teórico de este problema de minimización.
La figura 4.12 ilustra el proceso de selección robusta de correspondencias
descrito en esta sección.
4.6 Conclusiones
En este capítulo se ilustran las ventajas de emplear funciones lineales por
trozos para el registro de imágenes conjugadas de una escena poliédrica. Este
procedimiento divide las imágenes en regiones triangulares conjugadas que se
registran individualmente mediante afinidades. Sin embargo, para que este
método trabaje adecuadamente, las regiones triangulares deben caer sobre
proyecciones de superficies planas de la escena, aspecto que no abordan las
diferentes implementaciones de esta técnica que se pueden encontrar en el
software disponible en el mercado.
En este capítulo se ha analizado esta problemática y se propone una for-
malización del registro lineal por trozos basado en complejos simpliciales que
abarca, no sólo la generación de redes triangulares 2D óptimas (desde el pun-
to de vista de la consistencia del registro), sino también la reconstrucción a
partir éstas de la superficie 3D observada. También se ha propuesto un proce-
dimiento automatizado para la generación de redes triangulares conjugadas
libres de patch reversals. La descripción del procedimiento de optimización
propuesto se aborda en el siguiente capítulo.
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Figura 4.12: Selección robusta de correspondencias: a) detección y emparejamien-
to, b) detección de los outliers y c) refinamiento de las coordenadas de los inliers
(los círculos denotan las coordenadas refinadas). Los fragmentos ampliados de las
imágenes muestran, en detalle, las actuaciones (b) y (c) sobre las correspondencias
16 y 25, respectivamente.
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Capítulo 5
Optimización de redes
triangulares
En este capítulo se propone un procedimiento de optimización de redes trian-
gulares para mejorar la precisión del registro lineal por trozos. Este procedi-
miento contempla un conjunto de acciones que modifican topológica y geo-
métricamente la red inicial, utilizando una función de energía o coste basada
en la información mutua (MI) que cuantifica la mejora obtenida con cada
acción.
Más concretamente, se propone un método que actúa sobre la red, eli-
minando, intercambiando y dividiendo aristas (ver fig. 4.3). Este proceso se
formula como una búsqueda greedy [25] que, en cada iteración, toma una aris-
ta concreta, verifica el número y tipo de las acciones aplicables, y comprueba
si éstas producen una mejora de la consistencia. Aunque la búsqueda greedy
no garantiza que se alcance un máximo global, su simplicidad y eficiencia lo
hacen, como se verá más adelante, especialmente adecuado para la aplicación
que nos ocupa.
El método propuesto se ha probado satisfactoriamente con diferentes con-
juntos de imágenes, sintéticas y reales, adquiridas desde distintos puntos de
observación y condiciones de iluminación. En los test se ha evaluado la mejora
en la precisión global del registro en comparación con otros métodos, así como
la exactitud de las reconstrucciones 3D derivadas de las redes optimizadas.
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5.1 Definiciones
En esta sección se definen diversos elementos de la red, así como las posibles
acciones topológicas sobre ella. Es conveniente que el lector esté familiarizado
con términos tales como complejos simpliciales, cierre (closure) y estrella
(star) de un símplex, etc. para lo cual puede dirigirse al apéndice C.
5.1.1 Elementos de la red
Dada una red triangularM = (K,V ) y una arista compartida e = {i, j} ∈ K,
se introducen las siguientes definiciones (ver fig. 5.1):
Definición 5.1 (quad) El cuadrilátero de la arista e en K es el complejo
simplicial que se obtiene de unir sus 2-símplices padre (esto es, los triángulos
que la comparten, de ahí que se denomine arista compartida) y todas las
caras de estos:
quad (e,K) = closure(star(e,K), K) (5.1)
donde star(e,K) es el conjunto de símplices de K de los que e es cara y
closure(s,K) es el complejo simplicial más pequeño de K que contiene todos
los símplices de e.
Si e = {i, j}, entonces el quad (e,K) está formado por los siguientes
símplices:
0-símplices (σ0) = {{i}, {j}, {k}, {l}}
1-símplices (σ1) = {{i, j}, {i, k}, {k, j}, {j, l}, {l, i}}
2-símplices (σ2) = {{i, k, l}, {j, l, i}}
Los 0-símplices {k}, {l} ∈ K se denominan vértices opuestos de e en K y
la hipotética arista e¯ = {k, l} /∈ K que se obtendría al conectarlos, arista
opuesta de e.
Definición 5.2 (bound) El contorno de la arista e en K es el conjunto de
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d-símplices, con d = 0, 1, (esto es, vértices y aristas) que forman la envoltura
convexa del quad (e,K):
bound (e,K) = quad (e,K) ∩ star (e,K) (5.2)
Si e = {i, j} entonces, el bound (e,K) está formado por los símplices:{
0-símplices (σ0) = {{i}, {j}, {k}, {l}}
1-símplices (σ1) = {{i, k}, {k, j}, {j, l}, {l, i}}
? ?i
? ?j
? ?k
? ?l
K
? ?? ?quad i,j ,K ? ?? ?bound , ,i j K
c) d)
Complejo simplicial
? ?? ?star , ,i j K ? ?? ?closure , ,i j K
a) b)
? ?i
? ?j
? ?k
? ?l
? ?i
? ?j
? ?i
? ?j
? ?k
? ?l
? ?i
? ?j
? ?k
? ?l
Figura 5.1: Conjuntos de símplices característicos: (a) star, (b) closure, (c) quad
y (d) bound.
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5.1.2 Acciones topológicas
En esta sección se definen las siguientes acciones topológicas de interés para
el método de optimización propuesto:
Definición 5.3 (swap) Dada la arista e = {i, j} del complejo simplicial K
de la figura 5.1, se define la acción intercambiar (swap) arista
Kˆ = swap (e,K) (5.3)
como el conjunto de operaciones sobre K (ver fig. 5.2):
a) eliminar el conjunto de símplices star(e,K),
b) insertar la arista opuesta e¯ = {k, l}, e
c) insertar los triángulos {i, k, l} y {j, l, k}.
a)
Acción “intercambiar arista”:
b) c)
? ?i
? ?j
? ?k
? ?l
? ?i
? ?j
? ?k
? ?l
? ?i
? ?j
? ?k
? ?l
? ?? ?swap , ,i j K
Figura 5.2: Pasos de la acción swap(e,K): (a) eliminar el conjunto de símplices
star(e,K); (b) insertar la arista opuesta e¯ = {k, l} y (c) insertar los triángulos
{i, k, l} y {j, l, k}.
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Definición 5.4 (split) Dado un vértice v /∈ K, se define la acción dividir
(split) arista
Kˆ = split (e, v,K) (5.4)
como el conjunto de operaciones sobre K (ver fig. 5.3):
a) eliminar el conjunto de símplices star(e,K),
b) insertar el vértice v,
c) insertar una arista {p, v} por cada vértice {p} ∈ bound (e,K) e
d) insertar un triángulo {p, q, v} por cada arista {p, q} ∈ bound (e,K).
a)
Acción “dividir arista”:
b)
d)c)
? ?a
? ?a ? ?a
? ?i
? ?j
? ?k
? ?l
? ?i
? ?j
? ?k
? ?l
? ?i
? ?j
? ?k
? ?l
? ?i
? ?j
? ?k
? ?l
? ? ? ?? ?split , , ,i j a K
Figura 5.3: Pasos de la acción split(e, {a},K): (a) eliminar el conjunto de símplices
star(e,K); (b) insertar el vértice {a}; (c) insertar una arista {p, a} por cada vértice
{p} ∈ bound(e,K) y (d) insertar un triángulo {p, q, a} por cada arista {p, q} ∈
bound(e,K).
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Definición 5.5 (collapse) Dado un vértice v ∈ e, se define la acción elimi-
nar (collapse) arista
Kˆ = collapse (e, v,K) (5.5)
como el conjunto de operaciones sobre K (ver fig. 5.4):
a) eliminar el conjunto de símplices star({i}, K) ∪ star({j}, K),
b) insertar el vértice v,
c) insertar una arista {p, v} por cada vértice {p} ∈ bound (e,K) e
d) insertar un triángulo {p, q, v} por cada arista {p, q} ∈ bound (e,K).
a)
Acción “eliminar arista”:
b)
d)c)
? ?i
? ?i
? ?k
? ?l
? ?k
? ?l
? ?k
? ?l
? ?i
? ?k
? ?l
? ? ? ?? ?collapse , , ,i j j K
Figura 5.4: Pasos de la acción collapse(e, {j},K): (a) eliminar star({i},K) ∪
star({j},K); (b) insertar el vértice {i}; (c) insertar una arista {p, i} por cada
vértice {p} ∈ bound (e,K) y (d) insertar un triángulo {p, q, i} por cada arista
{p, q} ∈ bound (e,K).
Nótese que para la arista e se pueden generar dos acciones, una por cada
vértice de e. Se podría haber optado, sin embargo, por una única acción que
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eliminase simultáneamente los dos vértices, lo que, aunque con menor coste
computacional, puede obviar interesantes configuraciones de la red.
5.2 Aplicación de las acciones
Es importante subrayar que, al igual que ocurre en la generación automática
de las redes conjugadas (ver sec. 4.4), la aplicación de una acción puede
producir un patch reversal. En este caso, la función de transformación f ya
no es un homeomorfismo y, por tanto, las realizaciones geométricas de K ni
se pueden registrar ni reconstruir. Para evitar este tipo de circunstancias,
antes de aplicar cualquier acción, conviene evaluar si ésta produce este tipo
de inconsistencias.
Dadas dos redes M21 = (K,V 21 ) y M22 = (K,V 22 ), una arista compartida
e = {i, j} ∈ K y el complejo simplicial s = star(e,K), se dice que:
1. el swap(e,K) es aplicable, si y sólo si, la arista opuesta e¯ no produce
un patch reversal ;
2. el split(e, v,K) es aplicable, si y sólo si, φV 21 (|v|) ∈ φV 21 (|s|) y φV 22 (|v|) ∈
φV 22 (|s|), es decir, la realización geométrica del nuevo vértice φV 21 (|v|)
está dentro de la región cuadrangular definida por la realización geo-
métrica φV 21 (|s|) (análogamente para φV 22 (|v|));
3. el collapse(e, v,K) es aplicable, si y sólo si, v no es frontera en K.
A diferencia de la acción intercambiar arista, donde la generación de un
patch reversal impide su aplicación, las inconsistencias que se producen en
φV 21 (|Kˆ|) o φV 22 (|Kˆ|) al eliminar aristas se pueden resolver de forma análoga
a la descrita en la sección 4.4. La figura 5.5 ilustra este proceso.
Especial interés recibe la división de aristas. A diferencia de las acciones
intercambiar y eliminar arista que se aplican directamente, la acción dividir
arista necesita determinar el punto de división idóneo, de modo que, depen-
diendo de la localización de éste, la acción puede conllevar una mejora de
la consistencia o nó. A esto hay que sumar su mayor coste computacional,
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Figura 5.5: (a) Patch reversal (PR) producido por la eliminación de la arista
{4, 8} ∈ K. Para eliminar estas inconsistencias se procede forma análoga a lo
descrito en la sección 4.4, esto es, se intercambia la arista compartida por los
triángulos afectados, esto es, {4, 12} por su opuesta {11, 15}.
ya que al no disponerse de información sobre la geometría de la escena, la
división debe abordarse en el dominio de la imagen.
Por ejemplo, la figura 5.6 muestra una realización geométrica típica: di-
versas aristas que conectan puntos situados en proyecciones de superficies
planas diferentes, por ejemplo la arista e = {4, 10}. Observando la configura-
ción de la red se aprecia claramente que si se intercambiara o eliminara e la
consistencia no mejoraría mucho. Por el contrario, si se lograra dividir e en
el borde del poliedro (ver flecha en la figura), las realizaciones geométricas
de los nuevos triángulos, {9, 10, p} y {10, 12, p}, caerían sobre proyecciones
de superficies planas, obteniéndose una clara mejora de la consistencia en la
región afectada y, por ende, en la consistencia global.
El procedimiento de división propuesto en este trabajo explota la infor-
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Acción “dividir arista”
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Figura 5.6: Inserción óptima de nuevos vértices en la red triangular. Supónga-
se, por ejemplo, que se desea dividir la arista e = {4, 10}. Una posición idónea
para dividirla sería la intersección de ésta con el borde del poliedro, ya que las
realizaciones geométricas de dos de los nuevos triángulos, en particular {9, 10, p}
y {10, 12, p}, caerían sobre una de las caras del poliedro, obteniéndose una clara
mejora de la consistencia en la región de influencia de e.
mación de bordes de las imágenes (a partir de la cual se extraen segmentos)
y la geometría epipolar afín intrínseca a ambas vistas para determinar la
localización idónea del punto de división. En aras de una mayor claridad, la
descripción del procedimiento se apoya en el caso ilustrado en las figuras 5.6
y 5.7.
Considérense las imágenes I1 y I3, las redesM21 = (K,V 21 ) yM23 = (K,V 23 )
y la arista compartida e = {4, 10} ∈ K de la figura 5.6. Para la división de
e se procede del siguiente modo:
1. Extracción de segmentos en ambas imágenes : se extraen bordes en am-
bas imágenes y se aproximan segmentos. Los segmentos de longitud
inferior a un umbral dado se descartan. En la implementación de es-
ta etapa se pueden utilizar el detector de Canny [22] y el método de
aproximación propuesto por Kovesi en [83].
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2. Extracción de los puntos conjugados de división (ver fig. 5.7(b)): se
determinan los puntos de intersección de φV 21 (|e|) con los segmentos de
I1:
{p1,i = (x1,i, y1,i)>, i = 1, . . . , n}
A continuación, se determinan los puntos de intersección de las líneas
epipolares l3,i = FA × p1,i con los segmentos de I3:
{p3,j = (x3,j, y3,j)>, j = 1, . . . ,m}
descartándose los p3,j /∈ φV 23 (|s|), con s = star(e,K), es decir, los puntos
que no están en el interior de la región cuadrangular definida por la
realización geométrica de s. Para el resto se calculan sus descriptores
SIFT y se emparejan utilizando la distancia Euclídea. Finalmente, los
pares cuya distancia entre descriptores esté por encima de un umbral
dado también se descartan.
El procedimiento descrito puede generar varias correspondencias por aris-
ta, en cuyo caso, se selecciona la que presenta una mayor disparidad, ya que
se ha comprobado experimentalmente que es la correspondencia con mayor
probabilidad de estar situada en el borde que “conecta” proyecciones de dife-
rentes superficies (ver fig. 5.7(c)). Se pueden considerar otras estrategias de
selección como, por ejemplo, generar tantas acciones de división como pares
hayan sido localizados (con el consiguiente incremento en el coste compu-
tacional). Si no se obtiene ninguna correspondencia válida, la acción se marca
como no aplicable.
La estimación de la matriz fundamental afín, la extracción de segmentos,
así como la identificación de los puntos de división se realiza antes de iniciar
el proceso de optimización. Una vez iniciado éste, cada vez que se aplica una
acción se extraen puntos de división en las nuevas aristas y se eliminan los
pares correspondientes a las aristas que ya no existen. El coste computacio-
nal de esta acción es superior a las acciones eliminar e intercambiar arista
debido, fundamentalmente, al cálculo de los SIFTs. Para ganar en eficiencia,
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Acción “dividir arista”
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Figura 5.7: Proceso de inserción de nuevos vértices en las redes triangulares: (a)
detección de bordes y extracción de segmentos, (b) extracción de puntos candida-
tos, (c) emparejamiento y selección de la “mejor” correspondencia (aquella con la
disparidad máxima) y (d) configuración de la red una vez finalizada la división.
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los descriptores SIFT se pueden obtener con la librería SiftGPU [95], una
implementación que explota las prestaciones de las modernas unidades de
procesamiento gráfico (GPU).
En ocasiones, la mejora obtenida al dividir una arista es idéntica1 a la
obtenida con una operación de intercambio (ver fig. 5.8), en cuyo caso, siem-
pre se aplica la operación de intercambio, evitándose la inserción de vértices
superfluos y que ralentizarían el proceso de optimización.
5.3 Descripción del método
El objetivo del método presentado en este capítulo es mejorar la precisión del
registro lineal por trozos. Para este propósito se modifica iterativamente la
topología/geometría de las redes triangulares (conjugadas) iniciales mediante
la aplicación de distintas acciones, que se han descrito en la sección 5.1.2. Es-
te proceso se formula como una búsqueda greedy [25] que, en cada iteración,
toma una arista concreta, verifica el conjunto de acciones aplicables y mide
la mejora en la consistencia de cada una ellas, seleccionando finalmente, la
acción que produce el mayor incremento. Para cuantificar la mejora introdu-
cida se emplea una función de coste local que mide cuanto mejora el registro
en la zona afectada, antes y después de aplicar cada acción.
5.3.1 La función de coste local
En este trabajo se explota la robustez de la MI, más concretamente del ECC,
para cuantificar la mejora del registro introducida por una acción.
Dadas dos imágenes I1 y I2; dos redes M21 = (K,V 21 ) y M22 = (K,V 22 );
una arista compartida e = {i, j} ∈ K y una acción act sobre e, se definen los
siguientes elementos:
Definición 5.6 La región de influencia r de la acción act(e,K) en M21
(análogamente para M22 ) es el conjunto de coordenadas r ⊂ N2 que se ven
1Puede haber pequeñas diferencias debidas a la interpolación de los niveles de intensi-
dad.
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Acción “dividir arista” / “intercambiar arista”
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Figura 5.8: Comparación entre “intercambiar arista” y “dividir arista”. En ocasio-
nes, una operación de división e intercambio proporcionan la misma mejora en la
consistencia, obsérvese por ejemplo la arista e = {10, 15}, en cuyo caso la acción
de división se marca como no aplicable.
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afectadas por su aplicación, tal que r ⊂ φV 21 (|s|). La región de influencia
viene definida por el complejo simplicial s y depende del tipo de acción, en
particular:
• s = star(e,K), para las acciones swap y split, y
• s = (star({i}, K) ∪ star({j}, K)), para la acción collapse.
Definición 5.7 La mejora ∆ω introducida por la acción act(e,K) es la va-
riación en la consistencia del registro de su región de influencia antes (ω1) y
después (ω2) de aplicarla, esto es:
∆ω (e, act) = ω2 (sˆ)− ω1 (s) (5.6)
donde
ω1 (s) = ECC (I1 (r) , I2 (f s (r))) ,
ω2 (sˆ) = ECC (I1 (r) , I2 (f sˆ (r))) ,
(5.7)
I1(r) representa los píxeles de I1 dados por la región de influencia r, I2(f s(r))
y I2(f sˆ(r)) los píxeles de I2 dados por la región de influencia transformada
de acuerdo con los dos posibles complejos s y sˆ = act(e, s), respectivamente.
La acción se acepta, si y sólo si, ∆ω(e, act) ≥ δ > 0, esto es, cuando la
acción da lugar a una mejora por encima de un umbral δ dado. Este umbral
debe ser pequeño, pero suficiente, para impedir que se apliquen acciones
cuyas regiones de influencia caen sobre proyecciones de superficies planas
y que, debido a la interpolación de los niveles de intensidad, dan lugar a
pequeñas variaciones positivas de ω. Se ha determinado experimentalmente
que un δ ≈ 0,01 resuelve esta problemática.
Como se discutió en la sección 2.4, la estimación de la MI y de sus varian-
tes normalizadas (como el ECC), depende de la estimación de la distribución
de probabilidad conjunta de las intensidades de las imágenes. Puesto que la
fiabilidad de esta estimación se ve comprometida cuando el número de píxeles
es pequeño, aquellas acciones cuyas zonas de influencia tienen un tamaño (en
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píxeles) inferior a un umbral dado son descartadas (en nuestros experimen-
tos, 1000 píxeles). Por cuestiones de eficiencia, se ha utilizado el método de
estimación paramétrico con 32 acumuladores.
5.3.2 Método de optimización
El método de optimización se formula como una búsqueda greedy [96], que
comienza con dos redes triangularesM21 = (K,V 21 ) yM22 = (K,V 22 ) generadas
como se detalla en la sección 4.4, y finaliza con sus correspondientes Mˆ21 y Mˆ22
optimizadas que maximizan la consistencia global del registro, formalmente:
{
Kˆ, Vˆ 21 , Vˆ
2
2
}
= arg max
{K,V 21 ,V 22 }
ω(K) (5.8)
donde
ω(K) = ECC (I1 (m) , I2 (f K (m))) (5.9)
siendo m ⊂ φV 21 (|K|) las coordenadas de los píxeles localizados en el interior
de la red triangular dada por K.
La búsqueda greedy, detallada en el pseudocódigo de la figura 5.9, empie-
za creando una lista ordenada (en orden descendente) de ∆ω indexada por
(e, accion). Generar esta lista conlleva un importante costo computacional,
pero sólo se realiza una vez, al inicio del procedimiento. En cada iteración
del proceso de búsqueda se toma el primer elemento de la tabla, esto es, la
acción con el mayor ∆ω, y se aplica si ∆ω > δ. Seguidamente se actualiza la
lista ordenada con el conjunto de acciones aplicables sobre las aristas de la
región de influencia de la acción y se evalúan sus correspondientes precondi-
ciones, así como la posibilidad de que su aplicación de lugar a la aparición
una configuración de red previa (ciclo). El algoritmo finaliza cuando la lista
de acciones aplicables está vacía o ninguna de las acciones aplicables produce
una mejora por encima del δ dado.
Por último, para ilustrar el método de optimización propuesto se presenta
un experimento consistente en registrar dos imágenes de una escena de inte-
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OBJETIVO
Dadas dos imágenes I1 y I2 a registrar y dos redes M21 = (K,V
2
1 ) y
M22 = (K,V
2
2 ) sobre ellas, generadas como se detalla en la sección 4.4,
determinar, mediante la optimización topológica y geométrica de las
primeras, dos nuevas redes Mˆ21 = (Kˆ, Vˆ
2
1 ) y Mˆ
2
2 = (Kˆ, Vˆ
2
2 ) que mejoran la
consistencia del registro lineal por trozos.
ALGORITMO
1. % Construir una lista ordenada de ∆ω para cada par {arista,acción}
∆ω_list=[]
FOR-EACH tupla {e, action}, e = {i, j} ∈ K
IF action(e,K) verifica las pre-condiciones THEN
estimar ∆ω(e, action) con la expresión (5.6)
almacenar ∆ω(e, action) en ∆ω_list
END IF
END FOR-EACH
ordenar ∆ω_list en orden descendente
2. % Iterar mientras exista una acción sin aplicar que mejore la
% consistencia
WHILE el primer elemento de ∆ω_list > δ
aplicar Kˆ = action({a, b},K), generar, si procede, Vˆ 21 y Vˆ 22
eliminarlo de ∆ω_list
% Actualizar ∆ω_list con el ∆ω de todos las aristas afectadas
% por la aplicación de la acción
FOR-EACH tupla {e, action}, e = {m,n} ∈ closure(s, Kˆ), donde s es el
complejo simplicial que lugar a la zona de influencia
IF action(e,K) verifica las pre-condiciones THEN
estimar ∆ω(e, action) con la expresión (5.6)
almacenar ∆ω({m,n}, action) en ∆ω_list
END IF
END FOR-EACH
actualizar las redes triangulares: K = Kˆ, V 21 = Vˆ
2
1 y V
2
2 = Vˆ
2
2
ordenar ∆ω_list en orden descendente
END WHILE
Figura 5.9: Algoritmo greedy propuesto para mejorar el registro lineal por trozos
de dos imágenes.
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rior que, debido a las diferencias en las posiciones de adquisición, presentan
importantes diferencias geométricas, radiométricas y de contenido (ver fig.
5.10). La figura 5.10 también recoge las reconstrucciones 3D generadas a par-
tir de las redes inicial y optimizada, así como la evolución de la consistencia
global del registro y del número de acciones evaluadas en cada iteración. A
partir de estos resultados se pueden subrayar fundamentalmente dos aspec-
tos:
a) la evaluación del grueso de las acciones (unas 600 aprox.) tiene lugar
en la primera iteración, mientras que en el resto de iteraciones rara vez
se superan las 25, lo que viene a corroborar lo expuesto arriba (ver fig.
5.10(a)), y
b) la aplicación iterativa de acciones da lugar a mejores configuraciones
de red, como ilustra la evolución de la consistencia global del registro.
Fruto de esta mejora son una imagen registrada y una reconstrucción
3D sin apenas distorsiones (ver fig. 5.10(c)).
Pese a la mejora observada en la precisión, la imagen registrada muestra
una región sin correspondencia alguna con la imagen de referencia, que apa-
rece marcada en la figura 5.10(c). Este efecto indeseado se debe a la oclusión
producida por la importante separación de las cámaras. Para evitarlo sería
conveniente “desconectar” o eliminar subconjuntos del complejo simplicial
inicial con objeto de que la red se ajuste con precisión a la escena observada,
sin inconsistencias.
Convergencia
El procedimiento descrito garantiza la evaluación de todas las posibles ac-
ciones aplicables a cada arista de la red, terminando cuando todas han sido
revisadas y ya no se produce mejora alguna. Para mejorar la eficiencia, las
aristas que han sido divididas, intercambiadas y/o colapsadas pero que no
mejoran la consistencia no son consideradas en futuras iteraciones y sólo
serán revisadas de nuevo si cualquiera de sus caras se ve afectada por la apli-
cación de una acción previa. Esta consideración acelera la convergencia del
algoritmo.
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Un aspecto clave en este procedimiento y que, como se verá en la siguien-
te sección, redunda en una reducción significativa del coste computacional
es el enfoque eminentemente local utilizado en el proceso de optimización.
A diferencia de otros métodos que utilizan funciones de coste global (esto
es, miden la consistencia global del registro) [77, 105], el método descrito
aquí garantiza la convergencia del registro global mediante sucesivas mejoras
locales.
Proposición 5.1 La mejora iterativa de la consistencia local da lugar a una
mejora de la precisión global del registro.
Demostración: Supóngase que se realizan n particiones binarias de K,
tales que r¯i = K − ri, con i = 1, . . . , n, siendo n es el número de acciones
aplicables, ri el conjunto simplicial que determina la región de influencia
de la acción i-ésima y r¯i el conjunto simplicial restante (ver fig. 5.11). Si la
aplicación de la acción j-ésima da lugar a una mejora de la consistencia de
las realizaciones geométricas de rj, al permanecer el conjunto simplicial
r¯j sin modificar, la consistencia de las realizaciones geométricas de K =
rj ∪ r¯j, esto es, la consistencia global, también lo hace. Esto se verifica
para las n particiones binarias. Por otro lado, puesto que siempre se
selecciona la acción que produce la mayor mejora local (esto es, el mayor
∆ω ≥ δ > 0), la mejora global siempre es la máxima obtenible para las
realizaciones geométricas disponibles en cada iteración.
Coste computacional
El orden computacional del método propuesto es proporcional al número de
aristas compartidas de la red. Por cada arista se generan cuatro posibles
acciones: un intercambio, una división, y dos acciones de eliminación (una
por cada vértice no frontera). Por ejemplo, un conjunto de 258 pares de co-
rrespondencias da lugar a una triangulación de Delaunay con 759 aristas, de
las cuales, 747 son compartidas, esto daría lugar a 747 × 4 = 2988 posibles
acciones, aunque no todas ellas aplicables. Estos valores ilustran el tamaño
del espacio de búsqueda, y que puede crecer a la vez que se insertan nuevos
104 5. OPTIMIZACIÓN DE REDES TRIANGULARES
? ?? ?star , ,r i j K?
? ?i
? ?j
? ?k
? ?l
r K r? ?
KPartición binaria de
? ?? ?swap , ,i j Kacción
Figura 5.11: Partición binaria de una red triangular.
vértices. Aunque se ha comprobado experimentalmente que muchas accio-
nes son descartadas, ya sea por no producir mejora o por no ser aplicables,
la ejecución de una acción genera a su vez nuevas configuraciones que de-
ben explorarse y, por tanto, más posibles acciones. En el peor de los casos
una acción de intercambio puede generar 16 y una acción de división 32, la
eliminación de una arista, sin embargo, dispara este número.
El enfoque local propuesto en este trabajo presenta diversas ventajas, en
términos de eficiencia, con respecto a otros enfoques propuestos en la lite-
ratura, especialmente cuando el espacio de búsqueda crece sustancialmente.
Estas ventajas residen en la reducción de:
1. El coste de evaluación de la función de energía. En [77, 105] Morris
y Kanade y Vogiatzis et al. presentan algoritmos de optimización de
redes triangulares 3D a partir de sus proyecciones sobre imágenes de la
escena. Estos métodos utilizan funciones de costo globales para evaluar
las posibles inconsistencias, lo que requiere la evaluación de todos los
píxeles de las imágenes. La función propuesta en este trabajo sólo evalúa
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la región de influencia de la acción.
2. El coste de ejecución del método de optimización. La exploración ex-
haustiva (en amplitud o profundidad) o mediante otros procedimientos,
como el back-tracking, de un espacio de búsqueda como el descrito son
computacionalmente inabordables, ya que obliga a generar, mantener
y explorar, en cada iteración, todas las posibles configuraciones de red.
La búsqueda greedy, por el contrario, sólo mantiene una configuración
en memoria, la mejor, y en cada iteración sólo aplica una acción, la que
produce la mayor mejora, descartando el resto.
En ocasiones, y dependiendo del tipo de aplicación, es posible reducir
el conjunto de acciones aplicables en el proceso de optimización. Así, si la
escena observada es prácticamente plana (como ocurre en muchas ocasiones,
por ejemplo, en teledetección), la inserción de nuevos puntos ralentizaría el
proceso de optimización sin producir una mejora sustancial en la consistencia
del registro; igualmente, si los puntos iniciales para la construcción de la red
son situados (manualmente o con un procedimiento automático) en bordes y
esquinas de la escena, la división y eliminación de aristas podrían omitirse sin
pérdida de precisión. Incluso en ocasiones, cuando el número de aristas es muy
importante, se aconseja simplificar las redes mediante la aplicación iterativa
de acciones de eliminación de aristas, para, a continuación, lanzar un proceso
con todas las acciones. En todos estos casos se ganaría sustancialmente en
eficiencia, al reducir significativamente el espacio de búsqueda. Todas estas
estrategias se ilustran la sección 5.4.
5.4 Pruebas experimentales y comparativas
Esta sección muestra diversas comparativas y resultados experimentales que
ilustran el comportamiento del proceso de optimización propuesto. Estos tests
incluyen pruebas con imágenes reales de diferente naturaleza e imágenes sin-
téticas, así como comparativas con otros técnicas propuestas en los campos
de los gráficos por ordenador, teledetección y medicina. Más concretamente,
se compara con:
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• procedimientos de optimización similares que utilizan como funciones
de costo medidas de similitud basadas en intensidad: SSD [77] y dife-
rencias de imágenes [78].
• métodos de registro no-rígidos tradicionales: polinomial [37], lineal por
trozos (sin optimización) [39], cúbico por trozos [41] y thin-plate-splines
[19].
5.4.1 Datos y metodología
En la realización de estos experimentos se han empleado imágenes del re-
positorio ALOI [36] (que incluye una amplia variedad de objetos), escenas
urbanas (por ejemplo, fachadas de edificios) e imágenes de satélite de alta
resolución. El propósito de elegir esta amplia variedad de imágenes es validar
el comportamiento del método con distintos tipos de iluminación, contenidos
de la imagen y ángulos de observación.
El conjunto de puntos de control (CP) utilizado para generar las redes
triangulares iniciales se identifica automáticamente mediante el procedimien-
to descrito en la sección 4.4. A pesar de que este método proporciona un
importante número de puntos correctamente emparejados, muchos de ellos
son identificados en diferentes planos de la escena, los cuales, al ser trian-
gulados mediante Delaunay [93], dan lugar a gran cantidad de triángulos no
consistentes.
El objetivo es, por tanto, detectar y corregir estas configuraciones inde-
seadas y generar otra red que maximice el número de triángulos que caen
sobre proyecciones de planos 3D de la escena, y por ende, mejore la con-
sistencia del registro. Para cuantificar esta mejora se emplean los siguientes
procedimientos:
1. Midiendo la consistencia global del registro. Para ello se utilizan las
siguientes métricas:
(a) el ECC de las imágenes de referencia y registrada, aunque para
ser preciso, sólo se evalúa la región de la imagen delimitada por la
envolvente convexa de la red (expresión (5.9)), y
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Imágenes y redes iniciales Red final
a)
b)
e)
f)
d) h)
c) g)
Figura 5.12: (a-d) Imágenes reales de escenas poliédricas y sus correspondientes
redes triangulares de Delaunay. (e-h) Redes triangulares optimizadas por el método
propuesto (sólo acciones de intercambio).
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(b) el RMSE de un conjunto de ICPs seleccionados en ambas imágenes
(sólo en imágenes de satélite).
2. Evaluando las inconsistencias de la reconstrucción 3D (sin escala) ge-
nerada a partir de las redes triangulares, antes y después de ser opti-
mizadas. Puesto que no se dispone de un DTM de la zona en el caso
de las imágenes de satélite ni se conoce la geometría exacta de la esce-
na observada en el resto, la evaluación se realiza mediante inspección
visual.
5.4.2 Comparativa con métodos similares
En esta sección se compara el comportamiento del método propuesto con los
métodos de Morris y Kanade [77] y Nakatuji et al. [78]. Estos dos métodos
detectan inconsistencias topológicas en redes triangulares 3D que aproximan
la geometría de una escena y tratan de eliminarlas mediante el intercambio
de aristas. Más concretamente, el primero emplea una búsqueda greedy y una
función de coste global basada en SSD, mientras que el segundo propone una
búsqueda aleatoria y una función de detección de inconsistencias basada en
la diferencia de imágenes. Esta función emplea una plantilla de tamaño fijo
que se aplica a la diferencia de los cuadriláteros afectados por la acción, los
cuales han sido mapeados mediante transformaciones afines.
Como ambos métodos solamente emplean acciones de intercambio de aris-
tas, con objeto de que éstos se puedan comparar con el método propuesto, el
proceso de optimización sólo considera esta acción. La figura 5.12(a-d) mues-
tra algunas de las imágenes empleadas en este trabajo, así como las redes
iniciales generadas a partir de los conjuntos de CPs identificados en ellas.
La tabla 5.1 reúne los datos de las redes triangulares iniciales, así como el
número de acciones aplicadas, el tiempo de procesamiento y la consistencia
del registro correspondientes a cada uno de los métodos comparados. De estos
resultados se pueden destacar diversos aspectos: el bajo coste computacional
del método propuesto, su efectividad (consistencia vs. número de acciones)
y su robustez a los cambios en la iluminación, como se aprecia en los resul-
tados obtenidos para el par de imágenes de la figura 5.12(b) (dos imágenes
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adquiridas en condiciones de iluminación muy diferentes).
Obsérvese la consistencia del registro del método de Morris y Kanade pa-
ra el mismo par de imágenes, a lo que hay que sumar su coste computacional,
prohibitivo cuando el número de aristas crece significativamente (ver los re-
sultados para el par de imágenes de la figura 5.12(c)). El método de Nakatsuji
et al. tiene un comportamiento similar a éste último a pesar de que emplea
una función de detección local, que es costosa ya que requiere la estimación
de 4 afinidades por arista.
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Figura 5.13: Evolución de la consistencia global (medida con el ECC) durante el
proceso de optimización de los pares de imágenes mostradas en las figuras 5.12(a-
d)). En general, se observa una mejora significativa de la consistencia con todos los
pares analizados.
Las figuras 5.12(e-h) muestran las redes optimizadas por el método pro-
puesto correspondientes a los pares de imágenes de las figuras 5.12(a-d).
Como se aprecia en todos los ejemplos, el proceso de optimización finaliza
con redes triangulares consistentes con la geometría de la escena y en todos
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los casos, en menos de 25 iteraciones, como recogen las gráficas de la figura
5.13(a-d). Nótese que durante el proceso de optimización hay acciones que,
aparentemente, no mejoran la consistencia global del registro (como revelan
los pequeños trozos planos en las curvas de la figura 5.13(b,c). Obsérvese que
se dice aparentemente, ya que, como se menciona arriba, las gráficas mues-
tran la consistencia global del registro, no la consistencia de la región afectada
por la acción, que siempre mejora3. Estas acciones, a pesar de que apenas
mejoran la consistencia global, dan lugar a configuraciones topológicas que
son explotadas en iteraciones posteriores para generar redes consistentes con
las proyecciones de la escena.
Los métodos analizados proponen el intercambio de aristas como única
acción para la búsqueda de nuevas configuraciones topológicas. A continua-
ción se muestra la red optimizada para las imágenes de la figura 5.12(d) (la
más densa de las utilizadas) obtenida con el método propuesto, pero inclu-
yendo el resto de las acciones descritas en este capítulo. Como se detalla en
la sección previa, en primer lugar se simplifica la red mediante la aplicación
iterativa de acciones de eliminación (ver fig. 5.14(b)), una vez simplificada,
se lanza el proceso optimización con la totalidad de las acciones (ver fig.
5.14(c)). Comparando este resultado con el obtenido con la sola aplicación
de acciones de intercambio (ver fig. 5.12(g)), la red continúa siendo consisten-
te pero mucho menos densa. Se ha comprobado experimentalmente que esta
estrategia ofrece mejores resultados (en términos de precisión y eficiencia)
que un único proceso de optimización, sin simplificación previa.
5.4.3 Comparativa con métodos tradicionales
En esta sección se compara el comportamiento del método propuesto con
diversas técnicas de registro no-rígidas utilizadas en la comunidad científica
e incluidas en una amplia variedad de software: Matlab [99], Insight Seg-
mentation and Registration Toolkit (ITK) [79], el software de Image Fusion
Systems Research [51] o paquetes de procesamiento de imágenes para tele-
3Como se detalla en la sección 5.3.2, una acción se aplica si y sólo si, ∆ω ≥ δ > 0 lo
que asegura un incremento monótono de la consistencia global, aunque cuanto menor sea
la variación menor relevancia tendrá sobre ésta.
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Red inicial Red simplificada Red optimizada
b) c)a)
Figura 5.14: Red triangular optimizada con el método propuesto: (a) red inicial,
(b) red simplificada (sólo acciones de eliminación) y (c) red optimizada (todas las
acciones). Obsérvese como, dada la disposiciones de las correspondencias, no ha
sido necesaria la inclusión de nuevos vértices.
detección como: ENVI/IDL [54], ERDAS [61], etc. Más concretamente, las
técnicas analizadas aquí son funciones polinomiales (de 2o hasta 4o grado)
(POL2 - POL4), lineales por trozos (PWL), cúbicas por trozos (PWC) y
thin-plate-spline (TPS).
Para realizar los experimentos se han utilizado dos imágenes de alta-
resolución del satélite QuickBird de aprox. 3000 × 1500 píxeles ≡ 1800 ×
900 m2, de la ciudad costera del Rincón de la Victoria (Málaga) (ver fig.
5.15). Las imágenes, adquiridas en invierno y primavera, presentan diferen-
cias radiométricas muy significativas (brillo y contraste, sombras, cambios
en la cobertura terrestre, etc.) e importantes distorsiones inducidas por la
adquisición fuera del nadir (con diferencias de 32.1 grados). A parte de las
imágenes completas, en esta comparativa se analizan tres áreas de estudio
extraídas de éstas (de aprox. of 900× 750 píxeles):
• área urbana, que contiene edificios de diferentes alturas sobre un terreno
casi plano,
• área rural, una región prácticamente plana pero, sin elementos de im-
portante altura (excepto algunos árboles) y
• área residencial, una región accidentada que contiene edificios de baja
altura (viviendas unifamiliares de una o dos plantas).
Al seleccionar estas regiones de estudio se pretende validar el rendimiento
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Figura 5.15: Imágenes de prueba utilizadas en el estudio comparativo. (a) Dos
imágenes de la ciudad del Rincón de la Victoria (Málaga). Las regiones de interés
utilizadas en los tests aparecen marcadas en la imagen de referencia. (b) Informa-
ción de elevación utilizada para definir apropiadamente las regiones de estudio.
del método propuesto con escenas de distinta geometría y contenidos. Los
resultados de esta comparativa aparecen resumidos en la tabla 5.2.
A la vista de estos resultados se pueden subrayar diversos aspectos:
a) las funciones globales polinomiales, como era esperado, ofrecen peo-
res resultados que las técnicas locales e híbridas, ya que las imágenes
presentan distorsiones relativas de importancia, especialmente, en las
zonas con relieve accidentado;
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b) entre los tres métodos tradicionales con alcance local, TPS es el más
preciso de los analizados, lo que viene a confirmar lo observado en el
capítulo 3, y
c) el método propuesto en este trabajo iguala e incluso mejora los resul-
tados del TPS.
La figura 5.16 muestra la evolución de la consistencia global al aplicarlo
sobre las diferentes áreas de estudio, incluida la imagen completa. El lector
puede observar que la consistencia mejora en todos los casos analizados,
independientemente de la medida utilizada (RMSE o ECC). Estas mejoras se
acentúan en las regiones urbana y residencial ya que, aunque la zona rural es
casi plana, las redes de Delaunay generadas inicialmente son razonablemente
precisas y no requieren de la aplicación de muchas acciones. Para las tres
primeras áreas (a, b y c) el algoritmo requiere entre 20 y 25 iteraciones,
mientras que para la imágenes completas require en torno a 71. El número
de iteraciones, y por tanto, el coste computacional, depende fuertemente del
número de aristas compartidas, como se observa en los tiempos de ejecución
mostrados en la tabla 5.3.
Tabla 5.3: Datos de la red, número de acciones aplicadas y tiempo empleado en
el proceso de optimización.
Región # triángulos # aristas # acciones Tiempo
Urbana 168 258 23 7.30
Residencial 155 239 17 6.80
Rural 162 248 24 7.73
Toda la imagen 502 759 71 39.04
Nótese que durante el proceso de optimización hay acciones que mejoran
la consistencia del registro, según se observa en la curva del ECC (incre-
mentando su valor), mientras que el RMSE permanece fijo (como revelan los
pequeños trozos planos en las curvas). Esta discrepancia entre ambas métri-
cas se debe al hecho que los triángulos implicados en las acciones no contienen
ICPs en su interior y, consecuentemente, el RMSE no se ve alterado por la
aplicación de la acción. Es importante recordar que, aunque los ICPs fuesen
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identificados manualmente en el interior de todos y cada uno de los triángulos
de la red es muy probable que, durante el proceso de optimización, algunos
de los nuevos triángulos generados no tengan ICPs en su interior.
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Figura 5.16: Evolución de la consistencia global (RMSE y ECC) durante el proce-
so de optimización de las áreas de estudio consideradas: (a) urbana, (b) residencial,
(c) rural y (d) la imagen completa. Las gráficas muestra una mejorara significati-
va en las áreas urbana y residencial (a,b), mientras que en el área rural (c), que
presenta muchas menos distorsiones, la mejora no es tan acentuada.
Esta claro que el método propuesto requiere un coste computacional más
alto que las funciones locales PWL (sin optimización), PWC y TPS, siendo
éste su principal handicap. Aunque este inconveniente puede ser irrelevante
en muchas aplicaciones, en aplicaciones robóticas o médicas, donde el factor
tiempo es crítico, se puede convertir en un importante obstáculo. A pesar de
esto, se pueden obtener mejores tiempos utilizando lenguajes de programa-
ción mucho más eficientes, librerías optimizadas como RapidMind R© [84] u
OpenVidia [81], y arquitecturas hardware capaces de paralelizar operaciones,
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tales como GPUs de última generación (nVidia R© y ATI R©), procesadores
CELL R©, etc. que implementan primitivas para el manejo de redes y opera-
ciones sobre éstas.
5.4.4 Reconstrucción 3D
Finalmente, para ilustrar la dualidad espacio-plano descrita en el capítulo 4,
las redes generadas son utilizadas para generar una reconstrucción 3D por
trozos de la escena observada (expresión 4.2). En los ejemplos incluidos en
esta sección se ha utilizado el método de factorización para reconstrucción
afín propuesto por Hartley y Zisserman en [47] (pag. 437).
A parte del indudable interés de la reconstrucción 3D, los modelos gene-
rados permiten verificar la efectividad del procedimiento propuesto mediante
la comparación de la reconstrucción generada a partir de las redes iniciales
y las optimizadas. Como no se dispone de información precisa sobre la geo-
metría de la escena u objetos observados, este análisis se realiza mediante
inspección visual. Las figuras 5.17 y 5.18 muestran las reconstrucciones 3D
por trozos de las imágenes de prueba consideradas en este trabajo.
Cuando la reconstrucción se realiza a partir de las redes iniciales se ob-
servan distorsiones de líneas “quebradas” en los elementos rectos y en los
bordes de los objetos poliédricos. Distorsiones que no aparecen cuando la red
utilizada para generarla están convenientemente refinadas.
5.5 Conclusiones
En este capítulo se ha propuesto un procedimiento de optimización de redes
triangulares conjugadas para mejorar la precisión del registro lineal por tro-
zos. Para lograr esto se modifica iterativamente la topología y geometría de
las redes mediante acciones de intercambio, división y eliminación de aristas.
La función empleada para evaluar la mejora introducida por cada acción se
basa en la información mutua, una medida notablemente más robusta que
otras técnicas bien conocidas como son la NCC o la SSD, debido a su ma-
yor robustez a los cambios en las condiciones de iluminación, cambios no
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a) b)
Figura 5.17: Reconstrucciones 3D generadas a partir de las redes: (a) iniciales y
(b) refinadas de la figura 5.12.
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Figura 5.18: Reconstrucción 3D generada a partir de la red optimizada de la región
residencial de la figura 5.15 (a). Las figuras (b) y (c) muestran fragmentos ampliados
de la reconstrucción antes y después del proceso de optimización. Obsérvese la
aparición de calles deformadas debida a una incorrecta triangulación (Delaunay).
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lineales de la paleta de colores, contenido de las imágenes, etc. El procedi-
miento de optimización se formula como una búsqueda greedy que finaliza
cuando la consistencia del registro no puede ser mejorada mediante los cam-
bios topológicos y geométricos descritos. También se ilustra la posibilidad de
generar aproximaciones 3D precisas de la escena observada mediante la re-
construcción lineal por trozos de las redes optimizadas. El método propuesto
ha sido evaluado satisfactoriamente con diferentes tipos de imágenes: reales
(de satélite, de interiores, de exteriores, etc.) y sintéticas (librería ALOI),
adquiridas desde distintos ángulos de observación y presentando cambios en
la iluminación.
Capítulo 6
Conclusiones y trabajos futuros
6.1 Conclusiones
La proliferación de sensores de elevadas prestaciones capaces de proporcio-
nar imágenes de alta resolución que capturan diferentes propiedades de la
escena (color, infrarrojos, etc.) obliga a un desarrollo constante de las téc-
nicas utilizadas en su procesamiento, incluidas las técnicas de registro. En
teledetección se tiene un claro ejemplo, los satélites de reciente lanzamiento
capturan imágenes con una resolución de hasta 50 cm/píxel (los edificios,
por ejemplo, aparecen ahora con gran detalle) desde diferentes órbitas y con
distintas orientaciones. Estas diferencias en la captura dan lugar a imágenes
con importantes diferencias geométricas relativas, de modo que, funciones de
transformación (por ejemplo, las polinomiales) que proporcionaban resulta-
dos aceptables con imágenes de mucha menor resolución y captadas en el
nadir no proporcionan los resultados esperados con éstas otras.
El registro de imágenes también es esencial en otras disciplinas, por ejem-
plo: en radiología se comparan y/o integran imágenes (a veces de distinta
naturaleza) de un mismo sujeto para monitorizar la evolución de una ma-
sa tumoral o una lesión muscular; en robótica se combinan imágenes de un
mismo cuerpo o escena para obtener una reconstrucción 3D que facilite la
manipulación o la navegación del robot; en numerosos procesos industriales
se comparan imágenes de las piezas fabricadas con objeto de detectar posi-
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bles defectos, etc. Estos son sólo algunos ejemplos pero que hacen entrever
la importancia de este proceso y que justifica el interés en desarrollar nue-
vos métodos y procedimientos en este campo. Fruto de este interés son este
trabajo y los diferentes artículos científicos publicados durante su realización.
Esta tesis aborda la problemática asociada al proceso de registro, así co-
mo los distintos elementos que intervienen en él y que, de uno u otro modo,
afectan a la precisión de los resultados obtenidos. Por su importancia, una
parte signitificativa de este trabajo se centra en el análisis de dos aspectos
claves de este proceso: la medida de la consistencia, crucial para determinar
cómo de bueno ha sido el “encaje” de una imagen sobre la otra, y el tipo y
alcance de la función de transformación utilizada y que determina la com-
plejidad de las diferencias geométricas puede corregir. De esta evaluación se
puede subrayar lo siguiente:
• La robustez de la información mutua (MI) (y sus diferentes variantes
normalizadas) para medir la similitud radiométrica de dos imágenes,
incluso cuando las imágenes presentan cambios radiométricos no fun-
cionales. Su dependencia de la correcta estimación de las distribuciones
de probabilidad de los niveles de intensidad de las imágenes. Estima-
ciones que depende, a su vez, de aspectos tales como el tamaño de las
imágenes, la función de interpolación utilizada y la correcta estima-
ción del histograma conjunto. Entre los procedimientos de estimación
analizados destaca la ventana de Parzen, un método capaz de producir
estimaciones poco ruidosas a partir de conjuntos pequeños de muestras.
• Los funciones de transformación locales (lineales por trozos) e híbridas
(thin-plate-spline) exhiben un comportamiento superior a las funciones
globales (polinomial) ya que pueden explotar la información, relativa
a las diferencias geométricas de ambas imágenes, proporcionada por
conjuntos de correspondencias muy densos, decayendo su rendimiento
con conjuntos dispersos.
De todas las transformaciones evaluadas, sólo las funciones lineales por
trozos proporcionan un rendimiento aceptable cuando la geometría de la es-
cena es poliédrica, típica en entornos de interiores y urbanos. Para que este
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método trabaje adecuadamente las regiones triangulares conjugadas deben
caer sobre proyecciones de superficies planas de la imagen (triángulos consis-
tentes con la escena). Sin embargo, los procedimiento utilizado para generar
automáticamente las regiones conjugadas en el software disponible actual-
mente no garantiza este hecho, lo que introduce importantes errores en el
registro.
Este trabajo analiza en detalle esta problemática proponiendo un enfoque
novedoso para generar redes triangulares conjugadas que se disponen sobre
las imágenes maximizando el número de triángulos consistentes. Para ello,
plantea, mediante complejos simpliciales, una formalización del registro lineal
por trozos que va más allá de un mero enfoque 2D, puesto que abarca no sólo
la generación de redes triangulares 2D óptimas (desde el punto de vista de la
consistencia del registro), sino también formaliza la reconstrucción 3D de la
superficie de la escena observada. También se propone un procedimiento de
optimización sustentado en esta formalización que modifica topológica y geo-
métricamente la red triangular (complejo simplicial) utilizada en el registro
lineal por trozos para mejorar su precisión. Este método emplea el coeficiente
de correlación de entropía como medida de consistencia.
El método propuesto se ha comparado experimentalmente con diversas
funciones de transformación no-rígidas y procedimientos similares propuestos
en los campos del registro de imágenes y de la reconstrucción 3D. Los resul-
tados de estas comparativas reflejan la precisión del método propuesto, con
errores en todos los casos inferiores a los otros métodos evaluados. Respecto
a su coste computacional, su tiempo de ejecución es sensiblemente menor que
los otros métodos iterativos analizados, aunque, lógicamente, continúa sien-
do excesivamente costoso comparado con los métodos de registro no-rígido
basado en funciones polinomiales, lineales por trozos (sin optimización) y
thin-plate-splines, lo que limita su uso en cierto tipo de aplicaciones.
6.2 Trabajos futuros
Una de las contribuciones de esta tesis es la formalización del proceso de
registro lineal por trozos mediante complejos simpliciales. Esta formalización
124 6. CONCLUSIONES Y TRABAJOS FUTUROS
asume que los complejos simpliciales utilizados en el registro son proyecciones
de una superficie lineal por trozos que aproxima la escena observada. De este
modo, si se determina la topología y/o geometría de red óptima, el proceso
de registro no sólo mejora la precisión del registro, sino que, de generarse
una reconstrucción 3D a partir de estas proyecciones, ésta estaría libre de
inconsistencias y se ajustaría con precisión a la escena observada.
Pese a las posibilidades este novedoso enfoque, los complejos simpliciales
manejados en nuestra implementación son redes 1-conectadas (esto es, todos
los símplices máximos son triángulos y todos los triángulos tienen al menos un
adyacente). Esta circunstancia da lugar a que, una vez finalizado el proceso
de optimización, continúe habiendo triángulos que no se corresponden con
proyecciones reales de la escena. Sería conveniente, por tanto, incluir en el
proceso de optimización nuevas acciones capaces de conectar/desconectar
coherentemente componentes de los complejos simpliciales ganando así en
flexibilidad y potencia.
La búsqueda greedy asegura un coste computacional bajo, pero puede
caer en mínimos locales. Existen mecanismos que pueden mejorar significati-
vamente este aspecto aunque a costa de incrementar su coste computacional.
Por ejemplo, una interesante opción consistiría en implementar un procedi-
miento de lookahead que permitiría anticipar como evolucionaría la consisten-
cia del registro antes de aplicar una determinada acción, de forma que sería
posible descartar una acción que, aunque produce la mayor mejora, da lugar
a una configuración tal que no es posible seguir mejorando la consistencia.
Uno de los principales inconvenientes del método de registro propuesto,
en comparación con otras técnicas de registro, es su elevado coste compu-
tacional. Quizás sea éste el mayor lastre para su incorporación en sistemas
que requieran un tiempo de respuesta mucho más crítico como por ejemplo
las aplicaciones robóticas. Pese a esto, la utilización de redes triangulares
ofrece la posibilidad de paralelizar operaciones: sería relativamente fácil, por
ejemplo, paralelizar el proceso de estimación de la función de coste local.
Este hecho que adquiere mayor relevancia dada la reciente aparición de pla-
taformas especialmente preparadas para realizar estas tareas. Este es el caso,
por ejemplo, de librerías como RapidMind R© [84] u OpenVidia [81] que pro-
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porciona soporte para procesadores de múltiples núcleos (Intel R© y AMD R©),
GPUs de última generación (nVidia R© y ATI R©), y procesadores Cell R©.
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Apéndice A
Entropía, entropía relativa e
información mutua
El concepto de información es muy amplio para ser recogido en una única de-
finición. Sin embargo, para cualquier distribución de probabilidad es posible
definir una cantidad que posee muchas de las propiedades que una medida
de información debería tener, la entropía. La noción de entropía se extiende
para definir la información mutua, que mide la cantidad de información que
una variable aleatoria contiene sobre otra. La información mutua es un caso
especial de una cantidad más general denominada entropía relativa, que mide
la distancia entre dos distribuciones de probabilidad. La entropía, entropía
relativa e información mutua están íntimamente relacionadas y comparten
numerosas propiedades. Este apéndice define todas y cada una de estas can-
tidades, deriva algunas de sus propiedades e introduce la mayoría de las ideas
básicas necesarias para entender algunos de las conceptos desarrollados en
esta tesis. El lector puede referirse al libro de Cover y Tomas [26] para un
estudio detallado sobre los elementos de la teoría de la información.
A.1 Entropía
La entropía es una medida de información, o más concretamente, de la in-
certidumbre de una fuente de información. Para poder entender el concepto
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que encierra obsérvese el siguiente ejemplo:
Ejemplo A.1 Dada una fuente binaria de información, F, que proporciona
el ganador de un partido de fútbol, esto es: el equipo A, con una probabilidad
p(A) de 3/4, o el B, con probabilidad p(B) de 1/4, de tal manera que la
situación que se tiene es la siguiente:
F ?ABBABBAB
A
B
La transmisión de esta información a través del canal se puede abordar
de distintas formas. Supóngase, por ejemplo, que se envían codificados en
binario los resultados de tres partidos dando lugar a una codificación como
la que sigue:
Cadena Prob. Código Longitud
AAA 27/64 0 1
ABA 9/64 100 3
BAA 9/64 101 3
AAB 9/64 110 3
BBA 3/64 11100 5
BAB 3/64 11101 5
ABB 3/64 11110 5
BBB 1/64 11111 5
Observando el código se comprueba que se transfieren una mayor cantidad
de bits en aquellas cadenas que tienen menor probabilidad de ocurrir. La
longitud media del código es:
L =
27
64
× 1 + 9
64
× 3 + 3
64
× 3 + 1
64
× 1 = 3,47 bits
De acuerdo con la nueva codificación, se tiene que p(0) = 0,36 y p(1) =
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0,63. La entropía es una medida de la cantidad de información que se recibe
al final del canal y se mide típicamente en bits.
Definición A.1 Dada una variable aleatoria discreta X que tiene una de-
terminada distribución de probabilidades, p(x), se define la entropía H(X)
como:
Hb (X) = −
∑
x∈X
p (x) logb p (x)
= −
∑
x∈X
p (x) logb p (x)
= −E logb p (X) (A.1)
La unidad en que se mide depende de la base del logaritmo utilizada,
estas son: BITS si es base 2, DITS si es base 10 o NATS si son logaritmos
neperianos.
Ejemplo A.2 De acuerdo con el ejemplo anterior, la entropía de la fuente
F sería:
H2 (X) =
3
4
log2
3
4
+
1
4
log2 4 = 0,81 bits
El resultado esperado más probable es el que, obviamente, menos con-
tribuye al valor de la entropía; luego ésta puede entenderse como una pon-
deración de las contribuciones de cada suceso. A continuación se enumeran
algunas propiedades de la entropía:
Lema A.0.1 Hb(X) ≥ 0
Prueba: 0 ≤ p (x) ≤ 1 implica log (1/p (x)) ≥ 0
Lema A.0.2 Hb(X) = Ha(X) logb a
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Prueba: logb p = logb a loga p
Como se desprende del lema A.0.2, la entropía puede cambiarse de una
base a otra (esto es, de una unidad a otra) multiplicando por el factor apro-
piado.
Ejemplo A.3 Si F es una fuente de información binaria tal que p(0) = p y
p(1) = 1− p = q la entropía (en base 2) vendría dada por la expresión:
H (X) = H(p, q) = −p log2 p− q log2 q
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
? ?H X
p
Figura A.1: Comparativa H(X) versus p.
La figura A.1 muestra la representación gráfica de H(X) en función de p.
De la observación de esta curva se derivan algunas de las propiedades de la
entropía: si p(x) = 0 ó p(x) = 1, esto es, no hay incertidumbre sobre el valor
que tomará X, entonces H(X) = 0. Por el contrario, si la incertidumbre es
máxima p(x) = 1/2, entonces el valor de H(X) también lo es.
A.2 Entropía conjunta y entropía condicional
En esta sección se extiende el concepto de entropía a un par de variables
aleatorias X e Y .
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Definición A.2 Dado el par de variables aleatorias discretas (X, Y ) con
distribución conjunta de probabilidades, p(x, y), se define la entropía conjunta
H(X, Y ) como:
H (X, Y ) = −
∑
x∈X
∑
y∈Y
p (x, y) log2 p (x, y)
= −E log2 p (X, Y ) (A.2)
igualmente,
Definición A.3 Se define la entropía condicional H(Y |X) de la la variable
aleatoria Y dada X como:
H (Y |X) =
∑
x∈X
p (x)H (Y |X = x)
= −
∑
x∈X
p (x)
∑
y∈Y
p (y|x) log2 p (y|x)
= −
∑
x∈X
∑
y∈Y
p (x, y) log2 p (y|x)
= −E log2 p (Y |X) (A.3)
La relación natural entre entropía conjunta y condicional queda patente
en la denominada regla de la cadena, esta es: la entropía conjunta de un
par de variables aleatorias es la entropía de una de ellas más la entropía
condicional de la otra. Formalmente:
Teorema A.1 (Regla de la cadena)
H (X, Y ) = H (X) +H (Y |X) (A.4)
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Prueba:
H (X, Y ) = −
∑
x∈X
∑
y∈Y
p (x, y) log2 p (x, y)
= −
∑
x∈X
∑
y∈Y
p (x, y) log2 (p (x) p (y|x))
= −
∑
x∈X
∑
y∈Y
p (x, y) log2 p (x)−
∑
x∈X
∑
y∈Y
p (x, y) log2 p (y|x)
= −
∑
x∈X
p (x) log2 p (x)−
∑
x∈X
∑
y∈Y
p (x, y) log2 p (y|x)
= H (X) +H (Y |X)
Ejemplo A.4 Sean X e Y dos variables aleatorias discretas con la siguiente
función de distribución:
HHHHHHHY
X
1 2 3 4
1 1
8
1
16
1
32
1
32
2 1
16
1
8
1
32
1
32
3 1
16
1
16
1
16
1
16
4 1
4
0 0 0
Las distribuciones marginales de X e Y son
(
1
2
, 1
4
, 1
8
, 1
8
)
y
(
1
4
, 1
4
, 1
4
, 1
4
)
,
respectivamente, por lo tanto, H(X) = 7/4 bits y H(Y ) = 2 bits. También,
H (X|Y ) =
4∑
i=1
p (Y = i)H (X|Y = i)
=
1
4
H
(
1
2
,
1
4
,
1
8
,
1
8
)
+
1
4
H
(
1
4
,
1
2
,
1
8
,
1
8
)
+
+
1
4
H
(
1
4
,
1
4
,
1
4
,
1
4
)
+
1
4
H (1, 0, 0, 0)
=
1
4
× 7
4
+
1
4
× 7
4
+
1
4
× 2 + 1
4
× 0
=
11
8
bits
(A.5)
Similarmente, H(X|Y ) = 13/8 bits y H(X, Y ) = 27/8 bits.
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Nótese queH(Y |X) 6= H(X|Y ). Sin embargo,H(X)−H(X|Y ) = H(Y )−
H(Y |X), una propiedad que será explotada más adelante.
A.3 Entropía relativa e Información mutua
La entropía de una variable aleatoria es una medida de la incertidumbre de
dicha variable; es una medida de la cantidad media de información necesaria
para describirla. En esta sección, se introducen dos conceptos relacionados:
la entropía relativa y la información mutua.
La entropía relativa D(p||q) es una medida de la distancia entre dos dis-
tribuciones de probabilidad p y q, o en otras palabras, de la ineficiencia de
asumir la distribución p cuando la distribución verdadera es p. Por ejemplo,
si se conoce la distribución verdadera q de una variable aleatoria, se podría
construir un código con una longitud media H(p). Si, en lugar de esto, se
usa el código para una distribución q, se necesitarían H(p) +D(p||q) bits de
media para describir la variable aleatoria.
Definición A.4 La entropía relativa or distancia de Kullback Leibler entre
dos funciones de masa de probabilidad p(x) y q(x) se define como:
D (p||q) =
∑
x∈X
p (x) log2
p(x)
q(x)
= Ep log2
p(X)
q(X)
(A.6)
En esta definición, se emplea la siguiente convención (basada en la conti-
nuidad de los argumentos): 0 log 0
q
y p log p
0
=∞. A continuación se detallan
algunas propiedades de la entropía relativa:
• D(p||q) ≥ 0
• D(p||q) = 0 si y sólo si p(x) = q(x)
Ejemplo A.5 Sea X = {0, 1} y dos distribuciones de probabilidad p y q
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sobre X, tales que: p(0) = 1− r, p(1) = r y q(0) = 1− s, q(1) = s. Entonces
D(p||q) = (1− r) log2
1− r
1− s + r log2
r
s
y
D(q||p) = (1− s) log2
1− s
1− r + s log2
s
r
.
Si r = s, entonces D(p||q) = D(q||p) = 0. Por el contrario, si r = 1/2 y
s = 1/4, se obtiene:
D(p||q) = 1
2
log2
1/2
3/4
+
1
2
log2
1/2
1/4
= 1− 1
2
log2 3 = 0,2075
mientras que
D(q||p) = 3
4
log2
3/4
1/2
+
1
4
log2
1/4
1/2
=
3
4
log2 3− 1 = 0,1887.
Nótese que excepto para r = s, D(p||q) 6= D(q||p) .
La información mutua I (X;Y ) es una medida de la cantidad de informa-
ción que una variable aleatoria contiene sobre otra, esto es, la reducción en
la incertidumbre de una variable aleatoria dado el conocimiento de la otra.
Definición A.5 Considérense dos variables aleatorias X e Y con una fun-
ción de masa de probabilidad conjunta p(x, y) y una funciones de masa de
probabilidad marginales p(x) y p(y). La información mutua I(X;Y ) es la
entropía relativa del distribución conjunta y el producto de las distribuciones
marginales, esto es:
I (X;Y ) =
∑
x∈X
∑
y∈Y
p (x, y) log2
p (x, y)
p (x) p (y)
= D (p (x, y) ||p (x) p (y))
= Ep(x,y) log2
p (X, Y )
p (X) p (Y )
(A.7)
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A.4 Relación entre entropía e información mu-
tua
Dado que p(x, y) = p(y)p(x|y), la información mutua podría escribirse como:
I (X;Y ) =
∑
x∈X
∑
y∈Y
p (x, y) log2
p (x, y)
p (x) p (y)
=
∑
x∈X
∑
y∈Y
p (x, y) log2
p (x|y)
p (x)
= −
∑
x∈X
∑
y∈Y
p (x, y) log2 p (x) +
∑
x∈X
∑
y∈Y
p (x, y) log2 p (x|y)
= −
∑
x∈X
p (x) log2 p (x)−
(
−
∑
x∈X
∑
y∈Y
p (x, y) log2 p (x|y)
)
= H (X)−H (X|Y ) (A.8)
De lo que se deduce que la información mutua I (X;Y ) es la reducción
en la incertidumbre de X dado el conocimiento de Y . Verificándose, por
simetría, lo siguiente:
I (X;Y ) = H (Y )−H (Y |X) (A.9)
Es decir, X reduce la incertidumbre de Y tanto como Y reduce la incer-
tidumbre X.
Puesto que H(X, Y ) = H(X) − H(Y |X), como se detalla en la sección
A.2, se tiene:
I (X;Y ) = H (X) +H (Y )−H (X, Y ) (A.10)
Finalmente, nótese que
I (X;X) = H (X)−H (X|X) = H (X) (A.11)
Es decir, la información mutua de una variable aleatoria con ella misma
es su entropía. Esta es la razón de que la entropía se denomine, en ocasiones,
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como información propia1.
Resumiendo los resultados de esta sección, se tiene el siguiente teorema.
Teorema A.2 (Información mutua y entropía)
I (X;Y ) = H (X)−H (X|Y ) ,
= H (Y )−H (Y |X) ,
= H (X) +H (Y )−H (X, Y ) ,
= I (Y ;X)
I (X;X) = H (X)
I (X;X) ≤ min (H (X) , H (Y ))
≤ (H (X) +H (Y )) /2
≤ H (X, Y )
La figura A.2 ilustra, mediante un diagrama de Venn, la relación entre
H(X), H(Y ), H(X, Y ), H(X|Y ), H(Y |X) y I(X;Y ). Nótese que la infor-
mación mutua I(X;Y ) se corresponde con la intersección de la información
de X con la información Y .
? ?H X
? ?H Y
? ?,H X Y
? ?;I X Y? ?|H X Y ? ?|H Y X
Figura A.2: Relación entre entropía e información mutua.
Ejemplo A.6 La información mutua para la distribución de probabilidad
1Traducción de los términos ingleses Self Information.
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conjunta del ejemplo A.4 sería I(X;Y ) = H(X) − H(X|Y ) = H(Y ) −
H(Y |X) = 0,375 bits.
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Apéndice B
Métodos de regresión robusta
La mayoría de los algoritmos utilizados en visión por computador generan
interpretaciones de los datos observados. En numerosas ocasiones, el objetivo
de éstos es la minimización de alguna función de coste, utilizándose en muchos
casos, la suma de los errores de los residuos al cuadrado como estimador (esto
es, un ajuste de mínimos cuadrados). Esto se debe, fundamentalmente, a dos
razones:
1. es el estimador de probabilidad idóneo cuando los errores son Gaussia-
nos y
2. existen numerosos algoritmos rápidos y estables que hacen uso de él
para obtener la solución.
Cuando el conjunto de datos está contaminado por espurios, la primera
justificación ya no es aplicable y la segunda se convierte en irrelevante, ya
que la solución proporcionada queda muy lejos de la solución verdadera,
convirtiendo la estimación en un proceso completamente arbitrario.
La figura B.1 ilustra este hecho mostrando los resultados obtenidos al
realizar un ajuste lineal a un conjunto de datos contaminado con espurios
mediante (ver tab. B.1): a) un procedimiento de mínimos cuadrados y b) un
algoritmo de muestreo aleatorio, concretamente RANSAC.
Obsérvese como el estimador de mínimo error cuadrático proporciona una
solución errónea (Fit 1) arrastrado por la muestra número 7, mientras que
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Figura B.1: Comparativa de un ajuste de mínimos cuadrados (Fit 1) y el proce-
dimiento de estimación robusta RANSAC (Fit 2).
RANSAC etiqueta dicha muestra como espurio, lo descarta del conjunto final
de muestras, proporcionando una solución que se ajusta mejor a la real (Fit
2).
El punto de ruptura de un estimador es la proporción más pequeña de
espurios que puede forzar que el valor de un cálculo esté fuera de un rango
determinado. Para un estimador de mínimo error cuadrático estándar basta
con un espurio para alterar el resultado, por tanto, su punto de ruptura es
1/n donde n es el número de muestras del conjunto.
Tabla B.1: Datos utilizados en la comparativa de la figura B.1.
Punto x y x− x¯ y − y¯
1 0 0 -3.29 -2
2 1 1 -2.29 -1
3 2 2 -1.29 0
4 3 2 -0.29 0
5 3 3 -0.29 1
6 4 4 0.71 2
7 10 2 6.71 0
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A continuación se describen en detalle dos de los métodos de regresión
utilizados en esta tesis: RANSAC y MAPSAC. Por completitud, también se
incluye el estimador LMedS. El lector puede encontrar información detallada
sobre regresión robusta y detección de espurios en [86, 102]. En este último
trabajo, Torr analiza diversos métodos de estimación y su aplicación para
recuperar robustamente la geometría epipolar.
B.1 LMedS
Dadas n muestras, el método de regresión robusta LMedS (Least Median of
Squares) [86] resuelve el siguiente problema de minimización no lineal:
min
{
median
(
r2i
)}
(B.1)
donde ri son los residuos de las n muestras utilizadas para ajustar el modelo.
No hay una solución analítica para este problema, y debe ser resuelto
buscando en el espacio de todos las posibles soluciones. Una búsqueda ex-
haustiva obliga necesariamente a estimar todas los posibles combinaciones.
Matemáticamente, este número viene dado por la expresión:
Cpn =
(n)!
(n− p)! (B.2)
donde p es el número mínimo de muestras requerido para determinar la so-
lución.
Por ejemplo, si n = 70, y p = 2, se requerirían cerca de 5000 estimaciones.
Si p = 8, serían necesario 3,8 × 1014. Este es, muy a menudo, un problema
inabordable, y sólo pueden analizarse subconjuntos de muestras. En este caso,
el número mínimo de posibles ajustes viene dado por la expresión:
m =
log (1− P )
log (1− (1− ε)p) (B.3)
donde P es la probabilidad deseada de encontrar un subconjunto sin espurios
y ε es la fracción estimada de espurios, respectivamente.
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En este caso, si P = 80 %, y ε está entorno al 50 %, utilizando p = 8
puntos, el número mínimo de subconjuntos aleatorios requerido es aproxima-
damente 600, mientras que si p = 2 sólo 9 son suficientes. Las m diferentes
soluciones son comparadas, y se selecciona la única que minimiza la mediana
de los residuos al cuadrado (expresión (B.1)). Puesto que la mediana no in-
cluye el 50 % de los mayores errores, (B.1) no se ve afectada por los espurios.
Una vez seleccionada la muestra que proporciona dicha solución, se proce-
de a clasificar cada elemento del conjunto inicial como dato válido o espurio,
en función de la magnitud de su residuo con respecto al modelo seleccionado,
esto es:{
espurio r2i > T 2
válido r2i 6 T 2
(B.4)
donde T es el umbral de corte.
Finalmente, para obtener una solución eficiente en presencia de ruido,
se utiliza el conjunto de datos válidos obtenido con (B.4) para calcular una
regresión de mínimos cuadrados.
B.2 RANSAC
Dadas nmuestras, el método de regresión robusta RANSAC (Random Simple
Consensus) [31] resuelve el siguiente problema de minimización:
min
{∑
i
ρ
(
r2i
)}
(B.5)
donde ρ es una función “todo o nada” de la forma:
ρ
(
r2
)
=
{
0 r2 < T 2
1 r2 ≥ T 2 (B.6)
El proceso de estimación es análogo al LMedS: se comparan las m dife-
rentes soluciones obtenidas a partir de otros tantos subconjuntos aleatorios
de p muestras, y se selecciona la única que minimiza el número de espurios
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(expresión (B.5)). Cuando se selecciona la mejor solución, se clasifica cada
elemento como válido o espurio, en función de su residuo con respecto al
modelo seleccionado (expresión (B.4)). Finalmente, se utiliza el conjunto de
muestras válidas para calcular una regresión de mínimos cuadrados.
Nótese que es posible, ajustar adaptativamente el valor de m en cada
iteración con objeto de reducir el tiempo de estimación. Podemos, por tanto,
reescribir la expresión (B.3) como sigue:
mj+1 =
log (1− P )
log
(
1− (1− qj
n
)p) (B.7)
donde qj denota el número muestras válidas para la iteración j.
B.3 MAPSAC
El algoritmo RANSAC ha demostrado ser muy eficiente para la estimación
robusta de parámetros, sin embargo, si el umbral de corte T es demasiado
alto, la estimación deja de ser robusta [102]. Como detalla en la sección B.2,
RANSAC trata de minimizar la función de coste “todo o nada” (B.6). Si T 2
es demasiado alto todas las muestras serían válidas y por tanto, todas las
soluciones tendrían el mismo coste. De igual forma, es posible que aunque no
todas las muestras fuesen válidas, podría haber varias soluciones con el mismo
coste ¿cual sería, por tanto, la mejor solución? En [101], Torr y Zisserman
proponen una nueva función de coste que trata de resolver esta limitación.
Para ello, plantean el siguiente problema de minimización:
min
{∑
i
ρ
(
r2i
)}
(B.8)
donde ρ es una función de la forma:
ρ
(
r2
)
=
{
r2 r2 < T 2
T 2 r2 ≥ T 2 (B.9)
Como puede observarse, los espurios son penalizados con un valor fijo,
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mientras que las muestras válidas son puntuados en función de cómo se ajus-
tan a los datos.
Este nuevo algoritmo recibe el nombre de MAPSAC (Maximum a Poste-
riori Consensus) y es una generalización de MLESAC para el caso Bayesiano.
El proceso de estimación es análogo al propuesto para el RANSAC.
Apéndice C
Topología algebraica
En este apéndice se introducen conceptos básicos de topología algebraica
tales como: símplex, complejo simplicial abstracto, complejo simplicial, etc.
utilizados para la formalización del registro lineal por trozos, así como tam-
bién, del proceso de optimización (topológica y geométrica) propuesto en esta
tesis. La topología algebraica, o más concretamente los complejos simplicial,
se utilizan en multitud de disciplinas científicas, incluyendo: ingeniería del
software [87], gráficos por ordenador [49], ciencias sociales [14], etc. ya que
permiten modelar espacios topológicos n-dimensionales; sus invariantes: hue-
cos, túneles; y las relaciones entre sus símplices constituyentes: adyacencia,
conexión, etc. El lector puede encontrar más información sobre el contenido
de este apéndice en [55].
C.1 Simplex
Un símplex o n-símplex es el análogo en n dimensiones de un triángulo. Más
exactamente, un símplex (en plural, símplices) es la envoltura convexa de un
conjunto de (n + 1) puntos afinmente independientes (esto es, en posición
general) en un espacio Euclídeo de dimensión n o mayor. Así por ejemplo,
un 0-símplex es un punto, un 1-símplex un segmento, un 2-símplex un trián-
gulo, un 3-símplex un tetraedro, etc. (en cada caso, con su interior) (ver fig.
C.1). Nótese que, cada uno de estos n-símplices pueden estar definidos en un
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espacio de dimensión n o superior.
Figura C.1: n-símplices, con n = 0, 1, 2, 3.
La envoltura convexa de cualquier conjunto no-vacío de los n+ 1 puntos
que definen un n-simplex se llama cara del simplex. Se denomina m-cara del
n-simplex la envoltura convexa de m+ 1 puntos de éste. Más concretamente,
las 0-caras se llaman vértices, las 1-caras lados, las (n− 1)-caras facetas y la
única n-cara es el n-simplex en sí mismo. Las caras también son símplices.
Por ejemplo, las caras de un triángulo son sus vértices, sus aristas y el propio
triángulo. Se dice que un símplex es regular si también es un politopo regular,
por ejemplo, un triángulo equilatero.
El n-símplex estándar o canónico es el subconjunto de Rn+1 dado por:
∆n =
{
(t0, · · · , tn)> ∈ Rn+1|
n∑
i=0
ti = 1 y ti ≥ 0
}
(C.1)
El simplex estándar ∆n cae en el hiperplano afín que se obtiene al eliminar
la restricción ti ≥ 0 en (C.1), y es claramente regular (ver fig. C.2).
Los vértices de un n-simplex estándar son los puntos n-dimensionales:
e0 = (0, 0, 0, . . . , 0)
>,
e1 = (1, 0, 0, . . . , 0)
>,
...
en = (0, 0, 0, . . . , 1)
>.
Existe un aplicación canónica f de un n-simplex estándar a un n-simplex
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arbitrario con vértices {v0, . . . , vn} dada por:
f : (t0, · · · , tn)> 7→
n∑
i=0
tivi (C.2)
Los coeficientes ti son las coordenadas baricéntricas de un punto en el n-
símplex. Este símplex arbitrario se denomina habitualmente n-símplex afín,
para enfatizar que la aplicación canónica es una transformación afín.
3e
2e
1e
z
x
y
3v
1v
2v
3? 3?
2-símplex estándar 2-símplex (no estándar)
f
Figura C.2: Transformación canónica de un 2-simplex estándar a un 2-simplex
cualquiera.
C.2 Complejo simplicial abstracto
Un complejo simplicial abstracto K consta de dos conjuntos: un conjunto
de m vértices {1, . . . ,m} y un conjunto de subconjuntos de estos vértices,
llamados caras o símplices de K, tales que, cualquier subconjunto de exac-
tamente un vértice es un símplex de K y cada subconjunto de un símplex de
K también es un símplex de K. Formalmente:
Definición C.1 Dado un conjunto universal S, y una familia K de subcon-
juntos no vacíos de S, K es un complejo simplicial abstracto si:
∀ σ ⊂ S, si σ ∈ K, entonces ∀ τ ⊂ σ se verifica que τ ∈ K
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La dimensión de un simplex σ ∈ K es el número de sus vértices menos
uno (esto es, dim(σ) = card(σ) − 1) y la dimensión de K es el máximo de
las dimensiones de sus símplices (esto es, dim(K) = max {dim(σ), σ ∈ K}).
La notación σd denota el símplex σ de dimensión d.
La figura C.3 muestra un complejo simplicial abstracto de dimensión 2,
K2, junto con sus correspondientes vértices, aristas y triángulos.
Definición C.2 La estrella de un símplex σd ∈ K, denotado como star(σd),
es el conjunto de símplices de los que σd es cara (ver fig. C.3).
Gracias a la definición de estrella de un d-símplex es posible definir dife-
rentes símplices y complejos simpliciales característicos, estos son:
• Los (d+ 1)-símplices de star(σd) son los padres de σd:
– σd es frontera si tiene sólo un padre y compartido en caso contrario.
– σd es libre si tiene al menos un padre y máximo en caso contrario.
• Finalmente, se dice que complejo simplicial K es regular si todos los
símplices máximos tienen la misma dimensión.
Definición C.3 El cierre de un símplex σd ∈ K, denotado como closure(σd),
es el complejo simplicial más pequeño que contiene todos los símplices de σd
(ver fig. C.3).
C.3 Complejo simplicial o poliedro
Para generar una triangulación a partir del complejo simplicial abstracto K
se procede de forma análoga a lo descrito en la sección C.1 para el símplex
estándar o canónico. En primer lugar, se determina el espacio topológico aso-
ciado a K y en segundo lugar, se mapea a un espacio geométrico, típicamente
R3.
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? ? ? ? ? ?0 0 01 8 91 , , 8 , 9? ? ?? ? ??
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Figura C.3: Ilustración de un complejo simplicial abstracto de dimensión 2 y
algunos de sus subconjuntos: estrella, cierre.
Dado el complejo simplicial abstracto K, se identifican sus m vértices
{1, . . . ,m} con los vectores bases estándar {e1, . . . , em}, ej ∈ Rm. Para todo
símplex σ ∈ K, se define su correspondiente símplex abierto, denotado como
|σ| ⊂ Rm, como el interior de la envolvente convexa de sus vértices:
|σ| =
{
(t1, · · · , tm)> ∈ Rm|
m∑
i=1
ti = 1 y ti ≥ 0
}
(C.3)
Definición C.4 La realización topológica de K, denotada como |K|, se de-
fine como la unión de los símplices abiertos de K, esto es, |K| = ∪σ∈K |σ|.
Definición C.5 La realización geométrica deK es la imagen φV (|K|), donde
φV : Rm 7→ R3 es una aplicación lineal que mapea los ej ∈ Rm a vj ∈ R3.
150 C. TOPOLOGÍA ALGEBRAICA
El subíndice V en φV enfatiza el hecho de que la aplicación viene espe-
cificada por el conjunto V de posiciones de los vértices. No todo conjunto
V = {v1, . . . , vm} da lugar a un embedding de φV (|K|) ⊂ R3. Si φV es un
homeomorfismo entre |K| y su imagen φV (|K|), la realización geométrica se
denomina complejo simplicial o poliedro (ver fig. C.4). Formalmente:
Complejo simplicial abstracto Complejo simplicial
Self-intersections
a) b)
Figura C.4: Ilustración de un complejo simplicial de dimensión 3. La figura ilustra
gráficamente las diferencias entre: (a) un complejo simplicial abstracto y (b) un
complejo simplicial. En un complejo simplicial abstracto la intersección de dos
símplices puede no ser ni el conjunto vacío ni una cara de ambos, dando lugar a
intersecciones propias o self-intersections, mientras que en el complejo simplicial
los símplices sólo se cortan en las caras.
Definición C.6 Dado un conjunto universal S, y una familia K de subcon-
juntos no vacíos de S, K es un complejo simplicial si verifica lo siguiente:
1. ∀ σ ⊂ S, si σ ∈ K, entonces ∀ τ ⊂ σ se verifica que τ ∈ K y
2. si σ, τ ∈ K, entonces σ ∩ τ = ∅ o bien es una cara común de σ y τ .
La figura C.5 muestra gráficamente los conceptos de realización topológica
y geométrica de un complejo simplicial. Concretamente, la figura ilustra la
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generación de una triangulación a partir de un complejo simplicial abstracto
K1 = {1, 2, 3} ∪ {{σ0i } ∪ {σ1j}}
con i = 1, 2, 3; j = 1, 2
tal que
σ0i : σ
0
1 = {1}, σ02 = {2}, σ03 = {3}
σ1j : σ
1
1 = {1, 2}, σ11 = {2, 3}
esto es, dos aristas conectadas.
? ?1
? ?3
? ? ? ? ? ?0 0 01 2 31 , 2 , 3? ? ?? ? ?
? ? ? ?1 11 21,2 , 2,3? ?? ?
? ? ? ? ? ?? ?1 0 11, 2,3 i jK ? ?? ? ? 1K
0-símplices
1-símplices
? ?2
3e
2e
1e
z
x
y
2v
1v
3v
3? 3?
Realiz. topológica    Realiz. geométrica
V?
1K ? ?1V K?
? ?1 2 3, ,V v v v?? ?1 2 3, ,e e e
1,2,3, 1, 2i j? ?con
Figura C.5: Realización topológica y geométrica de un complejo simplicial.
En primer lugar se procede a identificar los vértices de K mediante los
vectores base estándar {e1, e2, e3}, ej ∈ R3, lo que equivale a unir los símpli-
ces abiertos de K (esto es, la realización topológica), en segundo lugar, se
construye una aplicación canónica φV que mapea los vectores base estándar
de R3 al conjunto V = {v1, v2, v3}, vj ∈ R3, de posiciones de los vértices
(esto es, la realización geométrica). Como se observa en la ilustración, esta
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aplicación es inyectiva uno-a-uno (esto es, φV es un embedding) y por tanto,
la imagen φV (|K1|) es un complejo simplicial.
Nota: No confundir simplex abierto con simplex estándar, mientras que |σ| ⊂
Rm, ∆n ⊂ Rn+1 (ver fig. C.6).
3? 2?
Símplex abierto ? ?2,3 Símplex estándar 1?
2e
1e
3e
2e
Figura C.6: Simplex abierto |σ| ⊂ R3 vs. Simplex estándar ∆n ⊂ R2.
C.3.1 Invariantes topológicos
Un complejo simplicial tiene ciertos atributos que son invariantes topológi-
cos, así por ejemplo, todos los poliedros topológicamente equivalentes (esto
es, existe un homeomorfismo entre ambos complejos) poseen los mismos in-
variantes.
El primero de ellos se conoce con el nombre de primer vector de estruc-
tura del complejo y permite tener una visión local del complejo, recurriendo
al concepto de q-conectividad. Este concepto y sus aplicaciones en ciencias
sociales fueron desarrolladas por el matemático Ronald Atkin en [14].
Dados dos símplices de un complejo K, σp y σr:
• Decimos que σp y σr son “q-adyacentes” si existe al menos una cara
común entre ellos que es un q-símplex. Obviamente, si σp y σr son
q-adyacentes entonces son (q − 1)-, (q − 2)-, . . . , 1-, y 0-adyacentes.
Sea δq la relación definida como “es q-adyacente con”. Dicha relación es
reflexiva y simétrica pero no transitiva.
• Decimos que σp y σr están “q-conectados”:
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1. si σp y σr son q-adyacentes o
2. si existe una secuencia de símplices de K, σ1, . . . , σn tal que σp
es q-adyacente con σ1, σ1 es q-adyacente con σ2, . . . , σn es q-
adyacente con σr.
Si σp y σr son q-conectados entonces ellos también son (q − 1), . . . ,
1, 0-conectados en K. Si se define la relación γq como “es q-conectado
con” entonces γq es una relación de equivalencia sobre los símplices de
K.
El segundo invariante topológico permite tener una visión global del com-
plejo, calculando los “agujeros” y “túneles” que posee el poliedro en distintas
dimensiones.
De esta manera a un complejo simplicial Kn tiene asociado un conjunto
de valores β = 〈β0, . . . , βn〉, donde βi es el correspondiente número de Betti
para la dimensión i, con i = 1, . . . , n [55]. β0 es el número de componentes
arco-conexas, β1 es el número de túneles linealmente independientes (esto es,
2-agujeros), β2 es el número de agujeros de dimensión 3 (esto es, 3-agujeros)
del complejo; en general, βi es el número de agujeros de dimensión (i + 1)
(esto es, (i+ 1)-agujeros) del complejo.
Para terminar, en topología algebraica, cualquier complejo simplicial K
se caracteriza topológicamente por el número de agujeros, túneles, así como
el número de componentes conexas. Se define, por tanto, la característica o
número de Euler de K, como:
χ(K) = (# componentes)− (#tuneles) + (#agujeros) (C.4)
Para el caso particular de las redes triangulares se verifica que:
χ(K) = (# triangulos)− (# aristas) + (# vertices) = 2 (C.5)
C.3.2 Representación
El procedimiento utilizado, típicamente, para representar un complejo sim-
plicial, así como sus invariantes topológicos, son las matrices de incidencia,
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conexión, etc. Este sistema de representación facilita, desde un punto de vis-
ta operativo, el manejo y actualización de su estructura. Para ilustrar su
utilización considérese el complejo simplicial abstracto
K1 = {1, . . . , 6} ∪ {{σ0i } ∪ {σ1j} ∪ {σ2k}}
con i = 1, . . . , 6; j = 1, . . . , 11; k = 1, . . . , 7
representado en la siguiente figura
? ?1
? ?2
? ?3
? ?4
? ?6
? ?5
Para construir la matriz de incidencia de K se genera una tabla de di-
mensión N ×M , donde las N = (card({σ1j}) + card({σ2k}) representan los
1- y 2- símplices; y las M = card({σ0i }) columnas los vértices, tal como se
ilustra en la tabla C.1. En esta matriz, un 1 representa la pertenencia de
cada vértice a cada cara (arista o triángulo) del complejo, y 0 lo contrario.
Los invariantes topológicos se pueden representar de forma análoga a la
descrita para el complejo simplicial, así por ejemplo, si se desea representar la
matriz de 1-conexión del complejo simplicial K, γ1, se procede como sigue: se
genera una matriz cuadrada de dimensión N ×N , donde N = card({σ1j}) +
card({σ2k}) representan los 1- y 2-símplices 1-conectados, como se ilustra en
la tabla C.2 (por claridad, sólo se incluyen un subconjunto de símplices).
En esta matriz, un 1 indica que ambos símplices están 1-conectados y 0 lo
contrario. Recuérdese que: 1) si dos símplices están 1-conectados también
están 0-conectados; 2) un símplex está 1-conectado consigo mismo.
Este tipo de estructuras facilita el acceso a los distintos símplices del
complejo, su actualización, y el recorrido de éstos para su procesamiento.
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Tabla C.1: Matriz de incidencia de un complejo simplicial.
1 2 3 4 5 6
σ11 1 1 0 0 0 0
σ12 1 0 1 0 0 0
σ13 1 0 0 1 0 0
σ14 1 0 0 0 1 0
σ15 1 0 0 0 0 1
σ16 0 1 1 0 0 0
σ17 0 1 0 0 1 0
σ18 0 0 1 1 0 0
σ19 0 0 1 0 1 0
σ110 0 0 0 1 1 0
σ111 0 0 0 1 0 1
σ21 1 1 1 0 0 0
σ22 1 0 1 1 0 0
σ23 1 0 1 0 1 0
σ24 1 0 0 1 1 0
σ25 1 0 0 1 0 1
σ26 0 1 1 0 1 0
σ27 0 0 1 1 1 0
Tabla C.2: Matriz de 1-conexión (γ1) de un complejo simplicial.
σ11 σ
2
1 σ
2
2 σ
2
3 σ
2
4
σ11 1 0 0 0 0
σ21 0 1 1 1 0
σ22 0 1 1 1 0
σ23 0 1 1 1 0
σ24 0 0 0 0 1
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Apéndice D
Detectores de esquinas: Harris y
Lowe
En este apéndice se describen detalladamente los detectores de Harris y Lo-
we, dos técnicas ampliamente utilizadas en visión por computador y que se
combinan en esta tesis para detectar y emparejar de forma robusta puntos
de interés. Estas técnicas se caracterizan fundamentalmente por lo siguiente:
• El detector de Harris, posee un coste computacional bajo, pero la es-
tabilidad de sus esquinas se ve muy afectada por los cambios en la
escala.
• El detector de Lowe, por el contrario, tiene un coste computacional
significativamente más alto (especialmente, la etapa de búsqueda de
extremos) pero proporciona esquinas invariantes a la escala y la rota-
ción de la imagen, así como parcialmente invariantes a cambios en la
iluminación. Para dotarlas de esta invarianza crea descriptores, deno-
minados SIFT, basados en información del gradiente.
La detección de esquinas mediante Harris y su caracterización median-
te descriptores SIFT, como se propone en la sección 4.5.1, proporciona una
mecanismo rápido y eficaz para detectar pares de correspondencias en imá-
genes captadas desde distintos puntos de observación y en condiciones de
iluminación diferentes.
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D.1 El detector de Harris
El detector bordes y esquinas propuesto por Harris en 1988 es simple, inmune
al ruido y eficaz, lo que lo hace especialmente popular. Basado en el detector
de Moravec [73], este detector se basa en la función de auto-correlación local
de la imagen, la cual mide los cambios locales de la imagen en diferentes
direcciones.
Dado un desplazamiento (∆x,∆y) y un punto (x, y), la función de auto-
correlación c se define como:
c (x, y) =
∑
W
[I (xi, yi)− I (xi + ∆x, yi + ∆y)]2 (D.1)
donde I(x, y) representa la imagen y (xi, yi) es el punto en la ventana gaus-
sianaW centrado en (x, y) (por claridad el factor e−(x2+y2)/(2σ2) de la ventana
gaussiana se ha omitido en este desarrollo).
Si se aproxima c (x, y) truncando su expansión en series de Taylor en el
término de primer orden, se obtiene:
I (xi + ∆x, yi + ∆y) ≈ I (xi, yi) +
[
Ix(xi, yi) Iy(xi, yi)
] [ ∆x
∆y
]
(D.2)
donde Ix(xi, yi) e Iy(xi, yi) son las derivadas parciales respecto a x e y, res-
pectivamente.
Sustituyendo la expresión (D.2) en (D.1) se obtiene:
c (x, y) =
[
∆x ∆y
]
∑
W
(Ix (xi, yi))
2 ∑
W
Ix (xi, yi) Iy (xi, yi)∑
W
Ix (xi, yi) Iy (xi, yi)
∑
W
(Iy (xi, yi))
2
[ ∆x
∆y
]
(D.3)
D.1. EL DETECTOR DE HARRIS 159
Finalmente, se denota como matriz de auto-correlación C a la expresión:
C (x, y) =

∑
W
(Ix (xi, yi))
2 ∑
W
Ix (xi, yi) Iy (xi, yi)∑
W
Ix (xi, yi) Iy (xi, yi)
∑
W
(Iy (xi, yi))
2
 (D.4)
Nótese que la matriz C(x, y) contiene información relativa a la variación
de intensidad en torno al pixel (x, y). De la correcta interpretación de los
autovalores de C, se puede determinar si (x, y) es una esquina (λ1 y λ2
grandes), forma parte de un borde (λ1 >λ2, o viceversa), o de una zona
homogénea (λ1 y λ2 aproximadamente 0). Como se puede deducir de (D.4),
la información proporcionada por los autovalores es invariante a la rotación,
pero no al cambio de escala.
Zona homogénea
Borde
Esquina
Borde
Zona
homogénea
Esquina
Imagen en escala de grises
? ?
2
2,
I I I
x x y
C x y
I I I
x y y
? ?? ? ?? ?
? ?? ?? ? ?? ?? ?? ? ?? ?? ? ?? ?? ?? ?? ? ?? ?? ?
1 2
1 2
1 2
,
,
,
? ?
? ?
? ?
? ? ?
?
?
? ? ??
?
?
? ? ??
? ?,R x y
Figura D.1: Proceso de detección de esquinas propuesto por Harris.
Harris propone una función para detectar esquinas sin tener que obtener
explícitamente los autovalores de C(x, y). La función de detección viene dada
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por la siguiente expresión:
R = det (C)− k (trace(C))2 (D.5)
donde k es un parámetro igual a 0.04 (por sugerencia del autor).
Las esquinas son definidas como máximos locales de la función de detec-
ción R (ver fig. D.1). La precisión subpíxel se logra a través de una aproxi-
mación cuadrática del entorno del máximo local.
En la práctica, el número de esquinas proporcionado por este operador
suele ser considerable. En este caso suele ser habitual que antes de iniciar
el proceso de emparejamiento, limitar el número de esquinas seleccionadas
mediante zonas de supresión de máximos, así como también, su distribu-
ción. Una estrategia ampliamente utilizada consiste en seleccionar n esquinas
“fuertes” (esto es, aquellas que presentan valores de R significativos) unifor-
memente distribuidas o asegurar una distancia mínima entre ellas mediante
supresión local de máximos [100].
D.2 El detector de Lowe (SIFT)
En [63], Lowe propone un método para detectar esquinas invariantes a la es-
cala y la rotación de la imagen, así como parcialmente invariantes a cambios
en la iluminación y otras transformaciones afines. Para dotarlo de robus-
tez, Lowe asigna a cada esquina un descriptor basado en el histograma de
orientaciones de su entorno, denominado Scale-Invariant Feature Transform
(SIFT). Un identificador altamente distintivo que facilita su posterior empa-
rejamiento. A continuación se detallan las fases de la que consta esta técnica.
En primer lugar se buscan puntos estables a lo largo de diferentes escalas
de la imagen para conseguir la invarianza de las características a los cambios
de escala. Para lograr esto Lowe propone una búsqueda de características
a lo largo de todas las posibles escalas, utilizando para ello, una función
continua de la escala conocida como espacio de escalas. El espacio de escalas
de una imagen está definido por la función L (x, y, σ), que se obtiene de la
convolución de una variable de escala Gaussiana G (x, y, σ) con la imagen de
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entrada I (x, y).
L (x, y, σ) = G (x, y, σ) ∗ I (x, y) (D.6)
donde ∗ es la operación de convolución en x e y, y
G (x, y, σ) =
1
2piσ2
e−(x
2+y2)/2σ2 (D.7)
Para detectar eficientemente características estables en el espacio de es-
calas, Lowe propone localizar extremos (máximos y mínimos locales) en
la función DoG (Diferencia de Gaussianas) convolucionada con la imagen
D (x, y, σ), que se obtiene de la diferencia de dos escalas muy próximas se-
paradas por un factor multiplicador k:
D (x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I (x, y)
= L (x, y, kσ)− L (x, y, σ) (D.8)
donde k es un parámetro igual a
√
2 (por sugerencia del autor).
La figura D.2 muestra gráficamente el proceso de construcción del espacio
de escalas. La imagen inicial es convolucionada incrementalmente con Gaus-
sianas para producir imágenes separadas por k en el espacio de escalas. Si se
divide cada octava del espacio de escalas en un número entero de intervalos
s, tal que k = 21/s, es necesario generar s+3 imágenes en la pila de imágenes
suavizadas para cada octava, hasta que la detección final de extremos abar-
que una octava completa. A continuación, las imágenes de escalas adyacentes
son substraídas para generar la DoG. Una vez que una octava completa ha
sido procesada, se reduce a la mitad la imagen Gaussiana que tiene dos veces
el valor inicial de σ y se repite el proceso.
A continuación, para detectar los extremos en la imagen D (x, y, σ), cada
punto candidato es comparado con los ocho vecinos de su misma escala, con
los nueve vecinos en la escala superior y con los nueve vecinos de la escala
inferior. De tal forma que un punto es seleccionado si y sólo si, es más grande
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Escala
(siguiente 
octava)
Gaussianas Diferencia de Gaussianas
Escala
(primera 
octava)
Figura D.2: Proceso de construcción del espacio de escalas.
o más pequeño que todos sus vecinos. La figura D.3 ilustra el proceso de
selección.
Escala
Figura D.3: Proceso de búsqueda de extremos en las octavas construidas.
Una vez finalizado el proceso de detección, se crea un descriptor por
cada característica localizada. Para construir el descriptor se procede del
siguiente modo: en primer lugar, se calcula la magnitud del gradiente y la
orientación en cada punto de su vecindario (fig. D.4(a)); en segundo lugar,
se ponderan con una ventana Gaussiana the radio σ igual a la mitad de la
anchura del descriptor (la ventana de ponderación se representa mediante una
circunferencia); y en tercer lugar, las muestras ya ponderadas son acumuladas
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en histogramas de orientación (fig. D.4(b)). El proceso de acumulación se
realiza por subregiones de tal forma que la magnitud de cada entrada del
histograma es proporcional a la suma de las magnitudes del gradiente en
dicha orientación.
a) b)
Gradientes de la imagen Descriptor
Gaussiana
Figura D.4: Descriptor de longitud 2 × 2 × 8 = 32 obtenido a partir de regiones
de 8× 8 muestras.
La dimensión del descriptor viene dada por la expresión N × N × B,
donde B es el número de orientaciones consideradas en los histogramas (esto
es, el número de bins). La figura D.4 muestra un vecindario de dimensión
8×8 del que se obtienen 2×2 histogramas con 8 bins cada uno, produciendo
descriptores de dimensión 2× 2× 8 = 32.
Finalmente, el vector descriptor es normalizado con objeto de reducir la
influencia de los cambios de iluminación (contraste, brillo y diferencias no
lineales) en el descriptor. El lector puede encontrar en [63] más detalles sobre
el proceso de normalización y los valores aconsejados para cada uno de los
parámetros.
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