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1. INTRODUCTION 
The study of phenomena which involve the diffusion of charged particles 
in an electric field often leads to a reaction diffusion system coupled with 
a nonlinear second order elliptic equation: 
+J+F(x, t, u, v) 
0 = Au + g(x, t, U, v). 
Here U= U(U,, u2, . . . . u,), XEQ, t >O. In certain cases the reaction- 
diffusion system is weakly coupled, as for instance in the situation of carrier 
transport in semiconductors [ 1,2], while in other cases such as the study 
of electrophoresis [3] they may be strongly coupled. The last equation may 
be used to eliminate the variable v from the problem, thus leading to a 
reaction-diffusion equation with a nonlocal nonlinearity. In this paper we 
will restrict ourselves to the case of a single component, N= 1, although 
generalization of the results to weakly coupled systems is possible. We will 
obtain existence results for classical solutions to the following second order 
quasilinear parabolic equation: 
=9(x, t, u), (xv t)EQr 
81 u = u = fj(x, t), (x, t) E si- 
24(x, 0) = O(x) 
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= F(x, t, u), (xv t,EQr (4) 
/?2u3ji(X)a,i(x, t, u&(x, t, u)=O, (4 t)E ST (5) 
J 
44 0) = e(x), (6) 
where Qr= a x (0, T), !Z a bounded open set in R”, ST= dfi x (0, T), and 
i(x) = @1(x), A*(x), . ..) ii,(x)) is the unit outward normal at x E X& P?(X) is 
assumed to be well defined on all of &C2. We will refer to (l)-(3) as the 
“first problem” and to (4)-(6) as the “second problem.” We will be 
particularly interested in the nonautonomous case. Indeed, it is usual to 
impose time-independent growth restrictions on the various nonlinearities 
appearing in the equations and in the boundary conditions; we shall allow 
some of these to grow rapidly with respect to u as long as they attenuate 
sufficiently fast with respect to t. Moreover we will be interested in the case 
where the driving term B in the equations is nonlocal in character. That 
is to say that 9 may be allowed to depend on functionally u( ., t). The 
main difficulty will be in establishing a priori bounds on the norm 
ilu( ., t)ll - sup, lu(x, t)l of such solutions. This will be accomplished by 
means of a modified Lyapunov method. A similar method was introduced 
in [4] to obtain a priori bounds (but not existence) for weak solutions to 
certain nonlinear parabolic equations. 
2. PRELIMINARIES 
In this section we will introduce notation and state some pertinent 
theorems whose proofs may be found in the book by Ladyzenskaja, 
Solonnikov, and Uralceva [S]. Although our notation will, by and large, 
coincide with the notation used in that book, we will use the symbol J’? 
rather than H to denote Holder spaces. This is done to avoid possible 
confusion with Sobolev spaces such as H’(Q). We use %‘(a) to denote the 
functions on D which have continuous derivatives of orders < [I] with the 
derivatives of order [1] being Holder continuous with exponent 1- [l]. 
The space Z l+a,1/2+a/2(QJ, 0 < c1< 1, Qs = 52 x (0, s), consists of all func- 
tions w  on Q5 which are continuous together with VW such that w  is 
uniformly Holder continuous with respect to t with exponent l/2 + a/2, 
VW is uniformly Holder continuous with respect to x with exponent c1 and 
with respect to t with exponent cr/2. Similarly Z2+a*1+OL’2(Qs), Odcl,< 1, 
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comprises all functions w  on Q, which are continuous together with all 
derivatives D;D;w, y a multi-index with 2r + lyI d 2 such that awlat and 
@w/ax, dx, are uniformly Holder continuous with respect to the variable x 
with exponent CI, and awl&, &v/axi, and a2w/axi axj are uniformly Holder 
continuous with respect to the variable t with exponents 42, (1 + a)/2, and 
42, respectively. The norms are defined in a natural way (see [S] ) and will 
be denoted by Iwj $‘, IwI $jY+‘), and Iw~$~+‘). Similarly YPZ’2(Qs), 0 < c( < 1, 
is the space of functions w  on &, with w  Holder continuous with respect 
to x with exponent CI and with respect to t with exponent 42. Its norm will 
be denoted by 1 WI 8:. We will use YF2+ ‘.’ ‘*j2(Qc) (respectively ??z,n12( Q,)) 
to denote the space of all functions whose restrictions to Qo,b belong to 
Af 2 + ‘,’ + ai2(Qa,h) (respectively Y?2,‘/2 (Q,,,)) for all O<a<h<s. The space 
of all functions w(x, t) on Qa,h for which t -+ w( ., t) is a Holder continuous 
map with Holder exponent 6/2 into the space Y?’ “(0) will be denoted by 
x 0 6 rr,b, We denote Xi ,, 
’ 
simply in Xf The norm in Xt.h is defined in a 
natural way as 
IIu’l/j.= sup Iw(.,t)Ji:f”)+ sup (r-t) “‘~IW(.,?)--U’(.,t)l~f(j’. 
u<t<h a<t<r<h 
LEMMA. The embedding JI?~+~. ’ +“12(&) c Xf is compact continuousfor 
any 0 < q d 1 and 0 d 6 < l/2. For each 1 6 i< n the map M’ -+ &/ax, is 
continuous linear from Xg into &+6!2(Q3). 
Proof: The last assertion is a trivial consequence of the definition of the 
norm in Xf . In order to prove the first assertion we note that, by virtue 
of the ArzelaaAscoli theorem and the obvious fact that Xi” c Xf is a con- 
tinuous embedding, it suffices to show that the embedding %‘“,‘(Q,) c X:“’ 
is continuous. We have, for w  E %“,‘(Q) 
IW(.,t)-w(.,T)l~‘~Iwl~,‘It-?l 
Iw,,(., t)-ww,(~,r)l~‘~Iwl~,‘It-~l’~2. 
It remains to show that given any bounded set Y c J?~,‘(Q.,) there exists 
a constant k, depending only on 9’, such that for any WE Y and 
t,b = &lax,, we have 
r=It,b(x, t)-t,Q(y, t)-t+b(x,r)+$(y,z)l <kJx-yJ”21f-TI’/4. 
But there exist constants c, and c2, and 5, and ~,ESZ, such that 
rb l(W(5,> t) -wt,, T)). (x - Y)l G Cl lx - Yl 
and 
r<c21t-Tl’~2. 
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Now, choosing the first inequality if Ix- y(‘< )t - ZJ and the second one 
if lx-y/‘> It---z1 we get 
Let B,(x) c R" be the open ball of radius p, centered at x. We say that 
XJ, the boundary of 8, satisfies condition (A) if there exist two positive 
numbers LIP and B0 such that the inequality 
mes G$ < (1 - 0,) mes B,(x) 
holds for any ball B,(x) with XE &2, p <a,, and any of the connected 
components “L of B,(x) n !S. We will say that ~%2 belongs to a certain 
class (e.g., &2 E SF’) if there exists a p > 0 such that 852 n B,(x,) is a 
connected surface for each X~E 32 whose equation in local coordinates, 
with origin x0, has the form y, = w(y,, y,, . . . . JI+ r) with w  being a 
function of that class (e.g., w  E H’(D), where D is the domain of 0). 
We say that II/ E #‘(S,) if locally $ can be defined via a function 
$ E Z"'(D x [0, T]) where D is as above and 3 = $(y,, y,, . . . . y,- r, t); 
$(x, t) = w4Yl~ Y2> . . .T  Y,-l,dY,, ...? Y”-I)), t) = sch ...? Y(n-l)? t) 
where x = h(y) describes the local coordinate system. A definition for 1 I$! 
can now be given in a straightforward manner by means of a partition of 
unity. 
We use Tr to denote S, u G,, where Sz, = Sz x {O}. 
Ly,JQT) is the Banach space of all measurable functions u on Q, with 
finite norm 
T  
Ilull q.r.QT = [r (s 14x, t)l” dx 7 0 R 
where r3 1, q> 1. 
C!?‘(0), I= 1,2, is the set of all continuous functions on 52 having 
continuous derivatives up to order I - 1 and having bounded derivatives of 
order I on 0. Similarly, for Q c QT, Co”*‘(&) is the class of all continuous 
functions on Q having continuous first order derivatives a@xi, a bounded 
first order derivative au/at, and bounded second order derivatives 
a2u/axi axj. 
We denote by 3 the following linear uniformly parabolic differential 
operator with real coefficients: 
5% = au/at - UJX, t) a%/ax, aXj + a,(~, t) au/ax, + U(X, t)24. 
We assume that 852 is of class Lo*. This implies the condition (A) is satisfied 
as well as the restrictions listed on p. 295 of [S], thus legitimizing our use 
of the results which are proved there. 
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We first examine the following two linear boundary value problems: 
Tu = f(x, t), (x, r) E Q7-> (7) 
B1u=4s,=~(x, t), (4 t) E ST, (8,) 
4-T 0) = W), XEQ (9) 
and the similar problem with (8,) replaced by the boundary condition 
/?*u = bi(X, t) au/ax, + b(x, t)u = qqx, t), (x, t) E s,, (8,) 
where bi(x, t) G,(x) 3 6 > 0 on S,. Let us define 
BU = a,(~, t) a&/ax, axj- a,(x, t) aMix, - a(x, +, 
i.e., Y = d/at - &. Using the initial condition together with the differential 
equation we may compute u’“‘(x) E a5qaP ,=0 for a solution to 
Yu+f=O (if it exists) by setting u(O)= 8, z&I’= bB+f(x, 0), and 
U(k+l)=ak[~U+f]/afkl,=O. 
DEFINITION [S]. We say thatf, 8, and C$ satisfy the compatibility condi- 
tion of order m > 0 for problem (7), (8,), (9) if ~6~) = ak#/at”l ,=. on &Z2 for 
k = 0, 1, . ..) m. We say that the compatibility condition of order m for 
problem (7), (8,), (9) is satisfied if 
where h jj) (respectively b”)) denotes aJbi/tjl r = ,) (respectively 8b/at il, = o). 
THEOREM 0 [S, p. 3201. Suppose I> 0 is a nonintegral number and the 
coefficients of the operator 9 belong to the class s?‘~‘/*(&~) and the 
boundary LX2 belongs to the class X1+2, f E c?@‘/*(Q,), 4 E A?‘+*(.@. In case 
qf the first problem assume: 
(i) 4~x/+*,l/*+~ (S,) with compatibility condition of order [l/2] + 1. 
In case of the second problem assume: 
(ii) 4~3F r+‘,(‘+“/2(ST) with a compatibility condition of order 
[(I+ 1)/2] and biEH’+1.“r’)‘2(ST) and bEX’+‘,“+“‘2(ST). 
Then there exists a unique solution u E ~f”+*-‘~*+‘(&~). Moreover, in the 
case of the first problem we have 
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while in the case of the second problem we have 
(11) 
We note that the constant c may be assumed to depend only on QT and the 
norms of the various coefficients in respective, appropriate Hiilder spaces. 
We next need some a priori estimates for solutions to quasilinear 
problems. Let us begin by considering the first problem (lk(3). In order 
to state hypotheses and quote some required results from [S] it will be 
useful to introduce the following additional notation: 
4tx, t, 4 PI = i 4ytx, t, u3 PI Pj, 
j=l 
a&, t, 4 P) = 84(x9 6 4 P)laPj, 
d(x, t, 4 P) = f Bi(x, t, % PI Pi + 4tx, t, u), 
,=I 
where we assume that 9 = 4+ Pn where 4 is a local operator; i.e., 
m-9 ., .) is a function defined on G x [0, T) x R’. We now make the 
following assumptions: 
H-l. (i) %2 is of class #‘2+8, 0 < fi < 1. 
(ii) There exist a monotone increasing function p and a mono- 
tone decreasing function v such that v( lu1”‘) titi < aV(x, t, u, p) tit-i 6 
p( JuJ (O)) tit, for al < E R”. 
(iii) There exists a function q E L,,(QT), q > n, such that 
b&l+ la4m + wm4 a14’“‘NPl +rl(x, 1) 
for each i. 
(iv) l&~$/ax,l dp(J~l’~‘)Ipl~ +q(x, t) for each i and k. 
(VI l&l Gk414(09(1 + IP02. 
(vi) 14 + I&J/&) + la~4/~3p,l + la&/&( d Y( Iu[(~), lV~l(~), x, t), 
where (a, s) + !P(a, s, ., . ) is a continuous map from [0, cc ) x [O, co) into 
4&Q.). 
(vii) @E% 2+B,1+8’2(QT), where @(x,O)=@x) and @=d on S,. 
(viii) 4, &&@pj, &z$/au, ad/ax,, and d are Holder continuous 
in (x, t, U, p) with exponents j?, p/2, /I, and p, respectively. 
We can now state an a priori bound which is an amalgamation of several 
results in [S], namely Lemma 3.1 (see [S, 535]), which provides an 
QUASILINEAR PARABOLIC EQUATIONS 209 
estimate on maxS,\Vul in terms of IuJ(O), p, v, @, iX2, Theorem 4.2 [S, 
p. 4443, which gives a bound on \Vuj in all of Qr in terms of the 
parameters in the hypotheses, \u((‘), max., I%[, and LK2, and Theorem 5.4 
[S, p. 4481, which gives a bound on IVuj $I in terms of the parameters in 
the hypotheses, IuI$), lVu[ g), max.,lu,l, and max,, ,< Tll~ll ~;~!“’ for 
some q3 > n. We also note that max,,lu,I can be given in terms of @ and 
that since the Wz3- ‘ly3 norm is weaker than the C?‘.’ norm we can bound 
ilull ZJ,;~/,~ by some constant multiple of I@\ $f+ I@,1 2: + C;=, Id@/ax,l$,’ + 
c:;,=, ~i%yax, ax,lg. 
THEOREM 1. Suppose Fn ~0 and that hypothesis H-l is satisffi:ed. Let 
UE#2++p.‘+fl:2(QT) b e a solution of the problem (l)-(3). Then IuI(‘+~’ is 
bounded from above by a constant depending only on 8, aR, v, u, /u((“), q, 
v, Y l@l:2:? and the norms of &., ad./apj, ad/au, a.g./axi, and .d in 
&L’D.8’2~8~8(Af) where A=Q,x [-lul”), lul’“‘] x (PER”: IpI < [VU~‘~‘}. 
Moreover lVu\ (O) may be bounded in terms of the other quantities so that a 
bound,for IuI’~+~) may be found once a bound for IuI (‘) is known. 
We note that this a priori bound for Iu( ” + I0 will only depend on 4. and 
.c$ via v, p, q, Y, and the various norms in Z’B,B~2XB,B(O~). 
Next we consider the second problem, (4)-(6). We will make the follow- 
ing assumptions: 
H-2. (i) an is of class X2+L’. 
(ii) There exist a monotone increasing function p and monotone 
decreasing function v such that v(lul’“‘) citib a,i(x, t, u) tit,< v(\u\‘~‘) tit,. 
Note that we now restrict ourselves to a,, = aLj(x, t, u). 
(iii) iaa,/au( + laa,/ax,l + laa,,/dtl + I@ + lagaq + 
ja$/h,l + la+/atl + ia2+/au*l + la2$jaua.x,I + la*tj/auatj d p(lup~). 
(iv) iabiak5iu + ipi)+ iwaui + kwati ~44(0%~ + i~i?. 
(v) eEH2+qi=2). 
(vi) a,, .d, 11/ are Holder continuous with exponents 8, b/2, /I, 
respectively. 
We can now state what is essentially Theorem 7.2 of [S, p. 4861. 
THEOREM 2. Suppose that S$ = 0, the hypotheses of H-2 are satisfied, 
and u E C*.‘((2.) is a solution for (4)-(6). Then there exist positive constants 
M,,M,,and6>O,dependingonlyonu,v, ~ul~~andJu(~,O)lij’andaQsuch 
that 
IVUI ;;a,, and Ju(&+~)<M~. (121 
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3. EXISTENCE OF GLOBAL SOLUTIONS 
Let us consider the first problem (see Eq. (1)). Let us denote by @J the 
function on Tr which coincides with 4 on S, and with 6’ on 52 x (0); then 
the first problem may be stated as 
2?,u = 9-(x, t, 24) in QT, 
l4=@ on rr, 
where 9 is allowed to be nonlocal in character but satisfies 
(13) 
(14) 
H-3. (i) For any bounded set B in L,(0) there is a function 
C(t, r) which is a continuous and nondecreasing function of max(t, r) 
such that for any u and u in B we have I[%( ., t, u)-9( ., r, v)ll < 
C(t, 9{lt--rl+ lk4I). 
(ii) For each 0 <s < T the map u + P( ., t, U) is continuous from 
X1/* into sP~,~“(&) which takes bounded sets to bounded sets. s 
We assume H-l and H-3 and, without loss of generality, /Id l/2. To 
prove the existence of a local solution we choose a value s > 0 and a ball 
B c 2’ +B(@, centered at zero, and having diameter large enough so that 
u( ., 0) lies in its interior. By Dugundji’s Extension Theorem [6] there 
exists a retraction mapping r of SF ’ +B a) ( onto B. Consider the linear 
problem 
+d$,,(x, t,v,Vv)+~i(X, t,v,Vu)-g+~(x, t,u) (15) 
I 
u=@ on Tr (16) 
v = r(w), w E xy. (17) 
This problem has a unique solution u E SS?~+~~‘+~‘*(&). To see this 
we note that the coefficients aY(x, t, u, Vu) as well as A$:= 
J&(X, t, V, v2g(afqaxi) + JY~,~,(x, t  U, VV) - a(~, t, 0, VU) + P”(x, t, 0) are 
in ZB*8’2(&) and th eir norms in this space are uniformly bounded for all 
w  E XII2 Therefore, we may apply Theorem 0 which provides for existence 
as wei1 as an a priori bound 
(18) 
We therefore have defined a compact continuous map Z, u = ,X(w), from 
Xf/2 into itself. By Schauder’s Theorem we have a fixed point. We observe 
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that hypotheses H-l(iii), H-l(iv), and H-l(v) were not needed to arrive at 
this conclusion. There is a smallest value 0 <s* < s such that u( ., s*) E 2s 
and therefore u defines a solution to (10) on [0, s*]. Next we prove that 
if we know that all solutions u satisfy the a priori bound Ilu( ., t)ll < r(t) for 
all t E [0, T) for some continuous nondecreasing function y on [0, T) then 
there exists a solution on all of [0, T). To see this suppose we had a solu- 
tion u on [0, T,), T, < T, which is a maximal interval with respect to this 
property. Then Theorem 1 may be invoked to yield a uniform bound for 
Iu\$:“‘. This implies that limtt, u( ., t) exists in C*(Q). We denote this 
limit *by u( ., T,) and note that it *is a member of YP*“~(Q). This function 
satisfies the necessary compatibility condition with respect to the boundary 
condition so that we may find a local solution on [IT,, T, + 6) for some 
6 > 0. It remains to prove differentiability with respect to t at t = T,. This 
follows from the uniform continuity of a+u/dt on [0, T* + 6). This yields 
a contradiction to maximality of T*. Next assume we are dealing with the 
second problem under assumption H-2 and H-3. We again use a retraction 
r onto a ball DC% ‘+8(Q) where u(., ) 0 lies in the interior of B. Now we 
consider the linear problem 
u, - %j(X, 6 0) 
a% - - d(x, t, u, Vu) = sqx, t, u) 
ax, a.Yi inQT (19) 
+qj(x, t, u)g,++(x. t, u)=O on S, (20) 
J 
u = r(w), w E x,;.” (21) 
u(x, 0) = 8(x). (22) 
By Theorem 0 we have a solution u E X’2+S,1 fB12(QT). As before we may 
apply Schauder’s theorem to conclude the existence of a fixed point for the 
map X, 2.4 = X(w), from Sj/* mto itself. For this case we note that H-2(iii) 
and H-2(iv) were not used. By the same argument as before we can prove 
the existence of a global solution on [0, T) provided we have an a priori 
bound j\u( ., t)\l f y(t) on [0, T). We can collect these results as a theorem: 
THEOREM 3. Let fi* =min@, l/2), then for either the first problem, 
(l)-(3), with hypotheses H-l and H-3 or the second problem, (4)-(6), 
with hypotheses H-2 and H-3 we have existence of a solution in 
3p++.J++*/2(~s)f or some s > 0 prouided the data satisfies a compatibility 
condition of order 0 in case of the first problem and of order 1 in case of the 
second problem. Moreover if we have an a priori bound \lu( ., t)jl < y(t) < cx 
on [0, T) for some continuous function y then there exists a (global) solution 
on [0, T). 
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4. GROWTH OF THE L,(Q)NoRM AND STABILITY 
The main result of this section can be obtained simultaneously for the 
first and second problems by considering the single, more general problem 
au a 
z = -& &qx, t, u, Vu) g + F&(x, t, u, Vu) g 
I J I 
+ 9(x, t, u), (x, t)EQ, (23) 
4x3 t) = 4(x, 11, (4 t) E 852, x (0, T) (24) 
ni(x) &y(x, t, 4 vu) &= $tx9 t, u), (4 t) E dJ-2, x (0, T), (25) 
J 
where 6X2,= 5X?--a&?,,,. In case of the first problem we of course have 
aQ,= Qr while in case of the second problem we have aa,= @ and 
s&(x, t, u, Vu) = Q(X, t, u). 
Let %’ be a class of functions on (QT). Normally X will be a Holder 
space such as A? *a,’ +a/2(Qr). Rather than proceeding encumbered by the 
technicalities of hypotheses H-l-H-3 we will make one concise hypothesis. 
DEFINITION. (al and (8521 denote, respectively, the n- and (n - l)- 
dimensional Lebesgue measures of ,C2 and cX~. Y? c 02,‘(Q,) is a class of 
functions for which the following hypothesis holds. 
(E) [Szl -C CO, (~?a[ < co, and for each UE JP the associated linear 
problem 
~=~~j(x, t, u,vu)E+g;(x, t, u,Vu)-$ 
I 3 I 
(x, 1) E QT (26) 
44 t) = 4(x, t), (x9 t) E 852, x (0, T) (27) 
it,a$(x, t, 24, Vu) g = 0, (x, t) E JQN x (0, T) 
J 
4x7 0) =4(x, Oh XEQ (29) 
has a classical solution (i.e., v E O**‘(Q,)). We note that now even A$ and 
J?& are allowed to depend nonlocally on u( ., t). Such functional dependence 
of JZ$ on u does in fact occur in the equations for charge transport in 
semiconductor devices. Let us define 
r,,=ax {0}u&-2,x [O, T). 
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We note that by the maximum principle (e.g., [7]) the solution c to 
(26)-( 29) satisfies 
SUP IIo( ., t)ll f  sup Iddx, t)l = M. 
O<f<T mr 
(30) 
Here and henceforth (/ (I will denote the L,(Q) norm. 
If we now consider w  s u - u, we see that w  satisfies 
+ F(‘(x, 6 u), C-u, j)~ QT. (31) 
w=o on cX~, x (0, T) (32) 
fi;.5qx, t, u, Vu) g = Ii/(x, f, u) on c?Q, x (0, T). (33) 
I 
w(x, 0) = 0(x) - qqx, 0). (34) 
We will require some hypotheses on ,F and I,!I as well as a growth restric- 
tion on the coefficients SYi: 
H-4. There exist nonnegative, nondecreasing, Lipschitz continuous 
functions f and f and nonnegative continuous functions g and 2 such that 
(i) [Isgn 4x, t)l~(x, 4 ~1 G g(t)f‘(Il4., r)ll), 
(ii) G buY.fm( ‘9 t)ll 12. 
We also assume that $ is a (possible nonlocal) operator which satisfies, for 
each (x, t) E X?, x (0, T), 
(iii) [sgn 24(x, t)] $(x, t, U) 6 i” g(t) 
i 
if /u(x, t)( CR, 
if lu(x, t)l > R, 
(iv) Ill/(-T f> u)l d PO g(t) if R,< lu(x, t)l f M 
and, finally, we assume uniform parabolicity, 
tv) c4T(x, j9 % P) PiP,2vOP;P, for all b,~,u,p)~Q.xR’+“, 
vo > 0. 
Obviously condition (iv) is vacuous if XJ2, = 0 or if M d R,. The 
monotonicity conditions on f and f can be removed; for example, 
Theorem 4 and its corollary remain valid. 
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If 9 satisfies the above hypothesis then we may define a nonnegative 
quantity ~(9) by 
where 
(35) 
and where Q(p, U) is delined to be the set 
{lx, t,EQi-: l@)l wll4lJMx)O>O) x {t:O<t< T, g(t)>O). 
As was pointed out in [4] this quantity is < 1 if 9 is a nonlocal operator 
which is of polynomial growth in U, that is to say f(s) = a + bs’ for some 
a > , b > 0, and Y Z 0. Of course if 9 is a local operator then ~(9) = 1. It 
can happen that this quantity is actually less than 1. An extreme example 
is provided by defining 9(x, t, U) = 0 if ju(x, t)l > /lu( ., t)ll/2 and 
9(x, t, U) = (luJ/ otherwise. In this case, by taking g(t) - 1 and f(t) E t we 
see that ~(9)=0. 
Let us assume that the data on 852, is bounded. This means we assume 
that M< co. Then we can detinef,(s) = max(f(M+ s), p0 min(s, 1)) where 
p. < 1 and R are some arbitrary positive constants. We next define the 
uniformly Lipschitz continuous functions fk, k > 1, as 
if OQ (81 <cl& 
min(k, f;(z)) dz if 1st > @k, 
where cr,=sup{a: ks<f,(s) for all SE [IO, a]}. This means that 
p,s <f&) < ks on 0 <s < 1 and also 0 <f;(s) <k for all s 2 0 and that for 
any S > 0 there exists a positive number C(S) such that f,Js) = f,(s) for all 
s E [a,, S] provided k > C(S). We can, for example, take C(S) to be the 
Lipschitz constant off on [0, S]. We also define 
i 
exp 2k 
Hk(“) = 
[ J 
1’ fk(s)-’ &] if u#O 
0 if U= 0. 
If u = U(X) we also use the notation HkJx) for H,Ju(x)). We note that if 
u#O then 
%ct”) = (2k/f,(u)) Hk(U) 2 o 
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and 
ff,J(u) = (2k/f,(u)*)(2k -f;(u)) Hk(0) >, 0. (36) 
In fact, defining HJO) = 0, we also have H;(O) = H;(O) = 0, 
LEMMA. For any b > p(9) and UE L,(O) we can find a k, > 0. 
k, = k&Y, u), such that for all k > k0 we have 
Proof: Let 0 < p < 1. We partition Q into three parts and assume 
~$0: a,,=(x~~:O~(u(x)(<6), SZ,,,={x~~:661u(x)l<pllull}, and 
= {=Q: p Ilull < lu(x)l). 
I,‘~:I,,,,, and I 
w e accordingly divide I into three parts, 
Q’ 
p,s, which are respectively the integrals over 51,,6, Q6,P, and 
p, il. We choose p > l/2 and sufficiently large so that ~~(9) < ~(9) + E 
where F = (l/3)(,& - ,u(P)). This means that, for sufficiently large k, Z,, ~ f 
(IQ@) + ~1 g(r) fa ffdx) d x. Next we note that the validity of the 
statement of this lemma is independent of the choice of R. Hence, if we 
choose R = p /( ~(1 then 
If we take O<6<min(l,&PoIJUJJ2mes0,,[4f(llull)mesR]-’) and k so 
large that k>C(llul[) andf(0)[k-C(Ilu\l)]P’<S (so that cr,(:6) then for 
x E Q”, d 
<f,Ju(x))- ’ exp 2k /‘“‘“” (ks-’ d.s] 
PI/d 
Therefore I o6 < 4f((luJl)g(t)p,‘(lull-‘6mesa < sg(l)mesQ,,. Since 
f;(s)<f,(O)‘+Csfor k>C=C(Ilull) we have on Q,,, 
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This last term decreases monotonically to zero on Q26,p as k + co, and 
consequently Ib,p < .sg( t) me&, m for k sufficiently large, and therefore 
I< (~(9) + 3~) g(r) Ia HkJx) dx = pg(t) IR HkJx) dx. We note that, at 
least for this lemma, the value of Ma0 in the definition of f, is 
immaterial. 
Our main result will be obtained by analyzing the functions 
V K (t) e V:)(t) + Vjj2)(t) where 
V:‘)(t) = (exp - 2k(pG(t) + &)) lQ exp [ 2k ~~““” fk(s)-’ ds] dx, 
Vi*)(t) =fk(R)-l l&2( exp[ -2kjiG(t)], 
where R = R. + A4 (unless R. + A4 = 0, in which case R > 0 is arbitrary; see 
H-4), k > 0, ,E> max(p,,, p(9)), G(t) =Jh g(z) dz, and 6 is an arbitrary 
positive number. If R, = 0 we may merely set Vi” z 0. 
We can differentiate Vk along an orbit of the solution w  of (31)-(34). 
Denoting this derivative by vk we have 
r’, = -2k[,iig(t) + S] Vr’+ {exp - 2k(jiG(t) + at)} 
x J 
2k sgn w  
a fkO~‘I) 
.f&) --I ds 
x dx-2kjig(t) Vi*’ 
so that 
pk < -2k[pg + S] Vi’) + exp - 2k(jiG + at) 
ir -4k*+Zkf,‘(lwl) X R fSlwl12 
xv,exp[-2kJ,I, f;‘ds]g$dx 
+ Ja~;,“w;~exp[2k J~‘f~‘d~][Bi~+F]dxj 
+ {exp - 2kCW(t) + dtl} faQ N yk;E, r 
exp 2k jlw’ f;’ ds 1+9(x, t, u) dS 
R 1 
- 2kf,(R)-’ lX?l jig(t) exp[ -Zk,CG(t)] 
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d{exp-2kW+6~)} {(jQexp2k[r’.fk ‘ds)[~v$~ 
’ I 
2k sgn w  
+ f/Aid) , 
?$$2k6+ 
2k sgn w  
fk(lWl) 
x exp 2k j’“’ f; ' ds $(x, t, u) dS 
R I 
- 2kfk(R))’ lX2l jig(t) exp[ -2kpG(t)]. 
We claim that for any ?E (0, T) there exists a value k,(t) such that 
pk(t) 6 0 for k > k,(t). In order to show this let us first look at the 
last two terms. If lu(x, t)l <R, then Iw(x, t)l 6 R,,+ M= R and since 
ZT$ 30 the second to last term is obviously less than or equal to 
exp[ -2kjiG(t)] (dO,l 2kf,JR)p’jig(t) and hence the last two terms add up 
to something nonpositive. If lu(x, t)l > R, and sgn u(x, t) = sgn w(x, t) then 
the last terms are individually nonpositive. If lu(x, t)l > R. and 
sgn u(x, t) # sgn w(x, t) then ju(x, t)l + Iw(x, t)l = Iu(x, t)l < A4 so R, < 
lu(x, t)l d A4 and again the last terms must add up to something 
nonpositive. We note that by H-4 
-If 
2k’ a+tl att 
k(l4) 
2k sgn w ~, e + 2k6 
2 ““Fzi- ,fk(lWl) ’ axi 1 
(sgn w) %/A * + i(t)*.?(Il4 12/2vo- 2k& 
so that this will be negative provided 
k>(4v06)--‘g(t)2f(?(lull)2. (37) 
Letting J be any bounded interval and k, the least upper bound for the 
quantity on the right hand side of (37) on the interval J, we see that for 
tEJand k>k, 
ri, d (exp - 2k(,iiG(t) + at)} IQ Hk(w) 
9(x, t, w) - 2kfig(t) 1 dx, (38) 
where @(x, t, w) = 9(x, t, u + w) = 9(x, t, u). Since 9 satisfies the 
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hypotheses of the previous lemma this remaining term will be nonpositive 
provided k > k,(t) which must be chosen to be larger than the right hand 
side of (37). Let us define Lk(t) E Vk(t) “2k Using the well known fact that . 
lim, j ocl 11 I( LpCnj = )I )I L,CRj, we easily see that limk _ co L,‘(t) = L(t), where 
We know that for each t there exists a positive number k,(t) such that 
t,(f) GO whenever k > k,(t). This suggests that L is nonincreasing. To 
prove that this is indeed the case it sufhces to show that given any i>O, 
where L(z] < co, there exists an open interval J= (a, b), containing t such 
that L is nonincreasing on J. Before we show this we define R, = min(R, l), 
(IzJIJ=ess sup{(z(x, t)(: (x, t)~Qx J}, 52, z!Sa,(t)= {xEQ: Iw(x, t)l 6 R}, 
and Sz, =Q - F1. We want to show that J can be chosen such that 
Lk=(2kVk)-lVkVk “2k is uniformly bounded for all t E J and all k > 1. We 
choose J such that Jc [O, T) and llwllJ < co. By applying (30) we see that 
for k> (4~~ ~)-‘~(~).f~l141J) 
pk G Cexp - 2WW + WI I WAN .L(llN,) g(t) dx, R 
so that by defining 
ai= H~(w)g(t)f,(llwllJ)dx, s i= 1,2, R, 
b, = 2kVf’ e2kW(0 
+ 2k Jo, Hk(w) dx 
6, = 2k lo, Hk( w) dx 
we have 
(2kvk)~‘~.,~~gmax(a,/b,, a,/b,). 
1 2 
But on J we have (since ZYjJ > 0) 
while 
6, > 2kf,(R)-’ l&21 > 2 lcX2l/R 
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which yields a bound for a,/b, on J which is independent of k. If 
Iw(x, t)l > R then H;(w) < 2kH,(w)/f,(R) so that 
a21b2G g(b)f,(llwll,)/fk(R)~ g(b),f,(llwll,)(p,R,)-‘. 
We also have 
which can be uniformly bounded for all k > 1. Consequently i, is 
uniformly bounded from above on J. This means that for any t, < tz, t , E J, 
t, E J, we have, by Fatou’s lemma 
L(t2)-L(t,)= lim j”i,dt<O. 
k+m ,, 
Finally, since 6 and p0 are arbitrary positive numbers and p is an 
arbitrary positive number which exceeds pr = max(p,,, p(P)) we can let 
these numbers tend to 0, 0, and pr, respectively. This yields the following 
result. 
THEOREM 4. Suppose that hypotheses E and H-4 are satisfied and thut 
UE X is a solution to (23)-(25) and v a classical solution to the associated 
linear problem (26)-(29). Let pI = max(p,, p(F)) and M= max{ II& ., O)ll. 
ess sup((d(x, t)l: (x, t)E 852, x (0, T)}. Then 
ll11~l .,Oll 
f(M+ s)-’ ds 
R 
is a nonincreasing function on (0, T). 
Next we observe that since IIu( ., t)ll <A4 we have IIw( ., t)ll 3 
llu( ., t)ll - M, so that upon making a change of variables c = A4 + s we 
have 
{ 1 
llU(~.4 
exp[ -PIG(t)] max 1, exp R+M f(o)-'dc 
llW.(~rO)/l + M 
<max 1,exp 
1 J 
f(a)-’ da 
R+M 
max(R,Il~2(~,0)ll)+M 
= exp f(a)-' da 
R+M 
or more simply: 
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COROLLARY. Under the assumptions of Theorem 3 we have 
< max(po, p(W) G(t). (39) 
We can combine these results with our existence results to obtain the 
following two theorems (note that the term VP) is not needed for the first 
problem): 
THEOREM 5. Suppose hypotheses H-l, H-3, and H-4 are satisfied. Let 
M= llw-T and n=lj0ll and suppose j~f(s))‘ds<co and G(t)<co on 
[0, T). Then problem (1 k(3) has a classical solution u on [O, T). Moreover 
for t E [0, T) we have 
s Ilu(..r)ll ZM+~f(s)-‘ds~~(~)G(t). 40) 
THEOREM 6. Suppose hypotheses H-2, H-3, and H-4 are satisfied and 
suppose that Jz0+2M f(s)-’ ds < co and G(t) < co on [0, T). Then problem 
(4)-(6) has a classical solution u on [0, T). Moreover u satisfies the a priori 
bound (39). ZS, in particular, R, = 0 then this bound simplifies to 
s 
IlM..f)ll 
f(s)-’ ds d max(poy P(W) G(t), Vt E [0, T). (41) ,,e,, 
A result such as Theorem 5 was obtained by Kaplan [S] for certain 
semilinear Dirichlet problems. Furthermore we note that Theorem 5 
immediately provides the following generalization of a result of Shi [9]: 
COROLLARY. Suppose that the hypotheses of Theorem 5 are satisfied and 
that 
p(9) f= g(t) dt < H/f-(2&?+ 2M). 
0 
Then there exists a global solution (i.e., for all t > 0) satisfying 
lu(x, t)l < 2M+ 2M. 
Proof: Suppose that there exists a value t* where IIu( ., t*)ll 2 
2% + 2M, then we arrive at the contradiction 
G p(9) [” g(t) < &‘f(2ii;i+ 2M). 
JO 
QUASILINEAR PARABOLIC EQUATIONS 221 
Application. A problem which arises in the study of superfluidity of 
liquid Helium is 
au 
z=Au in sZx[O,co) 
g = 4(x, u(x, t) - y(t)) on aax co, ao) 
24(x, 0) = 0, 
where @(x, s) is a C’ function which is an increasing function of s and 
y E C’[O, co). This problem was studied by Levinson [lo] who showed 
existence of a solution in case Q = (0, co). We can let R, = R, = 
SBposrGr If(r M=fX po= 1, g(t)-maxOI@(., R,)ll, II@(., -R,)lI), 
f(s) = ES, E > 0 arbitrarily small, ~(9) = 1. We see, by (30), that 
IIu( ., t)ll < R, for 0 6 t G T, and existence of a classical solution then 
follows from Theorem 5. 
Results on stability and asymptotic stability can of course be obtained if 
Bi= 0 for each i and F(x, t, U) sgn u(x, t) ~0. In fact the following 
corollary includes a slightly more general result on stability. Its proof 
follows directly from Theorem 3. 
COROLLARY. Suppose that hypotheses E and H-4 are satisfied with 
R, = 0 and that u E 2 is a solution of problem (22)-(24). Suppose also that 
j: g(t) dt < CD. Then we have: 
(i) Ifs,” f(s)-‘ds= f 11 CC or a a > 0 then u is uniformly bounded. 
(ii) IfI; f(s)-' ds= f 11 co or a a > 0, then for any E > 0 there exists an 
M, > 0 such that Iu(x, t)l < E for all (x, t) provided M < M,. 
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