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ABSTRACT
We present the capabilities of our optimization frame-
work in conjunction with typical applications for thermal
problems. Our software package supports a wide range of
simulators and optimization strategies to improve elec-
tronic devices in terms of speed, reliability, efficiency,
and to reduce thermal degradation due to mechanical
influences. Moreover, we show several optimization
examples, where we succeeded to extract electro-thermal
material and process parameters. These new material
parameters can be applied to more complex device
structures and to obtain a better insight into the physics
of semiconductor devices.
1. INTRODUCTION
State-of-the-art semiconductor process technology nodes
require materials working near their limits to meet
the proposed performance from the itrs (International
Technology Roadmap for Semiconductor) [1]. In addi-
tion to the commonly known properties of the involved
materials, parasitic effects have to be considered as well,
since even small fluctuations of process parameters cause
variations of device geometries. During operation, grain
effects or reliability failures may occur, which change the
device characteristics dramatically. Therefore, new mod-
els and methods have to be developed in order to describe
the observed behavior with sufficient accuracy in tcad
(technology computer-aided design) software. Today’s
semiconductor devices and interconnect structures have
already reached a level of complexity, where the behav-
ior of the included materials cannot be rigorously de-
scribed by simple and basic equations because of limited
knowledge of material parameters and material interac-
tions. Different fundamental approaches have been pro-
posed, e.g. ab-initio simulations, but their applicability
to structures of industrial interest is still limited. There-
fore, parameterized models are required as a sufficient
description of the observed device characteristics within
reasonable time for computation.
In the following we introduce our simulation and opti-
mization framework, where we present its different oper-
ation modes: calibration, parameter extraction, and opti-
mization. Furthermore, we demonstrate these optimiza-
tion techniques for efficiency maximization of a thermo-
electrical generator and model calibration of a thermo-
chemical reaction for material deposition.
2. SIESTA
Highly sophisticated simulation and optimization envi-
ronment frameworks [2, 3] support a wide range of sim-
ulators, optimizers, and optimization strategies. Con-
trary to commercially available software [2, 4], our frame-
work Siesta (Simulation Environment for Semiconduc-
tor Technology Analysis) [5] provides an open architec-
ture for numerous types of simulators and optimizers to
be individually chosen for a particular problem. In or-
der to achieve fast and accurate optimization results, this
simulation environment offers modular and flexible inter-
faces by which external tools can be easily integrated [5]
and even combined with each other.
Fig. 1 depicts an abstracted data flow for a Siesta opti-
mization. The presented optimization procedure con-
sists of a loop which terminates when the result has
reached the required accuracy determined, for instance,
by the first derivative of the objective score function. An-
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Figure 1: Overview of the data flow during an
optimization with Siesta.
other possible termination criterion is that the optimizer
has found a local optimum which cannot be further im-
proved with a gradient based optimizer [6]. For genetic
or evolutionary approaches [3], the loop also terminates,
if the maximum number of evaluated genomes has been
reached.
During start-up, Siesta generates an initial parameter
set based on the user’s initial guess within user-defined
constraints for each simulation branch. After applying
post processing tools, the simulation result is parsed in
order to extract a representative quantity for compar-
ing it with reference data. A score value is determined
which indicates the quality how well these two data sets
match. The optimizers use the computed score value to
generate the parameter set to improve the score value
that will be evaluated after each simulation run based
on the currently generated parameter set. A typical ex-
ample for reference data are measurements where also
additional requirements can be specified to meet specific
physical constraints under certain conditions.
2.1. Optimization Methods
Siesta supports different optimization modes which can
be categorized into gradient-based [7, 8] techniques, ge-
netic approaches [9, 10], and heuristic approaches [11].
All these techniques have their own benefits and draw-
backs and the user can decide which one to use for a par-
ticular problem. To provide the appropriate capabilities
for problems related to thermal coupled systems, e.g. a
calibration for a chemical vapor deposition (cvd) pro-
cess model or an optimization to improve the efficiency
of an electro-thermal generator, a simulated annealing
optimization strategy has been chosen to provide a good
combination of a fast local parameter search and the
global search character due to its heuristic parts in the
optimization algorithm [11].
All in Siesta available optimization techniques fit well
for highly nonlinear optimization problems. For the ex-
amples shown in Section 3, some of the input parame-
ters depend implicitly on other input parameters, and,
e.g., therefore also constraints may change which can be
seen for a special radiosity model [12] that describes a
temperature-driven chemical reaction for material depo-
sition. To represent the physics, constraints are used
to force the optimizer to use reasonable parameter sets.
Due to implicit cross-dependencies between input pa-
rameters and boundary conditions, the constraints may
also change with a new optimization state. A big chal-
lenge are optimizations with restrictions for the simu-
lation, e.g., if the temperature reaches a certain value,
where simulation is no longer able to predict the device
behavior appropriately [13] due to inadequate physical
models, appropriate constraints have to be applied to
ensure that the internal states of the simulation models
as well as the its output parameter remain valid.
Most of the optimization algorithms used in Siesta sup-
port such restrictions only rudimentary. Therefore, only
a limited number of optimizers can be used for these
specific tasks. Thus, the user has to carefully design the
specifications of a problem, otherwise the optimization
can become instable and an interaction with the user
is necessary, or the optimization process might not con-
verge at all.
Siesta itself consists of several functional blocks which
are shown in Fig. 2. The experiment and the configura-
tion can be setup either with a graphical user interface
(gui) or using text-based templates. Text-based con-
figuration offers many more possibilities for tool combi-
nations and is more flexible than the gui where only
a limited number of problem classes based on prede-
fined templates can be handled. Once the experiment
has been setup, the experiment definition is submitted
to the SeiLib (Siesta environment interaction library)
which handles the interaction between the optimization
software tools and the actual execution on different hosts
in a heterogeneous network. Moreover, SeiLib provides
a sophisticated host management which enables to use
advanced load balancing on a heterogeneous network.
After the scheduled simulations have successfully been
finished, the simulation results are submitted to the job
database with the experiment definition. The quality
of the simulation result is determined by using a user-
defined score function to notify the optimizer to submit
an updated parameter set for the next optimization loop
according to the received quality criterion. The opti-
mization results of Siesta can be tracked via visualiza-
tion tools as well as by simple text files for data manip-
ulation and logging purposes.
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Figure 2: Overview of the internal structure of Siesta
showing various configurable modules.
Currently available optimization modes for Siesta [5]
are optimization, calibration, parameter extraction, and
design of experiment (doe). Each of the optimization-
related modes can be configured for minimization or
maximization. The doe [14] mode computes the score
function for a whole parameter space with a certain user-
definable algorithm to cover all regions of interest. The
output of a doe can be fed to a database for design engi-
neers to improve their productivity by reducing waiting
periods for simulation inquiries. In all these optimization
modes, the score function which indicates the quality of
the simulation result will be minimized or maximized,
depending on the optimization goal. With this abstract
modeling of the optimization procedure, the behavior
can be tuned for particularly complex needs.
The default operation mode is optimization, which tar-
gets a specified scalar-valued quantity, for instance the
power output of a simulated device, a leakage current
of a transistor, or side effects like parasitic capacitances,
or the on-resistances of transistors. Furthermore, power
consumption, maximum temperature of a device, and
the maximum value of the electric field can be optimized
with an appropriate setup. In addition, combinations of
different device parameters like the gain of amplifier de-
vices, different sorts of yield, efficiencies, or the ratio of
capacitance per area for memory cells can be optimized.
The calibration mode is commonly used for inverse mod-
eling [2, 5]. In this mode Siesta optimizes parameters
in order to fit specific requirements consisting of output
characteristics or constraint equations. The simulation
results shown in Section 3.1, depict the outcome of the
Figure 3: tem picture of a trench structure for iden-
tification of sticking coefficients of a lpcvd
teos deposition model.
calibration of a given model, where the quality criterion
is the difference between the simulation result and the
reference measurement.
The operation of calibration and parameter extraction is
quite similar. Calibration requires a good initial guess,
whereby the initial parameter vector for the parameter
extraction is not well known. Therefore, parameter ex-
traction often requires a global optimization techniques
due to the possibly large uncertainty of the given initial
values.
2.2. Simulation Tool Flow
Since Siesta offers a text-based open application inter-
face [15], it is very easy to add additional simulation soft-
ware tools to a particular simulation tool flow. Siesta
provides several interfaces to commercial as well as to
tailor-made simulation tools.
3. APPLICATIONS
3.1. TEOS Deposition
Material deposition processes can be accurately de-
scribed by thermo-chemical reaction mechanisms [16,
17]. However, the quantitative predictability of such
fairly complex models is still limited for processes of in-
dustrial interest [18] in terms of time and in terms of
accuracy due to fluctuations in the process conditions.
Thus, simple calibrated process models applying sticking
coefficients are a good alternative for process investiga-
tions [19]. Especially for problems with high tempera-
ture variations, this approach reduces the computational
effort drastically by orders of magnitude. Our attempt
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Figure 4: Comparison of simulation and measurements
for lpcvd teos deposition for a trench with
a low aspect ratio at 0.6 Torr.
is to investigate whether it is possible to determine a
valid parameter set for lpcvd (low pressure chemical
vapor deposition) of teos at different temperatures and
ambient pressures. The simulator Elsa (enhanced level-
set applications) [12, 20] has been calibrated by measure-
ments from literature [21] for typical trenches filled with
silicon oxide from teos deposition as depicted in Fig. 3.
As input parameters for the calibration process we pro-
vided the sticking coefficients for a lpcvd teos depo-
sition model proposed in [20] to describe the pyrolytic
thermo-chemical reaction for deposition.
The calibration result for the first trench presented
in Fig. 4 excellently agrees for the highly nonlinear equa-
tion system, and also other trenches for different tem-
peratures and ambient pressures (cf. Fig. 5) show good
agreement with measurements.
In addition, the identified parameter set is valid for a
whole series of available test trenches, where the aspect
ratio is in the range of 1.1 to 3.5. Typically, according to
the depletion of the reactant at the bottom of the trench,
the deposition model with sticking coefficients produces
a larger error, if applied to trenches with larger aspect
ratios.
3.2. Thermo-Electric Generator
Thermo-electric power generators made of SiGe alloys
which exploit thermal gradients [22] are interesting for
future waste heat recovery applications because of their
potentially high reliability.
Several device structures based on the Seebeck effect
have been proposed to the conversion of heat to electrical
power. As of yet, however, none of these approaches is
-2 -1 0 1 2
x
0
1
2
3
4
5
y
Y1-09 0.5 Torr
geom
ref
Figure 5: Comparison of simulation and measurements
for lpcvd teos deposition for a trench with
a high aspect ratio at 0.5 Torr.
suitable for industrial application or economical use.
We investigated and optimized a novel device structure
for electro-thermal energy conversion with the goal to
gain optimum power outputs as well as efficiencies for
given thermal environments. A principle sketch of the
device is depicted in Fig. 6.
This presented thermo-electric generator consists of a
large scale pn-junction with different thermal boundary
conditions at each side of the junction. The heated side
implies a zone where free electron-hole pairs are ther-
mally generated and separated by the built-in potential
of the pn-junction [23]. Electrical contacts are mounted
at the cold side of the structure where an actively cooled
heat sink forces the temperature at the cold side to room
temperature.
Due to the strong temperature gradient along the pn-
junction, the free carriers experience a driving force to-
wards the cooled side. As a limiting factor, the thermal
conductivity of the involved materials causes also a high
heat flux from the heated to the cooled side. This in
principle parasitic heat flux has to be minimized in or-
der to obtain good efficiencies. Therefore, our goal is
to obtain high power output through the introduction of
graded material compositions SixGe1−x as well as proper
device geometries in order to achieve an appropriate tem-
perature distribution for maximized carrier generation,
optimum electrical transport conditions, and minimized
heat flux.
For our investigations we used the three-dimensional de-
vice simulator Minimos-NT [24] and Siesta in the ad-
vanced two-loop optimization mode, where we extract
the necessary load resistance for power match in the
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Figure 6: Thermo-electrical power generator structure
using a temperature gradient to exploit the
Seebeck effect.
first optimization loop to obtain the best result for each
single material composition. The thereby obtained in-
termediate result is provided for the calculation of the
corresponding power output and for determining the de-
vice’s power conversion efficiency. The efficiency has
been taken as an objective target for the overall opti-
mization process (second optimization loop).
As a result we achieved the position-dependent concen-
tration of Ge and the predicted power output of the
semiconductor device structure. The sensitivity of the
power output to several parameters is tracked in order
to remain within the manufacturing tolerances. Fig. 7
presents the optimization procedure in four major steps.
As an initial guess, a Si-based device structure has been
optimized by introducing a step-like Ge concentration
profile as a first enhancement. As a second step and
further improvement, the Ge content has been adapted
to obtain a good local temperature distribution in order
to maximize the total amount of generated carriers as
well as the local Seebeck effect.
Moreover, a layout optimization further improved the
efficiency by adapting the electrical transport conditions
in a third optimization step. The global optimum for
the power output was obtained by introducing certain
doping profiles which maximizes the power output.
4. CONCLUSIONS
We have presented Siesta as a powerful and highly
sophisticated optimization tool which can deal with
thermal problems to perform optimizations on non-
linear electro-thermal semiconductor equations systems
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Figure 7: Comparison of different optimization results
after different stages of optimization.
in Minimos-NT as well as on technology-related pro-
cesses in Elsa including transient thermo-chemical sim-
ulation tasks.
Moreover, these two applications have demonstrated
the capability of this optimization tool to deal with
a wide range applications due to its open application
interface to other commercial and tailor-made tools,
which enables to provide appropriate optimizations
techniques for highly complex systems like thermally
coupled electrical and chemical systems.
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