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RESUMO
O desenvolvimento da computação cientíca e e-Science tem exigido cada vez mais
recursos computacionais para pesquisas cientícas. Com isso novas tecnologias e gera-
ções de infraestrutura computacional, como grades e nuvens, têm recebido atenção novas
pesquisas. Outra tecnologia utilizada é o workow cientíco (WfC) que descreve uma
sequência de tarefas em um formato padronizado que facilita o compartilhamento e a
reprodução dos experimentos. O WfC faz uso do Sistema Gerenciador de WfC (SGWfC)
que auxilia no desenvolvimento do ciclo de vida do WfC. Uma das etapas do ciclo de vida
é o mapeamento que associa as tarefas abstratas aos recursos, tornando-as tarefas con-
cretas ou executáveis. Recentemente, a computação em nuvens (Cloud Computing) está
sendo usada para fornecer recursos virtualizados para execução de aplicações cientícas.
Devido às vantagens que as nuvens têm a oferecer, o SGWfC está sendo adaptando para
fazer uso deste paradigma. No entanto, algumas adaptações apresentam problemas que
deixam os recursos virtuais ociosos gerando custos desnecessários e uma má utilização da
infraestrutura. Este trabalho propõe uma modicação no mapeamento que faz uso de uma
extensão do WfC abstrato para diminuir a ociosidade dos recursos de forma a controlar
a instanciação dos recursos durante a execução do WfC. Para avaliação da proposta, foi
implementado um módulo do SGWfC Kepler, chamado de Kloud, e o mesmo foi testado
utilizando um caso de uso com multiplicação de matrizes em MPI com 2, 4 e 8 nodos. Os
resultados preliminares sobre o caso de uso mostram que é possível diminuir a ociosidade
em aproximadamente 82%.




The development of scientic computing and e-Science has required more computing
resources for scientic researches. New technologies and generations of computational
infrastructures, such as grid and clouds, has been used to aquire those high amount of
resources. Other tecnology is the scientic workow (SWf) which describe a sequel of
tasks following a pattern to easily share and reproduce the experiments. SWf uses a SWf
managment system (SWfMS) that aids the development of SWf life cycle. One of the
stages of the SWf life cycle is mapping that associates the abstract tasks to resources,
making them concrete or executable tasks. Recently, cloud computing is being used to
provide virtualized resources for execution of scientic applications. Due to the advantages
that cloud has to oer, many SWfMS is being adapted to make use of this paradigm.
However, some adaptations have problems with idle instatiated virtualized resources that
generate unnecessary costs and a poor utilization of infrastructure. This work propose a
modication to the mapping stage that uses an extension over abstract SWf format to
reduce idleness of resources. This format allows the inclusion of concrete tasks to control
virtualized resources instantion during the SWf execution. To validate the proposal, a
module of SWfMS Kepler, called Kloud, was implemented and tested using a MPI matrix
multiplication use case with 2, 4 and 8 virtual nodes. Preliminary results show that it is
possible to reduce idleness in approximately 82%




O desenvolvimento da computação cientíca e e-Ciência (e-Science) [24] tem apresen-
tado uma demanda crescente por recursos computacionais para pesquisas cientícas. A
e-Ciência tem como objetivo oferecer uma infraestrutura global de caráter colaborativo
a m de facilitar o desenvolvimento de experimentos cientícos fazendo uso das novas
tecnologias e gerações de infraestruturas computacionais.
Dentre essas tecnologias estão os workow cientícos (WfC) [39, 21, 11, 64]. O work-
ow cientíco (WfC) é uma especicação formal do processo cientíco para representar,
simplicar e automatizar as etapas de experimentação [64]. O WfC descreve uma sequên-
cia de tarefas em um formato padronizado que facilita o compartilhamento e a reprodução
dos experimentos de forma a aumentar a conabilidade de uma pesquisa.
O WfC faz uso do Sistema Gerenciador de WfC (SGWfC) [35, 2, 25, 21], que auxilia
no desenvolvimento do ciclo de vida de um WfC. O ciclo de vida consiste nas etapas de
composição, mapeamento das tarefas para os recursos, execução das tarefas nos ambientes
de execução subjacentes e coleta de meta-dados e proveniência.
A composição do WfC pode ser feita de forma abstrata ou concreta [9]. O WfC
abstrato (WfCA) é descrito como um workow cujas tarefas não mencionam os recursos
que deverão ser usados durante a execução. Já o WfC concreto (WfCC) se refere ao
workow no qual as tarefas estão vinculadas aos recursos para execução. A tarefa do
WfCA é chamada de tarefa abstrata (TA) e a tarefa do WfCC é chamada de tarefa
concreta (TC).
Para executar um WfCA é necessário mapear os recursos para as TAs, de forma
a gerar um WfCC. O mapeamento faz a seleção de um conjunto de recursos, que são
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obtidos dos ambientes de execução subjacentes, e então é feita a ligação de tais recursos
com as TAs, gerando as TCs. Essa etapa pode ser feita manualmente, pelo usuário, ou
automaticamente sendo possível adicionar políticas para melhorar o desempenho durante
execução do WfC.
Recentemente, a computação em nuvens (Cloud Computing) tem sido utilizada para
fornecer recursos para a execução de aplicações cientícas. A computação em nuvens é um
novo paradigma de computação distribuída que oferece serviços e recursos computacionais
virtualizados sobre a Internet [33, 3].
Para oferecer os serviços de nuvem, os provedores de serviços utilizam Sistemas Geren-
ciadores de Nuvem (SGN) que gerenciam os recursos físicos, os recursos virtuais e o acesso
aos recursos por administradores e usuários. Os SGN podem ser utilizados baseando-se
nos modelos de implantação (pública, privada e híbrida) e modelos de serviços (software,
plataforma e infraestrutura).
Dentre os modelos de serviços, destacamos o modelo de infraestrutura como serviços
(Infrastructure as a Service - IaaS) que oferece recursos virtuais, tais como memória vir-
tual, disco virtual, processador virtual e rede virtual, que combinados criam uma máquina
virtual (MV). As MVs contêm um ambiente de execução personalizado [28], isolado e com
recursos escaláveis dinamicamente (elásticos) para execução de aplicações cientícas.
Devido às vantagens que a nuvem tem a oferecer, os SGWfC estão sendo adaptados
para fazer uso deste novo paradigma [48, 28, 50, 61, 54]. Alguns dos trabalhos [28, 60]
utilizam os recursos de nuvem para execução de WfCA, sendo necessário mapear as TAs
para os recursos da nuvem.
No entanto, os trabalhos alocam os recursos virtuais antes de iniciar a execução do
WfC que geraram custos desnecessários e uma utilização ineciente da infraestrutura da
nuvem. Em um pior caso, um recurso só é utilizado na execução da última tarefa, cando
ocioso durante todo o intervalo em que foi instanciado até o inicio da execução desta
última tarefa.
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O presente trabalho propõe uma modicação no mapeamento de forma a utilizar uma
extensão no WfCA para associar os recursos de nuvem que podem atender os requisitos de
execução das TAs. Com o WfCA extendido é possível mapeá-lo para os recursos de nuvem
adequados e inserir as TCs de nuvens (TCNs), que instanciam e liberam os recursos, nos
momentos adequados para evitar a ociosidade excessiva de recursos.
Para avaliar a modicação proposta, um módulo do SGWfC Kepler [2] foi implemen-
tado, chamado de Kloud. Para testar a solução, é apresentado um caso de uso de mul-
tiplicação de matrizes em MPI para computação distribuída nos recursos da nuvem. Os
recursos são alocados dinamicamente, durante a execução do WfC de forma a instanciá-los
e liberá-los nos momentos adequados.
O trabalho está divido da seguinte forma. No Capítulo 2, é feita uma revisão sobre
workows cientícos e as implementações existentes de SGWfC. No Capítulo 3, é feita uma
revisão sobre Computação em Nuvens, abordando os conceitos, vantagens e uma revisão
sobre a integração de WfC com a nuvem. No Capítulo 4, é apresentada a proposta do
trabalho. No Capitulo 5, é apresentada a implementação do módulo Kloud e o caso de
uso da multiplicação de matrizes em MPI para validação da proposta. Por m, o trabalho




O avanço da computação cientíca e da tecnologia da informação está proporcionando
uma aceleração signicativa nas descobertas em diversas áreas da ciência (biologia, me-
dicina, física, ecologia, química, geociências, dentre outras). Os experimentos contêm
diversas etapas, onde cada etapa integra modelos e fontes de dados desenvolvidos por
diferentes grupos de pesquisa [21]. Além dos modelos, as novas tecnologias de infraestru-
tura computacional estão permitindo a integração de milhares de recursos para execução
distribuída de aplicações cientícas e gerenciamento dos dados de forma eciente [1].
Um experimento cientíco é um conjunto de etapas que inclui movimentar os da-
dos para computadores (para simulação ou análise), iniciar a computação e gerenciar o
armazenamento dos resultados [11]. Estas etapas podem se tornar um empecilho para
cientistas que possuem pouco conhecimento técnico em informática. Já os cientista que
detêm esse conhecimento técnico acabam desenvolvendo soluções especícas (por exemplo
scripts ou programas) para automatizar o processo de experimentação. Em muitos casos,
as soluções especícas desenvolvidas são pouco reutilizáveis ou até mesmo descartadas
com as novas tecnologias e propostas de pesquisa.
Uma das soluções de automação no ciclo de experimentação cientíca é o uxo de tra-
balho cientíco ou workow cientíco [21, 1, 11, 65, 37, 64]. O workow cientíco (WfC) é
uma especicação formal do processo cientíco para representar, simplicar e automatizar
as etapas de experimentação [64]. No WfC são descritas as tarefa e as dependências entre
as mesmas que servem como molde para automatizar a execução de diversas aplicações
cientícas. Dessa forma é possível obter abstrações sobre o gerenciamento da computação
cientíca para cientistas que possuem pouco conhecimento em informática.
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As abstrações ajudam o cientista a redirecionem os esforços para o foco da pesquisa
em sí, ao invés de detalhes técnicos de informática. Além disso, a automação sobre a
execução permite a reprodução do WfC e, consequentemente, do experimento, a qual é
de grande importância para o método cientíco.
A Figura 2.1 mostra um exemplo de workow que obtém dados da Web e de uma
base de dados remota, trabalha sobre os dados (integração, pré-processamento, teste,
treinamento, modelagem), faz a validação e, por último, armazena os resultados. Cada
etapa do uxo de trabalho é representada por uma tarefa e a ordem em que cada uma é

















Figura 2.1: Workow exemplo. Adaptado de [8].
Os WfCs são descritos em um formato padronizado que facilite o compartilhamento,
reaproveitamento de trabalho e melhor avaliação sobre o processo de obtenção dos re-
sultados de um experimento. Normalmente são usados linguagens de WfCs que contém
estruturas para comportar casos diversos de experimentação como Scu[25], DAG[9] e
MoML[2].
Os WfCs são representados com diferentes níveis de abstração sobre as tarefas e as
dependências. As tarefas podem assumir um formato abstrato ou concreto [10, 65] sendo
que o primeiro considera as tarefas como unidades funcionais de alto nível, sem vínculo
com qualquer recurso em especíco, enquanto que no segundo, as tarefas são vinculadas a
recursos especícos para execução. As dependências entre as tarefas podem ser de dados
e/ou de controle que são passados entre as tarefas, denindo a ordem em que tarefas são
executadas.
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Os uxo de trabalhos (abstratos ou concretos) são estruturados em forma de grafo,
sendo normalmente representado por grafo dirigido ou direcionado. Neste caso os vértices
do grafo representam as tarefas e as arestas representam as dependências [12].
Os WfCs, com as respectivas representações e estruturas, são explorados em vários
níveis através de um Sistema de Gerenciamento de WfC (SGWfC) [11, 21]. O SGWfC
implementa ferramentas que auxiliam no gerenciamento do ciclo de vida do WfC ofere-
cendo abstrações desde a criação até a obtenção dos resultados. O ciclo de vida de um
WfC compreende desde a criação, passando para o mapeamento das tarefas para os re-
cursos, execução das tarefas e a coleta de metadados e informações de proveniência para
criação de um histórico dos resultados.
De modo a apresentar uma visão geral sobre os WfCs, o restante do capítulo está
organizado da seguinte forma. Na Seção 2.1 são apresentados os critérios de abstração e
estruturação do WfC usados nos modelos de representação dos WfCs. A Seção 2.2 apre-
senta o ciclo de vida do WfC, as etapas de criação, mapeamento, execução e proveniência.
Por último, a Seção 2.3 mostra as implementações de SGWfC e o gerenciamento do ciclo
de vida do WfC em diferentes sistemas.
2.1 Modelo de representação do Workow Cientíco
O modelo de representação do WfC depende de fatores como abstração das tarefas
(modelo abstrato ou concreto), abstração na dependência entre as tarefas (dados, con-
trole ou híbrido) e estrutura do WfC (sequencial, paralelo, condicional ou iterativo). A
Figura 2.2 mostra um diagrama com os fatores que inuenciam na modelagem do WfC.
As tarefas podem seguir um modelo abstrato ou concreto, também chamados de WfC
abstrato (WfCA) ouWfC concreto (WfCC) respectivamente [10, 65]. No WfCA, as tarefas
são consideradas unidades funcionais de alto nível como processos para alinhamento de
imagens, agrupamento de dados, pré-processamento, armazenamento de dados. As tarefas












Figura 2.2: Diagrama dos fatores que inuenciam na modelagem do WfC.
utilizados para execução do WfC, tais como aplicações, computadores, arquivos e dados,
quantidade de memória e capacidade de processamento. Dessa forma o WfCA facilita
o uso da computação para cientistas menos experientes pois o uxo oculta os detalhes
técnicos relacionados aos recursos.
Já no WfC concreto (WfCC), ou também chamado de executável, as tarefas são vincu-
ladas a recursos especícos usados para executá-las tais como as aplicações, os comandos
para transferência dos dados, os valores dos parâmetros, os comandos para iniciar as
aplicações nos recursos e tratar exceções. As tarefas do WfCC também são chamadas de
tarefas concretas e permitem ao cientista ter maior controle sobre a execução do workow.
É possível aplicar abstrações sobre as dependências entre as tarefas, podendo ser a
depedência de dados ou dependência de controle. A dependência de dados forma um uxo
de dados representando a transferência de dados gerados por uma tarefa para a tarefa
sucessora. Em alguns casos, a dependência de dados também simboliza a transferência
de dados entre recursos e/ou a conversão de formatos distintos de dados entre as tarefas.
Já a dependência de controle forma um uxo de controle de execução no qual a tarefa,
ao terminar a execução, repassa o controle para a tarefa sucessora Ainda é possível mesclar
ambos os modelos de abstração e formar um uxo híbrido contendo a dependência de
dados e controle no mesmo workow [8, 11]. O uxo híbrido é usado em alguns casos no
uxo de dados quando uma tarefa predecessora gera dados implicitamente, como inserção
de dados em um banco de dados, e existe uma tarefa sucessora dependente da tarefa.
Assim para prosseguir a execução do WfC é preciso passar o controle de execução a tarefa
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seguinte.
O WfC é estruturado em um formato que pode comportar uxo de tarefas em sequen-
cial (pipeline), uxo de tarefas em paralelo, uxo condicional (choice) ou uxo com ciclos
dentro do workow [65]. O uxo sequencial representa a execução em série de tarefas, no
sentido em que uma tarefa inicia quando a anterior termina. O uxo paralelo representa
a execução concorrente de duas ou mais tarefas. Já o uxo condicional representa os
desvios de uxo que ocorrem em tempo de execução. A Figura 2.3 mostra exemplos de
WfCs com 4 tarefas estruturado em sequencial (2.3a), paralelo (2.3b), condicional (2.3c)
e com ciclo (2.3d).
a b c d













(c) Estrutura com uxo condicio-
nal.
a b c d
(d) Estrutura com ciclo
Figura 2.3: Exemplos de estruturas usadas para representar o WfC.
A estrutura mais utilizada para representar o WfC é a de grafo dirigido ou direcionado
no qual as tarefas são representadas por nós ou nodos e as dependências são representa-
das pelas arestas [12]. O grafo direcionado acíclico é simples pois não precisa tratar de
estruturas de repetição. Este tipo de grafo é usado para representar os uxos de tarefas
em serial, paralelo e condicional. No entanto, em alguns experimentos, é desejável, ou
até mesmo necessário, o uso de estruturas de repetição, devido à grande quantidade de
iterações de tarefas. Nesse casos, a estrutura do grafo direcionado cíclico é usada para
representar os ciclos ou laços dentro do WfC.
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O modelo usado depende do contexto e do experimento. Atualmente existem diferentes
modelos de WfC com diferentes níveis de abstração aplicados nos mais diversos experi-
mentos. Assim, ao criar ou utilizar WfC é preciso especicar qual nível de abstração
desejada e a quantidade de decisões feitas dentro do workow.
2.2 Gerenciamento do Ciclo de Vida do WfC
O ciclo de vida do WfC é o ciclo das fases ou etapas que compreendem desde a criação
até o término da execução do uxo de trabalho. O ciclo inicia com a criação do workow,
passando pelo mapeamento das tarefas nos recursos, execução das tarefas nos recursos e
coletas de metadados e informações de proveniência [12]. A Figura 2.4 mostra as etapas
de composição, mapeamento, execução e coleta de metadados e proveniência com as res-















































































Figura 2.4: Ciclo de vida do WfC com as etapas de composição, execução, mapeamento
e coleta de proveniência. Adaptado de [11].
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2.2.1 Composição
A etapa de composição é a responsável por oferecer ferramentas aos cientistas para
montar o uxo de trabalho de acordo com a estrutura do grafo direcionado e as abstrações
denidas na especicação do experimento. A composição do WfC pode ser feita utilizando
uma interface textual ou uma interface gráca [11]. Na composição textual utiliza-se um
editor de texto no qual o cientista descreve o workow diretamente. A interface textual é
adequada para composição de workows simples e que incluam somente poucas dezenas
de tarefas. Este método de composição é usado de preferência no formato abstrato pois
as tarefas abstratas contém poucas descrições.
A composição gráca faz uso de interface na qual o cientista visualiza e trabalha na
criação do workow clicando e arrastando as tarefas e criando as dependências graca-
mente (drag-and-drop). A interface gráca de composição é amigável aos usuários não
especialistas em informática pois através dela é possível visualizar o uxo de trabalho
ao invés da descrição textual. Em contrapartida as interfaces grácas precisam oferecer
suporte ao aninhamento de tarefas, de forma que a visualização de centenas ou milhares
de tarefas com as respectivas dependências não que comprometida.
Os WfC são descritos em uma linguagem de WfC que dene um padrão e oferece
maior exibilidade para compor workow. A composição gráca oferece abstração sobre
as linguagens de WfC de forma que o cientista não precisa aprendê-las, já que a própria
interface gráca faz a tradução para o formato textual.
2.2.2 Mapeamento do WfC Abstrato
O mapeamento é a etapa responsável por transformar o WfC abstrato no WfC con-
creto. O WfC pode assumir um formato abstrato durante a etapa de composição e pos-
teriormente transformado em um formato executável, de forma que as tarefas abstratas
sejam associadas aos recursos.
O mapeamento pode ser feito manualmente pelo usuário ou automaticamente através
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de um mapeador [11]. O mapeamento manual é feito pelo cientista que faz a escolha dos
recursos mais apropriados para execução das tarefas abstratas. Já o mapeador automático
utiliza informações sobre os recursos obtidos do ambiente de execução e preferências do
cientista, como as aplicações ou conjunto de dados, e então executa um algoritmo de
mapeamento.
A denição de recurso varia com o ambiente de execução e cada recurso é descrito de
forma distinta podendo variar de descrições simples ou até mesmo descrições complexas
que involvem outros recursos. Dentre os recursos podemos citar serviços, computadores
e até mesmo um humano [12].
Os serviços descrevem as interfaces denidas por um protocolo (ex. WSDL [5]) e
são invocados durante a execução do WfC. Os serviços oferecem abstrações na execução
escondendo os detalhes de implementação da aplicação. Assim, para iniciar a computação
basta enviar os dados e invocar o serviço utilizando o protocolo de serviço.
Os computadores oferecem o ambiente necessário para executar as aplicações, arma-
zenar os resultados ou recuperar um conjunto de dados. Normalmente, o computador é
dividido em categorias de processamento e de armazenamento, sendo a primeira a res-
ponsável por efetuar a computação e a segunda, por armazenar os dados de entrada e os
resultados.
Por último, a intervenção humana é necessária para vericar se o WfC está progredindo
corretamente e para aprovar ou conrmar o uso de um determinado recurso.
2.2.3 Execução do WfC
A execução é a etapa que envolve a orquestração e execução das tarefas nos recursos.
A orquestração faz a seleção das tarefas que podem ser executadas de acordo com as
dependências resolvidas. A orquestração garante que o WfC siga o uxo de execução,
denido pelo cientista, na etapa de composição.
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Em seguida, a tarefa selecionada é preparada e iniciada no recurso alvo através do
modelo de execução. O modelo de execução pode ser de serviço ou de job [11]. No
primeiro, as tarefas são vistas como serviços que oferecem interfaces padronizadas para
as aplicações de forma a garantir maior interoperabilidade na execução. Normalmente
os serviços são invocados através de protocolos de serviços, por exemplo SOAP [42] e
REST [17]).
No segundo caso, as tarefas descrevem como executar a aplicação no recurso. As des-
crições incluem os dados a serem computados, as aplicações, os parâmetros das aplicações,
os comandos para iniciar a aplicação e comandos para coletar os dados gerados após a
computação.
A execução é gerenciada pelo executor que implementa as técnicas e comandos ine-
rentes aos ambientes de execução [35]. Os ambientes de execução podem variar desde
ambientes com recursos homogêneos e geogracamente próximos (Rede Local e Clusters),
até ambientes com recursos heterogêneos e geogracamente dispersos (Computação em
Grades, Ponto-à-Ponto ou Computação em Nuvens).
2.2.4 Metadados e Proveniência
A proveniência é a etapa responsável por coletar metadados e informações sobre o ciclo
de vida do WfC. A proveniência atua nas etapas de composição, mapeamento e execução
de forma obtendo informações que permitem entender e, em caso de uma proveniência
completa, realizar a reprodução do experimento. Os registros históricos ajudam a traçar
o caminho inverso do ciclo de vida do WfC, partindo dos dados resultantes da execução
até a composição do WfC.
Uma das áreas mais atuantes no WfC é a proveniência de dados [11]. A proveniência
de dados contém registros históricos da centrados na criação de um dado, que incluem in-
formações sobre as aplicações, serviços, computadores, bibliotecas e dados intermediários
criados durante a execução do WfC.
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Existe também a proveniência da composição (design) que mantém um histórico de
alterações feitas em um determinado WfC. O histórico de alterações ajuda a entender
como um WfC foi alterado para atender as diferentes necessidades ou demandas dos
experimentos para a obtenção dos resultados.
2.3 Sistemas Gerenciadores de WfC
Atualmente existem Sistemas Gerenciadores de WfC que atuam em diversas áreas e são
usados por diferentes grupos de pesquisas. Alguns dos principais sistemas software livre
são: Pegasus [9, 12], Kepler [2], Taverna [25], Vistrails [4], Triana [38, 56] e P-Grade [16].
Cada sistema implementa diferentes abordagens para tratar do ciclo de vida do WfC.
As implementações são descritas nas seções seguintes para delinear as abordagens e o
propósito de cada SGWfC.
2.3.1 Pegasus
O Pegasus [9, 12] é um SGWfC desenvolvido pelo Information Sciences Institute, na
Universidade da Carolina do Sul. O Pegasus é aplicado na astronomia, bioinformatica,
botânica, neurociência, meteorologia, geograa, oceanograa, ciência da computação, em
várias outras áreas das ciências da terra, ciências exatas, tecnologia e educação.
O sistema possibilita o uso de WfC abstrato, fazendo o mapeamento para WfC con-
creto e a execução das tarefas em ambientes distribuídos através de componentes externos
ou middlewares como Globus [32] e Condor [36]. A composição abstrata é feita pelo soft-
ware externo Chimera [19] que descreve parcialmente o WfC sobre a linguagem Virtual
Data Language (VDL). O VDL descreve cada tarefa e os respectivos arquivos de entrada
e de saída de forma lógica. A descrição lógica é usada para referenciar os arquivos e
aplicações que podem conter diferentes nomes no sistema de arquivos ou estar localizados
em diferentes recursos.
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Agrupando as tarefas lógicas é possível obter o WfC abstrato que, no caso do Pegasus,
é descrito em DAX. O mapeamento faz uso do WfCA DAX e de informações sobre os
recursos, agrupamento das tarefas, dados de entrada e de saída para a geração do workow
concreto no formato DAG.
A execução do DAG é feita no Condor DAGMan [57], que gerencia a execução do WfC.
O DAGMan orquestra o workow, selecionando as tarefas concretas para executarem
nos recursos. O sistema foi desenvolvido para executar em ambiente distribuído, com
suporte a grades computacionais, como Condor-G [20], e a middlewares de clusters, como
o Condor [36]. Dessa forma, a execução da tarefa é feita por um desses middlewares
externo ao Pegasus.
O Pegasus tem a funcionalidade especíca de mapear WfC abstratos para concretos,
deixando a cargo de outros sistemas para compor e executar as tarefas no recursos. Isso
agrega maior modularidade aos componentes, uma vez que é possível combinar o Pegasus
com outros sistemas.
2.3.2 Taverna
O Taverna [25, 47], também denominado de Taverna Workbench, é um SGWfC que
permite aos cientistas compor e executar WfC através da orquestração de serviços web.
O sistema foi criado pelo grupo MyGrid [6] e nanciado através do Open Middleware
Infrastructure Institute - Reino Unido (OMII-UK).
O sistema foi projetado para auxiliar bioinformatas não especialistas em programação
e serviços web. O auxílio se dá através do uso coordenado de serviços web através de WfC
de forma a esconder os detalhes de execução dos usuários.
A composição dos WfC é feita pelo usuário através da interface gráca basedo no
GraphViz [15]. Os workows são descritos na linguagem Simplied Conceptual Workow
Language (Scu).
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Na composição, as tarefas são vistas como serviços que apresentam as interfaces ou
portas de entrada (dados de entrada) e de saída (dados de saída). As dependências entre
as tarefas são feitas através das ligações entre as portas de saída de uma tarefa e a de
entrada de outra.
A execução é feita através do executor Freeuo, que faz a orquestração e a chamada
de métodos (execução) em serviços web. O Freeuo é executado no ambiente local e
faz a invocação de serviços através de protocolos de serviços (SOAP, WSDL e REST) e
protocolos de serviços de banco de dados remotos (JDBC).
2.3.3 VisTrails
O VisTrails [4] é um SGWfC criado pelo Instituto de Computação Cientíca e Imagem
da Universidade de Utah. O VisTrails tem aplicação em diversas áreas do conhecimento
como a medicina, a meteorologia, a astrofísica e a biologia.
O sistema tem como objetivos criar uma infraestrutura para tratar da proveniência,
prover um framework para execução de workows e oferecer uma interface gráca para
visualização e comparação de resultados.
A composição dos workows é feita no VisTrails Builder que utiliza uma interface
gráca baseada no GraphViz [15]. A linguagem usada para descrever os workows segue
um formato próprio do VisTrails baseado em XML. Cada tarefa doWfC, também chamada
de módulo, é vista como uma execução independente. Cada execução contém os comandos
e instruções para atender a semântica da tarefa.
As arestas são chamadas de conexões e representam as dependências entre as tarefas.
Cada conexão indica o dado, propriamente dito, e o tipo de dado a ser transmitido de
uma tarefa a outra. O uxo de execução do workow segue um modelo de dados.
A execução é feita pelo componente VisTrails Player (VP), que faz a orquestração e
execução das tarefas. O VP gera uma instância para execução que traduz os módulos
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e conexões para as classes de APIs do sistema subjacente (módulos da linguagem de
programação Python). Na instância também são aplicados os valores dos parâmetros de
cada módulo. Por m o workow é orquestrado e as tarefas selecionadas são executadas
localmente chamando os métodos especícos das classes. É possível utilizar processamento
distribuído, através de classes que implementam o acesso a recursos remotos.
Uma das maiores vantagens do VisTrails é o sistema de proveniência. A coleta de
proveniência compreende desde a etapa de composição até a obtenção dos resultados
nais. Com a coleta é possível armazenar um histórico de composição para mostrar a
outros cientistas como o workow foi criado ou alterado para se chegar em um determinado
resultado.
2.3.4 Triana
O Triana [38, 56] é um SGWfC criado pela Universidade de Cardi e é usado por
cientistas nas áreas da medicina, biologia, música, ciência da computação e astronomia.
O sistema foi concebido para oferecer um ambiente de programação gráca que provê
aos usuários abstrações sobre os serviços em sistemas P2P. As abstrações oferecem um
ambiente que facilita a criação e a execução de vários serviços através do workow, sendo
possível criar serviços complexos.
Para a composição, é usada uma interface própria do Triana, chamada Triana GUI, na
qual é possível compor WfC em qualquer linguagem, desde que o componente de escrita
(writer) suporte as linguagens desejadas. O sistema suporta as linguagens BPEL4WS
ou WS-BPEL [46] e um formato XML próprio do Triana.
A Triana GUI é executada localmente e faz uso de tarefas que se encarregam do
processamento remoto. A orquestração das tarefas é feita por um componente interno
e a execução é feita por um sub-sistema chamado Grid Application Prototype (GAP). O
GAP provê uma interface que unica o acesso aos recursos de forma que as aplicações
não precisam tratar das tecnologias subjacentes.
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2.3.5 P-Grade
O P-Grade [16] é um SGWfC desenvolvido pelo Laboratório de Sistemas Paralelos
e Distribuídos MTA SZTAKI, na Hungria. O sistema é usado em áreas como química,
meteorologia, engenharia, matemática, economia, bioinformática.
O sistema contém um portal web que permite ao cientista criar, executar, comparti-
lhar e monitorar os workows, exigindo poucos esforços na instalação e conguração dos
softwares. Nos portais, o cientista utiliza uma conta para obter acesso às ferramentas e
às funcionalidades de gerenciamento do WfC.
A composição dos WfC é feita através de uma interface gráca implementada em Java
para web, chamadaWorkow Editor. A composição utiliza o formato concreto e as tarefas
são vistas como jobs. Os jobs são conguráveis sendo possível alterar as propriedades da
tarefa assim como adicionar e congurar as portas de comunicação (entrada e saída de
dados). A interface traduz o WfC para a linguagem DAGMan.
A execução dos workows é toda feita no portal, deixando para o usuário as operações
básicas de iniciar, parar e observar os uxos. Para isso, o P-Grade contém um sistema de
armazenamento de workows no qual é possível armazenar tanto os WfC como os dados
gerados pelos mesmos.
Quanto à orquestração é usada o Condor DAGMan para selecionar as tarefas com as
dependências de dados atendidas. Com a tarefa selecionada, a mesma é executada, como
job, nos recursos através de middlewares de grades (Globus [32], gLite [13], ARC [44]) ou
clusters (PBS [43], LSF [66]).
O P-Grade apresenta uma solução mais completa, uma vez que o usuário não precisa
tratar da instalação dos componentes de software necessários para uso dos WfC. Além
disso, faz uso de vários componentes externos bem denidos, que podem ser trocados a
m de manter um maior grau de modularidade.
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2.3.6 Kepler
O Kepler [2] é um SGWfC feito na linguagem de programação Java, desenvolvido e
mantido pela Universidade da Califórnia (Davis, Santa Barbara e San Diego). O sistema
foi desenvolvido sobre o Ptolemy II [14] para composição e execução de WfC. O Kepler tem
como objetivo oferecer um ambiente extensível para composição e execução de workows
de propósito geral e é aplicado nas áreas de bioinformática, oceanograa e informática
(gerência de dados).
Os workows são descritos na linguagem Modeling Markup Language (MoML), onde
as tarefas são chamadas de atores e as dependências de canais. Os atores contêm portas
de entrada, portas de saída e parâmetros que controlam o comportamento do ator. Já os
canais podem transmitir dados ou sinais entre os atores, seguindo um uxo de execução
híbrido.
No sistema o usuário pode compor os workows concretos através de uma interface
gráca baseada no software Vergil [51]. A linguagem MoML suporta encapsulamento de
workows, o que possibilita o agrupamento de tarefas concretas, gerando uma tarefa com
maior nível de abstração (workow abstrato).
A Figura 2.5 mostra a interface gráca do Kepler com um exemplo de workow da
equação de Lotka-Volterra usada para descrever as dinâmicas nos sistemas biológicos entre
presas e predadores.
O Kepler foi projetado para executar no ambiente local, podendo ter acesso à compu-
tação de alto desempenho através de extensões. As extensões são implementadas através
dos atores que contêm as informações, bibliotecas e APIs necessárias para ter acesso aos
recursos remotos. Dessa forma, o Kepler trata tanto do modelo de execução de serviços
como de jobs. Cada modelo de execução é implementado dentro de atores especícos que
lidam com as diferentes tecnologias e métodos de execução distribuída.
O sistema oferece diferentes modelos de computação do WfC, que são inseridos como
um componente no workow, chamado de diretor. Os diretores fazem a orquestração das
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Figura 2.5: Interface gráca de composição do Kepler.
tarefas e implementam diferentes abordagens, dependendo da semântica do workow. O
diretor Simple Data Flow (SDF) faz a orquestração sequencial, pois seleciona as tarefas
de forma sequencial mesmo que existam tarefas que possam ser executadas em paralelo.
O SDF também assume que os dados nos canais (dependências) são estáticos até o nal
da execução do WfC. Para dados dinâmicos, como no caso de haver laços, existe outro
diretor sequencial chamado Dinamic Data Flow (DDF). Para seleção paralela, existe o
diretor Process Network (PN) que faz a seleção de múltiplas tarefas.
Com a tarefa selecionada, a mesma é executada localmente através da chamada de
métodos especícos da tarefa (re()), que contêm o código para realizar as ações do ator.
Dessa forma, o Kepler é responsável somente por orquestrar o WfC, deixando a cargo das
tarefas incluir as funcionalidades desejadas pelo usuário.
As características dos SGWfC estão sumarizadas na tabela 2.1. Dentre as carac-
terísticas, encontram-se a linguagem concreta e abstrata para descrição dos WfCs, os
componentes para composição, orquestração e execução dos workows; o tipo de uxo de
execução; o ambiente de execução de cada sistema e o suporte à computação remota dos
sistemas que funcionam localmente, na máquina do usuário.
Dentre as características apresentadas, o SGWfC Kepler foi escolhido para implemen-
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tação e avaliação da proposta do presente trabalho. O Kepler apresenta vantagens na
execução do WfC, pois não necessita de instalação de uma infraestrutura complexa de
recursos, como é o caso do Pegasus e P-Grade.
Com relação ao Triana e Taverna, o Kepler é mais exível para computação cientíca
de propósito geral. O Triana e o Taverna são usados em ambientes orientados a serviços
e, para se acessar tais recursos, é necessário iniciar uma infraestrutura de serviços, sendo
o mesmo caso do Pegasus e P-Grade.
No próximo capítulo é apresentado uma visão geral da computação em nuvem, que é
o ambiente de execução explorado no presente trabalho para execução de tarefas do WfC.
No capítulo também são abordados estudos relacionados a integração da computação em



















































































































































































































































































































































































































O WfC atua na coordenação e gerenciamento da computação e movimentação dos
dados entre os recursos de forma a facilitar o uso de recursos computacionais para a
experimentação cientíca. No entanto cada vez mais a computação cientíca está exigindo
maiores quantidades de recursos computacionais para execução de aplicações em tempo
hábil. A grande demanda por recursos é justicada pela complexidade dos modelos que
incluem processamento distribuído de grande volumes de dados (atualmente, terabytes ou
petabytes) e cálculos complexos.
Uma das formas de oferecer recursos para a computação cientíca é a computação em
nuvens. A computação em nuvens (Cloud Computing) é um novo paradigma de compu-
tação distribuída que surgiu no meio comercial para oferecer serviços e recursos compu-
tacionais virtualizados sobre a Internet [33, 3], mas que recentemente tem sido adotada
como ambiente para execução de experimentos cientícos [52, 62, 34, 23, 59].
Atualmente existem diversas denições sobre a computação em nuvens [58]. As de-
nições são baseadas em uma determinada perspectiva sobre o uso deste paradigma, como
o modelo de negócios, a computação sob-demanda (utility computing) ou o gerenciamento
da infraestrutura.
Vaquero et al. [58] dene a computação em nuvens como um conjunto grande de
recursos virtuais acessíveis e de fácil uso (por exemplo hardware, plataformas de desenvol-
vimentos e/ou serviços). Os recursos podem ser congurados dinamicamente com o obje-
tivo de ajustá-los à variação da carga, permitindo uma utilização otimizada dos recursos.
Normalmente, o uso dos recursos segue um modelo de pagamento por uso (pay-per-use),
que é oferecido pelos provedores através de acordos de serviços (Service Level Agreement)
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personalizados.
Outra denição interessante é a de Mell e Grance [40] que dene nuvem como um
modelo que permite a onipresença (ubiquitous), conveniência e acesso sob-demanda a
um conjunto compartilhado de recursos computacionais conguráveis (por exemplo redes,
servidores, armazenamento, aplicações e serviços). Os recursos podem ser adquiridos e
liberados rapidamente com poucos esforços no gerenciamento ou com pouca interação dos
provedores da nuvem.
A Figura 3.1 apresenta um exemplo de como a nuvem computacional está organizada.
A nuvem contém diferentes serviços que podem ser agrupados em camadas de software,
plataforma e infraestrutura. A camada de software oferece aplicações que são usadas dire-
tamente pelos cientistas. A camada de plataforma oferece plataformas de desenvolvimento
para criação e disponibilizaçao de aplicativos. Por último, a camada de infraestrutura
contém componentes virtuais de uma infraestrutura computacional, como computadores,
discos para armazenamento de dados e redes vituais, que podem ser usados por cientistas
e desenvolvedores. Os serviços podem ser acessados através de diferentes dispositivos,
podendo abranger celulares, tablets, laptops, estações de trabalho e servidores.
A computação em nuvem é composta de cinco características, três modelos de ser-
viços e três modelos de implantação [40]. As características incluem o auto-serviço sob-
demanda, amplo acesso à rede, agrupamento de recursos, rápida elasticidade e serviço
medido. Os modelos de serviços são classicados em software (software as a service -
SaaS), plataforma (plataform as a service - PaaS) e infraestrutura (infrastructure as a
service) [53, 28]. Já os modelos de implantação são classicados em nuvem privada, hí-
brida e pública. A Figura 3.2 mostra as classicações dos modelos de serviços, modelos
de implantação e algumas características da nuvem.
Para unicar e abstrair o acesso aos recursos computacionais para os diferentes usuá-
rios, os provedores da nuvem utilizam um sistema de gerenciamento de nuvem (SGN).
O SGN trata de gerenciar os recursos (físicos e virtuais) de forma a otimizar o uso do











































Figura 3.1: Exemplo de nuvem com diferentes serviços oferecidos, que incluem aplicações,
plataformas de desenvolvimento e infraestrutura de computadores. Adaptado de [63].
Para apresentar a nuvem em maiores detalhes, este capítulo está dividido da seguinte
forma. As características das nuvens são apresentadas na Seção 3.1, os modelos de im-
plantação, na Seção 3.2 e os modelos de serviços, na Seção 3.3. Algumas implementações
de sistema de gerenciamento de nuvem são apresentadas na Seção 3.4. Por último, na
Seção 3.5, são apresentados trabalhos que abordam a integração de workows cientícos
e nuvens computacionais.
3.1 Caraterísticas da computação em nuvem
A computação em nuvem compartilha diversas características de outros paradigmas de
computação distribuída. No entanto, a nuvem apresenta características que a diferencia
de outros paradigmas. Dentre as características estão [40]:
Auto-serviço sob-demanda: um consumidor pode acessar as capacidades computaci-


















Figura 3.2: Diagrama do modelo de nuvem com as cinco características, os três modelos
de implantação e os três modelos de serviços.
forma automática, sem a necessidade de interação humana com cada provedor.
Amplo acesso à rede: as capacidades computacionais estão disponíveis na rede e aces-
síveis através de mecanismos padronizados que promovem o uso por diferentes pla-
taformas, como celulares, tablets, laptops e estações de trabalho.
Agrupamento de recursos: os recursos computacionais são agrupados para atender
múltiplos consumidores com diferentes atribuições de recursos físicos e virtuais, de-
pendendo da demanda dos cientistas. Os cientistas não controlam ou não tem
conhecimento da localização exata dos recursos obtidos, sendo que em alguns casos
é desejável especicar a localização geográca dos recursos para melhorar o desem-
penho no uso dos mesmos. Alguns exemplos de recursos incluem armazenamento,
processamento, memória e largura de banda de rede.
Rápida elasticidade: os recursos podem ser providos e liberados (elástico) para escalar
proporcionalmente com a demanda interna e externa da nuvem. Na visão dos cien-
tistas, os recursos disponíveis para aquisição aparentam ser ilimitados e podem ser
obtidos em qualquer quantidade a medida que for necessário.
Medição de Serviços: os sistemas de nuvens controlam e otimizam o uso dos recursos
automaticamente através da capacidade de medição dos serviços. O uso dos recursos
pode ser monitorado, controlado e reportado, para aumentar a transparência para
os provedores e consumidores que utilizam o serviço.
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3.2 Modelos de implantação
O modelo de implantação é a forma como a nuvem, ou a infraestrutura da nuvem, é
utilizada e organizada para oferecer os serviços. Os modelos de implantação são classi-
cados em [40]:
Privado: a infraestrutura é utilizada exclusivamente por uma organização e pode ser
mantida e gerenciada pela própria organização, por outras organizações ou a com-
binação de ambas.
Público: a infraestrutura é provida para o público geral, podendo ser mantida e gerenci-
ada por organizações privadas, acadêmicas, governamentais ou combinação destas.
Híbrido: a infraestrutura é compostas de duas ou mais infraestruturas de nuvens (pública
ou privada) de organizações distintas. As infraestruturas distintas são utilizadas
de forma integrada através de padronizações ou com tecnologias proprietárias que
permitem a portabilidade de dados e aplicações.
Cada modelo de implantação é aplicado em diferentes contextos, podendo garantir
maior ou menor grau de segurança, interoperabilidade e dependabilidade.
3.3 Modelos de serviços
O modelo de serviço especica os recursos virtuais que são providos para os consu-
midores, usuários ou desenvolvedores. A especicação dos recursos virtuais delimitam o
gerenciamento dos serviços de forma a otimizar o uso da infraestrutura de nuvem. Os
modelos de serviços são classicados em: [40]:
Software como Serviço (Software as a Service - SaaS): oferece ao usuário aplicações
que são executadas na infraestrutura de nuvem. As aplicações são acessadas através
de diferentes dispositivos como o navegador web (por exemplo, e-mails baseado
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na web). Nesse serviço, o usuário não gerencia ou controla a infraestrutura de
nuvem (rede, servidores, armazenamento) ou até mesmo as aplicações, com algumas
exceções de congurações especícas.
Plataforma como Serviço (Plataform as a Service - PaaS): oferece mecanismos para
implantar aplicações criadas ou adquiridas pelo usuário na infraestrutura da nuvem.
A implantação é feita através de linguagens de programação, bibliotecas, serviços
e ferramentas suportadas pelo provedor da nuvem. O usuário apenas controla a
implantação das aplicações e as possíveis congurações de acordo com o ambiente,
deixando o gerenciamento e controle da infraestrutura para os provedores.
Infraestrutura como Serviço (Infrastructure as a Service - IaaS): fornece processa-
mento, armazenamento, rede e outros recursos computacionais no qual o usuário
pode implantar e executar um software arbitrário, incluindo sistemas operacionais
e aplicações. O cientista gerencia e controla os sistemas operacionais, o armazena-
mento, a implantação das aplicações e um limitado controle sobre os componentes
de rede, como rewalls.
3.4 Sistemas de Gerenciamento de Nuvem
A infraestrutura de nuvem utiliza um sistema de gerenciamento, também chamado de
Sistema Gerenciador de Nuvem (SGN) [55, 41, 45, 30], para oferecer os serviços e realizar
o gerenciamento dos recursos (físicos e virtuais) na infraestrutura da nuvem. O SGN
também implementa ferramentas e interfaces de alto nível aos usuários e administradores
para abstrair todo o processo de instanciação de recursos.
As características e capacidades do sistema de nuvem depende do modelo adotado
(implantação e serviço). O presente trabalho utiliza o serviço de infraestrutura com
implantação privada, sendo o foco no SGN de IaaS para gerenciamento da infraestrutura
virtual. Assim as características do SGN de IaaS são [55]:
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• Prover uma visão uniforme e homogênea dos recursos virtualizados, sem estar vin-
culadas as plataformas de virtualização (como Xen, KVM ou VMware).
• Gerenciar o ciclo de vida completo das MVs, incluindo congurar a rede dinamica-
mente para grupos de MVs e gerenciar os requisitos de armazenamento, como tratar
da movimentação das imagens de disco ou criar o ambiente de execução personali-
zado.
• Suportar a conguração de políticas para alocação de recursos que atendam as
necessidades especícas das organizações, como alta disponibilidade ou consolidação
de servidores para minimizar o consumo de energia
• Adaptar-se à demanda por recursos, quando os recursos locais não são sucientes
para atender a demanda em momentos de pico ou mudanças de recursos como a
inserção de novos recursos físicos ou falhas durante o funcionamento dos recursos
físicos já existentes.
No caso de IaaS, o SGN oferece recursos virtuais como processadores, memórias, discos
e redes virtuais, que combinadas formam máquinas virtuais (MV). O SGN faz uso de
outros sistemas, ou sub-sistemas dentro do sistema da nuvem, para controlar e gerenciar
cada recurso utilizado pela MV.
Para ilustrar o funcionamento do sistema de nuvem, a Figura 3.3 apresenta um modelo
de arquitetura interna genérica do SGN com os sistemas de redes, congurações, imagens
e discos que se comunicam com o gerenciador de MVs. O gerenciador de MVs utiliza
os recursos virtuais criados nos sub-sistemas e os combina para criar uma descrição da
MV. A descrição é utilizada para instanciar uma ou mais MVs no hardware ou hospedeiro
subjacente. Cada hospedeiro contém um monitor de máquinas virtuais (MMV) que faz a
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Figura 3.3: Modelo de arquitetura interna genérica de um SGN com os sub-sistemas de
redes, conguração, imagem e disco.
Atualmente existem diversas implementações em software livre de SGNs para criação
de serviços IaaS, dentre os quais podemos citar o OpenNebula [55, 41], Eucalyptus [45],
Nimbus [30, 31] e OpenStack [49]. Cada sistema implementa os sub-sistemas descritos an-
teriormente e também oferece suporte aos protocolos de nuvens públicas como o EC2 [26],
S3 [27] e OCCI [22] para gerenciamento de recursos.
O OpenNebula foi o SGN escolhido para uso neste trabalho por ser um sistema intei-
ramente em software livre, suportar diversas linguagens no desenvolvimento de aplicações,
facilidade de instalação e conguração dos sistema (sub-sistemas) e suporte aos protocolos
públicos de nuvens. A Seção 3.4.1 apresentar e descreve em maiores detalhes o sistema
do OpenNebula.
3.4.1 OpenNebula
O OpenNebula /[55] é um sistema que disponibiliza e gerencia MVs, individualmente
ou em grupos, que são instanciados na infraestrutura interna (recursos locais) ou em
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nuvens externas ou públicas. O sistema oferece suporte para implantação de uma nuvem
privada, pública ou híbrida.
A Figura 3.4 apresenta a arquitetura do OpenNebula que contém os componentes de
núcleo (core), drivers e o escalonador de MVs (scheduler). O OpenNebula se apresenta
como um sistema intermediário entre as infraestruturas de recursos físicos (servidores,
clusters, supercomputadores) e os sistemas front-end (linha de comando ou interface de
nuvem), que são usadas por usuários ou desenvolvedores.
Drivers
Núcleo do OpenNebula Escalonador


















Figura 3.4: Arquitetura do OpenNebula. Adaptado de [55].
O núcleo controla o ciclo de vida da MV através do gerenciamento das redes virtuais,
gerenciamento do armazenamento e comunicação com os MMVs. O núcleo também realiza
operações especícas de armazenamento, rede ou virtualização com os drivers, de forma
que estes oferecem abstrações sobre as tecnologias utilizadas na infraestrutura.
Os drivers são vistos como módulos que podem ser inseridos ou removidos sem afetar
o funcionamento do núcleo. Os módulos implementam os protocolos e comandos relacio-
nados as tecnologias, tornando o sistema do OpenNebula menos acopladas a tecnologias
especícas. Alguns dos drivers implementados suportam compatibilidade com os monito-
res de máquinas virtuais Xen, KVM e VMWare.
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Por m, o escalonador é um componente que decide onde uma MV será instanciada
de acordo com as informações obtidas dos monitores de recursos físicos e virtuais. O
escalonador implementa os algoritmos de escalonamento, como rst-t e round-robin, e
indicam o hospedeiro mais apropriado para instanciação da MV para o núcleo.
A partir do núcleo são desenvolvidos interfaces de gerenciamento externos que são
usados para integrar o OpenNebula com outras ferramentas, por exemplo sistemas de
contas de usuário ou monitoramento.
3.5 Workow Cientíco e Computação em Nuvens de IaaS
Recentemente, nuvens IaaS vem sendo utilizadas para execução de aplicações cientí-
cas. Alguns trabalhos investigam o uso deste paradigma [52, 62, 34, 23, 59] e apontam
vantagens no controle do recurso virtual por parte do cientista e fácil aquisição de novos
recursos especícos exigidos para execução das aplicações legadas.
Normalmente, as MVs obtidas são usadas para processamento distribuído de aplicações
de alto desempenho ou sistemas de armazenamento de dados paralelos em larga escala.
Em outros casos, as MVs são adquiridas para formar ou incrementar uma infraestrura
computacional como criação de clusters virtuais, incrementar redes de processamento
Peer-to-Peer [7] ou aumentar os recursos de uma grade computacional [18].
Os workows cientícos (WfC) (apresentado no Capítulo 2) podem fazer uso da com-
putação em nuvem para execução de aplicações cientícas. Um WfC compõe um uxo
coordenado de tarefas que descrevem o processo de experimentação através do uso de
aplicações ou serviços [11].
A execução dos uxos de trabalho é feita no sistema de gerenciamento de WfC
(SGWfC) que trata de orquestrar e implementar a comunicação e a integração com os
ambientes de execução de forma a alocar os recursos necessários para execução das tarefas.
Dessa forma, o SGWfC precisa implementar os protocolos e os comandos para requisitar
e liberar as máquinas virtuais nos sistemas gerenciador da nuvem (SGN), através das
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interfaces de serviço de infraestrutura (IaaS).
O uso das máquinas virtuais oferecem vantagens como um ambiente elástico [3], per-
sonalizado [61] e isolado [30, 34]. O ambiente é dito elástico devido a possibilidade de
aumentar e diminuir (escalabilidade) a quantidade de recursos computacionais de acordo
com a necessidade e com pouco esforço por parte dos provedores e usuários. Por exem-
plo, é possível adquirir mais recursos virtuais (processador, memória, disco e rede) para
execução de aplicações distribuídas através do envio de poucos comandos.
A personalização é a capacidade do ambiente de execução conter os requisitos de
execução das aplicações. Assim é possível empacotar os software (sistema operacional,
bibliotecas, programas, scripts, etc) e adquirir o hardware (arquitetura do processador,
quantidade de memória, quantidade de processadores, quantidade de discos) de acordo
com os requisitos das aplicações. Dessa forma, o cientista só precisa instalar e congurar
o ambiente de execução uma vez, sendo possível replicá-lo para execução ou reexecução
futura.
Por m, o isolamento é a capacidade do ambiente virtual em restringir as ações dos
usuários aos respectivos recursos virtuais, sem afetar os recursos virtualizados de outros
usuários. O isolamento oferece maior controle e autonomia ao usuário, dando-lhes acesso
e controle total aos ambiente de execução, como obter privilégios de administrador na
máquina virtual. Com isso é possível personalizar o ambiente de execução sem afetar o
ambiente de outros, como instalar bibliotecas e programas sem gerar conito de pacotes
de software. Essa é uma característica importante na experimentação cientíca, uma vez
que as aplicações cientícas utilizam pacotes de software distintas, desatualizadas e, em
alguns casos, sem suporte.
A execução dos WfC na nuvem pode ser feita de diferentes formas. Os SGWfCs
foram projetados para executar em ambientes de alta performance como clusters, grades
computacionais ou supercomputadores. Alguns SGWfC fazem uso de escalonadores ou
alocadores de recursos existentes nos ambientes de alta-performance subjacentes e outros
implementam mecanismos próprios para escalonar e alocar recursos para execução das
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tarefas.
Assim, a integração de WfC com a nuvem computacional pode ser feita adaptando-se
o WfC para a nuvem ou adaptando a nuvem para o WfC [28]. No primeiro caso é feito a
substituição do componente de execução do SGWfC por um especíco da nuvem. Nesse
caso, a nuvem implementa o componente de execução de tarefas que fazem uso de las de
tarefas e algoritmos de escalonamento para otimizar o uso da infraestrutura da nuvem.
Já no segundo caso, a nuvem é usada para instanciar diversas MVs para criar um cluster
virtual ou aumentar os recursos de uma grade computacional. A nuvem incrementa a
quantidade de recursos para execução das tarefas, de forma que o componente de execução
do WfC não é alterado.
Alguns trabalhos [29, 60] adaptam a nuvem para execução de WfC. Juve et al. [29]
fazem uma análise de desempenho e custos para executar os WfC na nuvem Amazon
EC2 através de diferentes aplicações cientícas. As aplicações variam no uso de memória,
processador e rede e são executados em diferentes instâncias de MVs que contém custos
distintos. Em Vöckler et al. [60] descreve-se as experiências no uso de diferentes nuvens
para execução de WfC com aplicações reais, ao invés de benchmarks. Nesses casos, a
nuvem aumenta a quantidade de nodos (worker nodes) usados pelo escalonador de tarefas
Condor [36] para execução de tarefas em paralelo e distribuída.
Já em outros trabalho adaptam oWfC para a nuvem. Em Oliveira et al. [48] é proposto
um middleware, chamado de SciCumulus, que explora a execução paralela de aplicações
através da troca de parâmetro ou processamento de dados em paralelo. O middleware
instancia a quantidade de recursos necessários para execução da tarefa e gerencia a exe-
cução das aplicações na nuvem. Para usar o SciCumulus, o cientista substitui as tarefas
do WfC original por tarefas especícas que se comunica com o middleware e submetem
as aplicações para execução distribuída.
Em Shams et al. [54] é proposto um framework, chamado Polyphony, para facilitar
a transferência e o processamento de imagens de Marte. O Polyphony utiliza las de
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tarefas distribuídas, que são implementadas na nuvem, e um cliente que faz a submissão
das tarefas em tais las. A execução das tarefas é feita quando existem nodos (worker
nodes) disponíveis para executá-las. Os nodos requisitam tarefas para uma das las e,
em caso de existir tarefas não processadas, as mesmas são executadas. As tarefas contém
descrições das próximas tarefas, de forma que ao terminar a execução de uma tarefa, a
mesma adiciona mais tarefas na la formando o uxo de tarefas. A execução do WfC
termina quando a última tarefa executa, sem adicionar mais tarefas em alguma la.
O presente trabalho propõe uma adaptação do WfC para execução de tarefas na nuvem
através de uma extensão na representação do WfC. A extensão na representação do WfC
para uso de serviços IaaS é apresentada no Capítulo 4.
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CAPÍTULO 4
EXTENSÃO DE MAPEAMENTO DE WORKFLOW
CIENTÍFICO PARA EXECUÇÃO NA NUVEM
Conforme apresentado no Capítulo 2, workows cientícos (WfC) são usados para
representar o processo de experimentação cientíco. Os WfCs utilizam-se de modelos
abstratos ou WfC abstratos (WfCA) para representar o processo em alto nível, sem fazer
menção sobre os recursos utilizados para a execução das tarefas. Para executar um WfC
em formato abstrato é preciso fazer omapeamento de cada tarefa abstrata para os recursos,
gerando um WfC concreto (WfCC).
O mapeamento é uma das etapas envolvidas no ciclo de vida do workow cientíco
e o mesmo faz uso de buscadores de recursos existentes e informações sobre as tarefas
abstratas (TA) para mapear o recurso adequado. Um mapeamento tradicional, trasforma
as TAs em jobs ou serviços e adiciona tarefas concretas (TC) para movimentação das
aplicações e dos dados no ambiente de execução. Dentre as TCs encontram-se a criação
de diretórios para execução da aplicação, movimentação dos programas, movimentação
dos dados de entrada e saída, armazenamento de meta-dados (proveniência) e remoção
de arquivos temporários [12, 60].
Dentre as possibilidades para a execução de tarefas do WfC estão as nuvens compu-
tacionais (ver Capítulo 3). A computação em nuvem contém serviços de infraestrutura
(Infrastructure as a Service - IaaS) que disponibilizam recursos virtuais como máquinas
virtuais (MVs). As MVs fornecem um ambiente personalizado e isolado para execução de
aplicações e são providas elasticamente podendo instanciá-las e liberá-las a medida que
for necessário (sob-demanda).
O uso da nuvem exige mudanças no mapeamento tradicional uma vez que os recursos
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usados não estão previamente instanciados. Além disso, é necessário controlar a instan-
ciação pois a instanciação em momentos inadequados, para a execução do WfC, geram
custos desnecessários e uma utilização ineciente da infraestrutura da nuvem.
Em alguns trabalhos [29, 60] as MVs são instanciadas antes de iniciar a execução do
workow, deixando intervalos de recursos virtuais ociosos. Em um pior caso, os recursos
virtuais somente são utilizados na execução da última tarefa, deixando as MVs ociosas
por todo o intervalo entre a instaciação até a execução da tarefa.
Assim, o presente trabalho propõe uma modicação na etapa de mapeamento que
inclui uma extensão na representação do WfC abstrato para auxiliar a associação das
tarefas com recursos de nuvem ou MVs. Com o formato abstrato extendido é feito o
mapeamento para o formato concreto de forma a conter TCs que instanciam e liberam os
recursos nos momentos adequados, durante a execução do WfC.
Diferente do mapeamento tradicional, os recursos da nuvem não existem até o mo-
mento da execução do WfC. Para isso, o mapeamento precisa descobrir qual é a MV com
o ambiente adequado para execução das tarefas (quantidade de processador, quantidade
de memória, sistema operacional, bibliotecas, programas e scripts), gerando o WfCC com
as tarefas concretas que instanciam e liberam as MVs nos momentos adequados.
A Figura 4.1 mostra a etapa de mapeamento modicado em duas fases. A primeira
é chamada de pré-mapeador que recebe o WfCA, mapeia as tarefas abstratas para os
recursos de nuvem e retorna o WfCA extendido. Nessa fase é possível utilizar um catálogo
que contém os registros sobre os possíveis recursos de nuvem que realizam a computação
descrita pela tarefa. Já na segunda fase, chamada de mapeador, é feito o mapeamento do
WfCA extendido para o formato concreto que contém as tarefas de alocação e liberação
dos recursos. O mapeador faz uso das informações obtidas dos sistemas de nuvens de
denindo em qual nuvem o recurso será instanciado.
Para explicar em detalhes a modicação no mapeamento, este o Capítulo está dividido

















Figura 4.1: Etapa de mapeamento modicada com duas fases.
mapeamento são descritos na Seção 4.2.
4.1 Extensão do Workow Cientíco Abstrato para Suportar Re-
cursos de Nuvem
Um WfCA normalmente utiliza estrutura de grafo direcionado acíclico no qual os
nodos são as TAs e as arestas são as dependências de dados entre as TAs. Para suportar
os recursos usados pelas TAs, aqui é proposto uma extensão baseada em grafo bipartido
que associa as TAs com os recursos virtuais usados para execução.
Neste contexto, os recursos de nuvem descrevem os requisitos de execução de software
e hardware envolvidos na execução da TA. No caso de jobs que fazem uso de aplicações,
o recurso de nuvem descrevem as bibliotecas, sistema operacional, programas, scripts e
frameworks como os requisitos de software e arquitetura do processador, quantidade de
memória, quantidade de discos e quantidade de processadores como requisitos de hard-
ware. A lista de requisitos (recursos) utilizados pode variar de acordo com o grau de
especicidade das aplicações e dos recursos físicos.
Assim, de modo geral o WfCA é representado através da notação de tupla W =
{T,D}, onde T={t0,t1,t2,...,tn} e n ∈ N é o conjunto nito de TAs, e D = {(ti,tj)/ti 6= tj
e ti, tj ∈ T} é o conjunto de dependências entre as TAs que não formam circuito (acíclico).
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A associação das TAs com os recursos virtuais é representada através da notação em
grafo bipartido NW = {T (W ) ∪RN , DN}, onde T (W ) é a função que retorna o conjunto
de TAs do WfCA W e T (W ) ∩ RN = ∅, RN é o conjunto nito de recursos de nuvem
{n0,n1,...,nm}, onde m ∈ N, e DN é o conjunto que relaciona as TAs com os recursos
{(t, c)/t ∈ T (W ) e c ∈ N} .
As associações é usado para indicar o intervalo de uso dos recursos virtuais baseado na
execução da tarefa. Dessa forma, se uma tarefa utiliza um determinado recurso, o mesmo
deve ser alocado antes da execução e liberado após a execução da tarefa. Um recurso que
é utilizado por várias tarefas sequenciais pode ser alocado e liberado apenas uma vez.
As associações podem ser feitas de diferentes formas. Aqui apresentamos três asso-
ciações entre as TAs e os recursos de nuvens sendo de (1) uma TA para um recurso de
nuvem, (2) várias TAs para um recurso de nuvem e (3) uma TA para vários recursos.
Relação de uma TA para um recurso de Nuvem é o caso mais simples no qual uma
tarefa tem somente um conjunto requisito para execução. Esta relação é representada pelo
sub-conjunto DtN = {(t, n)} de DN que contém a tupla com a TA t. A Figura 4.2 ilustra a
relação Dt0N = {{t0, n0}} entre uma TA (T = {t0}) e um recurso de Nuvem (RN = {n0}).
t0 n0
(t0,n0)
Figura 4.2: Exemplo de relação de uma TA com um recurso de Nuvem.
A segunda associação é da de várias TAs para um recurso de nuvem. Nesse caso, as TAs
compartilham de um mesmo requisito ou executam usando o mesmo recurso. Esta relação
é representada pelo sub-conjunto DnN = {(t0, n), (t1, n), ..., (tn, n)} de DN que contém as
tuplas com o recurso n. A Figura 4.3 ilustra a relação Dn0N = {{t0, n0}, {t1, n0}, {t2, n0}}








Figura 4.3: Exemplo de relação de várias TAs com um recurso de Nuvem.
A terceira associação é a de uma TA para diversos recursos de nuvem. Esse caso mostra
que uma TA pode ser computada através de diferentes recursos ou utilizando vários recur-
sos ao mesmo tempo. Por exemplo, é possível utilizar programas implementados utilizando
tecnologias distintas que solucionam o problema descrito pela TA. Assim, a terceira rela-
ção é representada pelo sub-conjunto de DN , DtN = {(t, n0), (t, n1), ..., (t, nm)} que contém
as tuplas com a TA t. A Figura 4.4 ilustra a relação Dt0N = {{t0, n0}, {t0, n1}, {t0, n2}}








Figura 4.4: Exemplo de relação de uma TA com vários recursos de Nuvem.
Para ilustrar um exemplo do modelo extendido, a Figura 4.5 mostra um exem-
plo de WfCA que contém um conjunto com quatro TAs T = {t0, t1, t2, t3} que
formam um uxo de dados representado pelo conjunto de dependências D =
{(t0, t1), (t0, t2), (t1, t3), (t2, t3)}. A gura também ilustra o conjunto de recursos RN =
{n0, n1, n2, n3, n4, n5, n5, n6} e a relação entre os requisitos e as TAs pelo conjunto de de-
pendência DN = {(t0, n0), (t0, n1), (t1, n1), (t1, n2), (t2, n3), (t3, n0), (t3, n4),
(t3, n5), (t3, n6)}. O exemplo mostra os três tipos de relação das TAs com requisitos, de




















Figura 4.5: Exemplo de WfCA com quatro TAs que são associadas com sete recursos
diferentes.
Para utilizar o modelo abstrato extendido proposto é preciso transformá-lo para um
formato executável ou o WfCC. A Seção 4.2 descreve a etapa de mapeamento que trans-
forma o WfCA extendido para o WfCC de forma a incluir as TCs que alocam e liberam
os recursos de nuvem nos momento adequados.
4.2 Mapeamento do Workow Abstrato Extendido para Execução
na Nuvem
O mapeamento tradicional de uma TA consiste em movimentar os dados de entrada
e aplicação para o recurso, iniciar a computação no recurso e movimentar ou recuperar
os dados de saída (resultados). Cada uma dessas etapas é representada por uma tarefa
concreta (TC) que contém descrições ou implementam os comandos que realizam a funci-
onalidade de cada etapa. Assim, o mapeamento das TAs para as TCs obtem-se um WfCC
que descreve o uxo de execução das aplicações nos recursos.
No entanto, para o mapeamento do modelo de WfCA extendido, proposto na Seção 4.1,
os recursos virtuais ou máquinas virtuais (MV) só estarão disponíveis no momento de
execução do WfC, não sendo possível associá-los da forma como é feito no mapeamento
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tradicional. Com isso é necessário inserir as TCs que instanciam e liberam recursos na
nuvem durante a execução, chamados de TC de nuvem (TCN).
No mapeamento para as TCNs é preciso encontrar as imagens de disco para instanciar
o ambiente de execução que contêm os softwares para execução das tarefas. Dentre os
softwares estão o sistema operacional, os pacotes, as bibliotecas e as aplicações. Uma
imagem de disco pode executar diferentes tarefas, podendo até uma imagem atender o
requisitos de execução de todas as TAs de um WfCA. Além disso é preciso também denir
o hardware virtual usado pelas aplicações tais como memória virtual, processor virtual e
rede virtual.
O WfCC do modelo extendido descreve um uxo de execução com TCNs, que instan-
ciam as MVs na nuvem IaaS, e as TCs tradicionais que iniciam a computação nas MVs.
Dessa forma, é instanciar e liberar os recursos da nuvem explicitamente no WfCC.
É importante ressaltar que as TCNs devem ser colocadas corretamente para evitar
problemas de ociosidade. Um cenário do problema de ociosidade é quando a primeira e a
última TA compartilham de uma mesma imagem de disco, e que por consequência podem
utilizar a mesma MV para efetuar a computação. Nesse caso, a alocação da MV ocorreria
antes da execução da primeira TA e caria ocioso até o início da última TA.
Dessa forma, os algoritmos de mapeamento podem adotar diferentes abordagens para
contornar o problema de ociosidade em decorrência da inserção indevida das TCNs. Uma
das abordagens libera a MV e instancia novamente ou pode suspender ou pausar o recurso
e depois reiniciar quando voltar a utilizá-lo.
A Figura 4.6 mostra o uxograma de mapeamento com as etapas envolvidas no mape-
amento do WfCA extendído (WfCAx) para o WfCC. Inicialmente o mapeamento utiliza
as informações contidas no WfCAx para encontrar as imagens de disco virtual e con-
guração de MV para executar as aplicações das TAs. Para cada TA é cria as TCNs que
instanciam e liberam as MVs e então é criado as TCs para movimentar os dados e TCs
para executar as aplicações no ambiente virtual. Em seguida é criado as arestas entre as
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TCs e TCNs de acordo com o uxo descrito no WfCA gerando o WfCC que é retornado
como resultado do mapeamento.
Entrada: WfCA, WfCAx
Encontre imagem virtual
e configuração de MV
que atenda os requisitos
de cada TA.
Para cada TA, cria as TCNs
que instanciam e liberam









Insere TCs, TCNs e
arestas em WfCC
Figura 4.6: Fluxograma do mapeamento com as etapas do mapeamento do WfCA exten-
dído para o WfCC com TCNs.
Para exemplicar um caso simples de mapeamento, a Figura 4.7 mostra um WfCA
com as TAs t0, t1, ..., tn que são executadas antes da TA tc, a qual está associada ao recurso
de Nuvem n0. Assim, o WfCA mapeado ou WfCC, presente na Figura 4.8, mostra a TCN






Figura 4.7: WfCA com TA que é executada na Nuvem com várias dependência de dados.
A seguir apresenta-se um caso de mapeado utilizando o Algoritmo ?? sobre o WfCA
exemplo da Figura 4.5. Esse exemplo apresenta as relações das TAs com recursos de Nu-

















de dados entre MV
 TC execução da
aplicação na MV
Figura 4.8: WfCC que aloca o recurso e faz a transferência de dados para o recurso
alocado.


















Figura 4.9: Mapeamento da TA t0 para o modelo concreto.
Como a t0 é a primeira TA a ser executada, os dados são provenientes da entrada do
workow. Da mesma forma com a t3 no qual os dados são transferidos para a saída do
workow, ou seja, um local onde o usuário consegue acessá-los.
O mapeamento de cada TA contém as TCs e TCNs de acordo com as dependência de
dados, transformando o WfCA em WfCC. A Figura 4.13 representa o WfCC completo,
que contém as TCNs inseridas nos momentos adequados para execução do workow no
ambiente da Nuvem.
O mapeamento do WfCA extendído permite explícitar o uso dos recursos de nuvem,
possibilitando a inserção de TCNs que alocam e liberam os recursos a medida que for ne-































Figura 4.11: Mapeamento da TA t2 para o modelo concreto.
o Capítulo 5 apresenta uma implementação feita sobre o Sistema Gerenciador de WfC































































































Figura 4.13: WfCC que faz a execução do WfCA do exemplo da Figura 4.5.
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CAPÍTULO 5
KLOUD: EXTENSÃO DO SGWFC KEPLER PARA
SUPORTAR NUVENS IAAS
Utilizando-se do modelo de workow cientíco (WfC) abstrato extendido e o mapea-
mento modicado no Capítulo 4, aqui é apresentado uma implementação de integração
do Sistema de Gerenciamento de Workow Cientíco (SGWfC) Kepler e o Sistema de
Gerenciamento de Nuvem (SGN) OpenNebula para execução das tarefas concretas (TC).
O SGWfC Kepler apresenta vantagens na instalação e conguração do sistema, uma
vez que o mesmo não necessita de instalação de uma infraestrutura complexa de recursos.
O Kepler também oferece maior exibilidade para representar os diferentes modelos de
computação cientíca, podendo se adaptar aos diferentes contextos de WfC (ver Capí-
tulo 2).
O OpenNebula foi o SGN escolhido por ser um sistema inteiro em software livre,
suportar diversas linguagens no desenvolvimento de aplicações, facilidade de instalação e
conguração dos sistema e suporte aos protocolos públicos de nuvens. O OpenNebula foi
implantado de modo privado em uma infraestrutura com quatro hospedeiro e um front-end
para gerenciamento remoto da nuvem. Através do front-end é possível requisitar recursos
na nuvem.
As tarefas concretas de nuvens (TCN) foram implemetadas dentro do módulo de exten-
são do Kepler, chamado Kloud. O Kloud contém os atores ou tarefas que implementam os
comandos e protocolos de nuvens (EC2, OCCI, S3) para realizar a instanciação e liberação
dos recursos virtuais. Os atores de TCN implementam parte dos protocolos e oferecem
abstrações não sendo necessário programar ou executar os comandos para requisitar os
recursos na nuvem.
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O Kepler oferece uma interface gráca para composição de WfC concreto (WfCC) e
abstrato (WfCA). No Kepler os WfC são descritos de forma concreta uma vez que os atores
mencionam os recursos (tarefas concretas) utilizados para realizar as funcionalidades das
tarefas. No entanto, é possível aninhar (agrupamento) atores gerando atores ou tarefas de
alto nível que contém um sub-workow. Em um caso mais extremo de abstração, o ator
de alto nível pode ser utilizado na etapa de composição, sem a necessidade de congurar
ou mencionar os recursos (tarefas abstratas).
Com os atores de alto nível ou tarefas abstratas (TA) é possível criar um WfCA,
sendo que o mapeamento já está determinado no aninhamento e feito de forma manual.
Para ajustar quais recursos utilizar é preciso abrir os atores de alto nível e alterar os
dados e parâmetros utilizados pelos atores internos ou tarefas concretas (TC). Isso tam-
bém é aplicado para as TCNs que precisam ter os parâmetros de conguração da nuvem
ajustados.
Para implementação das TCNs, ou atores do Kloud, a tabela 5.1 apresenta algumas das
tarefas relevantes com os respectivos tipos e funcionalidades. As tarefas estão agrupadas
em (1) tarefas de instanciação, (2) tarefas de mudança de estado e (3) tarefas auxiliares.
As tarefas de instanciação são responsáveis por alocar e liberar as MVs. As tarefas de
mudança de estado alteram o estado das MVs. Por último, as tarefas auxiliares são usadas
para prover informações auxiliares que podem ser usados no processo de instanciação.
Para exemplicar o uso das TCN implementadas no Kloud, a Figura 5.1 mostra um
workow que instancia uma MV. O workow faz uso das tarefas Criar (CreateVM), Ini-
ciar (StartVM), EsperaEstado (WaitSuccess), TestaConexão(TestConnection) e Informa-
ção (InfoVM). Para manter a seção e a conexão com o SGN, é usada a tarefa de Sessão
de Cloud (CloudSession).
A tarefa de sessão de Cloud trata da autenticação do usuário na Nuvem. Tem como
entrada o endereço da Nuvem (URL), o usuário, a senha, as chaves, a hash de autenticação,
dentre outros. Como saída a tarefa retorna uma string de autenticação de forma que as
outras TCNs possam utilizá-la para realizar as operações na nuvem.
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Tarefa Tipo Função
Criar Instanciação Cria uma instância de MV, mas não ini-
cia a MV em algum hospedeiro.
Destruir Instanciação Força o desligamento da MV e remove
a instância de MV.
Informação Instanciação Obtém informação sobre uma instância
de MV (nome, descrição, rede virtual,
disco virtual, hardware virtual, etc.).
Iniciar Mudar Estado Inicia a instância de MV em algum hos-
pedeiro.
Desligar Mudar Estado Desliga a MV.
Hibernar Mudar Estado Salva o estado de uma MV e desliga a
instância.
Pausar Mudar Estado Pausa a MV e a mantém instanciada
no hospedeiro.
Suspender Mudar Estado Salva o estado da MV, pausa a instân-
cia e remove-a do hospedeiro.
EsperaEstado Auxiliar Espera por um estado especíco no pro-
cesso de instanciação (por exemplo o
estado de executando (running) ou es-
tado de erro).
TestaConexão Auxiliar Testa a conexão com uma instância de
MV.
Sessão de Cloud Auxiliar Cria e mantém uma sessão com SGN
a m de executar as tarefas em uma
determinada nuvem.
Tabela 5.1: Tabela com as TCNs com os respectivos tipos e funcionalidades para instan-
ciação e liberação das MVs.
A tarefa de criar (CreateVM) instancia uma MV e recebe como entrada um template
de MV e a autenticação da sessão. Na versão utilizada do OpenNebula (2.0), é possível
utilizar um template que descreve a conguração da instância de MV com os recursos
virtuais como número de processadores, quantidade de memória, discos e rede. Como
resultado, a tarefa aloca uma instância e retorna o identicador da MV (MVID) instanci-
ada. A partir do MVID, é possível localizar a instância na nuvem para realizar operações
para obter informações e alterar o estado da máquina.
As tarefas auxiliares como o EsperaEstado (WaitSuccess) e TestaConexão (TestCon-
nection) tratam respectivamente por esperar o estado, por exemplo de sucesso, e de co-
nexão com a MV. A MV contém diferentes estados durante o processo de instanciação
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Figura 5.1: Workow no SGWfC Kepler que instancia e inicia um MV através das tarefas
do Kloud.
dentre os quais estão o estado de preparação, escalonamento, sucesso e falha. Ambas as
tarefas auxiliares são usadas para garantir que a MV foi instanciada corretamente antes
de iniciar a execução das aplicações. Por último, a tarefa de informação (InfoVM) busca
informações sobre a MV e retorna o nome da máquina, endereço IP e o estado da MV.
Note que o MVID gerado pela tarefa Criar  é repassada por cada uma das TCN de
instanciação, de forma a gerar um uxo de controle que garante a ordem na qual as TCN
são executadas e qual é a instância de MV na qual está sendo utilizada.
Com as tarefas do Kloud denidas, a Seção 5.1 apresenta um caso de uso com um
workow que instancia diferentes quantidades de MV para execução de uma aplicação em
paralelo. A aplicação faz a múltiplicação de matrizes em paralelo utilizando MPI.
5.1 Multiplicação de matrizes em MPI
Para testar o Kloud foi usado um caso de uso de uma aplicação que faz a multiplicação
de matrizes quadradas através de MPI com nodos de processamento instanciados na
nuvem. As matrizes usadas para o cálculo tem tamanho quadrado variando de 100 até
1500, aumentando de 100 em 100. As tarefas são explicadas com maiores detalhes a seguir.
A Figura 5.2 mostra o workow do caso de uso com 5 tarefas abstratas sendo a primeira
a tarefa Pre-data que prepara os dados que vão ser processados. As tarefas MM_8n,
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MM_4n e MM_2n conguram e distribuem a computação na nuvem utilizando 8, 4 e
2 nodos respectivamente. Cada tarefa de multiplicação de matrizes retornam um arquivo
com duas colunas sendo a primeira o tamanho da entrada e a segunda o tempo gasto para
executar todas as entrada. Por último está a tarefa Plot_result que trata dos dados
resultante e gera um gráco para comparação de resultados.
Figura 5.2: WfCA de caso de uso que faz a multiplicação de matrizes usando 2, 4 e 8
nodos de processamento.
A Figura 5.3 apresenta a tarefa MM_2n vista internamente. Esta tarefa contém
um sub-workow com 3 tarefas. A primeira tarefa Create 2 VMs instancia dois nodos
na nuvem e tem como saída os endereços de rede (IP) de cada nodo. A tarefa MM-
mpi-2-nodes contém outro sub-workow que faz a distribuição dos dados e aplicação,
congura os nodos MPI e inicia a computação. A tarefa tem como saída o resultado da
múltiplicação das matrizes. Por último, a tarefa Release 2 VMs libera os dois nodos na
nuvem após a execução da aplicação.
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Figura 5.3: Tarefa MM_2n visto como um sub-workow com 3 TA.
A tarefa de instanciação Create 2 VMs é uma derivação do workow da Figura 5.1.
Para ilustrar o maior caso com 8 instanciação a Figura 5.4 mostra a tarefa de criação de 8
nodos. A tarefa contém um sub-workow que consiste nas etapas (1) manter sessão com
o SGN, (2) cria o template da MV, (3) instanciar as MVs, (4) iniciar as MVs, (5) espera
por estado de sucesso, (6) espera por conexão com as MVs, (7) obtem o endereço IP de
cada MV e (8) gerar uma lista de IPs para retornar como resultado da instanciação.
Figura 5.4: Tarefa de criação que instancia 8 MVs.
A tarefa MM-mpi-2-nodes consiste em enviar a aplicação MPI, em conjunto com
os dados, executar o comando para iniciar a aplicação e por m recuperar os resultados.
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A tarefa recebe como a lista de IPs da MVs, o usuário que irá executar a aplicação na
MV, o caminho da aplicação MPI, o comando para iniciar a computação e o caminho, na
máquina local, onde será armazenado os resultados.
A Figura 5.5 mostra o workow que trata de (1) selecionar as MVs que vão ser utili-
zadas, (2) copiar o pacote que contém a aplicação e os dados, (3) descompacta o pacote,
(4) executa a aplicação com os parâmetros e os dados de entrada e (5) movimenta os re-
sultado para ambiente local. O workow utiliza de somente 2 MVs, sendo que nos outros
dois casos com 4 e 8 nodos, o uxo de seleção das MVs, copiar pacote e descompactar o
pacote são replicado 4 e 8 vezes respectivamente. Para executar a aplicação é assumido
que o MPI mestre é o primeiro IP da lista de IPs. Para este é criado uma lista de MPI
escravos que são usados para distribuir os dados para execução da aplicação.
Figura 5.5: Tarefa que executa a aplicação de multiplicação de matrizem com 2 nodos ou
MVs.
A tarefa Release 2 VMs recebe a lista de MVIDs e libera os recursos virtuais na
nuvem. Para ilustrar o funcionamento da tarefa a Figura 5.6 mostra um sub-workow que
libera as 8 MVs.
Após executar as aplicações os dados resultantes é repassado para a tarefa
Plot_result que trata os dados brutos, gera uma tabela em um formato reconhecido
pelo gerador de gráco nativo do Kepler.
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Figura 5.6: Tarefa para liberar 8 nodos ou MVs na nuvem após a execução da aplicação.
Cada tarefa que executa a aplicação de multiplicação de matrizes tem um intervalo
de uso dos recursos que diminui com a quantidade de recursos adicionais. A Figura 5.7
mostra o tempo de uso dos recursos por cada tarefa. O tempo para executar com 8 nodos
foi de 184 segundos, com 4 nodos foi de 191 segundos e com 2 nodos foi de 251 segundos.
Na "Pré-instanciação"os recursos são todos instanciados antes da execução do work-
ow. O tempo de pré-instanciação pode variar entre instanciar os nodos e executar o
workow. Da mesma forma, o tempo para liberar os recursos pode variar entre o término
da execução do workow e liberação dos recursos. Aqui assumimos que o intervalo é ine-
xistente pois como o tempo pode ser arbitrário não podemos assumir um valor conável.
Assim, para denir um valor assumimos que o pior tempo é o tempo da pior quantidade
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Figura 5.7: Gráco com o tempo usado para a multiplicação usando 2, 4 e 8 nodos MPI.
O tempo de uso total dos recursos, utilizando a abordagem deste trabalho, foi de 626
segundos, contra os 3514 segundos. De acordo com este resultados é possível observar uma
queda de ociosidade dos recursos em aproximadamente 82%. No entanto este é apenas
um resultado preliminar com um exemplo simples de multiplicação de matrizes. Como
proposta futura, o trabalho será testado em aplicações cientícas usadas na comunidade
para vericar com maior precisão a melhora oferecida pela proposta.
Neste Capítulo ilustramos um caso de uso da proposta do presente trabalho através do
Kloud que implementa as TCNs com funcionalidades para instanciar e liberar os recursos




Computação em nuvens está sendo utilizada para disponibilizar recursos virtualizados
para execução de experimentos cientícos. Dentre os serviços que a nuvem oferece está o
serviço de infraestrutura que fornece máquinas virtuais (MV) como recursos virtualizados.
Os workows cientícos (WfC) estão sendo adaptandos para utilizar as nuvens compu-
tacionais para execução de aplicações cientícas. No entanto, a instanciação inadequada
de recursos na nuvem geram gastos desnecessários e um uso ineciente da infraestrutura
da nuvem.
O presente trabalho propôs uma modicação na etapa de mapeamento do WfC e uma
extensão no WfC abstrato para associar os recursos de nuvem que atendam os requisitos de
execução das tarefas abstratas. Com a extensão é possível associar os recursos virtuais que
executam determinadas tarefas abstratas de forma a diminuir a ociosidade dos recursos
com a instanciação e liberação das MVs nos momentos adequados.
Para validar a proposta do trabalho, uma extensão no Sistema de Gerenciamento de
WfC Kepler foi implementada, chamada de Kloud. O Kloud implementa as tarefas de
concretas de nuvens, que instanciam e liberam recursos na nuvem sendo possível combiná-
las para obter tarefas de nuvens de alto nível ou abstratas.
Para testar a implementação, foi utilizada uma aplicação de multiplicação de matri-
zes em MPI com 2, 4 e 8 nodos instanciados na nuvem privada OpenNebula (2.0). Os
resultados preliminares mostram que é possível utilizar a abordagem proposta e diminuir
o tempo de ociosidade dos recursos em até 82%.
A abordagem de inserir tarefas concretas que explicitam o uso dos recursos virtuais
ainda não resolve completamente o problema da ociosidade dos recursos. A inserção de
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tarefas de forma inadequada pode gerar ociosidade de recursos da mesma forma que foi
apontada no presente trabalho. Assim, é necessário maiores estudos para um algoritmo de
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