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Abstract—A set of fully numerical algorithms for evaluating
the four-dimensional singular integrals arising from Galerkin
surface integral equation methods over conforming quadrilateral
meshes is presented. This work is an extension of DIRECTFN,
which was recently developed for the case of triangular patches,
utilizing in a same fashion a series of coordinate transformations
together with appropriate integration re-orderings. The resulting
formulas consist of sufficiently smooth kernels and exhibit several
favorable characteristics when compared with the vast majority
of the methods currently available. More specifically, they can
be applied—without modifications—to the following challenging
cases: 1) weakly and strongly singular kernels, 2) basis and testing
functions of arbitrary order, 3) planar and curvilinear patches,
4) problem-specific Green functions (e.g. expressed in spectral
integral form), 5) spectral convergence to machine precision.
Finally, we show that the overall performance of the fully
numerical schemes can be further improved by a judicious choice
of the integration order for each dimension.
Index Terms—Galerkin inner product, method of moments
(MoM), quadrilateral discretization, singular integrals, surface
integral equations.
I. INTRODUCTION
The evaluation of multi-dimensional singular integrals aris-
ing from electromagnetic surface integral equation formula-
tions has been under scrutiny since the very early days of
computer-aided analysis of scattering and radiation phenomena
involving complex geometries [1]. Indeed, there is a plethora
of numerical techniques especially designed for the accurate
and efficient computation of these integrals, that can be
roughly categorized into two main groups, the singularity
cancellation [2]–[23] and the singularity subtraction [24]–[36]
methods. Of course this is by no means an exhaustive list of the
various contributions developed over a span of four decades,
but they represent the two main schools of thought.
Despite their different philosophy, both singularity cancel-
lation and singularity subtraction methods share an important
common characteristic, the regularization of the singular po-
tential integrals, i.e. the inner 2-D integrals of the original 4-
D Galerkin inner products. As it was shown recently, though,
there are certain advantages in considering the complete 4-D
integrals, especially in the case of strongly singular kernels
or when high accuracy is needed. More specifically, a new
class of semi-analytical methods was developed where the
singularity cancellation approach was generalized with the
help of analytical integrations and appropriate interchanges
in the order of the associated one-dimensional integrations
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[37]–[43], hence resulting in sufficiently smooth integrals of
reduced dimensionality that can be easily computed via simple
Gaussian integration.
However, the pertinent analytical integrations have a direct
impact on the versatility of these semi-analytical methods,
excluding from their repertoire some interesting cases, e.g.,
singular integrals over curvilinear elements, strongly singular
integrals that arise from analytical shape derivatives over pla-
nar elements [44], and kernels with Green functions expressed
in spectral form. In the course of recent investigations, it was
discovered that the semi-analytical integrations of the above
mentioned methods render them more efficient but they do
not contribute in the further regularization of the kernels.
Indeed, the series of coordinate transformations together with
the integration re-orderings would suffice to produce smooth
kernels. These new findings led to the development of a fully
numerical method, dubbed DIRECTFN, which preserves the
convergence properties of the semi-analytical schemes while
extending significantly their range of applicability [45].
Arguably, the vast majority of the numerical methods men-
tioned above were developed for evaluating singular integrals
over triangles, mainly due to the profound impact of the
celebrated paper by Rao, Wilton, and Glisson [46] on the com-
putational electromagnetics community, and the flexibility the
triangular tesselations offer in modeling arbitrary geometries.
However, modern computer-aided design software enables the
analysis of complex geometries in terms of flat or curvilinear
quadrilateral patches, which can describe just as accurately
the geometry with far fewer degrees of freedom [47]–[51].
In addition, similar cases might arise from the dimensionality
reduction of 6-D integrals over polyhedral elements, as shown
in recently developed volume integral equation methods [52],
[53]. To the best of our knowledge, there are only a handful of
papers in the literature dedicated to the evaluation of singular
integrals over flat and curvilinear quadrilateral patches [10],
[17], [18], [36], [50], [54], and it is quite clear that they haven’t
reached the performance levels of those for triangular patches.
The primary objective of this paper is the extension of
the DIRECTFN method to the case of 4-D singular integrals
over quadrilateral patches. As it is shown in the following,
DIRECTFN, unlike standard singularity subtraction and can-
cellation methods, requires a series of complicated algebraic
manipulations and its extension from triangular to quadrilateral
domains is by no means trivial. This work concludes our
research program on the evaluation of singular Galerkin inner
products for surface integral equation methods and offers—in
combination with the original DIRECTFN paper—a general
framework that can seamlessly cover triangular and quadrilat-
2eral integration domains for the following challenging cases:
• weakly and strongly singular kernels
• basis and testing functions of arbitrary order
• planar and curvilinear patches
• problem-specific Green functions (e.g. expressed in spec-
tral integral form)
• spectral convergence to machine precision
It is also worth noting that the fully numerical schemes
presented herein, unlike other semi-analytical methods [37]–
[43], do not suffer from low-frequency inaccuracies and are
applicable for both static and dynamic kernels without further
modifications.
In the following, we consider the general case of 4-D
integrals,
I =
∫
Ep
∫
EQ
K(r, r′)dAQdAP , (1)
where the two quadrilateral (planar or curvilinear) elements
EP and EQ may coincide (self-term integration), share a
common edge (edge adjacent integration), or share a common
vertex (vertex adjacent integration). The scalar kernelK(r, r′)
is typically singular when the observation points r coincide
with the source points r′, i.e., K(r, r′) ∼ |r − r′|−p where
p = 1, 2. As evinced by the representative numerical experi-
ments presented in Section VI, the final expressions derived in
this work can provide results with very high accuracy. We also
show that the overall efficiency can be further improved by a
judicious choice of the integration order for each of the four
dimensions; the optimal choice of integration orders is left for
future work. Finally, in order to enhance reproducibility for
computational methods [55], the complete set of codes used
in this paper is available as free, open-source software [56].
II. RECTANGULAR PARAMETER SPACE
As a first step, we introduce a parametric space {u, v},
where −1 ≤ u ≤ 1, −1 ≤ v ≤ 1, to transform the original
arbitrary quadrilateral to a square. For simplicity we derive all
the formulas in this section for planar quadrilaterals, since the
extension to curvilinear elements is trivial. The remaining part
of the algorithm, described in the next sections, is completely
same for both cases.
r(u, v) =
[
(1− u)(1− v)r1 + (1 + u)(1− v)r2
+(1 + u)(1 + v)r3 + (1− u)(1 + v)r4
]
/4. (2)
We have to note that this parametrization and all the successive
formulas are not only valid for planar elements, but they can
also be applied without any changes for bilinear surfaces [47].
The area of the element dS can be expressed as
dS = |ru × rv|dudv, (3)
therefore the associated Jacobian reads
J(u, v) = |ru × rv|, (4)
where
ru ≡
∂r
∂u
=
−r1 + r2 + r3 − r4 + v (r1 − r2 + r3 − r4)
4
, (5)
rv ≡
∂r
∂v
=
−r1 − r2 + r3 + r4 + u (r1 − r2 + r3 − r4)
4
. (6)
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Fig. 1. Orientation of the quadrilateral elements in space: (a) edge adjacent
case; (b) vertex adjacent case.
The original integral (1) takes the following form in the new
parametric space:
I =
1∫
−1
du
1∫
−1
JPdv
1∫
−1
du′
1∫
−1
JQK(r, r
′)dv′. (7)
For simplicity, in all successive derivations we will omit the
integrands, when no confusion exists. The orientation of the
quadrilaterals of the edge adjacent and vertex adjacent cases
prior to the square space transformation is shown in Fig. 1.
III. COINCIDENT INTEGRATION
A. First Step
We begin our derivation with introducing a polar coordinate
system {ρ, θ} centered at the point (u, v) (depicted schemati-
cally in Fig. 2(a)),
u′ = u+ ρ cos(θ), v′ = v + ρ sin(θ). (8)
Since the upper limit of ρ, denoted as ρL, is different as θ
traverses each edge, the (ρ, θ) integration must be split in four
subtriangles. Here we present only the calculation for the lower
subtriangle; the remaining three subtriangles can be handled
by rotating the elements accordingly and using the formulas
for the lower one, as shown in the following. For the lower
subtriangle, the integration limits are
0 ≤ ρ ≤ ρL, Θ1 ≤ θ ≤ Θ2, (9)
where
ρL =
v + 1
cos
(
pi
2 + θ
) , Θ1 = −π
2
− tan−1
(
u+ 1
v + 1
)
,
Θ2 = −
π
2
+ tan−1
(
1− u
v + 1
)
.
(10)
Note that here and below the counter-clockwise angle direc-
tion is taken as positive. Hence, the integral for the lower
subtriangle is given by
Isub1 =
1∫
−1
du
1∫
−1
dv
Θ2∫
Θ1
dθ
ρL∫
0
ρdρ. (11)
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Fig. 2. Geometry of the parametric transformations for the coincident case:
(a) {u′, v′} → {ρ, θ}; (b) {t, v} → {Λ,Ψ}.
B. Second Step
We proceed by introducing the variable t, −1 ≤ t ≤ 1, via
θ = −
π
2
+ tan−1
(
t− u
1 + v
)
,
dθ
dt
=
1 + v
(1 + v)2 + (t− u)2
= F (u, v, t),
(12)
which results in
ρL =
√
(1 + v)2 + (t− u)2. (13)
Interchanging the order of integration, (11) becomes
Isub1 =
1∫
−1
du
1∫
−1
dt
1∫
−1
F (u, v, t)dv
ρL∫
0
ρdρ. (14)
Next, a new polar coordinate system {Λ,Ψ} replaces {t, v},
t = u+ Λcos(Ψ), v = −1 + Λ sin(Ψ), (15)
with the Jacobian of this new transformation being J = Λ.
With the two changes of variables, θ → t and {t, v} →
{Λ,Ψ}, we get the following:
cos(θ)→ cos(Ψ), sin(θ)→ − sin(Ψ),
ρL → Λ, F →
sin(Ψ)
Λ
.
(16)
We have to notice that the {t, v} domain is a rectangle
(Fig. 2 (b)), and integrating over {Λ,Ψ} will necessitate a
decomposition into three subdomains: Ψ0 ≤ Ψ ≤ Ψ1, Ψ1 ≤
Ψ ≤ Ψ2, Ψ2 ≤ Ψ ≤ Ψ3, where Ψ0 = 0, Ψ1 =
pi
2 −
tan−1
(
1−u
2
)
, Ψ2 =
pi
2 + tan
−1
(
1+u
2
)
and Ψ3 = π, and
(14) is written as
Isub1 =
2∑
m=0
1∫
−1
du
Ψm+1∫
Ψm
F(Ψ; ΛL)dΨ, (17)
where
F(Ψ; ΛL) = sinΨ
ΛL∫
0
dΛ
Λ∫
0
ρdρ (18)
is the kernel that is omitted in the following derivations. The
limit ΛL for integration over Λ depends upon the subdomain
(m = 0,1,2) being considered, as shown below.
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Fig. 3. Geometry of the parametric space {u,Ψ}: (a) 0 ≤ Ψ ≤ Ψ1 and
Ψ1 ≤ Ψ ≤ Ψ2; (b) Ψ2 ≤ Ψ ≤ pi.
C. Third step
The singular integral (7) has been reduced to an integra-
tion over {u,Ψ} with the Ψ integral decomposed into three
subintegrals. The final objective is to regularize further the
integral with respect to u by placing it in front of the Ψ
integral, so each subintegral has to be examined individually.
The subdivision of the integral with respect to Ψ and the limits
of integration with respect to Λ read
0 ≤ Ψ ≤ Ψ1, ΛL =
1− u
cos(Ψ)
,
Ψ1 ≤ Ψ ≤ Ψ2, ΛL =
2
sinΨ
,
Ψ2 ≤ Ψ ≤ Ψ3, ΛL =
1 + u
− cosΨ
.
(19)
1) Integration over region 0 ≤ Ψ ≤ Ψ1: The domain of
integration is depicted schematically in Fig. 3, below the curve
Ψ1(u). After interchanging the u and Ψ integration, we obtain
1∫
−1
du
Ψ1∫
0
dΨ =
pi
4∫
0
dΨ
1∫
−1
du+
pi
2∫
pi
4
dΨ
1∫
u1ψ
du, (20)
where
u1ψ = 2 tan
(
Ψ−
π
2
)
+ 1. (21)
2) Integration over region Ψ1 ≤ Ψ ≤ Ψ2: The domain of
integration is shown again in Fig. 3(a). After re-ordering the
integration, we get the following two integrals:
1∫
−1
du
Ψ2∫
Ψ1
dΨ =
pi
2∫
pi
4
dΨ
u1ψ∫
−1
du+
3pi
4∫
pi
2
dΨ
1∫
u2ψ
du, (22)
where
u1ψ = 2 tan
(
Ψ−
π
2
)
+1, u2ψ = 2 tan
(
Ψ−
π
2
)
−1. (23)
3) Integration over region Ψ2 ≤ Ψ ≤ π: The domain
of integration in this case is depicted in Fig. 3(b). After re-
ordering the integration, we obtain
1∫
−1
du
pi∫
Ψ2
dΨ =
3pi
4∫
pi
2
dΨ
u2ψ∫
−1
du+
pi∫
3pi
4
dΨ
1∫
−1
du, (24)
where
u2ψ = 2 tan
(
Ψ−
π
2
)
− 1. (25)
4D. Final Formulas
Finally, the singular integral (7) for the lower subtriangle has
been reduced to the following 6 sufficiently smooth integrals:
Isub1 =
pi
4∫
0
dΨ
1∫
−1
du+
pi
2∫
pi
4
dΨ
1∫
u1ψ
du +
pi
2∫
pi
4
dΨ
u1ψ∫
−1
du
+
3pi
4∫
pi
2
dΨ
1∫
u2ψ
du+
3pi
4∫
pi
2
dΨ
u2ψ∫
−1
du +
pi∫
3pi
4
dΨ
1∫
−1
du,
(26)
where
u1ψ = 2 tan
(
Ψ−
π
2
)
+1, u2ψ = 2 tan
(
Ψ−
π
2
)
−1. (27)
The overall Jacobian after all parametric transformations is
given by
J ST = (JPJQ)ρ sinΨ, (28)
while the original variables take the following form:
u→ u, v → Λ sin(Ψ)− 1,
u′ → u+ ρ cos(Ψ), v′ = −ρ sin(Ψ) + Λ sin(Ψ)− 1.
(29)
Exploiting the symmetry of the rectangular parameter space,
we can derive the formulas for the other three subtriangles by
simply rotating them accordingly and employing the formulas
for the lower one. Hence, the final formula for the original
singular integral (7) is given by
IST = Isub1 + Isub2 + Isub3 + Isub4 , (30)
where
Isub2 = Isub1
∣∣
u
v

→

0 −1
1 0



u
v


, (31)
Isub3 = Isub1
∣∣
u
v

→

 0 −1
−1 0



u
v


(32)
and
Isub4 = Isub1
∣∣
u
v

→

 0 1
−1 0



u
v


. (33)
IV. EDGE ADJACENT INTEGRATION
A. First Step
Based upon the coincident integration scheme, we employ
a polar coordinate transformation for the inner integration to
cancel the line of singularity defined by v = v′ = −1 and
u = −u′,
u′ = ρ cos(θ)− u, v′ = ρ sin(θ)− 1. (34)
The integration with respect to θ should be split into three
terms, as illustrated in Fig. 4(a):
I = Isub1 + Isub2 + Isub3 , (35)
where
Isub1 =
1∫
−1
du
1∫
−1
dv
Θ1(u)∫
0
dθ
L1∫
0
ρdρ,
Isub2 =
1∫
−1
du
1∫
−1
dv
Θ2(u)∫
Θ1(u)
dθ
L2∫
0
ρdρ,
Isub3 =
1∫
−1
du
1∫
−1
dv
pi∫
Θ2(u)
dθ
L3∫
0
ρdρ
(36)
and
Θ1(u) =
π
2
− tan−1
(
1 + u
2
)
,
Θ2(u) =
π
2
+ tan−1
(
1− u
2
)
,
(37)
L1 =
1 + u
cos(θ)
, L2 =
2
sin(θ)
, L3 =
u− 1
cos(θ)
. (38)
Since the break-points in θ are only functions of u, the
integration can be rearranged as follows:
Isub1 =
1∫
−1
du
Θ1(u)∫
0
dθ
1∫
−1
dv
L1∫
0
ρdρ,
Isub2 =
1∫
−1
du
Θ2(u)∫
Θ1(u)
dθ
1∫
−1
dv
L2∫
0
ρdρ,
Isub3 =
1∫
−1
du
pi∫
Θ2(u)
dθ
1∫
−1
dv
L3∫
0
ρdρ.
(39)
As the singularity now occurs when v = −1 and ρ = 0, we
proceed by introducing a second polar coordinate transforma-
tion,
ρ = Λcos(Ψ), v = −1 + Λ sin(Ψ), J2 = Λ. (40)
The original integral can be written as a sum:
I =
2∑
l=0
1∑
m=0
1∫
−1
du
Θl+1∫
Θl
dθ
Ψm+1∫
Ψm
G(Ψ; ΛL)dΨ, (41)
where
G(Ψ; ΛL) = cosΨ
ΛL∫
0
Λ2dΛ (42)
can be evaluated numerically, and is omitted in the following
derivations. The integration limits in (41) are given by
Θ0 = 0, Θ1 =
π
2
− tan−1
1 + u
2
,
Θ2 =
π
2
+ tan−1
1− u
2
, Θ3 = π,
(43)
and
Ψ0 = 0, Ψ1 = tan
−1
(
2
L(u, θ)
)
, Ψ2 =
π
2
, (44)
while the integration limits with respect to Λ are given below.
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Fig. 4. Edge adjacent integration: (a) polar coordinate transformation
{u′, v′} → {ρ, θ}; (b) the {u, θ} domain for the second shift of the integral,
Θ1 ≤ θ ≤ Θ2.
B. Second Step
1) Integration over region Θ1 ≤ θ ≤ Θ2: In this case, the
splitting of Ψ integrals is independent of u and the integral is
given by
Iθ12 =
1∫
−1
du
Θ2∫
Θ1
dθ
Ψ121∫
0
dΨ+
1∫
−1
du
Θ2∫
Θ1
dθ
pi
2∫
Ψ12
1
dΨ, (45)
where the upper limit of Λ in (42) is different in the two terms:
ΛL =
{
L2
cos(Ψ) =
2
sin(θ) cos(Ψ) , 0 < Ψ < Ψ
12
1 ,
2
sinΨ , Ψ
12
1 < Ψ <
pi
2 .
(46)
Moreover,
θ1u ≡ Θ1 =
π
2
− tan−1
(
1 + u
2
)
, (47)
θ2u ≡ Θ2 =
π
2
+ tan−1
(
1− u
2
)
, (48)
and the integral with respect to Ψ is split at
Ψ121 = tan
−1
(
2
L2
)
= tan−1 (sin θ) . (49)
Hence, once u and θ are interchanged, the u can be moved
immediately past the Ψ integral. Noting that θ1u(−1) =
pi
2 , θ1u(1) =
pi
4 , θ2u(−1) =
3pi
4 , θ2u(1) =
pi
2 , the
geometry for interchanging u and θ is shown in Fig. 4(b).
Inverting the relationships between u and θ yields
u1θ = 2 tan
(π
2
− θ
)
− 1, u2θ = 2 tan
(π
2
− θ
)
+1, (50)
while switching the integrals results in
Iθ12 =
pi
2∫
pi
4
dθ
Ψ121∫
0
dΨ
1∫
u1θ
du+
3pi
4∫
pi
2
dθ
Ψ121∫
0
dΨ
u2θ∫
−1
du
︸ ︷︷ ︸
Iθ12,Ψ
−
+
pi
2∫
pi
4
dθ
pi
2∫
Ψ12
1
dΨ
1∫
u1θ
du+
3pi
4∫
pi
2
dθ
pi
2∫
Ψ12
1
dΨ
u2θ∫
−1
du
︸ ︷︷ ︸
Iθ12,Ψ
+
. (51)
2) Integration over region 0 < θ ≤ Θ1: In this case,
the breakpoint in Ψ is a function of θ and u both, and re-
ordering of integrations will produce eight integrals. The two
first integrals are given by
Iθ1 =
1∫
−1
du
Θ1∫
0
dθ
Ψ11∫
0
dΨ+
1∫
−1
du
Θ1∫
0
dθ
pi
2∫
Ψ1
1
dΨ, (52)
where
ΛL =
{
L1
cos(Ψ) =
1+u
cos(θ) cos(Ψ) , 0 < Ψ < Ψ
1
1,
2
sin(Ψ) , Ψ
1
1 < Ψ <
pi
2 ,
(53)
and
Ψ11 =
π
2
− tan−1
(
1 + u
2 cos(θ)
)
. (54)
As in the previous section, the θ and u integrals are easily
interchanged. The domain of integration is depicted schemat-
ically at Fig. 4(b), below the curve Θ1(u). This results in the
following four integrals:
Iθ1 =
pi
4∫
0
dθ
1∫
−1
du
Ψ11∫
0
dΨ +
pi
2∫
pi
4
dθ
u1θ∫
−1
du
Ψ11∫
0
dΨ
︸ ︷︷ ︸
Iθ1,Ψ
−
+
pi
4∫
0
dθ
1∫
−1
du
pi
2∫
Ψ1
1
dΨ +
pi
2∫
pi
4
dθ
u1θ∫
−1
du
pi
2∫
Ψ1
1
dΨ
︸ ︷︷ ︸
Iθ1,Ψ
+
, (55)
where the expression for u1θ is given in (50). The next step
is to regularize further the integral by interchanging of u and
Ψ.
a) Integration over region 0 < Ψ ≤ Ψ11: The domain
under consideration is shown in Figs. 5(a-b), below the curve
Ψ1(u). Moving the u integral to the front in the first two
integrals in (55), corresponding to the case of 0 < Ψ ≤ Ψ11,
results in
Iθ1,Ψ
−
=
pi
4∫
0
dθ
Ψ1θ∫
0
dΨ
1∫
−1
du+
pi
4∫
0
dθ
pi
2∫
Ψ1
θ
dΨ
u1ψ∫
−1
du
+
pi
2∫
pi
4
dθ
Ψ2θ∫
0
dΨ
u1θ∫
−1
du+
pi
2∫
pi
4
dθ
pi
2∫
Ψ2
θ
dΨ
u1ψ∫
−1
du, (56)
61-1 u0
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Fig. 5. Polar coordinate transformations employed in the edge adjacent
integration: the domain for interchanging the integrals {u,Ψ}, for a fixed
value of θ (0 ≤ θ ≤ Θ1): (a) u1(θ) = 1 (0 ≤ θ ≤ pi/4); (b) u1(θ) < 1
(pi/4 < θ ≤ pi/2).
where
u1ψ = 2 cos(θ) · tan
(π
2
−Ψ
)
− 1,
u1θ = 2 tan
(π
2
− θ
)
− 1,
Ψ1θ = Ψ
1
1
∣∣
u=1
= tan−1(cos(θ)),
Ψ2θ = Ψ
1
1
∣∣
u=u1θ
= tan−1(sin(θ)).
(57)
b) Integration over region Ψ11 < Ψ ≤ π/2: After inter-
changing u and Ψ the last two integrals in (55), corresponding
to Ψ11 < Ψ ≤ π/2 (the region depicted in Figs. 5(a-b) under
the curve Ψ1(u)), become
Iθ1,Ψ
+
=
pi
4∫
0
dθ
pi
2∫
Ψ1
θ
dΨ
1∫
u1ψ
du+
pi
2∫
pi
4
dθ
pi
2∫
Ψ2
θ
dΨ
u1θ∫
u1ψ
du. (58)
3) Integration over region Θ2 < θ ≤ π: This case is similar
to the previous one. The two first integrals are given by
Iθ2 =
1∫
−1
du
pi∫
Θ2
dθ
Ψ21∫
0
dΨ+
1∫
−1
du
pi∫
Θ2
dθ
pi
2∫
Ψ2
1
dΨ, (59)
where the upper limit of Λ is
ΛL =
{
L3
cos(Ψ) =
u−1
cos(θ) cos(Ψ) , 0 < Ψ < Ψ
2
1,
2
sin(Ψ) , Ψ
2
1 < Ψ <
pi
2 ,
(60)
and
Ψ21 =
π
2
− tan−1
(
u− 1
2 cos(θ)
)
. (61)
The θ and u integrals can be interchanged, and the domain is
depicted in Fig. 6(a) under the curve Θ2(u).
After the interchanging we obtain
Iθ2 =
3pi
4∫
pi
2
dθ
1∫
u2θ
du
Ψ21∫
0
dΨ+
pi∫
3pi
4
dθ
1∫
−1
du
Ψ21∫
0
dΨ
︸ ︷︷ ︸
Iθ2,Ψ
−
+
3pi
4∫
pi
2
dθ
1∫
u2θ
du
pi
2∫
Ψ2
1
dΨ+
pi∫
3pi
4
dθ
1∫
−1
du
pi
2∫
Ψ2
1
dΨ
︸ ︷︷ ︸
Iθ2,Ψ
+
, (62)
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Fig. 6. Polar coordinate transformations employed in the edge adjacent
integration: (a) the {u, θ} domain for the third shift of the integral, Θ2 ≤
θ ≤ pi; (b) the domain for interchanging the integrals {u,Ψ}, for a fixed
value of θ and u2(θ) = −1 (pi/2 ≤ θ ≤ 3pi/4); and (c) the domain for
interchanging the integrals {u,Ψ}, for a fixed value of θ and u2(θ) > −1
(3pi/4 < θ ≤ pi).
where u2θ is given in (50). The final step is the interchanging
of u and Ψ, and the associated geometry is shown in Figs. 6(b-
c).
a) Integration over region 0 < Ψ ≤ Ψ21: After moving
the u integral to the front, the first two integrals in (62) read
Iθ2,Ψ
−
=
3pi
4∫
pi
2
dθ
Ψ2θ∫
0
dΨ
1∫
u2θ
du+
3pi
4∫
pi
2
dθ
pi
2∫
Ψ2
θ
dΨ
1∫
u2ψ
du
+
pi∫
3pi
4
dθ
−Ψ1θ∫
0
dΨ
1∫
−1
du +
pi∫
3pi
4
dθ
pi
2∫
−Ψ1
θ
dΨ
1∫
u2ψ
du, (63)
where
u2ψ = 2 cos(θ) · tan
(π
2
−Ψ
)
+ 1,
u2θ = 2 tan
(π
2
− θ
)
+ 1,
−Ψ1θ = Ψ
2
1
∣∣
u=−1
= − tan−1(cos(θ)),
Ψ2θ = Ψ
2
1
∣∣
u=u2θ
= tan−1(sin(θ)).
(64)
b) Integration over region Ψ21 < Ψ ≤ π/2: The last two
integrals in (62), corresponding to the case of Ψ21 < Ψ ≤ π/2,
become
Iθ2,Ψ
+
=
3pi
4∫
pi
2
dθ
pi
2∫
Ψ2
θ
dΨ
u2ψ∫
u2θ
du +
pi∫
3pi
4
dθ
pi
2∫
−Ψ1
θ
dΨ
u2ψ∫
−1
du. (65)
The combined Jacobian in the edge-adjacent case reads
IEA = (JPJQ)Λ
2 cosΨ (66)
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Fig. 7. Polar coordinate transformations employed in vertex adjacent
integration: {u, v} → {ρp, θp}, {u′, v′} → {ρq, θq}.
and the original variables can be written as
u→ u, v → −1 + Λ sinΨ,
u′ → Λ cosΨ cos θ − u, v′ → Λ cosΨ sin θ − 1.
(67)
V. VERTEX ADJACENT INTEGRATION
In the case where the source and observation quadrilaterals
share only a single vertex, we begin by orienting the elements
so that the singular point is at u = u′ = −1, v = v′ =
−1. Next, we introduce a separate coordinate system for each
element, as shown at Fig. 7:
u = −1 + ρp cos(θp), v = −1 + ρp sin(θp),
u′ = −1 + ρq cos(θq), v
′ = −1 + ρq sin(θq).
(68)
This results in four integrals:
I =
pi
4∫
0
dθp
L1p∫
0
ρpdρp
pi
4∫
0
dθq
L1q∫
0
ρqdρq
+
pi
4∫
0
dθp
L1p∫
0
ρpdρp
pi
2∫
pi
4
dθq
L2q∫
0
ρqdρq
+
pi
2∫
pi
4
dθp
L2p∫
0
ρpdρp
pi
4∫
0
dθq
L1q∫
0
ρqdρq
+
pi
2∫
pi
4
dθp
L2p∫
0
ρpdρp
pi
2∫
pi
4
dθq
L2q∫
0
ρqdρq,
(69)
where
L1p =
2
cos(θp)
, L2p =
2
sin(θp)
,
L1q =
2
cos(θq)
, L2q =
2
sin(θq)
.
(70)
The singularity is at the common vertex ρp = ρq = 0, so it’s
reasonable to use a polar coordinate transformation,
ρp = Λcos(Ψ), ρq = Λ sin(Ψ). (71)
Since the {ρp, ρq} domain is rectangular, the Ψ integration
must be split into two pieces, which leads to the final eight
integrals,
I =
2∑
m=1
2∑
n=1
Θm∫
Θm−1
dθp
Θn∫
Θn−1
dθq
×


Ψm,n
1∫
0
H(Ψ;Lm,n1 )dΨ +
pi
2∫
Ψm,n
1
H(Ψ;Lm,n2 )dΨ

 , (72)
where
H(Ψ;Lm,ni ) = cosΨ sinΨ
L
m,n
i
(Ψ)∫
0
Λ3dΛ, i = 1, 2, (73)
and the integration limits are given by
Θ0 = 0, Θ1 =
π
4
, Θ2 =
π
2
,
Lm,n1 (Ψ) =
Lmp (θp)
cos(Ψ)
, Lm,n2 (Ψ) =
Lnq (θq)
sin(Ψ)
,
Ψm,n1 = tan
−1
(
Lnq
Lmp
)
.
(74)
The final Jacobian takes the form
J VA = (JPJQ)Λ
3 cosΨ sinΨ (75)
and the original variables are given by
u→ −1 + Λ cosΨ cos θp, v → −1 + Λ cosΨ sin θp,
u′ → −1 + Λ sinΨ cos θq, v
′ → −1 + Λ sinΨ sin θq.
(76)
VI. NUMERICAL RESULTS
This section presents various examples that demonstrate the
convergence properties and computational efficiency of the
proposed algorithms for both weakly singular and strongly
singular integrals arising in Galerkin SIE formulations.
A. Comparison with DIRECTFN for triangles
In the first set of numerical experiments we demonstrate
the effectiveness of the proposed algorithm in terms of conver-
gence rate and the computational efficiency. More specifically,
we compute the following weakly singular integral:
IWS =
∫
EP
∫
EQ
G(r, r′)dS′dS, (77)
where G(r, r′) = e
−ik|r−r′|
4pi|r−r′| is the free-space Green function
and EP and EQ are observation and source quadrilateral
elements. As reference, we use the results obtained by the
method presented herein (dubbed DIRECTFN-quad) with a
high order of Gaussian quadrature for all four one-dimensional
integrations, i.e., N1 = N2 = N3 = N4 = 25. We compare
the convergence of the novel algorithms with the original DI-
RECTFN method (dubbed DIRECTFN-tri) [56], applied to the
combination of the triangles obtained by splitting accordingly
the quadrilaterals EP and EQ. The singular integral (77) is
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Fig. 8. Relative error in computing the singular integrals (77) as a function of
the order of the 1-D Gaussian quadrature rules, DIRECTFN-quad comparison
with DIRECTFN-tri.
computed for all possible configurations, i.e. EP ≡ Q1 and
EQ ≡ Q1, Q2, Q3 for ST, EA and VA elements, respectively.
All squares Qi have sides with length d = 0.1λ, where λ
is the wavelength associated to the operating frequency. The
relative errors, defined as
ε =
∥∥∥∥‖I − Iref‖2‖Iref‖2 + ǫ
∥∥∥∥
2
, (78)
(with ‖.‖2 being the 2-norm and ǫ the machine epsilon)
are presented in Fig. 8, where one can clearly observe the
exponential convergence with respect to the integration order.
This behavior suggests that the kernels are sufficiently smooth
after the series of transformations and the reordering of the
integrations.
B. Weakly and strongly singular integrals with vector basis
functions
In the second set of experiments, the following weakly and
strongly singular integrals are computed:
IWSm,n =
∫
EP
fm(r) ·
∫
EQ
G(r, r′) · f ′n(r
′)dS′dS, (79)
ISSm,n =
∫
EP
fm(r) ·
∫
EQ
(∇G(r, r′)× f ′n(r
′))dS′dS, (80)
where EP and EQ are observation and source quadrilateral el-
ements, respectively. Here fm(r) and fn(r
′), (m,n = 1, 2, 3, 4)
are vector basis functions of the 1st order [50], [57]. Again,
we consider the three singular integrals with coincident, edge
adjacent and vertex adjacent patches. All patches are rectan-
gular with edge-length equal to d = 0.1λ. The choice of the
order of the quadrature rule for the associated 1-D integrals
used in the previous example is by no means optimal. Hence,
this time we vary the order of the integration rule for each
one of the 1-D integrals while keeping the other three fixed
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Fig. 9. Relative error in computing the weakly singular integrals (79) over
coincident squares as a function of the order of the 1-D Gaussian quadrature.
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Fig. 10. Relative error in computing the strongly singular integrals (80)
over edge-adjacent squares as a function of the order of the 1-D Gaussian
quadrature.
and equal to N = 20. The reference values are obtained by
using a high number of integration points for all four one-
dimensional integrations, i.e., N1 = N2 = N3 = N4 = 20.
Finally, we evaluate the maximum relative error, defined as
εmax = max
m,n=1,2,3,4
εm,n, (81)
where
εm,n =
∥∥∥∥∥‖Im,n − I
ref
m,n‖2
‖Irefm,n‖2
+ ǫ
∥∥∥∥∥
2
. (82)
As clearly shown in Figs. 9–11, a predefined accuracy can be
achieved with less integration points, hence, the efficiency of
DIRECTFN-quad can be significantly improved by a judicious
choice of integration orders for the different 1-D integrals.
The optimal choice of the various integration orders is left for
future work.
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Fig. 11. Relative error in computing the strongly singular integrals (80)
over vertex-adjacent squares as a function of the order of the 1-D Gaussian
quadrature.
C. Singular integrals over quadratic curvilinear quadrilater-
als
In the third and last set of experiments the case of quadratic
curvilinear elements, i.e. 9-node generalized quadrilaterals, is
presented. The only difference from the algorithm for planar
elements is in the surface parametrization, as described in
literature [47]. The weakly singular integrals (79) are com-
puted for EP ≡ EQ ≡ Q1, corresponding to ST case, and
strongly singular integrals (80) are computed for EP ≡ Q1,
EQ ≡ Q2, Q3, corresponding to EA and VA cases, respec-
tively. The geometrical details of the curvilinear elements
can be found in [56]. As illustrated in Fig. 12, the fully
numerical method presented herein can successfully handle the
weakly and strongly singular integrals arising in Galerkin SIE
formulations over curvilinear quadrilateral elements, without
the need of modifying the main algorithms.
VII. CONCLUSION
A collection of fully-numerical schemes is presented for
the highly accurate and efficient evaluation of both weakly
singular and strongly singular integrals arising from Galerkin
surface integral equation methods for quadrilateral tessella-
tions. Following the same rationale as in the case of triangular
elements, the proposed method employs a series of variable
transformations for the cancellation of the associated singular-
ities. A key advantage of the novel algorithms is the further
regularization of the integrands by means of appropriate re-
ordering of the integrations. The resulting kernels of the four-
dimensional integrals are sufficiently smooth functions with
respect to all variables involved, thus allowing the use of
simple Gauss quadrature rules. Finally, we note that the final
algorithms are available as free, open-source software, readily
applicable to a wide range of challenging cases, including
weakly and strongly singular kernels, basis and testing func-
tions of arbitrary order, planar and curvilinear patches, and
problem-specific Green functions.
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ACKNOWLEDGMENTS
This work was supported in part by grants from the
Skoltech-MIT Next Generation Program.
REFERENCES
[1] R. F. Harrington, Field computation by moment methods. New York:
Macmillan, FL, Krieger, 1983.
[2] M. G. Duffy, “Quadrature over a pyramid or cube of integrands with
a singularity at a vertex,” SIAM. J. Numer. Anal., vol. 19, no. 6, pp.
1260–1262, 1982.
[3] J. F. Telles, “A self-adaptive co-ordinate transformation for efficient
numerical evaluation of general boundary element integrals,” Int. J.
Numerical Methods Eng., vol. 24, pp. 959–973, 1987.
[4] R. D. Graglia, “Static and dynamic potential integrals for linearly
varying source distributions in two- and three-dimensional problems,”
IEEE Trans. Antennas Propag., vol. 35, no. 6, pp. 662–669, Jun. 1987.
[5] C. Schwab and W. L. Wendland, “On numerical cubatures of singular
surface integrals in boundary element methods,” Numer. Math., vol. 62,
pp. 343–369, 1992.
[6] R. Klees, “Numerical calculation of weakly singular surface integrals,”
J. Geodesy., vol. 70, pp. 781–797, 1996.
[7] L. Rossi and P. J. Cullen, “On the fully numerical evaluation of the
linear-shape function times the 3-D Green’s function on a plane triangle,”
IEEE Trans. Microw. Theory Techn., vol. 47, no. 4, pp. 398–402, Apr.
1999.
[8] A. Herschlein, J. v. Hagen, and W. Wiesbeck, “Methods for the evalu-
ation of regular weakly singular and strongly singular surface reaction
integrals arising in method of moments,” ACES Journal, vol. 17, no. 1,
pp. 63–73, Mar. 2002.
[9] W. Cai, Y. Yu, and X. C. Yuan, “Singularity treatment and high-
order RWG basis functions for integral equations of electromagnetic
scattering,” Int. J. Numerical Methods Eng., vol. 53, pp. 31–47, 2002.
[10] E. Jørgensen, J. L. Volakis, P. Meincke, and O. Breinbjerg, “Higher order
hierarchical Legendre basis functions for electromagnetic modeling,”
IEEE Trans. Antennas Propag., vol. 52, no. 11, pp. 2985–2995, Nov.
2004.
[11] M. A. Khayat and D. R. Wilton, “Numerical evaluation of singular
and near-singular potential integrals,” IEEE Trans. Antennas Propag.,
vol. 53, no. 10, pp. 3180–3190, Oct. 2005.
[12] W. H. Tang and S. D. Gedney, “An efficient evaluation of near singular
surface integrals via the Khayat-Wilton transform,” Microwave Opt.
Tech. Lett., vol. 48, no. 8, pp. 1583–1586, Aug. 2006.
[13] M. S. Tong and W. C. Chew, “Super-hyper singularity treatment for
solving 3D electric field integral equations,” Microwave Opt. Tech. Lett.,
vol. 49, no. 6, pp. 1383–1388, Jun. 2007.
10
[14] Ismatullah and T. F. Eibert, “Adaptive singularity cancellation for
efficient treatment of near-singular and near-hypersingular integrals in
surface integral equation formulations,” IEEE Trans. Antennas Propag.,
vol. 56, no. 1, pp. 274–278, Jan. 2008.
[15] P. W. Fink, D. R. Wilton, and M. A. Khayat, “Simple and efficient
numerical evaluation of near-hypersingular integrals,” IEEE Antennas
Wireless Propag. Lett., vol. 7, pp. 469–472, 2008.
[16] R. D. Graglia and G. Lombardi, “Machine precision evaluation of sin-
gular and nearly singular potential integrals by use of Gauss quadrature
formulas for rational functions,” IEEE Trans. Antennas Propag., vol. 56,
no. 4, pp. 981–998, Apr. 2008.
[17] W. Ding and G. Wang, “Treatment of singular integrals on general-
ized curvilinear parametric quadrilaterals in higher order method of
moments,” IEEE Antennas Wireless Propag. Lett., vol. 8, pp. 1310–1313,
2009.
[18] H. Yuan, N. Wang, and C. Liang, “Combining the higher order method
of moments with geometric modeling by NURBS surfaces,” IEEE Trans.
Antennas Propag., vol. 57, no. 11, pp. 3558–3563, Nov. 2009.
[19] J. S. Asvestas, S. P. Yankovich, and O. E. Allen, “Calculation of the
impedance matrix inner integral to prescribed accuracy,” IEEE Trans.
Antennas Propag., vol. 58, no. 2, pp. 479–487, Feb. 2010.
[20] M.-D. Zhu, X.-L. Zhou, and W.-Y. Yin, “Radial integration scheme for
handling weakly singular and near singular potential integrals,” IEEE
Antennas Wireless Propag. Lett., vol. 10, pp. 792–795, 2011.
[21] G. Kaur and A. E. Yilmaz, “A practical implementation and compara-
tive assessment of the radial-angular-transform singularity cancellation
method,” IEEE Trans. Antennas Propag., vol. 59, no. 12, pp. 4634–4642,
Dec. 2011.
[22] F. Vipiana and D. R. Wilton, “Numerical evaluation via singularity
cancellation schemes of near-singular integrals involving the gradient
of Helmholtz-type potentials,” IEEE Trans. Antennas Propag., vol. 61,
no. 3, pp. 1255–1265, Mar. 2013.
[23] M. M. Botha, “A family of augmented Duffy transformations for near-
singularity cancellation quadrature,” IEEE Trans. Antennas Propag.,
vol. 61, no. 6, pp. 3123–3134, Jun. 2013.
[24] D. R. Wilton, S. M. Rao, A. W. Glisson, D. H. Schaubert, O. M. Al-
Bundak, and C. M. Butler, “Potential integrals for uniform and linear
source distributions on polygonal and polyhedral domains,” IEEE Trans.
Antennas Propag., vol. 32, no. 3, pp. 276–281, Mar. 1984.
[25] S. Caorsi, D. Moreno, and F. Sidoti, “Theoretical and numerical treat-
ment of surface integrals involving the free-space Green’s function,”
IEEE Trans. Antennas Propag., vol. 41, no. 9, pp. 1296–1301, Sep.
1993.
[26] R. D. Graglia, “On the numerical integration of the linear shape functions
times the 3-D Green’s function or its gradient on a plane triangle,” IEEE
Trans. Antennas Propag., vol. 41, no. 10, pp. 1448–1455, Oct. 1993.
[27] T. F. Eibert and V. Hansen, “On the calculation of potential integrals for
linear source distributions on triangular domains,” IEEE Trans. Antennas
Propag., vol. 43, no. 12, pp. 1499–1502, Dec. 1995.
[28] B. M. Notarosˇ and B. D. Popovic´, “Optimized entire-domain moment-
method analysis of 3D dielectric scatterers,” Int. J. of Numerical Mod-
elling: Electronic Networks, Devices and Fields, vol. 10, pp. 177–192,
1997.
[29] M. J. Bluck, M. D. Pocock, and S. P. Walker, “An accurate method
for the calculation of singular integrals arising in time-domain integral
equation analysis of electromagnetic scattering,” IEEE Trans. Antennas
Propag., vol. 45, no. 12, pp. 1793–1798, Dec. 1997.
[30] P. Arcioni, M. Bressan, and L. Perregrini, “On the evaluation of the
double surface integrals arising in the application of the boundary
integral method to 3-D problems,” IEEE Trans. Microw. Theory Techn.,
vol. 45, no. 3, pp. 436–439, Mar. 1997.
[31] R. E. Hodges and Y. Rahmat-Samii, “The evaluation of MFIE integrals
with the use of vector triangle basis functions,” Microwave Opt. Tech.
Lett., vol. 14, no. 1, pp. 9–14, Jan. 1997.
[32] P. Yla¨-Oijala and M. Taskinen, “Calculation of CFIE impedance matrix
elements with RWG and nˆ× RWG functions,” IEEE Trans. Antennas
Propag., vol. 51, no. 8, pp. 1837–1846, Aug. 2003.
[33] S. Ja¨rvenpa¨a¨ and M. Taskinen and P. Yla¨-Oijala, “Singularity extraction
technique for integral equation methods with higher order basis functions
on plane triangles and tetrahedra,” Int. J. Numerical Methods Eng.,
vol. 58, no. 8, pp. 1149–1165, Aug. 2003.
[34] ——, “Singularity subtraction technique for high-order polynomial vec-
tor basis functions on planar triangles,” IEEE Trans. Antennas Propag.,
vol. 54, no. 1, pp. 42–49, Jan. 2006.
[35] I. Ha¨nninen and M. Taskinen and J. Sarvas, “Singularity subtraction
integral formulae for surface integral equations with RWG, rooftop and
hybrid basis functions,” Prog. Electromagn. Res. PIER, vol. 63, pp. 243–
278, 2006.
[36] B. M. Notarosˇ, “Higher order frequency-domain computational electro-
magnetics,” IEEE Trans. Antennas Propag., vol. 56, no. 8, pp. 2251–
2276, Aug. 2008.
[37] D. J. Taylor, “Accurate and efficient numerical integration of weakly
singular integrals in Galerkin EFIE solutions,” IEEE Trans. Antennas
Propag., vol. 51, no. 7, pp. 1630–1637, Jul. 2003.
[38] A. G. Polimeridis and T. V. Yioultsis, “On the direct evaluation of
weakly singular integrals in Galerkin mixed potential integral equation
formulations,” IEEE Trans. Antennas Propag., vol. 56, no. 9, pp. 3011–
3019, Sep. 2008.
[39] A. G. Polimeridis and J. R. Mosig, “Complete semi-analytical treatment
of weakly singular integrals on planar triangles via the direct evaluation
method,” Int. J. Numerical Methods Eng., vol. 83, pp. 1625–1650, 2010.
[40] A. G. Polimeridis, J. M. Tamayo, J. M. Rius, and J. R. Mosig, “Fast
and accurate computation of hyper-singular integrals in Galerkin surface
integral equation formulations via the direct evaluation,” IEEE Trans.
Antennas Propag., vol. 59, no. 6, pp. 2329–2340, Jun. 2011.
[41] A. G. Polimeridis and J. R. Mosig, “On the direct evaluation of
surface integral equation impedance matrix elements involving point
singularities,” IEEE Antennas Wireless Propag. Lett., vol. 10, pp. 599–
602, 2011.
[42] “DEMCEM package,” 2011. [Online]. Available:
https://github.com/thanospol/DEMCEM
[43] M. T. H. Reid, J. K. White, and S. G. Johnson, “Generalized Taylor-
Duffy method for efficient evaluation of Galerkin integrals in boundary-
element method computations,” IEEE Trans. Antennas Propag., vol. 63,
no. 1, pp. 195–209, Jan. 2015.
[44] J. Kataja, A. G. Polimeridis, J. R. Mosig, and P. Yla¨-Oijala, “Analytical
shape derivatives of the MFIE system matrix discretized with RWG
functions,” IEEE Trans. Antennas Propag., vol. 61, no. 2, pp. 985–988,
Feb. 2013.
[45] A. G. Polimeridis, F. Vipiana, J. R. Mosig, and D. R. Wilton, “DI-
RECTFN: Fully numerical algorithms for high precision computation
of singular integrals in Galerkin SIE methods,” IEEE Trans. Antennas
Propag., vol. 61, no. 6, pp. 3112–3122, Jun. 2013.
[46] S. M. Rao, D. R. Wilton, and A. W. Glisson, “Electromagnetic scattering
by surfaces of arbitrary shape,” IEEE Trans. Antennas Propag., vol. 30,
no. 3, pp. 409–418, May 1982.
[47] B. M. Kolundzija and A. R. Djordjevic, Electromagnetic modeling of
composite metallic and dielectric structures. Boston, MA: Artech
House, 2002.
[48] B. M. Kolundzija and A. R. Djordjevic, “Analysis of dipole antenna
with corner reflector,” in Proc. 7th Colloquium on Microwave Commu-
nication, Budapest, Hungary, 1982, pp. 319–322.
[49] M. D. Deshpande, “Electromagnetic scattering from a polygonal thin
metallic plate using quadrilateral meshing,” NASA/TM-2003-212165.
[50] M. Djordjevic´ and B. M. Notarosˇ, “Double higher order method of mo-
ments for surface integral equation modeling of metallic and dielectric
antennas and scatterers,” IEEE Trans. Antennas Propag., vol. 52, no. 8,
pp. 2118–2129, Aug. 2004.
[51] B. M. Kolundzija and A. R. Djordjevic, WIPL-D: Electromagnetic
Modeling of Composite Metallic and Dielectric Structures. Software and
User’s Manual. Boston, MA: Artech House, 2000.
[52] A. G. Polimeridis, J. F. Villena, L. Daniel, and J. K. White, “Robust
J-EFVIE solvers based on purely surface integrals,” 2013 International
Conference on Electromagnetics in Advanced Applications, ICEAA’13,
pp. 379–381, 2013.
[53] ——, “Stable FFT-JVIE solvers for fast analysis of highly inhomoge-
neous dielectric objects,” Journal of Computational Physics, vol. 269,
pp. 280–296, 2014.
[54] A. Manic´, M. Djordjevic´, and B. M. Notarosˇ, “Duffy method for evalua-
tion of weakly singular SIE potential integrals over curved quadrilaterals
with higher order basis functions,” IEEE Trans. Antennas Propag.,
vol. 62, no. 6, pp. 3338–3343, 2014.
[55] V. Stodden, M. McNutt, D. H. Bailey, E. Deelman, Y. Gil,
B. Hanson, M. A. Heroux, J. P. Ioannidis, and M. Taufer,
“Enhancing reproducibility for computational methods,” Science,
vol. 354, no. 6317, pp. 1240–1241, 2016. [Online]. Available:
http://science.sciencemag.org/content/354/6317/1240
[56] “DIRECTFN package,” 2017. [Online]. Available:
https://github.com/thanospol/DIRECTFN
[57] J. Jin, The Finite Element Method in Electromagnetics, 3rd ed. Wiley-
IEEE Press, 2014.
T   	
      
 hhhhfffiflffi
