Introduction.
Let A be a bounded self-adjoint operator on a Hubert space R. with spectral family of projections F(X). Let Xf" be the supremum of the spectrum S (A) oí A. We consider an iterative procedure for the determination of \{ and, in case Xí is a characteristic number, for the determination of a characteristic vector belonging to Xi. The procedure involves the solution of a characteristic value problem of finite dimension at each step of the iteration, this dimension being the same for each step and fixed at a convenient value at the outset.
The method is based upon the observation that with (x Ax) (1) /»(*)=-:-T-> x^OinR, (x, x) we have (2) Xi = sup/x(x), xinR.
The iteration is determined as follows. Select an integer s > 1 and an initial vector x° in R. In the space oA(x°) spanned by the vectors x°, ^4x°, • • • , ^4s_1x° determine a vector x1 which maximizes p.(z) for x in zA(x°) ; we shall show that x1 is unique, apart from a scalar factor, and that it may be chosen in the form x1 = x°+r¡, with (x°, 77) = 0. Clearly p(x°) ■-p(xv). In the next step we similarly choose x2 = x1 +r¡ as the vector in the space aA(xl) spanned by x1, Ax1, ---, A s_1x1 which maximizes p(x) in this space. In this way we construct a sequence {x*} with nondecreasing values p(x'). The determination of each x1" involves solving for a characteristic vector of a self-adjoint matrix of order at most s.2 Now suppose x° is such that F(X)x°¿¿x° for X<Xi. Then we shall prove that the numbers p(xl) converge to Xi ; and, further, that the unit vectors Mi = xi/|x<| converge weakly to a characteristic vector belonging to Xi if X/ is a characteristic number, but that u* converges weakly to 0 if Xí" is in the continuous spectrum. If Xi is an isolated point of the spectrum S C<4) (and thus necessarily a characteristic number), and if the initial vector x° has a non-null projection on the characteristic manifold belonging to Xi, then the vectors x* will converge (strongly) to a characteristic vector in this manifold. More generally, if no assumptions are made on x°, then these convergence properties hold if %. is interpreted as the invariant closed linear manifold determined by x°, Ax°, A2x°, • • • .
By minimizing instead of maximizing p at each step we obtain entirely analogous results for the infimum of the spectrum of A. We shall limit our discussion to the maximizing procedure. Further we shall suppose that <R. is a real Hubert space, not necessarily separable; there is no difficulty in extending the treatment to the complex case.
This paper is a generalization of an earlier one3 and some of the results obtained there will be used here.
2. An invariant subspace. We are dealing with a bounded selfadjoint operator A on a real Hubert space <R., not necessarily separable, whose elements we call vectors. We let F(X) (continuous on the right) denote the spectral family of A and S (A) the spectrum of A. Thus A = j \dF(\) = f XdF(X).
J -«. ''S (A)
A characteristic number (that is, a member of the point spectrum of A) is a real number X such that Ay -Xy for some y7^0 in 'R; y is a characteristic vector of A belonging to X. The characteristic vectors belonging to X determine a closed linear manifold, the characteristic manifold, which we designate by -£(X).
This manifold is the projection manifold of FQs.
, where F(X-f-) and F(X -) denote, respectively, right-and left-hand limits.
We define p(x) as in (1) The proof is like that of (4) below. (We shall not require the stronger result (2).) Suppose now that Xi is a characteristic number. Let <B' be the set S (A) with Xi deleted, and put X2' =sup <B'. Then we show that (4) p(x) ^ X2', x ^ 0 in R and orthogonal to ^(X/).
For let x be as described; we may assume |x| =1. Then
JSw J<B' JT he second integral vanishes by the orthogonality of x; the first integral is dominated by X2 | x| 2=X2', as desired. We shall not require the sharper result X2 =sup p(x) (x as in (4)).
In the main we shall deal with the closed linear manifold determined by an initial non-null vector x° and the powers Ax", AW, • • • . We denote this manifold by 3C; symbolically
3C is a Hubert space which is invariant under A, that is, AX-EW.
We denote by B the operator A with domain restricted to 3C, that is, B is a bounded self-adjoint operator on 3C such that Bx=Ax for x in 3C. It is not difficult to see that the spectral family EQi) of B is obtained from the spectral family F(X) of A by
we omit the proof.
Clearly if a number is in the resolvent set of A then it is in the resolvent set of B. Thus S (JB)CS (A). We let
The point spectrum of B is obviously a subset of the point spectrum of A. Further, the characteristic numbers of B are all simple. For let X be such a number and let yi, y2 be independent characteristic vectors of B belonging to X. Then some non-null linear combination y of these vectors is orthogonal to x°. From By=\y it follows readily that y is orthogonal to all powers A'x0 = B'x0,j = 0, 1, 2, Now suppose y(X) ^0. By (6) and the definition of y(X),
Thus X is a characteristic number of B and y(X) is a characteristic vector. The uniqueness follows from the earlier remark that X is simple for B. From (15), (14) and the orthogonality of the £j for each i, (15) with "5" replaced by the dimension of the subspace.) Since t/[(xk+1) = (x*+1), it follows that the sequence {x'j has the constant value x*+1 for i^k + l. The iteration now becomes trivial, and the forthcoming proofs can be readily simplified to apply to this case. To save space we shall henceforth assume that for each * the dimension of e/f(x') is s, and leave to the reader the appropriate modifications for the other case.
4. Convergence theorem. We establish the following convergence theorem. where Xi is given by (7). Further, if Xi is a characteristic number of B, then u' converges weakly (in *R) to a characteristic vector of B belonging to Xi; ifKi is not a characteristic number of B, then u* converges weakly toO.
Proof. By (3), interpreted for 3C, p(x)g¡Xi lor x^O in 3C. Thus, from (17), the numbers p' have a limit /ZgXi. By definition p*2(K)
From (10) and (11) we have pKv^^O. Since pi+1 = v' by (12), we conclude that
Since the second factor on the right is bounded, the sequence on the left tends to 0; in fact 1*1 so that, by (11), By (21) it follows that |A«{|-*0, a contradiction to (23) and the earlier result |Aw°| 9e 0. This establishes the first conclusion of the theorem.
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Suppose now that Xi is not a characteristic number of B. If u* does not converge weakly to 0 (in 3C), then a subsequence uk in 3C must have a weak limit ü^O (in 3C), since | m'| =1. Thus Buk-pkuk converges weakly to Bü-\iü. But this sequence converges (strongly) to zero by (21). Hence Bü-Xi« = 0, contrary to Xi not being characteristic. Hence ul converges weakly to 0 in 3C, and hence in the original space <R.
Finally, suppose Xi is characteristic for B. Let yi be a characteristic vector of B belonging to Xi. By Lemma 1, (x°, yi)^0 and Xi is simple. We normalize yi so that |yi| =1, (x°, yi)>0. Any solution of 5z=XiZ in 3C is a multiple of yi. By (16) and (22),
yv -1 + ROW + ■■■ + RLipLiW yunh using (11). Hence (u\ yi)->L>0. Now suppose ü is any weak limit (in 3C) of a subsequence uk of «*. As in the above paragraph, Bü =\iü. Hence ü = lyi. But L=limk^x (uk, yi) = (lyi, yi) =1. Hence l = L, ü = Lyi, independently of «. This establishes that Lyi is the weak limit in 3C, and thus in 'R., of «', and completes the proof of the theorem.
In the following corollary we relate the preceding result directly to the original operator A. Proof. Since Xi is isolated, it is a characteristic number for B. Let yi be the corresponding characteristic vector, normalized so that | yi| =1 and (x°, yi) >0. In the last paragraph of the proof of Theorem 1 we showed that w' converged weakly to Lyi, where L = lim,-«w (u*, yi) >0. We now show that m' converges to yi.
Write ui = yi+zi with y' a multiple of yi and zi in 3C orthogonal to yi. Let Since p{->Xi by Theorem 1, it follows that zi converges to 0. From ui = yi+zi we now deduce that u' converges to Lyi. Since j«*| = |yi| = 1, we must have L = 1. This completes the proof. Our goal is to replace "u>" by "xin in the above lemma. For this it is clearly sufficient to show that the increasing lengths | x*| (see (18)) are bounded. To this end we introduce the next lemma. (As stated at the end of §3, we are assuming that for each * the vectors x*, .4x', • • • , 4s_1x; are independent. As shown there, if this is not the case then the sequence {x*} is eventually constant, and obviously the lengths Ix*! converge.) Lemma 3. Let Xi be an isolated point of S (B). There is a constant K, independent of i and j, such that for i sufficiently large, |/X/) I á K(Ti)\ j= 1,2, •••,5-1.
We shall not give the details of the proof; they can be found in the proof of a similar result in the previously cited paper by the author. One first establishes, as in Lemma 1 of the earlier paper, that 1 I Bx -p(x)x\2 Xi -p(x) =--J-1.
p(x) -X2 I x|2
for every x in 3C with p(x) >X2, X2 as in (24). The lemma is then established by an argument like that of Lemma 2 of the earlier paper.
