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SCATTERING FOR MASS-RESONANCE NONLINEAR
SCHRO¨DINGER SYSTEM IN 5D
FANFEI MENG AND CHENGBIN XU
Abstract. In this paper, we simplify the proof of M. Hamano in [13], scat-
tering theory of the solution to (NLS system), by using the method from B.
Dodson and J. Murphy in [10]. Firstly, we establish a criterion to ensure the
solution scatters in H1(R5) × H1(R5). In order to verify the correctness of
the condition in scattering criterion, we must exclude the concentration of
mass near the origin. The interaction Morawetz estimate and Galilean trans-
form characterize a decay estimate, which implies that the mass of the system
cannot be concentrated.
1. Introduction
We consider the quadratic nonlinear Schro¨dinger system:{
i∂tu+Au+ f = 0,
u(0, x) = u0(x),
(t, x) ∈ R× Rd. (NLS system)
where
u =
(
u
v
)
, A =
(
∆ 0
0 κ∆
)
, f =
(
vu
u2
)
, u0 =
(
u0
v0
)
,
u, v : R× Rd → C are unknown functions and ∆ denotes the Laplacian in Rd.
From physical viewpoint, (NLS system) is related to the Raman amplification
in a plasma. This process is a nonlinear instability phenomenon (see [3] for more
detail). Solutions to (NLS system) conserve the mass, energy and momentum,
defined respectively by
M(u) = ‖u‖2L2 + ‖v‖
2
L2 ≡M(u0),
E(u) = H(u)−R(u) ≡ E(u0),
P (u) = Im
∫
Rd
(
u∇u+
1
2
v∇v
)
dx ≡ P (u0),
where
(kinetic energy) H(u) = ‖∇u‖2L2 +
κ
2
‖∇v‖2L2,
(potential energy) R(u) = Re
∫
Rd
vu2dx.
The equation (NLS system) is invariant under the scaling
uλ(t, x) = λ
2u
(
λ2t, λx
)
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for λ > 0. The critical regularity of Sobolev space is H˙sc , i.e. ‖uλ‖H˙scx (Rd) =
‖u‖H˙scx (Rd) where sc =
d
2 − 2. Therefore, the equation (NLS system) is called
mass-subcritical if d 6 3, mass-critical if d = 4, energy-subcritical if d = 5, and
energy-critical if d = 6. Besides, κ = 12 is called the mass-resonance condition, in
which case (NLS system) has the Galilean invariance:(
u(t, x)
v(t, x)
)
→
(
eix·ξe−t|ξ|
2
u(t, x− 2tξ)
e2ix·ξe−2t|ξ|
2
v(t, x− 2tξ)
)
for any ξ ∈ Rd, while (NLS system) does not have this invariance as long as κ 6= 12 .
Unlike the general nonlinear Schro¨dinger equation:
i∂tu+∆u+ λ|u|
p−1u = 0, (t, x) ∈ R× Rd, (NLS)
(NLS system) only has the focusing case. Both focusing case (λ > 0) and defocusing
case (λ < 0) of (NLS) have been studied in a large amount of literature, such as
[1, 4, 5, 6, 7, 8, 11, 17, 18, 19, 20, 23] by B. Dodson, T. Duyckaerts, R. Killip, C.
Miao, M. Visan and so on. Unlike the system with symmetric interaction:{
i∂tu+∆u+ (|u|
2 + |v|2)u = 0,
i∂tv +∆v + (|u|
2 + |v|2)v = 0,
(t, x) ∈ R× Rd, (sNLS system)
(NLS system) contains two different status unknown functions. The (sNLS system)
in 3d has been studied by S. Xia, C. Xu [24] and G. Xu [25].
In this paper, we consider energy-subcritical case of (NLS system) under the
mass-resonance condition, that is, (κ, d) = (12 , 5). By solution, we mean a function
u ∈ Ct(I,H1x(R
5)) on an interval I ∋ 0 satisfying the Duhamel formula
u(t) = S(t)u0 + i
∫ t
0
S(t− s)f(s)ds
for t ∈ I, where we denote the Schro¨dinger group S(t)w =:
(
eit∆w1, e
κit∆w2
)
for
any w =: (w1, w2). In order to study the local theory of the Cauchy problem for
(NLS system), we need the Strichartz estimate. By using the standard contraction
mapping theorem, we can show: ∃ δ0 > 0 such that, if
‖S(t)u0‖L6t (I,L3x(R5)) < δ0,
then we have a unique solution u(t) = (u(t), v(t)) in the interval I. For large data
we have solution u(t) with a maximal interval of existence Imax = (T−(u), T+(u)).
If Imax = R, we call the solution is global. A global solution u “scatters”, i.e. there
exists u+ ∈ H1(R5) such that
lim
t→±∞
‖u(t)− S(t)u+‖H1(R5) = 0.
The (NLS system) admits a global but nonscattering solution
(u(t, x), v(t, x)) = (eitφ(x), e2itϕ(x)),
where (φ, ϕ) 6= 0 is a non-negative radial solution to the elliptic system{
φ−∆φ = φϕ,
2ϕ− κ∆ϕ = φ2,
x ∈ R5.
We call Q = (φ, ϕ) the “ground state” which is the one of smallest energy. In
[13], M. Hamano determined the global behavior of the solutions to the system with
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data below the ground state and proved a blowing-up result if the data had finite
variance or was radial.
Our main result in this paper is follows:
Theorem 1.1. For (κ, d) = (12 , 5) in the (NLS system). If the initial data u0 ∈
H1(R5) satisfies M(u0)E(u0) < M(Q)E(Q) and M(u0)H(u0) 6 M(Q)H(Q),
then the solution of (NLS system) is global and scatters in H1.
Theorem 1.1 was originally proven by M. Hamano in [13] for κ = 12 , through the
use of concentration compactness by Kenig-Merle in [16]. Later, using concentration
compactness again, M. Hamano, T. Inui and K. Nishimura in [14] studied the
scattering for κ > 0 and u0 radial. We present a simplified proof here for the
non-radial case under the mass-resonance condition.
Remark 1.2. In fact, the results of Theorem 1.1 essentially holds for any κ >
0 if the initial data u0 in radial. For κ =
1
2 , we are able to use the Galilean
invariance of (NLS system) to build interaction Morawetz estimate successfully
without the radial assumption for u0. But for κ 6=
1
2 , we have to add the radial
assumption owing to the lack of Galilean invariance when we study the scattering
for (NLS system). Under this circumstance, the radial assumption for u0 implies
the mass of the (NLS system), if concentracted, must be at the origin. Thus, we
only need to establish a simpler Morawetz estimate instead of Proposition 1.4 to
verify the condition of scattering criterion.
Our proof of Theorem 1.1 consists of two steps:
Firstly, we establish a scattering criterion as follows, using the method from B.
Dodson, J. Murphy [9] and T. Tao [22].
Proposition 1.3 (Scattering criterion). Let u0,Q be as in Theorem 1.1 and sup-
pose further that ‖u0‖H1(R5) . E0. Let u : R×R
5 → C be the corresponding global
solution to (NLS system). Suppose that ∃ t0 ∈ I ⊂ R, an arbitrary interval of
length T0, such that
‖u‖L6t ([t0−l,t0],L3x(R5)) 6 ε
1
30 ,
where ε = ε(E0) is sufficiently small, T0 = T0(ε, E0) is large enough and l = ε
− 4
5 .
Then u scatters forward in time.
Secondly, in order to verify the condition of the above criterion, we prove a certain
decay estimate, which can be deduced from an interaction Morawetz estimate. The
proof of the following interaction Morawetz estimate relies on a Galilean invariance
of (NLS system).
Proposition 1.4 (Interaction Morawetz estimate). Let u0,Q, I be as in Theorem
1.3, and suppose further that
M(u0) = E(u0) = E0. (1.1)
Let u : R × R5 → C be the corresponding global solution to (NLS system). Then
there exists δ > 0 such that for R0 = R0(δ,M(u),Q) sufficiently large,
δ
JT0
∫
I
∫ R0eJ
R0
1
R5
∫
R5
∫
R5
∫
R5
LξκΓ
2
(
x− s
R
)
Γ2
(
y − s
R
)
Nκdxdyds
dR
R
dt . νE20 ,
(1.2)
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for ν = R0e
J
JT0
+ ε, where 0 < ε < 1, J > ε−1 are both constant and Lξκ =(
2|∇uξ(x)|2 + κ|∇vξ(x)|2
)
, Nκ =
(
2κ|u(y)|2 + |v(y)|2
)
, Γ ∈ C∞ is a radial de-
creasing function satisfying
Γ(x) =
{
1 |x| 6 1− ε,
0 |x| > 1,
(1.3)
and uξ = (eκix·ξu, eix·ξv) with
ξ = −
∫
R5
Im
(
2κu(x)∇u(x) + κv(x)∇v(x)
)
Γ2
(
x−s
R
)
dx∫
R5
(2κ|u(x)|2 + |v(x)|2) Γ2
(
x−s
R
)
dx
(1.4)
(unless the denominator is zero, in which case ξ = ξ(t, s, R) = 0).
Combining the two steps, that are respectively formulated as above, we can
obtain Theorem 1.1.
Remark 1.5. Where is the mass-resonance condition specifically used?
After computing ddtM(t) carefully in the proof of Proposition 1.4, we find that C + E
in (4.5) always stays the same under Galilean transformation uξ = (eκix·ξu, eix·ξv)
for any κ > 0. The condition κ = 12 is used to match the linear terms and nonlinear
term in (NLS system). Therefore, κ reflects the coupling effect of this system.
Only when κ = 12 can we deduce the coercivity (Lemma 2.8, Lemma 2.9), which is
necessary to bound the major term of the interaction Morawetz estimate.
1.1. Outline of the paper. The organization of this paper is as follows. In Section
2, we clarify some preliminaries including notations and basic results. In addition,
we give some properties of ground state, based on which we establish a series
of coercivity results. We prove the scattering criterion and interaction Morawetz
estimate in Section 3 and 4, respectively. Finally, in Section 5, we use the results
of Proposition 1.4 and 1.3 to complete the proof of main theorem.
2. Preliminaries
We mark A . B to mean there exists a constant C > 0 such that A 6 CB. We
indicate dependence on parameters via subscripts, e.g. A .x B indicates A 6 CB
for some C = C(x) > 0. For 1 6 p 6∞, we use p′ to denote the Ho¨lder conjugate
index of p with 1p +
1
p′ = 1. We write L
q
tL
r
x to denote the Banach space with norm
‖u‖Lqt (R,Lrx(R5)) :=

∫
R
(∫
R5
|u(t, x)|rdx
) q
r
dt


1
q
,
with the usual modifications when q or r are equal to infinity, or when the domain
R×R5 is replaced by space-time slab such as I ×R5. We use (q, r) ∈ Λs to denote
q > 2 and the pair satisfying
2
q
= 5
(
1
2
−
1
r
)
− s. (2.1)
Lastly, to fit this artical, we use the notation Lq to denote Lq×Lq and Hs to denote
Hs ×Hs.
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2.1. Variational characterization. In this section, we are in the position to
give the variational characterization for the sharp Gargliardo-Nirenberg inequal-
ity. Firstly, We will show the existence of the Ground state. As a corollary, we
obtain the sharp Gargliardo-Nirenberg inequality. Then we use the properties of
the ground state to establish the Coercivity condition which will be used in the
proof of Morawetz Estimate (1.2).
Proposition 2.1 (The existence of ground state, [13]). The minimal Jmin of the
nonnegative funtional
J(u) := (M(u))
1
2 (H(u))
5
2 (R(u))−2, u ∈ H1(R5) \ {0}
are attained at u = (u, v), whose expression has to be in the form of (u, v) =
(eiθ1mφ(nx), eiθ2mϕ(nx)), where m,n > 0, θ1, θ2 ∈ R, and Q = (φ, ϕ) 6= 0 is the
non-negative radial solution of the equation{
φ−∆φ = φϕ,
2ϕ− κ∆ϕ = φ2,
x ∈ R5.
Q is called a ground state with J(Q) = Jmin. The sets of all ground states is
denotes as G. All ground states share the same mass, denoted as Mgs.
Remark 2.2. For ground state Q = (φ, ϕ), we have the following scaling identity
M
(
λαQ(λβ ·)
)
+ E
(
λαQ(λβ ·)
)
=λ2α−5βM(Q) + λ2α−3βH(Q)− λ3α−5βR(Q) ∀λ ∈ (0,∞).
Using variational derivatives and letting λ = 1 in both sides of above identity, we
can obtain
0 =Re
∫
R5
(2φ− 2∆φ+ 2φϕ) ·
(
d
dλ
∣∣∣
λ=1
λαφ(λβx)
)
+
(
2ϕ− κ∆ϕ+ φ2
)
·
(
d
dλ
∣∣∣
λ=1
λαϕ(λβx)
)
dx
=(2α− 5β)M(Q) + (2α− 3β)H(Q)− (3α− 5β)R(Q)
=(2M + 2H − 3R)α− (5M + 3H − 5R)β, ∀α, β ∈ R.
This yields
M(Q) : H(Q) : R(Q) = 1 : 5 : 4. (2.2)
Using the above proposition, we can directly obtain the following corollary.
Corollary 2.3 (Gagliardo-Nirenberg inequality).
R(u) 6 CGN [M(u)]
1
4 [H(u)]
5
4 , (2.3)
where CGN = 4 · 5−
5
4M
− 1
2
gs . The equality holds if and only if u ∈ H1(R5) is a
minimal element of functional J(u), that is to say u ∈ G, or u = 0.
2.2. Some useful inequalities. In this subsection, we show some important in-
equalities which are will be used frequently in the following sections.
Denote the free Schro¨dinger group to eit∆, that is,(
eit∆f
)
(x) =
1
(4πit)d/2
∫
Rd
e
i|x−y|2
4t f(y)dy, t 6= 0. (2.4)
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It is easy to deduce the dispersive estimate
‖eit∆f‖L∞x (Rd) . |t|
− d
2 ‖f‖L1x(Rd), t 6= 0,
which together with ‖eit∆f‖L2x(Rd) ≡ ‖f‖L2x(Rd) yields by interpolation theorem,
‖eit∆f‖Lrx(Rd) . |t|
−d( 1
2
− 1
r
)‖f‖Lr′x (Rd), t 6= 0, (2.5)
for 2 6 r <∞.
Strichartz estimates for the propagator eit∆ have been proved in [12] and [21].
Combining these with the Christ–Kiselev lemma [2] and the endpoint case in [15],
we arrive at the following by TT ∗ method:
Theorem 2.4 (Strichartz estimates). The solution u to
iut +∆u = f
on an interval I ∋ t0 obeys
‖u‖LqtLrx(I×Rd) 6 C
(
‖u(t0)‖L2(Rd) + ‖f‖Lq˜′t Lr˜
′
x (I×R
d)
)
(2.6)
whenever (q, r), (q˜, r˜) ∈ Λ0 as in (2.1), 2 6 q, q˜ 6∞, and q 6= q˜.
Thanks to (2.2), which shows us the relation between the mass and the energy
of ground state, we can find the lower bound of the energy in local.
Lemma 2.5 (Coercivity I). For (κ, d) = (12 , 5) in the (NLS system). IfM(u0)E(u0) 6
(1−δ)M(Q)E(Q) and M(u0)H(u0) < M(Q)H(Q), then there exists δ′ = δ′(δ) > 0
so that
M(u)H(u) 6 (1− δ′)M(Q)H(Q) (2.7)
for all t ∈ I, where u : I×R5 → C2 is the maximal-lifespan solution to (NLS system).
In particular, I = R and u is uniformly bounded in H1(R5).
Remark 2.6. Using (2.2), (2.3), (2.7), and the conservation of mass and energy,
we have
1− δ >
M(u)E(u)
M(Q)E(Q)
> 5y − 4y
5
4 ,
where
y(t) =
M(u)H(u)
M(Q)H(Q)
∈ C(I).
Taking into account the continuity of y(t) and the case of t = 0, we can easily (2.7)
holds.
At the same time, the calculation above suggests y 6= 1, i.e. M(u0)H(u0) 6=
M(Q)H(Q) as long as M(u0)E(u0) < M(Q)E(Q), because the highest point in
the graph of 5y − 4y
5
4 is (y, 5y − 4y
5
4 ) = (1, 1).
Remark 2.7. In fact, under the conditions of Lemma 2.5, (2.7) holds for any t ∈ I,
the maximal lifespan of u(t). In particular, H(u) is bounded and hence the solution
to (NLS system) u is global.
Lemma 2.8 (Coercivity II). Suppose M(u)H(u) 6 (1−δ)M(Q)H(Q), then there
exists δ′ = δ′(δ) > 0 such that
4H(uξ)− 5R(u) > δ′H(uξ), (2.8)
where uξ be as in Proposition 1.4.
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Proof. Using the fact that CGN = 4·5−
5
4M
− 1
2
gs = 4·5−
5
4 [M(Q)]
− 1
2 = 45 [M(Q)H(Q)]
− 1
4 ,
we have
R(u) 6 CGN [M(u)]
1
4 [H(u)]
5
4 =
4
5
[
M(u)H(u)
MQH(Q)
] 1
4
H(u).
Owing to M(u) =M(uξ) and R(u) = R(uξ), we know furthermore
R(u) = R(uξ) 6
4
5
inf
ξ∈R5
{[
M(u)H(uξ)
MQH(Q)
] 1
4
H(uξ)
}
6
4
5
inf
ξ∈R5
[
M(u)H(uξ)
MQH(Q)
] 1
4
inf
ξ∈R5
H(uξ)
6
4
5
(1− δ)
1
4H(uξ),
which implies (2.8) holds. 
Lemma 2.9 (Coercivity on balls). There exists R = R(δ,M(u),Q) > 0 sufficiently
large such that
sup
t∈R
M(uξR)H(u
ξ
R) < (1− δ)M(Q)H(Q), (2.9)
where uξR(x) = χR(x)u
ξ(x) for χR, a smooth cut function on B(0, R) ⊂ R5. In
particular, by Lemma 2.8, there exists δ′ = δ′(δ) > 0 so that
4H(uξR)− 5R(uR) > δ
′H(uξR) (2.10)
uniformly for t ∈ R.
Proof. First note that multiplication by χ only decreases the L2(R5)-norm, that is
M
(
χRu
ξ(t)
)
6M
(
uξ(t)
)
uniformly for t ∈ R. Thus, it suffices to consider the H˙1(R5)-norm. For this, we
will make use of the following identity:∫
R5
χ2R|∇u
ξ|2dx =
∫
R5
|∇(χRu
ξ)|2 + χR∆(χR)|u
ξ|2dx,
which can be obtained by a direct computation. In particular,
H(uξR) 6 H(u
ξ) +O
(
1
R2
M(u)
)
.
Choosing R≫ 1 sufficiently large depending on δ,M(u) and Q, the result follows.

3. Proof of scattering criterion
In this section, we will follow the strategy in [10] to prove the scattering criterion
(Proposition 1.3). Roughly speaking, it states that if in any large window of time
there always exists an interval large enough on which the scattering norm is very
small, then the solution of (NLS system) has to scatter.
Proposition 3.1 (Scattering criterion). Let u0,Q, I be as in Theorem 1.4, and
suppose further that ‖u0‖H1(R5) . E0. Let u : R × R
5 → C be the corresponding
global solution to (NLS system). Suppose that ∃ t0 ∈ I such that
‖u‖L6t ([t0−l,t0],L3x(R5)) 6 ε
1
18 , (3.1)
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where ε = ε(E0) is sufficiently small and T0 = T0(ε, E0) is large enough. Then u
scatters forward in time.
Proof. The entire proof process is divided into two major steps.
Step 1. A standard argument yields scattering if for T0 large enough
‖u(t, x)‖6L6t (R,L3x(R5)) .E0 T0. (3.2)
We begin by splitting R into J = J(ǫ, E0) intervals Ij such that
‖S(t)u0‖
6
L6t (Ij ,L
3
x(R
5)) 6 ε
1
24 . (3.3)
For those Ij with |Ij | 6 2T0,
‖u(t, x)‖6L6t (∪Ij ,L3x(R5))
.E0
∑
〈Ij〉 . T0. (3.4)
So, we only need to consider j such that |Ij | > 2T0. Therefore we fix some Ij =
(aj , bj) and choose t0 ∈ (aj , aj + T0).
Note that Ij = (aj , t0] ∪ (t0, bj) and t0 − aj < T0, similarly to (3.4) we have
‖u‖6L6t (Ij ,L3x(R5)) = ‖u‖
6
L6t ((aj ,t0],L
3
x(R
5)) + ‖u‖
6
L6t ((t0,bj),L
3
x(R
5))
. T0 + ‖u‖
6
L6t ((t0,bj),L
3
x(R
5)) .
We use Strichartz estimate to find
‖u(t, x)‖L6t ((t0,bj),L3x(R5))
6 ‖S(t− t0)u(t0)‖L6t ((t0,bj),L3x(R5)) +
∥∥∥∥
∫ t
t0
S(t− s)f(s)ds
∥∥∥∥
L6t ((t0,bj),L
3
x(R
5))
6 ‖S(t− t0)u(t0)‖L6t ((t0,bj),L3x(R5)) + ‖f‖L
6
5
t ((t0,bj),L
3
2
x (R5))
6 ‖S(t− t0)u(t0)‖L6t ((t0,bj),L3x(R5)) + ‖u‖
2
L
12
5
t ((t0,bj),L
3
x(R
5))
6 ‖S(t− t0)u(t0)‖L6t ((t0,bj),L3x(R5)) + T
1
2
0 ‖u‖
2
L6t ((t0,bj),L
3
x(R
5)) .
The continuity argument tells us if ‖S(t− t0)u(t0)‖L6t ((t0,bj),L3x(R5)) 6 ε
1
18 then (3.2)
holds.
Now, we turn to the following identity
S(t− t0)u(t0) = S(t)u0 + i
∫ t0
0
S(t− s)f (s)ds.
Combining this with (3.3) then suffices to establish∥∥∥∥
∫ t0
0
S(t − s)f(s)ds
∥∥∥∥
L6t ((t0,bj),L
3
x(R
5))
.E0 ε
1
18 . (3.5)
Step 2. To show a stronger fact that (3.1) implies∥∥∥∥
∫ t0
0
S(t − s)f(s)ds
∥∥∥∥
L6t ((t0,∞),L
3
x(R
5))
.E0 ε
1
18 . (3.6)
we do as follows,∫ t0
0
S(t− s)f (s)ds =
∫ t0−l
0
S(t− s)f(s)ds+
∫ t0
t0−l
S(t− s)f (s)ds
= : I + II.
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On one hand, we transform the identity
u(t0 − l) = S(t0 − l)u0 + i
∫ t0−l
0
S(t0 − l− s)f (s)ds
into
i
∫ t0−l
0
S(t− s)f (s)ds = S(t− t0 + l)u(t0 − l)− S(t)u0
and use dispersive estimates of Schro¨dinger group to deduce
‖I‖L6t ((t0,∞),L3x(R5)) 6 ‖I‖
3
4
L18t ((t0,∞),L
18
5
x (R5))
· ‖I‖
1
4
L2t ((t0,∞),L
10
3
x (R5))
6
∥∥∥∥∥
∫ t0−l
0
‖S(t− s)f(s)‖
L
18
5
x (R5)
ds
∥∥∥∥∥
3
4
L18t (t0,∞)
·
(
‖u(t0 − l)‖L2x(R5) + ‖u0‖L2x(R5)
) 1
4
.E0
∥∥∥∥∥
∫ t0−l
0
|t− s|−
10
9 ‖f(s)‖
L
18
13
x (R5)
ds
∥∥∥∥∥
3
4
L18t (t0,∞)
.E0
∥∥∥|t− t0 + l|− 19 ∥∥∥ 34
L18t (t0,∞)
· ‖u‖
3
4
L∞t ([0,t0−l],L
9
2
x (R5))
· ‖u‖
3
4
L∞t ([0,t0−l],L
2
x(R
5))
.E0 l
− 1
24 = ε
1
30 , for l = ε−
4
5 .
(3.7)
On the other hand, by Sobolev embedding and Strichartz estimate (2.6),
‖II‖L6t ((t0,∞),L3x(R5)) .
∥∥∥|∇| 12 f∥∥∥
L
3
2
t ((t0−l,t0),L
30
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x (R5))
. ‖u‖L6t ((t0−l,t0),L3x(R5))
∥∥∥|∇| 12u∥∥∥
L2t ((t0−l,t0),L
10
3
x (R5))
. ‖u‖L6t ((t0−l,t0),L3x(R5)) 6 ε
1
18 ,
(3.8)
where we have used ∥∥∥|∇| 12u∥∥∥
L2t ((t0−l,t0),L
10
3
x (R5))
. 1.
(3.7) and (3.8) suggest that (3.6) is true, which complete the proof. 
4. Interaction Morawetz estimate
We are now in the position to prove the interaction Morawetz estimate (1.2)
holds. As we all know, the decay estimate of the solution u can be characterized
by Morawetz estimate.
Firstly, we define a functional of u(t, x) = (u(t, x), v(t, x)), the solution of
(NLS system).
M(t) =2
∫
R5
∫
R5
Im
(
2u(x)∇u(x) + v(x)∇v(x)
)
· ∇a(x − y)Nκdxdy, (4.1)
where Nκ = 2κ|u(y)|
2 + |v(y)|2 and a ∈ C∞ is a real function to be chosen later.
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Remark 4.1. Compared with the classical (NLS) case in [10], the coefficients in the
definition expression of (4.1) are chosen carefully here. For computing ddtM(t), we
need to use the equation (NLS system) to change the derivative of u versus t into the
derivative of u versus x and the nonlinear term f . And the chain rule of derivatives
produces many terms. That the ratio of the two coefficients of u(x)∇u(x) and
v(x)∇v(x) is 2 : 1 is useful to get Re
(
v(x)u2(x)
)
in (4.2). In fact, Re
(
v(x)u2(x)
)
is
the final result after the positive and negative offsets corresponding to the nonlinear
term f . Besides, the exact ratio 2κ : 1 from the two coefficients of Nκ in (4.1) is
used in the Cauchy-Schwartz inequality (4.6), which plays a vital role in estimating
D + F > 0.
Let R≫ 1 be sufficiently large and let φ and φ1 both be radial satisfying
φ(x) =
1
ω5R5
∫
R5
Γ2
(
x− s
R
)
Γ2
( s
R
)
ds,
and
φ1(x) =
1
ω5R5
∫
R5
Γ3
(
x− s
R
)
Γ2
( s
R
)
ds,
where ω5 is the volume of unit ball in R
5 and Γ be as in (1.3). Finally, we define
ψ(x) =
1
|x|
∫ |x|
0
φ(r)dr, a(x) =
∫ |x|
0
ψ(r)rdr.
The proof of Proposition 1.4: We rely on the equation (NLS system) to
change ut equally into the derivative of u with respect to the space variable x.
Then we have
d
dt
M(t) =−
∫
R5
∫
R5
∆Wκ∆a(x− y)Nκdxdy
− 2
∫
R5
∫
R5
Re
(
v(x)u2(x)
)
∆a(x − y)Nκdxdy
+ 4
5∑
k=1
5∑
j=1
∫
R5
∫
R5
Rjkκ ajk(x− y)Nκdxdy
− 4
5∑
k=1
5∑
j=1
∫
R5
∫
R5
Ajajk(x− y)B
k
κdxdy,
(4.2)
where Wκ = 2|u(x)|2+ κ|v(x)|2, Rjkκ = Re
(
2uj(x)uk(x) + κvj(x)vk(x)
)
, and Aj =
Im
(
2u(x)uj(x) + v(x)vj(x)
)
, Bkκ = Im
(
2κu(y)uk(y) + κv(y)vk(y)
)
if we use ∂l to
denote the partial differential respected to xl for l ∈ {1, 2, 3, 4, 5}.
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Direct computations yield ∆a = 4ψ + φ and ajk = δjkφ + Pjk(ψ − φ), where
Pjk(x) := δjk −
xjxk
|x|2 and ψ − φ > 0. Due to the facts above, we have
d
dt
M(t) =
∫
R5
∫
R5
∆Wκ (4ψ(x− y) + φ(x − y))Nκdxdy
+ 2
∫
R5
∫
R5
Re
(
v(x)u2(x)
)
(4ψ(x− y) + φ(x− y))Nκdxdy
+ 4
∫
R5
∫
R5
Lκφ(x − y)Nκdxdy
+ 4
5∑
k=1
5∑
j=1
∫
R5
∫
R5
Rjkκ Pjk(x− y)(ψ(x − y)− φ(x − y))Nκdxdy
− 4
∫
R5
∫
R5
Aφ(x − y)Bκdxdy
− 4
5∑
k=1
5∑
j=1
∫
R5
∫
R5
AjPjk(x− y)(ψ(x − y)− φ(x − y))B
k
κdxdy
=:A+ B + C +D + E + F ,
(4.3)
whereA = Im
(
2u(x)∇u(x) + v(x)∇v(x)
)
, Bκ = Im
(
2κu(y)∇u(y) + κv(y)∇v(y)
)
and Lκ = 2|∇u(x)|2 + κ|∇v(x)|2.
A remains itself unchanged because it will be treated as an error term below.
As for B, we make use of the decomposition identity 4ψ+ φ = 5φ1 + 4(ψ− φ) +
5(φ− φ1) and deduce
B =−
10
ω5R5
∫
R5
∫
R5
∫
R5
Re
(
v(x)u2(x)
)
Γ3
(
x− s
R
)
Γ2
(
y − s
R
)
Nκdxdyds
− 8
∫
R5
∫
R5
Re
(
v(x)u2(x)
)
(ψ(x− y)− φ(x − y))Nκdxdy
− 10
∫
R5
∫
R5
Re
(
v(x)u2(x)
)
(φ(x − y)− φ1(x, y))Nκdxdy.
(4.4)
We claim the quantity of C + E is Galilean invariant, that is, invariant under the
the transformation
u(t, x) 7→ uξ = (uξ(t, x), vξ(t, x)) := (eκix·ξu, eix·ξv), ∀u = (u, v),
for any ξ = ξ(t, s, R). In fact, we can compute
2|∇uξ(x)|2 + κ|∇vξ(x)|2
=
[
2|∇u(x)|2 + κ|∇v(x)|2
]
−
[
4κξ · Im
(
u(x)∇u(x)
)
+ 2κξ · Im
(
v(x)∇v(x)
)]
+
[
κ2|ξ|2|u(x)|2 + |ξ|2|v(x)|2
]
,
2κ|uξ(y)|2 + |vξ(y)|2 = 2κ|u(y)|2 + |v(y)|2,
and
Im
(
2uξ(x)∇uξ(x) + vξ(x)∇vξ(x)
)
=Im
(
2u(x)∇u(x) + v(x)∇v(x)
)
−
(
2κξ|u(x)|2 + κξ|v(x)|2
)
.
12 F. MENG AND C. XU
Thus,(
2|∇uξ(x)|2 + κ|∇vξ(x)|2
) (
2κ|uξ(y)|2 + |vξ(y)|2
)
− Im
(
2uξ(x)∇uξ(x) + vξ(x)∇vξ(x)
)
Im
(
2κuξ(y)∇uξ(y) + κvξ(y)∇vξ(y)
)
=
(
2|∇u(x)|2 + κ|∇v(x)|2
) (
2κ|u(y)|2 + |v(y)|2
)
− Im
(
2u(x)∇u(x) + v(x)∇v(x)
)
Im
(
2κu(y)∇u(y) + κv(y)∇v(y)
)
−
(
2κξ · Im
(
u(x)∇u(x)
)
+ κξ · Im
(
v(x)∇v(x)
)) (
2κ|u(y)|2 + |v(y)|2
)
+
(
2κξ|u(x)|2 + ξ|v(x)|2
)
· Im
(
2κuξ(y)∇uξ(y) + κvξ(y)∇vξ(y)
)
,
and hence the claim follows by symmetry of Γ2 and a change of variables.
The choice of ξ = ξ(t, s, R) in (1.4) results in∫
R5
Im
(
2u(x)∇u(x) + v(x)∇v(x)
)
Γ2
(
x− s
R
)
dx = 0.
As a result,
C + E =
4
ω5R5
∫
R5
∫
R5
∫
R5
LξκΓ
2
(
x− s
R
)
Γ2
(
y − s
R
)(
2κ|u(y)|2 + |v(y)|2
)
dxdyds,
(4.5)
where Lξκ =
(
2|∇uξ(x)|2 + κ|∇vξ(x)|2
)
.
Note that, by Cauchy-Schwartz inequality,
Im
(
2κu 6∇u+ κv 6∇v
)
6
√
2κ| 6∇u|2 + κ2| 6∇v|2
√
2κ|u|2 + |v|2, (4.6)
we have
Im
(
2u 6∇u+ v 6∇v
)
Im
(
2κu 6∇u+ κv 6∇v
)
6
(
2| 6∇u|2 + κ| 6∇v|2
) (
2κ|u|2 + |v|2
)
,
(4.7)
which means D + F > 0.
To conclude, we deduce
d
dt
M(t) >
∫
R5
∫
R5
∆Wκ (4ψ(x− y) + φ(x − y))
(
|u(y)|2 + |v(y)|2
)
dxdy
−
10
ω5R5
∫
R5
∫
R5
∫
R5
Re
(
v(x)u2(x)
)
Γ3
(
x− s
R
)
Γ2
(
y − s
R
)
Nκdxdyds
− 8
∫
R5
∫
R5
Re
(
v(x)u2(x)
)
(ψ(x− y)− φ(x− y))Nκdxdy
− 10
∫
R5
∫
R5
Re
(
v(x)u2(x)
)
(φ(x− y)− φ1(x, y))Nκdxdy
+
4
ω5R5
∫
R5
∫
R5
∫
R5
LξκΓ
2
(
x− s
R
)
Γ2
(
y − s
R
)
Nκdxdyds
= : A+ G +H+ I + J .
(4.8)
Next, we will average this inequality over t ∈ I and logarithmically over R ∈
[R0, R0e
J ].
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We start with ddtM(t). Looking back at the definition ofM(t), we find the upper
bound supt∈R |M(t)| . RE
2
0 . By the fundamental theorem of calculus, we have∣∣∣∣∣ 1T0
∫
I
1
J
∫ R0eJ
R0
d
dt
M(t)
dR
R
dt
∣∣∣∣∣ . 1T0
R0e
J
J
E20 . (4.9)
We turn to A integrating by parts.
A > −
∫
R5
∫
R5
(4|u(x)||∇u(x)|+ 2κ|v(x)||∇v(x)|) |4∇ψ(x− y) +∇φ(x − y)|(
|u(y)|2 + |v(y)|2
)
dxdy.
The facts |∇φ| . 1R and |∇ψ| = |
x
|x|2 (φ− ψ)| . min{
1
R ,
R
|x|2 } tell us
1
T0
∫
I
1
J
∫ R0eJ
R0
A
dR
R
dt & −
1
JR0
E20 . (4.10)
For G + J , we can establish a lower bound for these terms by Lemma 2.9 after
choosing χR(x) = Γ
(
x−s
R
)
, that is
1
T0
∫
I
1
J
∫ R0eJ
R0
G + J
dR
R
dt
&
δ
JT0
∫
I
∫ R0eJ
R0
1
R5
∫
R5
∫
R5
∫
R5
LξκΓ
2
(
x− s
R
)
Γ2
(
y − s
R
)
Nκdxdyds
dR
R
dt.
(4.11)
As for H, by construction,
|ψ(x)− φ(x)| . min
{
|x|
R
,
R
|x|
}
.
We deduce
1
T0
∫
I
1
J
∫ R0eJ
R0
H
dR
R
dt & −
1
J
E20 . (4.12)
Finally, similar to the estimates of H, we have
1
T0
∫
I
1
J
∫ R0eJ
R0
I
dR
R
dt & −εE20 , (4.13)
because |φ(x− y)− φ1(x, y)| . ε.
Collecting (4.10), (4.11), (4.12), and (4.13), we find
δ
JT0
∫
I
∫ R0eJ
R0
1
R5
∫
R5
∫
R5
∫
R5
LξκΓ
2
(
x− s
R
)
Γ2
(
y − s
R
)
Nκdxdyds
dR
R
dt
.
(
R0e
J
JT0
+
1
JR0
+
1
J
+ ε
)
E20 ,
(4.14)
which completes the proof of Proposition 1.4.
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5. Proof of the main result
In this section, we combine the results in Section 3 and 4 to complete the proof
of Theorem 1.1. More specifically, the result of interaction Morawetz estimate is
used to verify the condition of scattering criterion.
The proof of Theorem 1.1: First of all, using the rescaling
uλ(t, x) = λ
2u
(
λ2t, λx
)
,
we can always fix λ > 0 such that (1.1) holds. In order to establish (3.1), we change
(1.2) into
δ
JT0
∫
I
∫ R0eJ
R0
1
R5
∫
R5
∫
R5
∫
R5
LξκNκdxdyds
dR
R
dt .
(
R0e
J
JT0
+ ε
)
E20 ,
where
Lξκ =
(
2
∣∣∣∣∇
(
Γ
(
x− s
R
)
uξ(x)
)∣∣∣∣
2
+ κ
∣∣∣∣∇
(
Γ
(
x− s
R
)
vξ(x)
)∣∣∣∣
2
)
,
and
Nκ =
(
2κ
∣∣∣∣Γ2
(
y − s
R
)
u(y)
∣∣∣∣
2
+
∣∣∣∣Γ2
(
y − s
R
)
v(y)
∣∣∣∣
2
)
.
If we choose J = ε−1R0, T0 = e
J , then
δ
JT0
∫
I
∫ R0eJ
R0
1
R5
∫
R5
∫
R5
∫
R5
LξκNκdxdyds
dR
R
dt .E0 ε.
Considering the support of Γ in (1.3) and using the integral mean value theorem,
we can omit writing some constants and get
1
T0
∫
I
‖(Γu,Γv)‖2H˙1x(R5) ‖(Γu,Γv)‖
2
L2y(R
5) dt .E0 ε.
The interval I is divided into many sub-intervals of the same length l = ε−
4
5 . By
the pigeonhole principle, there exists Ik such that∫
Ik
‖(Γu,Γv)‖2H˙1x(R5) ‖(Γu,Γv)‖
2
L2y(R
5) dt .E0 ε
1
5 ,
which means ∫
Ik
‖(Γu,Γv)‖4
L
5
2 (R5)
dt .E0 ε
1
5 .
At the same time, thanks to (1.1), we have
‖(Γu,Γv)‖2
L2t (Ik,L
5
2
x (R5))
=
∫
Ik
‖(Γu,Γv)‖2
L
5
2 (R5)
dt .E0 ε
1
5 .
By interpolation,
‖(Γu,Γv)‖L6t (Ik,L3x(R5)) 6 ‖(Γu,Γv)‖
1
3
L2t (Ik,L
5
2
x (R5))
‖(Γu,Γv)‖
2
3
L∞t (Ik,H
1
x(R
5)) .E0 ε
1
30 ,
which implies (3.1) holds. So the scattering criterion, Proposition 1.3, tells us that
u scatters, which completes the proof of Theorem 1.1.
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