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1. Immanunts 
Let x be a (irreducible, complex) character of S,, corresponding to a 
partition of n: 
n=n,+ ‘.. tn 
P’ 
n,> ‘.’ > np >, 0. 
By an immunant [5], we mean the generalized matrix function defined by 
d,(A) = C x(u) ii a,,(i,. 
0 fz s, i=l 
When x corresponds to a partition of the form n = k + 1+ . . + 1, we shall 
call x a single-hook character, and use the notation d k for the associated 
immanant. 
EXAMPLES. 
(i) If k = n, then x = 1, and d,(A) = per(A). 
(ii) If k = n - 1, then x(a) = (fix(a)] - 1. 
(iii) If k = 2, then x(u) = sgn(u)(Jfix(u)J - 1). 
(iv) If k = 1, then x(u)= sgn(u), and d,(A)= det(A). 
Schur [13] has shown that if x is any (irreducible) character of any 
subgroup of S,, and if A is positive semidefinite, then 
d (A) x > det( A), 
x(id) 
this result being intimately connected with norms of decomposable symme- 
trized tensors (see [7]). In several cases (see [4, 6, 12]), corresponding to a 
subgroup G of S, and x = 1, it has been shown that 
d (A) 
per(A) >, x 
x(id) ’ 
all A positive semidefinite. 
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Recently [ll], this result has been obtained for G = S, in the case when 
d, = d,_, or d,_,. The validity of this inequality for general x remains an 
open question. 
Determinants have numerous important connections with graphs (see [l]), 
and it has been suggested [9] that permanents and other immanants may be 
worth studying in this respect. In [S] it was shown that if L is the Laplacian 
matrix of a simple graph on n vertices, then the number of Hamiltonian 
circuits is 
In [lo], d,, . . . , d, are used to give a formula for the number of nonisomor- 
phic graphs on n vertices. Using [7] (Corollaries 5 and 6) yields that the graph 
is connected iff d,(L) f 0. It should be pointed out that while the values of 
d, on Laplacian and adjacency matrices are isomorphism invariants of 
graphs, they are perhaps not sufficient to distinguish nonisomorphic graphs. 
In [14], the author exhibits two nonisomorphic graphs on 9 vertices which 
satisfy 
d,(XZ + A,) = d,(XZ + A,) 
for every character x of S,. (Here A, and A, are the adjacency rather than 
the Laplacian matrices). 
2. Computation 
Aside from the connection of immanants with group theory and tensor 
algebra, the graph-theory connections alone provide sufficient motivation to 
seek “fast” algorithms for d,, and for d, in particular. The easiest to compute 
is, of course, d,(A) = det(A), which takes on the order of n3 operations. At 
the other end of the scale is d,(A) = per(A), which has been shown to be an 
NP-complete problem [15]. In [2], an algorithm for d,(A) is exhibited which 
shows that d,(A) is at most as hard to compute as the characteristic 
polynomial, det(XZ - A). In [ll] it is shown that d, is a sum of products of 
principal subpermanents and subdeterminants. For example, ([3 or ll]), 
da(A)= 2 aiidetA(i]i)-det(A), 
i=l 
which is of order n4 operations. 
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3. Questions 
F. J. GAINES AND T. J. LAFFEY 
The evidence in [2, 3, 111 seems to suggest that the order of complexity of 
computing d, is an increasing function of k. It would be of interest to find 
the exact orders of complexity. Hartmann [3] has suggested that this question 
may be tractable for characters of S, corresponding to “square” partitions. 
It has been asked [7] if the fact that d,(A) = 0 if A has k + 1 equal rows 
can be used to provide a “Gaussian elimination” procedure for d,. This could 
be rephrased as the following question: Does there exist a general type of 
n x n matrix A that satisfies 
d,(AX)=d,(X), all X, 
other than A = DP, where D is diagonal and P is a permutation matrix? For 
d, = det, the “elementary type 3” matrices are what makes Gaussian elimina- 
tion work, and these come from multilinearity and the fact that det(A) = 0 if 











D. M. Cvetkovie, M. Doob, and H. Sachs, Spectra of Graphs, Academic, New 
York, 1980. 
R. Grone and R. Merris, An algorithm for the second immanant, Math Camp., to 
appear. 
W. Hartmann, preprint, private correspondence. 
E. Lieb, Proofs of some conjectures on permanents, J. Math. Mech. 16:127-134 
(1966). 
D. E. Littlewood, The Theory of Group Characters, Oxford U.P., London, 1958. 
M. Marcus, The Hadamard theorem for permanents, Proc. Amer. Math. Sot. 
15:967-973 (1964). 
R. Merris, On vanishing decomposable symmetrized tensors, Linear and MuEti- 
linear Algebra 5:79-86 (1977). 
R. Merris, Single-hook characters and Hamiltonian circuits, Linear und Multilin- 
ear Algebru, to appear. 
R. Merris, K. R. Rebman, and W. Watkins, Permanental polynomials of graphs, 
Linear Algebra Appl. 38:273-288 (1981). 
R. Merris and W. Watkins, Tensors and graphs, SIAD 4(4):534-547 (1983). 
R. Merris and W. Watkins, Inequalities and identities for generalized matrix 
functions, Lineur Algebra A&., to appear. 
T. Pate, Inequalities relating groups of diagonal products in a Gram matrix, 
Linear and M&linear Algebra ll:l-17 (1982). 
I. Schur, iiber endliche Gruppen und Hermitesche Formen, Math. Z. 1:184-207 
(1918). 
J. Turner, Generalized matrix functions and the graph isomorphism problem, 
SIAM J. Appl. Math. 16:520-526 (1968). 
L. G. Valiant, The complexity of computing the permanent, Theoret. Cumput. 
Sci. 8:189-201 (1979). 
