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Abstract
The latest European energy policies promote a massive penetration of the existing electrical
grid by renewable energy sources. Their importance for the electrical energy supply has rapidly
grown in the past decades and is expected to increase further in the future. However, the inter-
mittent nature of these energy sources directly impacts the balance between electrical energy
consumption and production, threatening the stability of the power system. Typical examples
are wind and solar energy, which strongly depend on the weather conditions. It is crucial
to guarantee a smooth integration of the renewable energy sources by ensuring a sufﬁcient
storage capacity as well as primary and secondary grid control capability to enable the energy
balancing process. Hydroelectric powerplants play a decisive role in this development. They
are characterized by their ﬂexible operation capability and they represent a renewable energy
source with little emissions of greenhouse gas. This however requires a continuous extension
of their operating range, which can lead to cavitation ﬂow instabilities inducing undesirable
mechanical vibrations and large ﬂuctuations of pressure and output power, putting at risk the
structural integrity of the machine and ultimately the grid stability.
A typical example is the development of a cavitation precessing vortex rope at the outlet of a
Francis turbine runner operating at part load conditions. It acts as an excitation source for the
hydraulic system, leading to the propagation of pressure ﬂuctuations in the hydraulic circuit
which are greatly ampliﬁed in case of resonance. Therefore, the assessment of the stability of
hydropower plants operating at part load is crucial in order to ensure the safe extension of
their operating range. The accurate prediction and transposition of pressure ﬂuctuations from
the model scale to the prototype scale by means of one-dimensional hydro-acoustic models
represents a major challenge, as the physical mechanisms driving the excitation source and its
interaction with the hydraulic system remain partially unclear.
The main objective of this research work is to experimentally investigate the inﬂuence of
the operating conditions on the dynamics of the cavitation precessing vortex rope and the
excitation source it induces, as well as the interaction with the system. The test-case is a
reduced scale physical model of a Francis turbine, accurately reproducing the behaviour of
a real size machine. Experimental investigations include study of the ﬂow ﬁeld in the draft
tube cone by means of Particle Image Velocimetry (PIV) and Laser Doppler Velocimetry (LDV),
high-speed visualizations of the cavitation vortex and pressure measurements performed at
various part load operating conditions, including cavitation-free and cavitation conditions.
ix
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PIV measurements of the tangential ﬂow ﬁeld in the draft tube cone in cavitation-free con-
ditions highlight the inﬂuence of the ﬂow discharge on the vortex characteristics in terms of
trajectory, circulation and structure, as well as the link between the vortex dynamics and the
intensity of the excitation source. The effect of cavitation on the vortex rope dynamics and its
interaction with the surrounding system is also studied, with a particular focus on resonance
conditions. Flow velocity measurements performed for different values of the Thoma number
reveal that the axial and tangential velocity ﬁelds in the draft tube cone are not impacted by
the propagation of large synchronous pressure ﬂuctuations. Among the other observations is
a phenomenon of frequency lock-in between the excitation source and the system’s oscilla-
tions occurring for low values of the Froude number. This phenomenon is assumed to be a
consequence of the non-linear coupling taking place in resonance conditions between the
excitation source and the oscillation of the cavitation volume. Finally, it is shown that the
convective component of the pressure ﬂuctuations at the precession frequency represents the
main source of mechanical excitation for the runner.
Key words: Francis turbine, part load, precessing vortex cope, cavitation, pressure ﬂuctua-
tions, LDV/PIV measurements, excitation source, resonance, frequency lock-in, mechanical
excitation
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Résumé
Les politiques énergétiques européenne actuelles conduisent à une pénétration massive des
sources d’énergie renouvelable dans le réseau électrique existant. Leur importance dans l’ap-
provisionnement en énergie électrique s’est largement accrue lors de la décennie passée et
il est attendu qu’elle continue de croître dans le futur. Cependant, la nature intermittente
de ce type de source d’énergie a un impact direct sur l’équilibre entre la production et la
consommation d’énergie électrique. Des exemples typiques sont les sources d’énergie solaire
et éolienne dont la production dépend fortement de conditions météorologiques difﬁcilement
prévisibles. Par conséquent, il est important de garantir l’intégration des sources d’énergie
renouvelable en assurant au réseau existant d’avoir sufﬁsamment de capacité de stockage
ainsi que des capacités de contrôle primaire et secondaire aﬁn d’assurer l’équilibre énergé-
tique. Les centrales hydro-électriques sont caractérisées par leur ﬂexibilité et ont l’avantage
d’utiliser une énergie propre en émettant que très peu de gaz à effet de serre. Elles jouent
ainsi un rôle crucial dans l’intégration des énergies renouvelables en réalisant l’équilibre
énergétique ainsi que le contrôle primaire et secondaire du réseau. Cependant, cela mène à
une extension constante de leur domaine de fonctionnement, ce qui conduit au développe-
ment d’écoulements instables et cavitant causant des vibrations mécaniques indésirables et
des ﬂuctuations de pressions et de puissance capable de menacer la stabilité du système et
l’intégrité structurelle de la machine.
Un exemple typique est le développement d’un vortex de cavitation animé d’un mouvement
de précession, appelé communément torche de cavitation, à la sortie de la roue des turbines
Francis opérant à charge partielle. Celui-ci représente une source d’excitation pour le circuit
hydraulique, conduisant à la propagation de ﬂuctuations de pression qui sont fortement
ampliﬁées en cas de résonance avec le système. Ainsi, l’évaluation de la stabilité des centrales
hydrauliques opérant à charge partielle est cruciale aﬁn d’assurer une extension sans danger
de leur domaine de fonctionnement. La prédiction précise et la transposition des ﬂuctuations
de pression de l’échelle modèle à l’échelle prototype via des modèles hydroacoustiques restent
pour le moment difﬁciles étant donné la complexité des phénomènes hydrodynamiques mis
en jeu.
Ce travail de thèse a pour objectif principal l’évaluation expérimentale de l’inﬂuence des
conditions de fonctionnement de la machine sur la dynamique du vortex de précession
et sur la source d’excitation induite, ainsi que sur l’interaction entre cette dernière et le
xi
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système hydraulique. Le cas d’étude est un modèle réduit d’une turbine Francis reproduisant
parfaitement le comportement de la machine réelle. L’investigation expérimentale inclut des
mesures de champs de vitesse dans le cône du diffuseur par PIV et LDV, des visualisations
rapides de la torche de cavitation et des mesures de ﬂuctuations de pressions réalisées pour un
grand nombre de conditions d’opération différentes. Les mesures PIV des champs de vitesse
tangentielle dans le cône réalisées hors-cavitation mettent en lumière l’inﬂuence du débit
sur les caractéristiques du vortex en termes de trajectoire, circulation et structure, ainsi que
le lien existant entre l’intensité de la source d’excitation et la dynamique du vortex. L’effet
de la cavitation sur la dynamique du vortex et son interaction avec le système est également
étudié, avec une attention particulière sur les conditions de résonance. Des mesures de
vitesses d’écoulement réalisées dans le cône par LDV pour différentes valeurs de nombre de
cavitation ont révélé que les champs de vitesse axiale et tangentielle ne sont pas affectés par la
propagation d’ondes de pression synchrones dans le diffuseur. Parmi les autres observations,
un phénomène de "lock-in" de fréquence a été mis en évidence pour de faibles valeurs du
nombre de Froude. Ce phénomène est supposé être une conséquence du couplage se mettant
en place entre la source d’excitation et les oscillations du volumede cavitation en conditions de
résonance. Enﬁn, il est démontré que la composante convective des ﬂuctuations de pression
induites par le vortex représente la principale source d’excitation mécanique pour la roue,
alors que cette composante ne représente pas une source d’excitation hydroacoustique pour
le système.
Mots clefs : turbine Francis, charge partielle, vortex de précession, cavitation, ﬂuctuations de
pression, mesures LDV/PIV, source d’excitation, résonance, lock-in, excitation mécanique.
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1 Introduction
1.1 Energy context
In 2012, hydraulic powerplants provided approximately 16 % of the total worldwide electricity
production, whereas the share of the other New Renewable Energy (NRE) sources represented
less than 5%. With a contribution equal to 68 %, fossil energy sources remained the baseload
of the total electric energy production, as illustrated in Figure 1.1, with consequences in
terms of environmental impacts and greenhouse gas emissions. However, in recent years,
environmental and geopolitical concerns have led to the establishment of energy policies
promoting the development of alternative renewable energy sources, such as wind and solar
power, in order to reduce drastically the greenhouse gas emissions and the dependance
on fossil energy producers. As a consequence, the global electric energy production from
renewable energy sources has been on a constant rise from 2002 and 2012, as illustrated in
Table 1.1. It is particularly remarkable for solar and wind power, whose total output production
has been multiplied respectively by 57 and 10 during the last decade.
Nuclear - 10.9%
Fossil - 68.1%
Hydro - 16.2%
Wind - 2.4%
Solar - 0.5%
Biomass - 1.4%
Geothermal - 0.3%
Tide and wave - 0.002%
Figure 1.1: Worldwide electricity generation in 2012 [68].
In Europe, the recent decision taken by the European Union (EU) to adopt an energy policy
promoting the massive integration of new renewable energy sources will lead to a dramatic
electric energy system transition. A set of objectives has been deﬁned under the name of
the 2020 climate and energy package. It includes the raise of the share of the EU energy
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Table 1.1: Electric energy production in 2002 and 2012 for different types of energy source.
2002 (TWh) 2012 (TWh) Ratio (-)
Hydro 2606 3646 1.4
Wind 52.8 520 9.9
Solar 1.7 96.4 56.3
Other NRE 240 453 1.9
Nuclear 2546 2345 0.92
Fossil 9979 14498 1.5
Total 15393 21532 1.4
consumption produced by NRE to 20 %, a reduction of EU greenhouse gas emissions of 20 %
from the level in 1990 and an improvement of the EU energy efﬁciency of 20 % [26].
However, the intermittent nature of the NRE production seriously impacts the energy balance
between production and consumption, as well as the stability of the electrical grid. Typical
examples are wind and solar energy sources, which strongly depend to the weather conditions.
In order to guarantee the smooth integration of NRE into the existing power system, it is
therefore necessary to ensure the electrical grid has enough storage capacity as well as primary
and secondary grid control capability to enable the energy balancing process. Pumped storage
and hydraulic powerplants provide the necessary storage capacities and feature the ability of
ﬂexible generation to address these issues. However, it requires the constant extension of the
operating range of hydraulic powerplants, for which the turbine components experience the
development of unstable two-phase ﬂows. Under certain conditions, these latter can cause
severe pressure and power pulsations, as well as mechanical vibrations, which can jeopardize
the structural integrity of the powerplant and the system stability in the worst case.
The present research work focuses on the investigation of ﬂow instabilities occurring in the
draft tube of Francis turbines at part load conditions and their interactionwith the surrounding
system. This range of operating conditions is deﬁned by a ﬂow discharge lower than the value
at the Best Efﬁciency Point (BEP) of the turbine.
1.2 Francis turbines
Among the different types of hydraulic turbines, Francis turbines are the most widespread
worldwide in terms of power capacity, representing about 60 % of the installed hydropower
capacity in the world and 42 % in Europe. They are reaction turbines used for medium head
values, typically from about 50 m to 500 m. The different components of a Francis turbine
are presented in Figure 1.2. An angular momentum is created at the runner inlet by the
spiral casing, stay vanes and guide vanes. The opening angle of the guide vanes controls the
value of the ﬂow rate through the runner. The angular momentum of the ﬂow is recovered
2
1.2. Francis turbines
by the runner blades and converted into mechanical momentum on the shaft. The ﬂow is
then released into the draft tube, which recovers the residual kinetic energy of the ﬂow by
converting it into static pressure.
Spiral casing Runner
Draft tube
Stay Vanes
Guide Vanes
Flow 
direction
Figure 1.2: Components of a Francis turbine.
The operating conditions of a Francis turbine, with an outer runner diameter D 1¯ and a rotation
frequency n, are expressed by means of two dimensionless factors, the speed and discharge
factors nED and QED , deﬁned according to the IEC Standards [42] as follows:
nED =
nD 1¯
E
(1.1)
QED = Q
D2
1¯

E
(1.2)
with Q the ﬂow discharge and E the available speciﬁc energy of the turbine. The latter cor-
responds to the speciﬁc energy available for the machine and is given by the difference of
speciﬁc energy of the ﬂuid at the inlet and outlet of the machine, E = gHI − gHI¯ . It can be
expressed as a function of the altitudes of the headwater and tailwater reservoirs and the
energies losses in the hydraulic circuit, as following:
E = gH = gHI − gHI¯ = g (ZB −ZB¯ )− gHr (1.3)
with ZB and ZB¯ the altitudes of the upstream and downstream reservoirs and gHr the energy
losses in the hydraulic circuit. A complete layout of a Francis turbine powerplant, including
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one single power unit connected to the upstream and downstream reservoirs, is presented in
Figure 1.3.
B
B
I I
gH
rB-I
E
 =
 g
H
I - g
H
I
gH
rI-B
Headwater
Reservoir
Tailwater
Reservoir
E
 =
 g
H
B
 - g
H
B
Power Unit
Z
ref
h
s
Q
Figure 1.3: Layout of a Francis turbine hydropower plant.
Generally, the machine is designed for a rated operating point deﬁned by rated discharge
Qn and head Hn values, which are chosen as a function of the hydrology of the site and
the strategy of operation. The Best Efﬁciency Point (BEP) of the machine is deﬁned as the
operating point featuring the maximum energetic efﬁciency η, deﬁned as the ratio between
the hydraulic speciﬁc energy E and the transformed speciﬁc energy Et . The operating range of
the machine can be extended according to the electricity demand variations by adjusting the
discharge Q via the guide vanes opening. However, such operations at off-design conditions
are characterized by a loss of efﬁciency and the development of complex two-phase ﬂows in
the draft tube.
1.3 Off-design conditions
Operating at off-design conditions, Francis turbines experience the development of a swirling
ﬂow in the draft tube. This is illustrated by the velocity triangles at the runner outlet in
Figures 1.4 and 1.5. The absolute ﬂow velocity C1¯ can be written as the sum of the runner
circumferential speed U1¯ and the relative ﬂow velocity W1¯ as follows:
C1¯ = U1¯+ W1¯ (1.4)
As the direction of the relative ﬂow velocity is imposed by the blades orientation, deﬁned by
the relative ﬂow angle β1¯, a modiﬁcation of the ﬂow rate induces the apparition of a tangential
component of the absolute velocity Cu1¯ in addition to the axial component Cm1¯ in the main
ﬂow direction. The resulting swirling ﬂow rotates in the same direction than the runner at part
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load conditions (Q <QBEP ) and in the opposite direction at full load conditions (Q >QBEP ).
C   = Cm
1 1
U
1
W
1
β
1
Figure 1.4: Deﬁnition of the velocity triangles at the outlet of a Francis turbine [59].
C
1
U
1
W
1
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1
Cu
1
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1 W
1
U
1
Cu
1
W
1
Part load (Q < Q
BEP 
) Best Efficiency Point Full load (Q > QBEP )
β
1
C
1
β
1
U
1
β
1
Figure 1.5: Velocity triangles at the runner outlet at off-design conditions (part load and full
load conditions) and at the Best Efﬁciency Point.
At part load conditions, the development of a swirling ﬂow at the runner outlet gives rise an
helical precessing vortex core in the draft tube wrapped around a zone of recirculating ﬂow
which is identiﬁed as a manifestation of the vortex breakdown phenomenon [38]. The pre-
cessing vortex core rotates with a frequency comprised between 0.2 and 0.4 times the runner
frequency, depending on the ﬂow parameters. If the static pressure in the draft tube is sufﬁ-
ciently low, the pressure in the vortex core can decrease below the value of the vapor pressure
which makes the vortex core visible under the form of a cavity of vapour. This phenomenon,
called cavitation, corresponds to the vaporization of the water at constant temperature when
the local static pressure is lower than the vapor pressure [35]. At full load conditions, the
development of cavitation in the draft tube cone gives rise to a nearly axisymmetric cavitation
vortex rope along the draft tube cone centerline. Examples of cavitation vortex ropes observed
at both part load and full load conditions are presented in Figure 1.6.
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Flow 
direction
Swirl +
precession 
motion
(a) Part load
Swirl
Flow 
direction
(b) Full load
Figure 1.6: Visualization of the cavitation vortex rope in the draft tube cone during reduced
scale model tests at part load and full load conditions.
The level setting hs (see Figure 1.3) of the runner is a decisive parameter for the inception of
cavitation in Francis turbine draft tube. In order to characterize the absolute level of pressure
at the turbine level, the Net Positive Suction Energy (NPSE) is introduced, corresponding to
the difference between the speciﬁc energy gHI¯ at the suction section relative to the reference
machine level and the speciﬁc energy corresponding to the vapor pressure:
NPSE= (gHI¯ − g Zre f )−
pv
ρ
(1.5)
with Zre f the reference altitude of the turbine runner. Expressing gHI¯ as a function of the
speciﬁc energy at the free surface of the tailwater reservoir yields [35]:
NPSE= pB¯
ρ
− pv
ρ
− ghs +
C2
I¯
2
(1.6)
The last term corresponds to the energy losses at the tailwater reservoir inlet. The Thoma
number σ of the machine is deﬁned by IEC Standards [42] as the dimensionless ratio between
the NPSE and the speciﬁc energy E of the machine:
σ= NPSE
E
(1.7)
A low Thoma number indicates a high risk of cavitation development. Generally, the machine
is set up the highest possible level above the free surface of the tailwater reservoir to minimize
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the civil engineering costs, although it promotes the development of cavitation in the draft
tube at off-design conditions.
The cavitation vortex rope arising at part load and full load conditions represents an excitation
source for the hydraulic system to which the machine is connected. It leads to the propagation
of pressure waves in the system, which can be ampliﬁed under certain conditions, causing
pressure surge and output power swings able to compromise the system stability. At full load
conditions, the propagation of pressure ﬂuctuations is induced by the self-oscillation of the
cavitation vortex rope at the natural frequency of the system [59]. At part load conditions,
on the other hand, the periodical precession motion of the vortex rope acts as an external
excitation source at the precession frequency for the system. It can lead to the occurrence of
hydro-acoustic resonances in case of a match between the natural frequency of the hydraulic
system and the precession frequency. The present research work focuses on the investigation
of the part load vortex rope and proposes a study of the inﬂuence of different parameters on
its dynamics and its interaction with the hydro-mechanical system.
1.4 State of the art
The precessing vortex core (PVC) has been extensively studied for a wide range of engineering
applications involving swirling ﬂows, from combustor systems and delta wings to hydraulic
machines (see Escudier [25] or Syred [75] for a review).
Increasing the swirl number, deﬁned by Gupta et al. [38] as the ratio between the axial ﬂux of
angular momentum and the axial ﬂux of axial momentum, rotating ﬂows experience an abrupt
change in their structure, with the apparition of a stagnant point and an axial recirculation
zone under the action of an adverse axial pressure gradient. Even though this phenomenon,
commonly called vortex breakdown, has been widely investigated, the underlying physical
mechanisms are still only partially understood (see Lucca-Negro and O’Doherty [57] for an
extensive review). Harvey [39] was one of the ﬁrst to experimentally observe the vortex break-
down. He deﬁned it as the critical state between the existence or not of an axial recirculation
zone. At the same time, Benjamin [10] suggested that the vortex breakdown is a ﬁnite tran-
sition between two dynamically conjugate states of axisymmetric ﬂow. Later, Sarpkaya [73]
and Faler and Leibovich [27] pointed out different forms of vortex breakdowns, including
the axisymmetric, the double helix and the spiral vortex breakdowns. The precessing vortex
core was identiﬁed as a manifestation of the vortex breakdown phenomenon. Chanaud [15]
was among the ﬁrst to report the observation of oscillatory motions in swirling ﬂows as an
evidence of the PVC occurrence. Later, Cassidy and Falvey [14] focused on the investigation of
the PVC and showed the linear dependence between the precession frequency and the ﬂow
discharge.
In the case of Francis turbines operating at part load conditions, the precession of the cavita-
tion vortex rope acts as an excitation source for the system. This can cause a system resonance
and consequently lead to draft tube pressure surge and power swings of the hydro-electric in-
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stallation, as reported by Rheingans [71] in the early 1940s. The pressure ﬂuctuations induced
by the precessing vortex rope in Francis turbines draft tube cones can be decomposed into
two different components: the convective or asynchronous component, caused by the local
rotation of the ﬂow, and the synchronous one, which features equal phase and amplitudes
in a given horizontal cross-section of the cone. Nishi et al. [66] highlighted this decomposi-
tion and developed an analytical method to identify both components by using the Fourier
series decomposition of pressure signals measured in the same cross-section of the cone.
Angelico et al. [5] conﬁrmed this decomposition by using three pressure sensors located in the
same cross-section of the cone. They performed a vector analysis in the frequency domain
of the pressure signals in order to identify both components. Dörﬂer [19] assumed that the
synchronous pressure component results from the excitation source and the hydro-acoustic
response of the system. Thus, the accurate decomposition of the pressure ﬂuctuations in the
cone is of major importance as it permits to extract the hydro-acoustic response of the system.
Recent works have presented novel methods for the computation of both components, for
instance by Dörﬂer and Ruchonnet [20] and Duparchy et al. [23].
In the past decades, many experimental investigations focused on the precessing vortex rope
in an effort to understand and characterize the hydrodynamic of the Francis turbine draft tube
at part load conditions (the reader may refer to Nishi and Liu [64] for an extensive review).
In the 1980s, Nishi et al. [65, 66, 67] identiﬁed different ﬂow regimes with respect to the swirl
number by using a set of stationary guide vanes instead of a real turbine. They investigated
the ﬂow pattern in the draft tube cone and elbow, and also carried out pressure ﬂuctuations
measurements for different values of the swirl number and the cavitation number. Later, in the
framework of the FLINDT project [8], Iliescu et al. [44] performed 2D-PIV measurements in a
meridional cross-section of the draft tube cone of a Francis turbine reduced scale model, in
presence of a cavitation precessing vortex rope. By synchronizing the PIV measurements with
pressure measurements, the evolution of the velocity ﬁeld during one precession cycle was re-
constructed and the inﬂuence of the cavitation on the vortex rope centerline was investigated.
These results were used to validate CFD simulations of the draft tube unsteady ﬂow performed
by Ciocan et al. [16]. Kirschner et al. [49] characterized the periodical ﬂuctuations of the axial
velocity ﬁeld in the draft tube cone and estimated the vortex core motion by means of 2D-PIV
measurements. Arpe [6] performed unsteady wall pressure measurements by using a total of
104 pressure transducers installed throughout the draft tube, including the cone, the elbow
and the diffuser. He highlighted the propagation of a synchronous pressure component for
different values of Thoma number, as well as a wave front travelling in the diagonal direction
which is induced by the precession of the vortex core.
From an analytical point of view, Fanelli [28] derived a model of the excitation source by
describing the swirling ﬂow as the superposition of two potential ﬂow motions. He found out
that the synchronous pressure component is not created in the case of a perfectly rectilinear
draft tube. This theoretical result is in agreement with the observations from Nishi et al. [66],
who experimentally demonstrated that the synchronous pressure surge is not observed in
the case of a conical diffuser. They suggested that the excitation source is the result of an
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oscillation of the pressure recovery in the elbow, induced by the rotation of the vortex rope.
Later, Susan-Resiga et al. [74] modeled the swirling ﬂow at the runner outlet by a combination
of three elementary vortices and identiﬁed their parameters on the basis of time-averaged
velocity proﬁles measured experimentally. Kuibin et al. [52] derived an analytical model for
recovering the time-averaged velocity proﬁles at the runner outlet, as well as the precession
frequency and the amplitude of the pressure ﬂuctuations.
Another part of the research dealing with part load conditions focused on the investigation of
hydropower plants stability in order to predict and simulate the part load resonance induced
by the cavitation vortex rope. For this purpose, transfer matrices are extensively used to
evaluate the risk of resonance and to identify the parameters modelling the cavitation draft
tube ﬂow [46, 47]. The latter is generally modeled by the cavitation compliance, according
to the deﬁnition introduced by Brennen and Acosta [12], which represents the variation of
cavitation volume with respect to the pressure, while the excitation source induced by the
vortex precession is modeled by a source term. Dörﬂer [19] was one of the ﬁrst to determine
experimentally the cavitation compliance for different values of the Thoma number by using
a transfer matrix model based on pressure measurements performed on a reduced scale
model of a Francis turbine. With this method, he also determined the excitation source in
cavitation-free conditions and assumed that it is independent of the Thoma number. Later,
Couston and Philibert [17] proposed a new transfer matrix model taking into account the
wave speed along the draft tube, which is considered as a constant, and the vortex rope
length. Lately, one-dimensional time analysis approaches based on T-shaped equivalent
electrical circuits were introduced [63]. Alligné [2] determined the hydro-acoustic parameters
of the cavitation draft tube ﬂow by means of CFD simulations. He ﬁnally simulated the part
load resonance by injecting the resulting parameters into an one-dimensional model of the
hydraulic circuit. He also introduced an additional hydro-acoustic parameter related to the
thermodynamic dissipation occurring during phase changes. Recently, Landry [53] developed
a novel experimental methodology to identify the hydro-acoustic parameters of the cavitation
vortex rope at part load conditions.
1.5 Thesis Objective
The primary aim of this research work is to gain a better understanding of the underlying
physical mechanisms for the formation of an excitation source induced by the cavitation
vortex rope and the interaction of the latter with the hydraulic system. This is achieved by
experimentally investigating the inﬂuence of the ﬂow parameters on the cavitation vortex
rope dynamics and the hydro-acoustic response of the system with a series of measurements
performed on a reduced scale physical model of a Francis turbine.
In particular, the inﬂuence of the ﬂow discharge on the vortex dynamics is investigated by
performing ﬂow and pressure measurements in the Francis turbine draft tube in cavitation-
free conditions. The ﬂow properties are obtained for a wide range of discharge value by means
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of PIV measurements. Furthermore, the effect of cavitation on the draft tube ﬂow velocity
ﬁelds and the interaction between the excitation source and the hydraulic system is also
investigated by LDV and pressure measurements performed in the draft tube for different
values of the Thoma number.
Another important aspect is to quantify the impact of the propagation of pressure ﬂuctuations
induced by the cavitation vortex rope on the mechanical behaviour of the runner by measuring
the pressure and strain on the runner blades.
Finally, the resulting data forms an extensive database for the validation of CFD simulations
and analytical ﬂow models in the framework of the HYPERBOLE research project (ERC/FP7-
ENERGY-2013-1-Grant 608532).
1.6 Document Structure
Chapter 2 details the experimental apparatus and techniques used on a 1:16 reduced scale
physical model of a Francis turbine installed on the EPFL test rig PF3. A detailed description
of the test rig is provided, as well as the location of the pressure transducers. The experimental
methods used for the draft tube ﬂow ﬁeld investigation and the corresponding set-up, in-
cluding Laser Doppler Velocimetry (LDV), Particle Image Velocimetry (PIV) and high speed
visualization, are presented.
Chapter 3 focuses on the inﬂuence of the ﬂow discharge on the precessing vortex rope dy-
namics. It includes a detailed description of both tangential and axial velocity ﬁelds in the
draft tube cone for a wide range of discharge factor in cavitation-free conditions, as well as a
distinction between three different ﬂow regimes based on pressure ﬂuctuation measurements.
Chapter 4 is dedicated to the study of the inﬂuence of the Thoma number on the velocity ﬂow
ﬁelds in the draft tube cone. The velocity ﬂow ﬁelds measured in cavitation conditions, includ-
ing resonance conditions, are compared with those obtained in cavitation-free conditions for
two particular operating points.
Chapter 5 investigates the inﬂuence of the Froude number on the interaction between the
cavitation vortex rope and the system. A phenomenon of frequency lock-in occurring at low
values of Froude number is notably highlighted.
Finally, Chapter 6 contains the study of the pressure ﬂuctuations propagation through the
runner and its impact on the runner mechanical behavior, with a particular focus on cavitation
and resonance conditions.
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2.1 Reduced scale physical model
The test case is a 1:16 reduced scale physical model of a ν= 0.27 speciﬁc speed Francis turbine
featuring 16 runner blades and 20 guide vanes. The hill chart of the runner is given in Appendix
A. The real generating unit is installed on a hydropower plant located in British Columbia
(Canada) and features a rated output power of 444 MW. It experiences severe pressure surges
at full load conditions, which led to previous experimental studies, including ﬂow ﬁelds
investigation in the draft tube cone in cavitation conditions [59]. The reduced scale physical
model is installed on the EPFL test rig PF3 of the Laboratory for Hydraulic Machines. It allows
for accurate performance tests of reduced scale models of hydraulic machines within an
accuracy better than 0.3 % according to the IEC Standards [42]. The facility is operated in
close-looped conﬁguration and includes two axial double-volute pumps of 400 kW connected
in series permitting to generate the speciﬁed head by adjusting the pumps speed, with a
maximum head of 100 m. The upper part of the hydraulic circuit is displayed in Figure 2.1,
with the reservoir, the diffuser, the spiral casing and the headwater connecting pipes.
P1
P3
P2 P4
P5
Figure 2.1: Reduced scale physical model of a Francis turbine installed on EPFL test rig PF3
[59].
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The ﬂow discharge is adjusted by the guide vane opening of the machine. The Thoma number
σ is set by changing the pressure over the free surface of the reservoir with a vacuum pump.
The turbine speed is regulated by the drive controller of the DC generator. The draft tube cone
is made of Plexiglas, providing an optical access for high speed visualizations of the vortex
rope in cavitation conditions and ﬂow ﬁelds investigation by means of PIV.
2.2 Pressure measurement on the test rig
The dynamic wall pressure is measured by ﬂush-mounted piezo-resistive pressure sensors
installed at different locations of the test rig. They allow for pressure measurements in the
range of 0÷5 bar with a maximum measurement uncertainty of 0.7. In the draft tube cone,
the dynamic wall pressure is measured at two different streamwise positions, respectively
0.39×D 1¯ (upper section) and 1.02×D 1¯ (lower section) downstream the runner outlet (see
Figure 2.3). For each cross-section, 4 pressure sensors are installed, regularly spaced by 90°
(upper section: sensors C1N, C1W, C1S, C1E - lower section: sensors C2N, C2W, C2S, C2E)
in order to decompose the pressure ﬂuctuations at the precession frequency into convective
and synchronous components. A second cone is used for PIV measurements and high-speed
visualizations (see Section 2.3.2). 11 pressure sensors are also regularly distributed in the
headwater connecting pipes of the test rig (sensors P1 → P11) in order to capture its hydro-
acoustic response and the shape of its eigenmodes. Three sensors are arranged in the same
cross-section at the inlet of the diffuser (sensors D2, D3 and D4) and two others sensors are
placed between this section and the downstream reservoir (sensors D0 and D1).
D2
D3
D4
D1
C2W
C2N
C2E
C2S
D0
x
y
z
Reservoir 
wall
Figure 2.2: Cut-view of the upper section of the draft tube cone with the location of the wall
pressure sensors and the diffuser.
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Dynamic wall pressure signals are acquired via an ampliﬁer and a NI-PXI device, mostly with a
sampling frequency of 1′000 Hz and an acquisition time of 180 s, synchronously with the mea-
surement of the test rig parameters, e.g. the shaft torque T , the ﬂow discharge Q, the hydraulic
speciﬁc energy E and the Thoma number σ. According to IEC 60193 Standards requirements,
the ﬂow discharge is measured by means of an electromagnetic ﬂow meter installed in the
headwater connecting pipes of the test rig between the pumps and the model. The hydraulic
speciﬁc energy E is measured by using a differential pressure transducer between the turbine
inlet and the turbine draft tube outlet, which is also used to compute the instantaneous value
of the Thoma number.
2.3 Draft tube ﬂow ﬁeld investigation
The complex and unsteady ﬂow ﬁeld at the runner outlet is investigated in the draft tube cone
by means of non-intrusive optical techniques, such as Laser Doppler Velocimetry (LDV) and
2D-Particle Image Velocimetry (PIV), each one being used depending on the ﬂow conditions
and the presence of cavitation or not in the vortex core. For each type of measurements,
the parameters of the investigated operating conditions are summarized in Appendix B. The
following section describes both optical techniques and the corresponding experimental
setups.
2.3.1 Laser Doppler Velocimetry
Measurement principle
Laser Doppler Velocimetry (LDV) is a non-intrusive optical technique for instantaneous ﬂow
velocity measurements at the position of a control volume formed by the intersection of two
frequency-shifted Laser beams. It is based on the analysis of the light reﬂected by seeding
particles passing through said measurement volume. A detailed overview of the LDV technique
is given in [82]. The intersection of two coherent Laser beams forms an interference fringe
pattern, whose spacing depends of the laser wavelength and the intersection angle of the
beams. By analysing the light scattered by the seeding particles, the velocity component
normal to the fringe direction can be determined, as it only depends of the Doppler frequency
of the scattered signal and the fringe spacing. Different velocity components can be measured
simultaneously by combining several pairs of Laser beams with different wavelengths and
orientation.
Laser Doppler Velocimetry set-up
For the present test case, a two-components Dantec FlowExplorer LDV system is used with a
focal lens of 500 mm, allowing for measurements of simultaneous axial and tangential velocity
components Cm and Cu, respectively. The speciﬁcations of the LDV system are given in
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Table 2.1: Technical speciﬁcations of the LDV system.
Laser
Wavelength Channel 1 660 nm
Wavelength Channel 2 785 nm
Focal length 500 mm
Energy 35 mW / Channel
Model Dantec FlowExplorer
Measurement volume 2.806 mm ×0.1684 mm ×0.1681 mm (Channel 1)
(in air) 3.338 mm ×0.2003 mm ×0.1999 mm (Channel 2)
Burst Spectrum Analyzer
Model Dantec BSA F60
Table 2.1. LDV measurements are performed at two different streamwise positions of the
draft tube cone, respectively 0.39×D 1¯ and 1.02×D 1¯ downstream the runner outlet, see Figure
2.3. For each streamwise position, the LDV probe is set up in two different conﬁgurations,
as illustrated in Figure 2.4, in order to measure the axial and tangential velocity components
along two different diameters of the section, respectively parallel and perpendicular to the
upstream pipe. The LDV probe is mounted on a remotely controlled traversing system for
accurate radial and vertical displacements of the measurement volume to perform a complete
survey of the measurement diameter. For the optical access, Laser-grade parallel windows
with anti-reﬂection coating for wavelengths between 650 and 1000 nm are used. Hollow glass
spheres of 10 μm with a density of 1100 kg ·m−3 are used as seeding particles.
LDV section 1 x
y
LDV section 2
z
1.02 × D
1
  
0.39 × D
1
  
Figure 2.3: Vertical cut-view of the reduced scale model, with the streamwise position of the
LDV measurement sections.
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(b) Laser probe aligned with the y-axis
Figure 2.4: Experimental setup for the LDV measurements with the data acquisition ﬂow chart.
The LDV probe is set up in two different conﬁgurations, parallel and perpendicular to the
feeding pipe of the machine.
Measurement procedure
The ﬂow velocity components Cm and Cu are measured along the axes x and y for both
sections 1 and 2 by varying the radial position of the measurement volume with the traversing
system. In the vicinity of the cone wall, the measurement volume is moved by steps of 1 mm
and the LDV measurements are not synchronized with the wall pressure measurements.
Beyond 10 mm from the cone wall, the ﬂow velocity components are measured synchronously
with the wall pressure measurements each 10 mm with an acquisition time of 180 s. An
external trigger is provided by the BSA processor to ensure the synchronization between the
LDV system and the wall pressure measurements. The setup and the acquisition chain for the
LDV measurements are presented in Figure 2.4.
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2.3.2 Particle Image Velocimetry
Measurement principle
Particle Image Velocimetry (PIV) is another type of non-intrusive optical technique for ﬂow
velocity measurements. It is based on the comparison between two consecutive images of
the ﬂow seeded with particles and illuminated by a double pulsed Laser sheet. An overview
of the PIV technique is available in Raffel et al. [69]. The images are divided into a certain
number of windows, called Interrogation Areas (IA). The average particle displacement vector
is computed for each IA by a cross-correlation between the two consecutive images. As the
time lag between the two consecutive images is known, the corresponding average particle
velocity vector (in pixels/s) can be determined for each IA. By using a calibration image, the
correspondence between the displacement in pixels and the displacement in meters can be
determined, yielding ﬁnally a velocity vector map in the 2D-plane of the Laser sheet.
Particle Image Velocimetry set-up
In the present test-case, the 2D-velocity ﬁelds are measured in three different horizontal
cross-sections of the draft tube cone. The reduced scale physical model installed on the PF3
test rig is presented in Figure 2.5, together with the setup for the PIV measurements. The
measurement sections are situated respectively 0.39×D 1¯, 0.75×D 1¯ and 1.02×D 1¯ downstream
the runner outlet, as illustrated in Figure 2.6. Their diameters are equal to 1.05×D 1¯, 1.1×D 1¯
and 1.19×D 1¯, respectively. A second cone is used, featuring a ﬂat waterbox and 4 pressure
sensors distributed in two different cross-sections, 0.39×D 1¯ and 1.02×D 1¯ downstream the
runner outlet.
Feeding pipe
Flow
Direction
Laser
Pressure Sensors
Vertical cut-view 
of the optical access
CCD Camera
Flat waterbox
Figure 2.5: Experimental setup for the PIV measurements in horizontal cross-sections of the
draft tube cone together with a cut-view of the optical access.
16
2.3. Draft tube ﬂow ﬁeld investigation
Table 2.2: Technical speciﬁcations of the PIV system.
Laser
Wavelength 532 nm
Energy 200 mJ
Type double-pulsed Nd:YAG laser
Model Litron DualPower
Camera
Resolution 2048 × 2048 pixels
Lens 60 mm
Filter none
Model Dantec FlowSense EO 4M
The Laser sheet of roughly 2 mm-thickness is generated by a double-pulsed Nd:YAG Laser and
a cylindrical lens. The time interval between two consecutive pulses is adjusted according to
the average axial velocity of the ﬂow to limit the out of plane particle displacement to 1/10 of
the laser sheet thickness (for instance, Δt = 75 μs for a discharge equal to Q = 0.320 m3 · s−1
in measurement section 3). A ﬂat waterbox is used to minimize the optical deformation of
the laser sheet induced by the conical shape of the cone. The images are recorded by a CCD
camera placed perpendicularly to the laser sheet at the bottom of the draft tube elbow. A
curved Plexiglas window ﬁtting the shape of the draft tube elbow is installed to provide an
optical access for the camera. The latter is aligned with the coordinate system of the test rig
to measure directly the velocity components Cx and Cy corresponding to this system. For
the seeding particles, standard 20 μm polyamide particles are used as the PIV measurements
are performed in cavitation-free conditions. The speciﬁcations for the PIV system, including
camera and Laser, are given in Table 2.2.
0.39 × D
1
  
PIV section 1
PIV section 3
y
z
x
1.02 × D
1
  
D
0.75 × D
1
  
PIV section 2
Figure 2.6: Side-view of the draft tube cone with the streamwise positions of the PIV measure-
ment sections.
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The PIV system is set up in a second conﬁguration to measure the axial velocity ﬁelds at the
runner outlet in the meridional section of the draft tube cone. The Laser is mounted parallel
to the upstream pipe, the Laser sheet intersecting vertically the draft tube cone. For this
conﬁguration, the optical access for the camera is provided by the ﬂat waterbox.
Calibration
The curved Plexiglass window used for the optical access during horizontal PIV measurements
induces a very strong no-linear optical distortion. Consequently, particular attention must be
paid to the calibration procedure. For each measurement section, a calibration image is taken
with a circular dotted target, which covers exactly the measurement section. Moreover, the
camera is placed on a support ﬁxed on the draft tube elbow in order to preserve the position
of the camera when the draft tube elbow is uninstalled for removing the calibration target. For
the vertical PIV measurements, a trapezoidal dotted target is used, covering completely the
meridional vertical section of the cone from 0.39×D 1¯ to 1.02×D 1¯ downstream the runner
outlet.
Measurement procedure
The primary objective of the PIV measurements is to recover properly the periodical behaviour
of the velocity ﬁeld over one precession period. For this purpose, a phase averaging procedure
is performed by using a pressure signal measured in the cone as a reference (see Section 3.4.2).
For the present test-case, the relative irregularity of the pressure signals does not permit to
perform phase-locked PIV measurements. To overcome this problem, the possibility for the
PIV system to deliver a continuous output voltage signal during the measurements is used.
This signal, referred as the Q-switch voltage, features a peak each time the Laser releases a
pair of pulses. Each peak corresponds therefore to the acquisition of one pair of images by
the PIV system. For a given operating point, the PIV data are acquired continuously with a
sampling frequency of 10 Hz, while the Q-switch voltage and the wall pressure signals are
recorded synchronously with a sampling frequency of 1′000 Hz. For each operating point, a
total of 10′000 pairs of images are acquired, corresponding to an acquisition time of 1′000 s
for the pressure signal and the Q-switch voltage. An example of signals is shown in Figure 2.8
for a shortened sample.
Image post-processing
Each image from the camera is ﬁrst dewarped using a third order polynomial imaging model
ﬁt, based on the calibration described above. Instantaneous velocities are then obtained by
applying an adaptative cross-correlation method to each dewarped image pair. It adapts the
size and the shape of the interrogation areas (IA) to local seeding densities and ﬂow gradients.
The minimum size for the IA is set to 16×16 pixels. Moreover, an universal outlier detection
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algorithm is used in order to suppress the eventual outlier vectors produced by undesirable
effects such as reﬂection or passage of gas bubbles through the Laser sheet. The algorithm
replaces the outlier vectors by the the average of the neighboring vectors within a window of
5×5 velocity vectors. Finally, it results in instantaneous velocity ﬁelds containing 272×241
velocity vectors for the horizontal PIV measurements. The corresponding spatial resolution is
equal to Δx =Δy = 1.54 mm, 1.62 mm and 1.68 mm for the sections 1, 2 and 3 respectively.
Pressure 
sensors
Q-switch
voltage
PXI Amplifier
Recorded images
Trigger
PIV Laser
Camera
Trigger
Signal
Figure 2.7: Upstream view of the reduced scale physical model, together with both PIV setup
and PIV data acquisition ﬂow chart.
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Figure 2.8: Wall pressure coefﬁcient Cp measured in the draft tube cone (black solid line),
together with the Q-switch voltage signal from the PIV Laser (red solid line).
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2.4 Flow visualization
The cavitation precessing vortex rope is visualized in the draft tube cone by means of a high-
speed camera. To limit the optical deformations induced by the conical surface of the cone
wall, a ﬂat waterbox is installed on the draft tube cone. An uniform LED screen is installed
as a back light to provide a good contrast between the gaseous and the liquid phases. The
technical speciﬁcations of the visualization equipment are given in Table 2.3. The images
are acquired by the camera with a sampling frequency set at 1′000 Hz, which corresponds
to the sampling frequency for the pressure signals acquisition. A trigger is provided by the
camera to the NI-PXI device to synchronize the high-speed visualization and the dynamic wall
pressure measurements. The setup for the high-speed visualization is presented in Figure 2.9,
together with the acquisition chain. Examples of individual images of the cavitation vortex
rope extracted from the same visualization are provided in Figure 2.10. The corresponding
time history of two wall pressure coefﬁcients Cp measured in the draft tube cone (positions
C1N and C1S) is also given.
Table 2.3: Speciﬁcations for the visualization equipment.
Camera
Model Photron FastCam SA1.1
Maximum resolution 1024×1024 pixels
Maximum frame rate 675’000 fps
LED screen
Model PHLOX LEDW-BL-550X400-MSLLUB-Q-1R-24V
Dimension 550×400 mm
zx
y
High Speed 
Camera
LED 
screenlight
Water Box
Trigger
Video
Amplifier PXI
Pressure 
sensors
Figure 2.9: Setup for the high-speed visualizations of the cavitation vortex rope, together with
the data ﬂow between the high-speed camera and the PXI device.
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(1) (2) (3) (4) (5)
(6) (7) (8) (9) (10)
(a) Snapshots of the cavitation vortex rope
0 2 4 6 8 10
−0.1
0
0.1
0.2
C
p
(-)
n × t   (-) 
sensor C1N
sensor C1S
(1) (5) (10)
(b) Corresponding wall pressure coefﬁcients
Figure 2.10: Snapshots of the cavitation vortex rope at different instants of the same precession
cycle, together with the corresponding time history of two wall pressure coefﬁcients measured
in the same cross-section of the draft tube cone (positions C1N and C1S) - QED = 0.128,
σ= 0.17 (resonance conditions).
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3 Precessing vortex core in cavitation-
free conditions
3.1 Introduction
At part load conditions, the ﬂow at the runner outlet is characterized by its complex, turbulent
and unsteady nature due to the development of the precessing vortex core wrapped around
a recirculation zone in the draft tube [38]. The dynamics of the precessing vortex core in
terms of precession frequency and structure strongly depend on the ﬂow parameters, such as
the Reynolds number and the swirl number, as shown in different engineering applications
involving swirling ﬂows [34, 45]. In the case of Francis turbines, a decrease of the ﬂow discharge
below the value at the BEP involves an increase of the tangential velocity component at the
runner outlet, combined with a decrease of the axial velocity component, resulting in an
increase of the swirl intensity. The inﬂuence of the ﬂow discharge on the vortex core dynamics
and the induced excitation source is not very well-documented and this chapter attempts to
ﬁll this gap.
For this purpose, the dynamics of the precessing vortex core are investigated in a wide range
of part load operating conditions and a link between the intensity of the excitation source
and the vortex dynamics is highlighted. The inﬂuence of the discharge factor on the vortex
structure and the vortex parameters, such as the trajectory and the circulation, is studied
by means of PIV. The measurements are carried out in cavitation-free conditions in order
to suppress the inﬂuence of additional parameters linked to the two-phase ﬂow. Indeed,
cavitation development in the draft tube decreases the eigenfrequency values of the hydraulic
system [54], leading to the risk of resonance [32]. Moreover, the onset of cavitation in the
vortex core is inclined to inﬂuence the vortex dynamics and therefore the resulting excitation
source.
Preliminary pressure ﬂuctuation measurements are performed in the entire test rig in order
to investigate the inﬂuence of the discharge factor on both the precession frequency and
the amplitude of the pressure ﬂuctuations. Based on these results, a distinction between
three different ﬂow regimes is made. The tangential ﬂow ﬁeld at the runner outlet is then
investigated by means of PIV in three horizontal cross-sections of the draft tube cone for
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different values of the discharge factor, for which a periodical pressure oscillation is observed.
Based on the mean phase averaged velocity ﬁelds, the vortex parameters are determined for
each value of the discharge factor. The axial ﬂow ﬁeld is also investigated at the runner outlet
by PIV in a meridional cross-section section of the draft tube cone, in order to quantify the
inﬂuence of the discharge factor on the axial recirculation zone and the swirl number of the
ﬂow.
3.2 Deﬁnition of the excitation source
The precession of the vortex core in the draft tube at part load conditions acts as an excitation
source for the hydraulic circuit by inducing the propagation of synchronous pressure pulsa-
tions at the precession frequency. In one-dimensional hydro-acoustic models, the excitation
is commonly modeled as a pressure source term in the axial momentum equation, which is
deﬁned by its amplitude, frequency and position in the draft tube [2, 53].
The exact physical mechanisms driving the excitation source remain unclear. However, Nishi
et al. [65] showed that the presence of the elbow is the main cause for the establishment
of synchronous pressure pulsations by comparing the pressure ﬂuctuations induced by the
precessing vortex core in elbowed and rectilinear draft tubes. Later, Fanelli [28] analytically
conﬁrmed these results. Two different mechanisms of excitation are highlighted, which only
depend on the presence of the elbow. First, it is shown that the precession of the vortex core
creates a periodical pressure difference between the inlet and outlet sections of the elbow.
Finally, the ﬂow is subject to ﬂow separation at the intrados of the draft tube elbow, as observed
in simple applications with elbowed pipe [76]. The precession of the vortex core in the elbow
periodically distorts the ﬂow separation zone area, giving rise to a periodical ﬂuctuation of the
pressure recovery p˜recov (t ) at the precession frequency in the diffuser.
The amplitude (or intensity) of the excitation source can therefore be deﬁned as the amplitude
of the pressure source term which is induced by the two effects described above.
3.3 Identiﬁcation of ﬂow regimes by pressure measurements
The discharge factor is ﬁrst modiﬁed by steps of ΔQED = 0.05 in cavitation-free conditions
from 100 % to 50 % of the value Q∗ED at the BEP. The speed factor nED is kept constant at
the rated value of nED = 0.288. The runner frequency n and the hydraulic speciﬁc energy E
are equal to n = 13.33 Hz and E = 263 J ·kg−1, respectively. For each value of the discharge
factor, pressure measurements are carried out in order to highlight the behaviour of both
the precession frequency and the amplitude of the synchronous and convective pressure
components. Oscillations at a distinct frequency equal to about 0.25×n are observed in the
pressure signals for QED < 0.85×Q∗ED . It indicates the development of a coherent precessing
vortex core in the draft tube cone, inducing pressure ﬂuctuations in the hydraulic system
at the precession frequency. The time history of a wall pressure coefﬁcient Cp measured in
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the upstream pipe (location P1) is given in Figure 3.1 for two different values of discharge
factor, QED/Q∗ED = 0.9 and QED/Q∗ED = 0.83, together with the corresponding auto-spectral
density functions. The frequency is made dimensionless by the runner frequency n and the
auto-spectral density functions are only represented in the range of frequency f /n = [0−0.8],
as the phenomenon of interest for the present test-case occurs at low frequencies.
For values of the discharge factor QED/Q∗ED > 0.85, the pressure signals are mainly dominated
by random ﬂuctuations, with no distinct periodical behavior. For values of the discharge factor
QED/Q∗ED < 0.85, a distinct peak appears in the auto-spectrum at a low frequency equal to
about 0.25×n. In the following, the investigation will be focused on discharge factors between
0.50×Q∗ED and 0.85×Q∗ED , as the precessing vortex core does not occur beyond this range
or it is not intense enough to induce clear periodical ﬂuctuations in the pressure signal and
thereby in the ﬂow velocity signals.
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Figure 3.1: Auto-spectral density function of a pressure signal measured in the feeding pipe of
the machine (position P1) for QED/Q∗ED = 0.9 (left) and QED/Q∗ED = 0.83 (right).
3.3.1 Pressure ﬂuctuations in the headwater connecting pipe
As the measurements are performed in cavitation-free conditions, it is assumed that the eigen-
frequencies of the system are sufﬁciently high to avoid any ampliﬁcation of the synchronous
pressure component, which is identiﬁed as the hydro-acoustic response of the system, through
resonance. Therefore, the inﬂuence of the discharge factor on the excitation intensity can
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be quantiﬁed by measuring pressure ﬂuctuations directly in the headwater connecting pipe,
where they are purely synchronous.
For values of the discharge factor between 85 % and 50 % of the value at the BEP, the precession
frequency is determined by computing the auto-spectral density function of the pressure
signal measured in the feeding pipe (location P1). The inﬂuence of the discharge factor on
its value is given in Figure 3.2-a. The precession frequency is made dimensionless by the
runner frequency n. The precession frequency is observed at the same value at the other
locations of the test rig, including the diffuser. The amplitude at the precession frequency
of the synchronous pressure ﬂuctuations corresponds to the auto-spectral amplitude of the
pressure signal measured in the upstream pipe. The inﬂuence of the discharge factor on its
value is given in Figure 3.2-b. For both ﬁgures, the discharge factor is expressed as a fraction of
the value at the BEP.
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Figure 3.2: (a) Precession frequency made dimensionless by the runner frequency and (b)
auto-spectral amplitude at the precession frequency as a function of the discharge factor. The
pressure signal is measured in the feeding pipe (location P1).
According to the results presented in Figure 3.2, three different ﬂow regimes are identiﬁed,
characterized by different types of evolution for both the precession frequency and the pres-
sure ﬂuctuations amplitude. Within the ﬁrst regime, i.e. for QED values between 78 % and
85 % of the value at the BEP, the precession frequency remains quasi-constant and is equal
to about 0.26×n. The amplitude of the synchronous pressure ﬂuctuations at this frequency
increases when the discharge decreases. It remains however relatively low, indicating a weak
excitation source. From 62 % to 78 % of the value at the BEP, the precession frequency in-
creases linearly from 0.26×n to 0.34×n as the discharge decreases. In parallel, the amplitude
of the pressure ﬂuctuations increases and reaches its maximum at QED = 0.65×Q∗ED , which
indicates a signiﬁcant increase of the excitation source strength in this segment. Below the
value QED = 0.62×Q∗ED , the results suggest that the dynamics of the precessing vortex rope is
drastically modiﬁed. The precession frequency does not follow a particular law anymore and
the amplitude of the pressure ﬂuctuations swiftly decreases, indicating that the strength of the
excitation source is signiﬁcantly reduced.
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The time history of the pressure coefﬁcient Cp measured in the feeding pipe (location P1)
is given in Figure 3.3 for two different values of discharge factor, QED/Q∗ED = 0.65 (Regime
2) and QED/Q∗ED = 0.58 (Regime 3), together with the corresponding auto-spectral density
functions. The pressure signal measured at QED/Q∗ED = 0.65 features a well-deﬁned periodical
ﬂuctuation at a distinct frequency equal to 0.33×n, visible in the auto-spectral density function
of the signal. This type of spectra is obtained for all the values of discharge factor between 62 %
and 85 % of the value at the BEP. However, at QED = 0.58×Q∗ED , the energy at the precession
frequency, equal to 0.35×n, is spread over a broader range of frequencies, indicating a loss of
periodicity in the pressure signal, and thereby in the ﬂow structure.
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Figure 3.3: Auto-spectral density function of a pressure signal measured in the upstream pipe
(position P1) for QED/Q∗ED = 0.65 (left) and QED/Q∗ED = 0.58 (right).
3.3.2 Pressure ﬂuctuations in the draft tube cone
The coherence between two pressure signals measured in the same cross-section of the draft
tube cone is computed for each value of discharge factor [9]. The inﬂuence of the discharge
factor on its value at the precession frequency is presented in Figure 3.4 for two pairs of
pressure signals. It must be noticed that the precession frequency observed in the draft tube
cone and in the headwater connecting pipes are identical. The coherence is almost equal to 1
in Regime 2 and suddenly falls when the value of the discharge factor is decreased below the
value QED = 0.62×Q∗ED , conﬁrming the transition of the unsteady behavior of the ﬂow from a
periodical nature to an increasingly stochastic nature.
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Figure 3.4: Coherence at the precession frequency between two pressure signals measured in
the same cone cross-section as a function of the discharge factor.
Pressure ﬂuctuations at the precession frequency in the draft tube cone can be decomposed
into the convective and the synchronous components, respectively [20]. Four sensors located
in the same cross-section of the draft tube cone and regularly spaced allow determining both
components in the time domain, as demonstrated in Appendix D. Here, the decomposition is
performed by using the pressure sensors located in the upper section of the draft tube cone
(locations C1N, C1E, C1S, C1W), 0.39×D 1¯ downstream the runner outlet. For each value of
the discharge factor, the synchronous component Csynp (t ) is computed in the time domain by
averaging the 4 pressure coefﬁcients Cip (t ) at each instant t :
Csynp (t )=
1
4
4∑
i=1
Cip (t ) (3.1)
with i = 1...4 the index of the pressure sensors. For each pressure sensor i , the convective
component Cconv,ip (t ) is then determined as following:
Cconv,ip (t )=Cip (t )−Csynp (t ) (3.2)
The auto-spectral density function of both synchronous and convective components is com-
puted. The inﬂuence of the discharge factor on its amplitude at the precession frequency is
given for each component in Figure 3.5. he inﬂuence of the discharge factor on the ampli-
tude of the synchronous component in the draft tube cone is similar to that observed for the
amplitude of the pressure ﬂuctuations measured in the feeding pipe. It is at its maximum
for a discharge factor equal to QED = 0.65×Q∗ED and it quickly decreases after the transition
between the regimes 2 and 3. The amplitude of the convective component follows a similar
evolution, with a rise from QED = 0.85×Q∗ED to QED = 0.65×Q∗ED and a decrease below this
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point. It indicates a possible enlargement of the vortex rope trajectory when the value of the
discharge factor is decreased within the regime 2.
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Figure 3.5: Amplitude of the auto-spectral density function at the precession frequency of both
convective and synchronous pressure components (upper section of the cone) as a function
of the discharge factor.
3.3.3 Cavitation inﬂuence on the ﬂow regimes
The pressure in the draft tube is now decreased by reducing the pressure over the free surface
in the reservoir to promote the cavitation development and make the vortex core visible.
The Thoma number is set to the value σ = 0.11, which corresponds to the prototype value
for the present test-case. As previously, the value of the discharge factor is modiﬁed step
by step from 100 % to 50 % of the value at the BEP. The inﬂuence of the discharge factor
on the precession frequency and the coherence at the precession frequency between two
pressure signals measured in the draft tube cone (C1S-C1E) is presented in Figure 3.6. The red
points correspond to the operating points for which a visualization is provided in Figure 3.7.
Similar ﬂow regimes are observed in cavitation conditions, with however a slight shift. The
regime 1, which is characterized by a constant precession frequency, continues to the point
QED = 0.75×Q∗ED whereas the regime 2, for which the precession frequency evolves linearly
with the discharge factor, is comprised between QED = 0.85×Q∗ED and QED = 0.60×Q∗ED .
A sudden decrease in the coherence between the pressure signals is observed beyond the
transition from regimes 2 to 3, similarly to what is observed in cavitation-free conditions.
Visualizations of the cavitation vortex rope are presented in Figure 3.7 for different values of
the discharge factor, each one corresponding to a given ﬂow regime. The cavitation volume
observed in the regime 1 (QED = 0.81×Q∗ED ) is not very well-developed and its limits are
poorly deﬁned, while the precession motion of the vortex rope is weak. In the regime 2,
represented by the visualization at QED = 0.64×Q∗ED , the limits of the cavitation vortex are
well-deﬁned and stable while the precession motion of the vortex rope is more important.
After the transition from regimes 2 to 3, illustrated by the visualization at QED = 0.55×Q∗ED ,
the large cavity initially present within the limits of the vortex core has almost disappeared,
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conﬁrming the loss of coherence in the ﬂow structure and a strong decrease of the vortex
strength.
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Figure 3.6: Inﬂuence of the discharge factor on both the coherence at the precession frequency
between two pressure signals and the precession frequency. The pressure signals are measured
in the draft tube cone (locations C1S-C1E) - σ=σplant = 0.11.
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Figure 3.7: Visualizations of the cavitation vortex rope for different values of the discharge
factor - σ=σplant = 0.11.
3.4 Methodology for PIV measurements
In this section, the methodology used for the post-processing of the PIV measurements is
described, as well as a description of the investigated operating conditions.
3.4.1 Flow parameters
PIV measurements are performed in the draft tube cone to measure both tangential and axial
velocity ﬁelds at different values of the discharge factor for which an oscillation is observed
in the pressure signals, conﬁrming the development of a precessing vortex core in the draft
tube cone. The parameters of the investigated operating conditions are summarized in Table
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3.1. The point 1 corresponds to the ﬂow regime 1, the points from 2 to 5 correspond to the
regime 2 and the points 6 and 7 correspond to the regime 3. As mentioned previously, the
precessing vortex core tends to lose its coherence after the transition from ﬂow regimes 2 to
3 (QED/Q∗ED < 0.62), resulting in a loss of periodicity in the ﬂow structure and thereby in the
pressure signals. This effect is particularly important for the operating point QED/Q∗ED = 0.55,
making the achievement of a reliable phase averaging for the velocity ﬁelds impossible.
Table 3.1: List of the operating points investigated by PIV.
Point QED (−) Q (m3 · s−1) QED/Q∗ED (−) Re (−) Regime
1 0.161 0.320 0.81 1.11 ×106 1
2 0.155 0.308 0.78 1.07 ×106 2
3 0.145 0.288 0.74 1.00 ×106 2
4 0.135 0.268 0.68 0.93 ×106 2
5 0.128 0.255 0.64 0.89 ×106 2
6 0.12 0.239 0.60 0.83 ×106 3
7 0.11 0.219 0.55 0.76 ×106 3
The only parameter modiﬁed during this investigation is the ﬂow discharge. However, it
is expected that a change of the discharge value strongly inﬂuences the dynamics of the
precessing vortex core. Indeed, a decrease of the ﬂow discharge at a ﬁxed speed factor nED
leads to a decrease of the axial velocity Cm1¯ and an increase of the tangential velocity Cu1¯
at the runner outlet. It results in an increase of the swirl intensity, which is the main driving
parameter for the development of the precessing vortex rope. The swirl intensity is commonly
characterized by a dimensionless number, the swirl number S, which is deﬁned by Gupta et al.
[38] as the ratio between the axial ﬂux of angular momentum Gθ and the axial ﬂux of axial
momentum Gz :
S = Gθ
GzR
=
∫R
0 ρ ·Cm ·Cu · r 2dr
R
∫R
0 ρ ·Cm2 · r ·dr
(3.3)
In the previous expression, the turbulent stress and pressure terms have been omitted, as
they are difﬁcult to obtain. The swirl number will be evaluated by using the time-averaged
axial and tangential velocity proﬁles obtained by PIV measurements. In terms of turbulence, a
modiﬁcation of the discharge value alters also the Reynolds number, which is deﬁned in the
present test-case by:
Re = Cq1¯D 1¯
μ
= 4Q
πD 1¯ν
(3.4)
31
Chapter 3. Precessing vortex core in cavitation-free conditions
with ν the kinematic viscosity andCq1¯ the average axial velocity computed at the runner outlet.
For the investigated operating conditions, the Reynolds number is in the order of 106 (Table
3.1), indicating a fully developed turbulent ﬂow in the draft tube cone. Therefore, it is assumed
that the precession frequency and the pressure ﬂuctuations amplitude are independent of
viscous effects, as reported by Cassidy and Falvey [14]. More recently, Ingvorsen et al. [45]
conﬁrmed this in the case of a model of a two-stroke engine.
3.4.2 Mean phase averaging
Phase averaging for the pressure signals
At part load conditions, the velocity ﬁelds in the draft tube cone and the pressures feature a
well-deﬁned periodical behaviour at the precession frequency. Therefore, the corresponding
velocity and pressure signals can be decomposed as [70]:
C (x, t )=C (x)+C˜ (x, t )+C ′(x, t ) (3.5)
p(x, t )= p(x)+ p˜(x, t )+p ′(x, t ) (3.6)
where C (x) and p(x) are the time-average values of the velocity and pressure at a given spatial
position x, C˜ (x, t) and p˜(x, t) the pure periodical components and C ′(x, t) and p ′(x, t) the
incoherent ﬂuctuations due to the turbulent background noise. Small variations of the period
and the ﬂuctuations amplitude are observed fromoneprecession cycle to another, as the vortex
rope precession does not have a purely deterministic nature and can experience variations
between cycles. The possible reasons are the random ﬂow component induced by the fully-
developed turbulence and the potential ﬂuctuations generated by the test rig control (runner
and pump speeds). However, the periodical component of both pressure and velocity signals
can be extracted by using a mean phase averaging. For this purpose, the different individual
precession cycles are identiﬁed in a reference pressure signal. The latter is ﬁrst low-pass
ﬁltered and the individual precession cycles are identiﬁed through their minimum values,
corresponding to the passage of the vortex rope in the vicinity of the pressure sensor. The
different precession cycles are then superimposed in the same period [0,2π], which is divided
into a certain number of windows. Typically, a number of windows equal to 90 is used, each
one corresponding to 4◦ of the precession cycle. All the pressure samples corresponding to the
same phase window are averaged together to obtain the mean pressure value for this phase
window. The different steps of the mean phase averaging procedure are presented in Figure 3.8,
which includes the raw reference pressure signal, the corresponding ﬁltered pressure signal
and ﬁnally the mean phase averaged signal. The large phase difference observed between the
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signals in Figures 3.8-a and 3.8-b is induced by the ﬁltering but it does not affect the mean
phase averaging.
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Figure 3.8: Mean phase averaging of a wall pressure signal measured in the draft tube cone
(location C1N). A total number of 4400 precession cycles was used for the calculation.
The mean phase averaging of pressure signals was applied in a case of a self-excited cavitation
vortex rope observed at full load conditions [60, 62]. In this research work, the different
pressure cycles are isolated by deﬁning an analytical signal z(t ) whose argument is interpreted
as the instantaneous phase of the pressure signal [9]. It permits to identify the passage from
one cycle to another. In the present study, this method provides similar results to those
obtained with the method based on the minimum pressure level.
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Phase averaging for the velocity ﬁelds
Contrary to LDV, the PIV technique does not allow for continuous measurements of the ﬂow
velocity components with a sampling frequency sufﬁciently high to capture the periodical
ﬂuctuations, as the maximum sampling frequency is equal to 10 Hz for the used system. To
overcome this problem, different authors [61, 58] performed phase-locked PIV measurements
by triggering directly the PIV acquisition with the level of a reference pressure signal. In
this conﬁguration, the PIV system acquires a pair of images at each moment for which the
reference pressure signal is at a given level. The instantaneous velocity ﬁelds corresponding
to the same pressure level are then averaged together. However, this methodology does not
permit to take into account the variations of the period length and the pressure ﬂuctuations
amplitude from one cycle to another.
In the present study, the voltage of the internal trigger of the PIV system (Q-switch) is used
to determine a unique time stamp for each recorded pair of images, which later enables the
phase averaging. Hence, each voltage peak in Figure 3.9 corresponds to a PIV acquisition. For
a given operating point, the PIV data are acquired continuously with a sampling frequency of
10 Hz, while the Q-switch voltage and the pressure signals are recorded synchronously with a
sampling frequency of 1′000 Hz. For each operating point, a total of 10′000 pairs of images are
acquired. An example of signals is shown in Figure 3.9 for a shortened sample.
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Figure 3.9: Reference pressure signal (black solid line) and voltage signal from Q-switch laser
(red solid line). The limits of the successive precession cycles are indicated by the dashed
black line in the right-handed ﬁgure.
To compute the mean phase averaged velocity ﬁelds, a reference pressure signal measured in
the draft tube cone 0.39×D downstream the runner outlet is used. After applying a low-pass
ﬁlter to the pressure signal, the different precession cycles are easily deﬁned by the position
of the local pressure minima. Each cycle, corresponding to a period of 2π, is then divided
into 90 phase windows of 2π/90 (4°) width. The velocity ﬁelds measured inside a given phase
window over the entire acquisition time, identiﬁed by the corresponding Q-switch voltage
peaks, are then averaged together. This results in 90 mean phase averaged velocity ﬁelds,
representing the ﬂow behaviour over one typical precession period. As the distribution of
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the pairs of images in the different phase windows is random, the number of instantaneous
velocity ﬁelds averaged for a given phase window typically varies from 90 to 120.
The statistical convergence of the ﬁnal velocity ﬁelds is checked by investigating the inﬂu-
ence of the number of averaged instantaneous velocity ﬁelds Nf on the value of the veloc-
ity components Cx and Cy . Two examples are presented in Figures 3.10 and 3.11 for two
given spatial positions situated in the PIV measurement section 3, (x1, y1)= (R/4,−R/2) and
(x2, y2)= (−R/8,3R/8), where R is the section radius. The point (x1, y1) is situated within the
boundaries of the vortex core whereas the point (x2, y2) corresponds to the zone of irrotational
ﬂow. It is checked that 90 instantaneous velocity ﬁelds are sufﬁcient to reach a satisfactory
statistical convergence of the velocity components.
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Figure 3.10: Inﬂuence of the number of instantaneous velocity ﬁelds used for the mean
phase averaging on the value of the velocity components Cx and Cy at the spatial position
(x, y)= (R/4,−R/2) (section 3).
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Figure 3.11: Inﬂuence of the number of instantaneous velocity ﬁelds used for the mean
phase averaging on the value of the velocity components Cx and Cy at the spatial position
(x, y)= (−R/8,3R/8) (section 3).
An example of one instantaneous velocity ﬁeld is given in Figure 3.12, together with the
corresponding phase averaged velocity ﬁeld. Here, only a small fraction of the measurement
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section is represented in order to visualize the centre of the vortex. It can be noticed that the
position of the vortex centre in the instantaneous velocity ﬁeld does not exactly correspond to
the one in the mean phase averaged velocity ﬁeld. The dispersion of the vortex centre position
due to the irregularity of the vortex precession will be discussed in Section 3.5.
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Figure 3.12: Example of one instantaneous velocity ﬁeld, together with the corresponding
phase averaged velocity ﬁeld for the relative phase θ = 10π/6 of the precession period.
Fourier series decomposition
The procedure of mean phase averaging is supposed to extract the periodical component of
the velocity ﬁelds. However, a residue of noise remains in the ﬁnal velocity ﬁelds. Therefore,
a pure ﬁlter is applied to the evolution of each phase averaged velocity component with the
phase by using a Fourier series decomposition. For a given spatial position x, the Fourier
series decomposition of the velocity component Cy (or Cx) can be expressed as:
Cy(x, t )=
N∑
n=1
An cos(2π · frope ·n · t +θn) (3.7)
with An and θn the amplitude and the phase of the nth harmonics, respectively. They can be
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computed as following [9]:
An =
√
a2n +b2n
θn = arctan(bn/an)
(3.8)
where the coefﬁcient an and bn are given by:
an = 2
Trope
∫Trope
0
Cy(t ) ·cos(2π ·n · frope t ) ·dt
bn = 2
Trope
∫Trope
0
Cy(t ) · sin(2π ·n · frope t ) ·dt
(3.9)
Trope and frope correspond to the mean precession period and frequency, respectively. They
are obtained by averaging the length of all the different precession cycles identiﬁed during
the procedure of phase averaging. The evolution of the mean phase averaged velocity com-
ponents with respect to the phase of the precession cycle is replaced by their Fourier series
decomposition by computing the coefﬁcients an and bn for a given number of harmonics.
The number of harmonics is limited to N = 3, as it is sufﬁcient to neglect the contribution of
the higher-order harmonics. A comparison between the direct experimental results and those
obtained after applying the truncated Fourier series decomposition is presented in Figure 3.13
for the proﬁle of the velocity component Cy along the axis x and its evolution with the phase
at the spatial position (x, y)= (0,0).
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Figure 3.13: Comparison between the direct experimental results and those obtained by
applying a truncated Fourier series decomposition for the velocity component Cy .
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Martinelli et al. [58] similarly found that the contribution of the higher-order harmonics are
negligible, by ﬁtting the power density function of velocity components measured by means
of LDV survey with an analytical expression. In the following, the velocity ﬁelds obtained
after applying the Fourier series decomposition are used to describe the dynamics of the
precessing vortex core and to determine its parameters, such as the vortex circulation and
vortex trajectory.
3.4.3 Vortex parameters
This section described the different post-processing methods used for the extraction of the
main vortex characteristics, such as the vortex centre, the vortex core limits and the circulation.
Determination of the vortex centre
Large-scale vortical structures can be identiﬁed by different techniques. For instance, the
vorticity is a good and common indicator for the presence of vortices. However, in complex
ﬂows, a region of high vorticity does not necessary feature a swirling motion, as a region of
strong shear can also exhibit a high vorticity. Alternatively, Jeong and Hussain [48] gave a
deﬁnition of a vortex by introducing the λ2-criterion, which is based on the computation of
velocity gradients. The scalar λ2 corresponds to the second largest eigenvalues of the tensor
S2+Ω2, with S the strain tensor andΩ the vorticity tensor. The vortex core is identiﬁed as the
region featuring negative values of the scalar λ2. The λ2-criterion has been used by several
researchers for the detection of the precessing vortex core, as Martinelli et al. [58] and Cala
et al. [13].
However, in the case of a highly turbulent ﬂow, the techniques based on velocity gradients
computation are not really well-adapted for the detection of the vortex centre in the case of an
instantaneous velocity ﬁeld. Graftieaux et al. [36] proposed an algorithm to identify the vortex
centre without computing any velocity gradients. They introduced a dimensionless scalar γ1
which is deﬁned at a position P for a velocity ﬁeld sampled at discrete spatial locations by:
γ1 (P )=
1
N
∑
S
( PM∧C (M)) · z
‖ PM‖ ·‖C (M)‖ (3.10)
where S is an arbitrary rectangular domain of ﬁxed size surrounding the point P , M a point
inside the domain S and N the number of points inside S. C (M) is the velocity vector in the
(x, y)-plane and z the unit vector normal to the (x, y)-plane. The symbols ∧ and · correspond
to the cross product and the scalar product, respectively. The authors showed that in the case
of an ideal axi-symmetrical vortex, the scalar γ1 reaches its maximum equal to 1 at the vortex
centre. In the general case, the vortex centre lies at the location where the scalar γ1 is at its
38
3.4. Methodology for PIV measurements
maximum, which is typically comprised between 0.9 and 1. As the vortex centre does not
necessary lie on a measurement grid node, the spatial resolution is ﬁrst increased by a cubic
spline interpolation applied for both velocity components Cx and Cy . The criterion proposed
by Graftieaux et al. [36] is a robust way to detect the swirl centre and has been successfully
applied by Dreyer et al. [22] for the detection of the tip leakage vortex centre and the correction
of the vortex axis wandering.
An example of one instantaneous velocity ﬁeld is given in Figure 3.14, together with the
corresponding values of the scalar γ1. Here, a window of 20×20 velocity vectors centered on
a given point P is used to computed the value of γ1 at this point. It has been checked that
increasing the window size does not change the results. The same type of results are given
for the corresponding phase averaged velocity ﬁeld in Figure 3.15. Only a limited part of the
measurement section, centered on the vortex centre, is plotted in these ﬁgures.
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Figure 3.14: Instantaneous velocity ﬁeld centered on the vortex centre, together with the
corresponding γ1 values computed with the deﬁnition given by Graftieaux et al. [36]
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Figure 3.15: Mean phase averaged velocity ﬁeld centered on the vortex centre, together with
the corresponding γ1 values computed with the deﬁnition given by Graftieaux et al. [36]. The
corresponding phase is equal to θ = 8π/5.
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The γ1-criterion identiﬁes the swirling centre fairly well in both cases. The vortex centre is
determined for all the instantaneous velocity ﬁelds by applying the γ1-criterion, as well as for
the mean phase averaged velocity ﬁelds, in order to determine the average trajectory of the
vortex centre during one precession cycle and its corresponding dispersion. An example of
distribution of the vortex centre position in the (x, y)-plane is given in Figure 3.16, together
with the corresponding average trajectory.
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Figure 3.16: Average trajectory of the vortex centre (red o-markers), together with the distri-
bution of the instantaneous vortex centres (black point markers), in the PIV measurement
section 1 (QED = 0.128).
Determination of the vortex circulation
The precessing vortex core is composed of two different zones: the vortex core, surrounding
the vortex centre and characterized by a strong vorticity, and the surrounding zone in which
the ﬂow is quasi-irrotational. In the case of an axi-symmetric vortex, the experimental velocity
proﬁles of the vortex can be ﬁtted with simple vortex models, permitting to extract the vortex
characteristics such as the vortex intensity. Dreyer [21] gave a small review of the different
vortex models available in the literature and used the vortex model proposed by Vatistas
et al. [78], which is able to reproduce a wide range of velocity proﬁles by changing a shape
parameter. In the case of a precessing vortex core in Francis turbine draft tubes, Susan-Resiga
et al. [74] modeled the mean swirling ﬂow at the runner outlet by three elementary vortices,
whose parameters are identiﬁed on the basis of time-averaged velocity proﬁles measured
experimentally. However, the unsteady effects caused by the precession of the vortex are
not taken into account and the resulting parameters of the vortices do not represent the
instantaneous characteristics of the precessing vortex core.
40
3.4. Methodology for PIV measurements
For the present study, the structure of the vortex features a strong asymmetry, making the use of
simple analytical vortex models impossible for the identiﬁcation of the vortex characteristics,
such as the vortex core radius and the vortex circulation. However, the vortex circulation can
be computed via the normal component of the vorticityωz = ∂Cy∂x − ∂Cx∂y . The latter is computed
by direct derivation of the velocity components (Cx,Cy) by using a 5-point stencil numerical
scheme. The vorticity at a given spatial measurement node (xi , y j ) is given by [69]:
ωz(xi , y j )= 112Δx (−Cy(xi+2, y j )+8Cy(xi+1, y j )−8Cy(xi−1, y j )+Cy(xi−2, y j ))
− 112Δy (−Cx(xi , y j+2)+8Cx(xi , y j+1)−8Cx(xi , y j−1)+Cx(xi , y j−2)) (3.11)
where Δx and Δy are the spatial resolutions for the coordinates x and y , respectively. Spline
cubic interpolation is ﬁrst applied to the velocity ﬁeld and the vortex circulation is then
computed by integrating the normal component of the vorticity within the limits of the vortex
core:
Γ=
∮
C
C ·dl =
∫
S
ω · zdS=
∫
S
ωz ·dS (3.12)
where C and S represent the contour and the surface of the vortex core, respectively. Accord-
ingly, the limits of the vortex core must be deﬁned properly. Graftieaux et al. [36] proposed a
second algorithm for the detection of the boundaries of large-scale vortices, which considers
only the topology of the velocity ﬁeld. They introduced another scalar γ2 deﬁned as:
γ2 (P )=
1
N
∑
S
( PM∧ (C (M)−C (P ))) · z
‖ PM‖ ·‖C (M)−C (P )‖ (3.13)
where C (P ) is the average velocity vector within the domain S. Graftieaux et al. [36] showed
that when the scalar |γ2 | is greater than 2/π, the ﬂow is locally dominated by the rotating
motion, corresponding to the vortex core zone. An example of results for the computation of
the scalar γ2 is given in Figure 3.17 for one instantaneous velocity ﬁeld and the corresponding
phase averaged velocity ﬁeld. The scalar γ2 is not deﬁned in the entire measurement section
as it is computed at a given spatial position P by using a window of 50×50 velocity vectors
surrounding the point P . The limits of the vortex core are not well deﬁned in the case of the
instantaneous velocity ﬁeld because of the presence of a turbulent background noise, unlike
the phase averaged velocity ﬁeld for which the vortex core limits can be properly determined.
The magnitude of one phase averaged velocity ﬁeld is given in Figure 3.18, together with the
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corresponding vorticity values and the limits of the vortex core (indicated by the black solid
contour). To verify the accuracy of the vortex circulation computation by surface integration of
the vorticity, the curvilinear integration of the tangential velocity along the vortex core limits is
also implemented. Without further proof, the difference between both results does not exceed
0.15 % of the value obtained by surface integration in the measurement section 1 and 0.2 % in
the measurement section 2.
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Figure 3.17: Scalar γ2 computed with the deﬁnition of Graftieaux et al. [36] for one instanta-
neous velocity ﬁeld and the corresponding phase averaged velocity ﬁeld at the phase θ =π/10.
(QED = 0.128, PIV measurement section 3).
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Figure 3.18: (a) Velocity magnitude and (b) vorticity for a given phase (θ = π/10) of the
precession cycle in the PIV measurement section 3. The limits of the vortex core are indicated
by the solid black contour (QED = 0.128).
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3.5 Draft tube ﬂow
In this section, the inﬂuence of the discharge factor on the vortex parameters is presented
and linked with that on the precession frequency and the synchronous pressure pulsations
amplitude presented in Section 3.3. For each operating point, the determination of the vortex
parameters, such as vortex centre and circulation, is based on the mean phase averaged
velocity ﬁelds obtained in the horizontal draft tube cone cross-sections. The effect of the
discharge factor on the recirculation zone is also investigated by using the time-averaged axial
velocity ﬁelds measured in the meridional section of the cone for each operating point. Finally,
based on the presented results, a discussion about the excitation mechanisms is proposed.
3.5.1 Vortex structure
The phase averaged velocity ﬁelds obtained in the different horizontal cross-sections of the
cone are presented to investigate the structure of the precessing vortex core within the different
ﬂow regimes introduced in Section 3.3. The magnitude ‖C‖ =
√
Cx2+Cy2 of the velocity
ﬁelds obtained in the measurement section 3 at a given phase of the precession cycle is
reported in Figure 3.19 for each investigated value of discharge factor. The phase of the
precession cycle corresponds to the instant for which the vortex centre (identiﬁable by the
black crosses in Figure 3.19) is situated exactly on the positive x-axis. The limits of the vortex
core, computed with the γ2-criterion, are made visible by the solid black contour. Additionally,
the corresponding distribution of vorticity ωz is reported in Figure 3.20 for each value of
discharge factor.
For all the values of the discharge factor between 81 % and 60 % of the value at the BEP, a
wide vortical structure is identiﬁable, which corresponds to the precessing vortex core. It is
characterized by a region of high vorticity near the vortex centre, corresponding to the vortex
core, which is surrounded by a zone of quasi-irrotational ﬂow. The surface delimited by the
contour of the vortex core is greater than 19 % of the total surface of the measurement section
for all the operating points.
However, varying the value of the discharge factor changes the ﬂow structure through the
swirl number, which is the main driving parameter of the precessing vortex core [38]. At a low
value of the swirl number, i.e. with a discharge factor equal to QED = 0.81×Q∗ED , the vortex
core is quasi-circular and the distribution of tangential velocity around the vortex centre is
nearly axisymmetric, although a slight acceleration of the tangential ﬂow between the vortex
centre and the cone wall starts to appear at this operating point. Decreasing the value of
the discharge factor, the vortex core is deformed and takes an elliptical shape, as illustrated
by the results obtained at the operating point QED = 0.64×Q∗ED , while the vorticity within
the limits of the vortex core strongly increases, as documented in Figure 3.20. Moreover,
the distribution of tangential velocity around the vortex core is increasingly asymmetric and
features an important rise of the tangential velocity between the vortex centre and the cone
wall.
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Figure 3.19: Inﬂuence of the discharge factor on the magnitude of the velocity ﬁelds in the
section 3. The black solid line corresponds to the limits of the vortex core. The value of the
phase is different from one discharge factor value to another.
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Figure 3.20: Inﬂuence of the discharge factor on the normal component of the vorticity ωz in
the section 3. The black solid line corresponds to the limits of the vortex core. The value of the
phase is different from one discharge factor value to another.
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Figure 3.21: Inﬂuence of the discharge factor on the magnitude of the velocity ﬁelds in the
section 1. The black solid line corresponds to the limits of the vortex core. The value of the
phase is different from one discharge factor value to another.
This phenomenon has already been reported by different authors (for instance Cala et al. [13])
and it was suggested that this effect is produced by the squeezing of the swirling ﬂow between
the vortex centre and the wall, as the angular momentum ﬂux is conserved [37]. For the
present case, it is shown that when the discharge factor is decreased, the vortex centre moves
closer to the cone wall (see the following section), inducing a more important squeezing of
the ﬂow between the vortex centre and the cone wall and consequently a more important
acceleration of the ﬂow in this zone.
The results obtained in the measurement section 1 (Figure 3.21) are similar to those obtained
in the section 3. The vortex core is however much more symmetric for low values of swirl
number (QED = 0.81×Q∗ED and QED = 0.78×Q∗ED ) as the the vortex centre almost lies on the
geometrical centre of the section, mitigating therefore the squeezing effect of the tangential
ﬂow ﬁeld.
Vortex circulation
The vortex circulation Γ is computed at each phase of the precession cycle by integrating
the vorticity within the vortex core. Its mean value is, then, obtained for all the investigated
operating points by averaging over the complete precession cycle. Its evolution with the
discharge factor is reported in Figure 3.22 for each measurement section. A decrease of the
vortex circulation away from the runner outlet in the direction of the ﬂow is observed, which
illustrates the gradual decay of the vortex strength due to viscous effects [58, 13]. As it could be
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expected, the circulation of the vortex increases quasi-linearly with a decrease of the discharge
factor, as the latter induces an increase of the swirl number of the ﬂow feeding the draft tube.
For low values of the discharge factor (typically QED = 0.64×Q∗ED and QED = 0.60×Q∗ED ), a
second zone with a vorticity different to 0 appears (see Figure 3.20-f), which is located in
the vicinity of the cone wall at 180◦ of the zone featuring a high tangential velocity. However,
this second structure is not associated with a global swirling motion of the ﬂow and may
correspond to a ﬂow region of high shear. At the operating point QED = 0.60×Q∗ED , the
presence of this second structure and its occasional merge with the main vortical structure at
certain phases of the precession cycle does not permit to identify clearly the boundaries of
the precessing vortex core by applying the algorithm of Graftieaux et al. [36]. Even though it is
possible to plot the vortex core in Figures 3.19 and 3.20 for this operating point, its limits are
not well deﬁned for certain phase values, and the algorithm for the calculation of the vortex
circulation fails.
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Figure 3.22: Average circulation of the vortex as a function of the discharge factor in each
measurement section for the ﬂow regimes 1 and 2.
3.5.2 Vortex trajectory
Determination of the average trajectory of the vortex centre
For each operating point, the average trajectory of the vortex centre is recovered by determin-
ing the position of the vortex centre at each phase of the precession cycle. For a given phase
of the precession cycle, the vortex centre is identiﬁed directly in the corresponding phase
averaged velocity ﬁeld by using the γ1-criterion. A comparison between the average trajectory
obtained by applying this procedure and the one obtained by averaging the positions of the
instantaneous vortex centres identiﬁed for the same phase window is presented in Figure
3.23, as well as an example for a given phase of the precession cycle. The red dots represent
the position of the instantaneous vortex centres whereas the green and blue circles represent
the vortex centre position in the phase averaged velocity ﬁeld and the average position of the
instantaneous vortex centres, respectively.
46
3.5. Draft tube ﬂow
y
 /
 R
  
(-
)
x / R  (-)
Instantaneous vortex centre 
Averaged instantaneous vortex centre
Vortex centre from mean phase averaging
0 0.2 0.4
-0.2
0
0.2
(a) Comparison for a given phase
x / R  (-)
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
x / R 
(-)
y / R  (-)
(b) Comparison of the trajectories
Figure 3.23: (a) Dispersion of the instantaneous vortex centres for a given phase (θ = 8π/5) of
the precession cycle and (b) comparison between the trajectory obtained by averaging the
position of the instantaneous vortex centres and the one obtained by determining the vortex
centre position in the phase averaged velocity ﬁelds (QED = 0.64×Q∗ED , section 1).
The average position of the instantaneous centres, which are globally situated within a circle
of radius 3R/16 centered on the mean vortex centre, differs slightly from the vortex centre
determined in the mean phase averaged velocity ﬁeld. The distance between both positions
is however less than 1.5 % of the measurement section radius. The difference between both
trajectories is almost insigniﬁcant, although the trajectory of the vortex centre obtained by
using directly the mean phase averaged velocity ﬁelds is more continuous, as a Fourier series
decomposition has ﬁrst been applied. The following analysis is based on the mean vortex
centre identiﬁed directly in the phase averaged velocity ﬁelds.
Asymmetry and widening of the vortex trajectory
The average trajectories of the vortex centre obtained in all the measurement sections are
presented in Figure 3.24. Each sub-ﬁgure corresponds to a given value of discharge factor. The
trajectory of the vortex centre features a strong asymmetry which is increasingly pronounced
as the value of the discharge factor is decreased. The vortex centre precesses around an axis
which slightly differs from the cone centerline. More precisely, the vortex trajectories at the
operating points QED = 0.81×Q∗ED and QED = 0.78×Q∗ED , which correspond respectively
to the regime 1 and the ﬁrst operating point investigated in the regime 2, are quasi-circular
and very similar, aside from a slight difference in their radius. This indicates that the vortex
characteristics do not experience signiﬁcant changes within the regime 1 and are altered only
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Figure 3.24: Vortex centre trajectory during one precession period for different values of
discharge factor.
below a value of the discharge factor equal to QED = 0.78×Q∗ED , e.g. beyond the transition
from regime 1 to regime 2. In ﬂow regime 2, with a discharge factor between 78 % to 62 % of
the value at the BEP, the trajectory of the vortex signiﬁcantly widens as the discharge factor is
decreased. Below the value QED = 0.62×Q∗ED , the diameter of the vortex centre trajectory is
however reduced and its asymmetry is less pronounced. This results is an additional evidence
of a change in the ﬂow structure occurring in the ﬂow regime 3.
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The widening of the vortex centre trajectory is illustrated in Figure 3.25 by the distance d
covered by the vortex centre over one precession period, as function of the discharge factor.
The distance d covered by the vortex centre is obtained by computing the length of the vortex
trajectory via a curvilinear integral along the vortex trajectory (deﬁned as Tv ):
d =
∮
Tv
dl (3.14)
The vortex trajectory length evolves linearly with the value of the discharge factor in all
the measurement sections. For a given discharge factor, the length of the vortex trajectory
progressively increases far away from the runner outlet, illustrating the widening of the vortex
trajectory in the direction of the ﬂow. It reaches its maximum at a discharge factor equal to
QED = 0.64×Q∗ED in the measurement sections 2 and 3, i.e. when the excitation source is also
at its maximum. Below this value, although the precession frequency does not diminish, the
length of the vortex trajectory drastically decreases in the sections 2 and 3 whereas its value
remains stable in the section 1. The retraction of the vortex trajectory is accompanied by a
modiﬁcation of the trajectory shape, which becomes again nearly circular and centred on the
cone centerline.
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Figure 3.25: Vortex trajectory length as a function of the discharge factor in each measurement
section. The length of the vortex trajectory is made dimensionless by the perimeter of the
corresponding measurement section.
The strong asymmetry of the vortex trajectory observed in the ﬂow regime 2 is also illustrated
by the convective component of the pressure ﬂuctuations in the draft tube cone, which
presents singular differences in terms of amplitude and phase from one sensor to another.
The phase averaged convective pressure components are given in Figures 3.26 and 3.27 for
two different values of discharge factor, respectively QED = 0.64×Q∗ED and QED = 0.81×Q∗ED .
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Figure 3.26: Phase averaged convective pressure components in the draft tube cone (QED =
0.81×Q∗ED )
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Figure 3.27: Phase averaged convective pressure components in the draft tube cone (QED =
0.64×Q∗ED )
The convective pressure components are not only composed of pressure ﬂuctuations at the
fundamental precession frequency as their shape is deformed, particularly in the measure-
ment section 3 for QED = 0.64×Q∗ED . This is explained by the increasing asymmetry of the
vortex structure and trajectory as the discharge factor decreases. The instant for which the
convective pressure component is at its minimum corresponds to the passage of the vortex
core in the vicinity of the pressure sensor. Fernandes et al. [34] used this property to determine
the evolution of the axial wavelength of the precessing vortex core with the swirl number in
the case of a model vortex combustor by using a microphone situated at various positions. In
the present test case, the phase shift between the passages of the vortex centre in the vicinity
of two consecutive sensors is not exactly equal to π/2 and is not constant all around the
circumference of the section. Moreover, the pressure level at the passage of the vortex core
differs from one sensor to another as the distance between the vortex centre and the cone wall
is not constant during the precession cycle.
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Dispersion of the vortex centre
As discussed in Section 3.4.3, the instantaneous positions of the vortex centre present a
dispersion around the average trajectory of the vortex. The latter is plotted in Figure 3.28 for
4 different values of discharge factor together with the instantaneous position of the vortex
centre determined for each instantaneous velocity ﬁelds. To quantify more precisely the
dispersion of the vortex position, the evolution of the standard deviation of the vortex centre
coordinates (xc , yc ) with the discharge factor is plotted in Figure 3.29. For a given value of
the discharge factor, the standard deviation is computed for each phase of the precession
cycle and is then averaged over the complete precession cycle. The standard deviation for
both coordinates xc and yc remains quite constant within the ﬂow regimes 1 and 2 and
is comprised between 6 and 7 % of the section radius. Below the value QED/Q∗ED = 0.6, it
drastically increases compared with the others operating point. The wider dispersion of the
vortex centre position observed at this operating point is another evidence of the loss of
periodicity and coherence in the vortex structure occurring beyond the transition from regime
2 to regime 3.
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Figure 3.28: Average trajectory of the vortex centre (red dots), together with the instantaneous
vortex centres (black dots) for different values of the discharge factor in the section 3.
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The dispersion of the vortex centre for a given phase of the precession cycle is able to introduce
an artiﬁcial diffusion of the phase averaged velocity ﬁelds and, consequently, an overestima-
tion of the vortex core size yielding a biased estimation of the vortex circulation. For instance,
in the case of steady vortices such as tip leakage vortex, a random ﬂuctuation of the vortex axis
position is observed, referred to the wandering phenomenon. The induced undesirable effects
may be corrected by different techniques in order to avoid an overestimation of the vortex
core size (Dreyer et al. [22], Bhagwat and Ramasamy [11]). In the case of a precessing vortex
core, Ingvorsen et al. [45] also observed a dispersion of the instantaneous vortex centre by
performing stereoscopic PIV in different cross-sections of a scale model of a simpliﬁed uniﬂow-
scavenged cylinder. In the case of a swirling ﬂow featuring a ﬂuctuation of the vortex centre
around the mean swirl centre, they estimated the radial proﬁle of the velocity components by
averaging in the θ-direction the instantaneous velocity ﬁelds centered on the instantaneous
vortex centres. However, in the present test-case, the use of this method does not produce
reliable results because of the strong asymmetry of the tangential velocity around the vortex
centre, which is highlighted in Figure 3.19. Nevertheless, the average distance between the
instantaneous vortex centres and the mean vortex centre for a given phase is estimated to less
than 15 % of the vortex core size in the ﬂow regimes 1 and 2. Therefore, it is assumed that the
phase averaging of velocity ﬁelds mitigates the artiﬁcial diffusion of the velocity ﬁelds for the
operating points in the ﬂow regimes 1 and 2.
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Figure 3.29: Standard deviation of the vortex centre coordinates (xc , yc ) as a function of the
discharge factor in the measurement section 3.
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3.5.3 Axial ﬂow recirculation zone
For each value of discharge factor, the time-averaged axial velocity ﬁeld in the meridional
cross-section of the draft tube cone is obtained by averaging the complete set of instantaneous
velocity ﬁelds recorded by the PIV system. The resulting velocity ﬁelds are given in Figure 3.30
and are limited to the axis x < 0 and the streamwise positions from −0.36×D 1¯ to −1.05×D 1¯
downstream the runner outlet. A negative value of axial velocity represents a direction opposite
to that of the main ﬂow. The zone of reverse ﬂow corresponds therefore to the region featuring
a negative value of axial velocity.
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Figure 3.30: Time-averaged axial velocity ﬁeld in the meridional cross-section of the draft tube
cone for different values of the discharge factor. The diagonal black solid line represents the
outer cone wall. The axes x and z are made dimensionless by the runner diameter D 1¯.
The radial pressure gradient induced by the swirling motion and the decay of swirl velocity
in the ﬂow direction give rise to an axial adverse pressure gradient, which causes an axial
ﬂow recirculation zone if the swirl number is high enough [38]. For the present test case, the
emergence of a recirculation zone is also observed for the largest value of discharge factor in
Figure 3.30-a. However, a decrease in the value of the discharge factor leads to an increase
in the value of the swirl number, as illustrated in the following section, which results in an
important growth of the size of the recirculation zone. At low values of the discharge factor, it
give rises to a very high positive axial velocities near the cone wall, as the totality of the ﬂow is
discharged through a small fraction of the cone.
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The radius of the recirculation zone is estimated for each value of the discharge factor at the
three measurement sections. Its evolution with the discharge factor is reported in Figure 3.31.
For each section, the radius of the recirculation zone is made dimensionless by the radius of
the cone Rsec .
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Figure 3.31: Recirculation zone radius as a function of the discharge factor for three different
cross-sections of the cone. The radius of the recirculation zone is made dimensionless by the
radius of the corresponding section Rsec .
A decrease of the discharge factor induces a growth of the recirculation zone. However, the
evolution features several interesting characteristics which are worth being pointed out. For
the highest values of the discharge factor (from 81 % to 68 % of the value at the BEP), the
ratio rzone/Rsection progressively decreases far away from the runner outlet. However, below
QED/Q∗ED = 0.64, the ratio is almost constant with the distance z/D 1¯, indicating that the
growth of the recirculation zone in the main ﬂow direction follows the expansion of the cone
section. Moreover, in the cross-sections located 0.75×D 1¯ and 1.02×D 1¯ downstream the
runner outlet, the size of the recirculation zone remains almost constant for QED between
81 % and 68 % of the value at the BEP and only starts increasing when the discharge factor is
less than 68 % of the value at the BEP, whereas it continuously increases in the cross-section
located 0.39×D 1¯ downstream the runner outlet.
3.5.4 Swirl number
For each value of discharge factor, the swirl number of the ﬂow is estimated by using the
deﬁnition given by Gupta et al. [38] (see Equation 3.3). In its expression, the pressure and
turbulence terms are omitted. PIV measurements performed in the horizontal and meridional
sections of the cone are used. The computation of the swirl number is based on the time-
averaged axial and tangential velocity half-proﬁles obtained 1.02×D 1¯ downstream the runner
outlet, which corresponds to the horizontal section 3. The results obtained in the other cross-
sections, i.e. 0.39×D 1¯ and 0.75×D 1¯ downstream the runner outlet, are not used for the present
analysis as the time-averaged velocity proﬁles in these sections are strongly asymmetric and
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not centered on the radial position x/R = 0.
It has been emphasized that different time-averaged velocity proﬁles can lead to the same
value of the swirl number (Farokhi et al. [30], Toh et al. [77]). Thus, the minimum swirl
number necessary for the occurrence of the vortex breakdown can be different depending
on the initial conditions of the swirling ﬂow. It is therefore important to present the value
of the swirl number together with the corresponding time-averaged velocity proﬁles. They
are plotted in Figure 3.32 for each value of discharge factor. The axial and tangential velocity
components are made dimensionless by the discharge velocity CQ = Q/A and the runner
velocityU =ωR1¯, respectively. The evolution of the axial velocity proﬁles highlights the growth
of the recirculation zone and the increase of the maximum axial velocity near the cone wall, as
reported previously. Moreover, when the discharge factor decreases, the location featuring
the maximum tangential velocity moves closer towards the cone wall, and the corresponding
maximum value increases. As a result, the time-averaged tangential velocity proﬁle features
the shape of a solid body rotation for the lowest values of the discharge factor.
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Figure 3.32: Time-averaged axial and tangential velocity proﬁles for different values of dis-
charge factor, 1.02×D 1¯ downstream the runner outlet.
The inﬂuence of the discharge factor on the swirl number S is reported in Figure 3.33. It linearly
increases as the discharge factor is decreased from 81 % to 68 % of the value at the BEP. Below
the value QED/Q∗ED = 0.64, the swirl number remains almost constant and approximately
equal to 1. It has been shown in Section 3.3 that pressure ﬂuctuations at a well-deﬁned
frequency, identiﬁed as the precession frequency, are highlighted in the auto-spectrum of the
pressure signals when the value of the discharge factor is less than 85 % of the value at the
BEP. Thus, it can be assumed that the precessing vortex core is established for values of the
discharge factor QED < 0.85×Q∗ED .
A linear ﬁtting of the swirl number obtained experimentally in the range QED/Q∗ED = [0.68−
0.81] is realized. By extrapolating it, the swirl number at the operating point QED/Q∗ED = 0.85
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can be computed. The corresponding value is equal to Scr i t i cal = 0.54. This value corresponds
to the minimum value of the swirl number for which the development of a precessing vortex
core is observed in the draft tube cone.
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Figure 3.33: Swirl number S as a function of the discharge factor. The swirl number is com-
puted with the time-averaged velocity proﬁles obtained in the cone cross-section located
1.02×D 1¯ downstream the runner outlet.
These results have to be linked with the results reporting the evolution of the recirculation
zone, the precession frequency and the vortex parameters. The results suggest the occurrence
of a global change in the ﬂow structure beyond the transition from the regime 2 to the regime
3, affecting the coherence of the precessing vortex rope. However, the mechanisms driving this
transition remain to be established. This may be done by performing for instance a stability
analysis of the draft tube ﬂow or an accurate investigation of the structure of the ﬂow leaving
the runner blades.
3.6 Summary and Discussion
This chapter reports the investigation of the inﬂuence of the discharge factor on the precessing
vortex core dynamics and the intensity of the induced excitation source. The tangential
velocity ﬁelds at the runner outlet are measured in cavitation-free conditions by means of
PIV performed in three different cross-sections of the draft tube cone for 7 different values
of the discharge factor between 81 % and 55 % of the value at the BEP. At these operating
conditions, the wall pressure signals feature well-deﬁned periodical oscillations, indicating the
development of a precessing vortex core. Pressure measurements are carried out throughout
the test rig to characterize the precession frequency and the amplitude of the synchronous
pressure pulsations. Additionally, PIV measurements are performed in the meridional cross-
section of the draft tube cone to investigate the inﬂuence of the discharge factor on the axial
ﬂow recirculation zone and the swirl number of the draft tube ﬂow. For each investigated ﬂow
condition, the periodical evolution of the velocity ﬁeld over one precession cycle is recovered
in the horizontal cone cross-sections by performing an appropriate phase averaging based on
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a reference pressure signal measured in the draft tube. Based on the phase averaged velocity
ﬁelds, the vortex centre position and the vortex core boundaries are identiﬁed, yielding the
vortex trajectory and the circulation within the vortex core.
The results suggest the occurrence of 3 different ﬂow regimes depending on the discharge value.
From 78 % to 85 % of the value at the BEP, the precession frequency remains constant and, then,
linearly increases as the discharge is decreased from 62 % to 78 % of the BEP. It is accompanied
by a linear increase of the vortex circulation and a broadening of the vortex trajectory which
are observed in all the measurement sections. The modiﬁcation of the vortex parameters
induces an important increase of the amplitude of the synchronous pressure pulsations at
the precession frequency, which highlights an increase of the excitation source intensity. The
latter reaches its maximum when the vortex circulation and the vortex trajectory are also at
their maximum. However, below a certain value of the discharge factor, the vortex trajectory
retracts, along with a sudden decrease of the synchronous pressure ﬂuctuations amplitude.
The precessing vortex core looses its coherence, which is illustrating by the important increase
of the dispersion of the instantaneous vortex centres and the loss of periodicity in the pressure
signals. As a result, the excitation source is weakened. This drastic change in the ﬂow structure
is also illustrated by the evolution of the recirculation zone size and the swirl number. The
latter linearly increases as the discharge factor is decreased within the ﬂow regime 2, whereas
it remains approximately constant beyond the transition from ﬂow regimes 2 to 3. Finally,
a critical swirl number is estimated at the value Scr i t i cal = 0.54. It corresponding to the
minimum value of the swirl number necessary for the establishment of the precessing vortex
core in the draft tube for the present test-case.
Excitation mechanisms
It is assumed that the intensity of the excitation source is directly related to the amplitude of
the synchronous pressure pulsations measured in cavitation-free conditions. As shown in
this chapter, the latter is directly related to the vortex strength and the diameter of the vortex
trajectory. More precisely, the broader the vortex trajectory is, the higher is the excitation
source intensity and the amplitude of the resulting synchronous pressure pulsations. As
explained in Section 3.2, the ﬂow is subject to ﬂow separation at the intrados of the elbow, as
observed in simple applications with elbowed pipe [76]. This ﬂow separation zone, illustrated
in Figure 3.34, impacts the pressure recovery in the diffuser and is altered by the presence of
the vortex rope. The precession movement of the vortex core therefore periodically distorts
the ﬂow separation zone area, giving rise to a periodical ﬂuctuation of the pressure recovery
p˜recov (t ) at the precession frequency, whom amplitude is a function of the vortex circulation
and trajectory according to Fanelli [28]. This gives rise to the propagation of synchronous
pressure pulsations exciting the system at the precession frequency. Thus, a wider vortex
trajectory in the elbow, together with a greater value of the vortex circulation, yields a more
signiﬁcant variation in the separation zone and the pressure recovery, and as a consequence in
an increase in the excitation source intensity. However, the exact interaction of the precessing
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vortex core with the secondary ﬂows produced by the arising of a ﬂow separation zone remains
to be established. This could be achieved by performing an accurate investigation of the three-
dimensional ﬂow in the draft tube elbow by means of stereo-PIV. Currently, such experiments
are however made difﬁcult by the complex geometry of the reduced scale physical model of
the Francis turbine.
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Figure 3.34: Fluctuations of the ﬂow separation zone induced by the precession of the vortex
in the draft tube elbow [33]
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4 Effect of cavitation on the precessing
vortex core and system interaction
4.1 Introduction
In hydraulic machines, cavitation occurs under different forms, from inlet edge cavitation to
inter-blade cavitation vortices [80, 81], with consequences ranging from generation of noise
and vibration to blade erosion [35]. At part load operating conditions in Francis turbines, the
low pressure region prevailing in the precessing vortex can lead to the vaporization of its core
if the static pressure in the daft tube cone is sufﬁciently low. This is generally the case on the
prototype scale, for which the turbine level is sufﬁciently high to allow cavitation development
in the case of part load or full load operations. The major issue caused by the cavitation
development in the draft tube at part load is related to the risk of resonance inducing pressure
surge and power swings [71]. The development of cavitation is susceptible to modify the
vortex characteristics and the excitation source induced by the precession of the vortex rope.
Therefore, it is crucial to determine the inﬂuence of the cavitation on the precessing vortex
rope dynamics and on the hydro-acoustic response of the system. The resulting physical
understanding is used in the hydro-acoustic 1D modeling of the complex two-phase ﬂow in
the draft tube [53, 3] for the accurate assessment of the plant stability.
In the literature, different contributions have already reported the experimental investigation
of the two-phase ﬂow in the draft tube of hydraulic machines. At full load conditions, the
axial velocity ﬁeld in the draft tube cone has been investigated recently by Müller et al. [61]
by means of ﬂuorescent 2D-PIV performed in cavitation conditions to investigate the dis-
charge pulsations occurring in the draft tube. A global characterization of the hydro-acoustic
response in case of a self-oscillating vortex rope was performed on a simpliﬁed test-case
by the same authors [62]. At part load conditions, the ﬂow velocity ﬁelds in the case of a
cavitation precessing vortex rope have been investigated by Iliescu et al. [44] by means of
2D-PIV performed in a vertical section of the draft tube cone for different values of Thoma
number. It has been shown that the cavitation development modiﬁes the vortex rope diameter
and the vortex centerline. However, the latter was reconstructed by assuming a solid body
rotation of the vortex, which does not hold true for the observed asymmetry of the vortex rope
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trajectory shown in Section 3.5. More recently, stereoscopic PIV measurements have been
reported in Iliescu et al. [43] for the investigation of the cavitation precessing vortex rope at
the outlet of an axial hydraulic turbine. However, to the author’s knowledge, no contribution
reports the exact inﬂuence of cavitation on both axial and tangential velocity ﬂuctuations
induced by the precession of the vortex rope. Moreover, the impact of resonance occurrence
on the ﬂow velocity ﬁeld is not documented presently.
The present chapter aims at providing a ﬁrst contribution to the investigation of the ﬂow
velocity ﬂuctuations observed in the draft tube cone in resonance conditions. For this purpose,
the instantaneous axial and tangential velocity components are locally measured along two
different axis of the cone by means of LDV at different σ-values for two operating points. The
methodology is ﬁrst presented with a particular focus on the spectral analysis of both pressure
and velocity signals. The effect of cavitation on the frequencies of interest and the amplitude
of the pressure ﬂuctuations is then highlighted in order to identify the resonance conditions
for each operating point. Finally, the velocity ﬁelds obtained in cavitation-free conditions are
presented and analysed in terms of amplitude and time delay before being compared with
those measured in cavitation conditions.
4.2 Methodology
4.2.1 Investigated operating conditions
The investigation is focused on two particular part load operating points for which the dis-
charge factor is equal to 81 % (OP#1) and 64 % (OP#2) of the value at the Best Efﬁciency Point.
The speed factor nED is kept constant at the rated value nED = 0.288, with the runner speed
and the hydraulic speciﬁc energy equal to n = 13.33 Hz−1 and E = 262 J ·kg−1, respectively.
These two operating points corresponds respectively to the ﬂow regimes 1 and 2, for which
the precessing vortex rope features a well-deﬁned periodical behavior (see Section 3.3).
The cavitation development in the vortex core is promoted by decreasing the pressure in the
draft tube. Visualizations of the cavitation vortex rope observed in the draft tube cone at these
operating conditions for a value of Thoma number equal to the prototype value σplant = 0.11
are already presented in Section 3.3.3. The Thoma number is increased step by step from
σ = 0.06 to σ = 0.15 for OP#1 and from σ = 0.11 to σ = 0.21 for OP#2. The last value of σ
corresponds to the value for which cavitation has almost disappeared in the draft tube cone.
The pressure over the free surface of the downstream reservoir is ﬁnally set to the atmospheric
pressure, for which no cavitation is observed in the draft tube cone. The parameters of the
operating conditions are summarized in Table 4.1, together with the range of investigated σ
values.
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Table 4.1: List of the investigated operating points.
Point nED (−) QED (−) Q (m3 · s−1) QED/Q∗ED (−) σcav (−) σatm (−)
1 0.288 0.161 0.320 0.81 0.06 → 0.15 0.31
2 0.288 0.128 0.255 0.64 0.11 → 0.21 0.38
For each value of σ, wall pressure measurements are carried out in order to highlight the
evolution of the hydro-acoustic response of the system and the inﬂuence of cavitation on
both synchronous and convective pressure components. Based on these results, resonance
conditions are ﬁnally identiﬁed for both operating points. It corresponds to the value of σ
for which the precession frequency, seen as an excitation frequency for the system, matches
with one of the eigenfrequencies of the system [31], typically the ﬁrst one. For each operating
point, the ﬂow ﬁeld at the runner outlet is then investigated by means of LDV surveys for three
different values of the Thoma number, corresponding respectively to:
1. Resonance in cavitation conditions
2. Out of resonance in cavitation conditions
3. Cavitation-free conditions
4.2.2 Frequency domain analysis in cavitation conditions
Wall pressure signals
In this section, an example of cross-spectral analysis of two pressure signals measured in cavi-
tation conditions is presented in order to highlight the different types of pressure ﬂuctuations,
as well as their nature (synchronous or convective). The Thoma number σ is equal to the
prototype value σplant = 0.11 for both operating points. The pressure signals are measured
in the same cross-section of the cone at two locations spaced by 90◦(locations C1E and C1S).
The cross-spectral density function Gxy is computed for each operating point. Its phase and
its amplitude are plotted as a function of the frequency made dimensionless by the runner
frequency in Figure 4.1 for OP#1 and in Figure 4.2 for OP#2. The coherence between the
pressure signals is also given for both cases.
Two types of pressure ﬂuctuations with a coherence level above 0.95 are highlighted for both
operating points. The ﬁrst one corresponds to the pressure ﬂuctuations at the vortex rope
precession frequency frope . At this frequency, the phase shift between the two pressure signals
is different to −π/4, which results from the superimposition of two pressure components at
the same frequency, the synchronous and the convective one. The second type of pressure
ﬂuctuations features a broadband spectra centered on the frequency f0. At this frequency, the
phase shift is equal to 0, indicating the synchronous nature of these pressure ﬂuctuations. The
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Figure 4.1: Cross-Spectral analysis between two pressure signals measured in the upper section
of the cone in cavitation conditions at OP#1 (QED = 0.161, σ= 0.11).
frequency f0 can be identiﬁed as the ﬁrst eigenfrequency of the system [32]. Its value at OP#1
is different than that at OP#2, as the eigenfrequencies of the system are strongly dependent on
the wave speed in the draft tube and therefore on the amount of cavitation in the vortex core.
The frequency f0 is greater at OP#1, indicating a lower cavitation volume at this point.
Axial and tangential velocity components
The LDV system is recording the axial and tangential ﬂow velocity components synchronously
at a given position. The measurement is based on the random passage of seeding particles
through the measurement volume formed by the intersection of two Laser beams. Therefore,
the time interval between two consecutive passages of seeding particle through the measure-
ment volume is arbitrary and the resulting velocity signals are randomly sampled, contrary to
the wall pressure signals. For the present test-case, the average sampling frequency for a given
velocity signal is typically between 500 Hz and 10′000 Hz, depending on the operating point
and on the position of the measurement volume. It is large enough to capture the velocity
ﬂuctuations occurring at the precession frequency frope and the natural frequency f0.
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Figure 4.2: Cross-Spectral analysis between two pressure signals measured in the cone in
cavitation conditions at OP#2 (QED = 0.128, σ= 0.11).
The spectral analysis of the LDV data requires the transformation of the randomly sampled
data into regularly sampled data to enable the use of standard tools for the computation of
the auto-spectral density function, such as Fast Fourier Transforms (FFT). One option is the
sample and hold technique, consisting in holding the last measured velocity value until the
arrival of the next one (Adrian and Yao [1]). Other types of interpolation can also be used,
such as classic cubic piecewice polynomial interpolation for instance. It has been veriﬁed that
these two types of interpolation provide similar results. The latter is used in the present study,
as its computational time is relatively low compared to the sample and hold interpolation. An
example of axial and tangential velocity signals measured at OP#2 in cavitation conditions
(σ= 0.13) is presented in Figure 4.3, together with the corresponding auto-spectral density
functions. The measurement volume is located on the x-axis of the LDV measurement section
1 at the radial position r = −0.84×R. Both axial and tangential velocity signals feature a
well-deﬁned periodicity at a given frequency, which corresponds to the precession frequency
frope = 0.31×n. However, contrary to the pressure signals, no velocity ﬂuctuation is observed
at the natural frequency f0, suggesting that the ﬂow ﬁeld is not inﬂuenced by the propagation
of synchronous pressure pulsations in the system. This needs to be conﬁrmed in the following.
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Figure 4.3: Axial and tangential velocity signals and the corresponding auto-spectral density
functions at OP#2 in cavitation conditions (QED = 0.128, σ= 0.13) at (x, y)= (−0.84R,0).
4.2.3 Time domain analysis in cavitation conditions
The mean phase averaging of the ﬂow velocity components Cm and Cu measured by means
of LDV at a given radial position can be realized by using a wall pressure signal as a reference
[60]. In cavitation-free conditions, the successive precession cycles can be easily identiﬁed
in the reference wall pressure signal (location C1S) by using the method already described in
Section 3.4.2. However, in cavitation conditions, the presence of an additional synchronous
pressure pulsation at the frequency f0 generally lower than the precession frequency makes
the identiﬁcation of the precession cycles in the raw pressure signal difﬁcult. An additional
post-processing is necessary to clearly identify them. The idea is to suppress the synchronous
pressure pulsations from the original pressure signals. For this purpose, the synchronous
component of the pressure ﬂuctuations is computed in the time domain by averaging the wall
pressure signals measured at 4 different locations in the upstream section of the cone. The
convective component experienced by each wall pressure sensor is, then, deduced according
to Equation 3.2.
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The synchronous pressure pulsations occurring at the frequency f0 are completely suppressed
in the convective pressure component, giving rise to a periodical pressure signal. The pro-
cedure is illustrated in Figure 4.4, in which an example of a raw pressure signal and the
corresponding convective pressure component is shown, together with the auto-spectral
density functions.
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Figure 4.4: Comparison between a pressure signal (position C1E) measured in the draft tube
cone at OP#2 in cavitation conditions and the corresponding convective pressure component,
together with the corresponding auto-spectral density functions (QED = 0.128, σ= 0.11).
In the following, the phase averaging of the velocity signals is based on the convective com-
ponent of a pressure signal measured in the draft tube cone (location C1S). The successive
precession cycles are identiﬁed in the convective pressure signal through their minimum pres-
sure value and their limits are reported in the velocity signals. The different precession cycles
are then superimposed and split into 180 phase windows. The velocity data corresponding to
the same phase window are averaged together, allowing for the reconstruction of the evolution
of both axial and tangential velocity components over a single precession period at each given
radial position. An example of a convective pressure signal and an axial velocity signal is
presented in Figure 4.5, together with the resulting mean phase averaged signals. The limits
of the precession cycles are marked by the dashed lines. The convective pressure signal is
low-pass ﬁltered with a cut-off frequency of 15 Hz to clearly determine the pressure minimum
but the raw convective pressure signal is used for the phase averaging.
65
Chapter 4. Effect of cavitation on the precessing vortex core and system interaction
0 5 10 15 20
-0.04
-0.02
0
0.02
0.04
(-)
-0.04
θ
C
p
conv(-)
-0.02
0
0.02
0.04
0  2
C
p
conv
n × t 
(-) (rad)
(a) Convective pressure component (ﬁltered) and the resulting phase averaged signal
0 5 10 15 20
0
1
2
3
(-) Cm / C
Q
(-)
θ
0  2
n × t  
Cm / C
Q
(-) (rad)
0
1
2
3
4
(b) Axial velocity signal and the resulting phase averaged signal
Figure 4.5: Example of a convective pressure signal and an axial velocity signal, together with
the resulting phase averaged signals (QED = 0.128, σ= 0.13).
66
4.2. Methodology
4.2.4 Radial positions for LDV measurements
LDV measurements are performed along two different axes (x-axis and y-axis) in two different
horizontal cross-sections of the draft tube cone, referred to LDV measurement sections 1 and
2 (see Section 2.3.1). The focal length of the lens is equal to 500 mm to survey the complete
diameters for both measurement sections. In cavitation-free conditions, the ﬂow velocity
components are measured synchronously with the wall pressure measurement with a step of
10 mm across the entire x and y axes. A visualization of the cavitation vortex rope is given in
4.6. Each snapshot corresponds to a given phase of the precession cycle. The discharge factor
and the Thoma number are equal to QED = 0.128 and σ= 0.17, respectively. As illustrated by
this visualization, the periodical passage of the cavitation vortex rope across the measurement
axis prevents the measurement of reliable data at certain radial positions, due to the reﬂection
of the Laser beams at the cavity surface. In Figure 4.6, the optical access is located on the left
side of the image. Three radial positions are marked in the measurement section 2 by black
crosses at x1 = −3R/4, x2 = 0 and x3 = 3R/4 and three other radial positions are marked in
the section 1 by white crosses at x4 =−3R/4, x5 =−3R/8 and x6 = 0. For each radial position,
the mean phase averaged velocity signals are computed by using the methodology previously
described. The results for the tangential velocity components Cu are given in Figure 4.7 for
the measurement section 2 and in Figure 4.8 for the measurement section 1.
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Figure 4.6: Visualization of the cavitation vortex rope at two different instants of the precession
period, corresponding to the passages of the vortex rope across the measurement diameter x
(QED = 0.128, σ= 0.17).
LDV measurement section 2
In the section 2, the LDV measurements performed at the radial position (1) are not affected
by the cavitation as the vortex rope does not interfere with the measurement volume at any
instant of the precession period. In Figure 4.7-a, it can also be noticed that the LDV seems to
produce valid velocities even when the vortex rope passes across the measurement diameter,
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despite potential problems due to the Laser beam reﬂections. This can be explained by the
low vapor fraction within the vortex core at this particular phase of the period, for which the
amplitude of the synchronous pressure pulsations is at its highest level.
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Figure 4.7: Mean phase averaged tangential velocity computed at 3 different radial positions
along the x-axis of the measurement section 2 (QED = 0.128, σ= 0.17)
At the radial position (2), the cavitation vortex rope passes periodically between the measure-
ment volume and the optical access. It results in a slightly noisy mean phase averaged signal
when the relative phase of the precession period is nearly equal to θ =π/2, as shown in Figure
4.7-b. However, as mentioned previously, the cavitation volume at this instant is low, enabling
the reconstruction of a reliable mean phase averaged signal at this phase of the precession
cycle. The LDV measurements are disturbed twice during one single precession cycle when
the measurement volume is located at the radial position (3). The ﬁrst passage produces a
slight noise in the mean phase averaged signal. The vortex rope passes a second time between
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the LDV probe and the measurement volume, resulting in a complete loss of information for
the phases of the precession cycle between θ = 3π/2 and θ = 5π/3 because of the large size of
the cavity at this instant.
LDV measurement section 1
In the section 1, the size of the cavitation volume is greater than that observed in section 2 and
the trajectory of the vortex rope is less wide, as shown in the previous chapter.
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Figure 4.8: Mean phase averaged tangential velocity computed at 3 different radial positions
along the x-axis of the LDV measurement section 1 (QED = 0.128, σ= 0.17).
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Consequently, the LDV measurements are strongly disturbed by the presence of the cavitation
volume beyond the radial position (5). At this radial position, the mean phase averaged velocity
signals are disturbed during the corresponding phases of the precession period between θ = 0
to θ = π/2. At the radial position (6), which corresponds to the centre of the section, the
information is completely lost during a large segment of the precession period, from about
θ = 0 to θ =π/2, as well as from θ = 7π/4 to θ = 2π.
Regarding these preliminary observations, the range of investigated radial positions must be
adapted for each LDV survey depending on the size of the cavity and the measurement section.
Table 4.2 summarizes the radial positions for which LDV measurements have been performed
at the different investigated ﬂow conditions.
Table 4.2: Radial positions of the control volume for each investigated operating conditions
OP# σ (−) Measurement section Radial position
1
0.10
1 −R →−R/4
2 −R → 0
0.13
1 −R → 0
2 −R → 0
0.31
1 −R →R
2 −R →R
2
0.13
1 −R →−R/4
2 −R → 0
0.1625
1 −R →−R/4
2 −R → 0
0.38
1 −R →R
2 −R →R
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4.3 Cavitation inﬂuence on pressure ﬂuctuations
4.3.1 Resonance identiﬁcation
The inﬂuence of the Thoma number on the frequencies of interest, i.e the precession and
the natural frequencies, as well on the amplitude of the pressure ﬂuctuations, is investigated
by computing the auto-spectral density function of a wall pressure signal measured in the
feeding pipe for each value of σ. The evolution of both natural and precession frequencies
with the Thoma number at OP#1 is reported in Figure 4.9, together with the evolution of the
auto-spectra amplitude at frope . Similar results are also presented in Figure 4.10 for OP#2.
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Figure 4.9: (a) Frequencies of interest (precession and natural frequencies) and (b) auto-
spectra amplitude at the precession frequency as a function of the Thoma number at OP#1.
The pressure signal is measured in the feeding pipe (location P1).
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Figure 4.10: (a) Frequencies of interest (precession and natural frequencies) and (b) auto-
spectra amplitude at the precession frequency as a function of the Thoma number at OP#2.
The pressure signal is measured in the feeding pipe (location P1).
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The development of cavitation has little impact on the precession frequency. The latter
increases slightly with the Thoma number, from 0.23×n to 0.26×n at OP#1 and from 0.30×n
to 0.33×n at OP#2. Beyond a certain value of σ (σ = 0.12 for OP#1 and σ = 0.17 for OP#2),
the precession frequency remains constant although the Thoma number increases, as the
cavitation volume has already almost disappeared beyond this threshold. These results are
however contrary to those obtained by Arpe [6], who reported a decrease of the precession
frequency as σ increases. Concerning the frequency f0, it increases strongly as the Thoma
number increases, from 0.11×n to 0.39×n at OP#1 in the range of σ= [0.06−0.12] and from
0.17×n to 0.44×n at OP#2 in the range of σ = [0.11−0.19]. Beyond the value σ = 0.12 at
OP#1 and σ= 0.19 at OP#2, the identiﬁcation of the frequency f0 in the spectra of the pressure
signals is not possible anymore, as the cavitation volume has almost disappeared, inducing a
strong decrease of the pressure ﬂuctuations at this frequency.
The evolution of f0 with the Thoma number, as well as the synchronous nature of the pressure
ﬂuctuations occurring at this frequency, suggests that f0 can be identiﬁed as the natural
frequency of the hydro-acoustic system, which strongly depends on the wave speed and
therefore of the cavitation volume [46]. However, the exact physical mechanisms driving the
propagation of pressure ﬂuctuations at the frequency f0 remain unclear, as no excitation
source can be identiﬁed in the system at this frequency. It may be a result of a self-oscillation
of the cavitation volume at the natural frequency.
Increasing the value of the Thoma number, the difference between the precession frequency,
seen as an excitation frequency for the system, and the natural frequency is reduced, resulting
in an important increase of the amplitude of the synchronous pressure ﬂuctuations propa-
gating in the system. It reaches its maximum when the frequency f0 matches the excitation
frequency frope , which corresponds to the resonance conditions. It occurs when the Thoma
number is equal to σ= 0.10 for OP#1 and σ= 0.1625 for OP#2. Beyond the resonance con-
ditions, the frequency f0 again increases as the value of the Thoma number is increased,
resulting in a drop of the amplitude of the pressure ﬂuctuations.
4.3.2 Pressure ﬂuctuations decomposition in the cone
For each operating condition, the pressure ﬂuctuations in the draft tube cone are decomposed
into convective and synchronous components in order to highlight the effect of cavitation
on each of them. Both pressure components are computed in the time domain by applying
Equations 3.1 and 3.2 to the wall pressure signals measured in the same cross-section of
the draft tube cone. The mean phase averaged signal is then computed for each pressure
component by using the convective pressure component recorded by the pressure sensor C1S
for the identiﬁcation of the successive precession cycles. In order to highlight the effect of
cavitation on the amplitude of each pressure component, the RMS value of the mean phase
averaged signals is computed for each value of σ by integrating directly the square of the the
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mean phase averaged signals over one precession period, as following:
RMS=
√
1
T
∫T
0
C˜p
2
(t )dt (4.1)
The evolution of the RMS value with the value of σ for each of the 4 convective components
and the synchronous component computed in the upper section of the cone is presented in
Figure 4.11 for OP#1 and in Figure 4.12 for OP#2.
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Figure 4.11: RMS value of the convective and synchronous pressure components as a function
of the Thoma number in the upper section of the cone at OP#1.
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Figure 4.12: RMS value of both convective and synchronous pressure components as a function
of the Thoma number in the upper section of the cone at OP#2.
The synchronous pressure component is strongly ampliﬁed approaching the resonance condi-
tions for both operating conditions. This was expected, as the synchronous pressure compo-
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nent corresponds to the response of the hydraulic system to the excitation source. However,
the amplitude of the synchronous pressure ﬂuctuations is greatly higher at OP#2, which can
be explained by the higher intensity of the excitation source at this point, as shown in the
previous chapter.
More interesting is the effect of cavitation on the convective pressure components for both
operating points. Figures 4.11-a and 4.12-a show that a decrease of the pressure level in the
draft tube induces a decrease of the convective pressure components amplitude. It indicates
that the development of cavitation in the vortex core modiﬁes the vortex dynamics by inducing
a contraction of its trajectory. Above a given value ofσ, amodiﬁcation of the pressure level does
not affect the RMS value of the convective components, as the cavitation volume has almost
disappeared. At OP#2, it can be noticed that the RMS value of the convective components
locally decreases when the resonance conditions are reached. The reason might be that
the synchronous pressure ﬂuctuations of high amplitude occurring in resonance conditions
induce a periodical ﬂuctuation of the cavitation volume at the precession frequency. As it is
shown that the amount of cavitation affects the dynamics of the precessing vortex rope via the
amplitude of the convective components, a periodical ﬂuctuation of the cavitation volume is
able to modify instantaneously the vortex rope dynamics during one precession cycle. The
drop of the RMS value may be a result of these non-linear effects, which will be investigated
more precisely in the next chapter.
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4.4 Flow ﬁelds in cavitation-free conditions
4.4.1 Mean phase averaged velocity proﬁles
The ﬂow velocity ﬁelds along both x and y axes are ﬁrst measured in cavitation-free conditions
at OP#1 and OP#2 and the mean phase averaged velocity signals are computed for both
velocity components Cm and Cu at each radial position. The resulting evolution of the
velocity proﬁles over one precession cycle is presented in Figures 4.13 and 4.14 for both axial
and tangential velocity components in the measurement section 2 at OP#1. Similar results at
OP#2 are presented in Figures 4.15 and 4.16. The results are interpolated via a cubic spline
interpolation for a better visualization. The results obtained in the measurement section 1 are
presented in Appendix C for both operating points.
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Figure 4.13: Evolution of the axial velocity proﬁle over one precession cycle in themeasurement
section 2 at OP#1 (QED = 0.161, σ=σatm = 0.31).
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Figure 4.14: Evolution of the tangential velocity proﬁle over one precession cycle in the
measurement section 2 at OP#1 (QED = 0.161, σ=σatm = 0.31).
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For each operating point, the velocity proﬁles feature a periodical oscillation at the precession
frequency. The phase shift between the velocity ﬂuctuations measured along the two different
axes is equal to about T /4, corresponding to the spatial shift between the two axes.
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Figure 4.15: Evolution of the axial velocity proﬁle over one precession cycle in themeasurement
section 2 at OP#2 (QED = 0.128, σ=σatm = 0.38).
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Figure 4.16: Evolution of the tangential velocity proﬁle over one precession cycle in the
measurement section 2 at OP#2 (QED = 0.128, σ=σatm = 0.38).
For each phase value, there is a radial position for which the tangential velocity component
is zero (Cu = 0). This position moves periodically around the centre of the section, which
illustrates the rotation of the vortex centre around the section centre. The amplitude of this
motion is larger at OP#2 and is accompanied by a higher maximum tangential velocity between
the point Cu = 0 and the cone wall, in accordance with the observations regarding the vortex
trajectory in Section 3.5.
Concerning the axial velocity proﬁles, a zone of recirculating ﬂow, i.e. with an axial velocity
Cm < 0, is highlighted at both operating points. The position of the recirculation zone is
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clearly unsteady and moves periodically with the precession of the vortex core. This behavior
has already been reported by different authors investigating highly swirling ﬂows, for instance
Grifﬁths et al. [37] or more recently Martinelli et al. [58]. The ﬂuctuation of the recirculation
zone position is much more important at OP#2 than at OP#1, which is a result of the larger
vortex trajectory observed at this point, as highlighted in Section 3.5.2. When the recirculation
zone is at its position closer to the wall, both axial and tangential velocity components reach
their maximum value, as shown in Figures 4.15 and 4.16. It corresponds to the passage of
the vortex core across the measurement diameter. These results indicate that the recircula-
tion zone precesses with the vortex centre, the latter being located at the boundaries of the
recirculation zone [37].
4.4.2 Vortex centre passage
As mentioned previously, the tangential velocity proﬁles are characterized at each phase of
the precession period by a radial position for which the value of Cu is equal to 0. This position
moves periodically on either side of the section centre. Its evolution over one precession
period is given in Figure 4.18 for OP#1 and in Figure 4.18 for OP#2. This position corresponds
to the one for which the horizontal ﬂow streamlines in the (x, y)-plane are tangent to the
measurement axis, as illustrated in Figure 4.17 with the drawings of an axi-symmetric vortex
with circular streamlines (Figure 4.17-a) and an asymmetric vortex with deformed streamlines
(Figure 4.17-b).
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Figure 4.17: Sketch of axi-symmetric and asymmetric vortices with one corresponding hori-
zontal ﬂow streamline tangent to the x-axis.
In both sketches, the vortex centre is represented when it is not located on one of the mea-
surement axes. However, the tangential velocity component Cu is equal to 0 at a given radial
position on both measurement axes. It corresponds to the position for which the horizontal
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ﬂow streamline is tangent to the axis. This is illustrated in Figure 4.17 for the x-axis. In this
case, the point where Cu = 0 moves periodically along each axis from the radial positions
r =Rt = 0.5×R to r =−Rt =−0.5×R, with Rt the radius of the circular vortex trajectory. The
extremum positions of this point correspond to the passage of the vortex centre across the
axis x or y . Additionally, in the case of an axisymmetric vortex, the point Cu = 0 lies exactly on
the section centre on a given measurement axis when the vortex core passes across the second
measurement axis. It is not the case for an asymmetric vortex because of the deformation of
the ﬂow streamlines. Therefore, the evolution of the radial position where Cu = 0 over one
precession period can provide additional information about the vortex trajectory, whether in
cavitation-free conditions or in cavitation conditions.
For the present test-case, the vortex core passage across the measurement axes is marked by
the vertical black solid lines in Figure 4.18 for OP#1 and in Figure 4.18 for OP#2.
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Figure 4.18: Evolution of the radial position for which Cu = 0 during one precession period at
OP#1 (QED = 0.161, σatm = 0.31).
At OP#1, the position for which Cu = 0 evolves approximately from −R/8 to R/8 along the
x-axis and from −R/8 to R/16 along the y-axis in the measurement section 1. In the measure-
ment section 2, the extremum positions are approximately equal to −3R/16 and R/4 for the
x-axis, −3R/16 and R/4 for the y-axis. This difference between both measurement sections
indicates a widening of the vortex trajectory away from the runner outlet, conﬁrming the
results obtained in Chapter 3. Moreover, when the vortex passes across a given measurement
axis, the point for which Cu = 0 approximately lies on the centre of the second measurement
axis, highlighting the relative symmetry of the vortex for high values of discharge factor. At
OP#2, the trajectory of the vortex centre is larger than the one at OP#1, as demonstrated in
the previous chapter. Moreover, during the passage of the vortex across a given measurement
axis, the point Cu = 0 does not lie on the centre of the second measurement axis (Figure
4.19), which illustrates the deformation of the ﬂow streamlines due to the asymmetry of the
vortex core. The increasing asymmetry of the vortex as the discharge factor is decreased has
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Figure 4.19: Evolution of the radial position for which Cu = 0 during one precession period at
OP#2 (QED = 0.128, σatm = 0.38).
already been observed in the previous chapter and can be explained by the widening of the
vortex trajectory, making the vortex centre position closer to the cone wall. It induces a more
important squeezing of the ﬂow between the vortex centre and the cone wall, resulting in an
increasing dissymmetry of the vortex core.
4.4.3 Amplitude and phase shift of velocity ﬂuctuations
RMS value
In order to evaluate the amplitude of the axial and tangential velocity ﬂuctuations, their
RMS value is computed similarly to the pressure ﬂuctuations. It is performed at each radial
position by directly integrating the square of the mean phase averaged velocity ﬂuctuations
over one precession period (Equation 4.1). The evolution of the RMS value for both velocity
components with the radial position is presented in Figure 4.20 for OP#1 and in Figure 4.21 for
OP#2. Only the results obtained in the measurement section 2 are presented there.
Globally, the evolution of the RMS value of both velocity components features the same
characteristics whatever the operating point. For the axial velocity component in Figures
4.20-a and 4.21-a, the evolution of the RMS value presents two maxima. The ﬁrst one is located
near the cone wall at the radial position for which the axial velocity reaches its maximum value
during the passage of the vortex core across the measurement axis. The second one is located
at a radial position which is successively inside and outside the recirculation zone according to
the periodical motion of the latter with the precession of the vortex rope. The minimum RMS
value is observed at the section centre, i.e. at the average position of the recirculation zone
centre, for which the ﬂow is mainly turbulent. However, the minimum value is much more
important at OP#2 as the vortex centre trajectory is larger, which induces a more important
variation of the recirculation zone position and consequently a more important axial velocity
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ﬂuctuation at the section centre.
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Figure 4.20: RMS value of the axial and tangential velocity ﬂuctuations along the axes x and y
at OP#1 in the measurement section 2 (QED = 0.161, σatm = 0.31).
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Figure 4.21: RMS value of the axial and tangential velocity ﬂuctuations along the axes x and y
at OP#2 in the measurement section 2 (QED = 0.128, σatm = 0.38).
For the tangential velocity component, the evolution of the RMS value with the radial position
also presents two distinct maxima. The ﬁrst one is also located between the vortex centre and
the cone wall at a radial position corresponding to the position for which the tangential ﬂow is
squeezed and accelerated during the passage of the vortex centre in the vicinity of the cone
wall. The second position is located at the centre of the measurement axis. It is induced by the
rotation of the vortex centre around this point which causes tangential velocity ﬂuctuations of
high amplitude because of the continuous change of the orientation of the velocity vectors.
This type of proﬁle for the RMS value of the tangential velocity component has already been
reported by Heitor and Whitelaw [40] or more recently Fernandes et al. [34] in the case of
swirling ﬂows in combustor device. The maximum RMS value observed at the centre section
is much more important at OP#2 as the trajectory of the precession vortex is larger for low
values of discharge factor.
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Cross-correlation for time delay
For a given radial position r between the cone wall (r = −R) and the section centre (r = 0),
the mean phase averaged velocity signals are available at 4 different angular positions: θ1 = 0,
θ2 =−π/2, θ3 =−π and θ4 =−3π/2. It corresponds respectively to the semi-axes x > 0, y < 0,
x < 0 and y > 0. These angular positions are illustrated in Figure 4.22. The vortex core rotates
in the clockwise direction.
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Figure 4.22: Different angular positions for a given radial position of the measurement volume.
For each radial position, the cross-correlation function is computed between the mean phase
averaged velocity signals obtained at two consecutive angular positions [9]:
R12(τ)= E [Cm1(t )×Cm2(t +τ)] (4.2)
with Cm1 and Cm2 the phase averaged axial velocity signals at the positions (r,θ1) and (r,θ2),
respectively. For two correlated signals, the cross-correlation function features a maximum
peak at the value τwhich corresponds to the time delay between both signals [9]. The evolution
of the time delay with the radial position for both axial and tangential velocity components
is reported in Figure 4.23 for OP#1 and in Figure 4.24 for 2. The radial position and the time
delay τ are made dimensionless by the section radius and the precession period, respectively.
The mean precession period is equal to T = 0.2875 s at OP#1 and T = 0.2275 s at OP#2. It is
obtained by averaging the length of the individual precession periods identiﬁed during the
phase averaging procedure.
At OP#1, the time delay remains approximately equal to τ = T /4 from r = −R to r = 0 for
all the pairs of angular positions, which corresponds to the spatial difference between two
consecutive angular positions. It highlights the symmetry of the vortex trajectory for high
values of discharge factor (ﬂow regime 1). It can be noticed that the timedelay for the tangential
velocity components breaks down for the radial positions between r /R =−1/2 and r /R =−1/4
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Figure 4.23: Time delay as a function of the the radial position for the axial and tangential
velocity ﬂuctuations at OP#1 in the measurement section 2 (QED = 0.161, σatm = 0.31).
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Figure 4.24: Time delay as a function of the radial position for the axial and tangential velocity
ﬂuctuations at OP#2 in the measurement section 2 (QED = 0.128, σatm = 0.38).
in Figure 4.23-b, as the phase averaged tangential velocity signals change phase in this zone.
This change does not occur exactly at the same radial position for both measurement axes. It
results in a zone of ﬁnite length for which the value of the time delay is not reliable.
At OP#2, the results are slightly different, although the time delay is also approximately equal
to T /4 for both velocity components. The differences observed between the different pairs of
angular position highlight the dissymmetry of the vortex rope precession which is observed for
low values of discharge factor. In the light of these analyses, it can be concluded that the ﬂow
velocity ﬂuctuations seem to be entirely driven by the convection of the vortex rope whereas
the propagation of synchronous pressure ﬂuctuations does not impact the ﬂow ﬁeld in the
draft tube in cavitation-free conditions.
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4.5 Flow ﬁelds in cavitation conditions
In this section, the ﬂow velocity ﬁelds measured in cavitation conditions at OP#1 and OP#2
are analysed. For each operating point, LDV measurements are performed for two values of
the Thoma number, which are chosen according to the resonance identiﬁcation presented
in Section 4.3.1: σ= 0.10 (resonance) and σ= 0.13 (out of resonance) at OP#1, σ= 0.13 (out
of resonance) and σ = 0.1625 (resonance) at OP#2. At OP#1, the value of σ chosen for the
investigation of the ﬂow ﬁeld in non-resonance conditions is higher than the one in resonance
conditions as a decrease of the Thoma number below the value of σ = 0.09 leads to the
formation of a signiﬁcant cavitation volume at this operating point, which does not permit a
proper ﬂow investigation.
LDV measurements are performed from the cone wall (position r =−R) to the section centre
(position r = 0), as discussed in Section 4.2.4. In the following, only the results obtained
in the measurement section 2 are presented and compared with the results obtained in
cavitation-free conditions. In this measurement section, the size of cavitation vortex rope
is less important than the one in the measurement 1, which is due to the positive pressure
gradient in the main direction of the ﬂow induced by the divergent shape of the cone and the
decrease of the elevation Z .
4.5.1 Mean phase averaged velocity ﬁeld
The evolution of the velocity proﬁles with the relative phase of the precession at OP#1 in
resonance conditions is presented in Figure 4.25 for the axial velocity component and in
Figure 4.26 for the tangential velocity component. Similarly, the results obtained in resonance
conditions at OP#2 are presented in Figures 4.27 and 4.28. The velocity components Cm
and Cu are made dimensionless with the discharge velocity CQ and the circumferential
runner speed U1¯, respectively. The mean phase averaged velocity signal is obtained after
averaging between 600 and 780 precession periods, depending on the ﬂow parameters and
the corresponding precession frequency.
In a ﬁrst approach, the velocity proﬁles display similar characteristics to those observed in
cavitation-free conditions. The passage of the vortex rope across the measurement axes, which
is given by the moment for which the radial position of the point Cu = 0 is at its minimum
(for the semi-axes x < 0 and y < 0), corresponds to the moment for which both tangential and
axial velocity components reach their maximum values between the cone wall and the vortex
centre. The recirculation zone is also closer to the cone wall. The maximum values of the axial
and tangential velocity components are relatively similar to those observed in cavitation-free
conditions for both operating points OP#1 and OP#2.
The periodical passage of the cavitation vortex rope across the measurement axes does almost
not affect the quality of the LDV measurements at OP#1. At OP#2, the results are disrupted by
the passage of the cavitation volume for the measurement axis y , which induces noisy mean
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Figure 4.25: Evolution of the axial velocity proﬁle over one precession period in the measure-
ment section 2 at OP#1 in resonance conditions (QED = 0.161, σ=σres = 0.10).
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Figure 4.26: Evolution of the tangential velocity proﬁle over one precession period in the
measurement section 2 at OP#1 in resonance conditions (QED = 0.161, σ=σres = 0.10).
phase averaged velocity signals at the instant t = 0.75×Trope in Figures 4.27-b and 4.28-b.
However, the passage of the cavitation vortex rope does not affect the measurements along
the x-axis as the cavitation volume is at its minimum at this moment of the precession period.
For the non-resonance conditions at OP#1 and OP#2, the results are presented in Appendix C.
The same preliminary conclusions can be drawn regarding the mean phase averaged velocity
signals obtained in non-resonance conditions. However, at OP#2, the measurements are
strongly disrupted by the cavitation vortex passage for both measurement axes, as the low
pressure level in the draft tube promotes the development of an important cavity in the vortex
core. Moreover, the cavity volume is relatively stable as the amplitude of the synchronous
pressure pulsations in the cone is relatively low compared to that in resonance conditions.
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Figure 4.27: Evolution of the axial velocity proﬁle over one precession period in the measure-
ment section 2 at OP#2 in resonance conditions (QED = 0.128, σ=σres = 0.1625).
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Figure 4.28: Evolution of the tangential velocity proﬁle over one precession period in the
measurement section 2 at #OP2 in resonance conditions (QED = 0.128, σ=σres = 0.1625).
4.5.2 Time delay and RMS value
Similarly to the analysis made for the results obtained in cavitation-free conditions, the
time delay τ between the phase averaged velocity signals obtained at two successive angular
positions is computed in cavitation conditions for each radial position. However, the ﬂow
velocity components are only measured from r = −R to r = 0, making the computation of
the time delay possible only for the angular positions θ2 and θ3. The time delay as a function
of the radial position for both operating points is presented in Figure 4.29 for the resonance
conditions and in Figure 4.30 for the non-resonance conditions.
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Figure 4.29: Time delay as a function of the radial position for the axial and tangential velocity
ﬂuctuations in resonance conditions ((a) QED = 0.161, σres = 0.10 - (b) QED = 0.128, σres =
0.1625).
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Figure 4.30: Time delay as a function of the radial position for the axial and tangential velocity
ﬂuctuations in non-resonance conditions ((a) QED = 0.161, σout = 0.13 - (b) QED = 0.128,
σout = 0.13).
For both operating points, the results in terms of time delay are very similar to those obtained
in cavitation-free conditions. The phase shift between two consecutive angular positions
is equal to about T /4 for both velocity components, whether in resonance conditions or in
non-resonance conditions. The computation of the time delay for the tangential component
again breaks down for the radial positions comprised between r /R =−1/2 and r /R =−1/4.
These results conﬁrm that the periodical ﬂuctuations observed in both axial and tangential
velocity signals are mainly induced by the vortex rope precession. Although the propagation of
synchronous pressure ﬂuctuations is able to induce a periodical ﬂuctuation of the cavitation
volume at the same frequency, particularly in resonance conditions as it will be discussed
in the next chapter, the periodical axial and tangential velocity ﬁelds in the draft tube cone
do not seem to be affected by the propagation of high synchronous pressure pulsations in
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resonance conditions. It suggests that the discharge axial ﬂuctuations induced by hydro-
acoustic resonances are much smaller than the axial velocity disturbances caused by the
precession of the vortex rope in the draft tube.
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Figure 4.31: RMS value of the axial and tangential velocity ﬂuctuations along the axes x and y
at OP#1 in resonance conditions in the measurement section 2 (QED = 0.161, σres = 0.10).
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Figure 4.32: RMS value of the axial and tangential velocity ﬂuctuations along the axes x and y
at OP#2 in resonance conditions in the measurement section 2 (QED = 0.128, σres = 0.1625).
The evolution of the RMS value with the radial position for both axial and tangential velocity
components is presented in Figures 4.31 (resonance conditions) and 4.33 (non-resonance
conditions) forOP#1, aswell as in Figures 4.32 (resonance conditions) and 4.34 (non-resonance
conditions) for OP#2. The proﬁles are plotted from r =−R to r = 0 for most of the cases, except
for the non-resonance case at OP#2 as the cavitation volume does not permit to obtain reliable
results in the vicinity of the section centre of the measurement axis x.
For both operating points, the evolution of the RMS value along the measurement axes in
cavitation conditions features similar characteristics to those observed in cavitation-free
conditions. Some small differences are however worth being mentioned. At OP#1, the RMS
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values obtained in non-resonance conditions are very similar to those obtained in cavitation-
free conditions for both velocity components, as the cavitation volume has almost disappeared
for this value of σ. However, in resonance conditions, the maximum RMS values for the
tangential component are slightly lower than those in cavitation-free conditions. It indicates
the effect of the cavitation on the vortex rope dynamics, which is to contract the vortex
trajectory and reduce therefore the precession frequency. This results is in agreement with the
decrease of the RMS value of the convective pressure components observed when the value of
the Thoma number is decreased (Section 4.3.2). At OP#2, the maximum RMS values for the
tangential component is also slightly lower than those in cavitation-free conditions, specially
for the measurement axis y .
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Figure 4.33: RMS value of both axial and tangential velocity ﬂuctuations along the axes x and y
at OP#1 in non-resonance conditions in the measurement section 2 (QED = 0.161,σout = 0.13).
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Figure 4.34: RMS value of both axial and tangential velocity ﬂuctuations along the axes x and y
at OP#2 in non-resonance conditions in the measurement section 2 (QED = 0.128,σout = 0.13).
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4.6 Summary and discussion
The effect of cavitation on the pressure ﬂuctuations and the ﬂow velocity ﬁelds in the draft tube
is investigated, with a particular focus on the effect of the occurrence of resonance conditions.
Pressure ﬂuctuations measurements are ﬁrst performed in the draft tube and the feeding pipes
of the machine in a wide range of σ-values for two distinct operating points. A preliminary
spectral analysis of pressure signals measured in cavitation condition reveals the propaga-
tion of synchronous pressure pulsations at a low frequency f0 in addition to the pressure
ﬂuctuations occurring at the precession frequency. The frequency f0 is identiﬁed as the ﬁrst
eigenfrequency of the system. The evolutions of the precession and natural frequencies and
the amplitude of the pressure ﬂuctuations with the Thoma number reveals the occurrence of
a hydro-acoustic resonance at a given σ-value, for which the precession frequency matches
with the ﬁrst natural frequency of the system. The resonance conditions are characterized by
an abrupt rise of the amplitude of the synchronous pressure component at the precession
frequency.
Moreover, the effect of cavitation on the convective pressure components is revealed by
computing their RMS value for each value of the Thoma number. It is shown that an increase
of the amount of cavitation within the precessing vortex core leads to a decrease of the RMS
value of the convective components, which is accompanied by a simultaneous slight decrease
of the precession frequency. The development of cavitation in the vortex core alters therefore
the dynamics of the precessing vortex rope, via a contraction of its trajectory and a reduction
of its frequency, and therefore the excitation source intensity.
LDV measurements are performed in cavitation-free and cavitation conditions, including res-
onance, along two different axes of the draft tube cone for two operating points. A preliminary
spectral analysis of the velocity signals measured in cavitation conditions reveals the absence
of velocity ﬂuctuations at the natural frequency f0, contrary to the pressure signals. The mean
phase averaged velocity signals are computed by using the convective pressure component
of a pressure signal measured in the cone as a reference. For each investigated σ-value, the
RMS value of the velocity ﬂuctuations is computed, as well as the time delay between the
velocity ﬂuctuations measured at two different angular positions. The results suggest that the
velocity ﬂuctuations at the precession frequency are mainly induced by the convection of the
precessing vortex rope in the draft tube. The periodical axial velocity ﬁeld is not altered by the
propagation of synchronous pressure ﬂuctuations of high amplitude in resonance conditions.
These results suggest that the discharge velocity ﬂuctuations caused by the occurrence of
hydro-acoustic resonances are much smaller than the axial velocity disturbances induced
by the precession of the vortex rope. It might be conﬁrmed by estimating the magnitude of
discharge ﬂuctuations in resonance conditions from the application of the unsteady Bernoulli
equation at the runner exit and the cavitation volume ﬂuctuations. A one-dimensional hydro-
acoustic model can also be used with the hydro-acoustic parameters of the cavitation vortex
rope identiﬁed in [53].
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5 Inﬂuence of the Froude number on
the resonance conditions
5.1 Non-linear effects in resonance conditions
5.1.1 Pressure pulsations in resonance conditions
In the previous chapter, it has been shown that resonance conditions are met when the
precession frequency, acting as an excitation frequency for the system, matches with the ﬁrst
natural frequency of the hydraulic system. It induces a signiﬁcant increase of the amplitude
of the pressure ﬂuctuations at the precession frequency in the entire system. A comparison
between the wall pressure signals measured in the upper section of the draft tube cone at
#OP2 in non-resonance and resonance conditions is presented in Figure 5.1.
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Figure 5.1: Fluctuations of the wall pressure coefﬁcients measured in the upper section of the
draft tube cone at OP#2 (QED = 0.128) in non-resonance and resonance conditions.
The peak-to-peak value of the pressure ﬂuctuations in cavitation conditions corresponds to
15 % of the turbine head H , which is comparable with the amplitude observed during violent
self-oscillations of the cavitation rope at full load conditions [59]. In resonance conditions, the
pressure ﬂuctuations in the same cross-section of the cone are almost synchronous contrary
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to the non-resonance case, which is due to the ampliﬁcation of the synchronous pressure
component. It is expected these large pressure ﬂuctuations to have an important effect on the
cavitation volume as its size depends on the conditions of pressure in the draft tube.
5.1.2 Cavitation volume pulsations in resonance conditions
Methodology for the estimation of the vortex rope volume
The effect of resonance conditions on the cavitation volume is investigated by estimating the
ﬂuctuations and the average value of the cavity size in the draft tube cone by means of high
speed visualizations. The corresponding setup is detailed in Section 2.4. The total number of
frames is limited to 5’500 and the acquisition rate is equal to 1’000 fps. The visualizations of
the vortex rope are recorded synchronously with pressure measurements.
The cavitation vortex rope size is determined by identifying the edges of the cavitation rope
for each image. This is made possible by the good contrast between the gaseous and liquid
phases of the ﬂow provided by the LED backlight. For each single image of the vortex rope, a
region of interest is deﬁned, corresponding to the zone for which the LED lightening provides
a sharp contrast between the different ﬂow phases. The vortex rope edges are detecting after
conversion of the original image into a binary picture obtained by applying an ideal threshold
value [59, 53]. The procedure of image post-processing is illustrated in Figure 5.2 by the
example of one single raw snapshot of the vortex rope and the corresponding binary image.
(a) Raw image (b) After binary mask
Figure 5.2: Example of one single raw image and the corresponding binary image used for the
detection of the cavitation vortex rope edges.
For each vertical position z along the draft tube cone, the position of the vortex rope edges
permits to obtain the corresponding vortex rope radius Rpixel (z) in pixels. To convert the
pixels indices into spatial coordinates, a calibration image is taken with a dotted target located
in the meridional cross-section of the draft tube cone and attached to the runner cone.
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For the calculation of the vortex rope volume, the shape of the cavity is considered as circular
for each vertical position. The section of the cavitation vortex rope is then integrated from
the vertical positions z1 to z2, corresponding to the upper and lower limits of the region of
interest:
Vc =
∫z2
z1
Acdz =
∫z2
z1
πR(z)2dz (5.1)
The cavitation volume is determined for each image of the visualization for computing mean
value V¯c and ﬂuctuating component V˜c (t ), respectively.
Limits of the methodology
The procedure of estimation of the cavitation volume in the draft tube cone presents several
disadvantages. On the one hand, it only takes into account a small fraction of the cavitation
vortex rope as this one extends beyond the cone in the draft tube elbow and the diffuser.
The cavitation volume is therefore underestimated. To overcome this problem, a local void
fraction β is deﬁned, corresponding to the ratio between the cavitation volume estimated
in the region of interest and the total volume of the region of interest. However, the local
void fraction does not represent a global void fraction as the size of the cavitation vortex rope
progressively decreases beyond the cone due to the increase of the static pressure combined
with the decrease of the swirl intensity.
On the other hand, the objective of the camera is focused on the meridional cross-section of
the draft tube cone and the computation of the cavitation volume is based on the calibration
image taken in this cross-section. Therefore, the periodical precession of the vortex rope
leads to an overestimation of the cavitation volume when this one is situated between the
camera and the calibration section whereas it leads to an underestimation of the volume when
the vortex rope is situated beyond the calibration section. This effect introduces an artiﬁcial
ﬂuctuation of the vortex rope volume at the precession frequency which does not correspond
to any real physical behavior. However, it is assumed that it does not affect the mean value of
the cavitation volume.
Finally, the cross-section of the cavitation vortex rope is assumed to be circular whereas it
has been shown in Chapter 3 that the core of the precessing vortex features a nearly elliptical
shape for low values of discharge factor. Others authors have pointed out this elliptical shape
by performing high-speed visualizations of the vortex rope, as well as stability analysis of the
vortex rope [50, 51, 72].
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Cavitation volume ﬂuctuation in non-resonance and resonance conditions
The evolution of the cavitation volume is estimated at OP#2 (QED = 0.128) for two values of
Thoma number, σ= 0.12 and σ= 0.16, corresponding to the non-resonance and resonance
conditions, respectively. The time history of the ﬂuctuating component Δβ of the local
void fraction β is plotted in Figure 5.3 for both values of Thoma number, together with the
corresponding auto-spectral density functions. The ﬂuctuating component Δβ of the void
fraction is made dimensionless by the mean value βmean .
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Figure 5.3: Time history of the ﬂuctuating component Δβ of the void fraction for two values
of Thoma number, together with the corresponding auto-spectral density functions (QED =
0.128).
The mean value of the void fraction is equal to βmean = 0.084 for σ= 0.12 and βmean = 0.044
for σ = 0.1625. Out of resonance, the ﬂuctuations of the cavitation volume do not present
a well-deﬁned periodicity at a given frequency. They mainly occurs in a wide range of low
frequencies and can be related to the pressure ﬂuctuations at the natural frequency of the
system, which is equal to f0 = 0.2×n for this value of σ. The precession frequency frope is not
dominant although a peak at its ﬁrst harmonic 2× frope is visible and dominant in the auto-
spectra. In resonance conditions, the amplitude of the cavitation volume ﬂuctuations at the
precession frequency greatly increases and becomes dominant, giving rise a well-periodical
signal. As the eigenfrequencies of the system strongly depend on the cavitation volume, the
occurrence of resonance forces the system eigenfrequencies to periodically ﬂuctuate at the
precession frequency. As a result, the system becomes strongly non-linear and it yields a
coupling between the excitation source, whose frequency slightly depends on the cavitation
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volume, and the system’s oscillations. Non-linearities of the system in resonance conditions
have already been taken into account for the simulation of pressure ﬂuctuations at part load
resonance conditions [2, 53]. By considering a periodical ﬂuctuation of the wave speed and
the bulk viscosity in a 1D hydro-acoustic model, Landry [53] obtained numerical results in
perfect agreement with the experimental measurements in terms of amplitude and shape of
the pressure ﬂuctuations.
5.2 Effect of the Froude number on the test rig hydro-acoustic re-
sponse
5.2.1 Deﬁnition of the Froude number
The Froude number is of major importance for the investigation of cavitation in Francis
turbines as it affects the distribution of cavitation in the draft tube by changing the pressure
gradient relatively to the size of the machine. The Froude number of the machine is deﬁned
by:
Fr =
√
E
gDre f
=
√
H
Dre f
(5.2)
with Dre f the reference diameter. A relation between the elevation of the vapor pressure at
two different values of Froude number is derived in [35]:
Zre f −Z1
Zre f −Z2
= Fr
2
1
Fr 22
(5.3)
Usually, the Froude similitude between the model and the prototype is not fulﬁlled during
reduced scale physical model tests as it can require very low values of head or, on the contrary,
very high values of head exceeding the test rig capacity. The Froude number is usually higher
during the reduced scale model tests, inducing a lower elevation of the cavitation onset and
a more important development of cavitation. Thus, the cavitation vortex rope is generally
narrower and longer at the model scale than at the prototype scale [35].
As the development of cavitation crucially changes the natural frequencies of the hydraulic
system and the interaction between the excitation source and the system, it is important to
understand the inﬂuence of the Froude number on the cavitation development in the draft
tube and the corresponding hydro-acoustic response of the system.
For this purpose, the inﬂuence of the Froude number on the occurrence of resonance and
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Table 5.1: List of the investigated operating points.
# OP nED (-) QED (-) Q (m3.s−1) H (m) Fr (-) σ (-)
2 0.288 0.128
0.286 33.9 9.84
0.11 → 0.210.254 26.8 8.75
0.222 20.5 7.66
0.191 15.1 6.56
the evolution of the hydro-acoustic response of the system is investigated for a given value of
discharge factor, QED = 0.128. The value of the Froude number is modiﬁed by changing both
turbine runner speed and pump speed so that the speed factor nED is kept constant at the
rated value nED = 0.288. Finally, 4 values of Froude number are investigated. For each value,
the pressure level in the draft tube is modiﬁed step by step to cover a wide range of Thoma
number. The parameters of the investigated operating points are given in Table 5.1.
5.2.2 Resonance identiﬁcation for different values of Froude number
For each Froude number, the resonance conditions are identiﬁed by increasing step by step the
value of the Thoma number from the prototype valueσplant = 0.11 to the value corresponding
to the cavitation-free conditions σatm . Pressure ﬂuctuations measurements are carried out
for each value of σ in the draft tube and the upstream pipes of the test rig. The evolution of
the auto-spectra amplitude at the precession frequency with the Thoma number is reported
in Figure 5.4 for each value of Froude number.
For all values of Froude number, resonance conditions occur at a value of Thomanumber equal
to approximately σ= 0.16. However, some important differences can be noticed between the
different cases. First, the maximum amplitude reached in resonance conditions is greater for
low values of Froude number, indicating that the hydro-acoustic response of the system ismore
important in resonance conditions for low values of Froude number. Moreover, the evolution
of the auto-spectra amplitude at the precession frequency presents differences between the
different values of Froude number. For high values of Froude number, the decrease of the auto-
spectra amplitude beyond the resonance conditions is continuous and regular. Furthermore,
the overall curve presents a symmetry with respect to the point of resonance, which is easily
identiﬁed as the point featuring the maximum value. Decreasing the Froude number, the curve
features an increasing dissymmetry about the point of resonance, with a sudden transition
between the resonance conditions and the cavitation-free conditions. This phenomenon is
particularly important for the lowest value of Froude number Fr = 6.56.
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Figure 5.4: Auto-spectra amplitude at frope as a function of the Thoma number for different
values of Froude number. The pressure signal is measured in the feeding pipe (location P1).
This phenomenon can also be highlighted by the inﬂuence of the Thoma number on the
phase shift at the precession frequency between two pressure signals. The results for two pairs
of sensors located in the upper cross-section of the cone are presented in Figure 5.5. For all
the values of Froude number, the phase shift tends to 0 when the system get closer to the
resonance conditions. This reﬂects the ampliﬁcation of the synchronous pressure component
which becomes dominant compared to the convective one. However, for the lowest values of
Froude number, the evolution of the phase shift features a sudden jump beyond the resonance
conditions, passing directly from 0 to π for the couple of sensors C1N-C1E and from 0 to −π/2
for the couple of sensors C1E-C1S.
5.2.3 Lock-in effect at low Froude number
This section is focused on the lowest value of Froude number, i.e. Fr = 6.56. Two additional
series of pressure measurements are performed to conﬁrm the behavior observed for this
value of Froude number. For the ﬁrst series, the Thoma number is increased step by step from
σplant = 0.11 to σatm whereas its value is decreased in the same range for the second mea-
surement series. The evolution of the precession frequency and the associated auto-spectra
amplitude with the Thoma number is presented in Figure 5.6 for both series of measurement.
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Figure 5.5: Cross-spectra phase at frope as a function of the Thoma number for two pairs of
pressure signals measured in the upstream section of the cone for different values of Froude
number.
Similar results are obtained with both measurement series. The evolution of the amplitude
suggests that the system remains in resonance conditions over a wide range of σ-value, ap-
proximately from σ = 0.16 to σ = 0.175. Beyond σ = 0.175, the amplitude of the pressure
ﬂuctuations abruptly decreases. In terms of precession frequency, the latter increases as the
Thoma number is increased in the range of values σ= [0.11−0.14] and, then, remains con-
stant over the range σ= [0.14−0.175] , which corresponds to the resonance conditions. These
results suggest the occurrence of a frequency lock-in phenomenon between the precession
frequency, seen as an excitation frequency for the system, and the ﬁrst natural frequency of
the system for low values of Froude number. It is followed by an abrupt jump of the system
from the resonance conditions to the non-resonance conditions.
Frequency lock-in is awidely spread phenomenonmainly observed in the case of ﬂow-induced
vibrations, such as vortex shedding in the wake of a bluff body (the reader can ﬁnd a review
in Williamson and Govardhan [79]) or an hydrofoil [7]. For these particular cases, the vortex
shedding frequency linearly increases with the ﬂow velocity in absence of motion of the body.
If the latter is able to vibrate, a strong coupling between the vortex shedding frequency and
the vibration frequency takes place as the resonance conditions are approached by increasing
the ﬂow velocity. It results in a lock-in between the shedding frequency and the natural
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Figure 5.6: Precession frequency and associated auto-spectra amplitude as a function of the
Thoma number (Fr = 6.56).
frequency of the bluff body: the shedding frequency is controlled by the body vibrations. Its
value deviates from the expected value and remains equal to the natural frequency of the
body in a range of ﬂow velocity values whom limits depend on the system parameters. The
frequency lock-in appears generally in the case of a coupling between an oscillating system
and an oscillating instability [18]. It is caused by a non-linear feedback mechanism between
the oscillations of the system and the instability occurring in resonance conditions.
The present case does not exactly correspond to the frequency lock-in observed in the case of
vortex-induced vibrations. Here, the eigenfrequencies of the system are changed by increasing
(or decreasing) the static pressure in the draft tube while the excitation frequency is only
slightly altered. Approaching the resonance conditions, a coupling between the excitation
source and the system’s oscillations takes place, resulting in a lock-in between the excitation
frequency and the natural frequency of the system in a given range of Thoma number. Both
excitation and natural frequencies deviate from their normal evolution without interaction
and remain constant at an equal value. However, the reasons for which this phenomenon is
considerable for low values of Froude number remain to be established.
5.2.4 Effect on the pressure ﬂuctuations components
In the following, the effect of the Froude number on the evolution of both synchronous and
convective pressure components with the Thoma number is investigated. The evolution of
the RMS value of the convective pressure components with the Thoma number is presented
in Figure 5.7 for each value of Froude number. As shown in Chapter 4, the RMS value of
the convective pressure components slightly increases as the Thoma number is increased,
indicating that the development of cavitation in the vortex core has a little impact on the
precession of the vortex rope.
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Figure 5.7: RMS value of the convective pressure components as a function of the Thoma
number for different values of Froude number.
However, the evolution of the RMS value is disturbed approaching the resonance conditions
and deviated from its expected values. It has been assumed that this effect is a result of the
system non-linearities in resonance conditions which impact in real time the precession of
the vortex rope. During frequency lock-in observed for low values of Froude number, this
effect is much more important and occurs in a wider range of σ-value. However, this effect
is not observed for high values of discharge factor, as shown in Chapter 4 with a value of
discharge factor equal to 81 % of the value at the BEP. At this operating point, the intensity
of the excitation source is too low (Chapter 3) to engender great oscillations of the system
in resonance conditions and a coupling between the system’s oscillations and the excitation
source.
The evolution of the RMS value of the synchronous pressure component with the Thoma
number is presented in Figure 5.8 for each value of Froude number. For all the values of Froude
number, the maximum RMS value is reached for a value of σ comprised between [0.16−0.17].
However, the maximum RMS value observed in resonance conditions increases as the Froude
number decreases, indicating that the ampliﬁcation of the hydro-acoustic response of the
system engendered by the occurrence of resonance conditions is more important for low
values of Froude number.
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5.3 Effect of the Froude number on the cavitation volume
The mean value of the void fraction βmean is estimated by using the methodology described
in Section 5.1.2 at three different values of the Thoma number for two values of the Froude
number, Fr = 8.75 and Fr = 6.56. Two values of Thoma number correspond to non-resonance
conditions (σ = 0.12 and σ = 0.14) whereas the last value corresponds to the resonance
conditions (σ = 0.165). The results are given in Figure 5.9 for both values of the Froude
number.
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Figure 5.9: Mean void fraction as a function of the Thoma number for two different values of
the Froude number.
As expected, the mean void fraction decreases as the value of the Thoma number is increased.
For a Froude number of Fr = 8.75, the mean void fraction regularly decreases in the range
of investigated σ-value. For a Froude number of Fr = 6.56, the decrease of the mean void
fraction in the rangeσ= [0.12−0.14] is less important. Above the valueσ= 0.14, the mean void
fraction seems to remain almost constant. These results suggest that the cavitation volume
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decreases more slowly with an increase of the Thoma number for low values of the Froude
number. It is conﬁrmed by the mean pressure in two cross-sections of the draft tube cone,
represented in Figure 5.10 as a function of the Thoma number for all the investigated values of
the Froude number.
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Figure 5.10: Mean pressure as a function of the Thoma number in two different cross-sections
of the cone for different values of Froude number.
As the eigenfrequencies of the system strongly depend on the cavitation volume in the draft
tube, these results suggest that the system eigenfrequencies increase more slowly with an
increase of the Thoma number for low values of the Froude number. However, the cavitation
volume is only estimated in the draft tube cone in the present investigation and for a limited
number of σ-values and Froude numbers. This behaviour must be conﬁrmed by further
investigations of the cavitation volume in a wider range of σ-value and for different Froude
numbers.
5.4 Summary and Discussion
At part load conditions, the occurrence of resonance conditions forces the system to be non-
linear as the ampliﬁcation of the synchronous pressure component imposes the cavitation
volume to ﬂuctuate. As the cavitation volume in the vortex core has an effect on the vortex
precession, a coupling between the excitation source and the system’s oscillations is set-up.
For low values of Froude number, this coupling gives rise a frequency lock-in phenomenon
between the excitation frequency and the natural frequency of the system. Resonance condi-
tions occur in a wide range of σ-value, for which the precession frequency remains constant.
It is followed by an abrupt jump of the system from resonance conditions to non-resonance
conditions.
Given the evolution of the mean static pressure in the draft tube and the resulting mean
cavitation volume, it is assumed that the eigenfrequencies of the system, which are directly
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related to the size of the cavitation vortex rope, increase more slowly as the value of the Thoma
number is decreased for low values of Froude number. Therefore, it permits the coupling
between the excitation source and the system’s oscillations to occur in a wider range ofσ-value
when the system passes through the resonance conditions by increasing or decreasing the
value of σ.
The coupling between the excitation source and the oscillations of the cavitation volume
can be modelled by including a feedback between the excitation source and the cavitation
compliance Cc in the 1D hydro-acoustic models. Further investigations should focus on the
quantitative study of such a feedback. Taking into account such a phenomenon is however
important for an accurate assessment of the hydropower plant stability and a correct predic-
tion of the operating points for which the hydraulic system is supposed to experience the
occurrence of resonance conditions.
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6 Impact on the runner mechanical
behavior
6.1 Motivation
The vortex rope precession induces the propagation of synchronous pressure pulsations at
the precession frequency in the hydraulic test rig and therefore through the blade channels of
the runner. Amplitude of these pressure ﬂuctuations depends on both the discharge factor,
which drives the development of the precessing vortex rope in the draft tube by impacting
directly the swirl number of the ﬂow, and the Thoma number, which characterizes the pressure
level and the size of the cavitation volume in the draft tube. It is expected that the pressure
ﬂuctuations caused by the precessing vortex rope impact directly the mechanical behavior
of the runner, as well as the torque applied to the shaft. This impact is expected to be very
important in case of resonance between the excitation source and the system as it leads to an
important ampliﬁcation of the pressure ﬂuctuations amplitude.
In addition to a risk for the stability of the electrical system, the occurrence of hydro-acoustic
resonance and the repetition of operating hours at part load conditionsmay lead tomechanical
fatigue problem, endangering the mechanical integrity of the runner. It is therefore necessary
to assess more precisely the impact of the pressure ﬂuctuations propagation on the mechanical
behavior of the runner with respect to the operating conditions.
The improvement of the instrumentation and data acquisition systems in the past decades
offers the possibility to measure strain and pressure on the runner blades by using on-board
sensors without alteration of the runner geometry (Farhat et al. [29]). Few contributions have
already reported on-board measurements on reduced scale physical models of Francis and
propeller turbines (Lowys et al. [56], Houde et al. [41]), as well as on the prototype of a Francis
turbine (Lowys et al. [55]). Here, on-board measurements are performed by using a special
instrumented runner reproducing exactly the geometry of the original Francis turbine runner.
The impact of both synchronous and convective pressure ﬂuctuations on the strain of the
runner blades is highlighted with respect to the operating conditions.
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6.2 Instrumented runner
An instrumented runner equipped with on-board pressure sensors and strain gauges is de-
signed and manufactured to measure dynamic pressure and strain ﬂuctuations on the runner
blades during part load operating conditions. 3D views of the instrumented runner are pre-
sented in Figure 6.1, including side and bottom views. 4 distinct runner blades are equipped
with on-board sensors. More precisely, the runner blade referred as blade n°1 (see Figure 6.1)
is equipped with 6 pressure sensors, three of them being located on the pressure side of the
runner blade and the other three on the suction side. 4 strain gauges are installed on each
side of the blade n°5. Finally, the blades 9 and 13 are equipped with 8 strain gauges on the
suction side and the pressure side, respectively (see Table 6.1). The location of the sensors on
the blades 1 and 5 are detailed in Figure 6.2. Only the suction side is represented in this ﬁgure.
For a given location on the suction side, a second sensor is placed on the pressure side of the
blade. The data are acquired by using a telemetric system with 8 different acquisition chan-
nels, allowing for simultaneous acquisition of only 8 different signals. Therefore, on-board
measurements for each runner blade are realized separately.
PS
Blade 13
Blade
 5
SS
(a) Side view
Blade 
1
Blade 5
Blade 
9
Blade 13
SS
(b) Bottom view
Figure 6.1: 3D side and bottom views of the instrumented runner with on-board pressure
sensors and strain gauges. The initials PS and SS mean Pressure Side and Suction Side,
respectively.
Table 6.1: List of pressure sensors and strain gauges on the instrumented runner
Blade Type Pressure side Suction side
1 pressure sensor 3 3
5 strain gauge 4 4
9 strain gauge - 8
13 strain gauge 8 -
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SS - TE1
PS - TE1
SS - TE2
PS - TE2
SS - TE3
PS - TE3
(a) Blade 1 - Pressure sensors
SS - SG1
PS - SG2
SS - SG3
PS - SG4
SS - SG5
PS - SG6
SS - SG7
PS - SG8
(b) Blade 5 - Strain gauges
Figure 6.2: Suction side of the blades 1 and 5 with the location of the pressure sensors and
strain gauges. The initials PS and SS mean Pressure Side and Suction Side, respectively.
6.3 Pressure and strain ﬂuctuations on the runner blades
6.3.1 Pressure ﬂuctuations in the rotating frame
Pressure ﬂuctuations are measured on the runner blades and in the draft tube cone at a
given operating point in cavitation conditions. The discharge factor is equal to QED = 0.128,
corresponding to 64 % of the value at the BEP. The auto-spectral density function of each
pressure signal is computed to highlight the frequencies of interest. Examples are presented
in Figure 6.3 for one pressure signal measured in the draft tube cone and another measured
on the runner blade 1.
In the draft tube cone (e.g. in the ﬁxed frame), the auto-spectral density function of the
pressure signal features two peaks at two distinct frequencies. The ﬁrst one corresponds to
the synchronous pressure ﬂuctuations occurring at the low frequency f0 = .17×n, which is
identiﬁed as the natural frequency of the system. The second one is related to the pressure
ﬂuctuations at the vortex precession frope = 0.31×n, which result of the superposition of two
distinct components, the convective and the synchronous one.
In the rotating frame, e.g. on the runner blades, both peaks at f0 and frope are also present in
the auto-spectral density function of the pressure signal. However, another peak appears at a
frequency equal to exactly n− frope . This frequency corresponds to the convective pressure
ﬂuctuations induced by the vortex rotation seen in the rotating frame. As this pressure
component rotates at a frequency different from the runner frequency, it is seen by on-board
pressure sensors at a frequency corresponding to the difference between the runner rotating
frequency and the pressure ﬂuctuations frequency. It is illustrated by the scheme presented
in Figure 6.4. In the latter, the scheme (a) depicts the initial time t = 0 for which the x-axis
of the rotating frame and the vortex rope are aligned. At t = Trunner = 1/n (scheme (b)), e.g
after a complete rotation of the rotating frame, the vortex rope has made only Trunner /Trope
revolution. The rotating frame and the vortex rope are again aligned (scheme (c)) when their
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Figure 6.3: Pressure signals measured in the draft tube cone (location C1S) and on the runner
blade 1 (location PS-TE2), together with the corresponding auto-spectral density functions
(QED = 0.128, σ= 0.11).
angular positions θx and θrope are equal:
θx = θrope +2π (6.1)
By expressing the angular positions as a function of the angular speeds, it gives:
2πnT = 2π fropeT +2π (6.2)
Finally, the rotating frame and the vortex rope are aligned again at a time equal to T = 1/(n−
frope), which corresponds to the period of the convective pressure components seen in the
rotating frame.
On the contrary, the synchronous pressure ﬂuctuations at both frequencies f0 and frope are
seen in the rotating frame with the same frequency, as they have equal phase and amplitude in
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Figure 6.4: Relative position between the runner (represented by the rotating frame (O,x,y)
and the precessing vortex rope (symbol V) from Duparchy et al. [24].
the same cross-section. Such a decomposition of the pressure ﬂuctuations at the precession
frequency in the rotating frame has already been reported by Amiri et al. [4] and Houde
et al. [41] in the case of low-head axial turbines operating at part load conditions. In the
latter research work, two pressure sensors located on two different runner blades are used to
compute the phase shift at both frequencies, permitting to highlight the synchronous nature
of the pressure ﬂuctuations at frope and the convective nature of those at fconv = n− frope .
The use of on-board pressure sensor enables therefore to naturally decompose the pressure
ﬂuctuations at the precession frequency into convective and synchronous components and to
analyse each of them individually without performing any post-processing. For instance, the
inﬂuence of the discharge factor on each components can be directly analysed. The evolution
of the auto-spectra amplitude at both frequencies ( fsyn = frope and fconv =n− frope ) with the
discharge factor is presented in Figure 6.5 for three different pressure signals measured on the
runner blade 1.
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Figure 6.5: Auto-spectra amplitude at fsyn and fconv as a function of the discharge factor for
three pressure signals measured on the runner blade 1 in cavitation-free conditions.
The results are similar to those obtained with pressure sensors in the draft tube cone (see
Section 3.3). The amplitude of the convective pressure ﬂuctuations, observed at the frequency
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fconv =n− frope in the rotating frame, increases as the discharge factor decreases in the range
of values QED/Q∗ED = [0.85− 0.65] and, then, starts decreasing when the discharge factor
value is less than 65 %. The amplitude of the synchronous pressure ﬂuctuations, observed at
the precession frequency frope in the rotating frame, follows a similar evolution although its
value is much smaller than that of the convective ﬂuctuations amplitude. This difference is
also observed in the draft tube cone and is explained by the fact that the measurements are
carried out in cavitation-free conditions, for which the synchronous pressure component is
not ampliﬁed.
6.3.2 Strain ﬂuctuations on the runner blades
Strain measurements are performed on the runner blade 5 in cavitation conditions for a
discharge factor equal toQED = 0.128. The auto-spectral density function of strain ﬂuctuations
measured on the runner blade 5 by two distinct strain gauges is given in Figure 6.6. The signals
are made dimensionless by their mean value.
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Figure 6.6: Auto-spectral density function of signals measured on the runner blade 5 by two
different strain gauges (QED = 0.128, σ= 0.11).
Surprisingly, the dominating frequency component corresponds to the rotational frequency
of the runner, which is not in agreement with past experiences. It is suggested that this
component is induced by a distortion from the telemetry system and signal transfer. It will
be checked during the next experimental campaign in the framework of the HYPERBOLE
research project.
The auto-spectral density functions feature two other main peaks, the ﬁrst one at the preces-
sion frequency frope and the second one at the frequency fconv = n− frope . A third peak can
also be observed at the natural f0 for the strain gauge 7. However, the level of the peaks at
the frequencies frope and f0, which correspond to the frequencies of synchronous pressure
ﬂuctuations, is much smaller than that at the frequency fconv . It is concluded that the propa-
gation of synchronous pressure ﬂuctuations in the blade channels almost does not impact the
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mechanical behavior of the runner and is not able to generate consequent ﬂuctuating stresses
on the runner blades. On the contrary, the convective pressure component at the precession
frequency represents the main source of mechanical load for the runner from the precessing
vortex core.
The evolution of the auto-spectra amplitude at both frequencies fsyn and fconv is reported
in Figure 6.7 for two different strain gauges located on the runner blade 5 (gauge 4 - suction
side - and gauge 7 - pressure side). The evolution for both components is similar to those
observed for the pressure signals measured on the runner blade. However, the amplitude of
the convective component is much greater than the amplitude of the synchronous component
for all operating conditions, conﬁrming the fact that the convective pressure component is
the predominant contribution for the generation of ﬂuctuating stresses.
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Figure 6.7: Auto-spectra amplitude at fsyn and fconv as a function of the discharge factor for
two strain gauges located on the runner blade 5 in cavitation-free conditions.
6.4 Impact of resonance conditions on the mechanical behavior
6.4.1 Pressure and strain ﬂuctuations
The inﬂuence of the Thoma number on the runner mechanical behavior is now investigated by
increasing step by step the value of σ from the prototype conditions σ= 0.11 to the cavitation-
free conditions σatm = 0.34 at the operating point QED = 0.128. The speed factor is equal to
the rated value nED = 0.288. For each value of σ, on-board pressure and strain measurements
are performed, as well as pressure measurements in the draft tube cone. The evolution of
the auto-spectra amplitude at the different frequencies of interest with the Thoma number is
presented in Figure 6.8 for pressure signals measured in the draft tube cone and on the runner
blade 1, as well as for the ﬂuctuating strain measured on the runner blade 5.
The resonance conditions are met for a value of σ approximately equal to 0.16, as seen
previously in Chapter 4. They are characterized by a remarkable increase of the pressure
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Figure 6.8: Amplitude of the auto-spectral density function at the frequencies frope and
fconv =n− frope as a function of σ for pressure signals measured in the cone and on the blade
1 (a) and for ﬂuctuating strain measured on the blade 5 (b).
ﬂuctuations amplitude in the draft tube cone. The amplitude of the pressure ﬂuctuations at
frope measured on the runner blade 1 follows the same evolution, as the latter corresponds to
the synchronous pressure ﬂuctuations which are greatly ampliﬁed in case of resonance.
The amplitude of the convective pressure ﬂuctuations experienced by the runner blades at
the frequency fconv = n− frope follows an evolution similar to that observed in the draft tube
cone (see Chapter 3). In terms of strain experienced by the runner blades, the resonance
conditions induces a slight increase of the amplitude of the ﬂuctuations at frope whereas the
amplitude of the ﬂuctuations at fconv follows the same evolution than the amplitude of the
convective pressure ﬂuctuations. However, the impact of the resonance conditions on the
ﬂuctuating strain experienced by the runner blade remains negligible. Indeed, it only affects
the synchronous pressure ﬂuctuations whose effects on the runner are very low compared to
those of the convective one.
6.4.2 Torque ﬂuctuations
The torque applied to the runner shaft is measured at the operating point QED = 0.128 in
cavitation conditions for two different values of Thoma number. The ﬁrst value corresponds
to the prototype value σ= 0.11 whereas the second one corresponds to the value for which the
resonance conditions are met (σ= 0.1625). The time-history of the torque is given in Figure
6.9 for both values of σ, as well as the corresponding auto-spectral density functions. The
torque signal is made dimensionless by its mean value, which is equal for this operating point
to T = 669 N ·m and T = 663 N ·m for σ= 0.11 and σ= 0.1625, respectively.
Out of resonance, the auto-spectral density function of the torque signal exhibits an important
contribution at the natural frequency f0 whereas no peak at the precession frequency is
observed. This observation is quite surprising as it means that the synchronous pressure
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Figure 6.9: Time-history of the torque measured on the runner shaft, together with the corre-
sponding auto-spectral density function, for two values of Thoma number (QED = 0.128).
ﬂuctuations at f0 have an impact on the shaft torque contrary to the synchronous pressure
ﬂuctuations at frope , whereas the amplitudes of these two contributions are similar for this
value of σ. Moreover, the ﬁrst harmonics of the precession frequency f = 2× frope has an
important contribution.
On the contrary, in resonance conditions, the great synchronous pressure ﬂuctuations at frope
induces torque ﬂuctuations of high amplitude at the precession frequency. It means that the
occurrence of resonance condition has a direct impact on the torque applied to the shaft
and is therefore able to induce output power ﬂuctuations. However, the peak-to-peak value
is equal to nearly 2 % of the mean torque value, which is well below the peak-to-peak value
potentially observed during full load instabilities, which can reach 6 % of the mean torque
value.
6.5 Summary
The impact of the pressure ﬂuctuations induced by the precessing vortex rope on the mechan-
ical behavior is investigated by performing pressure and strain measurements on the blades of
an instrumented runner reproducing exactly the geometry of the original one. Pressure ﬂuctu-
ations measurement reveals that the convective pressure component induced by the rotation
of the vortex are seen in the rotating frames at a frequency equal to fconv = n− frope whereas
the synchronous one is seen at the precession frequency. This natural decomposition enables
to directly analyse the impact of both components on the runner mechanical behavior.
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The measurements performed with strain gauges placed on the surface of the runner blades
reveal that the synchronous pressure component has a low impact on the stress ﬂuctuations
experienced by the runner blades compared to that of the convective one. The latter is the
main source of mechanical load from the vortex rope precession for the runner and its impact
increases as the discharge factor is decreased within the ﬂow regime 2. From past experience,
the precession of the vortex rope represents however a minor contribution to the total fatigue
damage cumulation, compared to other phenomena such as Rotor-Stator Interaction (RSI),
transient or deep part load operations.
In case of hydro-acoustic resonance, the amplitude of the synchronous pressure component
measured on the runner blade strongly increased. However, it has a very low impact on the
amplitude of the dynamic strain experienced by the runner blade. Thus, these measurements
reveals that the mechanical excitation induced by the precessing vortex rope is much more
affected by the operating conditions (e.g. the value of the discharge factor) which strongly
affects the amplitude of the convective pressure component. On the contrary, the occurrence
of resonance and the value of the Thoma number have a very low impact on the runner
mechanical behaviour for a given operating point. However, the occurrence of resonances
produces great torque ﬂuctuations at the precession frequency and therefore output power
pulsations which can affect the stability of the electrical system at the prototype scale.
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7.1 Conclusions
At part load conditions, Francis turbines experience the development of a precessing vortex
rope in the draft tube, which acts as an excitation source for the hydraulic system via physical
mechanisms which are only partially understood. Moreover, the low pressure level in the
diffuser of the machine often leads to the development of cavitation in the vortex core. As a
results, the wave speed in the draft tube and hence the eigenfrequencies of the system decrease,
resulting in the risk of hydro-acoustic resonances. The latter put at risk the system stability
and the structural integrity of the hydro-mechanical equipment. Experimental investigations
including ﬂow ﬁeld surveys in the draft tube and pressure ﬂuctuations measurements are
carried out on a reduced model scale to assess the inﬂuence of the operating conditions in
terms of ﬂow discharge and pressure level in the draft tube on the vortex dynamics. A better
understanding of the physical mechanisms involved in the formation of the excitation source
and the interaction of the latter with the surrounding system is reached.
The experimental investigations are performed on a reduced scale physical model of a Francis
turbine, reproducing the geometry and the hydraulic behaviour of a real hydropower plant.
The unsteady tangential velocity ﬁelds in different cross-sections of the draft tube cone are
measured in cavitation-free conditions for a wide range of discharge values by means of a
two-components Particle Image Velocimetry. Based on the phase averaged results, the vortex
parameters, such as the circulation and the trajectory, are determined for all the investigated
ﬂow conditions. The intensity of the excitation source is estimated by measuring the amplitude
of the synchronous pressure pulsations in the feeding pipe of the machine. The results reveal
the development of a coherent precessing vortical structure, identiﬁed as the precessing vortex
core, for discharge values between 60 % and 85 % of the value at the Best Efﬁciency Point, as
well as a strong inﬂuence of the discharge value on the vortex parameters. In this range of
operating conditions, the vortex circulation and the precession frequency increase almost
linearly as the value of the discharge is decreased. In parallel, the vortex trajectory widens in
all the measurement sections and its length reaches its maximum value for a discharge value
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equal to 64 % of the nominal value. These effects are accompanied by an important increase
of the excitation source intensity. Below a given value of the discharge, the vortex dynamics
loose their coherence and their periodicity, resulting in a drastic reduction of the excitation
intensity. A direct link between the draft tube ﬂow characteristics and the intensity of the
excitation is established for the ﬁrst time. It is suggested that the the widening of the vortex
trajectory leads to a growth of the ﬂuctuating separated ﬂow zone at the inner wall of the draft
tube elbow, resulting in a rise of the amplitude of the pressure recovery ﬂuctuations in the
diffuser.
The effect of cavitation on the precessing vortex rope, and in extension on the excitation source
interaction with the system, is extensively studied. Both the axial and tangential velocity
components in the draft tube are therefore measured by means of Laser Doppler Velocimetry
for several values of the Thoma number, combined with wall pressure measurements for
the hydro-acoustic characterization. Resonance conditions are identiﬁed for two different
operating points. It is shown that the development of cavitation alters the convection of the
vortex by decreasing the precession frequency and the amplitude of the convective pressure
components. Moreover, the ﬂow ﬁeld investigations performed in cavitation conditions reveal
that neither tangential nor axial velocity ﬂuctuations are impacted by the propagation of great
synchronous pressure pulsations. The discharge velocity ﬂuctuations which are expected to
occur in resonance conditions are much smaller than the periodical axial velocity disturbances
induced by the precessing vortex rope.
The occurrence of a frequency lock-in phenomenon between the precession frequency and
the natural frequency of the system for low values of the Froude number is highlighted. In
this case, the hydraulic system experiences resonance conditions in a wide range of Thoma
number values. This effect is assumed to be a consequence of the coupling between the
excitation source and the cavitation volume oscillations in resonance conditions. The reasons
for which this phenomenon is particularly pronounced for low values of the Froude number
may be the slower evolution of the system’s eigenfrequencies with the Thoma number value
for these conditions.
Finally, the hydro-mechanical response of the runner to part load excitation is assessed
through measurements with sophisticated on-board instrumentation. It is shown that the
convective component of the pressure ﬂuctuations at the precession frequency represents
the main source of mechanical excitation for the runner. As a consequence, the occurrence
of hydro-acoustic resonance does almost not impact the dynamic mechanical load on the
runner blades, since the resonance mainly ampliﬁes the synchronous pressure component.
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7.2 Perspectives
This research work provides an extensive database for the validation of ongoing CFD simu-
lations and the stability analysis of the prototype by 1D hydro-acoustic models. Moreover,
with the inﬂuence of the operating conditions having been assessed, the previously unknown
physical behaviours were revealed. However, different aspects remain to be clariﬁed and
deepened in view of the various results of this research work.
First, the exact physical mechanisms causing the establishment of the excitation source are
to be clariﬁed and linked with the ﬁndings of this work. This can be experimentally realized
by performing stereo-PIV in the draft tube cone and at the inlet and outlet sections of the
draft tube elbow. Based on the phase averaged axial and tangential ﬂow ﬁelds, the interaction
between the vortex precession and the mean ﬂow ﬁeld in the elbow can be assessed, yielding
the exact mechanisms inducing the variation of pressure recovery and the propagation of the
resulting synchronous pressure ﬂuctuations. Due to the complex geometry of the reduced
scale physical model of the real machine, such an investigation could be realized with a
simpliﬁed model.
Similarly, the effect of cavitation on the vortex dynamics can be assessed more precisely.
Moreover, in order to highlight the convective nature of the velocity ﬂuctuations in the draft
tube cone, systematic LDV measurements synchronized with pressure measurements can be
realized for a limited number of radial positions along different diameters of the cone in a
wide range of Thoma number values, including resonance conditions.
Finally, the different ﬁndings of the experiments described above can lead to the development
of an accurate model for the excitation source, taking into account the inﬂuence of the ﬂow
discharge and the pressure level in the draft tube. It can be used to model the coupling between
the excitation source and the system’s oscillations occurring in resonance conditions.
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A Hill chart of the reduced scale model
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Figure A.1: Hill chart of the reduced scale physical model on the EPFL test rig PF3 as a function
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B List of operating points investigated
by PIV and LDV
Table B.1: List of the operating points investigated by PIV (Chapter 3).
OP nED n H QED Q QED/Q∗ED σ
(-) (Hz) (m) (-) (m3 · s−1) (-) (-)
1
0.288 13.33 26.8
0.161 0.320 0.81
σatm
2 0.155 0.308 0.78
3 0.145 0.288 0.74
4 0.135 0.268 0.68
5 0.128 0.255 0.64
6 0.12 0.239 0.60
7 0.11 0.319 0.55
Table B.2: List of the operating points investigated by LDV (Chapter 4).
OP nED n H QED Q QED/Q∗ED σ
(-) (Hz) (m) (-) (m3 · s−1) (-) (-)
1 0.288 13.33 26.8 0.161 0.320 0.81
σres = 0.10
σout = 0.13
σatm = 0.31
2 0.288 13.33 26.8 0.128 0.255 0.64
σout = 0.13
σres = 0.1625
σatm = 0.38
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C Mean phase averaged velocity proﬁles
C.1 Cavitation-free conditions
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Figure C.1: Evolution of the axial velocity proﬁle over one precession cycle in the measurement
section 1 at OP#1 - QED = 0.161, σ=σatm = 0.31.
0
10 0.5-0.5-1
1
0.25
0.75
0.5
y R   (-)
Cu U (-)
0
10 0.5-0.5-1
1
0.25
0.75
0.5
x R   (-)
0
-0.2
-0.4
-0.6
0.2
0.4
0.6
(a)  Diameter (O, x) (b)  Diameter (O, y)
t  / T
rope 
(-) t  / T
rope 
(-)
Figure C.2: Evolution of the tangential velocity proﬁle over one precession cycle in the mea-
surement section 1 at OP#1 - QED = 0.161, σ=σatm = 0.31.
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Figure C.3: Evolution of the axial velocity proﬁle over one precession cycle in the measurement
section 1 at OP#2 - QED = 0.128, σ=σatm = 0.38.
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Figure C.4: Evolution of the tangential velocity proﬁle over one precession cycle in the mea-
surement section 1 at OP#2 - QED = 0.128, σ=σatm = 0.38.
C.2 Non-resonance conditions
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Figure C.5: Evolution of the axial velocity proﬁle over one precession cycle in the measurement
section 2 at OP#1 - QED = 0.161, σ=σout = 0.13.
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Figure C.6: Evolution of the tangential velocity proﬁle over one precession cycle in the mea-
surement section 2 at OP#1 - QED = 0.161, σ=σout = 0.13.
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Figure C.7: Evolution of the axial velocity proﬁle over one precession cycle in the measurement
section 2 at OP#2 - QED = 0.128, σ=σout = 0.13.
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Figure C.8: Evolution of the tangential velocity proﬁle over one precession cycle in the mea-
surement section 2 at OP#2 - QED = 0.128, σ=σout = 0.13.
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D Decomposition of the pressure ﬂuctu-
ations
D.0.1 Description of the problem
Pressure ﬂuctuations induced by the precessing vortex core in the draft tube are composed
of two different components, the convective and the synchronous one [66]. The convective
component is a local pressure ﬂuctuation induced by the precession of the vortex in the cone.
The pressure pattern in a given section of the cone rotates with the precessing vortex core. On
the contrary, the synchronous component features equal phase and amplitude in the same
cross-section of the cone. The latter has been identiﬁed by Dörﬂer [19] as the result from the
excitation source and the hydro-acoustic response of the test rig. Usually, a set of sensors
regularly distributed in the same cross-section of the cone is used to identify both components.
Angelico et al. [5] proposed a vector analysis in the frequency domain by using three pressure
sensors to compute both components. Nishi et al. [66] developed an analytical method to
compute the convective and the synchronous components in the time domain by using only
two sensors spaced by 90 degrees in the same cross-section of the cone. However, this method
provides reliable results only if the trajectory of the vortex is perfectly circular and centered
on the cone centerline. In the present manuscript, four pressure sensors regularly spaced by
90◦ are used to decompose the pressure ﬂuctuations in the time domain. The synchronous
component is computed by averaging the 4 pressure signals C jp (t ) at each instant t :
Csynp (t )=
1
4
4∑
j=1
C jp (t ) (D.1)
with j = 1...4 the index of the pressure sensors. For each pressure sensor j , the convective
component Cconv, jp (t ) is then determined as following:
Cconv, jp (t )=C jp (t )−Csynp (t ) (D.2)
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The following section proposes a mathematical demonstration of this computation. The idea
is based on the Spatial Harmonic Decomposition method proposed by Duparchy et al. [23].
D.0.2 Mathematical demonstration
At a given time t of the precession cycle, the ﬂuctuating component of the pressure along
the perimeter of the cross-section can be written as a function of the angular position θ by a
Fourier series decomposition:
p˜(θ, t )=
+∞∑
n=0
an cos(nθi )+bn sin(nθi ) (D.3)
where θ is the angular position along the perimeter of the section. The synchronous compo-
nent p˜syn(θ, t ), which has equal phase and amplitude at a given time in the entire cross-section,
is equal to the ﬁrst component a0 of the Fourier series decomposition, whereas the convective
component at a given angular position θ is equal to:
p˜conv (θ, t )=
+∞∑
n=1
an cos(nθi )+bn sin(nθi )= p˜(θ, t )− p˜syn(θ, t ) (D.4)
0  2
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0
p(θ)
0  2 0  2
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0 0
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Figure D.1: Illustration of the spatial decomposition of the pressure ﬁeld p(θ) into synchronous
component psyn(θ) and convective component pconv (θ) for a given time t . θ corresponds to
the angular position along the perimeter of the cone section.
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The decomposition is illustrated in Figure 3.14 for the case of a continuous distribution of
pressure. The real case of a discrete distribution of pressure p˜(θ j , t ) with N points evenly
spaced by an angle of Δθ is now considered. The set of points can be seen as N pressure
sensors regularly distributed along the perimeter of the cone section. At a given time t , the
pressure can be written as a function of the angular position θ j :
p˜(θ j , t )=
+∞∑
n=0
an cos(nθ j )+bn sin(nθ j ) (D.5)
with θ j = 0... 2πN j ...2π. By summing all the values of pressure p˜(θ j , t ), it gives:
I =
N∑
j=1
+∞∑
n=0
an cos(n
j2π
N
)+bn sin(n j2π
N
)
=
+∞∑
n=0
N∑
j=1
an cos(n
j2π
N
)+bn sin(n j2π
N
)
=
+∞∑
n=0
In (D.6)
The sum In can be decomposed into two different sums, as following:
In =
N∑
j=1
an cos(n
j2π
N
)
︸ ︷︷ ︸
In,1
+
N∑
j=1
bn sin(n
j2π
N
)
︸ ︷︷ ︸
In,2
(D.7)
• For n = 0 :
In =
N∑
j=1
a0 =Na0 (D.8)
• For n 
= 0 :
In this case, it can be shown that the individual sums In,1 and In,2 are equal to 0 if n 
= N ,
with n the number of harmonics and N the number of angular positions taking into account
(or number of sensors). To demonstrate it, the sum In,1 is considered and a second sum
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Jn,1 = ∑Nj=1 an sin(n j2πN ) is introduced. A new sum Tn,1 = In,1 + i · Jn,1 can be computed as
following, i being the imaginary unit:
Tn,1 =
N∑
j=1
an cos(n
j2π
N
)+ i
N∑
j=1
an sin(n
j2π
N
)
=
N∑
j=1
ane
i ( jn2πN ) (D.9)
Tn,1 =
N∑
j=1
ane
j (i n2πN ) = an 1−e
in2π
1−ei n2πN
= aneinπ
(N−1)
N
sin(nπ)
sin(nπN )
(D.10)
The sum In,1 is equal to the real part of Tn,1:
In,1 =ℜ(Tn,1)= an cos(nπN −1
N
)
sin(nπ)
sin(nπN )
(D.11)
In the case n 
=N , the sum In,1 is equal to 0. However, in the particular n =N , the sum In,1 is
undeﬁned. The same demonstration can be performed for the sum In,2 and leads to the same
result. Finally, the results show that in the case of a discrete distribution (N pressure sensors
regularly distributed), the synchronous component can be computed as following:
p˜syn(θ)= a0 ≈ 1
N
N∑
i=1
p˜(θi ) (D.12)
The asynchronous (or convective) component for each sensor i can be deduced by:
p˜conv (θi , t )≈ p˜(θi , t )− p˜syn(θi , t ) (D.13)
Therefore, the use of N pressure sensors evenly distributed in one cross-section of the cone
permits to correctly reconstruct the convective and synchronous components until the (N −
1)th harmonic, as the decomposition breaks down for n =N .
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