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RÉSUMÉ ET MOTS CLÉS EN FRANÇAIS 
 
 
La déficience intellectuelle affecte de 1 à 3% de la population mondiale, ce qui en 
fait le trouble cognitif le plus commun de l’enfance. Notre groupe à découvert que des 
mutations dans le gène SYNGAP1 sont une cause fréquente de déficience intellectuelle non-
syndromique, qui compte pour 1-3% de l’ensemble des cas. À titre d’exemple, le syndrome 
du X fragile, qui est la cause monogénique la plus fréquente de déficience intellectuelle, 
compte pour environ 2% des cas. Plusieurs patients affectés au niveau de SYNGAP1 
présentent également des symptômes de l’autisme et d’une forme d’épilepsie. Notre groupe 
a également montré que SYNGAP1 cause la déficience intellectuelle par un mécanisme 
d’haploinsuffisance. SYNGAP1 code pour une protéine exprimée exclusivement dans le 
cerveau qui interagit avec la sous-unité GluN2B des récepteurs glutamatergique de type 
NMDA (NMDAR). SYNGAP1 possède une activité activatrice de Ras-GTPase qui régule 
négativement Ras au niveau des synapses excitatrices.  
Les souris hétérozygotes pour Syngap1 (souris Syngap1+/-) présentent des 
anomalies de comportement et des déficits cognitifs, ce qui en fait un bon modèle d’étude. 
Plusieurs études rapportent que l’haploinsuffisance de Syngap1 affecte le développement 
cérébral en perturbant l’activité et la plasticité des neurones excitateurs. Le déséquilibre 
excitation/inhibition est une théorie émergente de l’origine de la déficience intellectuelle 
et de l’autisme. Cependant, plusieurs groupes y compris le nôtre ont rapporté que Syngap1 
est également exprimé dans au moins une sous-population d’interneurones GABAergiques. 
Notre hypothèse était donc que l’haploinsuffisance de Syngap1 dans les interneurones 
contribuerait en partie aux déficits cognitifs et au déséquilibre d’excitation/inhibition 
observés chez les souris Syngap1+/-. 
Pour tester cette hypothèse, nous avons généré un modèle de souris transgéniques 
dont l’expression de Syngap1 a été diminuée uniquement dans les interneurones dérivés 
des éminences ganglionnaires médianes qui expriment le facteur de transcription Nkx2.1 
(souris Tg(Nkx2,1-Cre);Syngap1). Nous avons observé une diminution des courants 
postsynaptiques inhibiteurs miniatures (mIPSCs) au niveau des cellules pyramidales des 
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couches 2/3 du cortex somatosensoriel primaire (S1) et dans le CA1 de l’hippocampe des 
souris Tg(Nkx2,1-Cre);Syngap1. Ces résultats supportent donc l’hypothèse selon laquelle 
la perte de Syngap1 dans les interneurones contribue au déséquilibre 
d’excitation/inhibition. De manière intéressante, nous avons également observé que les 
courants postsynaptiques excitateurs miniatures (mEPSCs) étaient augmentés dans le 
cortex S1, mais diminués dans le CA1 de l’hippocampe.  
Par la suite, nous avons testé si les mécanismes de plasticité synaptique qui sous-
tendraient l’apprentissage étaient affectés par l’haploinsuffisance de Syngap1 dans les 
interneurones. Nous avons pu montrer que la potentialisation à long terme (LTP) NMDAR-
dépendante était diminuée chez les souris Tg(Nkx2,1-Cre);Syngap1, sans que la dépression 
à long terme (LTD) NMDAR-dépendante soit affectée. Nous avons également montré que 
l’application d’un bloqueur des récepteurs GABAA renversait en partie le déficit de LTP 
rapporté chez les souris Syngap1+/-, suggérant qu’un déficit de désinhibition serait présent 
chez ces souris.  
L’ensemble de ces résultats supporte un rôle de Syngap1 dans les interneurones qui 
contribue aux déficits observés chez les souris affectées par l’haploinsuffisance de 
Syngap1. 
 
Mots clés : autisme, AMPAR, déficience intellectuelle, équilibre excitation/inhibition, 
hippocampe, interneurones GABAergiques, LTD, LTP, néocortex, mEPSCs, mIPSCs, 
NMDAR, Syngap1.   
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ABSTRACT AND KEY WORDS IN ENGLISH 
 
 
Intellectual disability affects 1-3% of the world population, which make it the most 
common cognitive disorder of childhood. Our group discovered that mutation in the 
SYNGAP1 gene was a frequent cause of non-syndromic intellectual disability, accounting 
for 1-3% of the cases. For example, the fragile X syndrome, which is the most common 
monogenic cause of intellectual disability, accounts for 2% of all cases. Some patients 
affected by SYNGAP1 also showed autism spectrum disorder and epileptic seizures. Our 
group also showed that mutations in SYNGAP1 caused intellectual disability by an 
haploinsufficiency mechanism. SYNGAP1 codes for a protein expressed only in the brain 
which interacts with the GluN2B subunit of NMDA glutamatergic receptors (NMDAR). 
SYNGAP1 possesses a Ras-GAP activating activity which negatively regulates Ras at 
excitatory synapses.   
Heterozygote mice for Syngap1 (Syngap1+/- mice) show behaviour abnormalities 
and learning deficits, which makes them a good model of intellectual disability. Some 
studies showed that Syngap1 affects the brain development by perturbing the activity and 
plasticity of excitatory neurons. The excitatory/inhibitory imbalance is an emerging theory 
of the origin of intellectual disability and autism. However, some groups including ours, 
showed that Syngap1 is expressed in at least a subpopulation of GABAergic interneurons. 
Therefore, our hypothesis was that Syngap1 happloinsufficiency in interneurons 
contributes in part to the cognitive deficits and excitation/inhibition imbalance observed in 
Syngap1+/- mice. 
To test this hypothesis, we generated a transgenic mouse model where Syngap1 
expression was decreased only in GABAergic interneurons derived from the medial 
ganglionic eminence, which expresses the transcription factor Nkx2.1 (Tg(Nkx2,1-
Cre);Syngap1 mouse). We showed that miniature inhibitory postsynaptic currents 
(mIPSCs) were decreased in pyramidal cells in layers 2/3 in primary somatosensory cortex 
(S1) and in CA1 region of the hippocampus of Tg(Nkx2,1-Cre);Syngap1 mice. Those 
results suggest that Syngap1 haploinsufficiency in GABAergic interneurons contributes in 
part to the excitation/inhibition imbalance observed in Syngap1+/- mice. Interestingly, we 
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also observed that miniature excitatory postsynaptic currents (mEPSCs) were increased in 
cortex S1 but decreased in CA1 region of the hippocampus. 
We further tested whether synaptic plasticity mechanisms that are thought to 
underlie learning and memory were affected by Syngap1 haploinsufficiency in GABAergic 
interneurons. We showed that NMDAR-dependent long-term potentiation (LTP) but not 
NMDAR-dependent long-term depression (LTD) was decreased in Tg(Nkx2,1-
Cre);Syngap1 mice. We also showed that GABAA receptor blockade rescued in part the 
LTP deficit in Syngap1+/- mice, suggesting that a disinhibition deficit is present in these 
mice.  
Altogether, the results support a functional role of Syngap1 in GABAergic 
interneurons, which may in turn contributes to the deficit observed in Syngap1+/- mice. 
 
Key words: autism, AMPAR, excitation/inhibition balance, GABAergic interneurons, 
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CHAPITRE I : INTRODUCTION  
 
 
1.1 LA DÉFICIENCE INTELLECTUELLE 
 
1.1.1 IMPLICATION SOCIALE DE LA DÉFICIENCE INTELLECTUELLE 
On estime que la déficience intellectuelle affecte de 1 à 3% de la population 
mondiale et constitue la grande partie des coûts des soins de santé dans les sociétés 
occidentales (Ellison et al., 2013, van Bokhoven, 2011, Prince et al., 2007, Musante and 
Ropers, 2014). Il s’agit également de la cause la plus fréquente de consultation en génétique 
(Musante and Ropers, 2014). La majorité des patients atteints de déficience intellectuelle 
requerront des soins ou des services tout le long de leur vie due à leur autonomie diminuée 
(Centers for Disease and Prevention, 2004). À titre d’exemple, on peut mentionner les soins 
donnés aux patients en institution qui nécessite un suivi 24h et les soins donnés à domicile 
(Polder et al., 2002). Aux États-Unis, on estime que le coût des soins médicaux pour les 
individus atteints de déficience intellectuelle nés uniquement depuis 2000 s’élèveront 
jusqu’à 50 milliards de dollars (van Bokhoven, 2011, Centers for Disease and Prevention, 
2004). Malgré cela, la déficience intellectuelle n’a reçu que peu d’attention du public en 
matière de soins de santé, principalement due au fait que la déficience intellectuelle est 
perçue comme un problème d’ordre social plutôt que de santé (Ropers, 2010). 
Au cours des dernières années, plusieurs études cliniques ont tenté de trouver un 
traitement pharmacologique pour les déficits cognitifs des patients atteints de déficience 
intellectuelle. Malgré des résultats prometteurs sur des modèles animaux, ces essais 
cliniques ont connu un succès mitigé (Mainberger et al., 2013, van der Vaart et al., 2013, 
Ehninger et al., 2008, Osterweil et al., 2013, Michalon et al., 2012). La déficience 
intellectuelle est un désordre fort complexe  et aux causes multiples. La compréhension des 
bases cellulaires et moléculaires de la déficience intellectuelle est donc primordiale afin de 





1.1.2 DÉFINITION ACTUELLE DE LA DÉFICIENCE INTELLECTUELLE 
 La déficience intellectuelle est, telle que définie par le DSM-5 (Diagnostic and 
Statistical Manual of Mental Disorders), un «trouble qui apparait pendant le 
développement caractérisé par une atteinte générale des habiletés mentales affectant les 
fonctions intellectuelles et adaptatives dans les domaines conceptuel, social et pratique» 
(American Psychiatric Association, 2013). Le domaine conceptuel concerne les habilités 
de langage, d’écriture, de lecture, de raisonnement et de mémoire. Le domaine social 
concerne l’empathie et les habiletés interpersonnelles. Le domaine pratique concerne les 
capacités d’autogestion telles qu’assumer les responsabilités d’un emploi ou se gérer 
financièrement.  
De plus, trois critères sont nécessaires pour le diagnostic de la déficience 
intellectuelle : 1) le patient doit présenter des déficits dans les fonctions intellectuelles, 2) 
des déficits dans le fonctionnement adaptatif qui «résulte en une incapacité à atteindre les 
standards d’indépendance personnelle et de responsabilité sociale» et 3) ces déficits 
doivent apparaitre au cours du développement. L’apparition des symptômes n’est donc plus 
limitée à l’âge de 18 ans tels que définis précédemment (Ellison et al., 2013).  
Le terme déficience intellectuelle a remplacé celui de retard mental des éditions 
précédentes du DSM dû à sa connotation jugée péjorative et rejoint la terminologie utilisée 
par l’Organisation Mondiale de la Santé. Depuis la publication du DSM-5, le quotient 
intellectuel (QI) a été retiré des critères de diagnostic, bien que faisant toujours partie de la 
description de la maladie. Dans les précédentes versions du DSM, il était considéré comme 
étant de la déficience intellectuelle un QI inférieur à la moyenne de plus de deux fois la 
déviation standard, ce qui correspondait à un score inférieur à 70.  
 
1.1.3 CLASSIFICATION DE LA DÉFICIENCE INTELLECTUELLE 
1.1.3.1 SÉVÉRITÉ 
Les patients atteints de déficience intellectuelle peuvent être classés selon la 
sévérité dans quatre catégories, soit : profonde, sévère, modérée et faible. Ces catégories 
étaient déterminées dans les précédentes versions du DSM selon le niveau de QI des 
patients. La déficience intellectuelle était considérée comme étant profonde lorsque le QI 
était inférieur à 20, sévère lorsque le QI était compris entre 20 et 34, modérée lorsque le QI 
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était compris entre 35 et 49 et faible lorsque le QI était compris entre 50 et 69 (van 
Bokhoven, 2011). Depuis la parution du DSM-5, la sévérité est déterminée sur la base des 
fonctions adaptatives décrites précédemment (American Psychiatric Association, 2013). 
Ce changement dans la classification de la sévérité de la déficience intellectuelle se base 
sur le fait que c’est plutôt les fonctions adaptatives et non le QI qui est déterminant du 
niveau de support dont les individus atteints ont besoin. 
 
1.1.3.2 SYNDROMIQUE ET NON-SYNDROMIQUE 
Les cas de déficience intellectuelle peuvent aussi être classés selon s’ils sont 
syndromiques ou non-syndromiques (van Bokhoven, 2011). La déficience intellectuelle 
syndromique (DIS) est caractérisée par la présence de traits morphologiques ou métabolites 
distincts alors que celle non syndromique (DINS) a pour seul trait clinique le déficit 
intellectuel (van Bokhoven, 2011). Un exemple de DIS souvent cité est la trisomie 21, dont 
les individus atteints possèdent des traits faciaux caractéristiques comme un visage rond, 
des yeux bridés et un épaississement des plis de la nuque. La présence des autres 
symptômes cliniques dans les cas de DIS permet souvent d’identifier plus facilement la 
maladie en cause. Par contre, en l’absence d’autres traits le diagnostic est beaucoup plus 
difficile et des techniques génétiques sont nécessaires pour identifier la cause. 
 
1.1.4 GÉNÉTIQUE DE LA DÉFICIENCE INTELLECTUELLE 
Bien que des facteurs environnementaux comme l’exposition à des tératogènes, 
l’alcoolisme fœtal, et l’hypoxie peuvent expliquer certains cas de déficience intellectuelle, 
cette dernière possède une forte composante génétique. C’est en effet plus de 450 gènes 
qui seraient impliqués dans la déficience intellectuelle. La plupart des gènes identifiés sont 
responsables de la DIS; il n’existe qu’environ 50 gènes connus pouvant causer la DINS. 
Cependant, 60% des cas cliniques restent encore inexpliqués (Ellison et al., 2013, van 
Bokhoven, 2011).  
Les cas génétiques de déficience intellectuelle peuvent essentiellement être séparés 
en trois groupes : les formes dues à des aberrations chromosomiques, les formes liées au 




1.1.4.1. ABERRATIONS CHROMOSOMIQUES 
Environ 10-15% des cas de déficience intellectuelle sont dus à des aberrations 
chromosomiques présentant des modifications visibles sur le caryotype (Ellison et al., 
2013, Mefford et al., 2012). La trisomie 21 ou syndrome de Down, dont la cause génétique 
a été identifiée dès 1959 (Lejeune et al., 1959), contribue à elle seule aux 2/3 de ces cas, ce 
qui en fait la cause la plus fréquente de déficience intellectuelle (Ropers, 2008). Depuis le 
développement de technologies plus poussées comme les micro-puces d’ADN et 
l’hybridation génomique comparative, d’autres modifications chromosomiques 
microscopiques ou sous-microscopiques ont pu être identifiées. La variabilité du nombre 
de copies (copy number variation, CNV), qui est défini comme une délétion ou une 
duplication d’une portion d’ADN et qui constitue une forme de polymorphisme, représente 
15-20% des cas de déficience intellectuelle (Ellison et al., 2013, Mefford et al., 2012, 
Vissers et al., 2010). 
 
1.1.4.2 FORMES LIÉES AU CHROMOSOME X 
Les formes de déficience intellectuelle liées au chromosome X, dû à leur 
transmission héréditaire, affectent davantage les hommes que les femmes. Il s’agit du 
chromosome qui a été le plus largement étudié, 80% des gènes connus causant la DINS y 
résident (Kaufman et al., 2010) et expliqueraient 8 à 12% des cas chez les hommes (Ropers, 
2008). Le syndrome du X fragile (FXS) est généralement considéré comme la première 
forme de déficience intellectuelle qui a été associée à des mutations dans un gène 
spécifique, FRM1 (Fragility Mental Retardation 1) (Verkerk et al., 1991). Les mutations 
consistent en une répétition de plus de 200 fois de la séquence CGG. Contribuant pour 
environ 2% des cas, le gène FRM1 est la cause monogénique la plus fréquente de la 
déficience intellectuelle (Ellison et al., 2013). Un autre exemple est le syndrome de Rett, 
affectant uniquement les filles, causé par des mutations dans le gène MeCP2 (Amir et al., 
1999). On dénombre aujourd’hui plus d’une centaine de gènes associés à X pouvant causer 






1.1.4.3 FORMES AUTOSOMIQUES 
Comme mentionné ci-dessus, une proportion importante des gènes connus causant 
la déficience intellectuelle est liée au chromosome X. Les gènes autosomiques sont plus 
difficiles à identifier, dû au fait qu’il y a peu de formes familiales de déficience 
intellectuelle (Mefford et al., 2012). Malgré cela, les gènes autosomiques liés à la 
déficience intellectuelle sont beaucoup plus nombreux que ceux du chromosome X (Afroze 
and Chaudhry, 2013). Les cas les plus connus restent ceux qui sont syndromiques. La 
neurofibromatose de type 1 (NF1), un désordre neurocutané caractérisé par des tumeurs 
sous-cutanées et des troubles cognitifs, a été largement étudiée au cours des dernières 
années, bien que seulement 4% des individus atteints présentent une déficience 
intellectuelle. Les individus atteints sont porteurs de mutations dans le gène NF1 situé sur 
le chromosome 17 (Friedman, 1999). Un autre exemple est la sclérose tubéreuse qui est 
causée par des mutations sur le gène TSC1 (tuberous sclerosis 1) présent sur le 
chromosome 9 (van Slegtenhorst et al., 1997) ou par des mutations sur le TSC2 présent sur 
le chromosome 16 (European Chromosome 16 Tuberous Sclerosis, 1993). 
 
1.1.5 COMORBIDITÉ DE LA DÉFICIENCE INTELLECTUELLE AVEC L’AUTISME ET 
L’ÉPILEPSIE 
Une proportion importante des individus atteints de déficience intellectuelle sont 
aussi atteints d’épilepsie (McGrother et al., 2006, Musante and Ropers, 2014, Matson et 
al., 1999). L’épilepsie, qui vient du grec ancien : « ἐπιλαμβάνειν » (epilambanein) qui 
signifie « prendre par surprise », est l’un des troubles neurologiques les plus fréquents avec 
une prévalence semblable à la déficience intellectuelle, soit autour de 1% (Engel, 2013). 
L’épilepsie est caractérisée par des interruptions récurrentes et imprédictibles du 
fonctionnement normal du cerveau qui résultent en des crises épileptiques (Fisher et al., 
2005). La prévalence des patients atteints de déficience intellectuelle ayant de l’épilepsie 
est estimée autour de 16-26% (McGrother et al., 2006), mais elle atteint 50% chez les 
patients atteints de déficience intellectuelle profonde (Lhatoo and Sander, 2001). 
De manière intéressante, les troubles du spectre de l’autisme (TSA) affectent 
plusieurs patients atteints de déficience intellectuelle. Bien que l’autisme ait déjà été 
considéré comme une forme de déficience intellectuelle, il s’agit de deux troubles cognitifs 
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distincts. L’autisme est défini comme un trouble neurodéveloppemental caractérisé par une 
interaction sociale et une communication anormale ainsi que par des gestes répétés et des 
intérêts restreints (Mefford et al., 2012, Huguet et al., 2013, American Psychiatric 
Association, 2013). La déficience intellectuelle n’est donc pas un des critères de 
diagnostics, bien que présente dans environ 70% des cas. Tout comme la déficience 
intellectuelle, les TSA possèdent une forte composante génétique. Les études sur les 
jumeaux homozygotes ont montré que les TSA sont héritables, mais 10-20% des cas sont 
dus à des mutations de novo (Rubenstein, 2010). Un nombre important des gènes impliqués 
dans les TSA et la déficience intellectuelle se chevauche (Krumm et al., 2014), suggérant 
que l’autisme et la déficience intellectuelle posséderaient une étiologie commune. 
 
1.1.6 BALANCE EXCITATION/INHIBITION DANS LES DÉSORDRES COGNITIFS 
L’implication de plusieurs gènes synaptiques et la présence de crises épileptiques 
chez certains patients atteints de déficience intellectuelle suggèrent que l’hyper-excitabilité 
des réseaux corticaux pourrait être une composante importante de l’étiologie de la maladie 
(Rubenstein and Merzenich, 2003). En effet, de plus en plus d’évidence démontre que le 
traitement anormal de l’information neuronale due à un déséquilibre du ratio 
excitation/inhibition (E/I) au niveau du néocortex et de l’hippocampe soit en cause dans 
plusieurs maladies neurodéveloppementales comme la déficience intellectuelle et l’autisme 
(Rubenstein and Merzenich, 2003, Yizhar et al., 2011, Bateup et al., 2013, LeBlanc, 2013, 
Gkogkas et al., 2013, Rubenstein, 2010, Gogolla et al., 2009). L’altération de l’excitation 
glutamatergique ou de l’inhibition GABAergique menant soit à l’augmentation ou la 
diminution du ratio E/I contribuerait aux troubles neurocognitifs comme la déficience 
intellectuelle et l’autisme.   
Particulièrement, l’activité inhibitrice des interneurones GABAergique est 
essentielle pour réguler l’excitabilité des circuits neuronaux, mais également l’intégration 
temporelle de l’information neuronale et la génération d’oscillations des réseaux 
neuronaux glutamatergique impliquées dans les fonctions cognitives (Buzsaki and Watson, 
2012, Kepecs and Fishell, 2014). Par exemple, la perte du gène Nf1 ou MeCP2 uniquement 
dans les neurones GABAergiques est suffisante pour causer les déficits cognitifs observés 
chez les souris issues de lignées germinales (Cui et al., 2008, Chao et al., 2010). L’altération 
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de la transmission GABAergique contribuerait aux symptômes cognitifs des modèles 
murins du syndrome de Down, bien qu’aucune donnée ne le montre encore chez l’humain 
(Deidda et al., 2015). 
Historiquement, la fonction des interneurones GABAergiques était vue comme 
simplement inhibitrice, servant à mettre un frein à l’activité des neurones pyramidaux. Il 
est aujourd’hui clair que le rôle de ces neurones est bien plus complexe : les interneurones 
GABAergiques font figure de chef d’orchestre des réseaux neuronaux. L’importance 
grandissante des interneurones GABAergiques dans les processus cognitifs fait de ceux-ci 
un terrain d’étude particulièrement intéressant et ce mémoire portera principalement sur 
leur rôle dans la déficience intellectuelle.  
La section 1.2 sera donc consacrée entièrement aux interneurones GABAergiques, 
de leur classification jusqu’à leur expression dans le développement. Ensuite, les sections 
1.3 et 1.4 viseront à décrire la fonction et l’organisation du néocortex et de l’hippocampe, 
deux structures anatomiques dont le dysfonctionnement est fortement lié à la déficience 
intellectuelle et à l’autisme. La section 1.5 décrira les mécanismes de la transmission 
synaptique, de la synapse aux différents types de récepteurs. La section 1.6 sera consacrée 
à la plasticité synaptique de l’hippocampe qui joue un rôle clé dans la mémoire et 
l’apprentissage et donc nécessaire à la compréhension de la déficience intellectuelle. 





1.2 LES INTERNEURONES GABAERGIQUES 
 
1.2.1 CLASSIFICATIONS DES INTERNEURONES 
Les réseaux neuronaux corticaux mettent en jeux principalement deux types 
cellulaires : les cellules pyramidales glutamatergiques, aussi appelées cellules principales, 
qui sont excitatrices et les interneurones  GABAergiques qui sont inhibiteurs. Bien que ces 
derniers ne composent que 20 à 30% des neurones, ils représentent les neurones les plus 
diversifiés du système nerveux (Kessaris et al., 2014, Kepecs and Fishell, 2014, Sultan et 
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al., 2014). Dans l’ensemble du cerveau, il existerait jusqu’à plusieurs centaines de types 
d’interneurones différents (Kepecs and Fishell, 2014). La grande diversité des neurones 
GABAergiques a grandement complexifié leur étude et leur classification. En effet, ceux-
ci ont été classifiés selon leur morphologie, leur connectivité, leur patron de décharge et 
l’expression de marqueurs génétiques (Figure 1.1) (Kepecs and Fishell, 2014, Sultan et al., 
2014, Anderson and Coulter, 2013). Le groupe de nomenclature des interneurones Petilla, 
formé de différents experts des interneurones à travers le monde, a tenté d’établir une 
nomenclature standardisée des interneurones une première fois en 2008 puis une deuxième 
fois en 2013 (Petilla Interneuron Nomenclature et al., 2008, DeFelipe et al., 2013). Ces 
différentes manières de classifier les interneurones proposées par le groupe Petilla seront 
vues brièvement dans les sections suivantes. 
 
Morphologie  Connectivité Génétique Électrophysiologie 
 
Figure 1.1 Diversité des interneurones GABAergiques. 
Représentation schématique de la classification des interneurones selon la morphologie, la connectivité, les 





1.2.1.1 SELON LA MORPHOLOGIE ET LA CONNECTIVITÉ 
Historiquement, les interneurones désignaient les neurones à axone court décrits 
par Ramon y Cajal qui ne faisaient que des connexions locales dans le cortex, contrairement 
aux cellules pyramidales (ou neurones à axone long), qui étaient des neurones de 
projections (Ramón y Cajal, 1911). Les interneurones se distinguaient également des 
cellules principales par la forme de leur soma qui est plus arrondi et de plus petite taille 
(10-30µm de diamètre) (Petilla Interneuron Nomenclature et al., 2008). 
Aujourd’hui, le terme interneurone sert essentiellement à décrire les neurones qui 
utilisent l’acide γ-aminobutyrique (GABA) comme neurotransmetteur (Maccaferri and 
Lacaille, 2003, Freund and Buzsaki, 1996), bien qu’il existe également des interneurones 
utilisant d’autres types de neurotransmetteurs. Le GABA est synthétisé par deux enzymes, 
la glutamate décarboxylase 65 (GAD65) et la glutamate décarboxylase 67 (GAD67) (Pinal 
and Tobin, 1998). Les interneurones ont donc d’abord été classifiés selon leur morphologie 
et la région des cellules principales qu’innervent leurs synapses (Freund and Buzsaki, 1996, 
DeFelipe et al., 2013) : 
Cellules en panier. Le terme de cellule «en panier» (basket cell) vient de Ramon Y 
Cajal et servait à décrire les neurones présents dans le cervelet possédant une arborisation 
axonale en forme de panier (Ramón y Cajal, 1893). Ces interneurones sont présents dans 
l’hippocampe et le cortex et ciblent la région périsomatique des cellules principales 
(DeFelipe et al., 2013). 
Cellules en chandelier. Les cellules en chandelier n’ont été découvertes dans le 
néocortex que tardivement par János Szentágothai en 1974 (Szentagothai and Arbib, 1974). 
Elles se distinguent par leurs connexions exclusives au segment initial de l’axone des 
neurones pyramidaux. C’est pourquoi celles-ci sont également appelées cellules axo-
axoniques. Leur arbre axonal est composé de courtes rangées verticales de boutons 
présynaptiques appelées cartouches (cartridges) qui rappellent les anciens chandeliers qui 
ont donné leur nom (Howard et al., 2005, Woodruff and Yuste, 2008). 
Cellules à inhibition dendritique. Les interneurones qui ciblent particulièrement les 
dendrites des cellules principales possèdent une grande variabilité dans leur arborisation 
axonale (Freund and Buzsaki, 1996). Ceux-ci comprennent entre autres les cellules de 
9 
 
Martinotti qui fournissent une inhibition de la touffe dendritique des cellules pyramidales 
(Kepecs and Fishell, 2014). 
 
 1.2.1.2 SELON LES MARQUEURS GÉNÉTIQUES EXPRIMÉS 
 Une autre manière de classifier les interneurones est de se baser sur 
l’expression de marqueurs moléculaires spécifiques, incluant des protéines liant le calcium 
ou des neuropeptides. Le rôle des neuropeptides dans ces interneurones est peu connu, mais 
il semble qu’ils servent à moduler l’excitabilité neuronale (Baraban and Tallent, 2004). 
Cinq principaux marqueurs ont été identifiés par le groupe Petilla (DeFelipe et al., 2013) :  
1) La parvalbumine (PV). La PV est une protéine liant le calcium qui semble jouer 
un rôle dans la libération du GABA (Eggermann and Jonas, 2012). Les interneurones PV 
représentent 40% des interneurones corticaux chez les rongeurs et comprennent les cellules 
en panier et en chandelier (Kessaris et al., 2014). 
2) La somatostatine (SST). Ceux-ci représentent 30% des interneurones et 
comprennent entre autres les cellules de Martinotti. 
3) Le neuropeptide Y (NPY). Il s’agit de l’un des neuropeptides les plus 
abondamment exprimés dans le cerveau, mais la grande diversité des interneurones 
l’exprimant rend leur distinction difficile (Karagiannis et al., 2009). 
4) Le peptide vasoactif intestinal (VIP). Les interneurones VIP représentent environ 
15% es interneurones. Ceux-ci ont tendance à inhiber la plupart des interneurones SOM et 
une partie des interneurones PV (Kepecs and Fishell, 2014).  
5) La cholécystokinine (CCK). Certaines cellules en panier, notamment au niveau 
de l’hippocampe, n’expriment pas la PV et sont CCK-positives (Somogyi and Klausberger, 
2005). 
 
 1.2.1.3 SELON LE PATRON DE DÉCHARGE 
Les critères électrophysiologiques pour distinguer les différents types 
d’interneurones peuvent être nombreux : potentiel de membrane au repos, seuil du potentiel 
d’action, patrons de décharge, etc. (Petilla Interneuron Nomenclature et al., 2008). D’après 
le groupe Petilla, il existe essentiellement six manières de classifier les interneurones selon 
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leurs patrons de décharge (DeFelipe et al., 2013, Petilla Interneuron Nomenclature et al., 
2008) : 
1) Les interneurones à décharge rapide (Fast-spiking, FS). Les interneurones FS 
sont généralement PV+ et comprennent donc les cellules en panier et en chandelier (Kepecs 
and Fishell, 2014). 
2) Les interneurones non-adaptatifs et sans décharge rapide (Non-adapting, non 
fast-spiking, NA-NFS). Ceux-ci incluent les interneurones SST dont les cellules de 
Martinotti (Sultan et al., 2013). 
3) Les interneurones adaptatifs (Adapting, AD). Ces neurones ont la particularité 
de démontrer une augmentation graduelle de l’intervalle de temps entre les potentiels 
d’action. 
4) Les interneurones accélératifs (Accelerating, AC). Ceux-ci, au contraire des 
neurones AD, démontrent plutôt une diminution de l’intervalle de temps entre les potentiels 
d’action.  
5) Les interneurones à décharge irrégulière (Irregular spiking, IS). Les neurones 
IS ont la particularité d’avoir des intervalles irréguliers entre les potentiels d’action. 
6) les interneurones à bouffées intrinsèques (intrinsic bursting, IB). Les cellules de 
Martinotti, en plus d’être NFS, sont également à IB (Sultan et al., 2013). 
 
1.2.2 DÉVELOPPEMENT DES CIRCUITS GABAERGIQUES 
Comme mentionné précédemment, les interneurones GABAergiques constituent 
une population fortement hétérogène, ce qui complexifie également l’étude de leur 
développement. Le développement des circuits inhibiteurs peut être résumé en quatre 
grandes étapes : 1) la génération des sous-types d’interneurones, 2) la migration de ces 
interneurones, 3) la sélection de leur cible et finalement 4) la formation et maturation des 
synapses inhibitrices (Di Cristo, 2007, Jovanovic and Thomson, 2011). 
 
 1.2.2.1 GÉNÉRATION ET ORIGINE DES INTERNEURONES GABAERGIQUES  
1.2.2.1.1 ORIGINE SPATIALE DES INTERNEURONES 
Alors que les neurones pyramidaux, qui sont originaires de la zone subventriculaire 
du télencéphale dorsale (pallium), migrent radialement le long du cortex en formation 
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(appelé plaque corticale) pour atteindre leur position laminaire, les interneurones 
GABAergiques, qui proviennent du télencéphale ventral (subpallium), doivent dans un 
premier temps migrer de manière tangentielle pour pouvoir atteindre le cortex (Anderson 
et al., 1997). Ce n’est qu’une fois arrivés au cortex que les interneurones migrent de 
manière radiaire pour atteindre leur position laminaire respective. 
 Plus précisément, les interneurones tirent leur origine principalement des 
éminences ganglionnaires, qui sont des structures transitoires du télencéphale ventral lors 
de l’embryogenèse. Celles-ci peuvent être subdivisées en trois zones distinctes selon l’axe 
caudal rostral, les éminences ganglionnaires latérales (LGE), caudales (CGE) et médianes 
(MGE) (Wonders and Anderson, 2006). Une faible proportion des interneurones sont 
également originaires de la région préoptique (Gelman et al., 2009). Ces régions donnent 
naissance à des sous-types différents d’interneurones dus à l’expression de différents 
facteurs de transcription (Kepecs and Fishell, 2014, Kessaris et al., 2014). À titre 
d’exemple, les interneurones exprimant la VIP ou la CCK sont originaires du CGE. 
Le MGE, qui exprime le facteur de transcription homéotique Nkx2.1, produit les 
interneurones à somatostatine (SST) et à parvalbumine (PV) qui représentent la vaste 
majorité, soit autour de 70%, de l’ensemble des neurones GABAergiques au niveau du 
cortex (Marin et al., 2000, Xu et al., 2008).  Pour cette raison, le reste de ce mémoire portera 
particulièrement aux interneurones dérivés du MGE. Chez les rongeurs, Nkx2.1 est exprimé 
au niveau des MGE dès le 10ème jour embryonnaire (E10,5) (Sussel et al., 1999). Les 
cellules progénitrices générées par le MGE expriment par la  suite d’autres facteurs de 





Figure 1.2 Origine et migration des interneurones dérivée du facteur de transcription Nkx2.1. 
La route migratoire précoce des interneurones passe par la préplaque et forme plus tard une voie superficielle 
passant par la zone marginale (en bleu pâle). La route migratoire tardive des interneurones passe par la zone 
intermédiaire et forme par la suite une voie profonde passant par la zone subventriculaire (en bleu foncé). 
Adaptée de (Gao et al., 2013). 
 
1.2.2.1.2 ORIGINE TEMPORELLE DES INTERNEURONES 
En plus d’être régulé de manière spatiale, le développement des interneurones 
GABAergiques est régulé de manière temporelle. Les interneurones dérivés du MGE sont 
en grande partie générés entre E11 et E17,5 (Sultan et al., 2013). Cependant, différents 
types d’interneurones sont générés à différents stades du développement (Kessaris et al., 
2014, Butt et al., 2008). À titre d’exemple, les cellules en chandelier, qui dérivent du MGE, 
ne sont générées que tard durant la gestation, vers E15,5-E17,5 (Taniguchi et al., 2013). 
 
 1.2.2.2 MIGRATION DES INTERNEURONES GABAERGIQUES 
Une fois les interneurones générés, ceux-ci doivent migrer sur une longue distance 
pour arriver à leur destination finale. Cette migration des interneurones se fait de manière 
très organisée (Marin and Rubenstein, 2001). En effet, on peut distinguer deux routes 
migratoires principales des interneurones. Une première route originaire du MGE qui 
commence aussi tôt que E11,5 chez la souris et qui passe dorsalement au-dessus de la 
préplaque. Une deuxième, plus tardive, commençant vers E13-E15 et qui passe à travers la 
zone intermédiaire (IZ) (Figure 1.2). Plus tard dans le développement,  les interneurones 
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rentrent dans le cortex par une voie superficielle passant par la zone marginale (MZ) et une 
voie profonde passant par la zone subventriculaire (SVZ) (Marin, 2013, Guo and Anton, 
2014). Avant leur rentrée dans le cortex, l’expression de Nkx2.1 dans ces progéniteurs est 
régulée à la baisse (Sultan et al., 2013), alors qu’elle est maintenue dans les progéniteurs 
destinés au striatum (Guo and Anton, 2014).  
Bien que nos connaissances sur ce processus migratoire sont limitées, ils impliquent 
à la fois des facteurs chémoattractants et chémorepulsifs qui coordonnent la route que les 
interneurones doivent suivre (Di Cristo, 2007, Jovanovic and Thomson, 2011). En effet, il 
est probable que les interneurones quittent la zone progénétrice du MGE dû à l’action de 
facteurs chémiorépulsifs (Marin, 2013, Guo and Anton, 2014). Les facteurs répulsifs 
empêcheraient également que les interneurones destinés au cortex ne se propagent dans 
certaines structures comme le striatum (Marin et al., 2001). Par la suite, la migration des 
interneurones serait stimulée par différents facteurs comme le BDNF (brain-derived 
neurotrophic factor) et la NT4 (neurotrophine-4) (Polleux et al., 2002). Certaines 
expériences in vitro suggèrent que le GABA lui-même favoriserait la migration des 
interneurones (Jovanovic and Thomson, 2011).  
 
 1.2.2.3 CROISSANCE AXONALE ET SÉLECTION DES CIBLES  
Les différents sous-types d’interneurones sont en mesure d’innerver divers 
domaines subcellulaires des cellules pyramidales (dendrites, soma, segment initial de 
l’axone). Les mécanismes permettant aux interneurones de cibler leur innervation sont 
essentiellement inconnus, mais il semble que ce processus soit indépendant de l’activité 
neuronale (Di Cristo et al., 2004). Ce serait plutôt des facteurs génétiques et des signaux 
moléculaires qui détermineraient l’organisation subcellulaire des synapses inhibitrices 
(Huang, 2006, Di Cristo, 2007). Par exemple, l’expression en gradient de certaines 
protéines d’adhésion cellulaire comme la neurofascine186 qui est recrutée par la protéine 
membranaire AnkyrineG détermine la capacité des interneurones GABAergiques en panier 
d’innerver le segment initial de l’axone des cellules de Purkinje au niveau du cervelet 
(Ango et al., 2004). L’innervation des interneurones stellaires au niveau des dendrites des 
cellules de Purkinje serait déterminée par une autre protéine d’adhésion cellulaire, le CHL1 
(Close Homologue of L1) (Ango et al., 2008). 
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 1.2.2.4 MATURATION DES SYNAPSES INHIBITRICES 
Contrairement aux cellules pyramidales, les interneurones GABAergiques ont une 
arborisation axonale très complexe et peuvent innerver jusqu’à plusieurs centaines de 
neurones. Le développement de l’innervation GABAergique se poursuit après la naissance, 
et ce jusqu’à la fin de l’adolescence (Di Cristo, 2007). Contrairement à la sélection 
spécifique des interneurones de leur innervation sur les cellules principales, cette 
maturation postnatale des synapses inhibitrices est fortement dépendante de l’activité 
neuronale et de l’expérience. En effet, la privation sensorielle affecte grandement la 
maturation postnatale des réseaux inhibiteurs (Chattopadhyaya et al., 2004). Npas4, un 
facteur de transcription qui est régulé par l’activité neuronale, a été identifié comme étant 
impliqué dans le développement des synapses inhibitrices (Lin et al., 2008). Npas4 régule 
à son tour l’expression de gènes régulant la formation de synapses inhibitrices sur les 
cellules pyramidales. La libération de GABA par les interneurones régulerait elle-même le 
développement de leur innervation (Chattopadhyaya et al., 2007). En effet, la signalisation 
GABAergique permettrait de coordonner la maturation pré- et postsynaptique des synapses 
inhibitrices (Huang, 2009). Ce rôle est supporté par l’importance des récepteurs GABAA 
(voir section 1.5.3.2), dont la baisse d’expression affecte la formation des synapses 




1.3 FONCTIONS ET ORGANISATION ANATOMIQUE DU 
NÉOCORTEX 
 
1.3.1 ANATOMIE DU NÉOCORTEX 
Le néocortex correspond à la couche superficielle des hémisphères cérébraux et est 
la composante du cerveau la plus récente du point de vue évolutif. Le néocortex est présent 
uniquement chez les mammifères et les capacités cognitives de l’humain sont grandement 
dues à son expansion (Rakic, 2009). L’expansion du néocortex humain a conduit au 
développement de nombreux sillons (ou sulci) et de gyri (ou circonvolutions cérébrales). 
Ceux-ci permettent de diviser le cortex en quatre lobes : frontal, pariétal, temporal et 
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occipital (Figure 1.3). Le sulcus central divise les lobes frontal et pariétal. Ceux-ci sont 
également séparés du lobe temporal par le sulcus latéral. Finalement, le lobe occipital est 
séparé du lobe pariétal par le sulcus pariéto-occipital. Chez les rongeurs, le cortex est lisse 
et ne présente pas de sillons ou de gyri (Kandel et al., 2000).  
 
 
Figure 1.3 Anatomie du cortex. 
Le cortex cérébral présente 4 lobes : frontal, temporal, pariétal et occipital. Adaptée de (Kandel et al., 2000) 
 
1.3.2 SPÉCIALISATION FONCTIONNELLE DU NÉOCORTEX 
L’idée d’une organisation du cerveau, et ainsi du néocortex, en différentes régions 
fonctionnelles distinctes avait été proposée en 1800 par Franz Joseph Gall et sa théorie de 
la phrénologie (Kandel et al., 2000). Bien que révolutionnaire dans l’idée que le cerveau 
était le centre des fonctions mentales qui relevaient de régions spécifiques, Gall a établi ces 
régions sans véritable base expérimentale. Cette vision localisationniste fut contestée par 
le physiologiste français Pierre Flourens vers la fin des années 1820s, qui prônait plutôt 
une vision holistique du cerveau, voulant que l’ensemble du cerveau soit impliqué dans 
toutes les fonctions mentales. Cependant, le cas célèbre de Phineas Gage suggéra fortement 
la présence d’une aire cérébrale impliquée dans la personnalité et la cognition (Harlow, 
1868). Gage, qui était contremaître de chemin de fer, fut victime d’un terrible accident le 
13 septembre 1848. Suite à une explosion, une barre de fer de plus d’un mètre de longueur 
et 3 cm d’épaisseur lui perfora le crâne. Cage reprit conscience rapidement et était en 
mesure de parler et de marcher. Gage ne montrait aucun déficit de langage ou 
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d’apprentissage, mais sa personnalité fut profondément changée. Alors qu’il était un 
homme sérieux et social, Gage est devenu suite à l’accident au contraire irresponsable et 
d’humeur changeante (Damasio et al., 1994). Son médecin John Harlow, proposa alors que 
ces changements étaient dus aux dommages subis dans le lobe frontal. À la même époque, 
les neurologues français Pierre Broca et allemand Carl Wernicke identifièrent les premières 
aires du cortex reliées à une fonction spécifique (Wernicke, 1874, Broca, 1861).  Broca et 
Wernicke, qui ont tous les deux travaillé sur les troubles de la parole, identifièrent 
respectivement une aire corticale associée à l’élocution et une aire associée à la 
compréhension de la parole. En étudiant la cytoarchitecture du cortex (voir section 1.3.3) 
au début du 20e siècle, l’anatomiste allemand Korbinian Brodmann a pu identifier 52 aires 
fonctionnelles distinctes. (Brodmann, 1909). Par la suite, le neurochirurgien Wilder 
Penfield, en étudiant l’épilepsie, a pu identifier à l’aide de stimulation électrique les zones 
cérébrales consacrées aux sensations et à la motricité (Penfield and Rasmussen, 1950). 
Celles-ci avaient également plusieurs correspondances aux aires identifiées précédemment 
par Brodmann. Penfield a également pu observer que ces zones cérébrales étaient 
organisées de manière somatotopique (une topographie correspondant à la forme du corps) 
qui sont connues aujourd’hui comme étant les homonculus sensitif et homnculus moteur de 
Penfield. 
Il était ainsi de plus en plus clair que le néocortex présentait une organisation 
fonctionnelle. Aujourd’hui, ces aires peuvent être distinguées comme étant primaires, 
secondaires ou associatives. Les aires primaires sont celles qui prennent en charge en 
premier le traitement sensoriel ou moteur. Les aires secondaires sont toujours unimodales, 
mais prennent en charge un niveau d’encodage plus avancé. Les aires associatives 
reçoivent de l’information provenant de différentes aires cérébrales et sont impliquées dans 
les traitements plus complexes (Figure 1.4) (Kandel et al., 2000). 
 Le cortex somatosensoriel primaire (S1) est situé au niveau du gyrus postcentral 
et correspond aux aires 3a, 3b, 1 et 2 que Brodmann avait identifiées auparavant. 
Le cortex moteur primaire (M1) est situé au niveau du gyrus précentral et 
correspond à l’aire 4 de Brodmann. 
Le cortex visuel primaire (V1) est situé dans le lobe occipital et correspond à l’aire 
17 de Brodmann. 
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Le cortex auditif primaire (A1) est situé dans le lobe temporal est correspond aux 
aires 41, 42 et 22 de Brodmann. 
Le cortex préfrontal (aire associative antérieure) est impliqué dans les prises de 
décisions. 
 
Figure 1.4 Aires fonctionnelles du néocortex. 
Le Néocortex peut être subdivisé en aires fonctionnelles : le cortex somatosensoriel primaire (S1), le cortex 
moteur primaire (M1), le cortex visuel (V1), le cortex auditif primaire (A1) et le cortex préfrontal. Adaptée 
de (Kandel et al., 2000) 
 
1.3.3 CYTOARCHITECTURE DU NÉOCORTEX 
Le néocortex est organisé de manière fonctionnelle sous forme de colonnes 
corticales perpendiculaires à la surface (Mountcastle, 1997). Sous cette orientation, le 
néocortex possède une structure laminaire composée de six couches de feuillets cellulaires. 
Cette organisation laminaire est due à la migration radiaire des neurones excitateurs 
pendant le développement embryonnaire (Gao et al., 2013). Ces six couches sont 
organisées de la manière suivante (Figure 1.5) (Kandel et al., 2000): 
La couche 1, appelée couche moléculaire, est la plus superficielle et est située juste 
au-dessous de la pie-mère. Celle-ci est dépourvue de corps cellulaire de neurones 
pyramidaux, mais contient des neurones GABAergiques dispersés (Douglas and Martin, 
2004). Elle contient les dendrites des neurones des couches plus profondes et les axones 
provenant d’autres régions cérébrales comme le thalamus qui traversent les différentes 
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couches corticales pour faire des connexions dans d’autres aires du cortex. La couche 1 est 
la cible principale des afférences dites «rétroactives (feedback)» entre ces différentes aires 
corticales (Thomson and Lamy, 2007). 
La couche 2, appelée couche granulaire externe, contient des cellules pyramidales 
et des petits neurones sphériques qui représentent divers types d’interneurones (Gentet, 
2012).  
La couche 3, appelée couche pyramidale externe, contient également des cellules 
pyramidales. Les neurones des couches 2 et 3 font des connexions locales et les afférences 
reçues au niveau de ces couches sont principalement cortico-corticales (Thomson and 
Lamy, 2007). 
La couche 4, appelée couche granulaire interne, contient des petits neurones 
sphériques qui sont des interneurones GABAergiques ainsi que des cellules stellaires qui 
sont les cellules excitatrices présentent dans cette couche. C’est la principale couche qui 
reçoit les afférences sensorielles provenant du thalamus qui projettent sur les cellules 
stellaires (Thomson and Lamy, 2007). 
La couche 5, ou couche pyramidale interne, contient principalement des cellules 
pyramidales. Celles-ci sont généralement de plus grande taille que celle de la couche 3 est 
représentent la principale voie de sortie du cortex. Tout comme au niveau des couches 2/3, 
les afférences y sont principalement cortico-corticales. 
La couche 6 est appelée couche multiforme ou couche polymorphique due à sa 
composition très hétérogène, contenants différents interneurones, mais aussi des cellules 




Figure 1.5 Organisation laminaire du néocortex. 
Représentation des 6 couches du néocortex. Adaptée de (Kandel et al., 2000). 
 
1.3.4 PARTICULARITÉS DES COUCHES 2/3 DU CORTEX 
 Les couches 2/3 sont la principale voie d’entrée du cortex. Pour cette raison, ce 
mémoire s’intéressera plus particulièrement aux connexions que reçoivent et projettent les 
cellules principales ainsi qu’aux différents types d’interneurones présents dans ces 
couches. 
 
1.3.4.1 LES CELLULES PRINCIPALES DE LA COUCHE 2/3 
Les neurones pyramidaux des couches 2/3 font principalement des connexions 
locales au niveau des épines dendritiques des cellules principales des mêmes couches où 
leurs axones sont densément ramifiés (Bannister, 2005). Leurs projections axonales ne 
réalisent pas de collatérales à travers les couches 4 et 6 et quittent le cortex via la substance 
blanche. Ces neurones projettent cependant un axone descendant pour attendre la couche 
5 et faire des connexions locales (Figure 1.6) (Bannister, 2005, Thomson and Lamy, 2007). 
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Les cellules pyramidales des couches 2/3 font également des connexions sur les 
interneurones. Les interneurones ciblés sont majoritairement locaux, mais les cellules 
pyramidales des couches 2/3 projettent également sur les interneurones de la couche 5 
(Thomson and Lamy, 2007).  
Une importante proportion des connexions que reçoivent les cellules pyramidales 
proviennent des couches 2/3 de l’hémisphère controlatéral. Les cellules pyramidales de ces 
couches reçoivent également des afférences sensorielles thalamo-corticales au niveau de 
leurs dendrites basales situées dans la couche 4 (Thomson and Lamy, 2007).  
 
 
Figure 1.6 Couches 2/3 du néocortex. 
 Connexions des cellules pyramidales des couches 2/3 du néocortex. Gauche : connexions cellules 
pyramidales – cellules pyramidales; droit : connexions cellules pyramidales – interneurones. Bleu : neurones 
présynaptiques; rouge : neurones postsynaptiques. Adaptée de (Thomson and Lamy, 2007). 
 
1.3.4.2 FONCTION DES INTERNEURONES DÉRIVÉS DU MGE DE LA COUCHE 2/3 
La description de l’ensemble des types d’interneurones présents dans le cortex 
dépasse l’objet de ce mémoire. Seuls les interneurones dérivant du MGE, qui représentent 









Figure 1.7 Interneurones des couches 2/3 du néocortex. 
Propriété des interneurones dérivés des MGE présents dans les couches 2/3 du néocortex. SA : arborisation 
somatodendritique, AA : arborisation axonale, SC : cellule stellaire, PC : cellule pyramidale, BC : cellule en 
panier, BPC : cellule bipolaire. Adaptée de (Gentet, 2012).  
 
Les cellules en panier (PV+). Les cellules en panier sont la principale source locale 
d’inhibition des couches 2/3 du néocortex. Elles innervent la partie périsomatique des 
cellules pyramidales locales et reçoivent leur excitation des cellules pyramidales des 
couches 2/3 et des cellules stellaires à épines des couches 4 (Gentet, 2012). Dans le 
néocortex, ces interneurones peuvent innerver entre 200 et 1000 cellules pyramidales et 
décharger jusqu’à 400Hz (Kubota, 2014). Dû à leur niveau de connectivité et leurs 
propriétés cinétiques rapides, les cellules en panier ont comme rôle de réguler les 
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oscillations à l’intérieur des circuits corticaux locaux (Gentet, 2012). Notamment, les 
cellules en panier sont nécessaires pour générer les oscillations gamma (30-80Hz) du cortex 
qui sont impliquées dans l’augmentation de l’attention et du traitement sensoriel (Cardin 
et al., 2009, Hu et al., 2014, Sohal et al., 2009). 
Les cellules de Martinotti (SST+). Les cellules de Martinotti reçoivent l’excitation 
des cellules pyramidales locales et innervent les dendrites distales des cellules pyramidales 
des couches 2/3. Elles innervent également les autres types d’interneurones du cortex 
(Kubota, 2014). Il semble que ces interneurones jouent le rôle de «bouton d’allumage» 
dans le cortex somatosensoriel. Ils inhibent très efficacement les cellules pyramidales en 
absence de traitement sensoriel, mais leur inhibition dendritique est rapidement relâchée 
durant le traitement sensoriel des animaux en exploration. (Gentet, 2012). 
Les cellules en chandelier (PV+). Les cellules en chandelier sont un type particulier 
d’interneurone innervant uniquement le segment initial de l’axone des cellules pyramidales 
des couches 2/3. Dû à l’emplacement stratégique de leurs synapses au lieu de génération 
du potentiel d’action, le rôle des cellules en chandelier a longtemps été perçu comme étant 
un contrôle ultime de la décharge des neurones pyramidaux permettant la prévention d’une 
activité excitatrice excessive dans les réseaux neuronaux (Howard et al., 2005, Zhu et al., 
2004, Woodruff et al., 2010). Cependant, leur rôle même en tant que neurones inhibiteurs 
est controversé, certaines études ayant reportées que les cellules en chandelier pouvaient 
dépolariser les neurones pyramidaux (Woodruff et al., 2009, Szabadics et al., 2006). Il se  
trouve que les cellules en chandelier pourraient avoir à la fois un effet dépolarisant et 
hyperpolarisant dépendamment du potentiel membranaire local ou de la concentration 
locale de Cl- intracellulaire des neurones pyramidaux (Woodruff et al., 2011). En fait, 
l’impact des cellules en chandelier sur l’intégration sensorielle pourrait dépendre du niveau 
d’excitation du réseau local. Lorsque le niveau d’activité du réseau est bas, les cellules en 
chandelier seraient davantage dépolarisantes, mais durant les périodes où le niveau 
d’activité du réseau est élevé, elles inhiberaient les cellules pyramidales. Les cellules en 
chandelier auraient donc un rôle de rectification de l’activité du circuit local, en la nivelant 




1.4 FONCTIONS ET ORGANISATION ANATOMIQUE DE 
L’HIPPOCAMPE  
 
1.4.1 RÔLE DE L’HIPPOCAMPE DANS LA COGNITION 
Les chercheurs ont démontré un intérêt marqué du rôle que jouerait l’hippocampe 
dans la mémoire lorsque la neuropsychologue canadienne Brenda Milner de l’Université 
McGill et le neurochirurgien américain William Scoville du Hartford Hospital ont rapporté 
en 1957 le célèbre cas du patient H.M. (Scoville and Milner, 1957). H.M., de son vrai nom 
Henry Gustav Molaison, souffrait d’épilepsie depuis l’âge de 9 ans lorsqu’il a subi un 
traumatisme crânien après avoir été heurté par une bicyclette. H.M. avait depuis cet 
accident un long historique de crises sévères. Malgré que H.M. avait reçu divers traitements 
aux anticonvulsivants, ses crises devenaient de plus en plus sévères et fréquentes (Scoville 
and Milner, 1957). Le 1e septembre 1953, H.M. a donc subit une opération expérimentale 
consistant à retirer de manière bilatérale les lobes temporaux médians où se trouvait le 
foyer épileptique. Bien que l’opération fut efficace dans l’éradication des crises 
épileptiques sévères, H.M. démontrait des déficits mnésiques marqués. H.M. était 
incapable de se souvenir des conversations qu’il venait d’avoir avec ses médecins. 
Cependant, H.M. ne démontrait pas de déficits d’intelligence. H.M. montrait également 
une amnésie rétrograde partielle pour les trois années avant son opération. 
Le cas du patient H.M. souligne clairement l’importance de l’hippocampe pour la 
mémoire. Cependant, le fait que H.M. pouvait encore se souvenir des évènements passés, 
mais pas de former de nouveaux souvenirs suggère que l’hippocampe ne serait pas le site 
d’entreposage de la mémoire. L’hippocampe serait plutôt le site de réorganisation et de 
consolidation de la mémoire qui sera par la suite entreposée ailleurs dans le néocortex 
(Squire and Zola-Morgan, 1991). La consolidation de la mémoire fait référence au 
processus initié après le premier traitement de l’information permettant l’entreposage 
permanent de la mémoire (Nadel and Moscovitch, 1997). 
 
1.4.2 ORGANISATION ANATOMIQUE DE LA FORMATION HIPPOCAMPIQUE 
L’hippocampe (Figure 1.8) se retrouve au sein d’une structure anatomique située 
dans le lobe temporal médian appelée la formation hippocampique. On peut y observer 
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quatre sous-régions distinctes, le gyrus dentelé (DG), la corne d’Ammon (elle-même 
subdivisée en CA1, CA2 et CA3) qui forme l’hippocampe à proprement parler, le complexe 
subiculaire (subdivisé en subiculum, presubiculum et parasubiculum) et le cortex 
entorhinal (van Strien et al., 2009, Amaral and Witter, 1989). Chez les rongeurs, la 
formation hippocampique est d’une forme allongée ayant l’allure d’un «C» dans son axe 
longitudinal. D’ailleurs, l’hippocampe doit son nom à sa ressemblance avec l’animal marin 
éponyme, aussi connu sous le nom de cheval de mer. L'axe longitudinal de l’hippocampe 
est généralement appelé l’axe septotemporal (Andersen et al., 2006). C’est sous cet axe que 
l’on peut distinguer l’hippocampe dorsal (du côté du pôle septal) et l’hippocampe ventral 
(du côté du pôle temporal) (Fanselow and Dong, 2010). L’axe orthogonal  est appelé l’axe 
transverse et c’est sous cet axe que l’on peut observer la cytoarchitecture de l’hippocampe 
qui sera décrite ultérieurement (Andersen et al., 2006). 
 
 
Figure 1.8 Anatomie de l’hippocampe. 
Représentation schématique de l’hippocampe dans le cerveau du rongeur et agrandissement sur le plan 
transverse. Adapté de (Cheung and Cardinal, 2005) 
 
Le DG est une structure en forme de V ou de U composée de trois couches 
(Andersen et al., 2006). La couche moléculaire comporte les fibres de la voie perforante. 
La couche granulaire comporte les corps cellulaires des cellules granulaires qui sont les 
cellules principales du DG. La dernière couche, appelée couche profonde ou couche 
polymorphique, est composée de divers types neuronaux (Andersen et al., 2006). Les trois 
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composantes du complexe subiculaire possèdent des caractéristiques neuroanatomiques 
distinctes. C’est pourquoi elles sont souvent considérées comment étant des aires corticales 
indépendantes (Andersen et al., 2006). Le cortex entorhinal est à la fois la voie d’entrée 
principale de l’information neuronale de l’hippocampe et la porte de sortie de l’information 
hippocampique vers le néocortex (Andersen et al., 2006). Finalement, puisque la corne 
d’Ammon forme l’hippocampe à proprement parler, il convient de décrire son organisation 
cytoarchitecturale plus précisément. 
 
1.4.3 ORGANISATION CYTOARCHITECTURALE DE L’HIPPOCAMPE 
Les trois champs CA1, CA2 et CA3 qui composent l’hippocampe ont été identifiés 
par le neuroanatomiste Rafael Lorente de No, terminologie qui est encore utilisée 
aujourd’hui (Lorente de Nó, 1934, Andersen et al., 2006). Le CA1 concerne la région étant 
opposée au DG et les deux sont séparés par la fissure hippocampique. Le CA1 est adjacent 
au subiculum et correspond à la regio superior décrite auparavant par Ramon y Cajal 
(Ramón y Cajal, 1911). Le CA3 correspond à la regio inferior de Cajal. L’existence du 
CA2 a été sujette à des controverses, mais Lorente de No l’a décrite comme étant la région 
entre le CA1 et CA3 (Lorente de Nó, 1934). Lorente de No a aussi décrit une région CA4 






Figure 1.9 Organisation cytoarchitecturale de l’hippocampe. 
Représentation des couches du CA1 est du circuit trisynaptique de l’hippocampe. Adaptée de (Daumas et al., 
2009). 
 
La corne d’Ammon possède également une organisation laminaire pouvant être 
divisée en six ou sept couches (Figure 1.9) (Andersen et al., 2006): 
Le stratum lacunosum et le stratum moleculare sont souvent regroupés en une seule 
et même couche sous l’appellation stratum lacunosum-moleculare. Il s’agit de la couche la 
plus profonde de l’hippocampe et est composée des touffes des dendrites apicales des 
cellules pyramidales. Elle contient également divers types d’interneurones (Freund and 
Buzsaki, 1996). 
Le stratum lucidum n’est présent que dans la région CA3. Il s’agit d’une couche 
acellulaire située juste au-dessus de la couche pyramidale occupée par les fibres moussues, 
soit les axones provenant des cellules granulaires du DG.  
Le stratum radiatum est adjacent de la couche pyramidale dans le CA1 et CA2, et 
adjacent du stratum lacidum dans le CA3. Il est composé des dendrites apicales des cellules 
pyramidales. Le stratum radiatum contient également les collatérales de Schaffer, soit les 
axones provenant des cellules pyramidales du CA3 formant des synapses sur les dendrites 
apicales des cellules pyramidales du CA1. 
27 
 
Le stratum pyramidale est composé des corps cellulaires des cellules principales. 
Ceux-ci sont plus compactés au niveau du CA1. Certains corps cellulaires d’interneurones 
PV+ sont également présents. 
Le stratum oriens est composé des dendrites basaux des cellules pyramidales et de 
plusieurs classes d’interneurones (Freund and Buzsaki, 1996). 
Le stratum alveus est la couche la plus superficielle de l’hippocampe et est composé 
uniquement de fibres. Elle contient entre autres les axones des cellules pyramidales. 
 
1.4.4 LE CIRCUIT TRISYNAPTIQUE DE L’HIPPOCAMPE 
D’une manière générale, le circuit trisynaptique de base de l’hippocampe est 
composé de trois voies excitatrices (Figure 1.9) : (1) les projections de la voie perforante 
provenant du cortex entorhinal vers les cellules granulaires du DG. Les axones des cellules 
granulaires forment ensuite (2) les fibres moussues  qui projettent à leur tour vers les 
cellules pyramidales de la région du CA3 de l’hippocampe. Finalement, les axones de ceux-
ci forment (3) les collatérales de Schaffer qui se projettent ensuite vers les cellules 
pyramidales du CA1 de l’hippocampe (Witter et al., 2000, Amaral and Witter, 1989). Les 
axones des cellules pyramidales du CA1 retournent vers le cortex entorhinal, ce qui fait de 
ce dernier à la fois la porte d’entrée et de sortie de l’information hippocampique. 
  
1.4.4.1 LA VOIE PERFORANTE 
La voie perforante est formée des axones provenant des neurones situés dans la 
couche 2 du cortex entorhinal médian et latéral et forme des synapses excitatrices sur les 
dendrites des cellules granulaires du DG. Les axones provenant du cortex entorhinal latéral 
innervent le tiers distal des dendritiques du DG alors que celles provenant du cortex 
entorhinal médian innervent le tiers médian (Neves et al., 2008). Une proportion plus faible 
des projections provient des couches 5 et 6 du cortex entorhinal (Andersen et al., 2006). 
Des neurones de la couche 3 du cortex entorhinal projettent également vers le CA1 et le 
subiculum, formant la voie temporoammonique (Witter et al., 2000). 




 1.4.4.2 LES FIBRES MOUSSUES 
Les axones des cellules granulaires du gyrus dentelé forment les fibres moussues. 
Ceux-ci donnent naissance à de larges synapses en passant innervant les dendrites apicales 
proximales des cellules pyramidales du CA3. (Neves et al., 2008). Le CA3 de 
l’hippocampe constitue l’unique région du cerveau que le gyrus dentelé innerve (Andersen 
et al., 2006). 
 
 1.4.4.3 LES COLLATÉRALES DE SCHAFFER 
Les collatérales de Schaffer sont formées des axones des cellules principales du 
CA3 projetant vers le CA1 de l’hippocampe. Ces axones se projettent densément dans le 
stratum radiatum et le stratum oriens. Les collatérales de Schaffer innervent donc les 
dendrites apicales des cellules principales du CA1 dans le radiatum, mais aussi les dendrites 
basales dans l’oriens (Andersen et al., 2006). Les interneurones dont les dendrites sont 
localisées dans le radiatum reçoivent également des projections des collatérales de Schaffer 
permettant une inhibition proactive (Cutsuridis and Taxidis, 2013, Pouille and Scanziani, 
2001).  
 
1.4.5 PARTICULARITÉS DE LA RÉGION CA1 
 La région CA1 de l’hippocampe constitue la principale voie de sortie de 
l’information synaptique. L’importance particulière de cette région dans la mémoire a été 
mise de l’avant en 1986 lorsque Zola-Morgan, S. et al. ont rapporté le cas du patient R.B. 
Suivant un épisode d’ischémie, le patient R.B. a développé une amnésie antérograde. Un 
examen histologique a révélé que R.B. était atteint d’une lésion restreinte au CA1 (Zola-
Morgan et al., 1986). Cette étude montra l’importance de la région CA1 de l’hippocampe. 
Depuis, le CA1 est devenu le modèle de prédilection pour l’étude de la mémoire. Pour cette 
raison, ce mémoire s’attardera plus en détail sur les types cellulaires qui composent cette 






1.4.5.1 FONCTIONS DES INTERNEURONES DÉRIVÉS DU MGE DE LA RÉGION CA1 DE 
L’HIPPOCAMPE 
Il existe au moins 21 types différents d’interneurones uniquement dans la région du 
CA1 de l’hippocampe (Klausberger and Somogyi, 2008). La description de chacun de ces 
types dépasse largement l’objet de ce mémoire. Seulement les interneurones PV+ ou SST+ 
qui dérivent du MGE seront décrits ici (Figure 1.10). 
 
 
Figure 1.10 Interneurones du CA1 de l’hippocampe. 
Représentation schématique des interneurones dérivés du MGE présents dans le CA1 de l’hippocampe. BC : 
cellule en panier, BS : cellule bistratifiée, AA : cellule en chandelier, OLM : cellule OLM, MS : cellule 
médio-septale. PC : cellule principale. Adaptée de (Cutsuridis and Taxidis, 2013). 
 
Cellules en chandelier ou axo-axoniques (PV+). Les cellules en chandelier du CA1 
de l’hippocampe peuvent innerver jusqu’à 1200 cellules pyramidales (Somogyi and 
Klausberger, 2005). Elles reçoivent des connexions excitatrices provenant du cortex 
entorhinal et des collatérales de Schaffer provenant du CA3 de l’hippocampe (Cutsuridis 
and Taxidis, 2013, Klausberger and Somogyi, 2008). Les cellules en chandelier sont les 
premiers interneurones à répondre suivant l’excitation du CA3. Elles pourraient avoir 
comme rôle d’inhiber les cellules pyramidales pour préparer le réseau à recevoir 
l’information neuronale subséquente. 
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Cellules bistratifiées (PV+ et SST+). Les cellules bistratifiées sont appelées ainsi à 
cause de leur arbre axonal dans l’oriens et le radiatum. Elles innervent d’autres 
interneurones, dont les cellules en panier, et reçoivent des synapses excitatrices uniquement 
du CA3 (Somogyi and Klausberger, 2005, Klausberger and Somogyi, 2008). Elles 
représentent la deuxième classe d’interneurones qui répondent aux CA3 et auraient pour 
rôle de contrôler le rythme de décharge des cellules pyramidales (Cutsuridis and Taxidis, 
2013). 
Cellules en panier (PV+). Elles peuvent recevoir entre 16 000 et 34 000 synapses 
dont la vaste majorité (94%) est excitatrice (Hu et al., 2014). Comme pour les cellules en 
chandelier, ces synapses excitatrices proviennent du cortex entorhinal et du CA3 
(Cutsuridis and Taxidis, 2013, Klausberger and Somogyi, 2008). Elles sont la troisième 
classe d’interneurones à répondre au CA3. Les synapses inhibitrices proviennent 
essentiellement d’autres cellules en panier (Hu et al., 2014). Les cellules en panier sont 
impliquées à la fois dans l’inhibition rétroactive et proactive, inhibant les cellules 
pyramidales, mais aussi les cellules bistratifiées (Cutsuridis and Taxidis, 2013). Les 
cellules en panier du CA1 de l’hippocampe permettent une synchronisation à haute 
fréquence et sont impliquées dans la génération des rythmes thêta (4-12Hz) (Somogyi and 
Klausberger, 2005). Elles peuvent décharger à des fréquences très élevées jusqu’à plus de 
150Hz. Cependant, leur activité varie fortement selon les oscillations de réseaux 
neuronaux.  
Cellules oriens-lacunosum-moleculare (O-LM) (PV+ et SST+). Les cellules O-LM 
ont été nommées ainsi à cause de leurs corps cellulaires et/ou dendritiques horizontales 
dans l’oriens et leurs axones dans le stratum lacunosum-moleculare. Elles innervent la 
partie distale des dendrites des cellules pyramidales et reçoivent leur excitation du CA1 
(Somogyi and Klausberger, 2005, Klausberger and Somogyi, 2008). 
Cellules hippocampo-septales ou médio-septales (SST+). Ces interneurones sont 
localisés dans l’oriens et innervent presqu’exclusivement d’autres types d’interneurones 
du CA1 dont les cellules en chandelier et les interneurones O-LM (Somogyi and 





1.5 LA TRANSMISSION SYNAPTIQUE 
  
1.5.1 LA SYNAPSE 
La notion de la synapse a été introduite pour la première fois par Sir Charles 
Sherrington en 1897 pour décrire le site de communication entre deux neurones (Foster 
and Sherrington, 1897). Le neurone transmettant l’information est défini comme étant le 
neurone présynaptique et celui qui la reçoit comme étant le neurone postsynaptique. Il 
existe deux types de synapses, la synapse électrique et la synapse chimique (Kandel et al., 
2000). Ces deux modes de transmission synaptique ont divisé les neuroscientifiques en 
deux écoles de pensée durant les années 1940. Un mode de transmission synaptique 
purement électrique était proposé par John Eccles, étudiant de Sherrington (Eccles, 1945, 
Brooks and Eccles, 1947). Bien qu’existante, on sait aujourd’hui que ce mode de 
transmission est minoritaire dans le système nerveux. 
 
 1.5.1.1 LA SYNAPSE ÉLECTRIQUE 
La transmission synaptique électrique a été décrite en premier par Edwin Furshpan 
et David Potter dans les années 1950 chez l’écrevisse (Furshpan and Potter, 1957, Furshpan 
and Potter, 1959). La synapse électrique est caractérisée par un contact direct entre les 
membranes des neurones présynaptique et postsynaptique. L’information est transmise de 
manière quasi instantanée via la présence de jonctions communicantes (gap junctions) 
entre les deux neurones qui laisse passer directement les ions (Kandel et al., 2000). 
Cependant, la synapse électrique dépasse le sujet de ce mémoire et ne sera pas traitée 
davantage. 
 
 1.5.1.2 LA SYNAPSE CHIMIQUE 
La synapse chimique est le type de transmission largement majoritaire dans le 
système nerveux. Contrairement à la synapse électrique, il n’y a pas de continuité 
structurelle entre le neurone présynaptique et le neurone postsynaptique, qui sont séparés 
par un espace de 20-40 nm appelée fente synaptique. La synapse chimique fait plutôt appel 
à la libération de messagers chimiques, les neurotransmetteurs, par le neurone 
présynaptique qui transmettent l’information via l’intermédiaire de récepteurs présents sur 
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le neurone postsynaptique (Kandel et al., 2000). Ce mode de transmission à l’époque 
d’Eccles était défendu par Henry Dale et Otto Loewi dont les travaux sur la modulation du 
nerf vague au niveau du cœur ont permis d’identifier le premier neurotransmetteur, 
l’acétylcholine (appelée vagustoff à l’époque) (Dale, 1914, Loewi, 1921).  
 
1) Entrée de Ca2+  2) Libération du NT 3) Activation des récepteurs  
 
Figure 1.11 La synapse chimique. 
Étapes de la transmission synaptique à la synapse chimique. NT : neurotransmetteur. Adaptée de (Kandel et 
al., 2000). 
 
C’est cependant les travaux de Bernard Katz, à l’aide d’enregistrements 
intracellulaires, qui ont permis d’établir les mécanismes de la transmission par la synapse 
chimique. Katz, en étudiant la jonction neuromusculaire de la grenouille, a pu établir que 
la liaison de l’acétylcholine à son récepteur active des canaux ioniques qui engendrent un 
courant ionique à la plaque motrice (Fatt and Katz, 1951). Finalement, en 1967, Katz établit 
que la libération de neurotransmetteurs est dépendante de la présence d’ions calciques 
(Ca2+) (Katz and Miledi, 1967). La transmission à la synapse chimique pouvait alors être 
résumée essentiellement en trois étapes (Figure 1.11) (Kandel et al., 2000) :  
1) Suivant l’arrivée du potentiel d’action à la terminaison présynaptique, il y a 
activation des canaux Ca2+-voltage dépendant, permettant l’entrée d’ions Ca2+.  
2) L’augmentation de la concentration intracellulaire de Ca2+ permet aux vésicules 
synaptiques de se fusionner avec la membrane présynaptique et de libérer leur contenu en 
neurotransmetteur dans la fente synaptique par un processus appelé exocytose. 
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3) Le neurotransmetteur, après avoir diffusé dans la fente synaptique, se lie à son 
récepteur présent sur la membrane postsynaptique. Ceci mène à l’ouverture ou la fermeture 
de canaux ioniques, causant par la suite une dépolarisation ou une hyperpolarisation de la 
membrane postsynaptique.  
 
1.5.2 LA LIBÉRATION QUANTIQUE DU NEUROTRANSMETTEUR 
En étudiant la transmission synaptique à la jonction neuromusculaire, Bernard Katz 
observa également la présence d’activité spontanée au niveau du muscle lorsqu’aucune 
stimulation n’était présente au niveau du neurone moteur présynaptique (Fatt and Katz, 
1951). De manière intéressante, ces potentiels miniatures de plaque motrice (mEPPs) 
avaient une taille minimale plus ou moins fixe même si la concentration extracellulaire de 
Ca2+ était augmentée. De plus, les mEPPs de plus grandes amplitudes correspondaient à 
des multiples de cette réponse minimale. La présence de ces mEPPs  a mené Katz à 
formuler l’hypothèse de la libération quantique des neurotransmetteurs : les 
neurotransmetteurs seraient libérés en paquet avec une quantité fixe de neurotransmetteurs, 
le quantum (Del Castillo and Katz, 1954). Katz proposa alors que les vésicules présentes à 
la terminaison synaptique servaient à stocker les neurotransmetteurs et qu’une vésicule 
contiendrait un quantum de neurotransmetteurs. 
L’exocytose de ces vésicules de neurotransmetteur est limitée aux «zones actives», 
ces régions denses de la membrane présynaptique où se concentrent également les canaux 
calciques. Il existe également deux pools de vésicules, un de libération et un de réserve. 
Les zones actives contiennent des vésicules prêtes à être libérées qui sont déjà fusionnées 
à la membrane présynaptique. Ces vésicules sont dites «amarrées» et sont libérées suivant 
un potentiel d’action. Les vésicules de réserve sont présentes à la synapse, mais ne sont pas 
connectées aux zones actives. Elles ont pour fonction de rétablir le pool de vésicule de 
libération (Kandel et al., 2000). 
 
 
1.5.3 LES RÉCEPTEURS DES NEUROTRANSMETTEURS 
Les récepteurs des neurotransmetteurs peuvent activer directement ou 
indirectement des canaux ioniques. Dans le premier cas, on parlera alors de récepteurs 
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ionotropiques, dont le récepteur du neurotransmetteur est lui-même un canal ionique alors 
que dans le deuxième cas on parlera de récepteurs métabotropiques qui sont des récepteurs 
couplés aux protéines G (GPCR). Ceux-ci, par l’intermédiaire de seconds messagers, 
peuvent activer (ou désactiver) des canaux ioniques (Kandel et al., 2000). 
Bien qu’il existe de nombreux types de neurotransmetteurs différents, pour les 
besoins de ce mémoire nous allons nous attarder uniquement sur les récepteurs des deux 
principaux : le glutamate qui est le principal neurotransmetteur excitateur et le GABA qui 
est le principal neurotransmetteur inhibiteur.  
 
1.5.3.1 LES RÉCEPTEURS GLUTAMATERGIQUES 
Les récepteurs glutamatergiques de type AMPA (AMPAR) et de type NMDA 
(NMDAR) sont les principaux types de récepteurs ionotropiques du glutamate et exercent 
une activité excitatrice. Ceux-ci ont été nommés selon les différents agonistes pouvant les 
activer, soit l’α-amino-3-hydroxy-5-méthylisoazol-4-propionate (AMPA) et le N-méthyl-
D-aspartique (NMDA). Il existe également un troisième type de récepteur du glutamate, le 
récepteur de type kaïnate (KAR) qui est très semblable aux AMPARs dans ses propriétés. 
D’ailleurs, les AMPARs et KAR sont parfois classés comme des récepteurs non-NMDA. 
Cependant, les KAR ne  seront pas traités davantage dans ce mémoire. Il existe également 
des récepteurs métabotropiques du glutamate (mGluRs), qui peuvent exercer un effet 
excitateur ou inhibiteur dépendamment de la cascade de signalisation à laquelle ils sont 
couplés. 
 
1.5.3.1.1 LES AMPARS 
Les AMPARs sont des récepteurs-canaux hétérotétramérique perméables au 
sodium (Na+) et au potassium (K+). Puisqu’ils sont des canaux ioniques, les AMPARs 
constituent la principale source de la transmission excitatrice rapide. Il existe quatre sous-
unités différentes des AMPARs, soit GluA1, GluA2, GluA3 et GluA4 (Traynelis et al., 
2010). Certains AMPARs peuvent également conduire le Ca2+ en l’absence de la sous-unité 
GluA2 (Hollmann et al., 1991, Liu and Savtchouk, 2012). Ces AMPARs perméables au 
Ca2+ sont présents au début du développement pour ensuite diminuer au cours de la 
maturation de cerveau. Dans l’hippocampe adulte, les AMPARs exprimés sont 
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majoritairement GluA1/GluA2 et dans une moindre mesure, GluA3/GluA2 (Wenthold et 
al., 1996). 
 
1.5.3.1.2 LES NMDARS 
Les NMDARs sont des récepteurs-canaux perméables au Na+ et au K+, mais 
également au calcium (Ca2+) et  jouent un rôle essentiel dans les voies intracellulaires. Les 
NMDARs ont la particularité d’être bloqués par le magnésium (Mg2+) en condition basale, 
ce qui leur confère une dépendance au voltage (Mayer et al., 1984, Nowak et al., 1984). En 
effet, le Mg2+ n’est expulsé du canal que lorsque la membrane se trouve dépolarisée. Cette 
propriété des NMDARs est particulièrement importante pour la modulation de la plasticité 
synaptique, phénomène impliqué dans les mécanismes d’apprentissage et de mémoire (voir 
section 1.6). L’activation des NMDARs requiert également la présence d’un co-agoniste, 
la glycine (Johnson and Ascher, 1987). 
 Sept sous-unités différentes ont été identifiées jusqu’à présent, soit une seule sous-
unité GluN1, quatre sous-unités GluN2 (GluN2A, GluN2B, GluN2C, GluN2D) et deux 
sous-unités GluN3 (GluN3A, GluN3B) (Paoletti et al., 2013). Les NMDARs sont des 
hétérotétramères formés typiquement de deux sous-unités GluN1 et de deux sous-unités 
GluN2 ou d’une combinaison GluN2/GluN3. Alors que l’expression des sous-unités 
GluN1 reste inchangée du stade embryonnaire à l’âge adulte, celle des sous-unités GluN2, 
qui confèrent les propriétés fonctionnelles aux NMDARs, est fortement différente selon 
l’âge. Au stade embryonnaire, seules les sous-unités GluN2B et GluN2D sont exprimées, 
tandis que chez l’adulte, les sous-unités GluN2 les plus exprimées sont GluN2A et 
GluN2B. Le ratio de sous-unités GluN2B/2A diminue également de manière postnatale, 
due à l’augmentation de l’expression de la sous-unité GluN2A. 
 
1.5.3.1.3 LES MGLURS 
Les mGluRs sont des GPCRs à 7 passages membranaires dimériques qui permettent 
une réponse synaptique lente via l’intermédiaire de seconds messagers intracellulaires. Il 
existe présentement 8 mGluRs identifiés, nommés de mGluR1 à mGluR8 qui ont été 
classés en 3 sous-familles basées sur leur similarité de séquence, leurs propriétés 
pharmacologiques et leurs mécanismes de transduction du signal. Les mGluRs de groupe 
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I incluent les mGluR1 et mGluR5, les mGluRs de groupe II incluent les mGluR2 et 
mGluR3 et finalement les mGluRs de groupe III incluent les mGluR4, mGluR6, mGluR7 
et mGluR8 (Pin and Duvoisin, 1995, Conn and Pin, 1997).  
Les mGluRs de groupe I sont couplés aux protéines Gq/G11 qui activent la 
phospholipase C (PLC). L’activation de la PLC mène à une augmentation de l’hydrolyse 
de la phosphoinositide et de la libération du Ca2+ intracellulaire. Les mGluRs de groupe II 
et de groupe III sont couplés avec la protéine Gi/o et inhibent l’adénylate cyclase, diminuant 
donc la production d’AMP cyclique (cAMP). 
Les différents groupes de mGluRs sont également localisés différemment à la 
synapse. Ceux du groupe I sont essentiellement postsynaptiques tandis que ceux du groupe 
III sont essentiellement présynaptiques, mais ceux du groupe II sont à la fois pré- et 
postsynaptique (Niswender and Conn, 2010).  
 
1.5.3.2 LES RÉCEPTEURS GABAERGIQUES 
Les récepteurs du GABA peuvent essentiellement être subdivisés en deux 
catégories, les récepteurs GABAA (GABAAR) qui sont ionotropiques et perméables aux 
ions chloriques (Cl-) et les récepteurs GABAB (GABABR) sont des GPCRs qui activent des 
canaux perméables aux K+ via l’intermédiaire de seconds messagers.  
 
1.5.3.2.1 LES GABAARS 
En se basant sur les homologies de séquence, 7 familles de sous-unités des 
GABAARs ont été identifiées et ont été nommées α(1-6), β(1-3), γ(1-3), δ, ε(1-3), θ et π 
(Macdonald and Olsen, 1994, Jacob et al., 2008). Présentement, 18 sous-unités ont été 
identifiées. Les GABAARs sont des hétéropentamères formants un canal perméable au Cl- 
généralement composés de deux sous-unités α, deux sous-unités β et une sous-unité γ ou 
δ. Les GABAARs étant des récepteurs canaux, ils permettent une hyperpolarisation rapide 
à la synapse. Cependant, certaines compositions de sous-unités forment des récepteurs 
GABAARs extrasynaptiques (en particulier la sous-unité α5) qui permettent une inhibition 





 1.5.3.2.2 LES GABABRS 
Les GABABRs sont principalement couplés aux protéines Giα et Goα et peuvent 
être pré- ou postsynaptiques (Bettler et al., 2004). Les GABABRs présynaptiques diminuent 
la libération de neurotransmetteurs en inhibant les canaux calciques via la sous-unité Gβγ. 
Les GABABRs présynaptiques peuvent être des autorécepteurs qui contrôlent la libération 
de GABA ou des hétérorécepteurs qui inhibent la libération de glutamate (Gassmann and 
Bettler, 2012). Les GABABRs postsynaptiques, contrairement aux GABAARs, permettent 
une hyperpolarisation lente via des effecteurs intracellulaires médiés par les protéines G 
qui activent des canaux K+ à rectification rentrante (GIRK ou Kir3). Les GABABRs sont 
des hétérodimères composés d’une sous-unité principale et une sous-unité auxiliaire. La 
sous-unité principale régule l’expression de surface et la distribution du récepteur, tandis 
que la sous-unité auxiliaire détermine la cinétique de réponse et la pharmacologie du 




1.6 LA PLASTICITÉ SYNAPTIQUE À LONG TERME 
 
En 1949, Donald O. Hebb, neuropsychologue canadien œuvrant à l’Université 
McGill à Montréal, émettait un postulat qui deviendra un des piliers de la neuroscience 
moderne. Hebb suggéra que lorsque deux neurones agissent de manière synchrone, les 
connexions synaptiques entre ceux-ci sont renforcées (Hebb, 1949). Le postulat de Hebb 
peut être aujourd’hui résumé ainsi : «des neurones qui déchargent en même temps sont des 
neurones qui se lient ensemble (Cells that fire together, wire together)» et serait la base de 
l’apprentissage. Cependant, l’idée d’un renforcement des connexions synaptiques comme 
mécanisme d’entreposage de la mémoire avant déjà été proposée par Ramon y Cajal au 
début de XXe siècle (Ramón y Cajal, 1911). La compréhension de ce processus de 
plasticité synaptique qui sous-tendrait l’apprentissage et la mémoire est donc essentielle 
pour l’étude de la déficience intellectuelle. Les prochaines sections seront donc consacrées 




1.6.1 LA POTENTIALISATION À LONG TERME (LTP) NMDAR-DÉPENDANTE 
Il faudra attendre jusqu’au début des années 1970 avant que les premières preuves 
expérimentales démontrent l’existence du principe hebbien. Les expériences sur le réflexe 
de retrait de l’aplysie menées par Eric Kandel suggéraient que des modifications 
synaptiques étaient impliquées dans l’apprentissage (Pinsker et al., 1970, Castellucci et al., 
1970). C’est cependant en 1973 que Timothy Bliss et Terje Lømo rapportaient pour la 
première fois des changements durables de l’efficacité de la transmission synaptique in 
vivo au niveau du DG du lapin suivant une stimulation tétanique à haute fréquence (HFS) 
et de courte durée de la voie perforante (Bliss and Lomo, 1973). Étonnamment, cette 
augmentation de la transmission synaptique pouvait durer des jours, voire des semaines. 
Ils ont donné à ce phénomène le nom de potentialisation de longue durée (LLP, long-lasting 
potentiation), qui fut rapidement renommé potentialisation à long terme (LTP, long-term 
potentiation) (Douglas and Goddard, 1975). La LTP a été rapportée par la suite dans les 
autres voies excitatrices de l’hippocampe. Les chercheurs ont montré un intérêt marqué 
pour la LTP entre les collatérales de Schaffer et les cellules pyramidales du CA1 qui est 
devenu le principal modèle d’étude de la LTP (Malenka and Bear, 2004). Suivant les 
recherches effectuées au cours des 40 dernières années, il est  aujourd’hui largement 
accepté que la LTP est la base cellulaire de la mémoire et sa dérégulation résulte en des 
déficits d’apprentissage (Kandel, 2001). La compréhension de la LTP est donc 
particulièrement importante dans le cadre de l’étude de la déficience intellectuelle, qui est 
caractérisée par des déficits d’apprentissage. C’est pourquoi nous allons voir plus en détail 
les mécanismes d’induction et d’expression de la LTP dans les prochaines sections. 
 
1.6.1.1 COOPÉRATIVITÉ, ASSOCIATIVITÉ ET SPÉCIFICITÉ 
La LTP au niveau de la région CA1 de l’hippocampe est caractérisée par trois 
propriétés de base, soit la coopérativité, l’associativité et la spécificité (Figure 1.12) (Bliss 
and Collingridge, 1993). La coopérativité fait référence au fait qu’une stimulation de faible 
intensité n’est pas suffisante pour induire la LTP. Autrement dit, une stimulation doit être 
suffisamment forte pour dépasser un certain seuil afin que la LTP puisse être induite. La 
LTP est également associative, dans le sens qu’une stimulation de faible intensité d’une 
synapse en même temps qu’une stimulation de forte intensité résulte en une LTP au niveau 
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des deux synapses. Finalement, la LTP est dite spécifique, c’est-à-dire que les synapses qui 
ne sont pas activées ne seront pas potentialisées. 
 
Coopérativité   Associativité  Spécificité 
 
 
Figure 1.12 Coopérativité, associativité et spécificité de la LTP. 
Adaptée de (Kandel et al., 2000). 
 
1.6.1.2 MÉCANISME D’INDUCTION DE LA LTP NMDAR-DÉPENDANTE 
Suivant la découverte de Bliss et Lømo en 1973, plusieurs laboratoires ont tenté 
d’élucider les mécanismes permettant l’induction de la LTP. En 1983, Gary Lynch 
observait que l’injection intracellulaire d’acide éthylène glycol tétra-acétique (EGTA), un 
chélateur de calcium, bloquait l’induction de la LTP dans l’hippocampe (Lynch et al., 
1983). Puis, Richard Morris démontrait en 1986 que l’induction de la LTP était bloquée en 
présence d’acide 2-amino-5-phosphonovalérique (AP5),  un antagoniste des NMDAR 
(Morris et al., 1986). À la même époque, des chercheurs démontraient la perméabilité au 
Ca2+ des NMDARs (MacDermott et al., 1986) et leur blocage par les ions Mg2+ en 
condition basale (Nowak et al., 1984, Mayer et al., 1984). Ce blocage par le Mg2+ confère 
aux NMDARs une dépendance au voltage puisque ce n’est que lorsque la membrane est 
dépolarisée que les NMDARs deviennent activés. Suite à ces observations, un modèle 
expliquant la LTP émerge ayant au centre le NMDAR comme «détecteur de coïncidence» 
(Bliss and Collingridge, 1993).  
Le NMDAR est appelé ainsi, car deux évènements coïncidents sont nécessaires 
pour son activation  et donc l’induction de la LTP : 1) il doit avoir libération de glutamate 
par la terminaison présynaptique pour permettre l’activation du NMDAR et 2) la membrane 
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post-synaptique doit être suffisamment dépolarisée pour expulser les ions Mg2+ bloquant 
les NMDARs. Ce n’est cependant pas toutes les formes de LTP qui requiert la présence de 
NMDARs. En effet, la LTP observée entre les fibres moussues et les cellules pyramidales 
du CA3 n’est pas bloquée en présence d’AP5 (Zalutsky and Nicoll, 1990). Pour les besoins 
de ce mémoire, nous nous concentrerons uniquement sur la LTP NMDAR-dépendante, qui 
reste la forme prototypique de la plasticité synaptique (Malenka and Bear, 2004). 
 
1.6.1.2.1 RÔLE DE L’INHIBITION DANS L’INDUCTION DE LA LTP 
Nous avons vu précédemment l’importance des interneurones GABAergiques dans 
diverses fonctions cérébrales. En 1983, Wigström et Gustafsson observaient que le blocage 
des récepteurs GABA facilitait grandement l’induction de la LTP (Wigstrom and 
Gustafsson, 1983). Il se trouve que les interneurones GABAergiques se trouvent également 
activés lors de l’induction de la LTP par HFS. Ainsi, l’hyperpolarisation subséquente des 
cellules pyramidales augmente le blocage des NMDARs par le Mg2+ (Bliss and 
Collingridge, 1993). 
Il faut cependant voir la modulation GABAergique comme étant une composante 
intégrante de l’induction de la LTP. En effet, elle explique en grande partie l’efficacité de 
certains protocoles d’induction de la LTP comme la stimulation en bouffé à rythme thêta 
(TBS) (Larson et al., 1986, Larson and Munkacsy, 2014). Ce type de protocole est 
considéré plus physiologique que le protocole tétanique classique à 100Hz parce qu’il 
reproduit les rythmes thêta observés dans l’hippocampe chez les animaux en exploration 
(Buzsaki and Watson, 2012). Tout comme pour le HFS, la libération GABAergique induite 
par TBS active les GABAAR postsynaptiques, engendrant une inhibition proactive (feed 
forward) qui court-circuite la dépolarisation engendrée par les AMPARs. Cependant, le 
TBS permet également d’activer les autorécepteurs GABAB présents sur les terminaisons 
présynaptiques inhibitrices. Cette activation des autorécepteurs GABAB résulte en une 
rétroaction sur la libération de GABA (Davies et al., 1991). La libération de GABA suivant 
la première bouffée est donc considérablement diminuée. Cette deuxième bouffée et celles 
subséquentes sont dites amorcées (primed) et permettent d’engendrer une plus grande 
dépolarisation, facilitant donc l’activation des NMDARs et l’induction de la LTP (Larson 
and Munkacsy, 2014).  
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L’importance de cette modulation GABAergique dans l’induction dans la LTP, 
mais également dans l’apprentissage est clairement démontrée par plusieurs formes de 
déficience intellectuelle. En effet, la perte du gène Nf1 uniquement dans les interneurones, 
qui régule la libération de GABA, engendre une hyper-inhibition qui est responsable des 
déficits en LTP et  d’apprentissage observés chez la souris (Cui et al., 2008). Un autre 
exemple est le syndrome de Rett, où la perte du gène MeCP2 dans les interneurones cause 
une diminution de la transmission GABAergique, altère également l’expression de la LTP 
et reproduit en partie les déficits comportementaux (Chao et al., 2010). 
 
 1.6.1.3 MÉCANISMES D’EXPRESSION DE LA LTP 
La LTP NMDAR dépendante peut être donc induite grâce à une HFS à 100Hz 
durant une seconde, mais les mécanismes moléculaires permettant son expression restaient 
à être élucidés. Les études menées au cours des dernières décennies ont montré que ces 
mécanismes pouvaient être présynaptiques ou postsynaptiques (Bliss and Collingridge, 
2013, MacDougall and Fine, 2014). Ces mécanismes seront passés brièvement en revue.  
La LTP des synapses CA3-CA1 peut d’abord être divisée en trois phases (Figure 
1.13). La phase de potentialisation observée durant la première heure après l’induction est 
appelée potentialisation à court terme (short-term potentiation, STP). La LTP en elle-même 
peut par la suite être divisée en deux phases : une phase précoce, la e-LTP (early-LTP) qui 
est dépendante de l’activité des kinases et une phase tardive, la l-LTP (late LTP) qui est 
dépendante de la synthèse protéique (Andersen et al., 2006, Park et al., 2014). Cette 





Figure 1.13 Les phases de la LTP NMDAR-dépendante. 
La LTP peut être divisée en trois phases : une phase de plasticité à court terme, une phase précoce (e-LTP) 
et une phase tardive (l-LTP). La phase observée durant les premières secondes de la STP se nomme 
potentialisation post-tétanique (PTP). Adaptée de (Kandel et al., 2000) 
 
1.6.1.3.1 LA POTENTIALISATION À COURT TERME (STP) 
La STP n’est dépendante ni de l’activité des kinases, ni de la synthèse protéique et 
dure moins d’une heure (Andersen et al., 2006). La STP correspond à la grande 
augmentation de la réponse synaptique est observée après l’induction par HFS ou TBS et 
finit par décroitre sur une période de plusieurs dizaines de minutes pour ensuite se stabiliser 
(Park et al., 2014). La potentialisation observée durant les toutes premières dizaines de 
secondes suivant l’induction de la LTP est appelée potentialisation post-tétanique (PTP) 
(Regehr, 2012). La PTP serait essentiellement présynaptique et causée par une 
augmentation de la probabilité de libération de neurotransmetteurs due à l’accumulation 
présynaptique du Ca2+ intracellulaire. La PTP est donc indépendante de l’activation des 
NMDARs (Zucker and Regehr, 2002). La clairance subséquente de ce Ca2+ est responsable 
de la rapide décroissance de la PTP, qui ne dure tout au plus que quelques minutes. Puisque 
la STP dure plusieurs dizaines de minutes, un autre mécanisme doit être responsable de son 
expression. L’induction et l’expression de la STP seraient en partie dépendantes des mêmes 
NMDARs nécessaires pour l’expression de la LTP (Volianskis and Jensen, 2003, 
Volianskis et al., 2013). Il est possible que les autres NMDARs impliqués soient 
extrasynaptiques ou présynaptiques. L’activation de ces NMDARs augmenterait alors la 
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probabilité de libération du glutamate qui serait responsable de la STP (Figure 1.14) (Park 
et al., 2014).  
 
1.6.1.3.2 LA PHASE PRÉCOCE DE LA LTP (E-LTP) 
Le site d’expression de la LTP a été longtemps sujet de débats et de controverses 
au cours des dernières décennies. Certaines observations suggéraient d’avantage des 
mécanismes présynaptiques alors que d’autres supportaient plutôt des changements 
postsynaptiques (MacDougall and Fine, 2014). Il est aujourd’hui généralement admis que 
la LTP serait essentiellement post-synaptique dans le CA1 de l’hippocampe (Figure 1.14) 
(Park et al., 2014, Bliss and Collingridge, 2013, Granger and Nicoll, 2014). Un élément clé 
dans l’expression de la LTP est l’influx de Ca2+ suivant l’activation des NMDARs. En 
effet, le Ca2+ est connu pour être en mesure d’activer plusieurs protéines, dont les kinases, 
des enzymes permettant la phosphorylation d’autres protéines. Ainsi, les premières kinases 
impliquées dans la LTP à avoir été identifiées sont la protéine kinase C (PKC) et la protéine 
kinase Ca2+/calmoduline-dépendante II (CaMKII) (Malinow et al., 1988, Lovinger et al., 
1987). D’autres kinases ont été identifiées par la suite, dont la protéine kinase A (PKA) 
(Frey et al., 1993) et la Mitogen-Activated Protein Kinase (MAPK) (English and Sweatt, 
1996). Le rôle de chacune de ces kinases dans l’expression de la LTP est fortement 
dépendant de l’âge (Yasuda et al., 2003) et sera abordé brièvement dans les sections 
suivantes. 
 
1.6.1.3.2.1 LA PROTÉINE KINASE C (PKC) 
La PKC est la première kinase avoir été identifiée comme étant impliquée dans la 
LTP (Lovinger et al., 1987), mais les premiers inhibiteurs utilisés étaient non-spécifiques, 
ce qui laissait croire que l’effet observé pouvait être dû à d’autre kinases (Andersen et al., 
2006). La présence de plusieurs isoformes de PKC complexifie également l’étude du rôle 
de cette dernière dans la LTP. Parmi ces isoformes, la protéine kinase M zêta (PKMζ), une 
forme atypique de la PKC qui est constitutivement active, a été identifiée comme étant 
particulièrement importante pour l’expression de la LTP (Ling et al., 2002). Cependant, la 
perte de cette isoforme n’affecte pas l’expression de la LTP (Volk et al., 2013) et des 
travaux plus récents supportent davantage la PKCγ, une autre isoforme atypique de la PKC, 
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comme étant plutôt impliquée dans la LTP (Ren et al., 2013, Matt and Hell, 2013). La 
PKCγ est activée par des lipides comme le phosphatidylinositol-3,4,5-triphosphate (PIP3). 
Ce dernier peut être produit par la phosphoinositide 3-kinase (P3K), qui est activée par 
l’influx calcique des NMDARs (Matt and Hell, 2013).  
La PKC permet l’expression de la LTP notamment par l’incorporation de nouveaux 
AMPARs en phosphorylant la sous-unité GluA1 (Boehm et al., 2006). La PKC pourrait 
également réguler l’ouverture et le recrutement des sous-unités GluN2A et GluN1 des 
NMDARs à la membrane (Lan et al., 2001, Grosshans et al., 2002). 
 
1.6.1.3.2.2 LA PROTÉINE KINASE CA2+/CALMODULINE-DÉPENDANTE II 
(CAMKII) 
Suivant l’activation des NMDARs, les ions Ca2+ se lient à la calmoduline (CaM), 
formant un complexe Ca2+/CaM. Ce complexe Ca2+/CaM peut activer la CaMKII, un 
holoenzyme composé de 12 sous-unités formant deux anneaux hexamériques (Lisman et 
al., 2012). La CaMKII est une des protéines les plus abondantes du cerveau et constitue la 
composante principale de la densité postsynaptique (Lisman et al., 2002). De plus, suivant 
l’induction de la LTP, la CaMKII demeure active de manière soutenue. Pour ces raisons, 
la CaMKII est généralement considérée comme étant la composante majeure (mais pas 
unique) de l’expression de la LTP (Luscher and Malenka, 2012). 
Une fois activée, la CaMKII est en mesure de phosphoryler la sous-unité GluA1 
des AMPARs (Barria et al., 1997, Derkach et al., 1999). Cette phosphorylation permet dans 
un premier temps d’augmenter la conductance des canaux individuels des AMPARs déjà 
présents à la membrane postsynaptique. La CaMKII peut également phosphoryler la 
stargazine, une protéine de la densité postsynaptique qui permet la liaison des AMPARs. 
Une fois phosphorylée, la stargazine peut à son tour se lier à la PSD95, permettant donc 
l’insertion de nouveaux AMPARs à la synapse (Lisman et al., 2012). L’origine 
intracellulaire ou membranaire des nouveaux AMPARs insérés à la synapse au cours de la 
LTP est controversée. Il semble qu’au cours de la LTP, les AMPARs extrasynaptiques 
diffusent latéralement vers les synapses, mais des AMPARs intracellulaires sont également 
incorporés à la membrane afin de reconstituer un bassin de récepteurs extrasynaptiques 
(Makino and Malinow, 2009, Derkach et al., 2007). 
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L’insertion de ces AMPARs ne s’effectuerait pas uniquement aux synapses 
fonctionnelles lors de l’induction, mais également aux synapses dites «silencieuses». Ces 
synapses silencieuses possèdent uniquement des NMDARs et ne sont donc pas actives en 
condition basale (Hanse et al., 2013). Ces synapses peuvent être dé-silencées par l’insertion 
de nouveaux AMPARs au cours de la LTP (Isaac et al., 1995, Liao et al., 1995). Ces 
synapses silencieuses sont particulièrement présentes tôt durant le développement et 
contribueraient alors majoritairement à la LTP (Durand et al., 1996), mais elles sont 
également présentes chez les adultes (Sametsky et al., 2010). 
 
1.6.1.3.2.3 LA PROTÉINE KINASE A (PKA) 
Cependant, la CaMKII n’est pas ou que faiblement exprimée à la naissance (Kelly 
and Vernon, 1985). Ainsi, un autre mécanisme doit être responsable de l’expression de la 
LTP tôt durant le développement postnatal. La LTP chez les animaux néonataux et 
juvéniles est donc dépendante non pas de la CaMKII, mais de la PKA (Yasuda et al., 2003, 
Hanse et al., 2013), suggérant un changement de la cascade de signalisation de la LTP 
s’effectue au cours du développement. Chez les animaux néonataux, le complexe 
Ca2+/CaM se forme également suivant l’activation des NMDARs. Cependant, ce complexe 
Ca2+/CaM active plutôt l’adénylate cyclase, menant à la production de cAMP qui active la 
PKA (Frey et al., 1993). Une fois activée, la PKA est en mesure de phosphoryler les sous-
unités GluA4 des AMPARs, qui sont exprimées tôt dans le développement, ce qui mène à 
leur insertion au niveau de la membrane postsynaptique (Esteban et al., 2003, Zhu et al., 
2000). Ainsi, la LTP développementale se distingue de la LTP adulte également par le type 
d’AMPAR impliqué. La transmission glutamatergique est dépendante pratiquement 
uniquement des NMDARs au stade néonatal, avec une augmentation de la réponse des 
AMPARs au cours du développement (Petralia et al., 1999, Durand et al., 1996). 
L’insertion des AMPARs aux synapses silencieuses est ainsi le principal mécanisme 
d’expression de la LTP durant les 2 premières semaines après la naissance pour ensuite 
diminuer à un stade plus avancé (Hanse et al., 2013). La PKA peut également phosphoryler 
la sous-unité GluA1, qui est exprimée plus tard au cours du développement, mais elle doit 
être aussi phosphorylée par la CaMKII pour être incorporée à la membrane. Il possible que 
la PKA ait pour rôle de former un bassin de AMPARs incorporable à la membrane pour 
46 
 
permettre ensuite à la CaMKII de les insérer à la membrane suivant l’induction de la LTP 
(Esteban et al., 2003). 
 
1.6.1.3.2.4 LA MITOGEN-ACTIVATED PROTEIN KINASE (MAPK) 
La voie des MAPK est une voie cellulaire conservée évolutivement qui est 
impliquée notamment dans plusieurs fonctions cellulaires comme la prolifération, la 
différentiation, la mort cellulaire (Pearson et al., 2001) et la plasticité synaptique (Thomas 
and Huganir, 2004). Cette voie possède la particularité d’impliquer une succession de 
différentes kinases en amont des MAPK. En effet, l’activation des MAPK nécessite leur 
phosphorylation par des MAP kinase kinases (MAP2K), qui sont elles-mêmes 
phosphorylées par des MAP kinase kinase kinases (MAP3K). 
Parmi les différentes MAPK,  celle de la voie de Ras-ERK1/2 (Extracellular signal-
Regulated Kinase ½) est  impliquée dans la plasticité synaptique (English and Sweatt, 1996, 
English and Sweatt, 1997). Ras fait partie d’une famille de protéines G qui agissent de 
manière cyclique et qui ont un rôle d’interrupteurs moléculaires (Ye and Carew, 2010). En 
effet, Ras permet d’activer des voies intracellulaires lorsque sous forme liée au GTP et de 
les inactiver lorsque sous forme liée au GDP. Cette alternance entre ces deux formes est 
possible par la présence des GEFs  (guanine-nucleotide exchange factor) qui stimule la 
libération du GDP pour permettre la liaison du GTP et par la présence des GAPs (GTPase 
activating proteins) qui catalysent l’hydrolyse du Ras-GTP en Ras-GDP.  
Au cours de la LTP, l’activation des NMDARs, qui sont directement couplés avec 
Ras-GRF (Ras guanine nucleotide-releaseing factor), mène à l’activation de Ras 
(Farnsworth et al., 1995, Krapivinsky et al., 2003).  Ras mène à son tour à l’activation de 
Raf (MAP3K), qui phosphoryle par la suite MEK (MAP2K), qui active finalement ERK 
(MAPK) (Thomas and Huganir, 2004). L’activation de la voie Ras-ERK est directement 
impliquée dans l’augmentation de la réponse des AMPARs due à l’insertion de nouveaux 
AMPARs possédant la sous-unité GluA1 (Zhu et al., 2002, Patterson et al., 2010).  
Ras est également en mesure d’activer directement la phosphoinositide 3-kinase 
(PI3K) qui a pour rôle de phosphoryler des phospholipides liés à la membrane (Rodriguez-
Viciana et al., 1994). Elle permet notamment la transformation du phosphatidylinositol-
4,5-bisphosphate (PIP2) en phosphatidylinositol-3,4,5-trisphosphate (PIP3) qui est en 
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mesure d’activer plusieurs autres voies intracellulaires qui seront traitées ultérieurement 
dans ce mémoire. 
Le rôle dans l’apprentissage de la voie de ras/ERK est d’une importance clinique. 
En effet, la NF1 est une condition monogénique caractérisée par la présence de déficience 
intellectuelle chez une proportion de patients causée par des mutations dans le gène NF1 
qui code pour une Ras-GAP. L’hyperactivité de la voie ras/ERK serait la cause des déficits 
cognitifs observés dans la NF1 (Costa et al., 2002). 
 
1.6.1.3.3 LA PHASE TARDIVE DE LA LTP (L-LTP) 
La l-LTP est observée plusieurs heures après l’induction et peut durer plusieurs 
heures.  L’induction de la phase tardive de la LTP (l-LTP) nécessite généralement plusieurs 
trains de HFS (Park et al., 2014) et, contrairement à la phase précoce, est dépendante de la 
synthèse protéique. En effet, la l-LTP est bloquée en présence d’anisomycine, un inhibiteur 
de la synthèse protéique, alors que la e-LTP reste inchangée en présence d’anisomycine 
(Frey et al., 1988). Elle implique la croissance synaptique, d’où la nécessité de nouvelles 
protéines pour assurer des modifications structurales et maintenir la LTP (Park et al., 2014). 
Ceci impliquerait à la fois des modifications présynaptiques, telle une augmentation des 
sites de libération de neurotransmetteurs, et des changements postsynaptiques telle 
l’insertion de nouveaux AMPARs (Figure 1.14). 
 
  1.6.1.3.3.1 CREB 
CREB (CRE-binding protein) est un facteur de transcription contrôlant l’expression 
des gènes sous le contrôle du promoteur CRE (cAMP Response Element). CREB peut être 
activé par ERK et PKA (Impey et al., 1998). L’influx calcique au cours de la LTP permet 
la translocation de PKA et d’ERK au noyau, mais également l’activation de la CaMKIV. 
Une fois CREB activée, elle permet la transcription de gènes dont les ARNm sont 
acheminés aux synapses pour être traduits en protéines nécessaires pour l’expression de la 
l-LTP. 
 
  1.6.1.3.3.2 MTOR  
Plusieurs observations montrent que certaines formes de l-LTP ne requièrent pas de 
signalisation au noyau, mais dépendrait d’une synthèse protéique au niveau des dendrites 
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sans nécessiter de transcription de l’ADN. Cette synthèse protéique locale impliquée dans 
la plasticité synaptique dépendrait de la voie de mTOR (mechanistic target of rapamycin, 
autrefois mamalian target of rapamycin), une voie évolutivement conservée impliquée 
dans de nombreux processus cellulaires (Hay and Sonenberg, 2004). La dérégulation de la 
voie de mTOR a été associée à plusieurs maladies neuropsychiatriques (Costa-Mattioli and 
Monteggia, 2013). Pour cette raison, ce mémoire s’intéressera particulièrement à cette voie 
cellulaire. 
mTOR est une protéine faisant partie de la famille des PI3K-kinase et existe sous 
deux complexes distincts, mTORC1 et mTORC2. Alors que mTORC1 est impliqué dans 
le contrôle de traduction protéique, mTORC2 est impliqué dans la régulation de la 
dynamique de l’actine (Costa-Mattioli and Monteggia, 2013). mTORC1 favorise la 
synthèse protéique en phosphorylant et inactivant 4E-BP (eukaryotic initiation factor 4E-
binding proteins), un répresseur de la traduction des ARN messagers (ARNm), et en 
phosphorylant  et activant les p70 S6 kinases 1/2 (S6K1/2) (Hay and Sonenberg, 2004). 
 L’inactivation de 4E-BP par mTORC1 cause sa dissociation d’eIF4E (eukaryotic 
translation initiation factor 4E), permettant ainsi la formation du complexe eIF4F, un 
complexe protéique impliqué dans l’initiation de la traduction en recrutant les ribosomes 
aux ARNm. Ce complexe est composé de la liaison d’eIF4E avec eIF4G, qui compétitionne 
avec le site de liaison commun de 4E-BP, et eIF4A (Buffington et al., 2014, Gkogkas et 
al., 2010). Une fois les S6K1/2 phosphorylées par mTORC1, celles-ci sont en mesure 
d’activer eIF4B, un cofacteur d’eIF4A, qui avec le complexe eIF4F, facilite le recrutement 
de ribosomes aux ARNm (Gkogkas et al., 2010). 
La voie de mTORC1 peut être notamment être activée par ERK, qui peut activer 
S6K et inactiver TSC2 (tuberous sclerosis complex 2). TSC2 avec TSC1, forment un 
complexe qui réprime l’activité de mTOR (Costa-Mattioli et al., 2009). La voie de 
Ras/ERK serait également en mesure d’activer mTORC1 plus en amont via la PI3K. Cette 
dernière permet la conversion du PIP2 en PIP3 qui active PDK1 (Phosphoinositide-
dependent kinase-1) qui phosphoryle et active à son tour la protéine Akt, un répresseur de 





Figure 1.14 Mécanismes d’expression des trois phases de la LTP. 
Les mécanismes d’expression de la STP sont essentiellement présynaptiques et implique une augmentation 
de la probabilité de libération de neurotransmetteur. La e-LTP au niveau du CA1 de l’hippocampe est 
essentiellement postsynaptique. Elle implique une augmentation de la conductance des AMPARs mais 
également l’insertion de nouveaux récepteurs à la membrane postsynaptique. La l-LTP implique à la fois des 
changements pré- et postsynaptique. Adaptée de (Park et al., 2014) 
 
1.6.2  LA DÉPRESSION À LONG TERME (LTD) NMDAR-DÉPENDANTE 
Si la LTP constitue un renforcement de la force synaptique, la dépression à long 
terme (LTD) peut être vue comme un affaiblissement de la synapse. Bien que la LTD a été 
observée pour la première fois vers la fin des années 1970 dans l’hippocampe (Dunwiddie 
and Lynch, 1978), ce n’est que plus d’une décennie plus tard que la LTD est devenue un 
domaine d’étude après que Mark Bear rapporte un protocole d’induction fiable de la LTD 
(Figure 1.15) (Dudek and Bear, 1992).  
Une LTD dépendante des NMDARs est observée au niveau de la région du CA1 de 
l’hippocampe des rats néonataux ou juvéniles suivant une stimulation prolongée à basse 















Malenka, 1992). Cependant, une forme de LTD dépendante des mGluRs de groupe I 
coexiste dans la région du CA1 de l’hippocampe (Oliet et al., 1997). Ces deux formes de 
LTD agissent par des mécanismes distincts. 
L’expression de la LTD est également fortement dépendante de l’âge (Kemp et al., 
2000). Par exemple, le protocole d’induction classique de LFS est inefficace pour induire 
la LTD chez les animaux adultes (Kamal et al., 1998). Il existe une transition vers une 
expression de la LTD dépendante des mGluRs chez les animaux adultes. L’expression de 
cette forme de LTD est possible notamment par une stimulation d’impulsions appariées de 
50 ms d’intervalle à basse fréquence de 1Hz (PP-LFS) ou par une induction chimique (Oliet 
et al., 1997, Huber et al., 2000, Kemp and Bashir, 1999). Cependant, les mécanismes 
d’expression de la LTD sont forts complexes. En effet, il a été rapporté qu’il était possible 
d’induire une LTD dépendante des NMDARs chez les animaux adultes à l’aide d’un 
protocole PP-LFS, mais en augmentant l’intervalle entre les impulsions de 50 à 200 ms 
(Kemp et al., 2000). 
 
 
Figure 1.15 LTD NMDAR dépendante. 
La LTD NMDAR dépendante peut être induite par un protocole de stimulation de 1Hz durant 15min. Adaptée 
de (Dudek and Bear, 1992) 
 
 1.6.2.1 MÉCANISME D’INDUCTION DE LA LTD NMDAR-DÉPENDANTE 
L’activation des NMDARs est nécessaire à la fois pour l’induction de la LTP et de 
la LTD et implique dans les deux cas un influx de Ca2+. Un des mécanismes proposés pour 
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expliquer comment le même récepteur peut produire deux phénomènes totalement opposés 
était dû à la différence de concentration en Ca2+ engendrée par les différents protocoles 
d’induction (Malenka, 1994). Alors qu’une HFS engendre une forte élévation de la 
concentration intracellulaire de Ca2+ de courte durée, une stimulation plus faible de longue 
durée cause également une élévation plus faible de Ca2+ intracellulaire, mais qui est 
prolongée. Cette faible augmentation soutenue de Ca2+ intracellulaire activerait 
préférentiellement non pas des kinases comme dans la LTP, mais des phosphatases (Figure 
1.16) (Malenka, 1994). Supportant ce modèle, l’induction de la LTD est bloquée ou 
atténuée par l’application d’inhibiteur de phosphatases (Mulkey et al., 1993). Une 
explication alternative plus récente suggère plutôt que l’expression des différentes sous-
unités des NMDARs déterminerait la direction de la force synaptique (Liu et al., 2004, 
Collingridge et al., 2010). Un ratio GluN2A/GluN2B élevé favoriserait l’expression de la 
LTP, alors qu’un ratio GluN2B/GluN2A élevé favorisait plutôt l’expression de la LTD 
(Yashiro and Philpot, 2008, Kim et al., 2005, Liu et al., 2004). 
 
 
Figure 1.16 Différences entre l’induction et l’expression de la LTD et LTP NMDAR-dépendante. 
L’induction de la LTD NMDAR-dépendante active des phosphatases à la place des kinases lors de l’induction 




1.6.2.2 MÉCANISME D’EXPRESSION DE LA LTD NMDAR-DÉPENDANTE 
L’expression de la LTD impliquerait à la fois des changements pré- et 
postsynaptiques (Collingridge et al., 2010). Les mécanismes présynaptiques impliqueraient 
la réduction de la probabilité de libération du glutamate qui pourrait être médiée par un 
second messager rétrograde comme l’oxyde nitrique (Stanton et al., 2003). Cependant, 
l’expression de la LTD serait principalement postsynaptique et, à l’opposé de la LTP, serait 
causée par une internalisation des AMPARs ou une diminution de leur conductance médiée 
par plusieurs phosphatases activées par les NMDARs. La LFS induisant la LTD induit 
également la libération du Ca2+ intracellulaire qui pourrait activer des enzymes plus 
éloignées de la PSD que lors de la LTP (Nishiyama et al., 2000, Nakano et al., 2004). 
 
  1.6.2.2.1 LA CALCINEURINE OU PROTÉINE PHOSPHATASE 2B (PP2B) 
Tout comme pour la LTP, l’entrée de Ca2+ causée par l’activation des NMDARs 
mène à l’activation de la calmoduline, formant le complexe Ca2+/CaM. Cependant, au cours 
de la LTD, ce complexe active la protéine phosphatase 2B (PP2B), aussi appelée 
calcineurine. La PP2B a une sensibilité plus grande pour le complexe Ca2+/CaM que la 
CaMKII et peut d’autre part être activée à de faibles concentrations de Ca2+ intracellulaire 
(Derkach et al., 2007). Cette plus grande sensibilité pourrait donc expliquer comment les 
NMDARs peuvent induire soit la LTP ou la LTD dépendamment du niveau de Ca2+ 
intracellulaire. Une fois activée, la PP2B déphosphoryle et active à son tour la protéine 
phosphatase 1 (PP1) (Mulkey et al., 1993). 
 
  1.6.2.2.2 LA PROTÉINE PHOSPHATASE 1 (PP1) 
 La PP1 peut déphosphoryler plusieurs protéines incluant la sous-unité GluA1 des 
AMPARs (Mulkey et al., 1993, Lee et al., 1998). La PP1 agit également sur le même site 
de phosphorylation de PKA de la sous-unité GluA1. Il est donc possible que la PKA et la 
PP1 contrôlent les propriétés d’ouverture des AMPARs possédant la sous-unité GluA1 
(Banke et al., 2000). La PP1 pourrait également déphosphoryler et inactiver la CaMKII 





  1.6.2.2.3 INTERNALISATION DES AMPARS 
Plusieurs observations supportent que la LTD causerait également une 
internalisation des AMPARs, mais les mécanismes sont moins connus (Collingridge et al., 
2010). Cette endocytose des AMPARs dépendrait plus particulièrement de la sous-unité 
GluA2 qui permet l’interaction des AMPARs avec plusieurs protéines cytoplasmiques dont 
NSF (N-ethylmaleimide-sensitive factor)c(Luthi et al., 1999). Le NSF semble d’avoir pour 
rôle de permettre la stabilisation des AMPARs à la membrane postsynaptique. La 
dissociation de cette interaction permettrait ainsi l’internalisation des AMPARs au cours 
de la LTD. Cette hypothèse est supportée par le fait que le complexe protéique AP2 qui fait 
partie des protéines adaptatrices de clathrine (qui a pour rôle de permettre l’endocytose) se 
lie au même site d’interaction de NSF de la sous-unité GluA2 des AMPARs (Lee et al., 
2002). Une autre protéine importante pour l’endocytose est la petite GTPase RalA (Ras-
related protein) lorsqu’elle interagit avec sa protéine effectrice RalBP1 (RalA-binding 
protein 1). Or, RalBP1 serait également en mesure d’interagir directement avec AP2 
(Jullien-Flores et al., 2000) et d’autres protéines postsynaptiques comme la PSD-95. De 
manière intéressante, la RalBP1 peut être déphosphorylée par la PP1 et rephosphorylée par 
PKA (Han et al., 2009). L’activation des NMDARs au cours de la LTD permettrait donc 
la déphosphorylation de RalBP1 par la PP1, qui serait alors en mesure de favoriser 
l’interaction d’AP2 à la sous-unité GluA2 des AMPARs au lieu de celle de NSF et d’initier 
l’endocytose des AMPARs. 
D’autres voies intracellulaires seraient également impliquées dans la LTD. Par 
exemple, PICK1 (Protein interacting with C-kinase 1) permettrait l’expression de la LTD 
en compétitionnant avec d’autres protéines liant la sous-unité GluA2 des AMPARs comme 
ABP (AMPAR-binding protein) et GRIP (glutamate receptor interacting protein) 







1.7 BASE CELLULAIRE ET MOLÉCULAIRE D’UNE FORME DE 
DÉFICIENCE INTELLECTUELLE NON-SYNDROMIQUE CAUSÉE 
PAR SYNGAP1 
 
1.7.1 SYNGAP1 CHEZ L’HUMAIN 
Comme nous l’avons vu dans la section 1.1, nos connaissances sur les bases 
génétiques de la déficience intellectuelle sont les plus limitées pour les formes 
autosomiques non-syndromiques (Basel-Vanagaite, 2007). Celles-ci constitueraient la 
majorité des cas de déficience intellectuelle, mais les gènes responsables nous sont 
essentiellement inconnus. Lorsqu’un aucun autre symptôme ne peut être utilisé pour le 
diagnostic, seules des techniques plus poussées permettent d’identifier les gènes 
responsables (Kaufman et al., 2010). 
SYNGAP1, une protéine synaptique, est un des rares gènes autosomiques dominants 
qui a été associé à la déficience intellectuelle non-syndromique par notre groupe jusqu’à 
ce jour (Hamdan et al., 2009). Notre groupe a également montré que SYNGAP1 cause la 
déficience intellectuelle par un mécanisme d’haploinsuffisance, signifiant que la perte d’un 
allèle résulte en l’impossibilité de l’allèle restant à produire une quantité de protéine 
suffisante pour assurer sa fonction normale (Berryer et al., 2013). Les individus atteints par 
ces mutations peuvent aussi présenter une épilepsie généralisée et un profile autistique 
(Hamdan et al., 2011, Klitten et al., 2011, Carvill et al., 2013, Writzl and Knegt, 2013, von 
Stulpnagel et al., 2015). De manière intéressante, plusieurs autres groupes ont observé que 
SYNGAP1 était une cause fréquente de déficience intellectuelle, comptant pour 1-3% des 
cas non-syndromiques (Tableau I) (Vissers et al., 2010, Hamdan et al., 2011, Berryer et 
al., 2013, de Ligt et al., 2012, Rauch et al., 2012, Carvill et al., 2013). À titre d’exemple, le 
FXS, qui est la cause monogénique la plus fréquente de déficience intellectuelle, compte 
pour environ 2% des cas. La vaste majorité des gènes impliqués dans la déficience 
intellectuelle compte pour moins de 1% des cas. Cela fait donc de SYNGAP1 un gène d’une 
importance clinique considérable dans le domaine de la déficience intellectuelle. C’est 





Tableau I. Études ayant associées SYNGAP1 à la déficience intellectuelle 
 
 
1.7.2 MODÈLES EXPÉRIMENTAUX DE L’HAPLOINSUFFISANCE DE SYNGAP1  
 
 1.7.2.1 PROFIL D’EXPRESSION DE SYNGAP1 CHEZ LA SOURIS 
Chez les souris, l’expression de Syngap1 est présente dans l’hippocampe, le cortex, 
le bulbe olfactif, le striatum et l’amygdale, mais absente au niveau du cervelet, du thalamus 
et du tronc cérébral (Porter et al., 2005). Dans le néocortex adulte, l’expression de Syngap1 
se limite aux couches les plus superficielles (couches 2/3) et entre les couches 4 et 5. 
Syngap1 est exprimé dès le stade embryonnaire, aussi tôt que E8.5 au niveau du tube neural. 
À partir d’E14.5, Syngap1 est exprimé au niveau du cortex, des ganglions de la base et du 
thalamus. À la naissance, l’expression de Syngap1 est faible et atteint un pic entre le 7ème 
et 14ème jour postnatal (P7-P14) et elle se stabilise par la suite (Porter et al., 2005, Clement 
et al., 2012).  
   
1.7.2.2 DÉFICITS COMPORTEMENTAUX  
Des modèles de souris mutantes ayant des allèles nuls pour Syngap1 (Syngap1-/-) 
ont été générés par trois groupes indépendants (Komiyama et al., 2002, Kim et al., 2003, 
Vazquez et al., 2004). Les trois groupes ont tous rapporté que les souris Syngap1-/- ne 
présentent pas d’anomalie anatomique à la naissance. Cependant, celles-ci meurent peu de 
jours après la naissance, suggérant que Syngap1 est essentiel pour la survie postnatale 
(Komiyama et al., 2002, Vazquez et al., 2004). Les neurones de souris Syngap1-/- peuvent 
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être toutefois maintenus en vie en culture (Vazquez et al., 2004). Le cerveau des souris 
Syngap1-/- montre également une augmentation de l’apoptose neuronale à P0-P1 (Knuesel 
et al., 2005). Les souris Syngap1+/- sont viables et ont une taille et une longévité comparable 
aux souris sauvages. Cependant, ces souris démontrent plusieurs déficits 
comportementaux. 
Les études comportementales suggèrent que les souris Syngap1+/- sont moins 
anxieuses que les souris sauvages (Muhia et al., 2010). Les souris Syngap1+/- démontrent 
également une plus grande activité locomotrice, suggérant qu’elles sont hyperactives. Les 
souris Syngap1+/- apprenaient moins rapidement certaines tâches de mémoire spatiale et 
démontraient également des déficits dans la mémoire référentielle et la mémoire de travail 
(Komiyama et al., 2002, Muhia et al., 2010). Finalement, les souris Syngap1+/- montrent 
des déficits d’interaction sociale (Guo et al., 2009). L’ensemble des études 
comportementales sur les souris Syngap1+/- montre donc des déficits dans les tests cognitifs 
comparables à ce qui est observé en clinique, ce qui en fait un modèle de choix pour l’étude 
de cette forme de déficience intellectuelle (Komiyama et al., 2002, Kim et al., 2003, Muhia 
et al., 2010, Clement et al., 2012). 
 
1.7.3 DESCRIPTION DE SYNGAP1 
Syngap1, pour Synaptic Ras GTPase-activating protein 1, est une protéine 
exprimée exclusivement dans le cerveau au niveau des synapses excitatrices. Elle a été 
décrite pour la première fois en 1998 par deux groupes indépendants (Chen et al., 1998, 
Kim et al., 1998). Syngap1 est composée d’un domaine d’homologie de pleckstrine (PH), 
un domaine C2, un domaine RasGAP et un domaine motif de liaison PDZ (QTRV) en C-
terminal (Figure 1.17) (Chen et al., 1998). Syngap1 est une des protéines les plus exprimées 
à la densité post-synaptique (PSD) après la CaMKII (Cheng et al., 2006) et interagit 
directement avec le domaine PDZ de PSD-95 et SAP102 via son domaine QTRV de sa 
partie C-terminale (Chen et al., 1998, Kim et al., 1998) et avec la sous-unité GluN2B des 
NMDARs (Kim et al., 2005). Cette interaction avec les NMDARs suggère que Syngap1 
est impliquée directement dans la plasticité synaptique à long terme des synapses 
excitatrices. Syngap1 possède également plusieurs sites d’épissage alternatifs menant à la 
production de différentes isoformes tant en N-terminal  qu’en C-terminal et interagissent 
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avec différents éléments de la PSD (Kim et al., 1998, Li et al., 2001, McMahon et al., 
2012). L’isoforme Syngap1-α1 est celui possédant un motif de liaison QTRV et est celui 




Figure 1.17 Composition de Syngap1. 
 
 
1.7.4 SYNGAP1 ET SES EFFECTEURS INTRACELLULAIRES 
 
Syngap1 est en mesure d’activer plusieurs voies intracellulaires impliquant 
plusieurs petites GTPases incluant celle de Ras, Rac et Rap. Ces voies seront vues 
brièvement dans les sections suivantes (Figure 1.18). 
 
1.7.4.1 VOIE DE SIGNALISATION DE RAS/MEK 
Syngap1, de par son domaine RasGAP, présente une activité activatrice de Ras-
GTPase qui régule négativement Ras au niveau des synapses excitatrices (Chen et al., 1998, 
Kim et al., 1998). Ras est une petite protéine GTPase qui agit de manière cyclique et fait 
figure d’interrupteur moléculaire (Ye and Carew, 2010). Syngap1 régule ainsi la voie de 
Ras/ERK, une voie cellulaire importante qui est associée à l’insertion de nouveaux 
AMPARs au niveau de la membrane post-synaptique et donc à un renforcement de la force 
synaptique impliquée dans la LTP (voir section 1.6.1.4.2.4). De manière intéressante, la 
dérégulation de cette voie est également associée à une autre condition monogénétique 
pouvant causer la déficience intellectuelle, la NF1 (Costa et al., 2002). 
Syngap1 interagit directement avec la sous-unité GluN2B des NMDAR (Kim et al., 
2005). Or, les différentes sous-unités des NMDARs semblent posséder des rôles différents. 
Alors que la sous-unité GluN2A augmente l’insertion de GluA1, la sous-unité GluN2B 
l’inhibe (Kim et al., 2005). Il est possible que GluN2B limite l’insertion de AMPARs à la 
membrane postsynaptique via son interaction avec Syngap1 et par la modulation de la voie 
Ras/ERK (Kim et al., 2005, Rumbaugh et al., 2006). En effet, la surexpression de Syngap1 
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dans les neurones en cultures montre une diminution de la transmission synaptique alors 
que la diminution de son expression cause une augmentation de la force synaptique 
(Rumbaugh et al., 2006, Ozkan et al., 2014). Cette augmentation des AMPARs pourrait 
également expliquer la présence d’épilepsie chez certains patients atteints de déficience 
intellectuelle causée par l’haploinsuffisance de SYNGAP1 (Writzl and Knegt, 2013, Klitten 
et al., 2011, Berryer et al., 2013). De manière intéressante, la diminution de Syngap1 
diminue l’expression LTP dans l’hippocampe sans affecter l’expression de la LTD 
(Komiyama et al., 2002, Kim et al., 2003) et ce malgré que la dérégulation de la voie de 
Ras augmente l’expression d’AMPARs (Rumbaugh et al., 2006). Une possibilité est que 
l’augmentation prématurée et aberrante d’AMPARs au niveau des synapses diminue la 
capacité du réseau neuronal d’augmenter davantage son activité au cours de la LTP par un 
phénomène d’occlusion.  
L’activation du NMDAR met en jeu la phosphorylation et l’activation de la 
CaMKII, une autre protéine particulièrement importante pour l’expression de la LTP (voir 
section 1.6.1.4.2.3). La CaMKII est en mesure de phosphoryler le domaine C-terminal de 
Syngap1 (Song et al., 2004, Oh et al., 2004, Araki et al., 2015). Cependant, plusieurs études 
contradictoires ont été publiées concernant la nature de l’interaction entre CaMKII et 
Syngap1. En effet, certaines études ont rapporté que la CamKII inhibait Syngap1, alors que 
d’autres ont rapporté qu’elle l’activait plutôt (Chen et al., 1998, Chen et al., 2002, 
Krapivinsky et al., 2004, Rockliffe and Gawler, 2006, Yang et al., 2013). Il était 
généralement admis que l’entrée de Ca2+ suivant l’activation de NMDARs mène à 
l’autophosphorylation de la CaMKII, qui mène à son tour à l’activation de Syngap1 afin de 
réguler précisément l’activité de Ras. Cependant, une étude récente propose un rôle 
différent de la CaMKII. Cette étude suggère plutôt que la phosphorylation de Syngap1 par 
la CaMKII permet la dispersion de Syngap1 de la synapse et par le fait même l’activation 
de la voie Ras/ERK (Araki et al., 2015). Cette dispersion rapide de Syngap1 permettrait 
ainsi l’insertion d’AMPARs à la synapse et l’expression de la LTP. Un tel rôle est supporté 
par des observations similaires sur la dispersion de Syngap1 de la PSD rapportées 





1.7.4.2 VOIE DE SIGNALISATION DE MTOR 
Une étude récente suggère que Syngap1 limiterait la synthèse protéique en 
réprimant la voie de mTOR (Wang et al., 2013), une voie qui est déjà associée à plusieurs 
troubles neurocognitifs. En effet, des mutations dans les régulateurs négatifs de mTOR sont 
associées à plusieurs formes de déficience intellectuelle telles que la sclérose tubéreuse et 
le FXS (Costa-Mattioli and Monteggia, 2013). Syngap1 peut réguler mTOR via la voie de 
Ras-ERK, dont ERK phosphoryle et inhibe TSC2, un répresseur de mTOR (Krab et al., 
2008). Syngap1 pourrait réguler mTOR via la PI3K qui peut être activée par le Ras-GTP. 
La voie de la PI3K est en mesure d’activer mTOR en menant à l’activation d’Akt, qui 
inhibe également TSC2. 
 
1.7.4.3 VOIE DE SIGNALISATION DE RAC 
La diminue d’expression de Syngap1 mène également à une augmentation de 
l’activité de Rac (Carlisle et al., 2008, Carlisle and Kennedy, 2005). Rac, tout comme Ras, 
est une petite GTPase qui agit de manière cyclique et qui est notamment impliquée dans la 
régulation de la polymérisation du cytosquelette d’actine (Tapon and Hall, 1997). Il n’a pas 
été montré que Syngap1 puisse hydrolyser directement Rac-GTP en Rac-GDP et il ne 
semble pas avoir d’interaction physique entre les deux. Cependant, Syngap1 pourrait 
réguler indirectement la voie de Rac via Ras de deux manières : le Ras-GTP est en mesure 
de se lier et d’activer Tiam1 (T-lymphoma invasion and metastasis 1) qui est une RacGEF 
(Leeuwen et al., 1997). Le Ras-GTP peut aussi activer la PI3K qui active à son tour Tiam1 
(Carlisle and Kennedy, 2005, Welch et al., 2003). La perte de Syngap1 menant à une 
augmentation de Ras-GTP et peut également mener à une augmentation de l’activité de 
l’une ou l’autre de ses deux voies. Rac régule différentes voies intracellulaires impliquées 
dans plusieurs fonctions cellulaires, dont celle de cofilin, une protéine qui permet la 
réorganisation des filaments d’actine (Lappalainen and Drubin, 1997). Cofilin est 
phosphorylé et inactivé par la LIM kinase (LIMK) suivant l’activation Rac (Yang et al., 
1998, Arber et al., 1998). De manière intéressante, cette phosphorylation de cofilin se 
trouve augmentée lorsque l’expression de Syngap1 est diminuée, ce qui mène à une 
augmentation de la polymérisation de l’actine (Carlisle et al., 2008). Dans les neurones, le 
60 
 
remodelage du cytosquelette d’actine est notamment impliqué dans les changements dans 
la morphologie des épines dendritiques (Tada and Sheng, 2006, Sekino et al., 2007). 
 Or, il a justement été rapporté que Syngap1 est également impliqué dans la 
formation et la maturation des épines dendritiques des neurones excitateurs (Carlisle et al., 
2008, Vazquez et al., 2004, Aceti et al., 2014, Araki et al., 2015). La diminution 
d’expression de Syngap1 dans les neurones en culture résulte notamment en la formation 
d’épines de plus grande taille, marquée essentiellement par une plus grande proportion 
d’épines en champignon (mushroom) (Carlisle et al., 2008). Les épines dendritiques 
peuvent être classées selon leur morphologie en trois groupes, les épines minces (thin), 
trapues (stubby) et en champignon (Tada and Sheng, 2006). Syngap1 possèderait ainsi 
également le rôle de limiter la taille des épines dendritiques en régulant la voie de 
Rac/tiam1/cofilin durant le développement, mais également au cours de la LTP (Carlisle et 
al., 2008, Vazquez et al., 2004, Araki et al., 2015). 
 
1.7.4.4 VOIE DE SIGNALISATION DE RAP 
Syngap1 possède également une activité RapGAP via son domaine C2 (Pena et al., 
2008). De manière inattendue, Syngap1 inactive Rap plus efficacement que Ras (Pena et 
al., 2008, Krapivinsky et al., 2004). Syngap1 est en mesure d’activer à la fois Rap1 et Rap2 
(Krapivinsky et al., 2004) qui possèdent des fonctions différentes (Stornetta and Zhu, 
2011). Alors que Rap1 contrôle l’internalisation des AMPARs durant la LTP, Rap2 
contrôle l’internalisation des AMPARs durant la dépotentialisation. Une étude récente 
suggère que la balance entre l’activité RasGAP/RaGAP de Syngap1 est contrôlée par les 
phosphorylases CaMKII et CDK5 (cyclin-dependent kinase 5) (Walkup et al., 2015). Alors 
que la phosphorylation de Syngap1 par la CaMKII augmente davantage son activité Rap1 





Figure 1.18. Voie de signalisation de Syngap1 
 
CHAPITRE II : BUT DE CE MÉMOIRE 
 
 
2.1 CONTEXTE DE RECHERCHE 
 
2.1.1 CONTEXTE GÉNÉRAL 
Notre groupe a donc découvert que des mutations dans SYNGAP1, qui code pour 
une protéine activatrice de GTPase régulant négativement Ras, sont une cause fréquente 
de déficience intellectuelle via un mécanisme d’haploinsuffisance (Hamdan et al., 2009, 
Berryer et al., 2013). Les souris hétérozygotes pour un allèle nul de Syngap1 (Syngap1+/-) 
sont en bonne santé, mais présentent des anomalies de comportement et des déficits 
cognitifs (Komiyama et al., 2002, Clement et al., 2012). Certaines observations suggèrent 
que l’haploinsuffisance de Syngap1 affecte le développement cérébral en perturbant 
l’activité et la plasticité des neurones excitateurs en accélérant la maturation de leurs 
synapses (Rumbaugh et al., 2006, Clement et al., 2012, Clement et al., 2013, Ozkan et al., 
2014). La grande majorité des études sur Syngap1 s’est également concentrée sur les 
neurones excitateurs.  
Or, plusieurs groupes ont rapporté que Syngap1 est également exprimé dans au 
moins une sous-population d’interneurones (Zhang et al., 1999, Moon et al., 2008, Muhia 
et al., 2012, Kozol et al., 2015). La fonction de Syngap1 dans ces interneurones, si son 
expression est effectivement présente, est inconnue. Or, les interneurones jouent un rôle 
essentiel dans le modelage de l’activité neurale et dans les oscillations rythmiques 
impliquées dans diverses fonctions cérébrales comme la perception sensorielle, l’attention 
et la consolidation de la mémoire (Sultan et al., 2014, Bennett and Zukin, 2004). Cela 
suggère que la diminution de Syngap1 dans les interneurones pourrait être impliquée dans 







2.1.2 CONTEXTE SPÉCIFIQUE 
2.1.2.1 EXPRESSION DE SYNGAP1 DANS LES INTERNEURONES GABAERGIQUES 
Notre groupe a été en mesure de confirmer que Syngap1 est exprimé dans les 
neurones GABAergiques du cortex en culture dissociée (Figure 2.1) marqués par 
colocalisation de GAD67, qui est spécifique des interneurones, et de Syngap1.  
 
2.1.2.2 SYNGAP1 RÉGULE LE DÉVELOPPEMENT DES INTERNEURONES 
GABAERGIQUES 
Suite à cette observation, nous avons voulu déterminer plus précisément si Syngap1 
possède un rôle fonctionnel dans les interneurones. Nous avons donc réalisé une 
suppression de l’expression de Syngap1 à l’échelle d’une cellule en culture in vitro. Pour 
ce faire, nous avons utilisé une transfection biolistique en utilisant le promoteur PG67 décrit 
précédemment (Chattopadhyaya et al., 2004). De manière intéressante, nous avons observé 
que la perte de Syngap1 dans les interneurones affectait leur capacité à développer leur 
arborisation axonale sur les neurones pyramidaux sans affecter le nombre de cellules 
innervées in vitro (Figure 2.2). Afin de caractériser davantage le rôle de Syngap1 dans les 
interneurones, nous avons généré une souris transgénique où l’expression de Syngap1 a été 
diminué spécifiquement dans les interneurones grâce au système Cre-lox (voir section 
3.1.2). Nous avons observé que l’haploinsuffisance de Syngap1 dans les interneurones 
cause une diminution de l’innervation des interneurones (Figure 2.3). Grâce à 
l’immunomarquage contre la PV, nous avons également observé une baisse de 
l’innervation des cellules en panier in vivo chez les souris adultes (Figure 2.4). 
 
 2.1.2.3 LA PERTE DE SYNGAP1 SPÉCIFIQUEMENT DANS LES INTERNEURONES CAUSE 
DES DÉFICITS COGNITIFS 
Nous avons récemment découvert que les souris dont l’expression de Syngap1 a été 
diminuée spécifiquement dans les interneurones dérivés du MGE démontrent des déficits 
comportements qui reproduisent partiellement ceux des souris hétérozygotes pour Syngap1 





Figure 2.1 Expression de Syngap1 par les interneurones GABAergiques. 
(a, b) Neurones corticaux dissociés d’embryons de rat à E18 cultivés pendant 21 jours in vitro. 
L’immunomarquage pour GAD67 (rouge) et Syngap1 (vert) montre une colocalisation des deux marqueurs. 








Figure 2.2. L’inactivation de Syngap1 à l’échelle d’une seule cellule affecte la maturation de 
l’innervation des interneurones GABAergiques. 
 
Les cellules en panier provenant de souris Syngap1flox/flox ont été transfectées avec le plasmide PG67-GFP pour 
les contrôles et par le plasmide  PG67-Cre-GFP (en vert) pour réaliser une suppression de Syngap1 à l’échelle 
d’une seule cellule. À 24 jours équivalents postnatals (EP24), les cellules en panier démontrent une 
innervation mature sur les cellules pyramidales dont leurs somas ont été marqués au NeuN (en bleu). La perte 
de Syngap1 dans les interneurones cause une diminution de leur champ d’innervation, mais pas du nombre 
de cellules pyramidales innervées. Ces résultats suggèrent que Syngap1 régule le développement et la 
maturation de l’arborisation axonale des interneurones GABAergiques d’une manière cellule autonome (cell 





Figure 2.3. L’haploinsuffisance de Syngap1 dans les interneurones dérivés du MGE affecte leur 
capacité à former des synapses. 
 
Les cellules en panier provenant de souris Syngap1flox/+ et Tg(Nkx2.1-Cre);Syngap1flox/+ ont été transfectées 
avec le plasmide PG67-GFP (en vert) afin de les marquer à l’échelle d’une seule cellule. Les interneurones 
provenant des souris Tg(Nkx2.1-Cre);Syngap1flox/+ à EP24 montrent également une réduction de leur 
innervation sur le soma des cellules pyramidales (en bleu) en culture. Ces résultats montrent que 
l’haploinsuffisance de Syngap1 affecte le développement synaptique des interneurones GABAergiques. 





Figure 2.4. L’innervation PV+ est diminuée par l’haploinsuffisance de Syngap1. 
 
Les images confocales proviennent des couches 2/3 du cortex S1 de souris âgées de P45. L’immunomarquage 
contre la PV (en vert) montre que les cellules en panier font moins de connexions sur les cellules pyramidales 
(en bleu) chez les souris Syngap1+/- et les souris Tg(Nkx2.1-Cre);Syngap1flox/+. Échelle = 10µm (Adaptée de 







Figure 2.5 L’haploinsuffisance de Syngap1 dans les interneurones dérivés du MGE cause des déficits 
cognitifs. 
Les souris Syngap1+/- parcourent une plus grande distance durant le test à champ ouvert (openfield), suggérant 
qu’elles sont hyperactives. Au test du labyrinthe en croix surélevé (elevated plus maze), les souris Syngap1+/- 
passaient plus de temps dans les bras ouverts, suggérant qu’elles sont moins anxieuses. Les souris Syngap1+/- 
et les souris Tg(Nkx2.1-Cre);Syngap1flox/+ démontrent une diminution de la reconnaissance de la nouveauté 
sociale. Au test du labyrinthe en T, les souris Syngap1+/- et les souris Tg(Nkx2.1-Cre);Syngap1flox/+ 




2.2 OBJECTIFS DE RECHERCHE 
 
2.2.1 OBJECTIF PRINCIPAL 
 L’objectif principal de ce mémoire est donc d’étudier le rôle de Syngap1 
spécifiquement dans les neurones GABAergiques du cortex. Notre hypothèse est que 
l’haploinsuffisance de Syngap1 dans les neurones GABAergiques affecte le 
développement des réseaux synaptiques, contribuant ainsi en partie au débalancement 
d’excitation/inhibition et aux déficits cognitifs observés chez les patients atteints de 
déficience intellectuelle ainsi que chez les modèles animaux caractérisés par une 
diminution de Syngap1. 
  
2.2.2 OBJECTIFS SPÉCIFIQUES 
2.2.2.1 DÉBALANCEMENT EXCITATION/INHIBITION 
Le débalancement de l’excitation/inhibition est une théorie émergente de la 
déficience intellectuelle et l’autisme (Gkogkas et al., 2013, Bateup et al., 2013, Yizhar et 
al., 2011). À l’aide de techniques électrophysiologiques, nous allons déterminer si un 
débalancement d’excitation/inhibition est présent chez les souris Syngap1+/-. Pour ce faire, 
nous allons mesurer la transmission synaptique glutamatergique et GABAergique de base 
au niveau des cellules pyramidales des couches 2/3 du néocortex somatosensoriel, qui 
semble être affectée dans différents modèles d’autisme et de déficience intellectuelle (Khan 
et al., 2015, Goncalves et al., 2013, Harlow et al., 2010). La transmission synaptique au 
niveau de l’hippocampe, une structure importante pour la mémoire et l’apprentissage, sera 
également étudiée dans le cadre de ce mémoire. Grâce à un modèle de souris transgénique 
dont l’expression de Syngap1 a été diminuée spécifiquement dans les interneurones dérivés 
du MGE, nous allons également déterminer si un débalancement excitation/inhibition est 
présent dans le néocortex et l’hippocampe lorsqu’uniquement ces interneurones 
GABAergiques sont affectés par une haploinsuffisance. 
 
 2.2.2.2 DÉFICITS DANS LA PLASTICITÉ SYNAPTIQUE À LONG TERME 
Plusieurs études ont rapporté que l’haploinsuffisance de Syngap1 cause des déficits 
de plasticité synaptique (Ozkan et al., 2014, Komiyama et al., 2002, Kim et al., 2003). Nous 
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allons donc déterminer si ces mécanismes de plasticité synaptique qui sous-tendent 
l’apprentissage sont également présents lorsque l’haploinsuffisance de Syngap1 n’affecte 
que les interneurones GABAergiques. Nous nous intéresserons particulièrement à la LTP 
NMDAR-dépendante dont l’expression est diminuée chez les souris Syngap1+/-. Dû à 
l’interaction de Syngap1 avec la sous-unité GluN2B des NMDARs observée dans les 
cellules pyramidales, nous allons également nous intéresser à la LTD NMDAR-dépendante 





CHAPITRE III : MÉTHODES     
 
 
3.1 GÉNÉRATIONS DES MODÈLES ANIMAUX 
 
3.1.1 SOURIS KNOCK-OUT (KO)  
3.1.1.1 SOURIS SYNGAP1 HÉTÉROZYGOTES 
Les souris Syngap1+/-  nous ont été gracieusement offertes par le laboratoire de Seth 
G.N. Grant de la Division of Neuroscience, University of Edinburg, Royaume-Uni 
(Komiyama et al., 2002). Elles ont été maintenues dans une lignée pure C57Bl/6 dans les 
animaleries du CHU Sainte-Justine (Figure 3.1). Les souris ont été sevrées et génotypées 











3.1.2 SOURIS KO CONDITIONNELLES 
3.1.2.1 SYSTÈME CRE-LOXP 
Le système de recombinaison Cre-loxP est une technique biomoléculaire 
permettant de manipuler l’expression d’un gène dans un sous type cellulaire ou à un stade 
du développement. Cette technique a d’abord été développée par Brian Sauer vers la fin 
des années 1980 chez la levure, dont la recombinase Cre et les sites loxP proviennent du 
bactériophage P1 (Sauer, 1987, Sauer and Henderson, 1988). Cette technique a par la suite 
été transposée chez la souris par le laboratoire de Klaus Rajewsky (Schwenk et al., 1995). 
La Cre recombinase catalyse une recombinaison de l’ADN spécifiquement aux sites 
loxP (locus of X-over P1). L’insertion de deux sites loxP au niveau du même locus permet 
donc la délétion de la séquence d’ADN flanquée par ces deux sites en présence de 
l’expression de la Cre recombinase (Schwenk et al., 1995). Cela nécessite habituellement 
de générer deux lignées de souris, une première portant le gène n’intérêt entre deux sites 
loxP introduite artificiellement et une deuxième exprimant le transgène Cre recombinase 
sous le contrôle du promoteur désiré. Ces deux lignées peuvent être ensuite croisées pour 
obtenir une lignée dont l’expression du gène ciblée a été réduite uniquement dans le type 
cellulaire où le promoteur choisi est exprimé. 
 
3.1.2.2 SOURIS SYNGAP1 CONDITIONNELLES 
Les souris Syngap1flox/flox nous ont été gracieusement offertes par le laboratoire de 
Mary B. Kennedy de la Division of Biology, California Institute of Technology, États-
Unis(Vazquez et al., 2004). Les souris Syngap1flox/flox ont été croisées dans nos animaleries 
avec des souris transgéniques de chez Jackson Laboratory (#008661) portant un transgène 
codant pour la Cre recombinase sous le contrôle du promoteur Nkx2.1 (Figure 3.2). Ce 
croisement permet une délétion des séquences entre les exons 4 et 9 de tous les isoformes 
de Syngap1 dans les interneurones GABAergiques dérivés du MGE (Xu et al., 2008, Butt 
et al., 2008, Sussel et al., 1999). Les souris issues de ce croisement ont été nommées 
Tg(Nkx2.1-Cre);Syngap1flox/+. Les souris ont été sevrées et génotypées par PCR selon les 








3.2.1 PRÉPARATION DE TRANCHES CORTICALES ET HIPPOCAMPIQUES 
 3.2.1.1 PRINCIPES THÉORIQUES 
L’utilisation de tranches corticales coronales permet de préserver les connexions du 
cortex (Staiger et al., 1999). Pour cette raison, elles ont été utilisées dans ce mémoire pour 
permettre l’étude de la transmission GABAergique et glutamatergique que reçoivent les 
cellules pyramidales du cortex. 
L’hippocampe a la particularité d’être organisé de manière laminaire (Andersen et 
al., 1969, Andersen et al., 1971). Ainsi, les préparations de tranches transverses 
d’hippocampes, généralement entre 300 et 400µm d’épaisseur, permettent de préserver 
l’intégrité du circuit trisynaptique. Il est possible avec ce genre de préparation d’étudier à 






3.2.1.2 TRANCHES CORONALES DE CORTEX TRANSVERSES D’HIPPOCAMPE 
Les tranches coronales de cortex et les tranches transverses d’hippocampe de 
300µm d’épaisseur ont été réalisées à partir de souris âgées de 7-9 semaines. Les tranches 
ont été coupées à l’aide d’un vibratome Leica dans une solution de coupe froide sur glace 
oxygénée (95% O2, 5% CO2) contenant 87mM de NaCl, 2,5mM de KCl, 25mM de 
NaHCO3, 0,5mM de CaCl2, 1,25mM de NaH2PO4, 7mM de MgCl2,  25mM de glucose, 
75mM de sucrose, 3mM d’acide pyruvique et 1mM d’acide ascorbique. Les tranches ont 
par la suite été transférées dans une solution  oxygénée (95% O2, 5% CO2) d’ACSF 
(artificial cerebrospinal fluid) contenant 124mM de NaCl, 2,5mM de KCl, 1,25mM de 
NaH2PO4, 2mM de MgSO4, 2mM de CaCl2, de 26mM NaHCO3 et 10mM de glucose (pH 
7,2-7,3; 300mOsm). Les tranches ont récupéré pendant au moins 1h à température pièce 
avant le début des enregistrements. 
 
3.2.2 COURANTS POST-SYNAPTIQUES MINIATURES 
 3.2.2.1 HISTORIQUES ET PRINCIPES THÉORIQUES 
Nous avons vu précédemment la théorie de libération quantique du 
neurotransmetteur que Bernard Katz avait émis suivant ses observations après avoir 
enregistré les mEPPs à la jonction musculaire (section 1.5.2). Avec le développement de 
la technique du patch-clamp par Erwin Neher et Bert Sakmann à la fin des années 1970 et 
début des années 1980 (Neher and Sakmann, 1976a, Neher and Sakmann, 1976b, Hamill 
et al., 1981) , il était devenu possible d’enregistrer des courants excitateurs postsynaptiques 
miniatures (mEPSCs) (Selyanko et al., 1979). Ce n’est cependant que quelques années plus 
tard que des enregistrements de courants synaptiques miniatures dans le système nerveux 
central sont devenus possibles (Collingridge et al., 1984, Korn et al., 1987). Contrairement 
à la jonction neuromusculaire, ces enregistrements nécessitaient également que le 
déclenchement de potentiels d’action soit bloqué par l’application de tétrodotoxine (TTX). 
C’est alors que plusieurs neurophysiologistes se sont mis à étudier la transmission et la 
plasticité synaptique en enregistrant ces mEPSCs dans l’hippocampe (Bekkers and 
Stevens, 1989, Bekkers et al., 1990, Manabe et al., 1992, Malgaroli and Tsien, 1992).  
Historiquement, l’analyse quantique, c’est-à-dire l’analyse des changements de 
fréquence et d’amplitude des mEPSCs a servi à distinguer les changements pré- et 
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postsynaptiques (Del Castillo and Katz, 1954, Redman, 1990, Kerchner and Nicoll, 2008). 
Une augmentation de la fréquence était interprétée comme une augmentation de la 
probabilité de libération de neurotransmetteurs ou une augmentation de contacts 
présynaptiques (Bekkers and Stevens, 1990) alors qu’une augmentation de l’amplitude 
suggérait une augmentation de la sensibilité de la détection de neurotransmetteurs due à 
une augmentation du nombre de récepteurs postsynaptiques (Manabe et al., 1992). 
 Cependant, la découverte des synapses silencieuses a rendu cette ségrégation pré- 
et postsynaptique moins claire. Ce concept de synapses silencieuses vient de la discordance 
entre le nombre de synapses identifiées morphologiquement et identifiées 
fonctionnellement (Atwood and Wojtowicz, 1999). Sous certaines conditions, ces synapses 
silencieuses peuvent devenir fonctionnelles et être «dé-silencées (unsilencing)» dû à 
l’insertion des AMPARs à la membrane postsynaptique (Kerchner and Nicoll, 2008, Hanse 
et al., 2013). L’analyse quantique donnerait alors une augmentation de la fréquence qui 
n’est pas causée par un changement présynaptique, mais postsynaptique. De nouvelles 
évidences démontrent également que les changements d’amplitude peuvent aussi avoir une 
origine présynaptique. Il existe des mécanismes qui régulent l’incorporation des 
neurotransmetteurs dans les vésicules et des mécanismes qui régulent la taille elle-même 
des vésicules (Edwards, 2007), ce qui rend des changements de la taille quantique possible 
sans la présence de modifications postsynaptique. Bien que la distinction post- et 
présynaptique est plus difficile, il reste que l’enregistrement des mEPSCs est un moyen 
pour évaluer les changements de l’efficacité synaptiques. 
 
3.2.2.2 PROTOCOLES D’ENREGISTREMENT DES MIPSCS ET MEPSCS  
Les enregistrements de patch-clamp en configuration cellule-entière ont été réalisés 
à l’aide des micropipettes de borosilicate d’impédance de 3-5MOhms. Pour mesurer les 
courants postsynaptiques inhibiteurs (miniature inhibitory post-synaptic currents, 
mIPSCs), les pipettes ont été remplies avec une solution interne contenant 130mM de CsCl, 
10mM d’HEPES, 2mM de MgCl2, 0,5mM d’EGTA, 5mM de di-Na-phosphocréatine, 
2mM d’ATP-Tris, 0,4mM de GTP-Tris et 5mM de QX-134 (pH 7,2-7,3; 280mOsm). Les 
mIPSCs ont été mesurés en maintenant le potentiel membranaire à -60mV en présence de 
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10µM CNQX (6-cyano-7-nitroquinoxaline-2,3-dione), 50µM D-APV et 0,5µM TTX pour 
bloquer les AMPAR, NMDAR et les potentiels d’actions.  
Pour mesurer les courants postsynaptiques excitateurs (miniature excitatory post-
synaptic currents, mEPSCs), les pipettes ont été remplies avec une solution interne 
contenant 120mM de CsMeSO3, 5mM de NaCl, 10mM d’HEPES, 1mM de MgCl2, 10mM 
de di-Na-phosphocréatine, 2mM d’ATP-Tris, 0,4mM de GTP-Tris, 0,5mM de spermine et 
2mM de QX-134 (pH 7,2-7,3; 280mOsm). Les mEPSCs ont été mesuré en maintenant le 
potentiel membranaire à -60mV en présence de 10µM gabazine, 50µM D-APV et 0,5µM 
TTX pour bloquer les GABAAR, NMDAR et les potentiels d’actions. Les différents 
paramètres des mIPSCs et des mEPSCs (Tableau II) ont été analysés à l’aide du logiciel 
Mini-Analysis 6.0.3 (Synaptosoft).  
 





3.2.3 POTENTIEL DE CHAMPS EXCITATEUR POST-SYNAPTIQUE (FEPSPS) 
  3.2.3.1 PRINCIPES THÉORIQUES 
Les signaux synaptiques extracellulaires d’un seul neurone sont généralement trop 
petits pour pouvoir être enregistrés. Cependant, dans certaines structures du cerveau 
comme l’hippocampe, dû à l’organisation laminaire des neurones, il est possible 
d’enregistrer les potentiels extracellulaires d’un groupe de neurones. Ceux-ci portent le 
nom de potentiels de champs extracellulaires excitateurs post-synaptiques (field excitatory 
post-synpatic potentials, fEPSPs) (Andersen et al., 2006).  
Le milieu extracellulaire dans lequel baignent les neurones constitue un milieu 
conducteur. Au repos, la membrane cellulaire des neurones est polarisée de manière 
uniforme et ne génère aucun courant net. Un neurone actif cependant sera polarisé de 
manière non uniforme due au fait que différentes régions peuvent être à différents 
potentiels membranaires. Ces différences de potentiel génèrent un flot de courant le long 
des neurones et le milieu extracellulaire formera alors ce qui est appelé un volume 
conducteur (Johnston and Wu, 1995). Le site où courant est entrant et alors appelé le puits 
de courant (current sink) et le site où le courant est sortant est appelé la source de courant 
(current source) (Figure 3.3). 
 





L’enregistrement des fEPSPs générés au niveau de la région du CA1 de 
l’hippocampe suivant la stimulation des collatérales de Schaffer est un modèle de 
prédilection pour l’étude de la plasticité synaptique. Le puits de courant se retrouve alors 
au niveau des dendrites des cellules pyramidales du CA1 où les collatérales de Schaffer 
font contact et la source de courant se retrouve au niveau de leur soma. À des stimulations 
de hautes intensités, il est possible de générer des potentiels d’action au niveau des somas 
des cellules pyramidales. L’amplitude du fEPSP peut être contaminée par un pic de 
population (population spike, pSpike), qui correspond aux potentiels de champs 
extracellulaires générés par ces potentiels d’action (voir figure 3.3) (Johnston and Wu, 
1995). Pour cette raison, il est préférable d’analyser les changements synaptiques en 
prenant la pente de la phase de montée des fEPSPs au lieu de l’amplitude. 
 
 3.2.3.2 POTENTIALISATION À LONG TERME (LTP) 
Les tranches transverses d’hippocampe ont été réalisées comme décrites 
précédemment. Une incision chirurgicale entre le CA3 et CA1 a été réalisée afin d’éviter 
l’activité épileptique lors de l’enregistrement. Les tranches ont été transférées dans une 
solution d’ACSF contenant 124mM de NaCl, 2,5mM de KCl, 1,25mM de NaH2PO4, 
1,3mM de MgSO4, 2,5mM de CaCl2, 26mM de NaHCO3 et 10mM de glucose (pH 7,2-7,3; 
300mOsm). Le ratio Ca2+/Mg2+ a été modifié afin de faciliter l’induction de la LTP. Les 
tranches ont récupéré durant au moins 2h à 31°C avant le début de l’enregistrement. Les 
fEPSPs ont été enregistrés à 29°C dans le radiatum de la région du CA1 de l’hippocampe 
à l’aide d’une pipette de verre (1-3MΩ d’impédance) remplie d’ACSF. Des pulses de 
0,05Hz ont été administrés en alternance à l’aide de deux électrodes de stimulation 
concentrique bipolaire (pôle externe en acier inoxydable de 200µm de diamètre et pôle 
interne en fil de platine/iridium de 25 µm de diamètre) placées de chaque côté de l’électrode 
d’enregistrement. Une des électrodes a servi de voie expérimentale tandis que la deuxième 
électrode a servi de voie contrôle. Après une période de 30 minutes d’activité de base stable 
fixée à 30-35% de la réponse maximale, la LTP a été induite par une des deux électrodes 
par un protocole de stimulation comprenant 5 bouffées thêta (theta burst stimulation, TBS). 
Chaque bouffée comprenait quatre pulses de 100Hz séparés par 200ms. Des stimulations 
de base à 0,05Hz étaient données par la deuxième électrode pour servir à surveiller la 
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qualité de la stabilité de la transmission synaptique de base. Les fEPSPs ont par la suite été 
enregistrés durant 60 minutes après induction. 
 Les expériences de facilitation par impulsions appariées (paired-pulse facilitation, 
PPF) et d’entrée/sortie synaptique (input/output) ont également été enregistrées durant la 
période d’activité basale. Des intervalles de 20, 50, 100 et 150 ms ont été utilisés pour les 
expériences de PPF et des sauts de courants de 20µA entre 20 et 300µA ont servi pour les 
expériences d’entrée/sortie synaptique. 
 Les enregistrements des fEPSPs en présence de gabazine (5µM) ont été réalisés de 
manière similaire. L’intensité de stimulation a été diminuée jusqu’à ce que les fEPSPs ne 
présentent plus de décharge (±0,5mV). Une période de 15 minutes d’activité stable a été 
enregistrée avant l’induction de la LTP par TBS. Les fEPSPs ont par la suite été enregistrés 
durant 45 minutes après induction. Les durées d’enregistrement ont été réduites dû à 
l’instabilité des fEPSPs en présence de gabazine. Les expériences de PPF et d’entrée/sortie 
synaptique ont également été réalisées en présence de gabazine 5µM avant le début de 
l’enregistrement de l’activité basale. L’analyse a été réalisée avec le logiciel Clampfit 10.4 
(Molecular Devices). La pente des fEPSPs a été utilisée pour la mesure d’efficacité 
synaptique. 
3.2.3.3 DÉPRESSION À LONG TERME (LTD) 
Les tranches transverses d’hippocampe ont été réalisées comme décrit 
précédemment. Des pulses de 0,05Hz ont été administrés en alternance à l’aide de deux 
électrodes de stimulation. Après une période de 30min d’activité de base stable fixée à 50% 
de la réponse maximale, la LTD a été induite par un protocole d’impulsions appariées avec 
stimulation à base fréquence (paired-pulse low frequency stimulation, PP-LFS) pendant 15 
min pour obtenir 900 stimulations. Un intervalle de 200ms entre les deux impulsions 
appariées a été utilisé, un protocole qui a été rapporté dans la littérature pour pouvoir 
induire de la LTD NMDAR-dépendante chez les souris adultes (Kemp et al., 2000). Les 






3.3 ANALYSE STATISTIQUE 
 
3.3.1 CATÉGORISATION DES ÉVÈNEMENTS DES MIPSCS ET MEPSCS 
 Pour l’analyse de la distribution des mIPSCs et mEPSCs, les 150 évènements de 
chaque cellule ont été répartis en vingtile. Les données ont donc été divisées en 20 groupes 
comprenant un nombre égal d’évènements, le 1er groupe comprenant les 5% des plus petits 
évènements et le 20ième groupe comprenant les 5% des évènements les plus grands. La 
répartition des données a été réalisée avec le logiciel IGOR Pro 6.3.5.5 (WaveMetrics, Inc, 
Orégon, É.-U.). 
 
3.3.2 TESTS STATISTIQUES 
 L’ensemble des tests statistiques a été réalisé avec le logiciel GraphPad Prism 6.01 
(GraphPad Software, Inc., Californie, É.-U.). Le test de Kolmogorov-Smirnov (K-S) a été 
utilisé pour l’analyse de la distribution des mIPSCs et mEPSCs. Le test de Student (test t) 
a été utilisé pour évaluer les différences entre groupes. Lorsqu’une ANOVA à deux facteurs 
a été utilisée, un test post-hoc de Sidak a été ensuite appliqué pour les comparaisons 
multiples. L’ensemble des données a été représenté par la moyenne ± l’erreur type.  
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CHAPITRE IV : RÉSULTATS     
 
 
4.1 LA TRANSMISSION SYNAPTIQUE DANS LE CORTEX  
 
Le traitement sensoriel est altéré chez plusieurs patients atteints de déficience 
intellectuelle et d’autisme (Carvill, 2001, Tomchek and Dunn, 2007, Khan et al., 2015, 
Iarocci and McDonald, 2006). Un dysfonctionnement du cortex somatosensoriel primaire 
(S1) a également été rapporté chez plusieurs modèles murins de déficience intellectuelle et 
d’autisme tel que le FXS, le syndrome de Down et le syndrome de Rett (Till et al., 2012, 
Perez-Cremades et al., 2010, Harlow et al., 2010, Bureau et al., 2008, Tabuchi et al., 2007). 
Le cortex S1 a donc été choisi pour l’étude d’un déséquilibre E/I dans ce mémoire. 
Le but premier de ce mémoire était de confirmer si la diminution de l’arborisation axonale 
des interneurones sur les cellules pyramidales que nous avons observée en culture se reflète 
également au niveau fonctionnel. Pour ce faire, nous avons enregistré les mIPSCs et 
mEPSCs dans les cellules pyramidales des couches 2/3 de cortex S1 des souris Syngap1+/- 
et Tg(Nkx2.1-cre);Syngap1flox/+ adultes âgées de 7-9 semaines ainsi que leurs contrôles 
respectifs (Figure 4.1 et Figure 4.2). Ces mIPSCs/mEPSCs représentent le relargage 
aléatoire et constitutif de neurotransmetteurs indépendant de l’activité neuronale. Ils sont 
un moyen d’estimer si les synapses inhibitrices et excitatrices présentes sont modifiées.  
 
4.1.1 LA TRANSMISSION INHIBITRICE DANS LES COUCHES 2/3 DU CORTEX S1 EST 
DIMINUÉE PAR L’HAPLOINSUFFISANCE DE SYNGAP1 DANS LES INTERNEURONES DÉRIVÉS 
DU MGE 
Au niveau des couches 2/3 du cortex SI, ni l’intervalle inter-évènement (IEI) ni 
l’amplitude des mIPSCs n’étaient modifiés chez les souris Syngap1+/- comparées aux souris 
WT (Figure 4.1b1-c1). Cependant, l’IEI était augmenté d’environ 38% chez les souris 
Tg(Nkx2.1-cre);Syngap1flox/+ lorsque comparées à leurs contrôles Syngap1flox/+ (Figure 
4.1b2; 127,3 ± 11,7 ms vs. 92,3 ± 7,2 ms, test K-S,*p < 0,05, D = 0,12  et test t non apparié, 
*p < 0,05), signifiant une diminution de la fréquence des évènements mIPSCs chez ces 
souris. Les propriétés cinétiques des mIPSCs, soit le temps de montée (rise time), le temps 
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de décroissance (decay time) et le transfert de charge (charge transfer) étaient 
essentiellement inchangées (Figure 4.3a-d). Cependant, le temps de montée était 
légèrement augmenté chez les souris Tg(Nkx2.1-cre);Syngap1flox/+ comparé aux souris 
Syngap1flox/+ (Figure 4.3a; test t non apparié, *p < 0,05). Ces résultats montrent 
l’enregistrement des mIPSCs est en accord avec la diminution de l’innervation 
GABAergique observée en culture chez les souris Tg(Nkx2.1-cre);Syngap1flox/+, mais pas 
chez les souris Syngap1+/-. Il semble donc qu’une compensation soit présente lorsque 
l’expression de Syngap1 est altérée de manière simultanée dans les cellules pyramidales et 
les interneurones.  
 
4.1.2 LA TRANSMISSION EXCITATRICE DANS LES COUCHES 2/3 DU CORTEX S1 EST 
AUGMENTÉE PAR L’HAPLOINSUFFISANCE DE SYNGAP1 DANS LES INTERNEURONES 
DÉRIVÉS DU MGE 
Les mEPSCs ont également été enregistrés chez les souris Syngap1+/- et Tg(Nkx2.1-
cre);Syngap1flox/+ afin de déterminer si la transmission glutamatergique que reçoit les 
cellules pyramidales de la couche 2/3 du cortex S1 était affectée par l’haploinsuffisance de 
Syngap1 (Figure 4.2). Les souris Syngap1+/- avaient démontré une augmentation de 
l’amplitude des mEPSCs (figure 4.2c1; test K-S, ***p < 0,001, D = 0,16 et test t non 
apparié, *p <0,05) sans changement de l’IEI (Figure 4.2b1). Cette augmentation de 
l’amplitude des mEPSCs correspond à l’effet cellule autonome attendu d’une diminution 
de l’expression de Syngap1 qui avait déjà été rapporté auparavant dans d’autres régions du 
cortex (Ozkan et al., 2014) et en culture (Rumbaugh et al., 2006). Les propriétés cinétiques 
ont également été analysées (Figure 4.3e-h). Seul le transfert de charge des mEPSCs des 
souris Syngap1+/- était augmenté par rapport aux souris WT (Figure 4.3h; test t non 
apparié, *p < 0,05). Le transfert de charge correspondant à l’aire sous la courbe des 
mEPSCs, cette augmentation va de pair avec l’augmentation d’amplitude observée chez 
les mêmes souris. De manière intéressante, l’IEI des mEPSCs était diminué dans les 
couches 2/3 du cortex S1 chez les souris Tg(Nkx2.1-cre);Syngap1flox/+ (Figure 4.2b2; test 
K-S, **p < 0,01, D = 0,16 et test t non apparié, *p < 0,05), signifiant une fréquence plus 
élevée des évènements mEPSCs par rapport aux souris Syngap1flox/+. De plus, l’amplitude 
des mEPSCs était également légèrement augmentée chez ces souris (Figure 4.2c2; test K-
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S, **p <0,01, D = 0,14 et test t non apparié, p = 0,06). Cependant, aucun des paramètres 
cinétiques n’était changé (Figure 4.3e-h). Ainsi, la diminution spécifique de l’expression 
de Syngap1 dans les interneurones dérivés du MGE, altère la transmission glutamatergique 




4.2 LA TRANSMISSION SYNAPTIQUE DANS L’HIPPOCAMPE 
 
La région CA1 de l’hippocampe est particulièrement importante pour la mémoire 
et l’apprentissage. Pour cette raison, l’étude d’un modèle de déficience intellectuelle 
impliquait de manière raisonnée d’investiguer si un déficit de la transmission synaptique 
est présent également dans cette région en enregistrant les mIPSCs et mEPSCs (Figure 4.4 
et Figure 4.5).  
 
4.2.1 LA TRANSMISSION INHIBITRICE DANS LA RÉGION DU CA1 DE L’HIPPOCAMPE EST 
DIMINUÉE PAR L’HAPLOINSUFFISANCE DE SYNGAP1 DANS LES INTERNEURONES DÉRIVÉS 
DU MGE 
De manière similaire que dans les couches 2/3 du cortex S1, ni l’IEI, ni l’amplitude 
des mIPSCs n’étaient modifiés dans le CA1 de l’hippocampe des souris Syngap1+/- 
comparées aux souris WT (Figure 4.4b1-c1). Les souris Tg(Nkx2.1-cre);Syngap1flox/+ 
démontraient une augmentation de plus de 4 fois de l’IEI des mIPSCs par rapport à leurs 
contrôles (Figure 4.4b2; test K-S,****p < 0,0001, D = 0,41 et test t non apparié, **p < 
0,01), mais aucun changement d’amplitude (Figure 4.4c2). Aucun changement des 
paramètres cinétiques n’a été observé tant chez les souris Syngap1+/- que chez les souris 
Tg(Nkx2.1-cre);Syngap1flox/+ (Figure 4.6a-d). Ces résultats montrent que la diminution de 
l’expression de Syngap1 dans les interneurones dérivés du MGE cause une diminution de 
la fréquence des évènements mIPSCs. Ces résultats concordent avec ce qui est observé en 
culture et in vivo pour les souris Tg(Nkx2.1-cre);Syngap1flox/+, mais pas pour les souris 





4.2.2 LA TRANSMISSION EXCITATRICE DANS LA RÉGION DU CA1 DE L’HIPPOCAMPE EST 
DIMINUÉE PAR L’HAPLOINSUFFISANCE DE SYNGAP1 DANS LES INTERNEURONES DÉRIVÉS 
DU MGE 
 La transmission glutamatergique que reçoivent les cellules pyramidales du CA1 de 
l’hippocampe a également été étudiée. Aucun phénotype n’a été observé chez les souris 
Syngap1+/- (Figure 4.5a1-c1 et Figure 4.6a-d). Ces résultats sont compatibles avec des 
observations antérieures indiquant une augmentation des mEPSCs chez les souris 
Syngap1+/- juvéniles, mais absentes chez les adultes (Clement et al., 2012). Contrairement 
à ce qui est observé dans le cortex, l’IEI des mESPCs était augmenté chez les souris 
Tg(Nkx2.1-cre);Syngap1flox/+ comparé aux souris Syngap1flox/+ (Figure 4.5b2; test K-S, *p 
< 0,05, D = 0,14 et test t non apparié, *p < 0,05) sans modification de l’amplitude (Figure 
4.5c2) ou des paramètres cinétiques (Figure 4.6e-h). Ces résultats montrent donc une 
diminution de la fréquence des évènements mEPSCs dans la région du CA1 de 
l’hippocampe des souris Tg(Nkx2.1-cre);Syngap1flox/+, alors que ceux-ci étaient augmentés 
dans le cortex. Il se peut donc que contrairement au cortex, qu’un mécanisme 
homéostatique soit déclenché dans le CA1 de l’hippocampe, de sorte que la diminution de 




4.3 LA PLASTICITÉ SYNAPTIQUE DANS L’HIPPOCAMPE 
 
4.3.1 LA LTP NMDAR-DÉPENDANTE EST DIMINUÉE PAR L’HAPLOINSUFFISANCE DE 
SYNGAP1 DANS LES INTERNEURONES DÉRIVÉS DU MGE 
Nous avons voulu déterminer  par la suite si les mécanismes de plasticité NMDAR-
dépendante étaient affectés chez les souris Syngap1+/- et les souris Tg(Nkx2.1-
cre);Syngap1flox/+. La transmission synaptique de base a d’abord été évaluée en fEPSPs 
entre les collatérales de Schaffer et les cellules pyramidales du CA1 de l’hippocampe 
(Figure 4.7). Les réponses de fEPSPs suivant la facilitation par impulsion appariée (PPF) 
(Figure 4.7a-b) n’étaient modifiées ni chez les souris Syngap1+/- (ANOVA à deux facteurs, 
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F(1,29) = 0,72 et p = 0,40) ni chez les souris Tg(Nkx2.1-cre);Syngap1flox/+  (ANOVA à deux 
facteurs, F(1,21) = 0,74, p = 0,40). Ces résultats suggèrent donc que la probabilité de 
libération de neurotransmetteurs n’était pas modifiée (Bliss and Collingridge, 2013) par la 
diminution d’expression de Syngap1. La relation entrée/sortie (input/output) de la 
transmission synaptique (pente du fEPSP en fonction de l’intensité de stimulation) suivant 
des intensités de stimulation entre 20 et 300 µA (Figure 4.7c-d) étaient également 
semblables pour les souris Syngap1+/- (ANOVA à deux facteurs, F(1,26) = 0,10 et p = 0,75) 
et entre les souris Tg(Nkx2.1-cre);Syngap1flox/+ (ANOVA à deux facteurs, F(1,26) = 0,65, p 
= 0,42) lorsque comparées à leurs contrôles respectifs. Ces résultats suggèrent donc une 
réponse synaptique de base et une plasticité synaptique à court terme semblable chez les 
souris Syngap1+/- et les souris Tg(Nkx2.1-cre);Syngap1flox/+ lorsque comparées à leurs 
contrôles respectifs.  
La LTP a par la suite étudiée suite à un protocole de stimulation en bouffées thêta 
(Ozkan et al., 2014) (Figure 4.8a-b). Alors que les souris WT démontraient une PTP 
(observée durant les premières dizaines de secondes suivant l’induction) de 258,8 ± 10,4 
%, celle des souris Syngap1+/- n’était que de 191,1 ± 13,2 % (4.8c, test t non apparié, ***p 
< 0,001). Ainsi, le même protocole de stimulation était moins efficace pour produire une 
PTP chez les souris Syngap1+/-. La LTP exprimée par les souris Syngap1+/- n’était que de 
121,3 ± 5,8 %  une heure après l’induction alors qu’elle était de 150,7 ± 10,1 % chez les 
souris WT (4.8e, test t non apparié, *p < 0,05). Ces résultats reproduisent essentiellement 
les déficits de LTP rapportés par d’autres groupes chez les souris Syngap1+/- (Komiyama 
et al., 2002, Kim et al., 2003, Ozkan et al., 2014). La PTP des souris Tg(Nkx2.1-
cre);Syngap1flox/+ était de 215,8 ± 10,5 %, ce qui est semblable aux 248,0 ±17,9 % des 
Syngap1flox/+ (Figure 4.8d, test t non apparié, p = 0,14). Cependant, la LTP exprimée 60 
minutes après induction des souris Tg(Nkx2.1-cre);Syngap1flox/+ était de 131,6 ± 5,6 %, ce 
qui est significativement plus faible que les 149,0 ± 5,8 % des souris Syngap1flox/+ (Figure 
4.8f, test t non apparié, *p < 0,5). Ces résultats montrent que l’haploinsuffisance de 
Syngap1 uniquement dans les interneurones dérivés du MGE est suffisante pour causer des 





4.3.2 LA LTP NMDAR-DÉPENDANTE EST PARTIELLEMENT RÉTABLIE CHEZ LES SOURIS 
SYNGAP1+/- EN PRÉSENCE D’UN BLOQUEUR GABAERGIQUE 
 Bien que les souris Syngap1+/- démontrent un déficit de LTP, un déficit était aussi 
présent au niveau de la PTP. Il n’était donc pas clair si les déficits observés étaient 
réellement dus à un déficit d’expression ou à un déficit au niveau de l’induction de la LTP. 
Puisque le PPF et l’entrée/sortie synaptique n’étaient pas modifiées, cette PTP réduite des 
souris Syngap1+/- pourrait, entre autres, être due à une diminution de la désinhibition au 
niveau du CA1. Pour tester cette hypothèse, la LTP a été enregistrée en présence de 5µM 
de gabazine (Figure 4.9), un bloqueur sélectif des GABAAR. La transmission synaptique 
a de nouveau été évaluée, mais en présence de gabazine. La PPF n’était pas différente entre 
les souris Syngap1+/- et les souris WT (Figure 4.9a, ANOVA à deux facteurs, F(1,68) = 0,23, 
p = 0,62). Cependant, la facilitation pour un intervalle de 20 ms entre les impulsions 
appariées était environ 2 fois plus grande qu’en absence de gabazine (Figure 4.7a-b et 
Figure 4.9a). La relation entrée/sortie de la transmission synaptique a par la suite été testée 
(Figure 4.9b). Bien qu’il n’y avait pas de différence entre les souris Syngap1+/- et les souris 
WT (ANOVA à deux facteurs, F(1,15) = 0,001, p = 0,97), le nombre de décharge au niveau 
CA1 représenté par le nombre de pSpike était 5 fois plus grand qu’en absence de gabazine, 
impliquant des décharges répétitifs. Ceci montre l’importance de l’inhibition au niveau du 
réseau du CA1 de l’hippocampe. 
 La LTP a par la suite été induite par le même protocole TBS qu’utilisé 
précédemment (Figure 4.9c). De manière intéressante, en présence de gabazine, les souris 
Syngap1+/- démontraient une PTP 220,6 ± 10,5 % qui était comparable aux 236,5 ± 9,0 % 
de PTP des souris WT (Figure 4.9d, test t non apparié, p = 0,26). Ces résultats suggèrent 
que le déficit de PTP observé chez les souris Syngap1+/- pourrait être dû à un manque de 
désinhibition au niveau du CA1 de l’hippocampe. Les souris Syngap1+/- montraient une 
LTP de 118,3 ± 6,7 % alors que les souris WT en montraient une de 139,8 + 7,5 % (Figure 
4.9e). Ces résultats montrent donc que l’expression de la LTP est diminuée chez les souris 
Syngap1+/- (test t non apparié, p < 0,05) et que cette diminution n’est pas due à un déficit 




4.3.3 LA LTD NMDAR-DÉPENDANTE N’EST PAS AFFECTÉE PAR L’HAPLOINSUFFISANCE 
DE SYNGAP1 DANS LES INTERNEURONES DÉRIVÉS DU MGE 
 La LTD NMDAR-dépendante a été peu étudiée chez les souris Syngap1+/-. Il se 
trouve que cette forme de LTD est beaucoup plus difficile à induire chez les animaux 
adultes (Kemp et al., 2000). Richard L. Huganir et ses collaborateurs ont entre autres 
rapporté que la LTD était inchangée suivant un protocole d’induction composée 
d’impulsions appariées de 50 ms d’intervalle à basse fréquence (50ms PP-LFS) (Kim et 
al., 2003). Cependant, ce genre de protocole est reconnu pour induire une LTD non pas 
NMDAR-dépendante, mais mGluR-dépendante (Huber et al., 2000, Kemp et al., 2000, 
Kemp and Bashir, 1999, Bateup et al., 2011). Le groupe de Mary B. Kennedy a également 
tenté d’induire chimiquement une LTD NMDAR-dépendante par application de NMDA 
(Carlisle et al., 2008). Ceux-ci ont rapporté que les souris Syngap1+/- démontraient un 
déficit de LTD. L’induction étant chimique, il n’est pas clair si cet effet est réellement dû 
à un déficit d’expression de la LTD au niveau des synapses CA3-CA1 ou un effet global 
du NMDA sur l’ensemble du réseau du CA1, y compris les interneurones.  
 Or, il se trouve que le groupe de Zafar I. Bashir a rapporté un protocole d’induction 
de la LTD NMDAR-dépendante chez les animaux adultes (Kemp et al., 2000). Ceux-ci ont 
utilisé un protocole composé de 900 stimuli d’impulsions appariées à basse fréquence de 
1Hz, mais avec un intervalle entre les impulsions appariées de 200ms. Ce protocole pouvait 
induire une LTD qui était bloquée en présence d’AP5, un bloqueur des NMDAR. Ce 
protocole a donc été utilisé pour induire une LTD NMDAR-dépendante chez les souris 
Syngap1+/- et les souris Tg(Nkx2.1-cre);Syngap1flox/+ (Figure 4.10a-b). Les souris 
Syngap1+/- montraient une LTD de 77,6 ± 5,6 % qui était comparable aux 78,4 ± 4,3 % des 
WT (Figure 4.10c, test t non apparié, p = 0,91). De même, les souris Tg(Nkx2.1-
cre);Syngap1flox/+ montraient une LTD de 74,5 ± 4,5 %  qui était également semblable aux 
79,7 ± 3,8 % des souris Syngap1flox/+ (Figure 4.10d, test t non apparié, p = 0,38). Ces 
résultats suggèrent donc que l’haploinsuffisance de Syngap1 n’affecte pas la capacité 






Figure 4.1 L’haploinsuffisance de Syngap1 dans les interneurones dérivés du MGE cause une 
diminution de la transmission GABAergique dans les couches 2/3 du cortex S1. 
 
Tracés représentatifs des mIPSCs enregistrés de cellules pyramidales dans les couches 2/3 du cortex 
somatosensoriel des souris WT vs. Syngap1+/- (a1) et des souris Syngap1flox/+ vs. Tg(Nkx2.1-cre);Syngap1flox/+ 
(a2). L’intervalle inter-évènement (IEI) des mIPSCs reste inchangé chez les souris Syngap1+/- (106,0 ± 11,4 
ms) comparé au souris WT (110,7 ±14,9 ms) (b1, test K-S, p = 0,99, D = 0,03 et test t non apparié, p = 0,80), 
mais est augmenté chez les souris Tg(Nkx2.1-cre);Syngap1flox/+ (127,3 ± 11,7 ms) comparé aux souris 
Syngap1flox/+ (92,3 ± 7,2 ms) (b2, test K-S,*p < 0,05, D = 0,12  et test t non apparié, *p < 0,05). L’amplitude 
des mIPSCs reste inchangée chez les souris Syngap1+/- (34,4 ± 1,6 pA) comparé au souris WT (34,2 ± 2,6 
pA) (c1, test K-S, p = 0,90, D = 0,04 et test t non apparié, p = 0,94) et chez les souris Tg(Nkx2.1-
cre);Syngap1flox/+ (34,0 ± 2,1 pA) comparé aux souris Syngap1flox/+ (31,3 ± 2,0 pA) (c2, test K-S, p = 0,54, D 
= 0,07 et test t non apparié, p = 0,38). 
n = 15 neurones provenant de 6 souris WT, n = 14 provenant de 4 souris Syngap1+/-, n = 11 neurones 
provenant de 3 souris Syngap1flox/+, n = 16 provenant de 4 souris Tg(Nkx2.1-cre);Syngap1flox/+. Les barres 





Figure 4.2 La transmission glutamatergique dans les couches 2/3 du cortex S1 est augmentée à la fois 
chez les souris Syngap1+/- et les souris Tg(Nkx2.1-cre);Syngap1flox/+. 
 
Tracés représentatifs des mEPSCs enregistrés de cellules pyramidales dans les couches 2/3 du cortex 
somatosensoriel des souris WT vs. Syngap1+/- (a1) et des souris Syngap1flox/+ vs. Tg(Nkx2.1-cre);Syngap1flox/+ 
(a2). L’intervalle inter-évènement (IEI) des mEPSCs reste inchangé chez les souris Syngap1+/- comparé au 
souris WT (b1, test K-S, p = 0,99, D = 0,03 et test t non apparié, p = 0,88), mais est diminué chez les souris 
Tg(Nkx2.1-cre);Syngap1flox/+ (177,8 ± 16,7 ms) comparé aux souris Syngap1flox/+ (293,1 ± 41,0 ms) (b2, test 
K-S, **p < 0,01, D = 0,16 et test t non apparié, *p < 0,05). L’amplitude des mEPSCs est augmentée chez les 
souris Syngap1+/- comparé au souris WT (c1, test K-S, ***p < 0,001, D = 0,16 et test t non apparié, *p <0,05) 
et chez les souris Tg(Nkx2.1-cre);Syngap1flox/+ (12,0 ± 0,4 pA) comparé aux souris Syngap1flox/+ (11,0 ± 0,3 
pA) (c2, test K-S,** p <0,01 , D = 0,14 et test t non apparié, p = 0,06).  
n = 15 neurones provenant de 4 souris WT, n = 14 provenant de 4 souris Syngap1+/-, n = 13 neurones 






Figure 4.3 Les propriétés cinétiques des mIPSCs et mEPSCs des cellules pyramidales dans les 
couches 2/3 du cortex S1 sont essentiellement inchangées par l’haploinsuffisance de Syngap1. 
 
Tracés de mIPSC moyens enregistrés de cellules pyramidales de la couche 2/3 du cortex somatosensoriel (a). 
Le temps de montée des mIPSCs est inchangé chez les souris Syngap1+/- vs. WT (b, test t non apparié, p = 
0,07), mais est légèrement augmenté chez les souris Tg(Nkx2.1-cre);Syngap1flox/+ vs. Syngap1flox/+ (b, test t 
non apparié, *p < 0,05). Le temps de décroissance (c, test t non apparié, p = 0,42 et p =0,06) ainsi que le 
transfert de charge (d, test t non apparié, p =  0,34 et p = 0,09) sont inchangés. n = 15 neurones provenant de 
6 souris WT, n = 14 provenant de 4 souris Syngap1+/-, n = 11 neurones provenant de 3 souris Syngap1flox/+, n 
= 16 provenant de 4 souris Tg(Nkx2.1-cre);Syngap1flox/+.  
Tracés de mEPSC moyens enregistrés sur les cellules pyramidales de la région du CA1 de l’hippocampe (e). 
Le temps de montée (f, test t non apparié, p =  0,71 et p = 0,50) et le temps de décroissance (g, test t non 
apparié, p = 0,62 et p = 0,58) sont inchangés. Le transfert de charge est augmenté chez les souris Syngap1+/- 
vs WT (h, test t non apparié, *p < 0,05), mais est inchangé chez les souris Syngap1flox/+ vs. Tg(Nkx2.1-
cre);Syngap1flox/+ (test t non apparié, p = 0,16). n = 15 neurones provenant de 4 souris WT, n = 14 provenant 





Figure 4.4. L’haploinsuffisance de Syngap1 dans les interneurones dérivés du MGE cause une 
diminution de la transmission GABAergique dans la région du CA1 de l’hippocampe des souris. 
 
Tracés représentatifs des mIPSCs enregistrés de cellules pyramidales dans la région du CA1 de l’hippocampe 
des souris WT vs. Syngap1+/- (a1) et des souris Syngap1flox/+ vs. Tg(Nkx2.1-cre);Syngap1flox/+ (a2). L’intervalle 
inter-évènement (IEI) des mIPSCs reste inchangé chez les souris Syngap1+/- (190,5 ± 27,4 ms) comparé au 
souris WT (153,2 ± 20,8 ms)  (b1, test K-S, p = 0,12, D = 0,12 et test t non apparié, p = 0,28), mais est 
considérablement augmenté chez les souris Tg(Nkx2.1-cre);Syngap1flox/+ (789,5 ± 157,3 ms) comparé aux 
souris Syngap1flox/+ (184,2 ± 25,9 ms) (b2, test K-S,****p < 0,0001, D = 0,41 et test t non apparié, **p < 
0,01). L’amplitude des mIPSCs reste inchangée chez les souris Syngap1+/- (41,6 ± 2,3 pA) comparé au souris 
WT (39,7 ± 1,6 pA) (c1, test K-S, p = 0,61, D = 0,077 et test t non apparié, p = 0,50) et chez les souris 
Tg(Nkx2.1-cre);Syngap1flox/+ (39,2 ± 3,0 pA) comparé aux souris Syngap1flox/+ (37,7 ± 2,4 pA) (c2, test K-S, 
p = 0,90, D = 0,06111 et test t non apparié, p = 0,70). 
n = 10 neurones provenant de 3 souris WT, n = 9 provenant de 3 souris Syngap1+/-, n = 9 neurones provenant 





Figure 4.5. L’haploinsuffisance de Syngap1 dans les interneurones dérivés du MGE cause une 
diminution de la transmission glutamatergique dans la région du CA1 de l’hippocampe des souris. 
 
Tracés représentatifs des mEPSCs enregistrés de cellules pyramidales dans la région du CA1 de l’hippocampe 
des souris WT vs. Syngap1+/- (a1) et des souris Syngap1flox/+ vs. Tg(Nkx2.1-cre);Syngap1flox/+ (a2). L’intervalle 
inter-évènement (IEI) des mEPSCs reste inchangé chez les souris Syngap1+/- (1671 ± 154 ms) comparé au 
souris WT ( 1898 ± 147 ms) (b1, test K-S, p = 0,41, D = 0,07 et test t non apparié, p = 0,29), mais est augmenté 
chez les souris Tg(Nkx2.1-cre);Syngap1flox/+ (5495 ± 731 ms) comparé aux souris Syngap1flox/+ (3252 ± 476 
ms) (b2, test K-S, *p < 0,05, D = 0,14 et test t non apparié, *p < 0,05). L’amplitude des mEPSCs reste 
inchangée chez les souris Syngap1+/- (14,9 ± 0,7 pA) comparé au souris WT (14,4 ±0,9 pA) (c1, test K-S, p 
=0,97, D = 0,04 et test t non apparié, p = 0,64) et chez les souris Tg(Nkx2.1-cre);Syngap1flox/+ (13,7 ±0,7 pA) 
comparé aux souris Syngap1flox/+ (13,8 ± 0,6 pA) (c2, test K-S, p = 0,97, D = 0,05 et test t non apparié, p = 
0,96). 
n = 13 neurones provenant de  6 souris WT, n = 14 provenant de  6 souris Syngap1+/-, n = 12 neurones 






Figure 4.6. Les propriétés cinétiques des mIPSCs et mEPSCs des cellules pyramidales de la région 
CA1 de l’hippocampe restent inchangées par l’haploinsuffisance de Syngap1. 
 
Tracés de mIPSC moyens enregistrés de cellules pyramidales dans la région du CA1 de l’hippocampe (a). Le 
temps de monté des mIPSCs est inchangé chez les souris WT vs. Syngap1+/- (b, test t non apparié, p = 0,48) 
et des souris Syngap1flox/+ vs. Tg(Nkx2.1-cre);Syngap1flox/+ (b, test t non apparié, p = 0,89). Le temps de 
décroissance (c, test t non apparié, p = 0,78 et p =0,80) ainsi que le transfert de charge (d, test t non apparié, 
p = 0,54 et p = 0,68) sont inchangés. n = 10 neurones provenant de 3 souris WT, n = 9 provenant de 3 souris 
Syngap1+/-, n = 9 neurones provenant de 4 souris Syngap1flox/+, n = 8 provenant de 5 souris Tg((Nkx2.1-
cre);Syngap1flox/+.  
Tracés de mEPSC moyens enregistrés sur les cellules pyramidales de la région du CA1 de l’hippocampe (e). 
Le temps de montée (f, test t non apparié, p = 0,53 et p = 0,91), le temps de décroissance (g, test t non apparié, 
p = 0,14 et p = 0,94) ainsi que le transfert de charge (h, test t non apparié, p = 0,60 et p = 0,69) sont inchangés 
chez les souris WT vs. Syngap1+/- et les souris Syngap1flox/+ vs. Tg(Nkx2.1-cre);Syngap1flox/+. n = 13 neurones 
provenant de  6 souris WT, n = 14 provenant de  6 souris Syngap1+/-, n = 12 neurones provenant de 4 souris 




Figure 4.7 Propriétés de base de la transmission synaptique des souris Syngap1+/- et Tg(Nkx2.1-
Cre);Syngap1flox/+ 
 
La facilitation par impulsion appariée (PPF) était comparable entres les souris Syngap1+/- vs. WT (a) 
(ANOVA à deux facteurs, F(1,29) = 0,72 et p = 0,40) et entre les souris Tg(Nkx2.1-cre);Syngap1flox/+ vs. 
Syngap1flox/+ (b) (ANOVA à deux facteurs, F(1,21) = 0,74, p = 0,40). (PPF : n= 13 tranches pour 3 souris 
Syngap1+/- et n = 18 tranches pour 3 souris WT; n = 13 tranches pour 2 souris Tg(Nkx2.1-Cre);Syngap1flox/+ 
et n = 10 tranches pour 2 souris Syngap1flox/+). Tracés représentatifs de la relation entrée/sortie (input/output) 
de la transmission synaptique (c, d). La relation entrée/sortie était semblable entre les souris Syngap1+/- vs. 
WT (c) (ANOVA à deux facteurs, F(1,26) = 0,10 et p = 0,75) et entre les souris Tg(Nkx2.1-cre);Syngap1flox/+ 
vs. Syngap1flox/+ (d) (ANOVA à deux facteurs, F(1,26) = 0,65, p = 0,42). (Input/output : n= 11 tranches pour 3 
souris Syngap1+/-, n =17 tranches pour 4 souris WT; n = 18 tranches pour 4 souris Tg(Nkx2.1-




Figure 4.8. La LTP NMDAR-dépendante est diminuée chez les souris Syngap1+/- et Tg(Nkx2.1-
Cre);Syngap1flox/+ 
Tracés représentatifs des fEPSPs avant (ligne pointillée) et après induction (ligne pleine) (a,b). La LTP 
NMDAR-dépendante a été induite par un protocole de stimulation par bouffées thêta (TBS) composé de 5 
bouffées comprenant quatre pulses de 100Hz séparés par 200ms. Les souris Syngap1+/- démontraient une 
potentialisation post-tétanique (PTP) plus faible que les souris WT (191,1 ± 13,2 % vs 258,8 ± 10,4 %) (c, 
test t non apparié, ***p < 0,001). La PTP était semblable chez les souris Tg(Nkx2.1-Cre);Syngap1flox/+ (215,8 
± 10,5 %) par rapport aux souris Syngap1flox/+ (248,0 ±17,9 %) (d, test t non apparié, p = 0,14). Une LTP était 
présente 60 minutes après induction chez les souris Syngap1+/- (test t apparié, **p < 0,01) et les souris WT 
(test t apparié, ****p < 0,0001) (e). Cependant, la LTP des souris Syngap1+/- était significativement plus 
faible (121,3 ± 5,8 % vs 150,7 ± 10,1 %, test t non apparié, *p < 0,05). Les souris Tg(Nkx2.1-
Cre);Syngap1flox/+ démontraient également une LTP 60 minutes après induction (f, test t apparié, ****p < 
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0,0001), mais était significativement plus faible que celle des souris Syngap1flox/+ (131,6 ± 5,6 % vs 149,0 ± 
5,8 %, test t non apparié, *p < 0,5).  
(n = 14 tranches pour 5 souris Syngap1+/-, n = 25 tranches pour 6 souris WT; n = 17 tranches pour 5 souris 






Figure 4.9. La LTP NMDAR-dépendante chez les souris Syngap1+/- en l’absence de transmission 
GABAergique. 
 
La PPF en présence de 5µM gabazine était semblable entre les souris WT et les souris Syngap1+/- (a, ANOVA 
à deux facteurs, F(1,68) = 0,23, p = 0,62) (n = 10 tranches pour 3 souris Syngap1+/-, n = 9 tranches pour 4 souris 
WT). Tracés représentatifs de la relation entrée/sortie de la transmission synaptique (b). La relation 
d’entrée/sortie était également entre les souris WT et les souris Syngap1+/-  (b, ANOVA à deux facteurs, 
F(1,15) = 0,001, p = 0,97) (n = 8 tranches pour 3 souris Syngap1+/-, n = 9 tranches pour 4 souris WT). Tracés 
représentatifs des fEPSPs avant (ligne pointillée) et après induction (ligne pleine) (c). La LTP NMDAR-
dépendante a été induite par le même protocole de TBS utilisé précédemment en présence de 5µM de 
gabazine tout le long de l’enregistrement (n = 14 tranches pour 3 souris Syngap1+/-, n = 12 tranches pour 4 
souris WT). La PTP était semblable entre les souris WT et les souris Syngap1+/- sous gabazine (236,5 ± 9,0 
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% vs. 220,6 ± 10,5 %) (d, test t non apparié, p = 0,26). Une LTP était présente chez les souris WT (test t 
apparié, ***p < 0,0001) et chez les souris Syngap1+/- (test t apparié, **p 0,01) 45 minutes après induction 
(e). Cependant, la LTP des souris Syngap1+/- était significativement moindre que celle des souris WT (118,3 





Figure 4.10. La LTD NMDAR-dépendante est inchangée chez les souris Syngap1+/- et Tg(Nkx2.1-
Cre);Syngap1flox/+. 
 
Tracés représentatifs des fEPSPs avant (ligne pointillée) et après induction (ligne pleine) (a, b). La LTD 
NMDAR-dépendante a été induite par un protocole de stimulation par impulsions appariées à basse fréquence 
(PP-LFS). Les souris WT (test t apparié, **p < 0,01) et les souris Syngap1+/- (test t apparié, **p < 0,01) 
démontraient une LTD 60 minutes après induction. Cependant, cette LTD n’était pas significativement 
différente entre les souris WT et les souris Syngap1+/- (78,4 ± 4,3 % vs 77,6 ± 5,6 %, test t non apparié, p = 
0,91). Les souris Syngap1flox/+ (test t apparié, ****p < 0,0001) et les souris Tg(Nkx2.1-cre);Syngap1flox/+ (test 
t apparié, ****p < 0,0001) montraient également une LTD, mais qui n’était pas significativement différente 
(74,5 ± 4,5 % vs. 79,7 ± 3,8 %) (d, test t non apparié, p = 0,38). 
(n = 15 tranches pour 5 souris Tg(Nkx2.1-cre);Syngap1flox/+, n = 9 tranches pour 4 souris Syngap1flox/+).   
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CHAPITRE V : DISCUSSION GÉNÉRALE   
 
 
5.1 RETOUR SUR LES OBJECTIFS ET LES RÉSULTATS 
 
L’objectif principal de ce mémoire était de démontrer que l’haploinsuffisance de 
Syngap1 dans les interneurones GABAergiques était en partie responsable des déficits 
synaptiques observés chez les souris Syngap1+/-. Pour cela, nous avons généré un modèle 
de souris transgénique, Tg(Nkx2.1-Cre);Syngap1flox/+, dont l’expression de Syngap1 a été 
diminuée spécifiquement dans les interneurones dérivés de MGE qui constituent la grande 
partie des interneurones.  
Nous voulions dans un premier temps déterminer si un déséquilibre du ratio E/I 
était présent chez ces souris, selon une théorie émergente pour expliquer les troubles 
cognitifs. Nous avons donc enregistré les mIPSCs dans les cellules pyramidales du cortex 
S1 et dans le CA1 de l’hippocampe de ces souris. Nous avons observé que la transmission 
synaptique inhibitrice était diminuée dans ces deux structures chez les souris Tg(Nkx2.1-
Cre);Syngap1flox/+, mais pas chez les souris Syngap1+/-. Il est donc possible qu’un 
phénomène compensatoire soit présent lorsque l’expression de Syngap1 est diminuée à la 
fois dans les interneurones et les neurones excitateurs. De manière intéressante, en 
enregistrant également les mEPSCs, nous avons trouvé que la transmission synaptique 
excitatrice était modifiée chez ces souris Tg(Nkx2.1-Cre);Syngap1flox/+ de manière 
différente dans le cortex et l’hippocampe. Au niveau du cortex S1, cette transmission 
glutamatergique était augmentée alors qu’elle était diminuée dans le CA1 de l’hippocampe 
(Figure 5.1). 
Dans un deuxième temps, nous avons voulu déterminer si les mécanismes de 
plasticité synaptique qui sous-tendraient l’apprentissage étaient également affectés chez les 
souris Tg(Nkx2.1-Cre);Syngap1flox/+. Ces souris démontraient un déficit d’expression de la 
LTP, mais pas de la LTD. Nous avons également démontré que le déficit d’expression de 
la LTP rapporté par d’autres groupes chez les souris Syngap1+/- (Komiyama et al., 2002, 






Figure 5.1 Représentation schématique des résultats chez les souris Syngap1+/- et Tg(Nkx2.1-
Cre);Syngap1flox/+ 
Les neurones affectés par l’haploinsuffisance de Syngap1 sont représentés en bleu chez les souris Syngap1+/- 
et en rouge chez les souris Tg(Nkx2.1-Cre);Syngap1flox/+. Les modifications synaptiques causées de manière 
cellule autonome (cell autonomous) de Syngap1 sont représentées par les flèches bleues chez les souris 
Syngap1+/- et en rouge chez les souris Tg(Nkx2.1-Cre);Syngap1flox/+. Les modifications synaptiques qui ne 




5.2 LE DÉVELOPPEMENT DE L’INNERVATION AXONALE 
 
5.2.1 L’IMPORTANCE DE L’ACTIVITÉ DANS LE DÉVELOPPEMENT DE L’INNERVATION 
GABAERGIQUE 
Nos résultats chez les souris Tg(Nkx2.1-Cre);Syngap1flox/+ montrent que la 
diminution de l’expression de Syngap1 dans les interneurones GABAergiques dérivés du 
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MGE affecte leur capacité à innerver les cellules principales dans le cortex S1 et dans le 
CA1 de l’hippocampe qui résulte en une diminution de la transmission synaptique 
inhibitrice. Le développement des interneurones est un processus complexe qui se fait en 
plusieurs étapes distinctes (voir section 1.2.3). Ils doivent d’abord être générés dans le 
MGE pour pouvoir ensuite migrer vers leur destination finale dans le cerveau. Une fois 
cette étape passée, les interneurones doivent sélectionner leur cible pour ensuite pouvoir 
étendre le développement de leur arborisation axonale. La sélection des cibles des 
interneurones est un processus qui serait indépendant de l’activité neuronale et dépendrait 
davantage des facteurs génétiques (Di Cristo, 2007, Huang, 2006). Ceci expliquerait 
pourquoi nos résultats montrent que le nombre de cellules pyramidales innervées par les 
interneurones n’est pas affecté par nos expériences en cultures (Berryer et al. 2015, en 
révision).  
Cependant, la maturation des synapses inhibitrices se poursuit après la naissance 
jusqu’à l’adolescence et est un processus qui est dépendant de l’activité neuronale (Huang, 
2009). Entre autres, la privation sensorielle durant la période critique a un impact 
significatif sur le développement de l’innervation GABAergique dans le cortex visuel 
(Chattopadhyaya et al., 2004). La libération de GABA semble être nécessaire pour le 
développement de l’innervation des interneurones. En effet, la réduction de la synthèse de 
GABA diminue le nombre de synapses inhibitrices (Chattopadhyaya et al., 2007). La 
libération de GABA permettrait de coordonner les composantes pré- et postsynaptiques 
lors de la formation des synapses inhibitrice (Huang, 2009). Il est fort possible que la 
diminution de l’expression de Syngap1 affecte l’activité synaptique que reçoivent les 
interneurones et par conséquent affecte le développement de la maturation de leur synapse. 
Bien que la fonction de Syngap1 dans les interneurones n’est pas connue, le rôle que joue 
cette protéine au niveau des synapses glutamatergiques comme régulateur négatif de Ras 
suggère que les interneurones GABAergiques affectés par l’haploinsuffisance de Syngap1 
pourraient recevoir une plus grande activité excitatrice due à une augmentation des 
AMPARs via une hyperactivité de ERK (Rumbaugh et al., 2006, Ozkan et al., 2014, 
Clement et al., 2012). En plus de Ras, Syngap1 régule au niveau des neurones excitateurs 
d’autres petites GTPases incluant Rac et Rap (Pena et al., 2008, Carlisle et al., 2008) qui 
sont toutes impliquées dans le développement axonal (Hall and Lalli, 2010). La 
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perturbation de ces voies causée par l’haploinsuffisance de Syngap1 dans les interneurones 
pourrait expliquer en partie les déficits observés. Il sera  donc important d’investiguer dans 
le futur comment la transmission excitatrice est altérée sur les interneurones atteints par 
l’haploinsuffisance de Syngap1 pour pouvoir répondre à ces questions. 
Il est également possible que l’innervation GABAergique sur les interneurones soit 
également diminuée puisque nos résultats semblent indiquer qu’il s’agit d’un effet cellule 
autonome (cell autonomous). Ces interneurones pourraient donc être plus excitables et être 
en mesure de libérer plus de GABA. Ceci pourrait laisser croire que les interneurones 
affectés  par l’haploinsuffisance de Syngap1 devraient plutôt accroître davantage le 
développement de leur innervation. Pourtant, nous observons l’effet contraire. Il se trouve 
que le blocage complet de libération du GABA résulte au contraire à une surcroissance des 
synapses inhibitrices (Wu et al., 2012). Il semble donc que le GABA possède à la fois un 
rôle dans le développement et l’élagage des synapses inhibitrices. Il s’agit donc d’un 
processus dynamique et qui n’est pas incompatible avec nos résultats observés puisqu’un 
certain niveau de transmission GABAergique est nécessaire pour l’élimination des 
synapses inhibitrices au cours du développement.  
De manière intéressante, une étude récente rapporte que les propriétés intrinsèques 
des interneurones PV+ sont modifiées chez les souris Syngap1+/- au cours du 
développement postnatal (Ozkan et al., 2014). Plus précisément, l’excitabilité et la 
fréquence de décharge des interneurones PV+ étaient diminuées entre la 2ème et la 6ème  
semaine après la naissance, mais rétablies à des valeurs normales à la 9ème semaine. Une 
autre explication possible serait que l’excitabilité des interneurones PV+ serait diminuée 
par un phénomène compensatoire au  cours de leur développement qui a également pour 
conséquence la diminution de leur innervation. 
 
5.2.2 L’IMPORTANCE DE L’ACTIVITÉ DANS LE DÉVELOPPEMENT DE L’INNERVATION 
GLUTAMATERGIQUE 
 De manière intéressante, les enregistrements des mEPSCs semblent indiquer une 
augmentation des synapses glutamatergiques dans le cortex S1 des souris dont l’expression 
de Syngap1 n’a été diminuée que dans les interneurones dérivés du MGE. Cet effet ne peut 
donc pas être la conséquence de la fonction cellule autonome de Syngap1. Nous ne savons 
pas à quel moment du développement apparaît cette augmentation des mEPSCs puisque 
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nous avons effectué les enregistrements que chez les souris adultes, mais elle pourrait être 
la conséquence développementale d’un réseau neuronal dont l’inhibition est diminuée. En 
effet, il est possible que la diminution de l’inhibition sur les cellules pyramidales résulte en 
une augmentation de leur activité favorisant le développement de leurs synapses d’une 
manière aberrante. Le cerveau contient tôt dans le développement des connexions 
synaptiques surnuméraires. L’élagage synaptique consiste en l’élimination sélective des 
connexions aberrantes et est un processus nécessaire au développement néonatal du 
cerveau (Luo and O'Leary, 2005, Kano and Hashimoto, 2009). L’activité neuronale est 
nécessaire à ce processus pour permettre de favoriser et stabiliser les connexions 
synaptiques fonctionnelles (Hua and Smith, 2004).  
Cependant, un effet opposé est observé dans l’hippocampe, dont la transmission 
excitatrice semble être diminuée sur les cellules pyramidales au niveau du CA1. Il est 
possible que cette diminution soit le résultat d’une plasticité homéostatique qui est 
déclenchée dans l’hippocampe, mais pas dans le néocortex. La plasticité homéostatique est 
un principe voulant que les circuits neuronaux soient en mesure de réguler de manière 
bidirectionnelle afin d’éviter de devenir hypo- ou hyperexcitable (Lee et al., 2014). Ainsi, 
la force synaptique peut être augmentée ou diminuée afin de permettre un ajustement 
synaptique (synaptic scaling) (Turrigiano and Nelson, 2004).  
 
5.2.3 L’IMPORTANCE TEMPORELLE DE L’EXPRESSION DE SYNGAP1 DANS LES 
INTERNEURONES 
Au cours de la réalisation de ce mémoire, un autre groupe a rapporté que 
l’haploinsuffisance de Syngap1 uniquement dans les interneurones ne causait aucun déficit 
cognitif ou de transmission synaptique sur les cellules principales du cortex (Ozkan et al., 
2014). Cependant, ce groupe a utilisé une lignée de souris conditionnelle sous le contrôle 
du promoteur de Gad2 (Glutamate décarboxylase 2) au lieu de Nkx2.1. Or, il se trouve que 
ces promoteurs sont exprimés à différents stades du développement. Nkx2.1 est exprimé 
dès le stade embryonnaire, aussi tôt que E10,5 (Xu et al., 2008). Gad2, qui code pour 
l’enzyme GAD65 qui, avec GAD67, synthétisent le GABA, n’est exprimé dans certaines 
régions du cerveau qu’après la naissance (Kiser et al., 1998). Par exemple, dans le cortex 
S1, GAD65 n’est exprimée qu’à partir de P6 et il se trouve que Syngap1 est exprimé à 
partir d’E14.5 (Porter et al., 2005), soit quelques jours après Nkx2.1 et son expression 
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atteints un pic entre P7-P14 (Clement et al., 2012). L’expression de GAD65 commence 
donc juste avant que l’expression de Syngap1 atteigne un pic dans le cortex S1. Il est 
possible que l’expression de Syngap1 soit alors suffisante dans les interneurones des souris 
Tg(Gad2-Cre);Syngap1flox/+pour permettre leur développement normal ou compenser les 
déficits que nous avons observés chez les Tg(Nkx2.1-Cre);Syngap1flox/+. De plus, GAD65 
est exprimé par l’ensemble des interneurones GABAergiques alors que Nkx2.1 est exprimé 
principalement par ceux originaires du MGE qui représentent environ 70% des 
interneurones (Kiser et al., 1998, Pinal and Tobin, 1998, Sussel et al., 1999). Les réseaux 
neuronaux sont donc affectés différemment entre les souris Tg(Gad2-Cre);Syngap1flox/+ et 
Tg(Nkx2.1-Cre);Syngap1flox/+ et peuvent donc entreprendre des réorganisations différentes. 
 
5.2.4 UN PHÉNOMÈNE COMPENSATEUR EST PRÉSENT CHEZ LES SOURIS SYNGAP1+/- 
 Bien qu’un phénotype morphologique soit présent, les souris Syngap1+/- ne 
démontrent pas de modification dans les mIPSCs ni dans le cortex S1 ni dans le CA1 de 
l’hippocampe. Traditionnellement, une diminution du nombre de synapses a été associée à 
une diminution de la fréquence des évènements quantiques (Bekkers and Stevens, 1990). 
Cependant, cette interprétation ne tient pas compte de plusieurs aspects de la libération 
quantique. En effet, il possible que la diminution de l’innervation n’affecte pas la fréquence 
des mIPSCs du à une augmentation des zones actives ou à une augmentation du pool de 
vésicules de libération amarrées à la membrane présynaptique (Tyler and Pozzo-Miller, 
2001). Les mIPSCs ne tiennent également pas compte de la probabilité de libération du 
neurotransmetteur. Il est donc possible qu’un déficit d’inhibition sur les cellules 
pyramidales ne soit perceptible uniquement en condition évoquée. 
Pourtant, nos résultats en culture et sur notre modèle transgénique conditionnel 
suggèrent que Syngap1 régule de manière cellule autonome le développement de 
l’innervation et la transmission GABAergique des interneurones qui résultent en une 
diminution des mIPSCs. Il semble donc qu’un phénomène compensatoire soit présent 
lorsque l’haploinsuffisance de Syngap1 affecte l’ensemble des neurones du cerveau. De 
manière intéressante, des études sur le syndrome de Rett, une autre forme de déficience 
intellectuelle causée par une perte de fonction de MeCP2, montrent essentiellement que la 
transmission excitatrice est diminuée avec peu ou pas de modification de la transmission 
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inhibitrice (Dani et al., 2005, Nelson et al., 2006, Sceniak et al., 2015). Pourtant, une étude 
ayant comme modèle une souris transgénique dont l’expression de MeCP2 a été supprimée 
uniquement dans les interneurones cause une réduction de la transmission GABAergique 
qui reproduit plusieurs déficits comportementaux de la maladie (Chao et al., 2010). Ainsi, 
un mécanisme compensatoire n’est pas propre uniquement au gène Syngap1 lorsque 
l’haploinsuffisance n’affecte que les interneurones. Il est possible que les changements 
concomitants de transmission d’inhibition et d’excitation sur les cellules pyramidales et les 
interneurones permettent des modifications de réseaux neuronaux au cours du 
développement qui ne sont pas présents lorsque l’haploinsuffisance de Syngap1 n’affecte 
que les interneurones GABAergiques dérivés du MGE. De  plus, des interneurones ne 
provenant pas du MGE sont également affectés par l’haploinsuffisance de Syngap1 chez 
les souris Syngap1+/-. Certains de ces interneurones, dont les VIP+, forment un réseau 
désinhibiteur à travers le cortex et l’hippocampe en inhibant les interneurones SST+ et PV+ 
dérivés du MGE (Kepecs and Fishell, 2014). Il se peut donc que l’haploinsuffisance de 
Syngap1 dans l’ensemble des interneurones GABAergiques permet des ajustements 
synaptiques homéostatiques qui ne seraient pas engagés lorsque seuls les interneurones 




5.3 L’IMPORTANCE DES INTERNEURONES DANS LA PLASTICITÉ 
SYNAPTIQUE 
 
5.3.1 LA VOIE DE RAS DANS LES INTERNEURONES EST IMPLIQUÉE DANS D’AUTRES 
DÉSORDRES COGNITIFS 
La dérégulation de la voie de Ras est impliquée dans d’autres désordres cognitifs 
(Rauen, 2013). La NF1, en particulier, est causée par des mutations dans le gène Nf1 qui 
est, tout comme Syngap1, une Ras-GAP (Costa et al., 2002). Les modèles de souris 
hétérozygotes montrent des déficits dans la LTP et dans l’apprentissage. Nf1 semble réguler 
la libération du GABA et la diminution de l’expression de ce gène cause une augmentation 
des mIPSCs sur les cellules pyramidales et une hyper-inhibition des réseaux neuronaux qui 
seraient responsables des déficits cognitifs (Fernandez and Garner, 2007). Le groupe 
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d’Alcino Silva a également montré qu’un modèle de souris transgénique dont l’expression 
de Nf1 a été diminuée uniquement dans les interneurones GABAergiques récapitulait les 
déficits cognitifs et de plasticité synaptique observés chez les souris hétérozygotes pour 
Nf1 (Cui et al., 2008). Notre étude sur Syngap1 montre au contraire de la NF1 qu’une baisse 
de l’inhibition qui serait en partie responsable des déficits observés chez les souris 
hétérozygotes pour ce gène. Il semble donc que Syngap1 et Nf1 sont deux Ras-GAP ayant 
un rôle diamétralement opposé dans les interneurones GABAergiques. 
Nous savons qu’au niveau des neurones excitateurs, Syngap1 interagit avec la sous-
unité GluN2 des NMDARs (Kim et al., 2005) et sa fonction Ras-GAP active les voies de 
Ras-ERK et de PI3K (Kim et al., 1998, Chen et al., 1998). Cependant, il n’est pas connu si 
Syngap1 active ces mêmes voies dans les interneurones. Nf1, en plus d’activer Ras, semble 
également pouvoir activer l’adénylate cyclase et la PKA, mais il n’est pas connu avec 
quelle sous-unité des NMDARs elle interagit (Shilyansky et al., 2010). Il est donc possible 
que Syngap1 et Nf1 interagissent avec différents éléments de la PSD et régulent différentes 
voies intracellulaires dans les interneurones. Il est même possible que ces deux Ras-GAP 
soient exprimées à différentes synapses ou différents types d’interneurones 
GABAergiques. Bien que Syngap1 et Nf1 commencent à être exprimés à un stade 
comparable du développement embryonnaire (~E15), le décours temporel de leur 
expression postnatale diffère. Alors que l’expression de Syngap1 atteint un pic vers P7-14 
et se stabilise jusqu’à l’âge adulte, celle de Nf1 est déjà élevée à P2 et diminue 
considérablement vers P7 (Geist and Gutmann, 1996). Il se peut donc également que juste 
après la naissance la fonction de RasGAP soit assurée par Nf1 qui est ensuite assurée à 
partir d’un stade juvénile jusqu’à l’âge adulte par Syngap1. 
 
5.3.2 LA DIMINUTION DE L’INHIBITION EST IMPLIQUÉE DANS D’AUTRES DÉSORDRES 
COGNITIFS 
Nos résultats montrent également que la diminution de l’inhibition serait en partie 
responsable des déficits dans la LTP observée dans l’hippocampe. En effet, les souris 
Tg(Nkx2.1-Cre);Syngap1flox/+ démontrent une diminution de l’expression de la LTP. De 
manière intéressante, une étude sur le gène MeCP2 qui est responsable du syndrome de 
Rett a montré que la perte de ce gène dans les interneurones cause également une 
diminution de la transmission GABAergique menant à une diminution de l’expression de 
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la LTP (Chao et al., 2010). Une possibilité avancée par les auteurs est que la diminution de 
l’inhibition résulte en un réseau neuronal déjà potentialisé qui occlue l’expression de la 
LTP.  
Il existe cependant une explication alternative. Au cours de l’induction de la LTP 
au niveau des synapses CA3-CA1 les cellules en panier se retrouvent également activées, 
causant une inhibition proactive sur les cellules pyramidales et une dérivation (shunting) 
des courants excitateurs. L’inhibition de cette inhibition par différents mécanismes est 
regroupée sous le terme de désinhibition. Une désinhibition réduirait cette dérivation des 
courants excitateurs sur les cellules pyramidales et il en résulteraient alors en une réponse 
postsynaptique plus grande (Ormond and Woodin, 2009). Au contraire, une désinhibition 
diminuée résulterait en une dérivation de courants excitateurs maintenue sur les cellules 
principales. Cette hypothèse est supportée par le fait que la LTP des souris Syngap1+/- soit 
diminuée par rapport aux souris sauvages et en partie rétablie en présence d’un bloqueur 
des GABAARs. 
Nous avons montré que la transmission inhibitrice sur les cellules pyramidales est 
diminuée, mais il est également possible que la transmission inhibitrice sur les 
interneurones GABAergiques eux-mêmes soit également diminuée. Les interneurones, 
particulièrement les interneurones PV+, sont en effet fortement interconnectés entre eux et 
entre différents types. Une diminution de l’inhibition reçue par les neurones inhibiteurs 
donnerait un déficit de désinhibition dans le circuit de l’hippocampe qui pourrait expliquer 
les déficits d’expression de LTP que nous avons rapportés. Certains interneurones SST+ 
qui dérivent du MGE ont pour fonction également de désinhiber les cellules pyramidales 
en inhibant les cellules en panier (Lovett-Barron and Losonczy, 2014).  
Nous avons également rapporté que la phase de PTP chez les souris Syngap1+/- était 
rétablie à des valeurs normales en présence d’un bloqueur des GABAARs, suggérant que 
le déficit observé était dû à un dysfonctionnement des interneurones. L’expression de la 
PTP est essentiellement présynaptique causée par une accumulation de Ca2+ présynaptique 
qui augmente la probabilité de libération du glutamate (Regehr, 2012) (voir section 
1.6.1.4). Toutefois, les courants excitateurs postsynaptiques qui en résultent peuvent 
toujours être dérivés par l’inhibition GABAergique. Le blocage de l’inhibition pourrait 
alors rétablir un déficit de désinhibition qui résulte en une expression normale de la PTP. 
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Cependant, la PTP des souris Tg(Nkx2.1-Cre);Syngap1flox/+ n’était pas modifiée, bien 
qu’une tendance soit présente (Figure 4.8). Il se trouve que le MGE produit environ 70% 
de l’ensemble des interneurones (Kepecs and Fishell, 2014). La majorité des 30% restants 
sont produits au niveau du CGE (Sultan et al., 2013), dont les interneurones VIP+ qui sont 
les principaux interneurones impliqués dans la désinhibition des circuits corticaux et 
hippocampiques (Lovett-Barron and Losonczy, 2014, Kepecs and Fishell, 2014). Il est 
donc possible que nous observions une diminution de la PTP uniquement chez les souris 
Syngap1+/- parce que l’haploinsuffisance de Syngap1 affecte également les interneurones 
VIP+ alors que ces derniers sont en mesure d’assurer leur fonction de désinhibition chez 
les souris Tg(Nkx2.1-Cre);Syngap1flox/+, bien qu’un déficit de désinhibition causé par 
d’autres types d’interneurones pourrait être responsable du déficit d’expression de la LTP 
chez ces souris (Figure 5.2 et Figure 5.3). 
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Figure 5.2. Modèle hypothétique du rôle de l’haploinsuffisance de Syngap1 dans la LTP au niveau du 
CA1 de l’hippocampe. 
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(Haut) Les cellules pyramidales reçoivent des afférences excitatrices par les collatérales de Schaffer 
(synapses CA3-CA1). L’inhibition qu’elles reçoivent provient des interneurones PV+ et SST+. Les 
interneurones VIP+ forment un réseau désinhibiteur, inhibant principalement les interneurones SST, mais 
aussi les interneurones PV+. Les interneurones, particulièrement les PV+, forment également un réseau 
interconnecté. L’ensemble des neurones est affecté par l’haploinsuffisance de Syngap1 chez les souris 
Syngap1+/-(illustré en bleu). Les enregistrements des mIPSCs et mEPSCs suggèrent que la transmission 
synaptique basale n’est pas affectée dans le CA1 des souris Syngap1+/-. 
(Milieu) Au cours de la LTP, les NMDARs des synapses CA3-CA1 se retrouvent activés. Une étude récente 
(Araki et al., 2015) suggère que Syngap1 est dispersé de la synapse suivant l’induction de la LTP, permettant 
l’activation de Ras et l’insertion de nouveaux AMPARs. Les interneurones sont également activés au cours 
de la LTP, causant des IPSPs pouvant causer une dérivation (shunting) de l’excitation. Cette dérivation 
pourrait être en partie contrecarrée par la fonction désinhibitrice des interneurones VIP+ qui sont activés de 
manière transitoire ainsi que par l’inhibition que reçoivent les interneurones PV+. Chez les souris Syngap1+/-
, le mécanisme de dispersion de Syngap1 serait perturbé, menant à une plus faible expression de la LTP  
(Araki et al., 2015). Bien que les mIPSCs et les mEPSCs ne le démontrent pas, il est possible que les réponses 
évoquées des interneurones GABAergiques soient diminuées, ce qui confirmerait nos résultats observés en 
culture. L’ensemble des interneurones GABAergiques étant affecté, il est possible que la fonction de 
désinhibition des interneurones VIP se retrouve diminuée. Cela mènerait à une plus grande dérivation de 
l’excitation, affectant ainsi l’expression de la PTP. 
(Bas) Nos résultats montrent que la PTP est également diminuée chez les souris Syngap1+/-. La PTP est 
rétablie à des valeurs normales en présence de gabazine, un bloqueur GABAARs. Cela suggère fortement que 
la diminution de la désinhibition serait en cause, probablement majoritairement par les interneurones VIP+, 






Figure 5.3. Modèle hypothétique de l’implication de l’haploinsuffisance de Syngap1 dans les 
interneurones GABAergiques dérivés MGE et l’expression de la LTP au niveau du CA1 de 
l’hippocampe. 
(Haut). Nos enregistrements des mEPSCs et mIPSCs suggèrent une diminution de la transmission excitatrice 
et inhibitrice de base sur les cellules pyramidales du CA1 chez les souris Tg(Nkx2.1-Cre);Syngap1flox/+. Seuls 
les interneurones dérivant du MGE, soit les interneurones PV+ et SST+ sont atteints par l’haploinsuffisance 
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de Syngap1 (illustré en rouge). Il est donc possible que l’innervation des interneurones VIP+ ne se retrouve 
pas affectée. 
(Bas). Il est possible que la PTP ne soit pas affectée de manière significative chez les souris Tg(Nkx2.1-
Cre);Syngap1flox/+ parce que les interneurones VIP+ sont en mesure d’assurer leur fonction normale de 
désinhibition. Cependant, il est possible que l’haploinsuffisance de Syngap1 dans les interneurones 
GABAergiques dérivés du MGE perturbe les réseaux neuronaux d’une manière qui affectent l’expression de 
la LTP. En effet, il est possible que l’innervation GABAergique sur les interneurones PV+ soit également 




5.4 PERSPECTIVES FUTURES 
 
5.4.1. L’IMPORTANCE DU STADE DÉVELOPPEMENTAL  
Certaines observations montrent également que les déficits synaptiques observés 
chez les souris Syngap1+/- sont plus sévères au niveau de l’hippocampe chez les jeunes 
animaux que chez les adultes. Particulièrement, le groupe de Gavin Rumbaugh a rapporté 
des modifications dans les mEPSCs au niveau du DG chez les souris âgées de P14, âge 
vers lequel l’expression de Syngap1 atteint un pic, mais ceux-ci disparaissent à l’âge adulte 
(Clement et al., 2012). Les auteurs ont donc suggéré que Syngap1 contrôlerait la trajectoire 
de maturation des synapses excitatrices durant une période critique présente entre P10-P20. 
De manière intéressante, ceux-ci ont également rapporté que les mIPSCs étaient modifiés 
à P14 chez les souris Syngap1+/-. Il serait donc intéressant d’effectuer des enregistrements 
autour de cet âge pour vérifier si un déficit au niveau des mIPSCs est présent dans le CA1 
chez les souris Syngap1+/-. Il serait également intéressant d’effectuer des enregistrements 
aux autres stades du développement des interneurones GABAergiques (P14, P24, P40) 
pour établir le décours temporel de l’apparition des aberrations synaptiques.  
 
5.4.2 LA TRANSMISSION SYNAPTIQUE SUR LES INTERNEURONES AFFECTÉS PAR 
L’HAPLOINSUFFISANCE DE SYNGAP1 
Dans ce mémoire, nous avons montré que la transmission GABAergique des 
interneurones était diminuée lorsque l’expression de Syngap1 était diminuée. Cependant, 
nous n’avons pas montré si la transmission synaptique GABAergique et glutamatergique 
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est affectée sur ces interneurones alors que Syngap1 est une protéine postsynaptique 
(Figure 5.4). Plus particulièrement, comme Syngap1 via l’activation des NMDARs est 
impliquée dans le recrutement des AMPARs dans les cellules pyramidales (Rumbaugh et 
al., 2006), il serait intéressant de vérifier si Syngap1 jouerait un rôle similaire dans les 
interneurones. Cela est d’autant plus important considérant que les NMDARs jouent un 
rôle primordial dans le bon fonctionnement des interneurones PV+ du cortex et de 
l’hippocampe (Carlen et al., 2012, Korotkova et al., 2010). 
Une faiblesse importante avec les enregistrements des courants miniatures 
présentés dans ce mémoire est qu’ils ne reflètent pas le fonctionnement de la transmission 
synaptique active puisqu’ils sont enregistrés en présence de TTX, un bloqueur des 
potentiels d’actions, et qu’ils ne représentent que le relargage constitutif et aléatoire de 
neurotransmetteur. Une alternative aux mEPSCs serait d’enregistrer plutôt les EPSCs 
évoqués (eEPSCs) par stimulation électrique sur les interneurones affectés par 
l’haploinsuffisance de Syngap1 pour déterminer si la transmission excitatrice médiée par 
les potentiels d’action est augmentée. Les réponses évoquées permettraient également de 
mesurer le ratio AMPAR/NMDAR des interneurones pour établir si, comme dans les 
cellules pyramidales, le nombre de AMPARs est augmenté par rapport aux NMDARs de 
manière prématurée (Fuchs et al., 2007, Clement et al., 2013). 
Puisque nos résultats suggèrent que l’haploinsuffisance de Syngap1 dans les 
interneurones diminue l’innervation GABAergique sur les cellules principales, il est 
possible que la transmission inhibitrice sur les interneurones eux-mêmes soit également 
diminuée. Cependant, contrairement aux synapses excitatrices, les synapses inhibitrices 
sont moins ordonnées et il est donc plus difficile de les activer d’une manière fiable à l’aide 
d’une électrode de stimulation. Une solution serait de combiner l’optogénétique avec notre 
modèle de souris transgénique conditionnel pour évoquer les IPSCs (Tye and Deisseroth, 
2012). Les souris Tg(Nkx2.1-Cre);Syngap1flox/+ et Tg(Nkx2.1-Cre) expriment la Cre 
recombinase sous le contrôle du promoteur Nkx2.1. Ainsi, l’injection dans l’hippocampe 
(ou le cortex) de ces souris d’un virus adéno-associé (AAV, adeno associated virus) codant 
pour une channelrhodopsine contenant un codon stop floxé permettrait d’exprimer cette 
dernière uniquement dans les interneurones dérivés du MGE. La channelrhodopsine est un 
canal perméable au Na+ sensible à la lumière bleue d’origine bactérienne (Nagel et al., 
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2003). Par l’optogénétique, il devient alors possible de dépolariser et d’activer avec la 
lumière uniquement les interneurones dérivés du MGE pour enregistrer des IPSCs évoqués 
(eIPSCs) par la lumière sur les interneurones à l’aide d’une pipette contenant du QX-314 
pour éviter que cette dernière décharge en même temps. Cette dernière expérience serait 
particulièrement importante pour confirmer ou infirmer le modèle hypothétique de 
désinhibition impliquée dans la LTP proposé dans ce mémoire (Figure 5.2 et Figure 5.3). 
Une étude récente montre également que les propriétés de décharge des 
interneurones PV+ du néocortex ayant une diminution de l’expression de Syngap1 sont 
modifiées au cours du développement postnatal (Ozkan et al., 2014). Or, les propriétés de 
décharge rapide de ce sous-type d’interneurones sont particulièrement importantes pour 
permettre la synchronisation et la génération des oscillations impliquées dans les fonctions 
cognitives (Hu et al., 2014). Il serait donc fort intéressant de caractériser davantage les 
propriétés intrinsèques des interneurones dérivés du MGE pour vérifier si un déficit 
similaire est présent dans notre modèle de souris transgénique. 
 
 
Figure 5.4. Changements synaptiques hypothétiques sur les interneurones GABAergiques affectés 
par l’haploinsuffisance de Syngap1. 
Puisque Syngap1 est un régulateur de Ras, il est possible que les eEPSCs se retrouvent augmentés sur les 
interneurones affectés par l’haploinsuffisance de Syngap1. Puisque nos données suggèrent que la diminution 
de l’innervation GABAergiques sur les cellules pyramidales est un effet cellule autonome, il est possible que 
l’innervation GABAergiques sur les interneurones se retrouve également diminuée, résultant en une 





5.4.3 L’IMPORTANCE DE LA VOIE DE MTOR DANS LES DÉSORDRES NEUROCOGNITIFS 
 La signalisation de la voie de mTOR (voir 1.6.1.4.3.2) prend une place 
grandissante dans les maladies neuropsychiatriques. La perturbation de mTOR mène à une 
synthèse protéique excessive qui serait responsable de l’autisme et de plusieurs syndromes 
(Gkogkas et al., 2013, Auerbach et al., 2011). Dans les neurones excitateurs, Syngap1 
module ERK, qui est en amont de mTOR (Buffington et al., 2014), ce qui laisse croire que 
la synthèse protéique est également perturbée au cours du développement chez les  souris 
Syngap1+/- (Wang et al., 2013). Cette synthèse protéique est notamment nécessaire pour la 
l-LTP et serait impliquée dans la consolidation de la mémoire. 
Or, une critique possible envers le travail présenté dans ce mémoire est que le déficit 
de la e-LTP n’est que très faible chez les souris Tg(Nkx2.1-Cre);Syngap1flox/+ une heure 
après l’induction et qu’ il est probable qu’une telle diminution de la LTP ne reflète pas un 
déficit comportemental. Cependant, le fait que Syngap1 est en amont de la voie de mTOR 
laisse croire qu’un déficit plus significatif serait présent durant la l-LTP lorsque la synthèse 
protéique est plus présente. Il serait donc intéressant d’étudier la LTP au niveau du CA1 de 
l’hippocampe à l’aide d’un protocole pouvant induire la l-LTP (4x100Hz) chez les souris 
Tg(Nkx2.1-Cre);Syngap1flox/+. Cette expérience permettra de vérifier l’importance des 
interneurones sur la plasticité synaptique des cellules principales. 
 
5.4.4 L’HAPLOINSUFFISANCE DE SYNGAP1 DANS LES INTERNEURONES ET 
L’APPRENTISSAGE DÉPENDANT DE L’HIPPOCAMPE 
 L’haploinsuffisance de Syngap1 dans les interneurones semble causer un déficit 
plus sévère au niveau de l’hippocampe qu’au niveau du cortex. En effet, nous avons montré 
que la diminution des mIPSCs affecte davantage le CA1 de l’hippocampe que le cortex S1. 
Si les expériences sur la l-LTP sont plus concluantes que la e-LTP, il serait alors intéressant 
de tester si des déficits d’apprentissage dépendant de l’hippocampe sont présents chez les 
souris Tg(Nkx2.1-Cre);Syngap1flox/+. De plus, plusieurs études ont rapporté des déficits 
d’apprentissages hippocampiques chez les souris Syngap1+/- (Ozkan et al., 2014, Muhia et 
al., 2012, Clement et al., 2012, Muhia et al., 2010). Les déficits hippocampiques peuvent 
être évalués par des tests de mémoire spatiale comme la piscine de Morris (Morris, 1984), 




5.4.5 L’IMPORTANCE DES DIFFÉRENTES AIRES DU CORTEX DANS LA COGNITION 
 Dans ce mémoire, nous avons montré que la transmission synaptique GABAergique 
était modifiée dans le cortex S1 des souris ayant une diminution de l’expression de 
Syngap1. Or, aucun des tests comportementaux étudiés n’implique le traitement sensoriel, 
qui a été rapporté être dysfonctionnel chez plusieurs modèles animaux de désordres 
cognitifs (Tabuchi et al., 2007, Bureau et al., 2008, Harlow et al., 2010, Goncalves et al., 
2013). Un moyen de vérifier si les déficits dans le cortex S1 se traduisent en des déficits 
comportementaux serait d’étudier le comportement des souris relié à l’utilisation des 
vibrisses (Brecht, 2007). 
 Les résultats préliminaires de notre groupe suggèrent que l’haploinsuffisance de 
Syngap1 dans les interneurones dérivés du MGE cause des déficits essentiellement dans la 
mémoire de travail et l’interaction sociale. Or, ces déficits cognitifs dépendent davantage 
du cortex préfrontal (D'Esposito et al., 1995, Nadler et al., 2004, Silverman et al., 2010). Il 
serait donc nécessaire d’étudier le cortex préfrontal afin de confirmer si la transmission 
synaptique et l’innervation GABAergique aberrante sont également présentes. 
 
5.4.6 LA FONCTION DES DIFFÉRENTES ISOFORMES DE SYNGAP1 
SYNGAP1 possède également plusieurs sites d’épissage alternatifs menant à la 
production de différentes isoformes tant en N-terminal  qu’en C-terminal interagissant avec 
différents éléments de la PSD (voir Annexe 1 : Isoformes de SYNGAP1) (Kim et al., 1998, 
Li et al., 2001, McMahon et al., 2012). Ces isoformes ont également des fonctions 
différentes et pourraient expliquer les résultats contradictoires sur Syngap1 par différents 
groupes de recherche. En effet, l’isoforme Syngap1α1 semble avoir comme fonction de 
diminuer la transmission synaptique, mais l’isoforme Syngap1α2 semble avoir comme 
fonction de l’augmenter (voir Figure A1.1). Or, il existe déjà des anticorps contre ces deux 
isoformes (McMahon et al., 2012). Il serait donc intéressant de vérifier quelles isoformes 
sont exprimées au niveau du cortex et de l’hippocampe puisque ces deux régions du 
cerveau démontrent un phénotype différent à l’âge adulte. Laquelle ou lesquelles de ces 
isoformes sont exprimées dans les interneurones n’est pas connu. Il serait donc également 
intéressant de voir si les interneurones et les cellules pyramidales expriment ou non les 





Le travail présenté dans ce mémoire montre le rôle que Syngap1 possède dans le 
développement de la transmission synaptique des interneurones GABAergiques. La 
diminution d’expression de Syngap1 dans les interneurones contribuerait en partie aux 
déficits observés chez les sujets atteints de déficience intellectuelle causée par 
l’haploinsuffisance de ce gène. Ainsi, la fonction de Syngap1 dans les interneurones 
supporte un rôle grandissant du dysfonctionnement des interneurones GABAergiques dans 
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ANNEXE 1 : ISOFORMES DE SYNGAP1 
 
 
SYNGAP1 possède également plusieurs sites d’épissage alternatifs menant à la 
production de différentes isoformes (Kim et al., 1998, Li et al., 2001, McMahon et al., 
2012). Les isoformes N-terminaux sont nommées Syngap1A, -B et –C alors que les 
isoformes C-terminaux sont nommées Syngap1α1, -α2, -β et γ (McMahon et al., 2012). De 
plus, différentes combinaisons existent entre les isoformes en N- et en C-terminal. Très peu 
est connu des isoformes N-terminal, mais il semble que leur expression est régulée 
différemment selon l’activité synaptique et l’âge (McMahon et al., 2012).  
 
 
Figure A1.1. Isoformes de Syngap1 
Adaptée de (McMahon et al., 2012) 
 
À l’exception de Syngap1C, toutes les isoformes sont composées d’un domaine 
d’homologie de pleckstrine (PH) un domaine C2, un domaine RasGAP. L’isoforme 
Syngap1α1, qui possède le motif de liaison PDZ et est celui le plus étudié et qui a été décrit 
dans ce mémoire. L’isoforme Syngap1α2 possède un domaine TADH, mais l’absence du 
domaine QTRV n’empêche pas sa localisation à la PSD (Yang et al., 2013). L’isoforme 
Syngap1β quant à lui possède un domaine GAAPGPPRHG et peut lier directement la forme 
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non-phosphorylée de la CaMKIIα (Li et al., 2001). Finalement, l’isoforme Syngap1γ 
possède un domaine LLIR. Les isoformes Syngap1α1 et Syngap1α2 exercent également 
des effets opposés sur la force synaptique. Alors que la surexpression de Syngap1α1 dans 
les neurones en cultures diminue la transmission synaptique telle que rapportée par les 
études précédentes, Syngap1α2 l’augmente (Figure A1.1) (McMahon et al., 2012).  
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ANNEXE 2 : PROJET DE COLLABORATION SUR TSC1 
 
 
A2.1 DESCRIPTION DU PROJET 
 
Au cours de ma maîtrise, j’ai eu l’occasion de participer à un projet de collaboration 
dans le laboratoire du Dr. Jean-Claude Lacaille. J’ai pu travailler avec Dre. Ilse Riebe, 
stagiaire post-doctorante chez Dr Lacaille, sur un autre modèle de déficience intellectuelle, 
la sclérose tubéreuse. Cette dernière est caractérisée par la présence de tumeurs bénignes 
dans différents organes y compris le cerveau, qui montre la présence de masses tubéreuses 
intracorticales qui sont à l’origine du nom de la maladie. Les patients peuvent également 
présenter des crises épileptiques et de l’autisme (Kirschstein, 2012).  
La sclérose tubéreuse a été associée à deux gènes, TSC1  (tuberous sclerosis 
complex 1) présent sur le chromosome 9 (van Slegtenhorst et al., 1997) et TSC2 présent 
sur le chromosome 16 (European Chromosome 16 Tuberous Sclerosis, 1993). Ces deux 
gènes codent pour deux protéines régulant négativement la voie de mTORC1 (Costa-
Mattioli and Monteggia, 2013). Le dysfonctionnement de cette voie a également été associé 
à d’autres désordres neurodévelopementaux comme le FXS. La voie de mTORC1 est 
impliquée dans de nombreuses fonctions comme la croissance cellulaire et le contrôle de 
la traduction de protéines. Particulièrement, cette synthèse protéique est nécessaire pour la 
plasticité synaptique qui inclue la phase tardive (l-LTP) de certaines formes de LTP  (voir 
section 1.6.1.4) (Buffington et al., 2014). La l-LTP serait le processus cellulaire de la 
consolidation de la mémoire, permettant le passage de la mémoire à court terme, qui dure 
quelques heures, à la mémoire à long terme qui peut perdurer des jours, voire toute une vie 
(Gkogkas et al., 2010). La perte de l’un ou l’autre de ces deux gènes résultent en une 
hyperactivation de la voie de mTORC1. Chez les modèles de souris mutante pour Tsc1 ou 
Tsc2, l’hyperactivation de mTORC1 cause des altérations de structures et de plasticité 
synaptiques ainsi que des anomalies de comportement. (Kirschstein, 2012).  
Cependant, Tsc1 et Tsc2 sont exprimés dans les cellules principales, mais également 
dans les interneurones. Comment cette hyperactivation mTORC1 affecte les différents 
sous-types cellulaires et son implication dans le fonctionnement des réseaux neuronaux est 
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encore peu connue. Comme nous l’avons vu, les interneurones sont impliqués dans 
l’intégration temporelle de l’information neuronale et la génération d’oscillations des 
réseaux neuronaux impliquées dans les fonctions cognitives (Di Cristo et al., 2011). Dans 
ce projet de collaboration, nous nous sommes plus particulièrement intéressés sur le rôle 
de Tsc1 dans les interneurones sur le fonctionnement des réseaux neuronaux de 
l’hippocampe. 
À cette fin, un modèle de souris transgéniques Nkx2.1-Cre;Tsc1flox/+ a été généré 
afin d’abolir l’expression de Tsc1 uniquement dans les interneurones dérivés du MGE. Sur 
ce projet, j’ai étudié si l’expression de la l-LTP était affectée chez ces souris. J’ai donc 
réalisé des enregistrements de fEPSPs sur tranches aiguës d’hippocampe dans la région du 
CA1.  
Les résultats montrent dans un premier temps que les propriétés de base de la 
transmission synaptique sont inchangées chez les souris Nkx2.1-Cre;Tsc1flox/+  lorsque 
comparées à leurs contrôles, soit les souris Nkx2.1-Cre;Tsc1+/+ (Figure A2.1). Les deux 
groupes démontrent une facilitation par impulsion appariée similaire (ANOVA à deux 
facteurs, F(1, 36) = 0,017, p = 0,89), suggérant qu’il n’y a pas de changement de la probabilité 
de libération de glutamate. Les réponses d’entrée et de sortie synaptiques étaient également 
semblables, bien que celles des souris Nkx2.1-Cre;Tsc1flox/+ tendent à être augmentées, 
suggérant qu’il n’y ait pas de modification de la réponse postsynaptique basale (ANOVA 
à deux facteurs, F(1, 18) = 0,69, p = 0,41). De manière intéressante, les résultats montrent 
que les souris Nkx2.1-Cre;Tsc1flox/+ avaient un déficit de l-LTP par rapport à leurs contrôles 
trois heures après l’induction par un protocole classique composé de 4 HFS séparés de 5 
minutes (4x100Hz) (Figure A2.2). En effet, la l-LTP chez les souris Nkx2.1-Cre;Tsc1flox/+ 
n’était que de 141,8±14,0% alors qu’elle était de 217,0±15,4% chez les souris contrôles 
(test t non apparié, **p<0,01). 
Ces résultats montrent donc que l’haploinsuffisance de Tsc1 uniquement dans les 
interneurones cause des déficits de plasticité synaptique et pourrait contribuer aux déficits 
cognitifs observés dans la maladie. De manière intéressante, mTOR est régulé par ERK et 
PI3K qui sont tous les deux en aval de Syngap1 (Krab et al., 2008).  La dérégulation en 
amont ou en aval de ces plusieurs voies intracellulaires convergentes uniquement dans les 
interneurones semble être en mesure de causer des déficits de plasticité synaptique. 
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mTORC1 semble devenir une voie centrale de plusieurs troubles neurocognitifs non 









Figure A2.1 Les propriétés de base de la transmission synaptique des souris Nkx2.1-Cre;Tsc1flox/+ ne 
sont pas modifiées. 
(Haut) La facilitation par impulsion des souris Nkx2.1-Cre;Tsc1flox/+ est comparable à celles des souris 
contrôles Nkx2.1-Cre;Tsc1+/+ (ANOVA à deux facteurs, F(1, 36) = 0,017, p = 0,89). (Bas) L’entrée et la 









Figure A2.2 la l-LTP est diminuée chez les souris Nkx2.1-Cre;Tsc1flox/+. 
Les souris contrôles Nkx2.1-Cre;Tsc+/+ (test t apparié, ***p<0,001) et les souris Nkx2.1-Cre;Tsc1flox/+ (test t 
apparié, *p<0,05) exprimaient toutes les deux une l-LTP trois heures après induction par un protocole 
composé de 4x100Hz. Cependant, la l-LTP des souris Nkx2.1-Cre;Tsc1flox/+ était considérablement plus faible 
que celles des contrôles (test non apparié, p<0,01). 
xxvii 
 
