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Abstract
We extend the perturbative approach developed in an earlier work to deal
with Lagrangians which have arbitrary higher order time derivative terms for both
bosons and fermions. This approach enables us to find an effective Lagrangian with
only first time derivatives order by order in the coupling constant. As in the pure
bosonic case, to the first order, the quantized Hamiltonian is bounded from below
whenever the potential is. We show in the example of a single complex fermion that
higher derivative interactions result in an effective mass and change of vacuum for
the low energy modes. The supersymmetric noncommutative Wess-Zumino model
is considered as another example. We also comment on the higher derivative terms
in Witten’s string field theory and the effectiveness of level truncation.
1 Introduction
It is generally assumed that the equation of motion for a bosonic variable is a second
order differential equation, and that for a fermionic variable is first order. Problems
arise immediately when modifications by higher derivative terms are introduced. For
example, even in the classical regime, acausal behavior or runaway solutions appear
for charged point particles due to radiation reaction which is a 3rd derivative term.
In general, canonical formulation [1] always leads to a spectrum which is unbounded
from below for higher derivative theories. For quantum field theories, higher derivatives
often imply nonrenormalizability or violation of unitarity. However, there are counter-
examples [2], and in fact higher derivatives can be used to improve the behavior of
quantum field theories by regularizing the ultra-violet divergences [3]. Moreover, apart
from the technical difficulty, there is no known physical reason why nature should abhor
higher derivative interactions. We are justified to ignore higher derivatives only in the
low energy limit, and it would be a great puzzle if we will never need higher derivative
terms in formulating fundamental theories. In fact, in string field theory there are indeed
infinite higher derivatives. For instance, in Witten’s bosonic open string field theory [4],
any field f appears in the interaction as [5]
f˜ ≡ ea2∂µ∂µf, (1)
where a2 = ln(3
√
3/4)α′. See [6] for references to higher derivative (and nonlocal) theories
and their applications.
In a previous work [6], we considered a perturbative approach to higher derivative the-
ories, which is equivalent to the approach of [7]. It deals with Lagrangians whose kinetic
term is the same as that for ordinary free fields, and all higher derivative terms appear
only in the interaction terms. In a perturbative expansion of the coupling constant,
higher derivative terms are replaced by lower derivative terms. An effective Lagrangian
is obtained in the end with only first derivatives, and its quantization is straightforward.
This formulation is closely related to the approach of Yang and Feldman [8] which di-
rectly deals with the equations of motion at the quantum level. Recently, it was shown
that the perturbative treatment of field theories on noncommutative spacetime in the
spirit of [8] is unitary [9, 10].
The physical motivation for the perturbative approach is the following. To extend
the range of validity of a physical model to higher energies, we might need to add new
interaction terms with higher derivatives. However, no matter how small the coupling
is, this would imply a sudden increase in the dimension of phase space according to the
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canonical formulation. Furthermore, the Hamiltonian always becomes unbounded from
below. It is thus natural to carry out a projection back to the original phase space, which
is called the “reduced phase space”, so that the new interaction term will not abruptly
change the theory into a completely new theory that we don’t know how to handle. We
showed that the Hamiltonian on the reduced phase space is bounded from below at least
to the first order [6] (whenever the potential is).
To demonstrate the physical meaning of the perturbative approach more explicitly,
we showed in the example of a coupled spring system [6] that the perturbative approach
gives the correct description of the normal mode with lower natural frequency while
ignoring the other normal mode with higher natural frequency.
The purpose of this paper is to extend our previous work to include fermions, and
to examine the effects of higher derivative interactions on fermionic fields. Interesting
results are obtained. Due to the anticommutativity of fermions, the effect of higher
derivative terms is more severely restricted than bosons in the perturbative approach.
For the case of a single complex fermion in 0+1 dimension, we find that, to all orders,
the effect of arbitrary higher derivative interactions is always equivalent to a change of
vacuum and an effective mass.
A natural question about higher derivative theories is whether supersymmetry can
cure the problem of the Hamiltonian being unbounded from below. We will show in
an example that in the canonical formulation, the quantization of fermions with higher
derivatives will destroy the reality conditions. Thus the supercharge Q will not be Her-
mitian, and we can not conclude that H ≥ 0 from the SUSY algebra H ∼ Q2. We
will apply the perturbative approach to the 1 + 1 dimensional supersymmetric noncom-
mutative Wess-Zumino model [11] as an example. The perturbative approach not only
provides a consistent quantization but also preserves supersymmetry.
Another interesting observation we make in this paper is that the higher derivatives
in (1) effectively increase the interaction strength for fields of higher levels. This makes
the technique of level truncation less effective for fluctuation modes compared with the
zero modes in the string field theory.
This paper is organized as follows. We show in sec.2 that higher derivative terms
introduce a different problem for fermions in the canonical formulation. The problem is
that canonical quantization is not consistent with the reality (Hermiticity) condition on
fields. In sec.3, we extend our previous work to the generic case with arbitrary numbers
of bosons and fermions. Explicit results to the first order are given, showing that the
Hamiltonian becomes bounded from below when the potential is. We describe how to
carry out this procedure to an arbitrary order. We prove that the perturbative approach is
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consistent to all orders and that the effect of higher derivative terms is properly preserved
in this approach. The case of a single complex fermion in 0+1 dimension is considered
as a simple example. We find that the effect of any higher derivative interactions for this
case sums up to a change of vacuum and an effective mass, to arbitrary orders. We also
consider the noncommutative Wess-Zumino model to the first order as another example.
For Witten’s open string field theory, we find that the higher derivatives in (1) make
level truncation less effective for fluctuation modes. These examples are given in sec.4.
Finally, in sec.5, we further extend our approach to a larger reduced phase space which
contains fields with derivatives up to any finite order.
2 Canonical Formulation
Consider the canonical formulation with higher time derivatives for both bosons and
fermions. The Lagrangian is
L0(Φ
(i)
a ,Ψ
(j)
a′ ), (2)
where Φ(i)a (Ψ
(j)
a′ ) is the i(j)-th time derivative of the a(a
′)-th boson (fermion), a(a′) =
1 · · ·MB(MF ) and i(j) = 1 · · ·NB(NF ).
Let us apply the formalism of [12]. The variation of the action
S =
∫ tf
ti
dt L0
with respect to Φa,Ψa′ is found to be the time integral of the Euler-Lagrange equations
NB∑
i=0
(
− d
dt
)i
∂L0
∂Φ
(i)
a
= 0, (3)
NF∑
j=0
(
− d
dt
)j
∂L0
∂Ψ
(j)
a′
= 0 (4)
multiplied by δΦa, δΨa′ from the right, plus a boundary termMB∑
a=1
NB−1∑
i=0
PaiδΦ
(i)
a +
MF∑
a′=1
NF−1∑
j=0
Qa′jδΨ
(j)
a′
tf
ti
, (5)
where Pai and Qa′j are the conjugate momenta of Φ
(i)
a and Ψ
(j)
a′ given by
Pai =
NB−i−1∑
k=0
(
− d
dt
)k
∂L0
∂Φ
(i+k+1)
a
, (6)
Qa′j =
NF−j−1∑
h=0
(
− d
dt
)h
∂L0
∂Ψ
(j+h+1)
a′
. (7)
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In the above, ∂
∂Ψ
is defined to be the derivative with respect to Ψ from the right. The
symplectic structure can be directly read off from the boundary term (5) as
Ω =
MB∑
a=1
NB−1∑
i=0
dPaidΦ
(i)
a +
MF∑
a′=1
NF−1∑
j=0
dQa′jdΨ
(j)
a′ . (8)
Note that dΦ’s are anticommuting variables while dΨ’s are commuting variables.
In the canonical formulation, the Hamiltonian is
H =
MB∑
a=1
NB−1∑
i=0
PaiΦ
(i)
a +
MF∑
a′=1
NF−1∑
j=0
Qa′jΨ
(j)
a′ − L0. (9)
Assuming that the action is nondegenerate, that is, the definition of Pa(NB−1) in (6) can
be used to solve ΦNBa as a function of Pa(NB−1) and Φ’s. This implies that the Hamiltonian
is unbounded from below because it is linear in all Pai for i < (NB − 1). Thus we expect
violation of unitarity after standard quantization of the system.
Now we consider the fermions. The classical Hamiltonian of a fermion is typically
unbounded from below even without higher derivatives. Yet canonical quantization leads
to a spectrum which is bounded from below by filling the Dirac sea. This difference
between the bosons and fermions raises a puzzle. What happens if we have a higher
derivative theory with supersymmetry, where the bosonic spectrum should be identical
to the fermionic spectrum?
It turns out that the problem of femions with higher time derivatives is that the
canonical quantization is inconsistent with the reality conditions, and thus violation of
unitarity is also expected. Let us consider the simplest example of a real fermion ψ in
0+1 dimension with the Lagrangian
L0 = iψψ˙ + igψ˙ψ¨. (10)
The sympletic form is
Ω = i
(
dφdφ+ gdψ˙dψ˙ − g2dψ¨dψ¨
)
, (11)
where φ ≡ ψ − gψ¨. The Poisson brackets are
(φ, φ) = i, (ψ˙, ψ˙) = i/g, (ψ¨, ψ¨) = −i/g2. (12)
Upon quantization, we replace Poisson brackets by anticommutators for fermions, up to
a factor of ±i. For the two possible choices of sign
{·, ·} = i(·, ·), or {·, ·} = −i(·, ·), (13)
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we will have either
φ2 < 0, or ψ¨2 < 0, (14)
which is inconsistent with the fact that ψ is real. This implies that the supercharge Q is
not Hermitian. In fact the quantization is simply inconsistent. Hence we find that the
problem for fermions with higher derivative Lagrangians can be even more serious than
bosons.
3 Perturbative Approach
In this paper we focus on Lagrangians of the form
L = LB + LF − λV, (15)
where λ is the coupling constant, LB and LF are the free field Lagrangians for bosons
and fermions, and V is the interaction piece where higher derivative terms reside. More
explicitly, we have
LB =
∑
a
1
2
Φ˙2a −
∑
a
1
2
mBabΦaΦb, (16)
LF =
∑
a′
i
1
2
Ψa′Ψ˙a′ −
∑
a′,b′
i
1
2
mFa′b′Ψa′Ψb′ , (17)
V = V (Φ(i)a ,Ψ
(j)
a′ ), (18)
where mB is symmetric and mF is antisymmetric. We will give the prescription for the
perturbative approach for such Lagrangians in this section.
To be general, let us consider the cases with infinite order time derivatives. Under
variation the action is
δS = −
∫
dt
(∑
a
(EOMB)aδΦa +
∑
b′
(EOMF )b′δΨb′
)
+
[
∞∑
k=0
PakδΦ
(k)
a +
∞∑
h=0
Qb′hδΨ
(h)
b′
]tf
ti
,
(19)
where the equations of motion for bosons and fermions are
(EOMB)a ≡ Φ¨a +
∑
b
mBabΦb + λ
∞∑
i=0
(
− d
dt
)i
∂V
∂Φ
(i)
a
, (20)
(EOMF )a′ ≡ iΨ˙a′ − i
∑
b′
mFa′b′Ψb′ + λ
∞∑
i=0
(
− d
dt
)i
∂V
∂Ψ
(i)
a′
. (21)
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According to (6) and (7), the canonical momenta Pa and Qb′ are
Pak = Φ˙aδk0 − λ
∞∑
i=k+1
(
− d
dt
)(i−k−1)
∂V
∂Φ
(i)
a
, (22)
Qa′k =
1
2
Ψa′δk0 − λ
∞∑
i=k+1
(
− d
dt
)(i−k−1)
∂V
∂Ψ
(i)
a′
. (23)
The symplectic two-form is given by (8).
3.1 First Order Approximation
Following [6], we will construct the effective action without higher derivatives for a re-
duced phase space which is appropriate for the low energy, weak coupling regime. We
will keep Ψ for fermions and Φ, Φ˙ for bosons as the variables for our reduced phase space.
Our strategy is to use the equations of motion to replace higher derivative terms by lower
derivative ones. To the lowest order,
Φ(n)a ≃

∑
bM
B(n
2
)
ab Φb (n = even),∑
bM
B(n−1
2
)
ab Φ˙b (n = odd),
Ψ
(n)
a′ ≃
∑
b′
M
F (n)
a′b′ Ψb′, (24)
where
MB(n)ana0 ≡

∑
an−1 · · ·
∑
a1(−mBanan−1) · · · (−mBa1a0) (n ≥ 2),
−mBa1a0 (n = 1),
δana0 (n = 0);
(25)
M
F (n)
a′na
′
0
≡

∑
a′
n−1
· · ·∑a′1(mFa′na′n−1) · · · (mFa′1a′0) (n ≥ 2),
ma′1a′0 (n = 1),
δa′na′0 (n = 0).
(26)
The symplectic two-form (8) reduces to
[Ω]1 =
∑
a
dpa0dΦa + dpa1dΦ˙a +
∑
a′
dqa′dΨa′ , (27)
where
pa0 = Φ˙a − λξa0, pa1 = −λξa1, qa′ = i
2
Ψa′ − λξa′2, (28)
and
ξa0 =
MB∑
b=1
∞∑
j=0
∞∑
i=2j+1
M
B(j)
ab
(− d
dt
)i−2j−1
∂V
∂Φ
(i)
b

1
, (29)
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ξa1 =
MB∑
b=1
∞∑
j=0
∞∑
i=2j+2
M
B(j)
ab
(− d
dt
)i−2j−2
∂V
∂Φ
(i)
b

1
, (30)
ξa′2 =
MF∑
b′=1
∞∑
j=0
∞∑
i=j+1
M
F (j)
b′a′
(− d
dt
)i−j−1
∂V
∂Ψ
(i)
b′

1
. (31)
Here [·]1 refers to the replacement of higher derivative terms by functions of Φ, Φ˙ and Ψ˙
via (24).
Explicitly, the symplectic two-form is
[Ω]1 =
∑
ab
{[
−δab + λ
(
∂ξa0
∂Φ˙b
− ∂ξb1
∂Φa
)]
dΦadΦ˙b + λ
∂ξa0
∂Φb
dΦadΦb + λ
∂ξa1
∂Φ˙b
dΦ˙adΦ˙b
}
+
∑
a′b′
[
i
δa′b′
2
− λ∂Rξa′2
∂Ψb′
]
dΨa′dΨb′
+
∑
a,a′
{
λ
(
∂Rξa0
∂Ψa′
− ∂ξa′2
∂Φa
)
dΦadΨa′ + λ
(
∂Rξa1
∂Ψa′
− ∂ξa′2
∂Φ˙a
)
dΦ˙adΨa′
}
. (32)
Inverting the symplectic 2-form, we find the Poisson brackets to the lowest order in λ
(Φa, Φ˙b) = δab + λ
(
∂ξb0
∂Φ˙a
− ∂ξa1
∂Φb
)
, (33)
(Φa,Φb) = λ
(
∂ξa1
∂Φ˙b
− ∂ξb1
∂Φ˙a
)
, (34)
(Φ˙a, Φ˙b) = λ
(
∂ξa0
∂Φb
− ∂ξb0
∂Φa
)
, (35)
(Ψa′ ,Ψb′) = −iδa′b′ − λ
(
∂ξb′2
∂Ψa′
+
∂ξa′2
∂Ψb′
)
, (36)
(Φa,Ψb′) = −iλ
(
∂ξb′2
∂Φ˙a
− ∂ξa1
∂Ψb′
)
, (37)
(Φ˙a,Ψb′) = iλ
(
∂ξb′2
∂Φa
− ∂ξa0
∂Ψb′
)
. (38)
Remarkably, by a simple change of variables
ϕa = Φa + λξa1, pia = Φ˙a − λξa0, ψa′ = Ψa′ + iλξa′2, (39)
the Poisson brackets can be put in the standard form
(ϕa, pib) = δab, (ψa′ , ψb′) = −iδa′b′ , (40)
with all other Poisson brackets vanishing.
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The Hamiltonian for the reduced phase space variables is defined as
H˜1 =
[∑
a
(pa0Φ˙a + pa1Φ¨a) +
∑
a′
qa′Ψ˙a′ − L
]
1
. (41)
In terms of the new variables ϕ, pi and ψ, it is
H˜1 =
∑
a
1
2
pi2a +
∑
a,b
1
2
mBabϕaϕb +
∑
a′,b′
i
2
mFa′b′ψa′ψb′ + λ[V ]1(ϕ, pi, ψ). (42)
Note that, if the potential V is bounded from below, the first order Hamiltonian is
also bounded from below. One can check that the Hamilton equations
ϕ˙a = (ϕa, H˜1), p˙ia = (pia, H˜1), ψ˙a′ = (ψa′ , H˜1) (43)
reproduce the equations of motion (20), (21) to the first order in λ.
For the reduced phase space, the effective Lagrangian corresponding to the Hamilto-
nian (43) is found to be
L˜1 =
1
2
∑
a
ϕ˙2a −
∑
a,b
mBab
2
ϕaϕb +
∑
a′
1
2
iψa′ ψ˙a′ −
∑
a′b′
1
2
imFa′b′ψa′ψb′ − λ[V ]1(ϕ, ϕ˙, ψ). (44)
Its Euler-Lagrange equation agrees with the original system to the first order in λ. For this
construction of the effective Lagrangian to be self-consistent, we also need the conjugate
momenta of ϕ and ψ defined from the effective Lagrangian (44) to agree with (39). While
the consistency for the fermions is trivial, for the bosons we need to use the identity
ξa0 + [ξ˙a1]1 =
∂[V ]1
∂Φ˙a
, (45)
which can be verified using (29) and (30). Since the final expression of the Lagrangian
(44) contains only first derivatives, its quantization is straightforward.
The general result (44) is very useful. It says that, to the first order approximation,
in terms of some new variables, the effective Lagrangian is formally the same as sim-
ply reducing all higher dervative terms in the original Lagrangian to lower derivatives
according to the free field equations.
As Lagrangians are only defined up to total derivatives, let us comment on the differ-
ence total derivative terms can make. Starting with two Lagrangians differing from each
other only by total derivatives, their effective actions (44) will appear to be different.
But this difference simply originates from a different definition of the variables ϕ, ψ, and
the effective Lagrangians are in fact equivalent.
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3.2 Higher Order Approximation
For higher order corrections, we first iterate the equations of motion (20), (21) up to a
certain order O(gn). For example, to the first order,
Φ¨a → −
∑
b
mBabΦb − λ
∞∑
i=0
(− d
dt
)i
∂V
∂Φ
(i)
a

1
, (46)
Ψ˙a′ →
∑
b′
mFa′b′Ψb′ + iλ
∞∑
j=0
(− d
dt
)j
∂V
∂Ψ
(j)
a′

1
. (47)
Higher derivatives of Φa, Ψa′ can also be replaced by functions of Φa, Φ˙a and Ψa′ up to
the same order in λ by differentiating with respect to time and repeatedly using (46),
(47) as
Φ(n)a ≃

∑
b
(
M
B(n/2)
ab Φb − λ
∑n/2
l=1
∑∞
k=0
[
M
B(n/2−l)
ab
(
− d
dt
)k+2l−2
∂V
∂Φ
(k)
b
]
1
)
(n = even),∑
b
(
M
B(n−1)/2
a,b Φ˙ + λ
∑(n−1)/2
l=1
∑∞
k=0
[
M
B((n−1)/2−l)
ab
(
− d
dt
)k+2l−1
∂V
∂Φ
(k)
b
]
1
)
(n = odd),
(48)
Ψ
(n)
a′ ≃
∑
b′
M (n)a′b′Ψb′ + iλ ∞∑
j=0
n∑
l=1
MF (n−l)a′b′
(
− d
dt
)j+l−1
∂V
∂Ψ
(j)
b′

1
 . (49)
In general, we can always have all Φ(n)a , Ψ
(n)
a′ expressed as functions of Φa, Φ˙a and Ψa′
only, up to any given order O(λp). This helps us to derive the effective symplectic form
from (8)
[Ω]p =
∑
a,a′
[
dPaidΦ
(i)
a + dQa′idΨ
(i)
a′
]
p
, (50)
where the bracket [ · ]p means to replace all higher derivatives of Φa and Ψb by functions
of Φa, Φ˙a and Ψb up to order λ
p. The final Hamiltonian is defined by (41) with [ · ]1
replaced by [ · ]p. The Hamilton equations will give the equations of motion up to
O(λp+1).
3.3 To All Orders: A Formal Proof
Now we give a formal proof for the self-consistency of the perturbative formulation. From
the equations of motion (20), (21), assume that one can find an exact solution (to all
orders in λ)
Φ¨a = ha(Φb, Φ˙b,Ψb′), Ψ˙a′ = fa′(Φb, Φ˙b,Ψb′) (51)
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for certain functions f and h by infinite iteration (or inspiration). From this, higher
derivatives of Φa and Ψa′ can be written as functions on the reduced phase space
Φ(i)a = hai(Φb, Φ˙b,Ψb′), Ψ
(i)
a′ = fa′i(Φb, Φ˙b,Ψb′). (52)
The functions hai and fa′i can be obtained recursively
ha(i+1) =
[
d
dt
hai
]
=
(
∂hai
∂Φb
Φ˙b +
∂hai
∂Φ˙b
hb +
∂hai
∂Ψb′
fb′
)
, (53)
fa′(i+1) =
[
d
dt
fa′i
]
=
(
∂fa′i
∂Φb
Φ˙b +
∂fa′i
∂Φ˙b
hb +
∂fa′i
∂Ψb′
fb′
)
, (54)
where we used the Einstein’s summation convension and the notation
[A] ≡ A|
{Φ
(i)
a =hai , Ψ
(i)
a′
=fa′i}
. (55)
A few identities that will come in handy in the proof are the following. From (6), (7)
we find
P˙ai =
∂L0
∂Φ
(i)
a
− Pa(i−1), Q˙a′i = ∂L0
∂Ψ
(i)
a′
−Qa′(i−1). (56)
For an arbitrary function A on the total phase space, we have the following identities
d
dt
[A] =
[
A˙
]
+
∂[A]
∂Φ˙a
(Φ¨a − ha) + ∂[A]
∂Ψa′
(Ψ˙a′ − fa′), (57)
∂[A]
∂Ψa′
=
[
∂A
∂Φ
(i)
b
]
∂hbi
∂Ψa′
+
[
∂A
∂Ψ
(i)
b′
]
∂fb′i
∂Ψa′
, (58)
where one can also replace ∂/∂Ψa′ by ∂/∂Φa or ∂/∂Φ˙a in the last formula. The effective
conjugate momenta p0a, p1a, qa′ are defined by∑
a,a′,i
PaiδΦ
(i)
a +Qa′iδΨ
(i)
a′
 =∑
a,a′
p0aδΦa + p1aδΦ˙a + qa′δΨa′ , (59)
and they are
p0a =
[
Pbj
∂hbj
∂Φa
+Qb′j
∂fb′j
∂Φa
]
, (60)
p1a =
[
Pbj
∂hbj
∂Φ˙a
+Qb′j
∂fb′j
∂Φ˙a
]
, (61)
qa′ =
[
Pbj
∂hbj
∂Ψa′
+Qb′j
∂fb′j
∂Ψa′
]
. (62)
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The effective Hamiltonian is
H =
[
p0aΦ˙a + p1aΦ¨a + qa′Ψ˙a′ − L
]
. (63)
The Hamilton equations based on the symplectic structure (50) are
(p0a)
. = −
(
p1b
∂hb
∂Φa
+ qb′
∂fb′
∂Φa
)
+
∂[L]
∂Φa
+
∂p1b
∂Φa
(Φ¨b − hb) + ∂qb
′
∂Φa
(Ψ˙b′ − fb′), (64)
(p1a)
. = −
(
p1b
∂hb
∂Φ˙a
+ qb′
∂fb′
∂Φ˙a
)
+
∂[L]
∂Φ˙a
+
∂p1b
∂Φ˙a
(Φ¨b − hb) + ∂qb
′
∂Φ˙a
(Ψ˙b′ − fb′)− p0a,(65)
(qa′)
. = −
(
p1b
∂hb
∂Ψa′
+ qb′
∂fb′
∂Ψa′
)
+
∂[L]
∂Ψa′
+
∂p1b
∂Ψa′
(Φ¨b − hb)− ∂qb
′
∂Ψa′
(Ψ˙b′ − fb′). (66)
With the help of (56)-(58), one can show from (60), (61) and (62) that (64) is automati-
cally satisfied, and that (65), (66) are equivalent to the equations of motion (51).
4 Examples
4.1 A Single Complex Fermion
Let’s consider the case of a single complex fermion in 0 + 1 dimension as a simple ex-
ample. Remarkably, in this case we can describe the effect of arbitrary higher derivative
interactions to all orders. Assume that the Lagrangian is of the following form
L =
i
2
(Ψ¯Ψ˙ + Ψ ˙¯Ψ)−mΨ¯Ψ− λV (Ψ¯(i),Ψ(i)), (67)
where Ψ¯ is the complex conjugation of Ψ. Instead of decomposing the complex fermion
into two real fermions, we will maintain the complex structure. By applying integration
by parts to the action, we can always rewrite the Lagrangian in such a way that Ψ↔ Ψ¯
is a symmetry.
The equations of motion are
iΨ˙−mΨ− λ
n∑
i=0
(
− d
dt
)i
∂LV
∂Ψ¯(i)
= 0, (68)
and its complex conjugation. The subscript L of ∂L refers to differentiation from the left.
It is straightforward to see that, by iterating the equations of motion order by order
in λ, the function f defined in (51) will be of the following form Ψ˙
˙¯Ψ
 =
 R1 R2
R¯2 R¯1
  Ψ
Ψ¯
 (69)
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for some constants R1, R2 ∈ C due to the anticommutativity of the fermions. This
is not the only solution to the exact equations of motion. In general, the equation of
motion can be nonlinear, including terms like Ψ¯Ψ˙ ˙¯Ψ etc., but these terms will not appear
in the iteration procedure outlined in previous sections. Analogous to (52), for higher
derivatives we have  Ψ(n)
Ψ¯(n)
 =
 R(n)1 R(n)2
R¯
(n)
2 R¯
(n)
1
 Ψ
Ψ¯
 , (70)
where  R(n)1 R(n)2
R¯
(n)
2 R¯
(n)
1
 ≡
 R1 R2
R¯2 R¯1
n . (71)
Note that the effective conjugate momenta (62) must be linear in Ψ and Ψ¯
qΨ = i
(
λb2Ψ+
(
1
2
+ λb1
)
Ψ¯
)
, qΨ¯ = i
((
1
2
+ λb¯1
)
Ψ+ λb¯2Ψ¯
)
, (72)
because there is no nonvanishing cubic term in Ψ and Ψ¯. We have imposed the relation
q¯Ψ = −qΨ¯ because qΨδΨ + qΨ¯δΨ¯ should be Hermitian. The symplectic 2-form on the
reduced phase space is thus of the form
Ω = i
(
(1 + λ(b1 + b¯1))dΨ¯dΨ+ λb2dΨdΨ+ λb¯2dΨ¯dΨ¯
)
, (73)
for some constants b1, b2 ∈ C.
By a change of variables
ψ = γ1Ψ+ γ2Ψ¯, ψ¯ = γ¯2Ψ+ γ¯1Ψ¯, (74)
where γ1, γ2 satisfy
1
|γ1|2 + |γ2|2 = 1 + λ(b1 + b¯1), γ1γ¯2 = λb2, (75)
we have Ω = idψ¯dψ and so the Poisson bracket is standard
(ψ¯, ψ) = −i, (76)
and others are zeros.
To derive the Hamiltonian, we note that by substituting all derivatives of the fermions
according to (70), the potential becomes
[V ] = cψ¯ψ (77)
1 A solution to (75) exists if 2|λb2| < 1+λ(b1+ b¯1). This holds when λ is sufficiently small. Otherwise
the perturbative approach breaks down.
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for some real constant c up to a constant. The effective Hamiltonian (63) is also a function
of ψ, ψ¯, which are the only two variables in the reduced phase space. Hence
H = m′ψ¯ψ, (78)
where the effective mass m′ is given by
m′ = (m+ λ(c+ i(b1R1 − b¯1R¯1 − b2R2 + b¯2R¯2)))(|γ1|2 − |γ2|2)−1. (79)
The effective Lagrangian is thus
L˜ = iψ¯ψ˙ −m′ψ¯ψ, (80)
which is simplified by integration by parts.
Notice that the change of variables (74), similar to a Bogoliubov transformation,
results in a change of vacuum upon quantization. If the coefficients of higher derivative
terms depend on some background fields, variation of the background fields will induce
the creation of particles. The higher derivative terms also contribute to the effective mass
m′.
In the above we see that for two real fermions only the quadratic terms in the potential
have some effect in the perturbative approach. In general, if the number of independent
fermion degrees of freedom is finite, say N , in the perturbative potential we can ignore
all interaction terms with more than N factors of fermions since they will all vanish on
the reduced phase space. Hence it is possible that a lot of information is lost in the
perturbative expansion.
4.2 Supersymmetric Spacetime Noncommutative Field Theory
Noncommutative field theories [13] have attracted much attention in recent years because
of its natural appearance in string theory as the low energy description of D-branes in
a B field background [14]. Compared with spatial noncommutativity, field theories with
spacetime noncommutativity is much less understood [15], but also particularly inter-
esting in the context of string theory [16]. In terms of the Moyal product, spacetime
noncommutativity means infinite time derivatives. In [6], perturbative approach is ap-
plied to the spacetime noncommutative field theory of a scalar field. It would be in-
teresting to consider noncommutative field theories with supersymmetry [17, 18] since
supersymmetry tends to cure the UV/IR connection problem in the quantum theory [19].
As an example, consider the Wess-Zumino model on 1 + 1 dimensional noncommutative
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spacetime for a real scalar field Φ and Majorana fermion Ψ with the Lagrangian density
L = −1
2
∂µΦ ∗ ∂µΦ− i
2
Ψ¯ ∗ γµ∂µΨ− 1
2
(mΦ+ λΦ ∗ Φ)∗2
− i
2
mΨ¯ ∗Ψ−
(
i
2
λΨ¯ ∗Ψ ∗ Φ + h.c.
)
, (81)
where γµ = (iσ2, σ1) and σi are the Pauli matrices.
The ∗-product is defined by
f ∗ g(x) = e i2 θµν∂µ∂′νf(x)g(x′)|x′=x (82)
and so
[t, x]∗ = iθ. (83)
Up to total derivatives which do not change the action, the Lagrangian (81) can be
simplified as
L = −1
2
∂µΦ∂
µΦ− i
2
Ψ¯γµ∂µΨ− (mΦ + λΦ ∗ Φ)2
− i
2
mΨ¯Ψ− iλ(Ψ¯ ∗Ψ)Φ. (84)
By a field redefinition analogous to (39), to the lowest order the effective Lagrangian
is given by
L˜ ≃ −1
2
∂µϕ∂
µϕ− i
2
ψ¯γµ∂µψ − (mϕ+ λϕ∗¯ϕ)2
− i
2
mψ¯ψ − iλ(ψ¯∗¯ψ)ϕ, (85)
where the ∗¯-product is defined as the ∗ in (82) with the replacement
∂nt ϕ →
 (∂
2
x −m2)n/2ϕ (n = even),
(∂2x −m2)(n−1)/2∂tϕ (n = odd),
∂nt ψ →
 (∂
2
x −m2)n/2ψ (n = even),
(∂2x −m2)(n−1)/2γ0(γ1∂x +m)ψ (n = odd),
Note that ∗ is related to ∗¯ by the equations of motion at the lowest order. This means
that the supersymmery of (81) guarantees the supersymmetry of (85) on shell to the first
order if we take the new fields ϕ, ψ to transform in the same way as Φ, Ψ.
As we mentioned in sec.2, the Hamilonian is always unbounded from below in the
canonical formulation, and is thus in contradiction with the usual belief that the Hamilto-
nian is positive definite as a result of the superalgebra H ∼ Q2. The only place that could
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go wrong in the usual argument is the assumption of the supercharge Q to be Hermitian.
Indeed, in an example in sec.2 we showed that quantization of the fermions destroys real-
ity conditions. Here we see that the perturbative approach not only provides a consistent
quantization but also preserves supersymmetry order by order perturbatively.
4.3 String Field Theory
As we mentioned in the introduction, all fields in the interaction term in Witten’s bosonic
open string field theory [4] are modified by
f → f˜ ≡ ea2∂µ∂µf, (86)
where a2 = ln(3
√
3/4)α′. Similarly, in the bosonic closed string field theory [20], the
same form (86) appears with a2 = 1
2
ln(3
√
3/4)α′ [21].
The exponent ∂ · ∂ ≃ E2 − p2 implies that, after Wick rotation, contribution from
the UV excitations of string theory is suppressed. It helps string theory to avoid the UV
divergences present in most ordinary field theories. Another way to look at the effect of
(86) is to view f˜ as the fundamental field variable, and its propagator is modified
1
p2E +m
2
→ 1
p2E +m
2
e−2a
2p2
E , (87)
which also implies a suppression of high energy modes. However, the appearance of the
higher derivative terms also means that we are not sure how to treat this theory exactly
[7].
For Witten’s bosonic open string field theory, the technique of level truncation was
shown to be very effective in the calculation of tachyon potential [5, 22]. In this calculation
only the zero mode of each field has to be considered. A possible, although only weakly
supportive reason why the level truncation technique is effective is that the coupling
constants are suppressed by a factor of 4/3
√
3 ≃ 0.77 when we increase the level number
[5].
According to the perturbative approach, to the lowest order, we simply replace the
factor ∂µ∂
µ in (86) by the mass squared of the field f . For instance, the level (0,0)
truncation gives the tachyon potential
V = − 1
2α′
Φ2 +
1
3
(
3
√
3
4
)3
Φ˜3
→ 1
2α′
ϕ2 +
1
3
ϕ3, (88)
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where we have used our results of first order approximation in the perturbative approach
to replace Φ by ϕ according to (39) and ∂ · ∂ by m2 = −1/α′ for the tachyon field
Φ. Note that this replacement is not suitable for the zero mode of Φ because the zero
mode is determined solely by the potential term, and is thus a nonperturbative effect.
In principle, the zero mode should be treated first before the perturbative approach is
applied. Here we are considering fluctuations around the false vacuum.
For a field with m2 = n/α′, from (86) we have
ea
2∂µ∂µ →
(
3
√
3
4
)n
. (89)
This implies that the interaction for higher excitation modes are strengthened by factors
of 3
√
3/4 when we increase the level number. Therefore, combined with the decrease
in coupling, fluctuation modes other than the zero modes will have roughly the same
effective interaction when we increase the level number. If the reason why level truncation
works for tachyon potential is really the one mentioned above, we will not expect level
truncation to be effective for fluctuation modes.
5 Extension of the Perturbative Approach
In this section we generalize our formal proof of all orders in sec. 3.3 to the situation
where the reduced phase space is allowed to keep derivatives of fields up to an arbitrary
given order. For each field (boson or fermion) qa we specify an integer Ka > 1 so that
qa, q˙a, · · · , q(Ka−1)a are kept in the reduced phase space. Using the equations of motion,
in principle we can rewrite the Ka-th derivative of qa as a function on the reduced phase
space
q(Ka)a = fa(q
(j)
b ), (90)
where j is less than Kb, analogous to (51).
Higher derivatives of qa can be derived from (90)
q(i)a = fai(q
(j)
b ), (91)
and the functions fai can be obtained recursively
fa(i+1) =
[
d
dt
fai
]
=
∑
b
kb−2∑
j=0
∂fai
∂q
(j)
b
q
(j+1)
b +
∑
b
∂fai
∂q
(Kb−1)
b
fb, (92)
where we used the notation
[A] ≡ A|
q
(i)
a =fai
. (93)
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From (22), (23), we find
p˙ai =
∂L0
∂q
(i)
a
− pa(i−1), (94)
where pai is the ith canonical momentum of qa.
For an arbitrary function A on the phase space, we find the following identities
d
dt
[A] =
[
A˙
]
+
∑
a
∂[A]
∂q
(Ka−1)
a
(q(Ka)a − fa), (95)
∂[A]
∂q
(i)
a
=
∑
b=1
∑
j=0
[
∂A
∂q
(j)
b
]
∂fbj
∂q
(i)
a
. (96)
The perturbative momentum Πai can be read off from
∑
b,j
pbjδq
(j)
b =
∑
a
Ka−1∑
i=0
Πaiδq
(i)
a , (97)
and we find
Πai =
∑
b,j
pbj ∂q(j)b
∂q
(i)
a
 . (98)
The Hamiltonian is
H =
[∑
a
Ka−1∑
i=0
Πaiq
(i+1)
a − L
]
. (99)
The symplectic structure is
Ω =
∑
b,j
dpbjdq
(j)
b
=
∑
a
Ka−1∑
i=0
dΠaidq
(i)
a
=
∑
a
Ka−1∑
i=0
∑
b
Kb−1∑
j=0
dq(i)a
(−1)a
2
(
(−1)a·b∂Πbj
∂q
(i)
a
− ∂Πai
∂q
(j)
b
)
dq
(j)
b
=
∑
a
Ka−1∑
i=0
∑
b
Kb−1∑
j=0
dq(i)a Ωaibjdq
(j)
b , (100)
where
Ωaibj =
(−1)a
2
(
(−1)a·b∂Πbj
∂q
(i)
a
− ∂Πai
∂q
(j)
b
)
. (101)
In the above, when a, b appear as the power of (−1), they are identified with 0 or 1
depending on whether qa is a boson or fermion.
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The Hamilton equations based on the symplectic structure (101) are
(Πai)
. =
∑
b
{
−
(
Πb(Kb−1)
∂fb
∂q
(i)
a
)
+ (−1)(a·b)Πb(Kb−1)
∂q
(i)
a
(q
(Kb)
b − fb)
}
+
∂[L]
∂q
(i)
a
−Πa(i−1). (102)
With the help of (94)-(96), one can show from (98) that (102) is equivalent to the relation
(90) for i 6= 0 , and the case i = 0 gives only an identity.
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