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Abstract
In this paper we study methods for measuring risk. First, we introduce a
conditional risk measure and point out that it is a coherent risk measure. Using
the Bayesian statistical idea a subjective risk measure is defined. In some special
cases, closed form expressions for the risk measures can be obtained. The credi-
bility theory can be used to relax the strong assumptions on the model and prior
distributions, and to obtain approximated risk measure formulas. Applications
in both finance and insurance are discussed.
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§1 Introduction
Risk measurement is one of the most important issues in the financial and insurance
industries. In the financial industry, volatility is a commonly used measure of risk and
ruin probability has been used by insurance industries for many years. Developed by
the commercial bank J.P. Morgan, value at risk (VaR) has become very popular. VaR
is an attempt to provide a single number summarizing the total risk in a portfolio of
financial assets. For an introduction on VaR, see J.P. Morgan’s RiskMetrics - Technical
Document, for a survey on this subject see the paper by Duffie and Pan (1997).
In Artzner, Delbaen, Eber and Heath (1998), both market and non-market risks have
been studied and a set of four desirable properties for measures of risk are presented
and justified. A risk measure which satisfies the four properties is called a coherent risk
measure. It has been pointed out in Artzner et al. (1998) that value at risk does not
satisfy some of the four properties. Motivated by Artzner et al. paper, Cvitanic and
Karatzas (1998) have studied the dynamic measures of risk. Such a risk measure is also
discussed by Follmer and Leukert (1998).
Risk can be defined as an exposure to uncertainty, (see Holton (1997)), although dif-
ferent people may have different views on uncertainty. Even the same person looking at
the uncertainty from different perspectives may obtain different conclusions. Therefore
risk is subjective, however we should include subjective views when we model risk. In
this paper, motivated by Holton (1997), we extend the model of Artzner et al. (1998)
by including a subjective view in our model.
Our goal is to construct a model for risk measurement which captures both the
objective market data and the subjective view of the risk trader. We first define a
conditional risk measure and point out that it is a coherent risk measure. Then we
define a Bayesian risk measure and obtain its closed form expressions in some special
cases.
Using the credibility approach, we relax the stringent conjugate-prior assumptions.
The advantage of the credibility approach is that we do not have to impose assump-
tions on the model and prior distributions, and we are able to obtain an approximated
expression for the subjective risk measure. The subjective risk measure can be applied
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to both the financial risk and insurance risk.
Finally, we will give an alternative way to capture the random effect of foreign
exchange(FX) rates. A modification of the Bayesian risk measure is also introduced.
The central tenet of this paper can be applied to value at risk (VaR). We shall discuss
subjective VaR in a forthcoming paper.
§2 Conditional risk measure
In this section, we define a risk measure for holding a portfolio over the time interval
[n, n + 1] given the market information (or data) up to time n. We present the risk
measure model under the dynamic framework. As more information comes, the risk
measure can be updated sequentially. In this way, we can mark to market by adjusting
the risk measure in the daily balance sheet.
Let Ω be the set of all states of nature. F be a σ-algebra on Ω. We equip our sample
space (Ω,F) with a filtration {Fn}, where Fn⊆Fn+1 and Fn is a sub-σ-field of F for
all n. Here, Fn represents the market information (or data) up to time n. Let P be a
probability measure on (Ω,F). For our purpose here, we assume that P is a subjective
probability. Let P denote a family of subjective probability measures P (i.e. the set of
all “scenarios”).
Let ∆Xi be the change of market value (measured in terms of the domestic currency
of the risk trader) of a portfolio over the time interval [i − 1, i], where ∆Xi: Ω → R
is a random variable, for i = 1, 2, ..., n, n + 1. Gn+1 denotes the set of all functions
∆Xn+1 : Ω → R, (i.e. the set of all risks over the time interval [n, n + 1]. Note that
{∆Xi} is adapted to {Fi}, for i = 1, 2, . . . , n, n+ 1.
Then, the conditional risk measure is a function ρP (·|Fn) : Gn+1 → R defined as
ρP (∆Xn+1|Fn) = sup
{
− EP
(∆Xn+1
rn
∣∣∣Fn)∣∣∣P ∈ P} for ∆Xn+1 ∈ Gn+1
Here, rn is the return of a dollar invested in a reference instrument over the time interval
[n, n+1]. ρP (∆Xn+1|Fn) measures the risk of holding a portfolio over the time interval
[n, n + 1] given the market information up to time n. It takes into account the worst
“scenario” among all possible “scenarios” given the market information up to time n.
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Remarks
In Wang, Young and Panjer (1997), four axioms were presented to describe the
behavior of market insurance prices. Chateauneuf, Kast and Lapied (1996) considered
properties of pricing rules in financial markets with frictions. Wang and Young (1998)
combined credibility theory with the premium principle proposed in Denneberg (1994)
and presented a risk adjusted credibility premium calculation formula. Young (1998)
introduced a family of updating rules to update prices in light of newly available in-
formation. In Cvitanic and Karatzas (1998), a dynamic measure of risk was proposed
to measure the risk of a portfolio containing derivatives. The conditional risk measure
in this paper is rather general, and as we point out that it satisfies the four coherence
properties given in Artzner et al. (1998), it is a coherent risk measure.
Example
Assume under P ∈ P , ∆Xn+1|Fn ∼ N(µPn, σPn), where µPn and σPn are Fn-measurable
random variables, so µPn and σ
P
n become known at time n. The conditional risk measure
in this case becomes:
ρP (∆Xn+1|Fn) = sup
{
− µ
P
n
rn
∣∣∣P ∈ P}
The following is the definition of the coherent risk measure given in Artzner, et al.(1998).
Definition: A risk measure ρ satisfying the following four properties is called co-
herent:
(i). Translation invariance: for allX ∈ G and all real number α, we have ρ(X+αr) =
ρ(X)−α, where G is the set of all risk, that is the set of all real-valued functions on Ω.
(ii). Subadditivity: for all X1 and X2 ∈ G, ρ(X1 +X2) ≤ ρ(X1) + ρ(X2).
(iii). Positive homogeneity: for all λ ≥ 0 and all X ∈ G, ρ(λX) = λρ(X).
(iv). Monotonicity: for all X and Y ∈ G with X ≤ Y , we have ρ(Y ) ≤ ρ(X).
It is not difficult to see that ρPn defined above is a coherent risk measure.
§3 Bayesian risk measure
In section 2, we use subjective probability measures to capture the model risk, that
is we use the “worst scenarios” to define a conservative risk measure. In this section, we
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construct a risk measure by including subjective views in our model and using Bayesian
ideas. Bayesian risk measure is another way to capture the model risk. We will try to
do so by using predictive distribution to estimate the true distribution. By introducing
the Bayesian statistics to our risk measure model, we can capture both the subjective
views of the risk traders and the information provided by market data.
We first give a theoretical framework. Let T be a index set which represents the set
of all subjective views chosen by a trader or a group of traders. For each v ∈ T , let
(Ω× E,F ⊗ E ,Πv)
be a Bayesian experiment, where (E, E) is called the parameter space and (Ω,F) is
called the sample space. The product measure Πv = Qv ⊗ PE , where Qv and P are
respectively the prior and the predictive probabilities. Note that for each fixed e ∈ E,
the probability measure Pe is called the sampling probability. (For details see Florens,
Mouchart and Rolin (1990)).
Let
Θ : (E, E ,Qv)→ (Rn,B(Rn)), v ∈ T
be a random vector. The distribution of Θ under Qv is given by:
Θ ∼ piv(θ)
Let ∆Xi be the change in market value ( measured in terms of the domestic currency
of the risk trader ) of a portfolio over the time interval [i − 1, i] (i.e. the i-th period’s
net worth of a portfolio), for i = 1, 2, . . . , n.n + 1. The random variable Θ is the risk
characteristic of a risk trader. Let the vector ∆xn = (∆x1, . . . ,∆xn) which represents
the market data up to time n.
For fixed e ∈ E, Θ(e) = θ(e). Under Pe, ∆Xi|Θ(e) = θ(e), i = 1, 2, ..., n, n + 1,
are conditionally independent and identically distributed with common distribution
F (x|θ(e)) (Note that F (x|θ(e)) is the sampling distribution). Due to the natures of
both financial and insurance data, the assumption that ∆Xi|Θ(e) = θ(e), i = 1, 2, ..., n,
are identically distributed hold only when n is not too large.
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Then, for each v ∈ T , the posterior density of Θ given ∆ xn can be calculated by
the Bayes’ formula as follows:
piv(θ|∆xn) = C
n∏
i=1
f(∆xi|θ)piv(θ)
(where C is a normalization constant.)
The predictive distribution of the next period’s net worth of the portfolio (i.e. the
(n + 1)-th period’s net worth of the portfolio ∆Xn+1 given the data ∆ xn) can be
calculated by following the standard steps (see Klugman et al. (1998)).
F v∆Xn+1|∆xn(x) = C
∫
. . .
∫
F (x|θ)
[ n∏
i=1
f(∆ xi|θ)
]
piv(θ) dθ
This expression depends on piv(θ) which is chosen subjectively by the risk trader.
Suppose a group of risk traders T are involved in choosing the model and prior
densities. Without loss of generality, we can assume that each risk trader in the group T
chooses exactly one model density and one prior distribution, such that their predictive
distributions are all different from each other. Let Pn be a family of all predictive
distributions chosen by the risk traders in the group T . Then, we can write Pn as
{F v∆Xn+1|∆xn(x)|v ∈ T }, where F v∆Xn+1|∆xn(x) is chosen by the risk trader v ∈ T
through the model density and the prior density. Also, F v∆Xn+1|∆xn(x) includes the
objective information through the market data ∆ xn up to time n.
Then, we define “the subjective ( Bayesian ) risk measure” of the (n+1)-th period’s
net worth ∆Xn+1 given the market data ∆ xn as:
ρPn(∆Xn+1|∆ xn) = sup { − EF v(∆Xn+1/rn|∆ xn)|v ∈ T }
where F v = F v∆Xn+1|∆xn(x).
We have pointed out that the same person may also have different views about
uncertainty in financial markets. Several “scenarios” may be chosen to evaluate the
risk of his/her portfolios. In this case, we interpret T as the index set of all predictive
distributions chosen by this person. A set of “scenarios” can be generated through
choosing a set of prior densities. We have the following interpretation of our risk
measure ρPn .
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Suppose Cn is the cash amount in the investor’s account at the current time n. If
ρPn(∆Xn+1|∆xn) is positive, then max (ρPn(∆Xn+1|∆xn)− Cn, 0) can be interpreted
as the call margin added to the investor’s account and invested in a reference instrument
with return rn in order to support the maximum expected loss. If ρPn(∆Xn+1|∆ xn)
is negative, then min (− ρPn(∆Xn+1|∆ xn), Cn) can be interpreted as the cash amount
that can be withdrawn from the investor’s current account so that it can still support
the maximum expected loss in the portfolio during the next period. ρPn(∆Xn+1|∆ xn)
is the most conservative (or risk-averse) measure.
Instead of summarizing the risk of a portfolio by a single number, we introduce a
risk interval for risk measurement and impose the risk limits or the call margin limits
as follows:[
inf
{
− EF v(∆Xn+1rn |∆ xn)|v ∈ T
}
, sup
{
− EF v(∆Xn+1rn |∆ xn)|v ∈ T
}]
↑ ↑
lower limit = an upper limit = bn = ρPn(∆Xn+1|∆xn)
If both an and bn are negative, then min(−an, Cn) is the largest amount that can be
withdrawn from the investor’s account and min(−bn, Cn) the smallest, so that the cash
amount in the account will still be sufficient to cover the expected loss of the portfolio
during the next period. Suppose both an and bn are non-negative. If the margin call is
less than min(an −Cn, 0), then it is unlikely that the account balance will be sufficient
to support the expected loss in the next period, while if the margin call is greater
than max(bn −Cn, 0), then it is considered more than sufficient to cover the maximum
expected loss. Each risk trader can decide how much cash will be added to their current
account and invested in a reference instrument. The amount of cash should be within
the range [min(an − Cn, 0),max(bn − Cn, 0)]. Risk managers can set the margin call
requirement for the portfolio based on the range [min(an−Cn, 0),max(bn−Cn, 0)], the
financial situations of their clients and themself, and the competitive condition of the
market.
Remarks:
(1) rn is close to 1 if the length of the period is short. The length of the time period is
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usually one day and rn is considered to be the return rate of an overnight riskless
instrument.
(2) If investors think that central banks will intervene in the market and that this
may affect an extreme movement of the market value of their portfolios, then
they can set the prior mean of Θ as an extreme value in order to capture the
effect of central bank intervention. For more detailed treatment and application
of extreme value theory, see Embrechts et al.(1997).
Before ending this section, we would like to point out that the subjective (Bayesian)
risk measure satisfies the properties of the coherent measure of risk. However, the
properties of subadditivity need some restrictions. Now, we would like to briefly state
and interpret these properties.
(1) Translation invariance:
If we add αn amount of capital into the current account/portfolio and invest it in
a riskless instrument with return rate rn, then we reduce the risk of the portfolio
at the next period by the same amount αn. If we let αn be ρPn(∆Xn+1|∆xn), then
the property of translation invariance becomes “ρPn(∆Xn+1+rnρPn(∆Xn+1|∆xn)|∆xn) =
0”. This means that if we add max(ρPn(∆Xn+1|∆xn)−Cn, 0) amount of cash to
the investor’s current account/portfolio and invest it in a riskless instrument at
time n with return rate rn, then the risk measure for the portfolio at the (n+1)-th
period is non-negative.
(2) Positive Homogeneity:
If the next period’s net worth is multiplied by a factor λ, then its’ Bayesian risk
measure is multiplied by the same factor λ. This implies that we can use different
units or currencies to define our risk measure.
(3) Monotonicity:
If there are two portfolios X and Y which satisfy the condition of ∆Xn+1 ≤
∆Yn+1, then from the definition of our subjective (Bayesian) risk measure, we
have ρPn(∆Xn+1|∆ xn) ≥ ρPn(∆Yn+1|∆ yn), since our risk measure is defined as
the (conditional) expectation of portfolio change.
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(4) Subadditivity:
If X and Y are independent, then the subadditivity property is hold. If the
information provided by given ∆ xn, or ∆ yn is same as the information given by
∆xn +∆ yn, then the subadditivity is also true. In general we cannot say that
the subadditivity property hold.
§4 A special case (normal-normal conjugate prior case)
In this section, the normality assumption is imposed for both the prior and model
densities. Risk traders can choose the prior means and variances based on their sub-
jective views. Also, they can choose the sampling variance based on estimates from
market data. A closed form solution is obtained in this case.
Remarks:
From the central limit theorem, the normality assumption for the market value
of the portfolio can still be acceptable, even though the portfolio consists of some
non-linear financial instruments (e.g. stock options, bond options, FX swaps, etc).
Although the density function of the domestic price for a foreign security may not
be normal, the normality assumption for the domestic price of the whole portfolio
is acceptable, provided that the portfolio consists of a sufficiently large number of
securities. It is true that empirical studies do not support the normality assumption
due to the number of securities in the portfolio usually not being large enough, and
the independent assumption of the central limit theorem may not hold. However, the
normality assumption as an approximation property is still acceptable in many cases.
Note that T is a finite set in reality. Suppose T = {T1, T2, . . . , Tm}, m is a finite
positive integer. A model for the trader Tj (for j = 1, 2, . . . ,m) is given by:
∆Xi|Θ = θ i.i.d.∼ N(θ, vj) for i = 1, 2, . . . , n, n+ 1
Θ ∼ N(µj, aj)
We first assume vj is known for simplicity (this assumption can be released by intro-
ducing a prior for vj; see the later part of this section). Then, after some calculations,
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we have that the predictive distribution of the trader Tj denoted by F
Tj
∆Xn+1|∆xn(x) is:
N
( n∆xn
vj
+
µj
aj
n
vj
+ 1
aj
, (
n
vj
+
1
aj
)−1 + vj
)
Therefore,
EFTj (∆Xn+1/rn|∆ xn) =
1
rn
EFTj (∆Xn+1|∆xn)
=
1
rn
[(
n
vj
+
1
aj
)−1
n
vj
∆xn + (
n
vj
+
1
aj
)−1
1
aj
µj]
Hence,
ρPn(∆Xn+1|∆xn) = sup
{−1
rn
[(
n
vj
+
1
aj
)−1
n
vj
∆ xn + (
n
vj
+
1
aj
)−1
1
aj
µj]
∣∣∣
1 ≤ j ≤ m
}
.
As long as we can find the predictive means for all traders Tj ∈ T , the exact numerical
value of ρPn(∆Xn+1|∆xn) can be found. Also, we can define the lower and upper risk
limits as follows:
ρinfPn(∆Xn+1|∆xn) = inf {−
1
rn
[(
n
vj
+
1
aj
)−1
n
vj
∆ xn+(
n
vj
+
1
aj
)−1
1
aj
µj] | j = 1, 2, . . . ,m
}
ρsupPn (∆Xn+1|∆xn) = ρPn(∆Xn+1|∆ xn)
So, we have a risk interval [ρinfPn(∆Xn+1|∆ xn), ρsupPn (∆Xn+1|∆ xn)].
Now, we give an extension of the above model by considering the variance of the
sampling density as a random variable, and choosing Gamma as its’ prior distribution.
The model for trader Tj (forj = 1, 2, . . . ,m), in this case, is given by:
∆Xi|Θ, τ
i.i.d.
∼ N (Θ, 1/τ)
Θ|τ ∼ N(µj, 1/ajτ), τ ∼ Ga(αj, βj)
After some calculations, we know that the predictive density of ∆Xn+1|∆xn is a t-
density with mean
aj
aj + n
µj +
n
aj + n
∆Xn = (1− zj)µj + zj∆Xn,
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where zj =
n
aj+n
.
In order to apply our model, the prior parameters µj, aj, αj, βj should be chosen by
the risk trader Tj based on prior information/experience and their subjective view. In
practice, it is difficult to set the parameters αj and βj based on the information provided
by market data. However, the predictive mean does not depend on the parameters αj
and βj, so the risk measure does not depend on them either. We can use aj to indicate
the variability of the prior information. If the variability of the prior information is
large, then aj should be small and hence zj will be large. This implies that more weight
will give to the market data. The risk trader Tj will be inclined to use market data to
estimate ∆Xn+1. In this way, zj can be interpreted as a credibility factor placed on
market data. On the other hand, if the risk trader Tj has strong confidence in their
prior guess, they can let aj be a large value so that they can make the prior variance
of Θ|τ small. Again, we define the risk limits as follows:
ρsupPn (∆Xn+1|∆xn) = sup { −
1
rn
[(1− zj)µj + zj∆xn]|j = 1, 2, . . . ,m}
and
ρinfPn(∆Xn+1|∆xn) = inf { −
1
rn
[(1− zj)µj + zj∆xn]|j = 1, 2, . . . ,m}
where zj =
aj
n+aj
. [ρinfPn(∆Xn+1|∆ xn), ρsupPn (∆Xn+1|∆ xn)] is the risk interval.
§5 Credibility theory approach
Sometimes, it is difficult to find the predictive mean EFTj (∆Xn+1|∆xn), especially
when the predictive distribution F Tj is not known (i.e. not a conjugate-prior case).
In this section, we employ the “Bu¨hlmann least square model” in credibility theory to
approximate EFTj (∆Xn+1|∆xn) as a linear combination of the past market data ∆ xn
and prior means.
Assumptions:
(1) E(∆Xi|Θ) = Θ and Var(∆Xi|Θ) = vjn, i = 1, 2, . . . , n, n + 1. vjn can be esti-
mated by the trader Tj from the mean and volatility (or variation) of the market
data up to time n.
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(2) ∆Xi|Θ, i = 1, 2, . . . , n, n + 1, are assumed to be conditionally independent with
common mean Θ and variance vjn.
(3) E(Θ) = µj and Var(Θ) = aj.
Here we do not assume any specific form of probability distributions for Θ and ∆Xi|Θ.
So, F
Tj
∆Xn+1|∆xn(x) is not known. Hence, the closed form expression of EFTj (∆Xn+1|∆Xn)
cannot be calculated. We will approximate EFTj (∆Xn+1|∆Xn) by the linear combina-
tion α
Tj
0 +
∑n
k=1 α
Tj
k ∆Xk (i.e. we need to determine α
Tj
k for k = 0, 1, 2, . . . , n). From
standard results, see for example Klugman et al. (1998) or Willmot (1994), we have:
α
Tj
0 = µj
(
1− naj
naj + vjn
)
=
( vjn
naj + vjn
)
µj
α
Tj
k = (naj + vjn)
−1aj for k = 1, 2, . . . , n .
So,
EFTj (∆Xn+1|∆ xn) ≈ α
Tj
0 +
n∑
k=1
α
Tj
k ∆ xk
=
( vjn
naj + vjn
)
µj +
( naj
naj + vjn
)
∆ xn
= (1− zjn)µj + zjn∆ xn (∗)
where the credibility factor placed on the market data and chosen by the risk trader
Tj ∈ T , which is denoted by zjn, equals najnaj+vjn .
Remarks:
(1) In the normal-normal conjugate prior case, approximations to the lower and upper
risk limits by using the credibility approach equal the exact lower and upper risk
limits. In general, this approximation is the best one in the sense of linear least
square estimation.
(2) (1− zjn)µj + zjn∆ xn is also a least square estimator for both E(∆Xn+1|Θ) = Θ
and ∆Xn+1.
(3) zjn can be updated sequentially by updating the values of n and vjn as information
is updated.
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(4) When the variability of the market data up to time n becomes large, vjn becomes
large and zjn becomes small. So, we put small weight on the market data.
From (∗) we have
EFTj (
∆Xn+1
rn
|∆ xn) ≈ 1
rn
[(1− zjn)µj + zjn∆ xn]
Now, suppose that T = {T1, . . . , Tm}. Then, we approximate the lower and upper risk
limits as follows:
ρinfPn(∆Xn+1|∆xn) ≈ inf { −
1
rn
[(1− zjn)µj + zjn∆xn]
∣∣∣ j = 1, 2, . . . ,m} = an
ρsupPn (∆Xn+1|∆xn) ≈ sup { −
1
rn
[(1− zjn)µj + zjn∆ xn]
∣∣∣ j = 1, 2, . . . ,m} = bn
Therefore, [ an, bn] is the approximated risk interval. Since we only impose the mean
and variance condition for the density function of the change in the market value of
a portfolio, the approximated risk measure can be applied to measure the risk of a
portfolio in terms of the domestic currency of the risk trader, which consists of both
the foreign financial securities and non-linear instruments.
§6 Generalized Bayesian premium calculation
(Bayesian “scenarios” analysis in credibility theory)
In credibility theory, we are interested in calculating the policy holder’s premium
of the (n+ 1)-th period given the policy holder’s claimed experience during the first n
periods. Suppose we have a set of manual rates, each of them corresponds to one type
of policy holder. Now, we want to calculate the (n+1)-th period’s premium of a policy
holder based on this set of manual rates and the policy holder’s past claim records up
to the n-th period.
Let ∆Xi be the claim amount of a policy holder during the i-th period.
Let T be the set of manual rates in an insurance company. Assume there are m manual
rates in the insurance company. (i.e. T = {T1, . . . , Tm})
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For each manual rate Tj ∈ T , we would like to calculate (if it is a conjugate-prior case
)/approximate (if EFTj (∆Xn+1|∆ xn) is difficult to calculate) EFTj (∆Xn+1|∆xn). As
in the previous section, EFTj (∆Xn+1|∆xn) can be approximated by
α
Tj
0 +
n∑
k=1
α
Tj
k ∆xk
In this way, we get a set of approximations for EFTj (∆Xn+1|∆ xn) as follows:
α
Tj
0 +
n∑
k=1
α
Tj
k ∆ xk = (1− zjn)µj + zjn∆ xn , j = 1, 2, . . . ,m .
where the credibility factor zjn =
naj
naj+vjn
. Then, we define the maximum premium
charged to a policy holder for the (n+ 1)-th period as:
ρsupPn (∆Xn+1|∆xn) = sup {
1
rn
[(1− zjn)µj + zjn∆xn]|j = 1, 2, . . . ,m}
Note that if rn is large, the insurance company can charge a lower premium on the
same risk. Again, we define the minimum premium charged to a policy holder for the
(n+ 1)-th period as:
ρinfPn(∆Xn+1|∆ xn) = inf {
1
rn
[(1− zjn)µj + zjn∆xn]|j = 1, 2, . . . ,m}
So, [ρinfPn(∆Xn+1|∆xn), ρsupPn (∆Xn+1|∆xn)] is the range of premiums that should be
charged to a policy holder by an insurance company. The insurance company can decide
on the amount of premium within the range [ρinfPn(∆Xn+1|∆ xn), ρsupPn (∆Xn+1|∆ xn)]
based on the company’s financial situation, and the competitors in the market. Note
that both ρinfPn and ρ
sup
Pn
are non-negative in this situation.
§7 Application of Bayesian risk measure to evaluate insurance
risk
In this section, we apply the Bayesian risk measure to the measurement of insurance
risk. Instead of using the traditional method of ruin probability, we capture the subjec-
tive view by using the Bayesian predictive distribution. We define a risk measure which
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can be updated sequentially so that it can fit into the daily balance sheet of an insur-
ance company. We apply the Bu¨hlmann credibility method to obtain an approximation
of the risk measure. First, we give some notations.
Suppose we have a set of manual rates (or a group of insurers) T = {T1, . . . , Tm}. Let
x denote the initial surplus of an insurance company, Pi denote the aggregate amount
of premium received by the insurance company during the i-th period, Si denote the
aggregate amount of claim paid by the insurance company during the i-th period, Ii
denote the total investment income received by the insurance company during the i-th
period and Ui denote the surplus of the insurance company at the end of the i-th period.
Un = x+
n∑
i=1
Pi −
n∑
i=1
Si +
n∑
i=1
Ii
Let ∆Ui = Ui−Ui−1, Xji denote the amount of premium collected from the j-th insurer
during the i-th period, Yji denote the amount of the j-th insurer’s claim during the i-th
period, N1i denote the number of premium payments received during the i-th period
and N2i denote the number of claims paid during the i-th period.
For i = 1, 2, . . . , n, n+ 1, we assume the following sampling densities:
N1i| (Λ1 = λ1) i.i.d.∼ Poisson(λ1), N2i| (Λ2 = λ2) i.i.d.∼ Poisson(λ2),
Xji| (∆1 = δ1) i.i.d.∼ exp(1/δ1), Yji| (∆2 = δ2) i.i.d.∼ exp(1/δ2),
Ii| (Θ = θ, τ = τ0) i.i.d.∼ N(θ, τ0−1).
We also assume the following prior densities for the unknown parameters:
Λ1 ∼ Ga(αTk1 , βTk1 ), Λ2 ∼ Ga(αTk2 , βTk2 ), ∆1 ∼ IG(γTk1 , ηTk1 ),
∆2 ∼ IG(γTk2 , ηTk2 ), Θ| (τ = τ0) ∼ N(µTk1/aTkτ0), τ ∼ Ga(rTk , sTk),
where we assume that Λk and ∆k are independent for k = 1, 2.
Note that the prior parameters can be chosen from the past manual rate Tk ∈ T or
chosen by the insurer Tk ∈ T subjectively.
Let c be the minimum capital requirement for an insurance company to continue its
business. We define the risk measure as follows:
ρPn(∆Un+1|P n, Sn, In, min
1≤i≤n
Ui ≥ c)
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= sup { − EFkP (Pn+1|P1, . . . , Pn) + EFkS (Sn+1|S1, . . . , Sn)− EFkI (In+1|I1, . . . , In)
|1 ≤ k ≤ m}
Applying the Bu¨hlmann credibility method, we have:
K∗ =
E(2Λ1∆
2
1)
Var(Λ1∆1)
=
2βTk1 (η
Tk
1 − 2)
αTk1 + η
Tk
1 − 2
zTk =
n
n+K∗
= the credibility factor .
The prior mean = E(Λ1∆1) =
(
α
Tk
1
β
Tk
1
)(
γ
Tk
1
η
Tk
1 −2
)
=
α
Tk
1 γ
Tk
1
β
Tk
1 (η
Tk
1 −2)
. So,
EFkP (Pn+1|P1, . . . , Pn)
≈ (1− zTk)(mean of prior) + zTk(mean of observed data)
=
K∗
n+K∗
( αTk1 γTk1
βTk1 (η
Tk
1 − 2)
)
+
( n
n+K∗
)(∑n
i=1 Pi
n
)
=
2αTk1 γ
Tk
1 + (α
Tk
1 + η
Tk
1 − 2)
∑n
i=1 Pi
2βTk1 (η
Tk
1 − 2) + (αTk1 + ηTk1 − 2)n
Similarly, we approximate EFkS (Sn+1|S1, . . . , Sn) as follows:
EFkS (Sn+1|S1, . . . , Sn) ≈
2αTk2 γ
Tk
2 + (α
Tk
2 + η
Tk
2 − 2)
∑n
i=1 Si
2βTk2 (η
Tk
2 − 2) + (αTk2 + ηTk2 − 2)n
Also, EkFI (In+1|I1, . . . , In) can be calculated exactly as follows:
EkFI (In+1|I1, . . . , In) =
aTk
aTk + n
µTk +
n
aTk + n
(∑n
i=1 Ii
n
)
Therefore,
ρPn(∆Un+1|P n, Sn, In min
1≤i≤n
Ui ≥ c)
≈ sup
{
− 2α
Tk
1 γ
Tk
1 + (α
Tk
1 + η
Tk
1 − 2)
∑n
i=1 Pi
2βTk1 (η
Tk
1 − 2) + (αTk1 + ηTk1 − 2)n
+
2αTk2 γ
Tk
2 + (α
Tk
2 + η
Tk
2 − 2)
∑n
i=1 Si
2βTk2 (η
Tk
2 − 2) + (αTk2 + ηTk2 − 2)n
−
( aTk
aTk + n
)
µTk −
( n
aTk + n
)(∑n
i=1 Ii
n
)∣∣∣k = 1, 2, . . . ,m}
Remarks:
(1) The risk measure can be updated sequentially so that it can serve as a tool of risk
measurement in the daily balance sheet of an insurance company.
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(2) Apart from viewing it as a risk measure, we can consider its’ negative part as the
performance index of an insurance company.
§8 A modification of Bayesian risk measure for the global finan-
cial market
In this section, we give another way to capture the random effect of foreign ex-
change(FX) rates in our model. A modification of the Bayesian risk measure with the
random effect of FX rate included explicitly is defined, and its closed form expression
can be obtained. The Bayesian risk measure is expected to give an indication of the
investment risk in the global financial market. We consider a portfolio consisting of
both domestic and foreign financial securities: if we invest in foreign securities, we are
not only subject to risk due to the movement of the value of foreign securities, we are
also subject to the risk of the movement of FX rates.
Suppose the global market in our model consists of the securities from the domestic
country and k foreign countries. Let m0 be the number of domestic securities and mi
be the number of securities of the i-th foreign country, i = 1, 2, ..., k. Let the vector
∆ Y
(i)
r be the changes in market values (measured in terms of the i-th foreign currency)
per unit of all the j-th country’s securities during the r-th period, i.e. ∆ Y
(i)
r =
(∆Y
(i)
1r ,∆Y
(i)
2r , . . . ,∆Y
(i)
mi,r), i = 0, 1, 2, . . . , k and r = 1, 2, . . . , n, n + 1. fit denote the
value of the i-th foreign currency at time t in domestic currency, i = 1, 2, . . ., k
We would like to impose the following assumptions:
(1) The market values of the securities within each country are correlated.
(2) The market values of the securities in different countries are independent.
(3) The exchange rates are independent.
(4) The exchange rates are independent of the market values of the securities.
(5) The portfolio can be updated only at the end of each period or at the beginning
of each period. Due to the presence of transaction costs and taxes in the real
trading situation, this is a more realistic assumption.
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Our model is constructed as follows:
∆Y (i)r = Θ
(i)∆ t+ ε(i)r
√
∆ t; i = 0, 1, 2, . . . , k
where ∆ t is the time length of each period, ε
(i)
r ∼ N(0mi,Σ−1i ), 0mi is a mi-dimensional
0 vector and the (mi×mi)-matrix Σ−1i is known. The prior distribution of the random
vector Θ(i) isN(µ
is
,V−1is ), where µis and V−1is can be chosen by the trader Ts subjectively.
∆Y (i)r |Θ(i) = θi, r = 1, 2, . . ., n, n + 1, are conditionally independent and identically
distributed with the common distribution:
N(µ
is
∆ t,Σ−1i ); i = 0, 1, 2, . . . , k
After some calculations, we know that the predictive distribution of ∆ Y
(i)
n+1 given
(∆Y
(i)
1 , . . . ,∆Y
(i)
n ) is a multivariate normal distribution with mean equal to (Vis +
n∆ tΣi)
−1 (Visµis∆ t) + (Vis+n∆ tΣi)−1(n∆ tΣi) ∆Y
(i)
, where ∆Y
(i)
=
∑n
r=1∆Y
(i)
r /n.
(Some of these calculation can be found in Siu and Yang (1998))
Let α
(i)
r = ( α
(i)
1r , α
(i)
2r , . . ., α
(i)
mi,r), i = 0, 1, 2, . . ., k, where α
(i)
jr is the number of units
of the j-th security in the i-th foreign country at the end of the r-th period (or at the
beginning of the (r+ 1)-st period). If α
(i)
jr is equal to zero, then the j-th security in the
i-th foreign country is not included in the portfolio at the end of the r-th period. If
α
(i)
jr is less than zero, then −α(i)jr is interpreted as the number of units short sold. Some
countries have policies (regulations) to restrict the activity of short selling. If this is
the case, we can impose some constraints on the values of α
(i)
jr .
Let ∆X
(j)
r be the change of a portfolio in the i-th country during the r-th period
in the domestic currency. Then ∆X
(j)
r = fir
∑mi
j=1 α
(i)
j,r−1∆ y
(i)
jr , i = 1, 2, . . . , k and
r = 1, 2, . . . , n, n + 1. Also, we assume that the process fit satisfies a mean-reverting
model (the Vasicek Model):
dfit = a
Ts(bTs − fit)dt+ σTsdWit
i = 1, 2, . . . , k, where aTs , bTs and σTs are non-negative constants chosen by the trader
Ts subjectively.
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Let Ffin be the σ-algebra generated by the process fit up to time n (i.e. Ffin = σ{fit|0 ≤
t ≤ n}). After some calculations, we obtain
ETs(fi,n+1|Ffin ) = fine−a
Ts∆ t + bTs(1− e−aTs∆ t)
σTs(fi,n+1|Ffin ) =
σTs√
2aTs(1− e−2aTs∆ t)
Let ∆Xn+1 be the change of the market value (measured in the domestic currency) of
a global portfolio during the (n+ 1)-th period. Then ∆Xn+1 =
∑k
i=0∆X
(i)
n+1.
Let ∆Y (i) = (∆Y
(i)
1 ,∆Y
(i)
2 , . . . ,∆Y
(i)
n .)
T , i = 0, 1, 2, . . . , k, (i.e. ∆Y (i) is a (n ×mi)-
matrix). Then, we define the risk measure as follows:
ρPn(∆Xn+1|∆Y (0),∆Y (1), . . . ,∆Y (k),Ff1n , . . . ,Ffkn )
=
1
rn
sup{−ETs [(α(0)n )T ∆Y (0)n+1|∆Y (0)]−
k∑
i=1
[ETs(fi,n+1|Ffin )
+I(−ETs [(α(i)n )T ∆Y (i)n+1|∆Y (i)])σTs(fi,n+1|Ffin )]ETs [(α(i)n )T ∆Y (i)n+1|∆Y (i)]|Ts ∈ T }
Write
M (i)sn = (α
(i)
n )
T [(Vis + n∆ tΣi)−1(Visµis∆ t) + (Vis + n∆ tΣi)−1(n∆ tΣi)∆ y
(i)
]
Then,
ρPn(∆Xn+1|∆Y (0),∆Y (1), . . . ,∆Y (k),Ff1n , . . . ,Ffkn )
=
1
rn
sup{−M (0)sn −
k∑
i=1
[fi,ne
−aTs∆ t + bTs(1− e−aTs∆ t)
+I(−M (i)sn )
σTs√
2aTs(1− e−2aTs∆ t) ]M
(i)
sn |Ts ∈ T }
where
I(x) =
 1 if x > 00 if x ≤ 0
Also, we can define the risk limits as follows:
ρinfPn(∆Xn+1|∆Y (0),∆Y (1), . . . ,∆Y (k),Ff1n , . . . ,Ffkn )
=
1
rn
inf{−M (0)sn −
k∑
i=1
[fi,ne
−aTs∆ t + bTs(1− e−aTs∆ t)
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+I(M (i)sn )
σTs√
2aTs(1− e−2aTs∆ t) ]M
(i)
sn |Ts ∈ T }
and
ρsupPn (∆Xn+1|∆Y (0),∆Y (1), . . . ,∆Y (k),Ff1n , . . . ,Ffkn )
= ρPn(∆Xn+1|∆Y (0),∆Y (1), . . . ,∆Y (k),Ff1n , . . . ,Ffkn )
Remarks:
In order to obtain a conservative risk measure, we multiplyM
(i)
sn by [ETs(fi,n+1|Ffin )+
σTs(fi,n+1|Ffin )] ifM (i)sn is negative and by ETs(fi,n+1|Ffin ) ifM (i)sn is positive, i = 1, 2, . . . , k.
To achieve this, we introduce the indicator function I(−M (i)sn ). To define the lower risk
limit, we multiply M
(i)
sn by ETs(fi,n+1|Ffin ) if M (i)sn is positive and by [ETs(fi,n+1|Ffin ) +
σTs(fi,n+1|Ffin )] if M (i)sn is negative, i = 1, 2, . . . , k.
§9 Conclusion and Further Research
We introduced a conditional risk measure which can be updated sequentially as more
information is obtained. Then, a Bayesian risk measure was defined in order to capture
the subjective view of the risk trader. For the conjugate-prior case, we obtained a closed
form expression for the Bayesian risk measure. For the non-conjugate-prior case, we
used the Bu¨hlmann credibility method to approximate the Bayesian risk measure. The
Bayesian risk measure can be applied to measure both financial risks and insurance risks.
We have illustrated how to apply the Bayesian risk measure to calculate premiums and
to measure the insurance risks. We have also given an alternative method to capture
the impacts of random foreign exchange rates on global investments in our model. A
modification of the Bayesian risk measure has been introduced.
For further developments of our model, different priors may be used in order to gain a
more realistic model. As long as they are conjugate-prior cases, we can obtain the closed
form solutions. Otherwise, we can use some simulation techniques such as the Markov
Chain Monte Carlo (MCMC) method to approximate the Bayesian risk measure. The
disadvantage of the MCMC method, however, is that it is time-consuming. If the data
set is too large and the updating of the risk measure is frequent, the computer may not
have enough capacity to handle the calculations. Another interesting problem we can
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study is the problem of the robustness of the Bayesian risk measure with respect to the
change of prior distributions. This idea is similar to performing a stress test on our
risk measure with respect to extreme market movements. If the risk measure is robust,
then we get a narrow risk interval. Otherwise, we get a wide risk interval.
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