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By the example of a Fourier transform, the possibilities of Hilbert space geometry applications for 
statistical model construction are analyzed. In accordance with Bohrs complementarity principle, mutually-
complementary coordinate and momentum representations are presented. It was demonstrated that the characteristic 
function of coordinate distribution may be considered as a convolution of the psi-function in momentum 
representation and vice versa. The naturalness of coordinate and momentum operators introduction is demonstrated. 
A probabilistic interpretation of Hilbert space geometry is given. Cauchy-Bunyakowsky (Cauchy-Schwartz), 
Cramer-Rao and uncertainty inequalities are considered in the same framework. The principal postulates of quantum 
informatics as a natural science are presented. It is demonstrated that quantum informatics serves as a theoretic basis 
for both probability theory and quantum mechanics. 
 
Introduction 
 
Trace everything back to the beginning and you will understand a lot! (Kozma Prutkov «TT
                                                
houghts and 
Aphorisms», №247). 
 
Quantum informatics  a new fundamental field in science - has been actively developed recently. 
Numerous researches are made on the applications of quantum systems to problems of computation and 
communication [1-3].  
This new field emerged not only because of the practical needs it could provide but it was also due to the 
internal logic of development of the science. This work attempts to support this thesis by providing the reasoning for 
the idea that quantum informatics is a natural scientific solution to the so-called sixth Hilberts problem. 
Historically, quantum informatics appeared as a symbiosis of notions of quantum physics (that resulted 
when studies on atoms, radiation, solid bodies etc. were conducted) and probability theory (that has been widely 
used in molecular-kinetic theory). However, it would be misleading to believe that quantum informatics simply uses 
the knowledge accumulated by physics and mathematics. Instead, the theory became the answer to serious 
conceptual difficulties that physics and statistics encountered.  
Let us describe the conceptual difficulties. Everyone who tries to understand the principles of quantum 
theory using all the available literature, inevitably experiences some serious methodological difficulties. In fact, 
when quantum theory is usually explained (see [4,5], for example), so-called peculiarities in microsystem 
behaviour are highlighted. One example of such peculiarities is the dual nature of an electron, when it behaves as a 
particle on Mondays, Wednesdays and Fridays and as a wave on Tuesdays, Thursdays and Saturdays (while on 
Sundays it has a break). Another example is the Heisenberg microscope, where the measurement of a coordinate 
of a particle affects its momentum. Wittingly, the uncertainty relation follows from here, just as if the particle could 
have had both momentum and coordinate before the measurement. Also, the impact of an observer on a physical 
system and the mysterious transformation rules of classical Poisson brackets into quantum ones are some examples 
of the peculiarities. Of course, there are many others.    
Not surprisingly, having noted such intrinsically contradictory conceptions R. Feynman concluded that 
quantum mechanics can not be understood in principle. This conclusion is commonly shared by physicists.   
To overcome the methodological problems in this work we make the following propositions.  
Quantum mechanics indeed can not be understood if it is considered separately from the principles of 
quantum informatics. In fact, the principles of quantum informatics are simple and natural. We believe that a 
description of the principles of quantum informatics should precede the description of any physical problems. 
Quantum physics is merely a physical realization of quantum informatics and not the other way round. In other 
words, no preliminary study of physical problems can help a person understand the basics of quantum informatics. 
Conversely, having understood the basics of quantum informatics we may easily comprehend the substance of 
particular physical problems.   
Note that in present work we consider only quantum informatics and do not mention quantum physics. 
Furthermore, the physical terminology used in this paper is only due to tradition and history. For instance, the 
uncertainty relation between coordinate and momentum is a mathematical rather than physical phenomenon. The 
notion of momentum corresponds to the variable that emerges when a Fourier transform upon a state vector is made 
(i.e. the momentum is not a mere product of mass and velocity). Similarly, the fact that the uncertainty relation holds 
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the name of Heisenberg is only a matter of appreciation to one of the founders of quantum theory, but not an attempt 
to present the thought experiments by Heisenberg as a copy-book truth.   
The conceptual physical difficulties that quantum physics encountered during its development are well 
known in general. At the same time, similar difficulties that classical statistics experiences when it attempts to 
describe physical systems are less carefully explored. In present work, an attempt has been made to show that the 
principles of quantum informatics have statistical nature. Note, however, that methodologically, the probabilistic 
nature of quantum theory is fundamentally different from the statistical nature of classical probability theory.  That 
is due to the fact that in classical theory the notion of probability is subjective (it is natural that the notion of 
classical probability arose from the analysis of games of chances). It is well-known that all problems of classical 
statistics can be reduced to the classical scheme containing a basket (urn) with balls, where N M balls are white, 
and to its more abstract variants. It is claimed that the probability of selecting a white ball is equal 
to .  NMP /=
Such a comprehension of probability is definitely subjective. The process looks like a random one only to a 
person that has his eyes blindfolded. The nature of the phenomenon is not random at all. Another person that 
watches the process using a video-camera inside the basket knows definitely which ball is to be taken. It is 
reasonable that the Nature does not care what an observer knows and what he does not know. Therefore, such 
theories can not describe objective physical reality. That is the source of the problems of classical probability theory 
and statistical physics (the latter, in fact, simply brings pseudo-randomness into classical mechanics). In scientific 
framework, probability theory should describe mathematical models of events that are random by their nature, rather 
than because of different subjective opportunities of individuals. Such models are considered in quantum mechanics. 
Let us briefly note, without going into details that will be provided below, that the mathematical model of quantum 
informatics implies a proper division into a preparation of a quantum state and its measurement.        
The vector of a quantum state is an objective probabilistic characteristic of a quantum system. From the one hand, 
the vector accumulates all the physical parameters that are related to a quantum state preparation. From the other 
hand, a single state vector corresponds to a variety of measurement schemes. As a result, it appears that a quantum 
state can not be reduced to any subjective classical sampling scheme and, therefore, it describes the objective 
randomness in the Nature.    
The work is organized as follows. First of all, a brief introduction to the sixth Hilberts problem is given. 
Then, a probabilistic interpretation of Hilbert space vectors is provided (by the example of mutually-complementary 
Fourier transforms). The considered approach based on a combination of statistical principles and Bohrs 
complementarity principle has been described by the author in previous papers [6-10]. The approach allows one to 
shed light on some issues of classical mathematical statistics in a different framework. In particular, it shows that the 
notions of momentum and coordinate operators are in some way embedded in classical statistics. However, in a 
quantum informatics framework, the insufficiency of the classical statistical approach is that it considers only one of 
the possible mutually-complementary distributions, ignoring the others. As a result, the essential notion of a state 
vector can not be derived in classical statistical theory, which makes it rather limited and unattractive.  
In the second part of the work the issues of the precision of Hilbert space statistical characteristics are 
considered.  
In the third part of the work the postulates of quantum informatics are formulated. Here our choice of 
postulates is analogous to the choice in the well-known book by Nielsen and Chuang [1], however we also stress the 
statistical nature of every postulate. 
In the discussion part the history of the sixth Hilberts problem evolution in the XX century is briefly 
discussed.  
Finally, in the conclusion the main findings of the work are summarized.  
 
The motivation. What is the 6th Hilberts problem? 
In the famous report by D. Hilbert on the 8th of August 1900 in Paris at the Second International Congress 
of Mathematicians, a number of problems were formulated that had a significant impact on the development of 
mathematics and related sciences in the XX century.   
Hilbert formulated as many as 23 problems, and of most interest for us is the 6th problem, which was 
formulated as a mathematical description of axioms of physics.  The research of the basis of geometry are closely 
related to axiomatic construction of the physical sciences, where mathematics plays a vital role, i.e. probability 
theory and mechanics. 
Concerning probability theory axioms, I would like the logical explanation of the theory to be developed in 
parallel with the method of mean values in mathematical physics and the kinetic gas theory, in particular. (a 
translation from the Russian edition [11] p.415). 
Today, after more that one hundred years have passed, we may say that Hilbert was certainly right.  
Note that the mathematical formalization of the basics of probability theory are connected with the micro-
object science, which was the molecular-kinetic theory at that times. Astonishingly, just a few months after the 
report by Hilbert, Max Planck made a report that was the origin of the new quantum era on the 14th of December 
1900.  
While Hilbert states that the axiomatic theory has to be constructed by analogy with geometry, we will see 
that the Hilbert space geometry is the basis of quantum informatics. In particular, the scalar  product of vectors in 
Hilbert space 
2
out inψ ψ may be interpreted as the probability of detecting a quantum system in state 
( )out xψ if it was originally prepared in state ( )in xψ . Also, Hilbert predicted that The Lies theory of group 
transformations may play an important role in constructing the unifying theory ([11], p.416), and, actually, the 
importance of Lies theory in quantum informatics is well known.  
Finally, note that Hilbert is concerned by a mathematically strict transition from micro-world to the macro-
world. There, he relates to the book by Boltzmann on the principles of classical mechanics. Still, even now little is 
done on this issue. ([12]). 
The actuality of the sixth Hilberts problem was defined by the state of science between XIX and XX. The 
famous H-theorem formulated by Boltzmann in 1872 [13], was heavily argued by many scholars, for example 
Poincare.  The difficulty was due to the contradiction between the reversibility of classical mechanics laws and the 
non-reversibility of the second law of thermodynamics. Though Boltzmanns comments on this issue were rather 
convincing, still any symbiosis of classical mechanics and statistics was internally contradictory in mathematical 
framework.  Note, however, that Boltzmanns approach to statistical thermodynamics was not purely classical 
because he used the notion of energy quantization for the sake of methodology (28 years before Planck) [13]. As a 
result, any attempts to combine mechanics and statistics should have led to quantum notions. Therefore, it was clear 
for Hilbert and many other scholars that mechanics, probability theory and thermodynamics could not have evolved 
independently. By formulating his sixth problem Hilbert attempted to overcome the difficulty by means of axioms 
and obtain a general non-contradictory theory. As we shall see quantum informatics may be that theory.  
 
1. Fourier transform. Analysis of mutually-complementary statistical variables.  
The nature of quantum informatics can be demonstrated by the example of statistical properties of complex 
functions and their Fourier transform.   
 
1.1. Statistical interpretation of direct and inverse Fourier transform. Coordinate and 
momentum distribution.  
Let ( )xψ be an arbitrary complex function defined in Hilbert space . It has a finite integral of the square of the 
absolute value.  
2L
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Direct and inverse Fourier transforms are given by:  
( ) ( ) ( )∫= dpipxpx exp~2
1 ψ
π
ψ
      (1.1) 
( ) ( ) ( )∫ −= dxipxxp exp2
1~ ψ
π
ψ
      (1.2) 
It is well-known that for a function and its Fourier transform the following Parseval equation is satisfied.  
( ) ( )∫∫ = dppdxx
22 ~ψψ
 
In the statistical framework, the Parseval equation defines the condition of normalization conservation 
while transiting from coordinate state vector representation to momentum representation.  
The distribution density in the prior (coordinate) representation is:  
( ) ( ) 2xxP ψ=
        (1.3) 
The Fourier transform  ( )pψ
~
defines momentum probability distribution  
( ) ( ) 2~~ ppP ψ=
        (1.4) 
The Parseval equation states that total probability is independent from the choice of representation.  The 
total probability can be normalized to any positive value that is usually unity.  
( ) ( ) 1P x dx P p dp= =∫ ∫ !       (1.5) 
The considered equation implies that the total probability is equal to unity. Note that in research other 
normalization conditions are also used. In particular, in decay problem and micro-objects scattering, the total 
probability can be characterized by the total number of events per one unit of time.  
Note that function ( )xψ and its Fourier transform ( )pψ
~
contain equal information (the knowledge of 
one of them allows one to derive the other one). They are called probability amplitudes in coordinate and 
momentum representations correspondingly (sometimes other terms are used  wave function, psi-function, state 
vector).  
 
1.2 Bohrs complementarity principle.  
Coordinate ( )xP and momentum ( )pP~ distributions are called mutually-complementary statistical 
distributions, because they statistically complement one another. During the measurem tion abo t t e 
phase o function 
ent, the informa  u h
f the wave ( )xψ is lost. Actually, during the transition from ( )xψ to ( ) ( )( )xiSx expψ , 
where is an arbitrary real function (phase), the coordinate probability distribution is not affected. 
However, such a transition may have an impact on momentum representatio . In this sense, 
( )xS  ( )xP
n
( )P p!
( )P p! ( )xPcomprises additional information compared to . 
Bohrs complementarity principle had much effect on the considered terminology. According t tum 
theory, the information of a statistical quantum system is embedded in the wave function (state vector) 
o quan
( )xψ . At 
the same time, for an experimental extracting of the information, it is not sufficient to use only one fixed 
representation. For the description of a quantum system to be complete, one has to conduct measurements that 
satisfy a set of mutually-complementary distributions. That is the statistical idea of Bohrs complementarity 
principle. Coordinate and momentum distributions are an example of such mutually-complementary distributions. 
The statistical complementarity principle plays a vital role in problems of quantum informatics.  
The model of quantum informatics assumes that there are some fixed rules of the game between the 
Nature and the man. A psi-function (generally, complex) comprises full information about a quantum system. 
However, due to the statistical nature of quantum mechanics, we do not have the possibility to meas directly.ure it  
The only thing that we can do is to conduct upon a given number of representatives in the same state ( )xψ .  
Experimentally, examining the validity of quantum theory is based on reconstructing (by statistical 
measurements) the properties of a state vector in Hilbert space that are unavailable for direct observation. So far, all 
experiments that have been conducted were in accordance with quantum informatics.  
Note that traditional probability theory and mathematical statistics describe only single (not mutually-
complementary) probability distributions (one- and multi-dimensional). The principle of complementarity violates 
the so-called composite random variables axiom [14]. According to the axiom, there is only one way of transition 
from singular properties description to the description of a set of such properties. This approach is based on the 
transition from one-dimensional distributions to multi-dimension l distr butions. In quantum informatics this is not 
the case. For mutually-complementary distributions, their set istribution but a more general ob .e. 
quantum st nstance, no composite distribution 
a i
 is not a d ject, i
ate. For i
( ),P x p
 corresponds to coordinate ( )xP and 
momentum 
( )P p!
 distributions.  Such a distribution would violate the Heisenbergs uncertainty principle, as we 
ill see below. According to quaw ntum informatics, a state vector in Hilbert space unifies all mutually-
 the 
other wa
ordinate probability distribution in momentum representation can be expressed as follows: 
 
complementary distributions.  
 
1.3. Characteristic function. Mean value and moments calculation. Incompleteness of 
classical statistics and completeness of quantum statistics.  
Coordinate and momentum representations of a state vector are equivalent. Therefore, it is quite interesting 
to consider the properties of coordinate probability distribution in momentum representation framework and
 round.  y
Co
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In the latter equation the characteristic function was introduced:  
( ) ( ) ( ) ( ) ( )∫∫ +=−= pupdpuppdpuf ψψψψ ~~~~ **    (1.7) 
As a result, distribution density can be considered as Fourier inverse transformation of the characteristic function  
( ) ( ) ( )duixuufxP −= ∫ exp2
1
π       (1.8) 
Then, the characteristic funct rect Fourier transform of density, or, equally, mathematical expectance (mean 
val om e 
ion is a di
ue) of rand  valu ( )iuxexp : 
( ) ( ) ( ) ( )( )iuxMdxixuxPuf expexp == ∫      (1.9) 
Similarly, it can be shown that the characteristic function can be expressed using convolution of the 
coordinate psi-function. Let ( )tf
~
be the characteristic function of momentum distribution that is a Fourier- 
transform of momentum distri densitybution  
( )P p!
: 
( ) ( ) ( ) ( )( )∫ == iptMdpiptpPtf expexp
~~
   (1.10) 
In analogy to (1 .7) the characteristic function under consideration can be expressed as a convolution of 
coordinate psi-function.  
( ) ( ) ( ) ( ) ( )∫∫ +=−= txxdxxtxdxtf ψψψψ **
~
  (1.11) 
However, not every function can be considered as a characteristic function, because inverse Fourier 
transform nsity)
Th
 of the characteristic function has to yield a real non-negative function (unity-normalized de .  
e calculations made above can explain the following statement: for the function ( )uf  to be a 
ristic function it is necessary and sufficiencharacte t it to be represented as a convolution of a unction  complex f
( )pψ~  that satisfies the normalization condition:  
( ) 1~ 2 =∫ pdpψ         (1.12
Necessity: Let b ccording .8) it defines some density 
) 
e a characteristic function. Then, a  to (1( )uf ( )xP . Let us 
unction asdefine a psi-f
( ) ( ) ( )( )xiSxPx exp=ψ
, where ( )xS is an arbitrary real function (for instance, 
( ) 0=xS ).  The considered procedure may be called an completion of a classical statistic distribution to a 
quantum state. The functio ( )pn ψ
~
, defined by the inverse Fourier transform (1.2) p ovi he der des t sired 
decompo acteris rrespon
characte ave fu  tation is ambi
Sufficiency: Let  be represented as a convolution (1.7) of some function 
sition of the char tic function  as a convolution (1.7). Thus, one can put into co dence to any 
ristic function a w nction in momentum space. Furthermore, such a represen guous  
( )uf ( )pψ~ , normalized 
the distribution density according to (1.1), while ( )xP ormalized as (1.3). Then, ( )f will be a characteristic is n
function . Therefo
u
 of distribution ( )xP re, one may establish a correspondence between any wave function of 
momentum space ( )pψ
~
, a c on ( )uf and a unique stribution ( )xP . Proof completed.  haracteristic functi  di
Even in classical statistics the equation (1.7) implicitly reveals the existence of momentum space and the 
corresponding wave function ( )pψ
~
. This relation characterizes the scarcity of classical notions of probability. 
Actually, equation (1.7) can not derive a unique wave function ( )pψ
~
in momentum space. Similarly, relation (1.3) 
can not derive ( )xψ unambiguously in coordinate space. Therefore, one classical probability distribution may be 
described by a number of different quantum objects, while one can avoid this obstacle introducing Hilbert space 
state vectors.  
As already noted above, for the statistical theory to be complete it has to be expanded in a way so that a 
probability distribution transforms into a quantum state vector (for example, a phase multiplier may be introduced).  
 structure of a 
vector H complements to
be described in se
tion description and 
b
At the same time, quantum objects of a more profound nature completely fit to the state 
ilbert space. A quantum state vector does not need (and even does not allow for) any  any 
objects of a more general nature.  
Postulates of quantum description will ction 3, while here let us note the following 
fundamental difference between a probability distribu a state vector description.  
In the framework of classical probability theory, let us assume that variables sxxx ,...,, 21  are 
interconnected by some pro ability distribution ( )sxxxP ,...,, 21 . The existence of such distribution does not 
exclude the existence of additional r  variable + , so that t former v l 
depende
dimension 
s rsss xxx ++ ,...,, 21 he ariables are statistica
nt on these variables. The two groups of variables are statistical dependent if a joint distribution of 
rs +  is non-separable (can not be factorized), i.e. it can not be represented as a product of two 
 and rdistributions of dimensions s , i.e.  
( ) ( ) ( )rssssrs xxxPxxxPxP ++++ss xxxx + ≠ ,...,,,...,,,..., 2121 .  
The idea behind this relation is that any dependence discovered between the initial variables 
sxxx ,...,, 21 may indeed be a fiction, as real physical reasons could be determined by additional (hidden) 
,,...,, 121
can not make o
scientific deductions. As far as 100 years ago, Bernard Show derided the situation by writing that statisticians could 
oven that wearing 
alysis as an ancillary tool only.  
 make a
variables rsss xxx +++ ,...,, 21 . Thus, generally speaking, any classical statistical analysis bjective 
easily have pr top hats would enlarge life and protect from illnesses. This flaw in classical 
statistics is well known [15] and conscientious researchers consider statistical an
It is worth noting that quantum theory does not have a similar flaw. Let variables  
quantum state ( )sxxx ,...,, 21
sxxx ,...,, 21
ψ . Then it is impossible for the variables to be statistically dependent on any other 
variables in the Universe including those hidden variables inside the system.  
In other words, expanding the initial system by including any additional variables rsss xxx +++ ,...,, 21  
will necessarily produce a separable composite quantum state, i.e. it will always be possible to represent a quantum 
state as a product of independent state vectors: 
 ( ) ( ) ( )rssx ssrsss +++ xxxxxxxxxx ++= ,...,,,...,,,...,,,...,, 2ψ 121121 ψ ψ .  
nstance, if one is to introduce a spin to non-relativistic quantum mechanics then the state vector 
becomes the product of coordinate and spin functions. Of course, such a factorizatio of a quantum state that results 
in independent internal and external variables is a kind of simplification. Still, such simplifications make the basis of 
any scie
For i
n 
nce.   
Now, suppose that the considered state is non-separable. i.e. 
 ( ) ( ) ( )rssssrsss xxxxxxxxxxx +++++ ≠ ,...,,,...,,,...,,,...,, 2121121 ψψψ .  
Then it is impossible to assign any state vectors to sub-systems sxxx ,...,, 21 and rsss xxx +++ ,...,, 21 . 
Such systems can not be considered as independent closed systems, no matter how far they are from one another. A 
well-known example of the fact is an EPR-state. Thus, the notion of closure of a physical system in quantum theory 
significantly differs from that in classical theory.  
Spatial isolation can not serve as a feature of closure. Instead, in quantum theory there is an internal 
statistical criterion  a complete description that is independent from all other variables is only possible for systems 
that may be described by a state vector. Ironically, EPR states, contrary to their developers expectations, are an 
important argument in favour of completeness of quantum theory and definitely not against it.  
The arguments presented reveal the incompleteness of the classical probability theory and the completeness 
of the quantum theory. Note, however, that the incompleteness of classical probability theory is well-known and it is 
not considered as a disadvantage by the specialists in the theory [16].  
escription
i
We believe, however, that incompleteness of classical probability theory is its drawback. It is formally 
eliminated by expanding classical probability distribution to a quantum state vector as described above. Also, note 
that an incomplete d  is often used in quantum theory too, where it corresponds to density matrix apparatus. 
The necessity to introduce a density matrix is due to the fact that a quantum physical system can often interact with 
its environment in a complicated way. Still, formally any density matrix may be expanded to a pure state (the so-
called quantum state purification procedure).   
The representation of a characteristic function as a convolution is a well-known result in classical 
probabil ty theory (see theorem 4.2.4 in [17]). Nonetheless, the classical theory does not describe the nature of 
complex function ( )pψ
~
 that appears in this representation. Also, the applications of the theorem to quantum 
mechanics ar ubt 
the stat
e.  
Let us briefly describe the way to late moments of a random value by means of the characteristic 
function. The value of the characteristic n in zero point is equal to unity. 
x ristic 
function
 thu
′ 0
e explained in [18]. Nevertheless, the findings of the book may be misleading. For instance, we do
ement that quantum-mechanical probabilistic description is completely embedded in the classical 
probability theory ([18], p.20). Such a conclusion ignores Bohrs complementarity principle as was discussed 
abov
 calcu
 functio
( ) 10 =f           (1.13) 
The moments of a random value can be e pressed by the corresponding derivatives of the characte
 at zero point.  
( ) ( ) ( )ixdxixuxPuf exp∫=′ , s, 
( ) ( )xiMf = .         (1.14) 
 As a result, the first derivative of the characteristic function in zero point is related to the mean value.  
Similarly, one may derive the fact that the k -th derivative is related to the k -th moment as:  
( ) ( ) ( )kkk if =0 xM       (1.15) 
  
1.4. Coordinate and momentum operators in coordinate and momentum 
n m me
representation: 
, ,...2,1,0=k
representations. Fundamental commutation relations.  
The properties of the characteristic function allow one to introduce coordinate operator i o ntum 
( )
 
( ) ( ) ( ) ( ) ( )∫ ∫ ∂
∂
=−
∂
∂
− = pp
pdpiup
u
pdpi u ψψψψ
~~~~ *
0
*=′−= fixM 0
 Therefore, while in coordinate representation the coordinate is described by operator , i.e. 
x
 (1.16) 
x
(
∂ix) ( )xxx ψψ = , in momentum representation the coordinate operator takes the form p∂
=
 Similarly, it may be shown that in momentum representation momentum is described by operator , i.e. 
. 
p
( ) ( )pppp ψψ ~~ =
∂
, while in coordinate representation by 
p i= −
x∂ .  
Note that the operators of coord te and momentum are H one 
on relation is invariant.  
:  
 
 ina ermitian. During a transition from 
representation to the other makes the following commutati
   px xp i− = −
        (1.17) 
 For many degrees of freedom the equation takes the form
   j k k j jkp x x p iδ− = − ,  skj ,...,2,1, =    (1.18) 
 Wher  e s is the number of d
 The considered relation implies that every momentum does not commute with its canonically- conjugate 
coordinate, but commutes with all other coordinates. 
egrees of freedom.  
All coordinates and all momentums commute with each other.  
 
called canonical.  
r arbitrary 
mentary 
 uncertainty inequalities are 
rtson 
nformation.  
   
 fo s
d can be studied for arbitrary linear spaces, where the notion of scalar 
product is introduced. Let us provide some examples of such spaces.  
In complex finite
    0j k k jx x x x− =        (1.19) 
    0j k k jp p p p− =        (1.20) 
The transforms that do not affect the fundamental commutation relations are 
Fourier transform is a particular case of unitary transformations. It appears that one may conside
unitary transformations in quantum informatics. This will change the representation to the comple
representation. Measurements in these representations provide a set of mutually-complementary distributions. These 
considerations form the basis for postulates of quantum informatics (see chapter 3).   
 
2. Precision of statistical characteristics and the Heisenbergs uncertainty principle 
Below it will be demonstrated that Cauchy-Bunyakowsky inequalities, uncertainty inequalities and Cramer-Rao 
inequalities can be derived from the same mathematical approach that implies non-negativity of some quadratic 
trinomial.  
 sections 2.1-2.3 the elementary notions related to the Cauchy-Bunyakowsky andIn
explained using the main principles of quantum informatics. In part 2.4 a so-called Schrödinger-Robe
uncertainty relation is presented. In section 2.5 multi-dimensional inequality relations are considered. In sections 
2.6, 2.7 and 2.6 the notions of Fisher information and Cramer-Rao inequalities that are well known in classical 
mathematical statistics are studied in the new framework of quantum i
2.1. Cauchy-Bunyakowsky inequality r state vector  and its statistical interpretation. 
The inequality relation considere
 dimensional space  
sC  of dimension s the scalar product of two vectors is defined by 
the following equation in Dirac notation: 
∑
=
∗=
s
j
jj
1
ψϕψϕ
        (2.1) 
In infinite dimensional Hilbert space 2
l
 the similar definition takes the form: 
∑
∞
=
∗=
1j
jjψϕψϕ
        (2.2) 
Finally, if 
( )xψ
 and 
( )xϕ L
 - are complex functions in space , their scalar product is: 2
( ) ( )x x dϕ ψ ϕ ψ∗= ∫
Let us demonstrate that for all vectors in linear space with scalar products the following relation (Cauchy-
Bunyako
x
      (2.3) 
wsky inequality) is satisfied: 
2
ϕ ψ ϕ ϕ ψ≤ ψ
    (2.4) 
 in space 
Also, let us assume that 
   
For definiteness let us consider functions 2
L
. 
ϕ ψ
 is a real number. 
Let ξ  be a real parameter. Let us consider the following wittingly non-negative function ξ  (this function is the 
integral of a wittingly non-negative expression)  
( ) ( ) ( )( ) ( ) ( )
   (2.5) 
In Dirac notation: 
( ) 0F x x x x dxξ ψ ξϕ ψ ξϕ∗ ∗= + + ≥∫
( ) ( )( )ϕξψϕξψξ ++=F
  
In expanded notation the considered function is a quadratic trinomial:   
( ) 2 2F ξ ξ ϕ ϕ ξ ϕ ψ ψ ψ= + +
     (2.6) 
ϕ ψ ψ ϕ=
 H f scalar product. i.e. ere we have used the assumption of reality o
 
The condition for non-negativity implies that the discriminant of the expression is less of equal to zero.   
  
( )24 4 0ψ ≤
      (2.7) 
ϕ ψ ϕ ϕ ψ−
chy-  is satisfied:  Thus in this case the Cau Bunyakowsky inequality
( )2ϕ ψ ϕ ϕ ψ≤ ψ
   (2.8)     
ϕ ψ
 is a complex numberLet us assume that .  
Let 
( )expr iϕ ψ α=
, where  and r α  are real numbers.  
let us introduceThen,  a function that differs from 
( )xϕ
 only by the phase multiplier.  
( ) ( ) ( )expx x iϕ ϕ α=!
 
rϕ ψ =!
 is a real number and the following inequality proved above is satisfied: Then 
( )2ϕ ψ ϕ ϕ ψ ψ≤! ! !
 
 
e scalar product absolute value, we 
get the following relation: 
Accounting for the fact that the introduced phase transformation does not alter th
( )
, 
2 2
ϕ ψ ϕ ψ= ! ϕ ϕ ϕ ϕ=!!
 
Therefore, Cauchy-Bunyakowsky inequality is satisfied in the general case also: 
2
ϕ ψ ϕ ϕ ψ ψ≤
        (2.9) 
 
Let us introduce value F , called the fidelity of quantum states ( )xϕ  and ( )xψ . 
ψψϕϕ
=F
     (2.10) 
For normalized state vectors we have: 
ψϕ
2
    
2
ψϕ=F
ny
          (2.12) 
Thus, from this relation it is natural to consider that 
         (2.11) 
The Cauchy-Bu akowsky inequality implies that: 
10 ≤≤ F
F defines some kind of probability. That is really the case. 
Statistically, F  defines the probability that a quantum system, prepared in state ( )xψ  , will be detected in state 
( )xϕ . 
In nature, infor ransmission implies that the statemation t
( )xψ
, nsmis
) can me In 
ate when
prepared on the one side of tra sion 
channel (transmitter system be detected in the sa  state on the other side of the channel (receiver system). 
 ( ) ( )xx ψϕ =  (accurate to the the ideal case the receiver can be set for detecting the same quantum st
phase m r). Thenultiplie 1=F . In reality, the sender system state ( )xψ  and the receiver system state ( )xϕ  are 
least a bit different and 1<at F . Thus, in this case F defines the probability of success of state transmission. 
 
2.2 Cauchy-Bunyakow nequ
Let and  
sky i ality for random values 
( )Y Y x= ( )Z Z x=  be real random val fined by trary functions of coordinate xues de  some arbi . Let 
ξ ξ be a real parameter. Consider some wittingly non-negative function of : 
( ) ( )2 0F Y Zξ ψ ξ ψ= + ≥
       (2.13) 
In expanded notation the considered function is a quadratic trinomial:  
( ) ( ) ( ) ( )2 2 22F M Y M YZ M Zξ ξ ξ= + +
The condition for non-negativity implies that the di inan
M Z
      (2.15) 
Therefore, for all commuting random values the Cauchy-Bunyakowsky inequality is satisfied: 
     (2.14) 
scrim t is less or equal to zero: 
  
( )( ) ( )2 2 24 4 0M YZ M Y− ≤( )
( )( ) ( ) ( )2 2 2M YZ M Y M Z≤         (2.16) 
In particular, if we consider  and ( )Y M Y− ( )Z M Z−  as random values with zero averages, then the variances 
.    (2.17) 
Thus the correlation coefficient is  
e f
satisfy the following relation:  
( )( ) ( )( )( ) 2Y ZD D M Y M Y Z M Z⎡ ⎤≥ − −⎣ ⎦
2 1r ≤           (2.18) 
In general the correlation coefficient is defined by th ollowing equation:  
( )( ) ( )( )[ ]
ZY DD
ZMZYMYMr −−=
       (
The square of correlation coefficient is sometimes called determination coefficient. This 
2.19) 
coefficient describes how 
much random value Y determines random value Z and the other value round. It may be shown that the Cauchy-
Bunyakowsky inequality transforms into equa d only if the random variables lity if an Y  and Z are linearly 
dependent.  
e. Consider pression 
 
2.3. Heisenbergs uncertainty principle for coordinate and momentum 
Let us modify the example presented abov ex
x
x
ξ ∂ +
∂ instead of Y Zξ + . Note that the 
operator of differentiation is not Hermitian, because x x
+∂ ∂
= −
∂ ∂ e let 
us introduce Hermitian momentum operato
. To make this expression more demonstrativ
r 
p i
x
∂
= −
∂ . 
ξLet us consider a wittingly non-negative function of as we did before.   
( ) ( ) ( )    0F i p x i p xξ ψ ξ ξ ψ= − + + ≥
     (2.20) 
In expanded notation: 
( ) ( ) ( ) ( )2 2 2F M px xξ ξ=
   (2.21) 
We also acc
    p i M xp Mξ− − +
ount for the canonical commutation relation 
   px xp i− = −
         (2.22) 
Let us consider values 
x M x
and 
( ) − ( ) −p M p
 as observable, which, of course, satisfy the same 
commutation relation. Then we can derive the Heisenberg uncertainty relation for coordinate and momentum 
variances.  
1D D ≥
4x p           (2.23) 
Momentum variance is the mean square of momentum minus the mean momentum squared: 
( ) ( )( )22 pD M p M p= −        (2.24) 
 mean square of momentum is: In expanded notation the
( ) ( ) ( ) ( ) ( )* *2
2
2M p x x dx x x dxψ ψ ψ ψ= − =∫ ∫x x x∂ ∂ ∂    (
∂ ∂ ∂
2.25) 
From that it follows that the inequality transfers into an equality if and only if: 
( )  0i p xξ ψ+ =
   
for some
      (2.26) 
 ξ . 
This equality holds true only for a Gauss-type state (the ground state of a harmonic oscillator). 
The solution of this equation in coordinate and momentum representations are: 
( )( ) ( ) ⎟
⎟
⎠
2
0
4 4
exp
2 xσπσ
⎞
⎜⎜
⎝
⎛ −
−=
2
/12
1
x
xxxψ
       (2.27) 
( )( ) ( ) ⎟⎠⎜⎝ 24/12 42 pp σπσ
⎟
⎞
⎜
⎛ −
−=
2
01 ppexp~ pψ
       (2.28) 
Here  and - are the mean value and the variance for coordinate distribution correspondingly, while 
The variance of coordinate and momentum of the derived Gauss state are defined by the introduced paramete
0x
2
xσ
0p  and pσ  are the mean value and the variance for momentum distribution.  
2
rξ .  
2
2 ξσ =x
 , ξ
σ
2
2 =p
        (2.28) 
ed values are interconnected with
1
Thus, the consider  each other by the minimum uncertainty relation.  
 4
=
          (2.30) 
As a result, the state that minimizes
122σσ px
 the uncertainty relation is described by a real function. This is not accidental. It 
is evident that adding an arbitrary phase multiplier to a real psi-function can not decrease the variance of momentum 
and ther  enf n
  
dinger-Robertson unc tainty relation.  
Bunyakowsky inequality and the Heisenbergs uncertainty relation and
generalization of the two [19,20].  
 them as 
centered
 Let us consider the ion: 
efore orce the i equality considered.  
2.4 Schrö er
The inequality proposed by Schrödinger and Robertson possesses the properties of both the Cauchy-
 in some sense it can be considered as a 
Let  and 2z be two arbitrary observables. Without loss of generality we may consider1z
:  ( ) ( ) 021 == zMzM . 
following wittingly non-negative express
( ) ( )( ) ( )( )ψϕξϕξψξ 1212     (2.31) expexp zzizziF ++−=
Here ξ  is an arbitrary real value, ϕ is a fixed real value (the phase which we will choose later). 
Let us define the covariance of values as  
( ) ψψ 1221
1cov zzzzz +=  21 2
, z      (2.32) 
Note that we needed to make this expressio  
,        
 is a Hermitian operator. Then: 
n symmetric for the corresponding operator to be Hermitian. 
Let: 
 (2.33) iCzzzz =− 221
Cwhere 
( ) ψψ 1221 zzzziCM −−=  
n 
    (2.34) 
In expanded notation the expressio for ( )ξF  has the form: 
( ) ( ) ( ) ( ) ( ) ( )( ) ( )2sincos zMCM +− ϕϕ   (2.35) 121222 ,cov2 zzzMF += ξξξ
Let: 
( )( ) ( )( )22212 ,cov4 CMzz +=ρ  ,     (2.36) 
si se such an ang βIt is evident that it is pos ble to choo le , so that the following identity is satisfied:  
( ) ( )βρ cos,cov2 21 =zz        (2.37) 
( ) ( )βρ sin=CM        
Then: 
 (2.38) 
( ) ( ) ( ) ( )cos 212 02 2.39) 
Let us choose the 
2 ≥+++= zMzMF βϕξρξξ    (
phaseϕ , so that ( ) 1cos =+ βϕ . This choice evidently provides the strictest 
inequality: 
( ) ( ) ( )( ) ( )( )( ) ( ) ⎟⎟
⎞
⎜≥ ,cov
2
212121
CzzzDzDzMzM   (2.40) 
Let us define the correlation coefficient between observables  and as: 
(
⎠⎝ 44
⎜
⎛
+== 2
2
22 Mρ
1z 2z
( )
( ) )21 zDzD
As a result, the Schrödinger-Robertson inequality takes the form:  
21,cov zzr =          (2.41) 
( ) ( ) ( )( )
4
z
22 KC
21
MDzD ≥ ,       (2.42) 
where 
21 r
K
−
=         
1
(2.43) 
K  The introduced i tal 
importance for quantum corre
 let us considere he momentum a
Then, due to tor.  
s analogous to the well-known Schmidt number [21]. This number is of fundamen
lation and quantum information description. 
Now d t nd coordinate operators as observables: 
xz =1 , pz =2 . 
the fundamental interchange relation for coordinate and momentum, C  is a unitary opera
In this case the Schrödinger-Robertson uncertainty relation takes the following form:  
( ) ( )
4
 (2.44) 
Let ( )
2KpDxD ≥        
xDx =Δ , ( )pDp =Δ  be the uncertainties (standard deviations) for coordinate and 
moment en: um. Th
2
Kpx ≥ΔΔ          (2.45) 
Thus, if coordinate and momentum correlate with one another, then the product of their uncertainties 
increases by K  times compared to the value defined by the Heisenberg inequality.  
Note, that due to the fact that coordinate and momentum do not commute, their quantum covariation can 
not be estimated by their sampling similar to the classical covariance. F , 
one has to know a priori the state vector (wave function).  
or calculating the corresponding estimate
Let:  
( ) ( ) ( )( )xiSxx expρψ = ,       (2.46) 
ions ( )xρ  and ( )xSwhere real funct  are correspondingly density and phase of the psi-function. Note that 
hase  is analogous to the classical action of a mechanical system.  
e it is simple to derive the following representation for the 
nt : 
( )xSp
Using the functions for d nsity and phase 
covariance of coordinate and mome um
 ( ) ( ) ( )∫ ∂
∂
=+ dxx
x
xpxxp ρψ
2
   (2.47)  
The clearness of the obtained result is due to the fact that in classical mec e e of the action  
=
xSpx ψ1,cov
hanics th d rivative 
x
S
∂
∂
 is the momentum.  
imensional uncertainty relation 
Let us consider space of dim nsion
 
2.5 Multid
e s .  
Let   be the corresponding operators of ordi m. The derivation of the 
uncertainty relation in the multidimensional case is similar to th n ut stead of the real 
sjpx jj ,...,1   ,, = co nate and momentu
e o e-dimensional case, b  in
numberξ sjj ,...,1,   , =σξ one has to introduce a real symmetric matrix Ξ  with elements σ . The reason 
for this is to provide a geometrically invariant form in Hilbert space to the considered values. Actually, for a scalar 
ξ , th lue like e va ( )  li p xρξ ψ+ is not invariant use the indic, beca es ρ  and l  are generally different. At 
the same time, for matrix  the value  Ξ ( ) l li p xρ ρξ ψ+  is a ket-v  Hil ert space (summation by the ector in b
repeated index ρ is assumed). Also let us introduce a real vector η  ( sjj ,...,1   =η ). Using this vector, one 
can transform the obtained ket-vector into a scalar by taking the inner product: ( ) l l li p xρ ρξ η ψ+ . 
Now, let us consider the following wittingly non-negative expression (as usual, summation by repeating 
indices is assumed): 
( ) ( ) ( )    0j l l lp x i p xρ ρξ η ψ+ + ≥    (2.48) j jF i σ σξ ψ η ξ= −
t:In expanded view we ge  
( ) ( )( ) 0 ≥+−−= ψξξξξηηψξ ρρρρρσρ ljjlljl xxpxxpipp  (2.49) σjljF
latter expression by substituting 
In order to use the fundamental commutation relations between the coordinate and momentum, we shall re-write the 
j  with , and summing the obtained expression with the initial one. As 
observable variables we shal  the 
condition will be obtained, accordi d: 
l
l use centered coordinates and momentums (with zero mean values). As a result
ng to which the following matrix expression is non-negatively define
0≥Σ+Ξ−ΞΞΣ xp         (2.50) 
Remember that matrix A  with elements jk is alled non-negatively defined if for any vector a  c z : 
 
0* ≥= kjjk zzazAz         (2.51) 
In this inequali nts of these 
ing
ty we have introduced coordinate and momentum covariation matrices. The eleme
matrices are defined by the follow  expressions:  
( ) ψψ jjlx xx =Σ         (2.52) l
( ) ψψ pp = ljjlpΣ
Remember that an arbitrary Hermitian matrix
        (2.53) 
re root of it. Let us account for the fact that non-negative definiteness of a matrix allows one to get the squa
 A  can be transferred to a diagonal form, i.e. it can be re-written as 
follows:  
,       
wher is a unitary matrix and s a real diagonal matrix.  
+=UDUA   (2.54) 
eU D i
In addition, if matrix A is non-negatively defined, it has non-negative eigenvalues t agonal of matrix 
 =UDA
2/1
hat form the di
. In this case, the ration of matrix square root evaluation is well defined: 
U2/1           (2.55) 
Using the notion of a matrix square root the expression obtained above can be re-written in the form:  
D ope
+
0
42 ⎠⎝⎠ xpppp     (2.56) 
11
2
1 12/12/12/12/1 ≥Σ+Σ−⎟⎞⎜⎛ Σ−ΞΣ⎟⎞⎜
⎝
⎛ Σ−ΞΣ −−−p
ned (and 
1
2
1
). This implies that The first summand is wittingly non-negatively defi it is equal to zero for 
−Σ=Ξ p
the expression 
xp Σ+Σ−
−11
4 is non-negatively defined, i.e.  
p
x Σ
≥Σ
4
1
          (2.57) 
ha
quantum state, the matrix equal to the difference 
The inequality derived is the desired multi-dimensional uncertainty relation. It s the following meaning: for any 
1
4
1 −
the matr  the momentum covariation ma
From th
Σ−Σ px
between coordinate covariation matrix and one fourth of 
ix inverse to trix, is always non-negatively defined.  
ese calculations it immediately follows that the inequality transforms into an equality if and only if the state 
vector satisfies the following condition for 
1
2
1 −Σ=Ξ p
: 
( ) li p xρξ + 0lρ   ψ =       (2.58) 
 the covariance matrixTherefore, the corresponding state is Gauss-type with  p
Σ
in momentum representation and 
 p
x Σ
=Σ
1
matrix
4
 in coordinate representation.  
We have limited ourselves to considering multi-dimensional  uncertainty relation, which is a direct 
generalization of the one-dimensional Heisenbergs uncertainty relatio inty 
ith e Schrödinger-Robertson relation generalization, can be found in 
2.6. Fisher Information.   
Let us consider a system that has a real psi-function:
n. Other examples of generalized uncerta
relations, and, in particular, those connected w  th
[19,20] 
  
 
( ) ( )x P xψ =
. For this system the mean momentum 
is equal to zero and the square of momentum is: 
( )( )
( )
2
( ) ( ) ( )2 1 P x4M p P x P x dx dx
∂ ∂
= =∫ ∫
′
x x P x∂ ∂
   (2.59) 
xHere the apostrophe implies the derivation by . 
Let u ce Fish n related to the mo entum variance:  s introdu er informatio m
) ( )( )( ( )
2
4 4 2
P x
x pI D M= =
Then the uncertainty re
ous to the Cramer-Rao inequality that is considered in the next section.  
2.7. Cramer-Rao inequality 
p dx
′
= ∫ P x
     (2.60) 
lation can be expressed as the following relation: 
1x xD I ≥ . 
The inequality derived is analog
 
Let a quantum state depend on some real parameter θ . We shall express it as:  
( ) ( )θθψ xPx =
.        (2.61) 
Let 
θ  be an unbiased estimator of an unknown parameterθ , based on sampling  in coordinate space i.e. n
( )1  ,..., nx xθ θ= . The condition for unbiasedness implies that the average value of estimate θ  is equal to the 
true value of parameter θ , i.e. 
( ) ( ) ( ) ( ) x1 1 1,...,n n nM P P x x x dx dxθ θ θ θ θ⋅⋅ ⋅ ⋅ ⋅ ⋅ ⋅ == ∫ (2.62) 
Some examples of unbiased estimators are well known estimates of mean value (expectation) and variance [14]: 
  
1 ... nx x
n
+ +
         (2.63) 
x =
( )∑
=
−
−
=
n
k
k xxn
s
1
22
1
1
        (2.64) 
θθ ∂
∂
−= ip
Let  be an operator that is canonically conjugate to parameter θ .  
Our next task is to evaluate the following relation called Cramer-Rao inequality: 
ID
Here we have defined Fishers information that has the form:  
1≥θθ          (2.65) 
 
( )( )
( )
( ) ( )dxxP
P
nI θ
θθ ∫ ⎟⎟∂=
xP
ndx
x
xP θ
θ
θθ
22 ln/
∫
⎠
⎞
⎜⎜
⎝
⎛ ∂
=
∂∂
   (2.66) 
Let us account for the fact that the sample size state vector can be defined as follows:  
( ) ( ) ( )θθψ nn xPxPxx ⋅⋅⋅= 11,...,     
et
  (2.67) 
 
( )ψξ ∂ θ θ ψθ + − be a ket-vector, where ∂ ξLet us make expanded calculations. L is as earlier an arbitrary 
rameter and
(ψ )ξ θ θ ψθ
∗
∗
real pa
∂
+
∂ is the corresponding bra-vector. The wittingly non-negative 
expression is:  
−
( ) ( ) ( )*  xθ ψ ξ θ θ ψ⎛ ⎞+ −⎜ ⎟⎟
*
F dψ ψξ ξ θ
θ θ
⎛ ⎞∂ ∂
= + −⎜ ∂ ∂⎝ ⎠⎝ ⎠
∫
   (2.68) 
,  
( )nxx ,...,1ψψ =  ndxdxdx ⋅⋅⋅= 1Here to shorten the expression we assume that 
In expanded representation we have: 
,       (2.69) 
where  
 ( ) 0
2 ≥++= cbaF ξξξ
dxψψθ ∂∂= ∫4
Ia
θθ ∂∂
=
*
        (2.70) 
( ) ( )
*
* b dψ ψθ θ ψ θ θ ψ
θ θ
∂ ∂
= − + −
∂ ∂∫ x      (2.71) 
x D( )2 *c d θθ θ ψ ψ= − =∫        (2.72) 
It can be demonstrated that 1−=b . For this one has to use the expression for the derivative of the 
product as:  
( )( )( ) ( ) ( )
( )(
** θ θ ψ ψψ ψ
)
* *  
 *
*
θ θ ψ θ θ ψ ψ ψ θ θ
θ θ θ θ
θ θ
∂ −∂ ∂
ψ ψ
ψ ψ
θ
∂
− + − = − − =
∂ ∂ ∂ ∂
∂ −
  (2.73) 
 zero due to the unbiasedness of the estimator. As a result, 
accounting for the normalization condition, we get 
−
∂
The integral of the first summand is equal to
1−=b . 
Finally, the Cramer-Rao inequality is obtained [14, 15, 22, 23]:  
θI           (2.74) 
Note that we have made calculations not only for the case of real vector assumed in the classical 
mathematical statistics, but also for a more general case of complex p i-functions.  
In this c
θD
1
≥
s
ase Fisher information is equal to:  
dx
θθθ ∂∂∫         (2.75) 
Fisher information is analogous to momentu
I ψψ ∂∂=
*
4
m variance and it differs from the latter only in multiplier 4 and 
the fact t
f Fisher information 
The derived inequality is clea ilar 
to the case of Heisenbergs uncertainty real 
psi-function can not reduce the Fisher information.  
It has been demonstrate of a 
type state. An analogous lity 
 normal istribution. Such estimates are called effective estimates.  
The logic presented above allows one to easily derive the Cramer-Rao inequality for biased estimators also. 
Then it h
hat the integrand value is differentiated with respect to the parameter, instead of the coordinate.  
For the case of real psi-functions, it is easy to show that the expression for Fisher information presented 
above (2.66) takes place. In the derivation of the result, one has to apply the property o
additivity (the information from n independent representatives is n times greater than the information from one 
representative). 
rly the strictest for the case when Fisher information θ is minimal. Sim
 relation it can be shown that adding an arbitrary phase multiplier to the 
I
d above that the uncertainty inequality transforms into an equality for the case 
Gauss- result is true for the case of Cramer-Rao inequality. It transforms into an equa
only for estimates that have  d
as the following form:  
( )(( ) )
2
2 1 θ′+M
β
θ θ ≥ .76) 
wher
−
Iθ
       (2
( ) ( )Mβ θ θ θ= −        e  (2.77) 
is the bias of an estimator.   
Note that in the inequality presented, the left part corresponds to the dispersion of the sample estimator 
θ  
in respect to the real value θ  instead of the ordinary variance.  
equality and the root estimator 
 
m
 
2.8. Multi-dimensional Cramer-Rao in
«Get at  the root of it!» (Kozma Prutkov «Thoughts and Aphorisms», №228). 
 
The Cramer-Rao inequality, as well as the uncertainty inequality, can be generalized to the multi-
dimensional case.  
It can be demonstrated that for any unbiased esti ator 
θ of an unknown multi-dimensional par ter ame θ  
the matrix s non-negatively defined: 
     
3]. 
Here - is the covariance matrix of estimato
 
1−−Σ θθ I i
01 ≥−Σ −θθ I    (2.78) 
In case of the estimators that are closed to effective estimators, the corresponding difference is equal 
approximately to zero. An example of such estimators is the maximum likelihood estimators that are asymptotically 
effective [15, 22, 2
θΣ r θ . The elements of Fisher information matrix can be 
represented as:  
 θ
I
( ) ( )( ) ( )dxxPxPxPnI θθθ ∂∂= lnln
kj
jk θθθ ∫ ∂∂
    (2.79) 
From the point of view of quantum informatics, it is very important that the expression for the Fisher 
informat ssume that it is 
real-valu
ion matrix is simplified a lot if the psi-function is introduced (for the sake of simplicity we a
ed) [6].  
( ) ( ) ( )dxxxnI
kj
jk ∫ ∂
∂
∂
∂
=
θ
θψ
θ
θψ
θ
      (2.80) 
For statistical problems the matrix inverse to the Fisher informat .   
Due to the difficultness of expression (2.79) for a multi-dimensional Fisher information matrix the 
estimato re usually ill- defined. The 
Let us briefly present the results derived. A more complete analysis can be found in [6, 7].  
 a decompositio e function set
ion matrix is of fundamental importance
rs of the inverse matrix derived on its basis a only exception from the rule is the 
so-called root estimator that is based on the introduction of a psi-function.  
 ( ) 1,...,1,0  −= sjxjϕLet n of a psi-function on a orthonormal bas be of 
the form:  
 
( ) ( ) ( ) cxccx s 1102 121 ...1 − +++−= ϕϕψ ( ) ( )xcx ss 11... −−++ ϕ      (2.81) 
Here we have excluded the coefficient 
( )2 11 −s out of the estimated parameters, 
2
0 ...1 ++−= ccc
because 
In case of the root decomposition (2.81) the information matrix has the size 
due to the normalization condition it can be expressed by other coefficients.  
The valu
,...,, ccc
es 121 −s  are independent estimated parameters.  
 ij
I ( ) ( )11 −×− ss  and it 
can be expressed in the following simple form: 
⎟⎟
⎠
⎞⎛ cc ji
e
( )2 1210 ...1 −++−= sccc⎜⎜⎝ += 204 cnI ijij δ , wher      (2.82) 
One remarkable feature of the derived resu its independe th choice s. It appears 
that only the root density estimator has this property.   
For estimators that are close to the effective ones, the covariation matrix of the state vector estimator is 
approximately a matrix that is inverse to the Fisher information matrix.  
lt is nce on e of base function
( ) ( )1c I c−Σ =
              (2.83) 
The components of this matrix are:  
     
(ij −=Σ δ1 )jiijn  1,...,1 ,
cc
4 −= sji                  (2.84) 
The derived matrix can be expanded by adding the covariances of components 0
c
of the state vector with 
ther components of the vector to its covariances. It appears that the aggregate covarian trix has the same form 
us, the statistical model based on a psi-function and root decomposition introduction and the methods of 
quantum el are the 
simplicit  of its notations, the general nature of its results and the good- definiteness of its computational properties. 
Accordi
o ce ma
as (2.84), where 1,...,1,0 , −= sji .  
Th
 informatics is in some way preferred to all other feasible models. The advantages of this mod
y
ng to Dirac The Nature could not have ignored such a beautiful mathematical model. 
 
3. The postulates of quantum informatics 
 
Every tailor has his own views on art! (Kozma Prutkov «TT
 a special 
type of p
It is wor
It is sufficient to stand to the concept of probability amplitudes and the statistical requirement of the 
coincide
p pal o
quantum system is described by probability amplitudes. Probability amplitudes construct a state vector in Hilbert 
houghts and Aphorisms», №151). 
 
The postulates of quantum informatics should make apparent all of the most profound and the most 
fundamental ideas of quantum theory. There are different opinions on the issue of which notions of quantum theory 
should be considered the main ones. In this case, it is quite interesting to explore the evolution of Diracs opinions 
on the paradigm of quantum physics. The actual Dirac in 1930 in his outstanding work The principles of quantum 
mechanics [24] according to Von Neumann provided us with such a brief and an elegant description of quantum 
mechanics that is unlikely to be ever overcame (a translation from the Russian edition [25] ,p.10).  
Note that many other outstanding scientists shared similar delights of Diracs wordings of the principal 
notions of quantum theory. That makes even more valuable what Dirac writes himself in 1972 in his work 
Relativity theory and quantum mechanics [26] about the evolution of his own views on the issue.  
 A question of whether the non-commutativity is the principal notion of quantum mechanics arises. 
Previously, I had believed this to be true, but recently I started to doubt this point. May be there is some other more 
profound notion than the notion of non-commutativity, some deeper modification of our understanding of the world 
that quantum mechanics brings us (a translation from the Russian edition [26], p.148). 
Note that the notion of non-commutativity was very appealing to Dirac. This very notion allowed Dirac to 
formulate the notion of Poisson quantum brackets instead of the classical ones, which, in its turn, allowed him to 
beautifully and elegantly transform classical mechanics into quantum mechanics. And then, forty years after his 
pioneering works, Dirac concludes that there must be a deeper idea, which is the idea of probability amplitudes 
existence. The following words are marked in courier by Dirac: I believe that the notion of probability amplitudes 
is the most fundamental notion of quantum theory (a translation from the Russian edition [26], p.148).  
  a construction ofThis framework exactly corresponds to the spirit of the sixth Hilberts problem
obability theory based on geometry.  r
th considering what the Principles of quantum mechanics would have been like if the young Dirac shared 
his own ideas of the more senior age. It appears that it is not obligatory to consider the procedure of Diracs 
canonical quantization that is based on Poisson quantum brackets to transform classical mechanics into quantum 
mechanics. 
nce, on the average, of the results of the new and the old theories. (for more detail see [8, 9, 10]).  
Basing on the description provided above, let us formulate the first postulate. 
 
Postulate 1. The rinci bject of quantum informatics is a quantum system. The evolution of the 
space.  
 
Hilbert space is a linear vector space. The property of linearity implies the principle of superposition 
validity. Therefore, if 
a
and 
b
 are the vectors that describe some states of a system, then their arbitrary linear 
bcac
superposition 21  (where 21  are arbitrary complex numbers) is also a feasible state of the 
system (the superposition principle).  
State vector as a geometric object in Hilbert space can be de
+
fined in different equivalent representations 
that are unitary interconnected similar to the case of when the description of the behaviour of two classical objects in 
,cc
Euclidia ted by orthogonal 
transformations. This reasoning lies in the basis of the following postulate. 
 
Postulate 2. Probability amplitudes as st  
atio esentations are interconnected by unitary transformations. A unitary 
transformation in time describes the evolution of the quantum system.  
 
A unitary transformation can be written symbolically by the following matrix equation: 
n space can be studied in different coordinate representations that are interconnec
ate vector coordinates in Hilbert space can be defined in different
equivalent represent ns. The equivalent repr
ψψ U=′
  (3.1)        
Any unitary matrix can be rep
,         (3.2) 
wher
U resented as:  
( )iHU exp=
e H is a Herm
Due to t  uni ng relation:  
       (3.3) 
The matrix exponent that satisfies the condition of time homogeneity has to be of the form:  
  
itian matrix.  
he time homogeneity, the tary transformation in time has to satisfy the followi
( ) ( ) ( )211 tUtUttU =+ 2
( )iHtU exp=
       (3.4) 
The Hermitian operator H introduced in the way is called the Hamiltonian.  
The latter equation implies that the unitary evolution of quantum states has to be defined by Schrödinger equation: 
i H
t
ψ∂ ψ=
∂         (3.5) 
A state v
ental framework.  
roperty of quantum state 
reduction. "No matter how hard one tries, but an egg can not be incubated twice" (Kozma Prutkov Thoughts and 
aphorism , №2 f the aphorism could sound like: No matter how hard one tries, but a 
quantum bit can not be «inqubited»  twice ☺.   
onsid mpo  co  to the notion of tensor product of 
sub-system states. For instance, let us consider a system of two two-level quantum systems (qubits). It is natural to 
assume t at the s ollo  feasible states.  
ector is an objective statistical characteristic of a quantum system and it has to allow for the possibility of a 
statistical study. However, for such an exploration a number of statistical ensemble representatives are needed 
instead of only one representative. In the ensemble every representative has to be prepared equally and, thus, all 
represen tives should be in the same quantum state. ta
It is not sufficient to make measurements in one basis. One has to perform the measurements in various 
unitary-interconnected bases. The results of such measurements are in accordance with the following postulate.  
 
Postulate 3. Measurements conducted in different unitary interconnected basis representations generate a 
set of mutually-complementary statistical distributions. For a fixed basis the square of absolute value of probability 
amplitude defines the probability of quantum system detection in a corresponding basis state.  
 
Postulates 2 and 3 are closely related with one another. From one side, postulate 3 serves for 
materializing the results of transformations that are defined by postulate 2 (that is evident). From the other side, if 
one is to perform measurements in accordance with postulate 3, one has to ensure that such measurements yield the 
most complete description of the events. This can not be assured if we use only one of the representations. 
Therefore, to conduct measurements in accordance with postulate 3, one has to apply postulate 2 as well, performing 
the transfer between two representations (that is less evident).  
For every representative of a statistical quantum ensemble, a choice is to be made: whether to conduct the 
measurement in the initial representation or whether to switch to the other representation and perform the 
measurement only then.  
Only the aggregate of measurements in various mutually-complementary representations can provide a 
complete picture of a quantum state in the experim
By the reasoning provided above, we assume that a representative that is once measured will not be 
measured any more. Even if such a measurement was to be performed it would yield the information not on the 
initial quantum state but on the state that resulted after the first measurement. That is the p
s 58). A modern variant o
 C ering quantum states of co site systems we essentially me
h ystem should contain the f wing four base states as the
 
00 0
- both qubits are in state , 
 
01
- the first qubit is in state 
0
, the second one  in state 
1
, 
10 1 0
,   - the first qubit is in state , the second one  in state 
11 1
 - both qubits are in state  .  
The four base vectors presented produce a Hilbert space of dimension 4. It implies that a system of two 
qubits ca n  then be not only i one of the states, but also in any superposition of  states.  
11100100 11100100 ccc     (3.6) 
Thus, the following postulate is quite natural: 
 
individual systems. 
For instance, n  qubits that are considered as a whole produce n2 base states and consequently a Hilbert 
n
c +++=ψ
Postulate 4 The space of a composite system state is produced by the tensor product of the states of 
space of
very qubit, th
much smaller am antum re
idual sub
nentially more powerful compared to their 
rparts.  
m informational 
ey leave out 
more fundamental results of quantum theory, related to Bohrs complementarity principle and Heisenbergs 
 dimension 2 . An arbitrary state vector in the space is defined by 2 complex probability amplitudes. 
Note that for independent states of e ere are only n2  complex probability amplitudes, which makes a 
 large . The difference  is due to the specific qu source, namely 
entanglement. A quantum state is called to be entangled if it can not be presented by indiv -systems states. 
he entanglement is the notion that is to make quantum computers expo
n
ount for n n
n 22 −
T
classical counte
We shall note that Postulate 4 makes unavoidable a probabilistic realization of a quantu
model. For example, for 1000=n  qubits there is a state that is described by 
3011000 1007,12 ⋅≈ complex numbers. For the whole Universe that has only nucleons at its 
disposable there is no way to record the state on any material object.  
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Discussion 
Let us briefly discuss the history of the sixth Hilberts problem evolution in the 20th century.  
First of all, basing on his thesis of the necessity of combining probability theory research with kinetic gas 
theory, Hilbert applied his theory of integral equations to Boltzmanns kinetic equation. This allowed Hilbert to 
discover an effective way of the kinetic equation approximate solution [27].  
The Boltzmanns kinetic equation was an example to Hilbert of an equation that was integral-type by its point 
in the sense that it could not have been transferred to any type of differential equations.  
The emergence of quantum mechanics with the works by Heisenberg [28], Born and Jordan [29] and 
Heisenberg, Born and Jordan [30] in 1925, stimulated Hilbert to explore the mathematical tools of the new theory. 
He worked on the problem together with his assistants  von Neumann and Nordhame. The results of the study were 
published in [31].  
At the same time, the cooperation with Hilbert stimulated von Neumann to perform systematical research on 
the mathematical description of quantum theory. After a few years time, a book [25] was published that 
summarized the main results if the work. Ever since, this book has been the principal work on this issue related to 
the mathematical aspects of quantum mechanics.  
In his monograph von Neumann extended the concept of Hilbert space as a place where quantum events take 
place. He also introduced the notion of density matrix, developed the theory of quantum measurements, based on the 
decomposition of unity and conducted a research on quantum statistical mechanics grounding. 
Von Neumann attempted to express his vision of the fundamental statistical bases of quantum mechanics in his 
famous theorem that states the impossibility of introducing hidden parameters to the structure of quantum theory.  
According to von Neumann, this theorem should have separated quantum and classical statistical theories. This 
theorem had not been argued for a long time, until it was heavily criticized by Bell [32]. The research conducted by 
Bell, resulted in a set of inequalities that were called after his name. These inequalities demonstrate the impossibility 
to explain the results of statistical experiments on quantum objects by the means of classical probabilistic space. In 
this framework, Bells inequalities express quantitatively what was formulated by von Neumann qualitatively. 
However, we believe that the theorem of the impossibility of introducing hidden parameters to quantum mechanics, 
as well as Bells inequalities, despite all their importance, do not play that fundamental role that is often believed to 
be the case. Indeed, when many authors stress the Bells inequalities and the hidden parameter issue th
u nty relations. Actually, the complementarity principle that is based on rejecting the axiom of composite 
random values of classical probability theory implies that there is a more fundamental notion  the state vector of a 
quantum system. The concept of mutually-complementary distributions leads to the fundamental uncer
ncertai
tainty 
lation. uct of variances of coordinate and momentum 
istributions can not be lower than the value determined by Plancks constant. In classical statistics, where all 
 values can be defined simultaneously, such an effect can not take place in principle.  
loped by von Neumann were significantly modified and generalized 
unity a r more details see [20, 33, 34])  
 
 
Conc
Let us of the work.  
2. e of complementarity mutual 
troduction is provided.  
3. 
inequalities, uncertainty relations (one-dimensional and multi-dimensional) and Cramer-Rao 
equalities can considered from the same quantum-informational standpoints.  
4. The main postulates of quantum informatics ere formulated. It was shown that quantum 
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re  In particular, Heisenbergs inequality reveals that the prod
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observable random
 The mathematical tools that were deve
by other authors. For example, in the contemporary theory of quantum measurements general decompositions of the 
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lusion:  
formulate the main results 
1. It was demonstrated that quantum informatics is a natural solution of the 6-th Hilberts problem that is related 
to constructing axiomatic probability theory describing micro-world.  
Basing on the Fourier transform theory, in accordance with the Bohrs principl
coordinate and momentum distributions were studied. It was shown that the characteristic function may be 
considered as a convolution of the psi-function. The reasoning for momentum and coordinate operators 
in
Hilbert space geometry is presented in probabilistic framework. It was demonstrated that Cauchy-
Bunyakowsky 
in
 as a natural science w
mechanics is a root statistical model (based not on the actual probabilities, but on the square roots of them).  
The author is grateful to K.A. Valiev, Yu.I. Ozhigov and A.V. Shevrev for valuable discussions concerning 
e problem.  
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