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Abstract 3+1 formulations of the Einstein field equations have become an invaluable tool in
Numerical relativity, having been used successfully in modeling spacetimes of black hole col-
lisions, stellar collapse and other complex systems. It is plausible that similar considerations
could prove fruitful for modified gravity theories. In this article, we pursue from a numerical
relativistic viewpoint the 3+1 formulation of metric f(R) gravity as it arises from the fourth
order equations of motion, without invoking the dynamical equivalence with Brans-Dicke
theories. We present the resulting system of evolution and constraint equations for a generic
function f(R), subject to the usual viability conditions. We confirm that the time propaga-
tion of the f(R) Hamiltonian and Momentum constraints take the same Mathematical form
as in general relativity, irrespective of the f(R) model. We further recast the 3+1 system
in a form akin to the BSSNOK formulation of numerical relativity. Without assuming any
specific model, we show that the ADM version of f(R) is weakly hyperbolic and is plagued
by similar zero speed modes as in the general relativity case. On the other hand the BSSNOK
version is strongly hyperbolic and hence a promising formulation for numerical simulations
in metric f(R) theories.
1 Introduction
The field of Numerical relativity has seen several successes in the modeling of strong-field
dynamics. For example, the once perplexing simulations of colliding black holes are now
routine applications that can be executed on moderate workstations. This is a result of a
journey that spans decades of interdisciplinary work, drawing from seemingly divergent fields
such as geometry, numerical analysis, software design, physics etc [55,50,29]. On the other
hand, the field has reached a state of maturity that it can prove useful in other contexts
such as gravity theories other than general relativity and in spacetime dimensions higher
than four. Phenomenologically, these are well motivated situations as the theory of general
relativity may be considered as a special case of a more general theory of gravitation [73].
With this in mind, one can gain some insights into the Cauchy problem of standard general
relativity by studying the problem in a more general setting such as modified gravity.
Modified theories of gravity such as f(R) and other higher order theories can account
for the late time accelerated expansion of the universe without invoking an exotic dark
energy component or the ad hoc introduction of a cosmological constant. Rather, within
such theories, accelerated expansion arises naturally from the concomitant field equations
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via curvature terms. They thus have the potential of solving one of the most important
problems in 21st century cosmology. As a consequence of this, and other motivations arising
from astrophysics, inflationary cosmology and high energy physics, f(R) theories have been
studied extensively in the literature, with applications ranging from solar system dynamics to
cosmological scenarios, employing a range of tools to investigate the viability of such theories
and to further constrain the parameters of the theory [80,49,34,24].
Because of the extra degrees of freedom inherent in the theory, studies in f(R) gravity have
proven interesting, often exhibiting a number of peculiarities in comparison to similar systems
in general relativity. For example, the Jebsen-Birkhoff theorem1 does not hold in metric f(R)
under general conditions, though it may be extended to Palatini f(R) [80,64]. Other exam-
ples can be found in e.g [4,3,31,39,66]. In principle, it is plausible that further characteristic
signatures of f(R) gravity remain to be uncovered as they manifest only through non-linear
terms, which are often discarded in perturbative analyses. As a result, further exploration
of these and other scenarios could be hindered by the complexity of the non-linear fourth
order system or the often unrealistic symmetry assumptions that are necessary if one is to
obtain solutions by analytical means. In order to take advantage of the predictive power of
any physical theory, however, one needs to be able to generate solutions under various config-
urations of interest without such limitations. Indeed, a numerical approach to f(R) gravity
could prove fruitful. After all, even in the simplest relativistic theory, general relativity, one
needs numerical methods to model complex spacetimes such as those involving the colliding
of binary black holes.
A numerical approach to fourth order gravity, or any relativistic theory for that matter,
is not without problems. In numerical relativity for example, one has to decide which initial
value problem to solve. In general, initial value problems are classified as either being 3 + 1
Cauchy, Characteristic [19,69] or Hyperboloidal [37,36], depending on the nature of the
hypersurface on which initial data is prescribed. Even within the 3+1 Cauchy sub-class, there
are different formulations of the Einstein field equations, which although Mathematically
equivalent, behave differently when discretized and evolved numerically. This is the essence
of the formulation problem in numerical relativity [76,67]. In general, a typical recipe for
a successful numerical evolution must take into account the following points: Initial data
problem [33], Formulation problem [76], Boundary problem, Gauge problem and so on, See
[50,5,13,41] for an in-depth discussion of these and other practical aspects of numerical
relativity. It is conceivable that, when considering fourth order gravity, each of these areas
will be affected in non-trivial ways by the accompanying new degrees of freedom.
Under certain conditions, it can be shown that f(R) gravity is dynamically equivalent to a
Brans-Dicke scalar-tensor theory, with metric f(R) corresponding to Brans-Dicke parameter
ω0 = 0, while Palatini f(R) corresponds to ω0 = −3/2 [79]. In fact, with the exception of
[83], the Cauchy problem of f(R) has mostly been studied by utilizing this equivalence, see
[23,44] for examples involving numerical applications. However, such dynamical equivalence
should be interpreted with caution [48,20,28,56]. The initial value problem for scalar-tensor
theories was systematically presented in [70]. This was later specialized to f(R) gravity in [54,
25,26,27], largely focusing on the well-formulatedness of the problem. In [65], it was shown
that the Hamiltonian and Momentum constraints for f(R) are preserved in time. In this
work, we study the Cauchy formulation of metric f(R) gravity from a numerical relativity
perspective, without using the equivalence with Brans-Dicke theories. We derive the ADM
[9,89] and BSSNOK [61,74,12] formulations for f(R) gravity and show that, like in the
general relativity case, the BSSNOK formulation has more appealing stability properties as
a numerical formulation than the ADM version.
1 This can be loosely stated as ‘Spherically symmetric vacuum solutions of the field equations are necessarily those of
Schwarzschild’.
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Although we focus only on two formulations in this work, 3 + 1 formulations of the field
equations are generally not limited to the ADM or BSSNOK evolution equations. There are
several strategies that have been employed in the literature to construct alternative formu-
lations, possibly using the ADM equations as a starting point [76,67]. For example, one can
derive new formulations by introducing additional variables based on conformal transforma-
tions of the standard ADM variables and optionally modifying the resulting evolution equa-
tions by adding arbitrary multiples of the constraints. Formulations based on this procedure
have shown improved stability properties in long term evolutions. Popular examples include
the BSSNOK [61,74,12], Z4c [14,68] and other BSSNOK-like systems [8,53,60]. In addition,
one can construct fully first order hyperbolic systems by introducing spatial derivatives of
existing variables as new independent variables, effectively introducing new sets of subsidiary
constraints. This approach is motivated in part by the fact that first order symmetric systems
are often endowed with certain desirable features such as strong hyperbolicity. Some popular
examples in this category include the Bona-Masso [16,17,18] and Kidder-Scheel-Teukolsky
[51] formulations. Another possibility is the construction of asymptotically constrained sys-
tems that seek to control the violation of constraints by having the constraint surface as an
attractor. This includes the λ−system [21,78] and a family of adjusted systems [35,87,88,86].
All these have shown several advantages when compared to the standard ADM formulation
[76,67].
This paper is organised as follows: In §2 we briefly introduce some of the necessary 3 + 1
concepts for the purposes of fixing the context and notation. We present the field equations
for fourth order gravity in §3 and tackle the 3 + 1 decompositions in §4. We present the
ADM version of the field equations in §4.1, and the time propagation of the constraints in
§4.2. The BSSNOK version is given in §4.3. Finally we present some analyses in §5 & §6 and
concluding remarks in §7.
2 Preliminaries
In the standard 3 + 1 decomposition, the metric of the spacetime is written as
ds2 = −(α2 − βiβi)dt2 + 2βidtdxi + γijdxidxj , (1)
where γij is the spatial metric induced on the hypersurface by a unit normal vector n
a, α is
the lapse function and βi is the shift vector with βi = γijβ
j. In terms of the normal vector
na, the spatial metric can be written as
γab = gab + nanb, γ
ab = gab + nanb . (2)
Thus γab is a projection tensor that projects geometric objects into the spatial hypersurface,
while nanb projects along the normal, such that,
Nab = −nanb , ⇒ NacN cb = Nab, Naa = 1, Nabnb = na , (3)
γab = δ
a
b + n
anb , ⇒ γacγcb = γab, γaa = 3, γabnb = 0 . (4)
We define a spatially projected covariant derivative, compatible with the induced metric γab,
as
DeQ
a···b
c···d ≡ γap · · · γbq γrc · · ·γsd γfe∇fQp···qr···s . (5)
One can easily show that Daγbc = 0 as required.
The extrinsic curvature Kab can be defined in terms of projections of the first covariant
derivative of na,
Kab =− γcaγdb∇cnd (6)
=− Danb − naab , (7)
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where ab = n
c∇cnb is the acceleration of the unit normal na, and is related to the lapse
function α via
ab = Db ln α . (8)
Alternatively, one can give the extrinsic curvature in terms of the metric γab
Kab = −12Lnγab , (9)
where Ln denotes the Lie derivative along na. Following [83], we also define the quantity
ψ = LnR . (10)
where R is the Ricci scalar of the spacetime. Equations (9) and (10) give propagation equa-
tions for the spatial metric γij and the Ricci scalar R.
3 Field equations for f(R) gravity
In this section, we outline the field equations for f(R) gravity. We note that there are three
versions of f(R) modified gravity: metric formalism, Palatini formalism and metric-affine
gravity [79]. In the following, we consider exclusively the metric formalism. Following standard
practice, we write the modification to the Einstein-Hilbert action as,
S =
1
2κ2
∫
dx4
[√−gf(R) + 2κ2Lm] , (11)
where κ2 = 8piG, G being the standard gravitational constant, g is the determinant of
the space-time metric gab, L is the Lagrangian density of standard matter fields, f(R) is a
non-linear function of the Ricci scalar R only, and it is to be understood that f(R) = R
corresponds to general relativity without a cosmological constant2. Throughout this paper,
we work in the Jordan Frame.
In addition to the Ricci scalar R, one can also include terms which are quadratic in
the Ricci tensor Rab, Riemann tensor Rabcd and conceivably other curvature invariants in
the action (11), leading to a richer set of field equations [82,62,11,46,30,59]. Typically when
considering such f(R,RabR
ab, RabcdR
abcd, · · · ) modifications, massive gravitons, vector degrees
of freedom and potentially ghost degrees of freedom associated with Ostrogradski instabilities
will manifest in the resulting theory [30,85,80,34]. The latter may be avoided by considering
functions f(R,G) of the Gauss-Bonnet invariant G = R2 − 4RabRab +RabcdRabcd which have
found applications in Cosmology [32,63,40]. In this work, we restrict our attention to the
sub-class of f(R) theories arising from the action (11). Although simpler in nature, these are
sufficiently general to incorporate some of the basic aspects of higher order gravity.
Varying the action (11) with respect to the metric results in the field equations
f ′Rab − 1
2
fgab −∇a∇bf ′ + gabf ′ = κ2Tab , (12)
where f ′ = ∂f(R)/∂R, f = f(R) and Tab is the energy momentum tensor of standard matter
fields and is defined in terms of Lm as,
Tab =
2√−g
δ(
√−gLm)
δgab
. (13)
2 This parametrization differs from the action considered in [83] where the parametrization is such that general relativity is
recovered for f(R) = 0.
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Unlike in the general relativity case, f(R) theories posses a massive scalar degree of freedom
commonly referred to as a scalaron [81], whose propagation is governed by the trace of the
field equations,
3f ′ − 2f + f ′R = κ2T , (14)
where T = gabTab. For notational simplicity, it is convenient to introduce the symmetric
tensor Σab such that
Σab = f
′Rab − 12fgab −∇a∇bf ′ + gabf ′ (15)
= f ′Rab − 12fgab − f ′′∇a∇bR − f ′′′∇bR∇aR + gab(f ′′′∇cR∇cR + f ′′R) , (16)
where a repeated ′ denotes repeated differentiation with respect to the Ricci scalar, such that
f = f(R) , f ′ =
∂f(R)
∂R
, f ′′ =
∂2f(R)
∂R2
and f ′′′ =
∂3f(R)
∂R3
. (17)
One can therefore write the field equations compactly as,
Σab = κ
2Tab . (18)
where ∇aΣab = 0 = ∇aTab as a consequence of the Generalized Bianchi identity [52]. Alter-
natively, one can use the trace Σ = κ2T of the field equations (18) to arrive at3
Σab = κ
2Tab + ν gab(Σ − κ2T ) . (19)
where ν ∈ R is a parameter whose choice will be made clear in the next section. The two
versions of the field equations (18) and (19) are equivalent for physical systems, nevertheless,
(19) has a number of practical advantages in the context of a Cauchy formulation. We will
highlight this point in Section (4).
Although there is some freedom in the choice of the f(R) function specifying a given model,
this choice is not arbitrary. There are several non-trivial viability conditions to be satisfied
for any given f(R) function. For example, in order for the effective Newtonian gravitational
potential Geff = GNewton/f ′ to not change sign, one must have f ′ > 0. In addition, one must
have f(R)→ R for R≫ R0, where R0 is the cosmological value of the Ricci scalar today, in
order for the model to be consistent with Solar system constraints. See [80,34,24] for more
details.
4 The 3 + 1 Formulation
The system of evolution and constraint equations is obtained by considering projections of
the field equations 18. Considering the normal na and spatial γab projectors, there can only
be three distinct set of equations,
nanb Σab = n
anb κ2Tab , (20a)
γacn
b Σab = γ
a
cn
b κ2Tab , (20b)
γacγ
b
d Σab = γ
a
cγ
b
d κ
2Tab . (20c)
In order to deal with the projections of the Energy momentum tensor Tab, we introduce the
fluid quantities,
ρ = nanbTab , Sc = −γacnb Tab and Scd = γacγbd Tab (21)
3 In the general relativity case, Equation (18) reduces to Rab −
1
2
gabR = κ
2Tab, while the expression (19) reduces to the
alternate form Rab = κ
2(Tab −
1
2
gabT ) for ν =
1
2
.
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where ρ is the energy density of the fluid as measured by an observer na, Sa is the momentum
density of the matter fluid as measured by an observer na and Sab is the spatial stress of the
matter fluid, with trace S = γabSab. The trace of the energy momentum tensor is therefore
given by
T = gabTab = S − ρ . (22)
It is more convenient to rewrite the projections (20) as
H ≡ nanb Σab − ρ , (23a)
Ma ≡ −γcanb Σcb − Sa , (23b)
Ecd ≡ γacγbd Σab − Scd , (23c)
where we have used Equations (21). In this case, consistency with the field equations is
obtained by imposing H = 0, Ma = 0 and Eab = 0. However, for the spatial projection, it
may be more beneficial to consider instead, Eab = −mabH − lcabMc, where mab and lcab are
arbitrary tensors which are otherwise symmetric in the indices a and b, see e.g. [38]. This
parametrization is still consistent with the field equations, provided that H and Ma vanish.
In general relativity, it is customary to restrict to the case lcab = 0 and mab = −µγab, thus
giving Eab = µγabH, where µ = 0 corresponds to the original ADM formalism while µ = 1
corresponds to the standard ADM formalism of York [89]. We note that the original ADM
formalism has worse stability properties compared to the standard ADM formalism. The
stability properties of the two formalisms corresponding to µ = 0 and µ = 1, respectively,
was presented in [38] based on eigenvalue analyses of the propagation equations for the
constraints H and Ma. A similar constraint analysis was presented in [75] when studying
adjustments of the standard ADM equations. In order to obtain the f(R) equivalent of the
standard ADM version, we use instead (19) to replace the spatial projection (20c),
γacγ
b
dΣab = γ
a
cγ
b
d κ
2Tab − νγcd(Σ − T ) . (24)
It is not difficult to show that this is equivalent to (23c) with Eab = γabH as required.
Computing the projections of Σab require some attention. Utilizing the Gauss, Codazzi and
Ricci geometric relations [84], and, after some tedious algebra, one can show that they reduce
to
nanb Σab =
1
2
f − 1
2
Rf ′ + 1
2
(R+K2 −KabKab)f ′ − DaDaf ′ −KLnf ′ (25a)
=1
2
f − 1
2
Rf ′ + 1
2
(R+K2 −KabKab)f ′ − (DcDcR +KLnR)f ′′
− f ′′′DcRDcR , (25b)
γacn
b Σab =− f ′(DbK bc −DcK)−KacDaf ′ −Dc(Lnf ′) (25c)
=− f ′(DbK bc −DcK)− f ′′(K ac DaR +DcLnR)− f ′′′LnRDcR , (25d)
γcaγ
d
b Σcd =f
′(Rab − 2K ca Kbc +KKab −LnKab − 1αDaDbα)− 12fγab
− [DaDbf ′ + Lnf ′Kab + γab(DaDaf ′ +KLnf ′ + acDcf ′ − LnLnf ′)] (25e)
=f ′(Rab − 2K ca Kbc +KKab −LnKab − 1αDaDbα)− 12fγab
− (DaDbR + LnRKab)f ′′ − f ′′′DaRDbR + γabf ′′′(DcRDcR−LnRLnR)
+ γabf
′′(DcDcR +KLnR + acDcR− LnLnR) , (25f)
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and finally the trace gives
gabΣab =− 2f +Rf ′ + 3(DaDaf ′ +KLnf ′ + acDcf ′ − LnLnf ′) (25g)
=− 2f +Rf ′ + 3(DcDcR +KLnR + acDcR −LnLnR)f ′′
+ 3(DaRDaR −LnRLnR)f ′′′ . (25h)
We are now in a position to comment on the advantages of using (19) over (18). The first
point being that (19) results in York’s version of the ADM decomposition, which is preferred
over the original ADM form in Cauchy formulations. This point is both relevant for f(R)
and general relativity. An added advantage, which does not arise within general relativity,
is that one cannot close the system of equations by using (18). This can be seen from (25e)
which contains both time derivatives of Kab and R (via the Lie derivative terms). One needs
the trace equation in order to eliminate the latter. But what value do we need to assign to
ν? We note that in order to cancel out Lie derivatives of R from (25e), one needs to add a
third of the trace (25g), thus giving ν = 1/3, see also [83].
4.1 ADM formulation
In the rest of this article, we follow common convention [5,13,41] and generally refer to
the standard ADM formulation of York as simply ADM, unless in cases where ambiguities
may arise. From the above information, we have that the Hamiltonian constraint (25a), also
referred to as the Scalar constraint, is given by
H ≡f −Rf ′ + (R+K2 −KabKab)f ′ − 2(DcDcR +Kψ)f ′′
− 2f ′′′DcRDcR− 2κ2ρ = 0 , (26)
while the Momentum constraint (25c), also known as the Vector constraint becomes
Mc ≡ κ2Sc − f ′(DbK bc − DcK)− f ′′(K ac DaR + Dcψ)− f ′′′ψDcR = 0 . (27)
Using the definitions of the extrinsic curvature Kab (Equation 9) and ψ (Equation (10))
we arrive at evolution equations for γab and R. The time evolution of ψ is obtained from the
trace of the field equations, and finally the projection 25e results in an evolution equation
for Kab. The full system of evolution equations is therefore,
∂tR = αψ + β
iDiR , (28a)
∂tψ =
α
3f ′′
[−2f +Rf ′ + 3 (DcDcR +Kψ + acDcR) f ′′ (28b)
+3
(
DaRDaR− ψ2
)
f ′′′ − κ2(S − ρ)]+ βiDiψ (28c)
∂tγij =− 2αKij +Diβj +Djβi , (28d)
∂tKij = α(Rij − 2K ci Kjc +KKij) +
α
f ′
{
1
6
fγij − 13γijRf ′
−(DiDjR + ψKij)f ′′ − f ′′′DiRDjR − κ2
[
Sij − 13γij(S − ρ)
]}
− DiDjα+ βk∂kKij +Kkj∂iβk +Kik∂jβk . (28e)
The 3−Ricci tensor Rij in (28e) is computed from derivatives of the metric via,
Rij = 1
2
γkℓ (γkj,iℓ + γiℓ,kj − γkℓ,ij − γij,kℓ) + γkℓ (ΓmiℓΓmkj − ΓmijΓmkℓ) . (29)
where the Γabc and Γ
a
bc are Christoffel symbols of the first and second kind, respectively,
computed from the 3–metric γab
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It is trivial to show that the above system (28) reduces to the ADM form of the Einstein
field equations for f(R) = R. The main evolution variables are {R,ψ, γij, Kij}, compared
to only {γij, Kij} for general relativity. Note that there are no propagation equations for
the functions f , f ′, f ′′ and f ′′′. These are to be obtained analytically by using (17), once
the function f(R) has been specified. Moreover, as in the general relativity case, the field
equations do not provide propagation equations for α and βi. These are gauge functions
representing the coordinate freedom of the theory. And lastly, the constraint equations (26)
and (27) do not involve the gauge variables nor time derivatives. They are elliptic partial
differential equations which are usually solved only on the initial hypersurface for the pur-
poses of generating initial data. In a typical unconstrained evolution, the constraints are not
integrated in time but are used to monitor the accuracy of the numerical solution.
4.2 Twice Contracted Bianchi identities
For any dynamical system, it is important to establish that the constraints of such a system
are satisfied not only by the initial data, but also by the solution as it evolves in time. The
time propagation of the Hamiltonian and Momentum constraints can be derived somewhat
effortlessly by invoking the Bianchi identities as demonstrated in [38]. In f(R), this takes the
form
∇a(Σab − κ2Tab) = 0 . (30)
We note that in a 3 + 1 setting, the field equations (18) have the following induced decom-
position
Σcd − κ2Tcd = (Σab − κ2Tab)δacδbd
= (Σab − κ2Tab)(γac − nanc)(γbd − nbnd)
= Ecd + ncMd + ndMc + ncndH , (31)
where we have used (23). Now, the normal and spatial projections of the Bianchi identities
(30) respectively become
na∇b(Σab − κ2Tab) = na∇b(Eab + naMb + nbMa + nanbH) (32)
0 = −EabDbna − DbMb − 2Manb∇bna −HDbnb − nb∇bH , (33)
and
γac∇b(Σab − κ2Tab) =γac∇b(Eab + naMb + nbMa + nanbH) (34)
0 =DaEac + Ebcna∇anb +McDana +Mbncna∇anb
+MbDbnc +Hnb∇bnc + nb∇bMc . (35)
This results in the following propagation equation for H
∂tH =βa∂aH + 2αKH− 2αγij∂iMj − 4γij∂jαMi
+ α∂lγmk(2γ
mlγkj − γmkγlj)Mj . (36a)
while the evolution of the momentum constraint Mi is governed by
∂tMi =βj∂jMi − 12α∂iH−H∂iα + αKMi
− βiγjl∂iγlkMj + ∂iβkγkjMj . (36b)
Interestingly, this derivation, and hence the result, does not depend on the dimension N of the
space time, or the theory of gravity, provided the Bianchi identities hold [77,65]. We now have
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the desirable property that if the constraints are satisfied on some initial hypersurface, they
will remain satisfied during evolution. However, as numerical experiments have shown, one
should take this statement with a grain of salt because, in practice, the constraints are only
satisfied to machine precision. Therefore, depending on the properties of the formulation used,
constraint violations can get amplified during numerical evolution, leading to instabilities.
This quality is related to the well-posedness of the formulation, and we return to this point
in §6. In order to circumvent this problem, different formulations have been proposed in
numerical relativity [76,67]. We turn to one such formulation in the next section.
4.3 BSSNOK formulation
The BSSNOK form of the field equations, which was pioneered in a series of works [61,74,
12], is a conformal traceless re-formulation of the standard ADM form. This formulation has
been shown to have improved numerical properties when compared to the ADM form in the
case of the Einstein field equations and is perhaps one of the most popular 3+1 formulations
for numerical simulations. The starting point is the definition of new variables in terms of
the ADM variables,
φ = 1
12
ln γ , (37a)
γ˜ij = e
−4φγij , (37b)
A˜ij = e
−4φ
[
Kij − 13γijK
]
, (37c)
Γ˜ i ≡ γ˜jkΓ˜ ijk (37d)
= −γ˜ij,j , (37e)
where K is the trace of the extrinsic curvature4 K = γijKij, and γ is the determinant of the
physical metric γij. Overall, one has to evolve the variables {R,ψ, φ,K, Γ i, γij, Kij}, a total
of 19 variables whose evolution equations will be given shortly.
In terms of the BSSNOK variables (37), the Hamiltonian constraint (25a) takes the form,
H ≡ f − Rf ′ +
[
e−4φ(R˜ − 8D˜iD˜iφ− 8D˜iφD˜iφ) + 23K2 − A˜ijA˜ij
]
f ′
− 2(DcDcR +Kψ)f ′′ − 2f ′′′DcRDcR − 2κ2ρ = 0 , (38)
while the Momentum constraint Ma is given as
Mi ≡ κ2e4φSi −
(
D˜jA˜
ij + 6A˜ijD˜jφ− 23 γ˜ijDjK
)
f ′
− f ′′
[(
A˜ij + 1
3
γ˜ijK
)
DjR + γ˜
ijDjψ
]
− γ˜ijf ′′′ψDjR = 0 , (39)
4 The trace K is evolved as an independent variable within the BSSNOK formulation, see Eq (40c). However, the relation
K = γijKij may still be used in setting up initial data for K.
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where now D˜a is the covariant derivative associated with the conformal metric γ˜ij . The system
of evolution equations is given by
∂tφ = −1
6
αK + βk∂kφ+
1
6
∂kβ
k, (40a)
∂tγ˜ij = −2αA˜ij + βk∂kγ˜ij + γ˜ik∂jβk + γ˜jk∂iβk − 2
3
γ˜ij∂kβ
k, (40b)
∂tK =
α
f ′
[
−1
2
f + f ′′(DcDcR +Kψ) + f
′′′DcRDcR + κ
2ρ
]
+α
(
A˜ijA˜
ij + 1
3
K2
)
− γijDiDjα + βk∂kK , (40c)
∂tA˜ij = α
(
KA˜ij − 2A˜ikA˜kj
)
+ e−4φ
(
αRij −DiDjα
)TF
+
−α e
−4φ
f ′
{[
DiDjR + ψe
4φ(A˜ij +
1
3
Kγ˜ij)
]
f ′′ + f ′′′DiRDjR + κ
2Sij
}TF
+βk∂kA˜ij + A˜ik∂jβ
k + A˜jk∂iβ
k − 2
3
A˜ij∂kβ
k, (40d)
∂tΓ˜
i = 2α
(
Γ˜ ijkA˜
jk − 2
3
γ˜ijK,j + 6A˜
ijφ,j
)
− 2A˜ijα,j + γ˜jkβi,jk + 1
3
γ˜ijβk,jk + β
jΓ˜ i,j
−Γ˜ jβi,j + 2
3
Γ˜ iβj ,j − 2ακ2e4φS
i
f ′
+ 2α
f ′′
f ′
[(
A˜ij + 1
3
γ˜ijK
)
DjR + γ˜
ijDjψ
]
+2α
f ′′′
f ′
γ˜ijψDjR. (40e)
The superscript [· · · ]TF in (40d) denotes the trace-free part with respect to the physical
metric γij, and for any scalar χ
DiDjχ = ∂i∂jχ− 4∂(iφ∂j)χ− Γ˜ kij∂kχ+ 2γ˜ijγ˜kl∂kφ∂lχ. (41)
The Ricci tensor Rij is now written as a sum of two pieces
Rij = R˜ij +Rφij , (42)
where,
Rφij = −2D˜iD˜jφ− 2γ˜ijD˜
k
D˜kφ+ 4D˜iφD˜jφ− 4γ˜ijD˜lφD˜lφ, (43)
R˜ij = −1
2
γ˜mnγ˜ij,mn + γ˜k(iΓ˜
k
,j) + Γ˜
kΓ˜(ij)k + γ˜
mn
(
2Γ˜ km(iΓ˜j)kn + Γ˜
k
inΓ˜kmj
)
. (44)
Of course, in order for the BSSNOK system to close, it must be supplemented by the propaga-
tion equations (28a) and (28b). Moreover, for the BSSNOK system to be physically equivalent
to the ADM system in §4.1, the following auxiliary constraints must be satisfied
Γ˜ i + ∂j γ˜
ij = 0 , (45a)
det γ˜ij − 1 = 0 , (45b)
γ˜ijA˜ij = 0 . (45c)
Finally, we note that in deriving the time evolution of the BSSNOK variables, the Hamiltonian
constraint was used in (40c) and the Momentum constraint used in (40e). For more details
on the derivations in the context of general relativity, the reader is referred to [5,13,41].
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Although the above system is certainly more complex than the ADM system presented
in §4.1 and has a larger number of variables, it possesses properties that are desirable in
comparison to the ADM formulation. We look at some of these, in turn, in Sections 5 and 6.
5 Zero Speed Modes
The idea of zero speed modes was first considered in [7], in a quest to analytically understand
the stability properties of the ADM and BSSNOK formulations. By analysing the ADM and
BSSNOK formulations linearized about a flat Minkowski background, the authors of [7]
demonstrated the existence of gauge modes and constraint violating modes that “travel”
at zero speed. These modes were conjectured to contribute to the numerical instabilities
associated with the ADM formulation. The concept can be understood by considering a
one-dimensional wave equation of the form
∂ttφ− v∂xxφ = kF (φ, ∂xφ, ∂tφ) , (46)
where F is some non-linear source term and k is a constant. If the speed of propagation v
vanishes, while the forcing term on the right hand side is non-zero, φ will rapidly grow (or
collapse) without bound, leading to instabilities in the evolution.
We refer the reader to [7] for more details on the analysis. The aim of this section is to
show that the same zero speed modes that plague the ADM formulation in numerical rela-
tivity persists even in the f(R) gravity context, while the BSSNOK formulation is somewhat
immune from such pathologies.
5.1 ADM formulation
We proceed by considering linear perturbations of flat space such that
γij = δij + hij , (47)
where hij ≪ 1. Then the ADM system presented in §4.1 takes the form
∂tR = ψ , (48a)
∂tψ =
1
3f ′′
(−2f +Rf ′) + DcDcR , (48b)
∂tγij =− 2Kij , (48c)
∂tKij = Rab + 1f ′
{
1
6
fγab − 13γabRf ′ − f ′′DcDdR
}
, (48d)
where, following [7] we have adopted the geodesic gauge, α = 1 and βi = 0. We next consider
a Fourier decomposition of the fields such that,
ψ = ψˆ ei(ωt−kx) , (49)
R = Rˆ ei(ωt−kx) , (50)
hij = hˆij e
i(ωt−kx) , (51)
Kij = Kˆij e
i(ωt−kx) , (52)
where, without loss of generality, we restrict the treatment along the x direction. Equations
(48a) and (48c) immediately imply
ψˆ = iωRˆ and Kˆij = −iω
2
hˆij . (53)
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Plugging these into (48b) and (48d), one arrives at the system
ω2vˆ ≃ k2Mvˆ + S , (54)
where vˆ is a vector of dimension 7 and is given by
vˆ = [Rˆ, hˆxx, hˆyy, hˆzz, hˆxy, hˆxz, hˆyz] . (55)
The quantity S is a vector of source terms containing non-principal parts and does not affect
the characteristic structure of the system [45]. And lastly, the 7-by-7 matrix M is given by
M =


1 0 0 0 0 0 0
2f ′′/f ′ 0 1 1 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1


.
The eigenvalues of the matrix M are given by
λ = 0 (with multiplicity 3) and λ = 1 (with multiplicity 4) . (56)
The λ = 0 modes are the same as those in general relativity [7]. Interestingly, these eigenvalues
are independent of the function f(R) or its derivatives.
5.2 BSSNOK formulation
We again consider linear perturbations of flat space such that
γ˜ij = δij + h˜ij , h˜ij ≪ 1 . (57)
Then the BSSNOK system presented in §4.3 takes the form
∂tR = ψ , (58a)
∂tψ =
1
3f ′′
(−2f +Rf ′) + DcDcR , (58b)
∂tφ =− 16K , (58c)
∂th˜ij =− 2A˜ij , (58d)
∂tK =
1
f ′
(−1
2
f + f ′′DcDcR
)
, (58e)
∂tA˜ij =
(Rij − 1f ′DiDjR)TF , (58f)
∂tΓ˜
i =− 4
3
γ˜ijK,j − 2A˜ij,j + 2
f ′′
f ′
γ˜ijDjψ , (58g)
where we have again adopted the geodesic gauge (α = 1, βi = 0). We proceed by considering
a Fourier decomposition of the fields so that we have plane wave solutions of the form
φ = φˆ ei(ωt−kx) , K = Kˆ ei(ωt−kx) , (59)
ψ = ψˆ ei(ωt−kx) , h˜ij =
ˆ˜
hij e
i(ωt−kx) , (60)
R = Rˆ ei(ωt−kx) , A˜ij =
ˆ˜Aij e
i(ωt−kx) , (61)
12
propagating along the x direction. Equations (58a), (58c) and (58d) immediately imply
ψˆ = iωRˆ , Kˆ = −6iωφˆ , and Aˆij = −iω
2
hˆij . (62)
We can then rewrite the system (58) as
ω2vˆ ≃ k2Mvˆ + S , (63)
where vˆ is a vector of dimension 8, given by
vˆ = [φˆ, Rˆ, hˆxx, hˆyy, hˆzz, hˆxy, hˆxz, hˆyz] , (64)
and again S is a vector of source terms containing the non-principal parts and does not play
a role in the characteristic structure of the system [45]. The 8-by-8 matrix M is now given
by
M =


0 − f ′′
6f ′
0 0 0 0 0 0
0 1 0 0 0 0 0 0
−8 −6 f ′′
f ′
1 0 0 0 0 0
4 0 0 1 0 0 0 0
4 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


.
The eigenvalues of M are given by,
λ = 0 (with multiplicity 1) and λ = 1 (with multiplicity 7) . (65)
Again, there is no dependence on the function f(R) or its derivatives.
6 Hyperbolicity
One of the most important considerations when dealing with numerical formulations is the
concept of Hyperbolicity [43,60,15,42,72]. Consider a PDE system written in full first order
form
∂tu+M
i∇iu = S(u) , (66)
where u is a solution vector with n components denoting the fundamental variables, each
matrix M i is an n-by-n matrix called a characteristic matrix, i runs over the spatial dimen-
sions and S(u) is a source vector that may depend on the fundamental variables u but not
on their derivatives. The principal symbol of the system is defined by P = M ini where ni
is an arbitrary unit vector. Then the system (66) is said to be: (1) Weakly hyperbolic if the
matrix P has real eigenvalues, but does not posses a complete set of eigenvectors, (2) Strongly
hyperbolic if the eigenvalues of the matrix P are real, and in addition P is diagonalizable
for all unit vectors ni, i.e. P has a complete set of eigenvectors, (3) Symmetric hyperbolic if
the matrix P is Hermitian, and (4) Strictly hyperbolic if the eigenvalues of P are real and
distinct. All symmetric hyperbolic systems are, by extension, strongly hyperbolic [45].
This classification relates to the well posedness of a system in that, strongly hyperbolic
systems are well-posed, while weakly hyperbolic systems are ill-posed. To illustrate this point,
we note that for strongly Hyperbolic systems, one can always find a positive definite Hermitian
matrix H(ni), referred to as the symmetrizer such that
HP − P THT = HP − P TH = 0 , (67)
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where [· · · ]T denotes a transpose operation. One can then use H to construct the energy
norm for the solutions of (66)
||u||2 = 〈u, u〉 = u†Hu , (68)
where u† is the adjunct of u. Next, consider a Fourier mode of the form u(x, t) = uˆ(t)eikxn.
Together with the evolution equation (66), we can estimate the growth in the energy norm
over time, by
∂t||u||2 = ∂t(u†)Hu+ u†H∂t(u) (69)
= ikuˆTP THuˆ− ikuˆTHPuˆ (70)
= ikuˆT (P TH −HP )uˆ (71)
= 0 (72)
where we have used (67) and (68). Clearly, there is no growth in the energy norm for evolution
systems for which (67) holds. One therefore expects strongly hyperbolic formulations of the
field equations to conserve the constraint equations during numerical evolution.
In what follows, we show that the ADM formulation (§4.1) is weakly hyperbolic while the
BSSNOK formulation (4.3) is strongly hyperbolic by studying the characteristic structures
of the systems. Instead of explicitly computing the principal symbol P , we will proceed by
adopting the more elegant method outlined in [5]. For brevity, we introduce the shorthand
notation ∂0 = (∂t −Lβ). We will further assume that the shift vector βi is a known function
of space and time, and that the lapse is a dynamical quantity whose evolution is given by a
slicing condition of the Bona-Masso family5 [18]
∂0α = −α2ζ(α)K , (73)
where K is the trace of the extrinsic curvature.
6.1 ADM formulation
The ADM formulation as given in §4.1 is first order in time and second order in space. It is
thus not possible to apply the above definition of Hyperbolicity to this system as it is not of
the form given by Equation (66). As a result, Hyperbolicity analysis of the ADM system is
typically done on a first order reformulated version, similar to the Kidder-Scheel-Teukolsky
formulation [51,5]. In order to proceed with the analysis, we re-cast the ADM system into
fully first order form, by introducing the following quantities
ri = ∂iR , ai = ∂i ln α , dijk =
1
2
∂iγjk , (74)
such that the main variables of the first order system are u = (ψ, ri, ai, dijk, Kij), a total of
31 quantities. The system, up to principal part, is now
∂0 ψ ≃ αγij∂irj , (75a)
∂0 ri ≃ α∂iψ , (75b)
∂0 ai ≃− αζ(α)∂iK , (75c)
∂0 dijk ≃− α∂iKjk , (75d)
∂0Kij ≃− α∂mλmij , (75e)
5 Note that the function ζ(α) is customarily denoted as f(α) in the literature. However, we use ζ(α) in this work to avoid
possible confusion with the f(R) function.
14
where the quantity λabc is given by
λmij = d
m
ij + δ
m
(i
(
aj) +
f ′′
f ′
rj) + d
k
j)k − 2dkkj)
)
. (76)
If this first order reduced ADM system is strongly hyperbolic, then we should be able to find
31 independent eigenfields, indicating the existence of a complete set of eigenvectors of the
principal symbol. However, as we show below, this is not possible. If we consider derivatives
only along the x direction, we immediately find a set of 16 eigenfields propagating with speed
λ = −βx,
rq, aq, dqij q 6= x . (77)
Next, by considering the evolution of λx pq(p, q 6= x), which can be constructed from the
above system as,
∂0 λ
x
pq = ∂0 d
x
pq (78)
≃− αγxx∂xKpq , (79)
we find 6 more eigenfields
√
γxxKpq ∓ λxpq , (80)
traveling with speed
λ± = −βx ± α
√
γxx . (81)
We now have 22 out of the possible 31 eigenfields. The two scalar equations (75a) and (75b)
result in 2 more eigenfuncitons
rx ∓√γxxψ , (82)
traveling with speeds
λ± = −βx ± α
√
γxx . (83)
By considering the time evolutions of λxxq, given by
∂0λ
x
xq = αγ
xp∂xKpq , (84)
and that of Kxq, one can notice that although the evolution of Kxq depends on derivatives
of λxxq, ∂0λ
x
xq is essentially independent of Kxp. Therefore this subsystem cannot be diago-
nalized, i.e it is not possible to find a complete set of eigenfields for the ADM system when
written in first order form.
6.2 BSSNOK formulation
Like in the previous section, we introduce a set of quantities in order to rewrite the BSSNOK
system (§4.3) into fully first order form,
ri = ∂iR , ai = ∂i ln α , d˜ijk =
1
2
∂iγ˜jk , Φi = ∂iφ . (85)
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Then we consider the 34 quantities6 u = (ψ, ri, ai, Φi, d˜ijk, K, A˜ij, Γ˜
i) whose evolution, up to
principal part is,
∂0 ψ ≃ αe−4φγ˜ij∂irj , (86a)
∂0 ri ≃ α∂iψ , (86b)
∂0 ai ≃− αζ(α)∂iK , (86c)
∂0 Φi ≃− 1
6
α∂iK , (86d)
∂0 d˜ijk ≃− α∂iA˜jk , (86e)
∂0K ≃− αe−4φγ˜ij
(
∂iaj − f
′′
f ′
∂irj
)
, (86f)
∂0 A˜ij ≃− αe−4φ∂kλ˜k ij , (86g)
∂0 Γ
i ≃− 2αγ˜ij
(
2
3
∂jK − f
′′
f ′
∂jψ
)
, (86h)
where we have introduced the quantity λ˜mjk,
λ˜mij =
[
d˜mij + δ
m
(i
(
aj) +
f ′′
f ′
rj) − Γ˜j) + 2Φj)
)]TF
, (87)
whose evolution is given by
∂0λ˜
m
ij = −α
{
γ˜ml∂lA˜ij + δ
m
(i
[
(ζ(α)− 1)∂j)K + f
′′
f ′
∂j)ψ
]}TF
. (88)
If the BSSNOK formulation is strongly hyperbolic, then we should be able to find 34 inde-
pendent eigenfields, indicating the existence of a complete set of eigenvectors of the principal
symbol. As we show below, this is indeed the case.
Considering again only derivatives along the x direction, we immediately recover 20 eigen-
fields propagating with speed λ = −βx,
rq, aq, Φq, d˜qij, ax − 6ζ(α)Φx, Γ˜ i − 8γ˜ijΦj − 2f
′′
f ′
γ˜ijrj q 6= x . (89)
Next, by considering Equations (86a) and (86b), we recover 2 more eigenfields
rx ∓ e−2φ
√
γ˜xxψ (90)
traveling with speeds
λ± = −βx ± e−2φα
√
γ˜xx . (91)
By combining Equations (86a), (86b), (86c) and (86f) we find 2 more eigenfields[
ax +
(
ζ(α)
1− ζ(α)
)
f ′′
f ′
rx
]
∓ αe−2φ
√
ζ(α)γ˜xx
[
K −
(
ζ(α)
1− ζ(α)
)
f ′′
f ′
ψ
]
(92)
which travel at speeds
λ± = −βx ± e−2φ
√
ζ(α)γ˜xx . (93)
We now need 10 more eigenfields. Equations (86g) and (88) lead to the 4 eigenfields
λ˜xxq ∓ e2φ
√
γ˜xxA˜xq (94)
6 Not 38, because A˜ij is traceless and γ˜jk d˜ijk = 0 .
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with speeds
λ± = β
x ± αe−2φ
√
γ˜xx . (95)
An additional 4 eigenfields with speeds
λ± = −βx ± αe−2φ
√
γ˜xx (96)
are given by
e2φ
√
γ˜xx
(
A˜pq +
γ˜pq
2γ˜xx
A˜xx
)
∓
(
λ˜xpq +
γ˜pq
2γ˜xx
λ˜xxx
)
. (97)
And finally, the remaining 2 eigenfields are
λ˜xxx − 2
3
γ˜xxa˜x − 1
3
γ˜xx
f ′′
f ′
r˜x ∓ e2φ
√
γ˜xx
(
A˜xx − 2
3
γ˜xxK + γ˜xx
f ′′
f ′
r˜x
)
(98)
and they have speeds
λ± = −βx + αe−2φ
√
γ˜xx . (99)
In (98), we have defined a˜i = γ˜ijaj and r˜
i = γ˜ijrj . An interesting thing happens when one
chooses the Harmonic slicing, corresponding to ζ(α) = 1 in (73): the eigenfields (92) become
singular. However, this is not catastrophic as this case can be easily avoided by not choosing
the Harmonic slicing, or by modifying the slicing condition as was done for example in the
scalar-tensor case in [71].
7 Concluding Remarks
In this paper, we have constructed and analyzed two first order in time and second order
in space formulations of metric f(R) in the Jordan frame representation. These are based
on the standard 3 + 1 ADM formulation of York [9,89] and the BSSNOK formulation [61,
74,12]. We find that, like in general relativity, the ADM version of metric f(R) is weakly
hyperbolic, while the BSSNOK formulation is strongly hyperbolic and, accordingly, well-
posed. In addition, the BSSNOK formulation of metric f(R) has, like in general relativity, no
constraint violating zero speed modes [7]. This is a reassuring outcome as one would ordinarily
expect f(R) modifications to alter the characteristic structure of the 3 + 1 problem. Some
key features of the work presented here is that (i) we work in the Jordan frame, which is
associated with the ‘physical’ frame, and (ii) we do not utilize the dynamical equivalence
between metric f(R) and Brans-Dicke theories. As pointed out in [83], this equivalence can
and has sometimes led to confusion about the true degrees of freedom for f(R). Moreover,
for a given f(R) model, transforming to an equivalent scalar-tensor theory can lead to a
multivalued scalar field potential [47]. See, for example, [48] and references therein for more
details on this issue.
Within the wider context of the formulation problem, the analyses presented in §5 and §6
are by no means exhaustive. There are other methods of analysing numerical formulations.
For example in the general relativity case, eigenvalue analysis of the constraint evolution
equations has been used to shed some light on the stability properties of some formula-
tions [38,75]. In addition, the methods presented in [22] also take into account the effect of
discretization of first order in time-second order in space formulations by finite difference
methods. Ultimately, it is desirable to supplement studies of numerical formulations by nu-
merical experiments, preferably using test cases with known analytical solutions such as those
presented in [6,10].
This work forms part of a larger objective aimed at constructing fully dynamical numerical
simulations in metric f(R) gravity using the numerical code described in [57,58]. With the
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recent detection of gravitational waves by the LIGO and Virgo collaborations [2,1], it may
be time to consider simulations of binary black hole collisions in f(R) and other modified
gravity theories with a view of exploring characteristic signatures of modified gravity in the
non-linear regime. However, several issues still need to be addressed before that venture can
take off. In particular, the construction of realistic binary black hole initial data for f(R),
the development of singularity avoiding slicings and other stable gauge conditions in general
as we expect that f(R) corrections will affect the well known gauge conditions that have
worked so well for general relativity.
Finally, we note that the field equations for metric f(R) in the Jordan frame are fourth
order. By comparison, the field equations of general relativity are only second order. In
addition, the theory has more degrees of freedom and thus more generality (and complexity)
than the Einstein field equations. This presents a natural arena to solidify and further advance
some of the underpinning concepts of numerical relativity. For example, in the context of the
formulation problem, this may be used to provide further insight into why some strongly
hyperbolic formulations of the Einstein field equations seem to work better than others.
Moreover, it would be interesting to study the efficacy of current gravitational wave extraction
methods in capturing the scalar mode. Further study on the dynamics of the scalar mode in
non linear contexts and the associated signatures in waveform extraction is underway.
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