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Abstract
This paper studies the consensus of multi-agent systems with faults and mismatches under switched topologies using
a delta operator method. Since faults and mismatches can result in failure of the consensus even for a fixed topology
with a spanning tree, how to reach a consensus is a complicated and challenging problem under such circumstances
especially when part topologies have no spanning tree. Although some works studied the influence of faults and
mismatches on the consensus, there is little work on reaching a consensus for the multi-agent systems with faults and
mismatches. In this paper, we introduce the delta operator to unify the consensus analysis for continuous, discrete,
or sampled systems under one framework. We develop the theories on the delta operator systems first and then apply
theories of the delta operator systems to the consensus problems. By converting the consensus problems into stability
problems, we investigate and prove consensus and the associated conditions for systems 1) without any fault, 2) with
a known fault, and 3) with unknown faults, under switching topologies with matching or mismatching coefficients.
Numerical examples are provided and validate the effectiveness of the theoretical results.
Keywords: delta operator system, switched topologies, faults and mismatches, consensus, multi-agent sytems
1. Introduction
Collective behaviors widely exist in nature such as flocking of birds and schooling of fish. They have attracted
more and more attention. Collective behaviors of groups rely on local interactions among individuals, which drives
the emergence of coordination at the group scale [1]. Although the general mechanisms of coordination are not
completely understood, known underlying mechanisms, for example, globally coordinated behaviors arise from local
interactions, have helped us better understand the cooperative control of multi-agent systems [1, 2]. Coordinations
have received increasing interests for their broad applications [3–6].
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The consensus, as one of the most fundamental collective behaviors, refers to reaching a common state for all
initial conditions. This common state is not decided by centralized systems but by distributed systems with the local
information of every agent and its neighbors [7, 8]. The consensus problem has a long history, and it has received
considerable attention in the last two decades [8–10]. The consensus problem under ideal conditions is well studied,
and there is also limited work studying the influence of faults and mismatches on consensus. Reaching consensus in
the presence of faults and mismatches is very challenging as they can result in failure of the consensus even for a fixed
topology with a spanning tree, particularly when the system is continuous, discrete or sampled.
Consensus with mismatching coefficients is of practical importance. Some preliminary results on the consensus
are reported in [11–18]. According to the survey [11], consensus can be reached if the undirected network digraph is
strongly connected. Because the undirected networks can be treated as special cases of directed networks where the
adjacency matrices are symmetric, the conditions of directed networks are stricter than those of undirected networks.
The article [12] reports that the first-order consensus can be achieved asymptotically if the union of the directed
interaction graphs has a spanning tree sufficiently frequently as the system evolves. It is shown in [13] that the
second-order consensus requires other conditions in addition to having a spanning tree. The work [17] states that
a suitable Laplacian matrix and proper coupling strengths are indispensable to achieve consensus for second-order
systems under fixed topologies. That is, the second-order systems cannot reach consensus with improper strength
coefficients even for fixed topologies with a spanning tree. These studies and results indicate that achieving consensus
with mismatching coefficients is important and useful.
Mismatches resulting in failure of the consensus under fixed topologies does not necessary mean a failure under
switched topologies. There is limited research on the consensus for topologies with mismatches and faults, considering
varying topologies. In [15–18], conditions for the consensus are analysed with reference to the choice of coefficients
under fixed topologies. But these papers did not explain when and how these topologies switch with the proper or
improper coefficients.
With the development of cooperative control, multi-agent systems become increasingly complex, and faults cause
severer impacts on system performance [19]. The sources of faults are multifarious, such as external measurements,
internal settings and weighted deviations. These faults can cause system performance deterioration and lead to insta-
bility which can further result in catastrophic accidents. Thus, many effective fault tolerant control approaches have
been proposed to improve system reliability [19–23]. The authors in [19] studied cooperative adaptive fuzzy tracking
control for a network with unknown actuator faults which are limited to a weighted directed graph with a fixed topol-
ogy. The paper [20] presents a cooperative actuator fault accommodation strategy for a team of multi-agent systems
with a switching topology on the assumption that the digraph is always strongly connected. The paper [21] presents an
adaptive fault-tolerant control scheme for leader-follower consensus control of uncertain mobile agents with actuator
faults under a fixed topology. The study in [22] addresses the cooperative fault-tolerant tracking control problem for a
class of multi-agent systems subject to mismatched parameter uncertainties, external disturbances and actuator faults













control scheme confined to the fixed topology with a spanning tree. In actuality, a consensus is likely reached under
switched topologies with unknown faults and a lack of the spanning tree. However, detailed realization is unknown
yet.
With the wide use of computers in modern control engineering and the indispensable sampling operation to ac-
complish computerized processing, the sampled multi-agent systems have been studied in recent year[2, 8, 9]. This
situation can also be found in the signal processing field[24, 25]. These works separately study discrete or sampled
multi-agent systems from continuous ones, which are effective for individual systems, but lack of generality. It is also
hard to bridge and connect between continuous and sampled systems. Therefore, finding a suitable tool to unify the
continuous and sampled multi-agent systems is very important. Based on the work on the delta operator [26–31], the
delta operator is compatible with continuous and discrete time systems, and hence can be a good option for such a
unifying tool.
This paper aims to study the consensus of multi-agent systems with faults and mismatches under switched topolo-
gies using a delta operator method, to address the major limitations of current research as mentioned above. The main
contributions of this paper are as follows:
• We develop the method on the delta switched systems and this method unify consensus analysis for continuous,
discrete and sampled systems under one framework;
• We investigate and prove the consensus and its associated conditions for systems with no fault, a known fault,
and unknown faults originating from various sources; and
• We analyse consensus under switching topologies with matching and mismatching coefficients in every case,
and demonstrate the associated conditions of consensus;
Our developed theorems in this paper have no special limitations. The topologies can be undirected or directed and
the network can be balanced or unbalanced. The results in this paper can be applied, but not limited, to the following
cases: no leader; switching leaders; switching between with and without a leader.
The rest of this paper are organized as follows: some basic concepts are provided in Section2. Section 3 presents
the main results for three cases of the multi-agent systems. Numerical examples are made in Section 4 to verify the
theoretical analysis. Finally, the conclusion is given in Section 5.
Notations: XT denotes the transpose of a matrix X, P > (<) 0 denotes that the matrix P is symmetric and positive
(negative) definite, I represents an identity matrix, C1 represents the space of continuously differentiable functions,
and RN denotes the N-dimensional Euclidean space.
2. PRELIMINARIES













A multi-agent system with n agents is considered in this paper. Basic graph theory is used to model the undirected
or directed interaction among agents. The set of node indexes is I = {1, 2, . . . , n} . Let a directed graph G = (V,E,A)
describe the communication topology among the agents, whereV = {v1, v2, . . . , vn}, E ⊆ V×V, andA = [ai j]. They
are the set of nodes, a set of edges, and the corresponding adjacency matrix, respectively. We assume that there are
no self loops in the networks. The set Ni = {v j ∈ V : (vi, v j) ∈ E, j , i, j ∈ I, i ∈ I} stands for the set of neighboring
node vi. The matrix L = [li j] is called as a Laplacian matrix, where 1) li j =
∑n
k=1,k,i aik for i=j; and 2) li j = −ai j, for
i , j, and i, j ∈ I. A directed graph is called as a directed tree, when every node has exactly one parent except for the
root. A directed tree is seen as a spanning tree of a directed graph when the tree connects all the nodes of the graph.
More details can be found in [32]. A new matrix H is defined as H = [hi j] ∈ R(n−1)×(n−1), where hi j = li j − ln j.
For the switched topologies, we assume that there are m topologies, where m is a positive constant. A finite set
J = {1, 2, . . . ,m} denotes all the switched topologies.
For the considered multi-agent system with n agents, every agent is modeled using the Gth-order model [17, 33–
35]:
ẋ(0)i (t) = xi
(1)(t)
...
ẋ(G−2)i (t) = xi
(G−1)(t)
ẋ(G−1)i (t) = ui, i ∈ I.
(1)
where xi(t) is the state of the ith agent, ui is the control input, and x
(k)
i stands for the k
th derivative of xi and x
(0)
i = xi.







j (t) − x(0)i (t)) − β1x(1)i (t) − · · · − βG−1x(G−1)i (t), i = I, (2)
where the positive constants β0, β1, β2, . . . , βG−1 denote the (coupling or strength) coefficients, and ai j, i, j ∈ I, are
the entries of the adjacency matrixA(G) for the given interaction topology G. Let K denote the set of {0, . . . ,G − 1}.
Remark 1. The methods and results in this paper are applicable to other consensus algorithms, such as the consensus











j (t) − x(G−1)i (t)). (3)
Only the value of Â , Î and B̂ in this paper need to be revised accordingly.
Remark 2. For multi-agent systems with proper consensus algorithms, different topologies will cause different ai j.
Correspondingly, a fixed topology means an invariable value of ai j.
Definition 1. The Gth-order consensus of the multi-agent systems with n agents is said to be reached only if x(k)i (t)→













Definition 2. [36] For a switched system with the switching signal σ(t) and any T> t ≥0, the notation Nσp(T, t) stands
for the switching numbers of the pth subsystem, and Tp(T, t) denotes the total running time of pth subsystem over the
interval [t, T). The system is said to have a mode-dependent average dwell time (MDADT) τap if positive numbers
N0p(T, t) and τap exist, and such that




Consider the following delta operator switched systems :
δz(t) = fσ(z(t)), z(t0) = z0, t ≥ t0, (5)




dt , T = 0,
q−1











In the above equations, the symbol q denotes the shift operator, T is the sample period. It is shown in [37] that
the delta operator system approach the continuous system when the sampling time is sufficiently small. The close
connections between this formulation and continuous-time systems are also verified in [37].
Remark 3. For sampled systems, a new topology becomes valid after time tk if the switching occurs during the
sampling time tk−1 and tk and the new topology sustains long enough. It could be denoted by σ(tk) = p, σ(t−k ) = q,
where p, q stand for two topologies.
Lemma 1. [36] Given a switched system ż(t) = fσ(t)(z(t)), and constants λp > 0, µp > 1, p ∈ J . If there exist C1
functions Vσ(t), and class K∞ functions k1p and k2p, such that ∀p ∈ J ,
k1p(‖z(t)‖) ≤ Vp(‖z(t)‖) ≤ k2p(‖z(t)‖), (8)
V̇p(‖z(t)‖) ≤ −λpVp(‖z(t)‖), (9)
and ∀(σ(ti) = p, σ(t−i ) = q) ∈ J × J , p , q
Vp(z(ti)) ≤ µpVq(z(t−i )), (10)
then this system is globally uniformly asymptotically stable with MDADT
















Lemma 2. [27] For any p ∈ J , if there exist positive scalars λp ∈ (0, 1/T ), and T , 0, µp > 1, a positive definite
function Vσ(t), and class K∞ functions k1p and k2p, for the delta switched systems (5), such that
k1p(‖z(t)‖) ≤ Vp(‖z(t)‖) ≤ k2p(‖z(t)‖), (12)
δVp(z(t)) ≤ −λpVp(z(t)), (13)
and ∀(σ(ti) = p, σ(t−i ) = q) ∈ J × J , p , q
Vp(z(ti)) ≤ µpVq(z(t−i )), (14)





ln(1 − λpT ) . (15)
Lemma 3. [38] Given matrices Q,H, E and R with appropriate dimensions, Q = QT ,R = RT > 0. The inequality
Q + HFE + ET FT HT < 0
holds for all F satisfying FT F ≤ R, if and only if there exists some ε > 0, such that
Q + εHHT + ε−1ET RE < 0.
3. MAIN RESULTS
In this section, we study the consensus of multi-agent systems using a delta method for three cases: systems
without any faults, systems with a known fault, and systems with (many types of) unknown faults. In every case,
we discuss two situations: (1) switching topologies with matching coefficients; and (2)switching topologies with
mismatching coefficients.
3.1. Case 1: Systems without any fault
It is proven in [13, 17] that improper coefficients can result in the divergence of the state even for a fixed topology
with a spanning tree. We call these topologies (or systems) with improper coefficients as topologies (or systems) with
mismatches. For multi-agent systems reaching a consensus under switching topologies, at least two situations could
happen: (A) all the topologies are with proper coefficients; (B) Only part topologies are with proper coefficients. For
each situation, the multi-agent systems can be continuous, discrete, or sampled. If we analyze all the combinations of
situations and systems individually, it would be very complicated.
Alternatively, we introduce the delta operator which generalizes both continuous, discrete or sampled systems.
We can then convert the original consensus problems into stability problems in delta switched systems. The above
two situations then correspond to two situations in delta systems: (A1) all the subsystems are stable; and (B1) some













3.1.1. Stability analysis of the delta operator switched systems
Firstly, we consider the situation (A1) that all the subsystems are stable in the delta operator switched systems. In
this situation, the value of σ in the system (5) is from the finite set J = {1, . . . ,m}, where m is the number of stable
subsystems.
We have the following lemma:
Lemma 4. Consider delta operator switched systems (5) with given positive scalars λp ∈ (0, 1/T ) when T , 0, or
λp > 0 when T = 0, µp > 1. Suppose that there exist C1 functions Vσ(t), and class K∞ functions k1p and k2p, such that
k1p(‖z(t)‖) ≤ Vp(‖z(t)‖) ≤ k2p(‖z(t)‖), (16)
δVp(z(t)) ≤ −λpVp(z(t)), (17)
and ∀(σ(ti) = p, σ(t−i ) = q) ∈ J × J , p , q
Vp(z(ti)) ≤ µpVq(z(t−i )), (18)





ln(1 − λpw) ). (19)
Proof. This lemma can be proven directly from the definition of the delta operator switched systems in (5), (6), (7),
and Lemma 1 and 2.
Remark 4. According to Lemma 1, 2 and 4, the switched systems reaching stable is subject to some conditions even
when all the subsystems are stable. Actually, many works have shown that the switched systems may be unstable even
when all the subsystems are stable. Similarly, the switched topologies cannot guarantee to reach a consensus even
when each topology is with its own proper conditions.
Secondly, we consider the situation (B1) that some subsystems are unstable in the delta operator switched systems.
In this situation, the value of σ in the system (5) is from the finite set J = {1, . . . ,m}, where m is the number of
subsystems including m − r unstable subsystems. For convenience, we assume that the 1st,2nd,. . . , rth subsystem are
stable, denoted as S , and the (r+1)th,, . . . ,mth subsystem are unstable, denoted as U . We have the following theorem
for this situation:
Theorem 1. Consider the delta operator switched systems (5), and given constants αp, µp > 1, p ∈ J . Suppose that
there exist C1 functions Vσ(t), and class K∞ functions k1p and k2p, such that ∀p ∈ J ,
k1p(‖z(t)‖) ≤ Vp(‖z(t)‖) ≤ k2p(‖z(t)‖) (20)













and ∀(σ(ti) = p, σ(t−i ) = q) ∈ J × J , p , q
Vp(z(ti)) ≤ µpVq(z(t−i )) (22)




(−w ln µpln(1+αpw) ) (αp ∈ (−1/T, 0) when T , 0, or αp < 0 when T = 0, p ∈ S )
τap > τ
∗




lnγ∗−lnγ− (0 < γ





Tp(t, 0), T+ =
m∑
p=r+1
Tp(t, 0), ςσ(ti) = limw→T
(1 + ασ(ti)w)










t1, t2, t3, · · · are successive sampling times for the sampled systems, or successive switching time for the continuous
systems.
Proof. Suppose t1, t2, t3, · · · are successive sampling times for the sampled systems, or successive switching time for
the continuous systems, then :
σ(tl) = σ(tl−1) stands for no systems switching between the sampling time tl and tl−1, and µσ(tl) = 1;
σ(tl) = p, σ(tl−1) = q, p , q stands for a systems changing between the time tl and tl−1, and this case is denoted
as σ(tl) = p, σ(t−l ) = q, and µp > 1.
According to the condition τap > lim
w→T
(−w ln µpln(1+αpw) ) in (23), one has
γ− < 1. (24)


















Vp(z(t + w)) ≤ (1 + wαp)Vp(z(t)). (26)
For any t > 0, let t0 = 0. For ∀t ∈ [tl, tl+1 ), let Vσ(tl)(tl) = Vσ(tl)(x(tl)). Through (22) and (26), we can get
Vσ(t)(t)
≤ (1 + wαp)(t−tl)/wVσ(tl)(tl)
≤ ς(t−tl)σ(tl) Vσ(tl)(tl)















µσ(ts) × ς(t−tl)σ(tl) ς
(tl−tl−1)
σ(tl−1)























































































































. We can then conclude that Vσ(t)(t) converges to zero with marginal γ∗ as t → ∞ . The
proof is completed.
3.1.2. Problem conversion
In order to convert the consensus problems to the stability problems in delta operator switched systems, we first
convert the consensus problems into stability problems and then rewrite them in the form of delta operator switched
systems.
Theorem 2. For the directed network G (t), if the system
ż(t) = H̃(t)z(t), z(t0) = z(0). (30)






Î = [−β1I − β2I · · · − βG−1I], (32)
and z(t) is the state vector that contains the state differences of agents, then the consensus of the multi-agent systems
(1) is reached under the consensus algorithm (2) for all initial conditions.
Proof. For ∀k ∈ K , ∀i ∈ {1, . . . , n − 1}, let

z(k)i (t) = x
(k)
i (t) − x(k)n (t),
z(k)(t) = [z(k)1 (t)
T , . . . , z(k)n−1(t)
T ]T ,
















T , . . . , ż(k)n−1(t)
T ]T
= [z(k+1)1 (t)
T , . . . , z(k+1)n−1 (t)
T ]T




= ẋ(k)i (t) − ẋ(k)n (t)
= x(k+1)i (t) − x(k+1)n (t)
= z(k+1)i (t),when k < G − 1.
.
Rewrite the ith row vector of L and H as

Li(t) = [li1(t), li2(t), ..., lin(t)],
Hi(t) = [hi1(t), hi2(t), ..., hin−1(t)],
then, we can get
ż(G−1)(t)
= [ż(G−1)1 (t)
T , . . . , ż(G−1)n−1 (t)
T ]T
















j (t) − x(0)n (t)) − β1x(1)n (t) − · · · − βG−1x(G−1)n (t))
= −β0(Li(t) − Ln(t))x(0)(t) − β1z(1)i (t) − · · · − βG−1z(G−1)i (t)
= −β0Hi(t)z(0)i (t) − β1z(1)i (t) − · · · − βG−1z(G−1)i (t).
From (33) and (34), (30) can be established. If the system in (30) is globally uniformly asymptotically stable,
the consensus of the multi-agent systems (1) is reached under the consensus algorithm (2) for all initial conditions by
Definition 1. This completes the proof.
For a fixed topology, the networkG and systems (30)(31) are time-invariant. In this situation, reaching a consensus
under all initial conditions requires adequate coefficients β1, · · · , βG−1 to make the system (30) be globally uniformly













the system stable successfully; otherwise, we call them improper coefficients. For the switching topologies, the
coefficients β1, · · · , βG−1 are accordingly called as proper (or improper) coefficients relative to the corresponding
topologies in the set J .
From Theorem 2, we can see that, if the system (30) is asymptotically stable, then the multi-agent systems (1)
will reach consensus, under all initial conditions when the consensus algorithm in (2) is applied. Systems (30) can be
rewritten as









0 0 0 · · · 0
−β0H −β1I −β2I · · · −βG−1I
 . (37)

































,: Az(tk) + Bσz(tk),
(39)











According to (39) and the definition of the delta operator, the sampled systems of (35) can be rewritten as













when T , 0.
Remark 5. If we redefine matrices A and B as A , lim
w→T
eÂw−I




w , then the delta systems
(40) also represents the continuous-time systems (35), because A = lim
w→T
eÂw−I





when T = 0.
3.1.3. Solutions to the consensus problems
Based on the preceding results, we can now present solutions to the original consensus problems. We first consider
the situation (A) that all the topologies are with proper coefficients, and then consider the situation (B) that some
topologies are with mismatches.
In the first situation, the value of σ in the system (40) is from the finite set J = {1, . . . ,m}, while m is the number
of topologies exclusive of those with mismatches. This corresponds to the situation (A1) in switched systems.
Theorem 3. For given constants λp ∈ (0, 1/T ) when T , 0, or λp > 0 when T = 0, µp > 1, and the switched
topologies Gp of the multi-agent systems, p ∈ J , if there exist symmetric matrices Pp > 0, ∀p ∈ J , such that
(Pp(A + Bp) + (A + Bp)
T Pp + T (A + Bp)
T Pp(A + Bp)) ≤ −λpPp, (41)
and ∀(σ(ti) = p, σ(t−i ) = q) ∈ J × J , p , q, such that
Pp ≤ µpPq, (42)





ln(1 − λpw) ), (43)
Proof. A multiple Lyapunov function is constructed as
Vp(z(t)) = z
T (t)Ppz(t). (44)









1) When T , 0.
According to (38) and (39), we can get
z(t + T )
= z(t) + T (A + Bp)z(t)














According to (44) and (46), we have
Vp(z(t + T )) − Vp(z(t))
= z(t + T )T Ppz(t + T ) − z(t)T Ppz(t)
= ((I + T (A + Bp))z(t))
T Pp(I + T (A + Bp))z(t) − z(t)T Ppz(t)
= z(t)T Ppz(t) + z(t)
T Pp(T (A + Bp))z(t) + z(t)
T (T (A + Bp))
T Ppz(t)
+ z(t)T (T (A + Bp))
T Pp(T (A + Bp))z(t) − z(t)T Ppz(t)
= z(t)T Pp(T (A + Bp))z(t) + z(t)
T (T (A + Bp))
T Ppz(t)
+ z(t)T (T (A + Bp))
T Pp(T (A + Bp))z(t)
= z(t)T (Pp(T (A + Bp)) + (T (A + Bp))
T Pp + (T (A + Bp))
T Pp(T (A + Bp)))z(t)
(47)
Combing (45) and (47), we can get
δVp(z(t)) = z(t)
T (Pp(A + Bp) + (A + Bp)
T Pp + (A + Bp)
T PpT (A + Bp))z(t). (48)
From (41) and (48), we have
δVp(z(t)) ≤ −λpVp(z(t))
2) When T = 0.
From (41) and (44), we can get
V̇p(z(t))














Combining the results for T , 0 and T = 0, we can obtain
δVp(z(t)) ≤ −λpVp(z(t)) (50)
Based on (42) and (44), one can get














λmin(Pp)‖z(t)‖2 ≤ Vp(z(t)) ≤ λmax(Pp)‖z(t)‖2. (52)
Combining (50), (51), (52), and Lemma 4, we can establish Theorem 3.
Using a similar process, we can establish and prove Corollary 1 below when using a common P to replace Pp.
Corollary 1. For the switched topologies Gp of the multi-agent systems, p ∈ J , if there exist a symmetric matrix
P > 0, such that
(P(A + Bp) + (A + Bp)
T P + T (A + Bp)
T P(A + Bp)) < 0, (53)
then the multi-agent systems (1) under consensus algorithm (2) will reach consensus.
In the second situation, some topologies are with mismatches and the value ofσ in the system (40) is from the finite
setJ = {1, . . . ,m}, where m is the number of topologies including m−r topologies with mismatches. For convenience,
we assume that the 1st,2nd,. . . , rth topology are with no mismatches, denoted as S , and the (r+1)th,, . . . ,mth topology
are with mismatches, denoted as U . This corresponds to the situation (B1) in switched systems.
In this situation, we have the following Theorem.
Theorem 4. For the switched topologies Gp of the multi-agent systems, and give constants αp, µp > 1, p ∈ J . If
there exist symmetric matrices Pp > 0, ∀p ∈ J , such that
(Pp(A + Bp) + (A + Bp)
T Pp + T (A + Bp)
T Pp(A + Bp)) ≤ αpPp, (54)
and for ∀(σ(ti) = p, σ(t−i ) = q) ∈ J × J , p , q
Pp ≤ µpPq, (55)




(−w ln µpln(1+αpw) ) (αp ∈ (−1/T, 0) when T , 0, or αp < 0 when T = 0, p ∈ S )
τap > τ
∗




lnγ∗−lnγ− (0 < γ





Tp(t, 0), T+ =
m∑
p=r+1
Tp(t, 0), ςσ(ti) = limw→T
(1 + ασ(ti)w)










t1, t2, t3, · · · are successive sampling times for the sampled systems, or successive switching time for the continuous
systems.















Using derivations similar to (47)(48) and (49), we can get
δVp(z(t)) ≤ αpVp(z(t)) (58)
Based on (55) and (57), we obtain
Vp(z(ti)) ≤ µpVq(z(ti)), (59)
and
λmin(Pp)‖z(t)‖2 ≤ Vp(z(t)) ≤ λmax(Pp)‖z(t)‖2. (60)
Combining (58), (59), (60), and Lemma 1, we can establish Theorem 4.
3.2. Case 2: Systems with a known fault
In this subsection, we investigate the delta operator method for systems with a known fault. Detailed types of
faults will be discussed in next subsection. Most of the results in this case can be obtained in a similar way to those in
the first case.






j (t) − x(0)i (t)) − fβ1x(1)i (t) − · · · − fβG−1x(G−1)i (t), i = I. (61)
When the known positive constant f , 1, it is implied that the consensus algorithm (2) has a fault. The fault is
written in the form of deviation ratio.











j (t) − x(G−1)i (t)). (62)
Accordingly the systems (35) are replaced by







The matrix fdiag is diagonal with elements f , ..., f , fdiag = dig[ f , · · · , f ].

























=: Az(tk) + F̂Bσz(tk),
(64)
and
δz(t) = Az(t) + FBσz(t), (65)
respectively, where F = F̂.
Using a similar process to establishing Theorem 3 and Corollary 1, we can establish and prove the following
Corollary 2 and Corollary 3 for situation (A), when using FBp to replace Bp.
Corollary 2. For given constants λp ∈ (0, 1/T ) when T , 0, or λp > 0 when T = 0, µp > 1, and the switched
topologies Gp of the multi-agent systems, p ∈ J , if there exist symmetric matrices Pp > 0, ∀p ∈ J , such that
(Pp(A + FBp) + (A + FBp)
T Pp + T (A + FBp)
T Pp(A + FBp)) ≤ −λpPp, (66)
and ∀(σ(ti) = p, σ(t−i ) = q) ∈ J × J , p , q, such that
Pp ≤ µpPq,





ln(1 − λpw) ).
Corollary 3. For the switched topologies Gp of the multi-agent systems, p ∈ J , if there exist a symmetric matrix
P > 0, such that
(P(A + FBp) + (A + FBp)
T P + T (A + FBp)
T P(A + FBp)) < 0, (67)
then the multi-agent systems (1) under consensus algorithm (61) will reach consensus.
Similar to the process of establishing Theorem 4, we can establish and prove the following Corollary 4 for situation
(B) when using FBp to replace Bp.
Corollary 4. For the switched topologies Gp of the multi-agent systems, and give constants αp, µp > 1, p ∈ J , if
there exist symmetric matrices Pp > 0, ∀p ∈ J , such that
(Pp(A + FBp) + (A + FBp)
T Pp + T (A + FBp)
T Pp(A + FBp)) ≤ αpPp, (68)
and for ∀(σ(ti) = p, σ(t−i ) = q) ∈ J × J , p , q,
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t1, t2, t3, · · · are successive sampling times for sampled systems or successive switching time for continuous systems.
Theorem 3 ( Corollary 1,Theorem 4) can be regarded as a special situation of Corollary 2 (3, 4) when the consensus
algorithm has no fault. Besides, Corollary 2, 3 and 4 are also applicable to continuous-time multi-agent systems
(T = 0), discrete-time multi-agent networks (T = 1) and sampled systems (T > 0) under switched topologies (time-
variant Bp(t)) or fixed topologies (time-invariant Bp).
3.3. Case 3: Systems with unknown faults
We investigate systems with unknown faults in this subsection. The faults can originate from various sources.
We assume that the range of every fault is known. The consensus problem is studied through analysing the types of
faults and the aggregate weighting ranges of these faults, based on the results in the first case. A new model with the
deviation ratio is proposed. The range of f is known as:

0 < fd ≤ f ≤ fu.
fd ≤ 1 ≤ fu.
(71)
The faults may originate from coupling (or strength) coefficient β, measurement inaccuracies of neighboring states
(x j − xi), linking weighting errors ai j and others. The boundaries fd and fu can stand for not only the range of a fault
but also the aggregate weighting ranges of various faults.
We define Fu , diag(1, · · · , 1, fu, · · · fu), Fd , diag(1, · · · , 1, fd, · · · fd), F0 , 12 (Fu + Fd), F1 , 12 (Fu − Fd), then
F = F0 + EF1, (72)
where E = diag (1 · · · 1, e, · · · , e), and −1 6 e 6 1.
Based on (71) and (72), systems (64) can be revised as
δz(t)
= Az(t) + FBσz(t)
= Az(t) + (F0 + EF1)Bσz(t)















where Āσ =A + F0Bσ + EF1Bσ.
Now we can get Theorem 5 and Corollary 5 below for the robust unknown fault case. They correspond to Situation
(A).
Theorem 5. For given constants λp ∈ (0, 1/T ) when T , 0, or λp > 0 when T = 0, µp > 1, and the switched
topologies Gp of the multi-agent systems, p ∈ J , if there exist symmetric matrices Pp > 0, positive constants εp,
∀p ∈ J , such that 
Dp T Pp(A + F0Bp)
T εpF1 PpBTp
T (A + F0Bp)Pp −T Pp εpT F1 0
εpF1T εpT F1T −εpI 0
BpPp 0 0 −εpI

< 0, (74)
where Dp = (A + F0Bp)Pp + Pp(A + F0Bp)T + λpPp,
and for ∀(σ(ti) = p, σ(t−i ) = q) ∈ J × J , p , q, such that
P−1p ≤ µpP−1q , (75)
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S p < 0, (76)
where Rp =

Dp T Pp(A + F0Bp)T
T (A + F0Bp)Pp −T Pp


































εpF1F1T + εp−1PpBTp BpPp εpF1T F1
T
εpT F1F1T εpT F1T F1T










































































where D̂p = (A + F0Bp + F1EBp)Pp + Pp(A + F0Bp + F1EBp)T + λpPp.
Using diag{Pp−1, I} to pre- and post-multiply both sides of systems (79), respectively, one has

Ďp T (A + F0Bp + F1EBp)T




where Ďp = Pp−1(A + F0Bp + F1EBp) + (A + F0Bp + F1EBp)T Pp−1 + λpPp−1.
According to the Schur complement lemma, systems (80) are equivalent to
Pp−1(A + F0Bp + F1EBp) + (A + F0Bp + F1EBp)T Pp−1 + λpPp−1
+T (A + F0Bp + F1EBp)T (T Pp)−1T (A + F0Bp + F1EBp)
= Pp−1(A + F0Bp + F1EBp) + (A + F0Bp + F1EBp)T Pp−1 + λpPp−1
+T (A + F0Bp + F1EBp)T Pp−1(A + F0Bp + F1EBp)
< 0.
(81)
Denoting P̄p = Pp−1, one can get P̄p > 0 and systems (81) are equivalent to
P̄p(A + F0Bp + F1EBp) + (A + F0Bp + F1EBp)T P̄p
+λpP̄p + T (A + F0Bp + F1EBp)T P̄p(A + F0Bp + F1EBp)
< 0.
(82)
Based on systems (73) and (82), one has
P̄p(A + FBp) + (A + FBp)T P̄p + λpP̄p + T (A + FBp)T P̄p(A + FBp) < 0. (83)
i.e.













A multiple Lyapunov function is constructed as
Vp(z(t)) = z(t)
T P̄pz(t). (85)
Based on systems (75), one has
P̄p ≤ µpP̄q. (86)
Combining (84), (85) and (86) and Corollary 2, we can establish Theorem 5. The proof is completed.
Using a similar process, we can establish and prove Corollary 5 below when using a common P to replace Pp.
Corollary 5. For the switched topologies Gp of the multi-agent systems, p ∈ J , if there exist a symmetric matrix
P > 0, positive constants εp, ∀p ∈ J , such that

D̄p T Pp(A + F0Bp)T εpF1 PBTp
T (A + F0Bp)P −T P εpT F1 0
εpF1T εpT F1T −εpI 0
BpP 0 0 −εpI

< 0, (87)
where D̄p = (A+F0Bp)P+P(A + F0Bp)T , then the multi-agent systems (1) under consensus algorithm (61) with fault
tolerance (71) will reach consensus.
Similarly, we can establish and prove the following Corollary 6 for the robust unknown fault case, that corresponds
to situation (B).
Corollary 6. For the switched topologies Gp of the multi-agent systems, and the given constants αp, µp > 1, p ∈ J ,
if there exist symmetric matrices Pp > 0, positive constants εp, ∀p ∈ J , such that

Dp T Pp(A + F0Bp)
T εpF1 PpBTp
T (A + F0Bp)Pp −T Pp εpT F1 0
εpF1T εpT F1T −εpI 0
BpPp 0 0 −εpI

< 0, (88)
where Dp = (A + F0Bp)Pp + Pp(A + F0Bp)T − αpPp,
and for ∀(σ(ti) = p, σ(t−i ) = q) ∈ J × J , p , q, such that
P−1p ≤ µpP−1q ,
then the multi-agent systems (1) under consensus algorithm (61) with fault tolerance (71) will reach consensus with
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t1, t2, t3, · · · are successive sampling times for the sampled systems or successive switching time for the continuous
systems.
Remark 7. If the systems (1) and consensus algorithms (2) and (3) satisfy a Lipschitz condition, these approaches
can be applied to the nonlinear multi-agent systems with the aid of matrix inequations [35] or Takagi-Sugeno fuzzy
models [39–41].
Remark 8. The existence of P, Pp and εp is the sufficient condition for reaching consensus. Our results provide
reliable conditions that guarantee consensus, especially when the faults are unknown. The linear matrix inequality
(LMI) toolbox in MATLAB can be typically used to find proper values for P, Pp and εp.
Data transmission and reducing data-transmission in the complex networks and the multi-agent systems are intro-
duced in [10, 42–47]. The network of multi-agent systems can been regarded as an example of the general complex
network sometimes. The methods proposed in this paper can also be extended to some general complex networks.
4. Simulation Results
In this section, we present two numerical examples in two different situations to demonstrate the effectiveness of
the theoretical results. Since the first case and the second case can be seen as the special circumstances of the third
case, we only verify the results for the third case, particularly Theorem 5 and Corollary 6, as Corollary 5 is a special
circumstance of Theorem 5.
We adopt the consensus algorithm with full coupling state information and consider the second-order multi-agent
systems with four agents. We set T = 0.01 and β0 = 1. In each example, three signal values (low, middle and high) of
switching signal σ(t) are used to represent three topologies.
Example 1. Situation (A): All the topologies are with unknown faults, proper coefficients and spanning trees.
In this example, the adjacency matrices of the switched topologies are

0 0 0 0
1 0 0 0
0 1 0 0




0 0 1 0
1 0 0 0
0 1 0 0




0 0 1 0
1 0 0 0
0 1 0 1
1 0 0 0

. (90)
For this example, the aggregation bias range of all unknown faults is 0.9000 ≤ f ≤ 1.1000. When β1 = 1.2000, all
topologies are with proper coefficients and a spanning tree according to the work [17]. They can reach consensuses
separately.
The LMI toolbox in Matlab is used to find different symmetric matrices Pp and positive constants εp satisfying
conditions (74) and (75), for given constant values λ1 = 0.0100, λ2 = 0.3516, and λ3 = 0.4300, and µ1 = 1.0002,























































































Example 2. Situation (B): All the topologies are with unknown faults. Some of them are with improper coeffi-
cients and no spanning tree.
In this example, the adjacency matrices of the switched topologies are

0 0 0 0
1 0 0 0
0 1 0 0




0 0 1 0
1 0 0 0
0 1 0 0




0 0 0 0
1 0 0 0
0 0 0 0
1 0 0 0

. (91)
For this example, the aggregation bias range of all unknown faults is 0.9900 ≤ f ≤ 1.0100. When β1 = 0.3700.
The second topology is with improper coefficients and the third topology has no spanning tree. They cannot reach
consensuses separately according to the work [17].





























































Figure 2: States of agents and switching signal when all the topologies are with unknown faults and some of them are with improper coefficients
and no spanning tree.
The LMI toolbox is used to find different symmetric matrices Pp and positive constants εp satisfying conditions
(75) (88) and (89), for given constant values α1 = −0.06500, α2 = 2.000, and α3 = 1.159, and µ1 = 1.000, µ2 = 2.343,
µ3 = 1.874. According to the condition in (89), T
−
T+ > 19.65. The numerical results in this situation are shown in Fig.
2. In the first 100 seconds, the states of agents tend to diverge, as the dwell time of the agents is far from meeting the













the agents is close to the conditions in (89). The consensus is reached finally.
When the number of agents increases, more computing resources and time will be needed to handle these LMIs.
Such requirements can be relaxed by, e.g., using fitful hardware and software platforms at different scales. Offloading
the computation to off-line is also an efficient method.This is because the feasibility does not depend on the evolution
of multi-agents if we can know the ranges of switching topologies in advance.
5. Conclusion
In this paper, we study and solve a series of consensus problems for continuous, discrete, or sampled multi-agent
systems with faults and mismatches under switched topologies. Using the delta operator method, the consensus
problems are unified under a single framework. We demonstrate that consensus can be reached under switched
topologies with mismatches and unknown faults, even when some of the topologies have no spanning tree. The
approaches proposed in this paper can be extended to deal with other cooperating problems, such as nonlinear multi-
agent systems.
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