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ABSTRACT 
A comparison was made of the questionnaire, free-sort, and 
forced-sort when applied to rating a set of interrelated objectives. 
One-hundred twenty mathematics objectives were pretested for internal 
consistency, test-rete^st reliability, discrimination potential, and 
verbal clarity. Subjects were asked to rate items based on their 
importance to a secondary, general mathematics curriculum. Ninety 
objectives were selected from the original set for use in the 
principal study. 
A total of two-hundred ten surveys, seventy per survey technique, 
were mailed across the state of Pennsylvania. Twenty-eight question- 
naires, twenty-one free-sorts, and twenty-three forced-sorts were 
completed and returned. Using these surveys and appropriate 
statistical analysis, the writer concluded: 
1. No significant differences exist among the proportions 
of returns from each of the three groups. 
2. The intraclass reliability coefficient of the forced- 
sort exceeded those of the questionnaire and free- 
sort by a significant margin. 
3. Increasing the discrimination index of an instrument 
does not necessarily increase the intraclass reliability 
coefficient. The reliability measure dropped signifi- 
cantly for raters from the questionnaire and free- 
sort groups with an index greater than .96. 
vi 
4. No one instrument showed a substantially greater 
increase in reliability for increasing sample 
sizes. 
5. The ranks assigned to an item, when compared across 
the complete set of ninety items, were essentially 
for all three survey groups the sane. 
6. No significant differences existed across the 
three survey techniques for the mean ratings of the 
most important items. 
7. Significant differences did exist for the mean 
ratings of the least important items.  In general, 
the means of the questionnaire group were signifi- 
cantly higher than those of the free-sort or 
forced-sort. 
All tests of significance were carried out at the .05 level. 
Where item relationships are clearly identified for the rater, 
and rater bias is not anticipated to be a significant factor, the 
writer recommends the use of a well designed questionnaire. Where 
relationships are not clear, or rater bias is of concern, the 
writer recommends the forced-sort as a more theoretically sound 
technique. 
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INTRODUCTION 
Rating surveys which set a priority on a series of tasks or 90ali 
clutter the desk of every executive at one time or another. The 
majority of such surveys arrive in booklet font (questionnaires), 
listing the objectives and soliciting a rating for each. The sore 
ambitious surveyor may even require an absolute ranking of items, one 
to n. 
More recently, an increasing number of surveys have appeared in 
the form of a set of cards, each one containing a relevant objective. 
The cards are sorted by the rater, into nine columns, for example, 
which assume a value ranging from "most significant" to "least 
significant". The cues are specific to the researcher's needs. 
As within the questionnaire, we have established a rating for each 
item. The difference rests upon the ease with which items may be 
compared and ratings re-established.  No permanent record of the 
item ratings emerges until all items have been placed. Consideration 
for this methodological alternative arouses speculation in several 
respects. 
When employing the questionnaire as a technique for obtaining 
value judgments on a set of items, several difficulties arise: 
1. Any analysis of variations resulting from item 
content may be confounded by the response set 
of each rater (Guilford, 1954). The set of a 
rater nay consistently affect his rating 
independent of item content. 
2. If we wish to establish an absolute ranking, 
the task of ranking, comparing, and reordering 
items becomes prohibitive when sore than just 
a few items are involved. 
3. If we wish, alternatively, to rate each item 
on a scale of one to nine, for example, the 
ratings for related items within the question- 
naire assume a deceptive independence from one 
another.  Proper application of a Likert scale 
presupposes independence as inherent in the 
task to be accomplished. Rarely does a 
subject take the opportunity to compare his 
rating for the item at hand to that of an 
item previously considered.  It would seem to 
the writer that only when the chance ordering 
of items introduces a close spatial relationship 
does the comparison tend to occur. Even on this 
occasion, the subject seldom considers a re- 
evaluation of the item past. Rather, he adjusts 
the rating of the item present. 
The above considerations coupled with the characteristic of 
selective, partial returns limits the questionnaire's utility in 
a sense frequently ignored by the researcher. 
With the intent of overcoming these difficulties, researchers 
wishing to establish the relative value of a set of items have 
employed one of the alternatives described previously, a free Q- 
sort or a forced Q-sort.  Like the questionnaire, the free-sort 
permits the rater to place-any number of items at a given level of 
the rating scale. Or, to emphasize the desirability of item com- 
parisons, and to counter the affect of response sets, the researcher 
may require the subject to perform a forced Q-sort. This additional 
condition imposes the restriction of a predetermined distribution. 
The subject must meet the demands of the researcher with respect to 
the number of items allowed a given point value on the rating scale, 
thus forcing greater consideration for item differences. 
Approaching a survey through a Q-sort, we immediately encounter 
two new restraints: 
1. The mechanics behind a Q-sort are more involved, 
and consequently more costly, than those essential 
to a questionnaire. 
2. The statistical analysis is, likewise, more 
difficult to justify. Particularly, a forced 
distribution technically precludes the use of an 
analysis of variance upon the data (Gaito, 1962). 
Thus, the question arises as to the relative value of sorting. 
Can .the increase in human endeavor find justification via the 
significant increase in the reliability of the returns? Does the 
Q-sort evoke returns subject to the same interpretation as those of 
the questionnaire? More fundamentally, does each technique evoke 
essentially the same returns? These are the issues to be addressed 
in this study. 
DEFINITIONS 
For the purposes of this study, the three tents below have 
been distinguished as follows: 
1. Questionnaire: 
2. Free-sort: 
3. Forced-sort; 
a composite listing of objectives or 
traits in booklet form paralleled by 
an n-point graphic rating scale. The 
scale is referred to as a Likert scale. 
With reference to the present study, 
column one anchors the "most important" 
end of the scale while column nine is 
considered "least important", 
a set of cards, accompanied by an instruc- 
tion sheet, each containing one objective 
found within the questionnaire. The 
instructions specify the sorting of cards 
into a maximum of n columns from "most 
important" (column one) to "least important" 
(column n). Any number of cards may be 
placed in a given column, 
a set of cards, accompanied by an instruc- 
tion sheet, each containing one objective 
found within the questionnaire. The'instruc- 
tions specify the sorting of cards into 
exactly n colums. A predetermined 
nuaber of cards Bust be placed into 
each column. 
-*■* 
PURPOSE 
The purposes of this study are: 
1. To compare the reliability measures of the three 
survey techniques of a questionnaire, a free-sort, 
and a forced-sort; and 
2. To determine the degree of agreement among the 
three techniques in ranking a set of related 
objectives. 
Reliability will be discussed as a function of the number of 
raters, as a function of each survey technique, and as a function 
of the task to be accomplished.  Agreement among the techniques 
will be examined through the mean rating comparisons of selected, 
important objectives. These mean comparisons will be used to 
reflect directly upon ranking differences across the three groups. 
REVIEW OF RELATED RESEARCH 
Upon examining the literature relevant to Q-sorts, one soon 
notices a dichotomy in context.  Brown's (1968) bibliography sub- 
stantiates its existence.  The Q-sort was originally devised as 
part of a methodology employed to study the individual in a 
clinical setting (Stephenson, 1953). Juxtaposition to this applica- 
tion, many researchers have utilized the Q-sort as a survey tech- 
nique across a large group of subjects. Each context carries a 
unique purpose and a set of theoretical assumptions about which 
there has been considerable controversy. One must take extreme 
caution not to prejudge the validity of a specific point without 
first considering the context to which it is applicable.  It is 
frequently unclear from what frame of reference a particular critic 
emerges unless one is aware of this dichotomy and familiar with 
the respective assumptions.  It is with regard for the application 
of the Q-sort as a survey technique that the following review is 
conducted. 
The popularity of the Q-sort originates with Stephenson's 
advocacy of Q-methodology (1953).  In light of statistical considera- 
tions particular to factor analysis, Stephenson employed a forced, 
quasi-normal distribution.  Authors of subsequent articles 
utilizing a Q-sort have characteristically followed suit. Yet 
there has been considerable debate as to its purpose. Why use a 
Q-sort in place of the questionnaire? As early as 1954, Cronbach 
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and Gleser remark:  "Stephenson has evidently made no empirical 
studies to determine whether sorting gives appreciably different 
results for the simpler booklet method (1954, p. 327)." Assuming 
there is some justification for Q-sorting, should the distribution 
of items be a matter of choice (free-sort), or predetermined by 
some theoretical considerations (forced sort)? What should that 
prescribed distribution look like? 
Peterson (1961) offers an initial response to the first 
question.  Considering both interjudge and test-retest reliability, 
he found no significant differences among the reliability coeffi- 
cients produced under the forced-sort, the free-sort, and the 
standard questionnaire.  He concludes that one should employ the 
well designed rating form for its simplicity, give the choice of 
three techniques. 
Under the circumstances, one would tend to agree with Peterson's 
findings.  Putting aside the usual concerns for the social desir- 
ability of items (Edwards and Horst, 1953), two relevant issues do 
not appear to be at stake. First, there is little room for concern 
over constant errors (leniency, halo effect, etc.) on behalf of his 
raters, a staff of nurses trained for the specific task at hand. 
Secondly, each item, by nature of its content, was appraised inde- 
pendent of the ratings of other items.  In establishing the priority 
of a set of objectives, the underlying task of the present study, 
one would suspect an interrelatedness among item rating. The 
questionnaire would not appear to be as adaptable to multiple, item 
comparisons as the 0-aort. 
For the purpose of eliminating rater bias, Rumble (1975) takes 
a position contrary to that of Petersen.  Coopering the Likert and 
forced Q-sort rating scales in an opinion survey. Rumble found a 
significant positive correlation (Kendal's tau) between the ranking 
of items under the two scales. Although the statistical techniques 
differ, Rumble and Peterson are in agreement thus far. However, the 
observance of bias errors in the use of the Likert scale led Rumble 
to recommend the forced-sort as the preferred method of data collec- 
tion. 
Accepting, for the moment, the concern over constant error and 
the interrelatedness of items as sufficient justification for Q- 
sorting, the researcher must now face the issue of free vs. forced- 
sort. The gist of the argument ensues:  H[ForcingJ does ensure 
variance in response and eliminate response sets.  However, it 
discards possibly important information about differences in scatter 
and gives data to which analysis of variance cannot properly be 
applied (Cronbach and Gleser, 1954, p. 328)." 
A free-sort offers the freedom necessary to cope with inter- 
related items. But it still leaves room for the type of constant 
errors discussed previously. Likewise, it encourages raters to act 
indiscriminately, to precipitiously distribute items across only a 
few categories. Reliability is directly related to variance and 
inversely related to rater bias (Livson and Nichols, 1956). Thus, 
forced-sorting for the purpose of increasing reliability would appear 
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to be most appropriate. There is, however, a price to be paid. 
Jones (1956) discredits the forced-sort for a significant loss 
of information with respect to differences in placement and scatter 
of items among individuals or experimental groups.  His interests 
lie in an analysis of the individual rater and not, necessarily, in 
an analysis of the items being rated. 
Gaito (1962) does likewise, but then procedes to criticise the 
involvement of conditional probabilities. Underlying any analysis 
of variance is the concept of independent trials. Placement of 
cards in any one category and, in conjunction, the assignment of a 
given score should not influence the probability of another card's 
obtaining that score. Clearly, the forced-sort with its emphasis 
of an exact number of cards in each category makes this impossible. 
The foundations of an analysis of variance are removed. A rearrange- 
ment of cards after their initial placement only prolongs the pro- 
cedure.  The sorter must ultimately face the reality of a decreasing 
number of alternatives.  Even short of this statistical consideration, 
Gaito (1962) cites the lack of sponteniety of the task and subsequent 
sorter frustration as cause enough for adherence to unforced pro- 
cedures. 
In short, the issue of forced-sort vs. free-sort becomes a 
debate concerning validity, reliability, and statistical adaptability. 
Validity is peculiar to the research at hand and is not so readily 
adaptable to measurement through general statistical procedures. 
Thus, by default, reliability investigations take precedent.  If, 
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as Jones (1956) suggests, one should choose to focus on the dif- 
ferences in scatter among sorters, a free-sort would be most 
acceptable.  However, most surveys center on the relative place- 
ment of items independent of which end of the scale they happen to 
fall (Brown, 1968). Under these conditions, a host of researchers 
(Block, 1956; Livson and Nichols, 1956; Hess and Hink, 1959; 
Petersen, 1961; Rumble, 1975) demonstrate that forced-sorts are 
at least as reliable as free-sorts. Two researchers (Block, 1956; 
Livson and Nichols, 1956) advance their argument to note that, 
although variations in scatter and elevation may reflect inter- 
sorter response idiosyncracy, these traits make little, if any 
contributions to the discrimination among items.  Since increasing 
the discrimination index (Ferguson, 1949) of an instrument tends to 
maximize reliability (Livson and Nichols, 1956), a forced distribu- 
tion involving a high discrimination index is recommended. 
In response to Gaito's (1962) concerns for sponteniety, one 
may, again, turn to Block (1956) and Livson and Nichols (1956). 
Both researchers present convincing statistical evidence suggesting 
that sorter reaction does not accurately reflect sorter performance. 
Within reasonable limits, their arguments give the issue little 
more than surface value. 
As for statistical exactitude, the forced-sort offers the 
benefit of intersorter compatibility,  (Livson and Nichols, 1956). 
Since all sorters must comply with a given distribution, the score 
values assigned to each item are directly coaparible across subjects. 
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This would not be the case were each sorter allowed to establish 
their own mean and variance.  This conpatibillty carries with it 
an ensueing ease with which computational procedures nay be per- 
formed.  But is this not, again, an issue of mere surface value? 
As observed earlier, the ease of employing parametric statistical 
procedures attains irrelevance if the underlying assumptions to 
the mathematical model are not met (Gaito, 1962).  Under the 
forced-sort, one clearly violated the assumption of independence. 
The only defense lies in an understanding of the effects of this 
violation and its significance. Although Freeman (1974) identifies 
an increase in type I errors as a statistical effect, this is not 
necessarily the case. Positive correlations in errors yield a more 
liberal test of significance, while negative correlations result in 
a more conservative test.  More importantly, however, Freeman (1974) 
emphasizes that the use of data for discovery rather than veri- 
fication justifies use of statistics only after a moderate attempt 
at satisfying the assumptions of the model.  Even under this 
blanket endorcement, analysis of variance techniques should be 
modified (Nahinsky, 1965). 
In approaching the last of the major issues, that of distri- 
bution shape, two primary alternatives surface in the literature. 
An almost exclusive use of a quasi-normal distribution seems to 
stem from Stephenson's use of the same, but more importantly from 
an assumption that the "natural" distribution of the attribute to 
be measured is of this form.  In a context independent of Q-sorts, 
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Ferguson 41949) observes that the assumption of a nonwl distribu- 
tion of attributes in a given population is Meaningless unless 
given an operational definition as such.  Furthermore, extensive 
efforts by several researchers (Jones, 1956; Livson and Nichols, 
1956; Petorsen, 1961) show no support for such an assumption. 
Livson and Nichols argue in favor of a rectangular distribution 
of items as a means of maximizing the number of discriminations 
among items, and thus maximizing reliability.  In reviewing these 
and related sources, Freeman (1974) concludes that distribution 
shape is strictly a function of item selection. If the discrimi- 
nating potential of the items does not suggest sufficient variance 
for, at least, normality across the number of categories available, 
then certainly the value of the study, or its structure, must be 
questioned.  If a sort cannot be structured on some theoretical 
basis, perhaps a free-sort would be a better alternative.  In 
either case, the researcher must take the responsibility of 
selecting a distribution shape and supporting that selection by 
the structure of the items. 
As somewhat of an after thought to this review, one must con- 
sider the number of categories and number of items best suited to 
attitudinal surveys.  General agreement centers around fifty to 
one hundred items as sufficient to give reliable returns without 
overburdening the general rater (Stephenson, 1953; Gilford, 1954, 
ch. 11; Petersen, 1961; Freeman, 1974). A minimum of nine sorting 
categories is recommended (Gilford, 1954, ch. 11; Freeman, 1974). 
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Summary 
Previous studies comparing the Q-sort and questionnaire in 
a group-survey setting have debated the topics of validity,   re- 
liability,  and statistical adaptability.    Finding no significant 
differences,  Peterson  (1961)  has recomnended the questionnaire for 
its simplicity.     Rumble  (1975)   takes the contrary position of 
recommending the forced-sort as a means of controlling rater bias. 
He based his recommendation on a significant,  positive correlation 
between the Likert and forced-sort scales. 
Upon selecting the Q-sort as a technique,  one may choose 
between a free-sort or a forced-sort.    The free-sort provides the 
option of examining rater or item differences, but leaves room for 
the same type of bias  found within a questionnaire.    The obvious 
advantage that a free-sort offers over the questionnaire is the 
ease with which ratings may be re-established. 
A forced-sort does eliminate rater bias and tends to increase 
reliability  (Livson and Nichols, 1956).    However,  a number of 
authors  (Jones,  1956;  Cronbach and Gleser,  1954;  Gaito,  1962)  have 
discredited the procedure for its lack of rater sponteniety and its 
involvement of conditional probabilities.    The first condition may 
result in the loss of significant information necessary to a com- 
parison of raters.    The second condition removes the primary 
assumption necessary to the proper application of analysis of 
variance procedures.     In a review of these,  and related articles. 
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Freeman (1974) counters the author's concerns by emphasizing the 
purpose for which surveys are most often used (the discovery of ite» 
differences). While adopting the forced-sort as the preferred process, 
he goes on to make recommendations regarding distribution shape, item 
selection, and rating scales. A number of these recommendations have 
been employed in the procedure to be described. 
16 
PROCEDURE 
To compare the survey techniques in question, the writer chose 
to examine the importance of selected mathematics objectives to a 
secondary (grades 10-12) general mathematics curriculum. As so 
aptly described by Neff and Cohen (1967): "A stratisfied universe 
[of objectives] is defined and a quasi-random sample drawn from each 
cell (more strictly, specifications for the oells are defined which 
are sufficient in principal, to generate all possible statements; 
in practice, the statements are those which one happens to devise)." 
The paradigm designed to generate items for this study appears in 
Table I. The content topic structure is a slight modification of 
the ten components of basic mathematical skills proposed by the 
National Council of Supervisors of Mathematics (N.C.S.M., Mathematics 
Teacher, February, 1978). The levels of cognition, of course, 
originate with Bloom (1956). Supporting definitions are listed in 
appendix A. 
The writer acknowledges the use of the publication Mathematical 
Behavioral Objectives (Flanagan, Shanner and Mager, 1971) as the 
primary reference used to generate more than one hundred objectives 
within the framework described above. The wording of each objective 
delineates both its content and level of cognition. Objectives axe 
further identified by a randomly assigned numeral (1-120), a four- 
letter categorical code (e.g.; NPV-C), and key-word underlying. 
For both pretesting and experimental purposes, raters were 
asked to differentiate objectives using a nine point rating scale 
17 
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ranging from "most important" (one) to "least important" (nine). 
Although raters have been instructed to treat the scale as interval 
in nature, the foundations fundamental to this presustption fall 
short of the concrete.  Ratings are, in the classical sense, 
ordinal measures calling for nonparametric statistical techniques. 
Referencing extensive literature from the past tiro decades, however, 
Gardner (1975) concludes: 
2. The distinction between ordinal and interval scales is 
not sharp. Many sunmated scales [the basis for con- 
clusions in this study] yield scores that, although not 
strictly of interval strength, are only mildly distorted 
versions of an interval scale. 
3. Some of the arguments underlying the assertion that 
parametric procedures require interval strength statis- 
tics appear to be of doubtful validity. 
4. Parametric procedures are, in any case, robust and yield 
valid conclusions even when mildly distorted data are 
fed into them. 
Taking care not to overstep the bounds of the supporting rationale, 
the writer has selected to rely on parametric as well as non- 
parametric procedures, presuming a scale of, at least, near interval 
strength.  Specific instructions regarding the use of this scale 
under the three survey techniques may be found in appendix B, C, 
and D. 
The Pretest 
Applying the forced-sort procedure,  ten secondary mathematics 
teachers were employed to pretest objectives for consistency 
(Neff and Oohen,   1967),   test-retest reliability,  discrimination 
potential   (Ferguson,  1949)  and verbal clarity.    The initial sort 
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took place in a group setting across 120 objectives, four objectives 
from each cell of the design (see Table I). Concurrent with this 
sort, three mathematics curriculum coordinators, working indepen- 
dently, placed objectives by category. Cards without specific 
categorical identification were designed for this purpose.  A 
second sort was mailed approximately one week later to the ten 
raters for retest purposes. 
The measure of consistency was designed to capture mean dif- 
ferences among objectives within the same cell of the design.  It 
employs analysis of variance techniques adapted specifically to the 
forced-sort procedure. Discrimination served as a measure of 
variance in rater responses to an objective. Any objective assigned 
the same rating from all, or most, raters was referred to as a 
concensus item.  Measures of consistency, discrimination, and 
reliability were applied as follows: 
1. An objective with a mean rating which deviated from 
means within the same cell by more than one full point 
was discarded as part of the study. This process serves 
to maximize consistency. 
2. Where no one deviate emerged, objectives showing the 
least test-retest reliability coefficient (Pearson's 
product-moment coefficient) not significantly greater 
than zero were then omitted. 
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3. Next, where more than two concensus items were 
identified within a cell of four, one such iteai 
was discarded. Although a moderate number of 
concensus items are of value, too many such 
items negate the need for further study. 
As a practical constraint, a minimal number of ninety objectives, 
three per cell, were maintained as a basis for comparing the survey 
techniques. Where more than three objectives yet remained, an 
additional criterion was employed. This measure, the proportion of 
like returns, equals the ratio of identical rating pairs found by 
comparing test-retest results, to the total number of pairings (i.e.; 
the total number of raters). Objectives showing the smallest ratio 
were omitted to fulfill the requirement of three objectives per 
cell. Comments regarding the verbal clarity of the remaining items 
were then reviewed, resulting in minor adaptations. 
The glaring potential for bias within the pretest setting was 
two-fold.  First, the selection of the forced-sort as the pretest 
instrument, and the subsequent use of the same technique in the 
principal study, opens the door to a foregone conclusion:  the 
writer favors the forced-sort.  Secondly, the decision not to con- 
duct the retest-sort under a controlled setting confounds the measure 
of test-retest reliability. 
The writer chose to pretest the forced-sort for the following 
reasons: 
21 
1. As A procedure less familiar to the xeter then 
the standard questionnaire, the pretest allowed 
for clarifying written instructions prior to use 
in the principal study. 
2. The objection to the forced-sort as a technique 
that inhibits rater sponteniety could be evaluated, 
through first-hand observation, as significant or 
insignificant. 
3. The statistical treatment employed during pretest- 
ing differed from that of the principal study. 
Thus, statistical favoritism, regardless of what 
technique was pretested, should only be viewed 
as incidental, and not systematic. 
In light of the practical constraint of having to mail data 
for the second stage of pretesting, several precautionary steps 
were taken.  Each rater was made aware of the need for a retest prior 
to volunteering their services.  Each rater was financially compen- 
sated for their time.  And each rater was promised a summary report 
on the findings. These measures, along with the supporting statistics 
from the first sort, were employed to minimize the affect of con- 
founded results. 
The reader should note that the work of the aforementioned 
mathematics coordinators was not applied to the item elimination 
process as intended. As reported within the results of this study. 
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the uniqueness of an objective to a single category, without speci- 
fic labeling, becomes an untenable assumption. 
The Principal Study 
To explore the differences in survey techniques, the writer 
selected a post-test-only control group design (Campbell and 
Stanley, 1963).  Raters receiving the questionnaire, the instrument 
most commonly used in opinion surveys, acted as the control group 
while those receiving the free-sort and forced-sort served as the 
two treatment groups. Thus, the measuring technique becomes the 
treatment, with mean rating, proportion of returns, and measures 
of reliability serving as quantified observations to be compared. 
An outline of the design may be seen in Table II. 
As a means of selecting raters, two hundred-ten school dis- 
tricts were randomly sampled from the listing of public school 
districts within the 1977-78 Pennsylvania Education Directory (1977) 
Schools from the Pittsburgh-Mount Oliver Intermediate Unit and the 
Philadelphia Intermediate Unit were excluded from the study. 
Districts were then assigned to groups, again at random, and mailed 
the appropriate materials via the mathematics coordinator.  The 
coordinators have been instructed to forward the material to a 
member of their district experienced in teaching secondard general 
mathematics. Follow up letters were employed, where necessary, 
three weeks after the initial mailing. 
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TABLE II 
EXPERIMENTAL DESIGN 
GROUP      SELECTION PROCESS TREATMENT OBSERVATION 
One     Random selection and Questionnaire 
assignment of raters. Proportions 
Mean Ratings 
Two    Stratisfied generation Free-Sort Reliability 
of objectives to be Measures 
Three   rated. Forced-Sort 
Threats to the validity of the design arise out of selection pro- 
cedures, mortality rates, reactive arrangements, and their interaction. 
The selection of raters should be of small concern under the procedure 
described above, while rater mortality is subject to sufficient 
measurement and analysis. Profile data relevant to these two areas 
has been reported in the findings. The representativeness of the 
objectives relative to their placement in categories, however, must 
be thoroughly scrutinized.  If one wishes to generalize from the 
specific objectives at hand to the body of objectives representing 
each category, as is ultimately the case, one must rely heavily on 
their own subjective evaluation of the confidence with which the 
desired transition may take place. The pretesting procedure estab- 
lishes some support for proper item placement. But it does not 
satisfy the presumption that given an alternative set of objectives 
in a particular category, similar conclusions will be derived. A 
strong measure of internal consistency (see Statistical Procedures) 
would show some support for this presumption. Logically, however. 
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one faces the fallacy of affirming the consequent. Although appro- 
priate objectives should ensure internal consistency, the converse 
does not necessarily hold true. 
Similarily, when evaluating the validity of the results, the 
reader must consider the tendency of survey data to reflect the 
ideal, and not just real or practical concerns.  Raters have been 
instructed to assume a reasonably well structured curriculum at the 
primary, intermediate, and junior high school levels.  Failing to 
fulfill this assumption catapults the study's findings into the realm 
of useless academia. And yet, how often has that criterion been 
satisfied? A sufficient answer rests solely with the individual 
reader. 
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RESEARCH HYPOTHESES 
The core of the analysis for this study centers on the following 
hypotheses: 
1. Statistical differences exist in the intraclass 
reliability measures of the three survey techniques 
of a questionnaire, a free-sort, and a forced-sort 
when applied to the rating of interrelated objectives. 
2. Intraclass reliability is directly related to the 
discrimination indices of a set of raters. 
3. Intraclass reliability will reach a maximum value 
more rapidly under one survey technique than under 
another as sample size increases. 
4. Correlations between and among techniques across the 
ranks of all items, although significantly different 
from zero, are not sufficiently large to attribute 
essentially the same result to each technique. 
5. Significant differences exist between and among the 
mean ratings of individual items across the three 
techniques, with specific attention being given to 
the most highly ranked items (most important) and 
least highly ranked items (least important). 
6. Significant differences exist in the proportion of 
returns from each of the three survey techniques. 
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STATISTICAL ANALYSIS 
Measures of validity, reliability, and discrimination served 
as pretest quantifiers to identify at least ninety items to be 
used in the main study.  Items were statements of mathematics 
curriculum objectives. In part, formal construct validity should 
have been established through the placement of the objectives into 
the appropriate categories by three mathematics coordinators for 
secondary schools. Where the three coordinators concurred, the 
placement was to be considered as valid. A measure of internal 
consistency (Neff and Cohen, 1967) served to further validate the 
design and examine the reliability with which raters were rating 
objectives relative to their categorical placement. Defined in 
terms of the degree to which the objectives in the same category 
are assigned similar scores, the mean ratings across ten raters 
for the initial set of items constitute the data on which this 
modified analysis of variance procedure was performed. Perfect 
consistency required that the four items within each of the 
thirty cells of the factorial design have the same score.  Items 
detracting from this consistency were removed prior to the 
principal study. 
Pearson's product-moment coefficient of correlation was used 
to acquire a pretest measure of reliability for each item. A 
coefficient greater than .64 is significant at the .05 level. 
However, the power of the statistic is limited by the number of 
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raters (ten) and the scale of measure (ordinal-interval). The 
insensitivity of the statistic to constant differences set further 
restrictions. The coefficient for an item assigned a rating of one 
most often in the first application, and nine most often on the 
retest, might not reflect a major change in ratings. The writer 
has, as a result, employed an additional statistic to capture this 
change. Referenced as the proportion of like returns, this statistic 
equals the ratio of unaltered ratings from test to retest, to the 
total number of raters. As a Bernoulli random variable (n-10, 6-1/9), 
the probability this ratio exceeds .3 by chance is less than .05. 
Both statistics have been employed in the selection of pretest 
items for the principal study. 
Ferguson's Coefficient of Test Discrimination (1949) was used 
to measure the consensus across raters on the placement of a given 
item along the nine point rating scale.  Described as the ratio of 
the observed number of relationships of difference to the maximum 
number of such relationships possible, a consensus item was de- 
fined, for the purposes of this study, as one showing a discrimina- 
tion index, 6,  less than .75. Although a given proportion of con- 
sensus items is necessary to establish a comparable zero rating 
base for each rater, too many consensus items automatically negates 
the need for a survey of their importance. Freeman (1974) suggests 
that no more than fifty percent of the items be consensus items. 
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The intraclass correlation coefficient, as examined by Ebel 
(1951) was selected to establish the reliability coefficient for 
each instrument in the principal study.  More specifically, the 
formula for tfce reliability of mean ratings, as opposed to 
individual ratings, served as the basis for discussion. As an 
analysis of variance procedure, the "between raters" variance was 
removed from the error term. This is a partial solution to the 
objections directed at the questionnaire and free-sort regarding 
rater bias. An interval measure of each coefficient's precision 
determined when one reliability statistic differed from another. 
In a comparison of two reliability estimates (e.g.; free- vs. 
forced-sort), the estimates differed statistically if the reli- 
ability coefficient of either group (e.g.; free-sort) did not 
fall within the interval of precision of its partner (e.g.; 
forced-sort). 
Fluxuations in the intraclass reliability coefficient were 
explored with respect to two additional dimensions:  the discrimina- 
tion index of the rater, and the number of raters. The discrimina- 
tion index reflects the extent to which the ninety items have been 
dispursed over the nine point scale. As can be observed in Table 
III, the index ranges from zero to one, and maximizes when items 
are distributed equally in a rectangular fashion across all cells. 
A monotonically increasing relationship between the intraclass 
reliability coefficient and the discrimination index would provide 
some justification for forced-sorting, where the dispersion of 
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items was controlled by the researcher.  The forced-sort in this 
study has an index of .9917. Reliability coefficients were coat- 
pared for the three subgroups defined by the limits Barked in Table 
III. 
TABLE III 
DISCRIMINATION INDEX 
Discrimination Indices for Rectangular 
Distributions of Ninety Items Across 
N Cells of a Nine Point Rating Scale 
Number of Items Number of Discrimination 
Per Cell Cells Index 
90 1 .0000 
45 2 .5625 
30 3 .7500 
23 (22) 4 .8436 
18 5 .9000* 
15 6 .9375 
13 (12) 7 .9642* 
11 (12) 8 .9674 
10 9 1.0000* 
♦Upper limit for each subgroup. 
Similarily, as the number of raters increases, the intraclass 
reliability coefficient should increase.  It is the point at which 
this coefficient stabilizes, showing no statistical differences 
from proceeding coefficients, that is of interest to the reader. 
The fewer the number of raters needed for a given level of 
reliability, the more economical a survey instrument becomes. To 
this end, the writer has randomly selected subgroups of raters 
varying in number from each of the three survey groups. Sampling 
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raters without replacement, one subgroup of a given sire was 
established for each survey techinque, and reliability coefficients 
were computed. The original three pools of raters were then restored. 
Where reasonable, a second and third sample of the same size was ex- 
amined. In all, seven subgroups per technique were compared; three 
samples of ten raters each, three samples of fifteen, and one sample 
of twenty. The maximum size of twenty raters was fixed by the least 
number of returns (twenty-one) for a given survey technique. Finally, 
the interval of precision, as previously discussed, was used to 
identify statistical differences. 
As one additional check on the reliability of the returns of 
each group, three objectives different in wording, but identical 
in content, were included in the study.  The are referred to as 
consistency items. Their content may be found in appendix E listed 
as numbers two, nineteen, and forty-eight. Once the means of all 
objectives had been computed, and a ranking of objectives thus 
established, the range of the consistency item ranks was computed 
for each survey group.  In the case of three objectives ranked on 
a scale of one to ninety, and under the null hypothesis of a random 
assignment of ranks, the range should be less than or equal to 
twelve only five percent of the time. This criterion was used as 
the standard for a group measure of consistency. 
Central to the principal study was the comparison of item means 
and item ranks.  Kendall's tau (Kendall, 1970) provided a measure 
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of rank correlation between groups, while Kendall's coefficient of 
concordance (W) yields the sane information among groups.1  Tau 
ranges in value from negative one (perfect disagreement) to one 
(perfect agreement) and may be interpreted as an average measure of 
agreement between pairs of ranks assigned to each objective. 
Correction factors are introduced for tie ranks. However, very 
numerous ties require a special investigation. When more than ten 
pairs of ranks are compared, the sampling distribution of tau 
approaches normality and significant differences from zero may 
readily be determined. The writer was more concerned, however, with 
attributing essentially the same result to each technique.  (On the 
contrary, as reported in the research hypotheses, the writer anti- 
cipated otherwise.)  As a minimal standard, half the variance of 
one set of ranks must be attributed to the second set to meet this 
criterion. The square of Spearman's rho (p) statistic serves as an 
estimate of this variance ratio (i.e.; a rho value of .7 suggests 
that forty-nine percent, (.7)2, of the variance of one set of ranks 
is accounted for by the other set). For a tau (x) statistic greater 
than zero and for a large number of items, rho and tau are related 
as follows: 
lFor a comparison of tau and W with other nonparametric alternatives, 
see Siegel (1965). 
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Consequent]^, the writer attributed essentially the same results 
to two techniques whenever tau was .8 or greater. 
In support of the confidence with which the tau statistic may 
be employed, Kendall's coefficient of concordance (W) measured over- 
all rank agreement among groups, across all objectives. When perfect 
agreement exists, W equals one. When maximum disagreement exists, 
W equals zero. W does not take on negative values since, where more 
than two judges (groups) are involved, complete disagreement cannot 
occur. As with tau, a tie correction factor has been introduced 
when computing W. When more than seven ranks are included in each 
set, the sampling distribution of W approaches chi-square and 
significant differences from zero may be determined. Again, as 
with tau, the writer was more concerned about the strength of the 
relationship across the ranks of the three techniques. W is related 
to Spearman's rho as follows: 
p - (mW-1) / (m-1), 
where m equals the number of sets of ranks (three) and p equals the 
average of the rhos computed between all possible pairs of ranks. 
To uphold the standard of attributing essentially the same result 
to each technique, W must be .8 or greater. 
What differences exist in item rankings across the three groups 
stem directly from differences in item means. A comparison of means 
across all objectives becomes both cumbersome and unnecessary. Those 
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objectives acknowledged by the raters as significant acted as a sore 
meaningful focal point. Consequently, the writer examined the fifteen 
least important objectives for mean differences. The number fifteen 
corresponds to the number of objectives found in the two extreme 
categories on either end of the forced-sort. More specifically, 
itmes considered most (least) important by any one group were included 
in the analysis.  As a result, twenty-one items constituted the most 
important set, while twenty-two were included as least important. 
The design for the examination of mean differences is that of 
a two way, repeated-measures analysis of variance (Dayton, ch. 7, 
1970), with repetition taking place across the B-dimension. The 
twenty-one most (twenty-two least) important objectives constitute 
the various levels of the B-dimension. The A-dimension consists of 
three levels, one for each survey technique. Note that two separata 
analyses are completed, one for the most important objectives and, 
likewise, one for the least important. A paradigm may be seen in 
Table IV. Note, also, that a lack of significant differences would 
most certainly support Petersen's conclusion showing preference for 
the questionnaire (Petersen, 1961). 
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TABLE IV 
TWO WAY REPEATED MEASURES 
ANALYSIS OF VARIANCE 
Survey Technique 
Questionnaire 
Free-Sort 
Forced-Sort 
Most  (Least)  Important Objectives 
1 2 3       ... 21   (22) 
(n.   ratings  for each objective) 
(n_ ratings for each objective) 
(n    ratings for each objective) 
(Item Means) 
(Group Mean) 
(Group Mean) 
(Group Mean) 
(Grand Mean) 
As one final measure of differences in the three survey tech- 
niques, the proportions of surveys returned were compared. Signifi- 
cant differences were identified using a procedure recommended by 
Levy (1975). If one proportion could be shown to be significantly 
greater than the other two, then the corresponding technique could 
utilize this seal of economy as a major vantage point. 
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DATA ANALYSIS 
Pretest 
Table V identifies row and column means in addition to item 
means for the one-hundred twenty objectives pretested in the group 
setting of ten raters.  Items are arranged by topic (top) and by 
level of cognition (left).  Item numbers are found to the left of 
each objective. These are not the numbers originally assigned for 
research purposes. Rather, they are the numbers referenced in 
appendix E and throughout the text of this document.  Items not 
numbered in Table V were discarded prior to the principal study. 
These items are described in appendix F. Abbreviations for each 
topic are more clearly identified within appendix A. 
A quick scan of the item means indicates a high level of con- 
sistency of mean values within cells. That consistency measure is 
significant beyond the a - .001 level. A summary of the results 
is found in Table VI. Note that the total mean square is a constant, 
fixed by the forced distribution of 120 items across the nine 
categories. This distribution of items is displayed at the base 
of Table VI. The within mean square estimate is a variate dependent 
on the item means of a particular sample. Although the homogeniety 
of variance assumption has not been satisfied at the a - .05 level, 
the robustness of the analysis of variance procedure overrides the 
practical significance of Bartlett's statistic. 
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TABLE VI 
Two Way Analysis of Variance 
Internal Consistency 
Source of 
Variance 
Mean 
Square 
Degrees of 
Freedom 
P-ratio Index of 
Hoaogeniety 
Total 
Within 
5.04 
1.58 
infinite 
90 
3.184 .6859 
Bartlett's Homogeniety of Variance Test 
X29 - 46.74 P(X ) - .0218 
Forced Distribution of Items 
Col.l      Col.2      Col.3      Col.4      Col.5      Col.6      Col.7      Col.8      Col.9 
8 11 14 17 20 17 14 11 8 
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As discussed in Noff and Cohen (1967), the index of homogeniety 
(It.) specifies the degree of within-cell agreement. It is analogous 
2 
to r  (Pearson's correlation coefficient, squared) when linear con- 
ditions prevail, and appropriately varies from zero to one. Given a 
total mean square of 5.04, 
MS 
Since, for significance at a - .05, HSW must not exceed 3.82 for our 
data, JL. must equal or surpass .2424. 
As a means of validating item representation of cells, three 
secondary mathematics coordinators were asked to place the one-hundred 
twenty objectives within the thirty cell design. Each coordinator 
received a set of item cards, with cell identification codes removed, 
and a topic-by-level recording sheet.  The coordinators were then 
instructed to arrange objectives by cell, and record the item number 
of each card within the appropriate block on the adjoining form. No 
restrictions were set on the number of items within a given cell. 
The results of this task may be found within Table VII. 
The correct placement of items by cell, by all three coordinators, 
showed little or no concensus. Only two items (appendix E, 11. CMP-Kj 
appendix F, 14. MES-C) met this criterion. All coordinators agreed 
on the topic placement of thirty-eight items, but were able to agree 
on the level placement of items in only nine cases. 
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TABLE VII 
PLACEMENT OF 120 ITEMS 
BY TWO OF THREE MATH COORDINATORS 
Correct Topic Incorrect Topic 
Correct Level 21 20 
Incorrect Level 53 26 
Even the reduced criterion of correct placement by two out of three 
coordinators leaves the reader with little room for belief in item 
representativeness. Although one group effort, rather than three 
independent observations, may have achieved greater concensus, this 
does not resolve the dilemma. As a consequence, the writer has 
selected to discard the criterion altogether. The rationale support- 
ing this decision may be found in the interpretation of the results. 
Shifting concerns for validity to some consideration of reli- 
ability, one finds a summary of the number of objectives identified 
within given intervals of Pearson's product moment correlation co- 
efficient (r) in Table VIII.  Recall that when r > .64, it is signifi- 
cant at a - .05.  Referring to appendix E, objectives that were main- 
tained as part of the principal study, but that still showed negative 
coefficients included sixty-five (APP-K, r - -.10), seventy-seven 
(PRS-C, r - -.14), and eighty-eight (OTH-A, r - .08). That thirty- 
nine items with insignificant coefficients remain within the principal 
study, while five significant items have been discarded, ensues from 
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the priorities granted to practical constraint (three items per cell) 
and internal consistency over reliability throughout the elimination 
process.  Referring to appendix P, the five significant objectives 
eliminated were four (CMP-K), six (CMP-A), eight (EEC-K), thirteen 
(MES-K), and twenty (ALG-C). All were removed as objectives with 
means not consistent with other means of the same cell. 
TABLE VIII 
PEARSON'S PRODUCT MOMENT 
CORRELATION COEFFICIENT PRETEST 
rxy(n-10> 
Intervals 
Number Per Interval 
Items Discarded        Items Remaining 
-1.00 - -.64 
- .63 - .00 
.01 - .63 
.64 - 1.00 
0 
5 
20 
5 
0 
3 
36 
51 
Total 30 90 
r -  .64 is significant at a - .05 
The order of priorities employed appears most reasonable in 
consideration of the sample size for each coefficient, n » 10 and 
the number of estimates made. Both of these factors contribute to 
a reliability statistic of questionable strength. 
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As a aeans of identifying items of significant reliability 
measures, but showing considerable change from test to retest, the 
writer has employed a statistic referenced as the proportion of 
like returns (p).  A proportion greater than .3 is significant at 
the .05 level. Table IX shows the number of items discarded or 
maintained for various p. Of the thirty-nine objectives maintained 
with an insignificant reliability coefficient, seventeen shoved a 
significant proportion of like returns, providing some support for 
their presence. Of the five objectives discarded with r 1  .64, two 
assumed a low proportion of like returns (appendix F, 4. CMP-K, 
p ■ .2 and 8. EEC-C, p - .3). As noted previously, however, these 
two objectives had been discarded for their inconsistency. 
TABLE IX 
PROPORTION OF LIKE RETURNS 
Number of 
Items 
Discarded 
Remaining 
0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1.0 Total 
3 6 10 6 4 1 30 
8 12 18 22 15 13 1 1 90 
p > .3 is significant at a - .05 
The final measure dealt with as a matter of pretesting references 
the discrimination index, 6. Describing the dispursion of rater 
responses to an objective, extensive concensus and little dispursion 
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would suggest no need for a study.  Defining a concensus item as 
one with a discrimination index less than .75, Table X displays 
less than fifteen percent of the items as concensus items. Those 
remaining as part of the principal study serve as a yardstick against 
which items of greater controversy may be measured. Note, however, 
contrary to previous indicators (Freeman, 1974), these items do not 
all tend to cluster toward the middle of the rating scale. Of the 
thirteen remaining, three have pretest mean ratings greater than or 
equal to three (appendix E; 1. NPV-K, X - 2.80, 6  - .540; 12. CMP-K, 
X - 2.20, 6 - .720; and 15. CMP-C, X - 1.70, 6  - 675), while two 
means are less than seven (appendix E; 62. ALG-A, X - 8.60, 6  ■ 3.60; 
and 89. OTH-A, X - 7.10, 6 - .675). 
TABLE X 
THE DISCRIMINATION INDEX 
FOR ITEMS 
Number of Items Per Interval 
6(n-10) Items Items 
Discarded Remaining 
0 -     .56 1 3 
.56 -     .74 6 10 
.75 -     .83 10 34 
.84 -     .90 12 41 
.91 -  1.00 _i _2 
Total 30 90 
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The final criterion of no acre than two concensus itests within 
any one cell has been net with one exception. The category other- 
applications has two of the three ramain in g items as concensus 
items (appendix E, 89. 6 - .675 and 90. 6 - .742). 
The Principal Study 
A total of 210 surveys, seventy per survey technique, were 
mailed throughout the state of Pennsylvania. Of the thirty 
questionnaires returned, twenty-eight (forty percent) had been com- 
pleted. Of the twenty-five free-sorts and twenty-five forced-sorts 
returned, twenty-one raters (thirty percent) and twenty-three raters 
(thirty-three percent), respectively, chose to participate. To detect 
significant differences, a test reported by Levy (1975) has been 
used. Table XI summarizes the results. Since a range statistic, 
R , of 2.77 or greater is necessary to indicate significance for the 
most closely matched proportions, it is apparent that no significant 
differences exist. 
TABLE XI 
RATE OF RESPONSE 
■V 
Forced-Sort 
P3 - -33 
Questionnaire 
Pl - .40 
Free-Sort 
P3 " .30 
Forced-Sort 
P, -  .33 
.50 1.72 
1.22 
45 
For the raters that did participate, profile data say be found 
in appendix G. Breifly stated, most respondents were males ranging 
between the ages of twenty-six and sixty-five.  Most had been in the 
field of teaching six or more years and were presently involved in 
teaching secondary general mathematics. Only one respondent from 
each group had not taught general mathematics since 1975. Only one 
respondent had not taught at the tenth grade level. All had received 
at least a bachelor's degree in secondary education. Based on these 
statistics, the qualifications of the participants for the task at 
hand were most acceptable to the writer. 
It is the statistical differences generated by the three survey 
techniques, and the reliability with which ratings have been assigned 
to items that commands the attention of the reader, however.  Table 
XII displays reliability measures for three variable aspects of the 
study. The first data set compares reliability measures for each 
survey instrument. Note that sample sizes differ. Although reliabil- 
ity measures do correlate directly with sample size, the writer 
selected to credit each instrument for the number of responses 
evoked.  In spite of this difference, the forced-sort yielded a 
statistically higher coefficient than the remaining survey types. 
The reader should recall that, for lack of a test of significant 
difference, the interval of precision has been employed to declare 
statistical differences. 
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TABLE XII 
INTRACLASS RELIABILITY COEFFICIENTS FOR AVERAGE RATINGS 
As a Function of Survey Technique 
Questionnaire (n * 28) 
Free-Sort (n ■ 21) 
Forced-Sort  (n ■ 23) 
.94 
.91 
.96* 
Precision 
.91 i R S .95 
.88 < R < .93 
.95 < R <  .97 
As a Function of Discrimination  (n - 10) 
0 < 6 < .90 
.90 < 6 < .96 
.96 < 6 <1.00 
.80 
.88* 
.79 
Precision 
.74 < R < .85 
.84 2 R 5 .91 
.72 <  R 5  .84 
As a Function of Sample Size 
Questionnaire 
R (Precision) 
n - 10 .85 (.80- .89) 
.65 (.54-.74) 
.90 (.87- .93) 
n - 15 .92 (.89- .94) 
.84 (.79- .88) 
.89  (.86- .92) 
n - 20   .93  (.90- .95) 
Free-Sort 
R (Precision) 
.82 (.76- .86) 
.83 (.78- .87) 
.86    (.81 -.90) 
.88 (.84- 
.88 (.84- 
.84     (.79- 
.91) 
.91) 
.88) 
Forced-Sort 
R (Precision) 
.90* (.87- .93) 
.92* (.90- .94) 
.92     (.89- .94) 
.95* (.94- 
.93* (.91- 
.94*  (.92- 
.96) 
.95) 
.95) 
.90    (.87- .93) .95     (.94- .96) 
•Statistically greater than the two corresponding measures. 
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The second data set scans reliability as a function of the 
discrimination indices of three groups of raters (Ferguson, 1949). 
Each group consisted of ten raters selected fro* either the 
questionnaire or free-sort respondents. The forced-sort respondents 
had a fixed discrimination index of .9917 for each rater and, as a 
result, were excluded from this segment of the study. Similarily, 
most free-sort respondents, noting the arrangement of ten answer 
blanks for each of the nine levels of response on their recording 
sheet, and ignoring instructions to the contrary (see appendix C), 
produced a uniform distribution of items. The discrimination index 
for each of these raters equaled one, also resulting in the writers 
decision to exclude them from this segment of the study. Of those 
remaining, several raters were eliminated to remove the affect of 
unequal sample sizes. As can be seen from Table XII, raters with 
discrimination indices between .90 and .96 produced a reliability 
coefficient which was statistically greater than the coefficients 
for the other two groups. These raters were effectively using between 
five and seven categories of the nine point rating scale (see 
Statistical Analysis). Thus, the research hypothesis of a direct 
relationship between intraclass reliability and the discrimination 
index has been rejected. 
The final segment of Table XII isolates the effect of sample 
size on the reliability coefficient of each survey technique. As 
phrased within the research hypothesis, the measure of reliability 
was expected to maximize more rapidly under one technique than 
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under another. The results have been obscured by the limited 
number of raters from which to sample, however. Although the 
forced-sort coefficients repeatedly exceed those of its counter- 
parts, only two coefficients (R - .95) fell within the interval 
of precision of the total sample (.95 < R < .97). The same may 
be said of the questionnaire, while three cases meet this standard 
for the free-sort. All three techniques show coefficients for a 
sample size of twenty not statistically different from those of the 
corresponding, complete samples. Thus, the research hypothesis can- 
not be applied to any one survey technique. 
As one additional measure of reliability, the writer examined 
the consistency with which three similar objectives were ranked. 
The objectives were constructed to be different in wording, but 
identical in content. Table XIII identifies item numbers and codes, 
item ranks, rank difference or range, and associated probabilities 
for the three survey groups. For example, the forced-sort results 
show a probability of about one percent that the chance range in 
ranks is 5.5 or less. This significantly small range implies that 
the similarity in ranks may be attributed to something other than 
chance; in this case, item content. The same conclusion may be 
drawn from the questionnaire results.  Item content was not ignored. 
The free-sort results leave room for doubt, however. The null 
hypothesis of a chance ordering of ranks may not be rejected at the 
.05 level of significance. 
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TABLE XIII 
CONSISTENCY ITEMS 
ITEM NO. QUESTIONNAIRE FREE-SORT FORCED-SORT 
RANK RANK RANK 
2.   NPV-K 54.0 22.0 37.5 
19.   EEC-K 53.0 39.5 39.0 
48.   GOS-K 49.5 29.5 33.5 
Range 4.5* 17.5 5.5* 
Probability .009 .104 .013 
•Significant at a - .05 
Setting the investigation of reliability aside, the writer wishes 
to explore rank and mean differences among items across the three 
survey techniques. Kendal's tau has been employed to detect differ- 
ences across two sets of ranks. Kendal's coefficient of concordance* 
W, performed a similar task among three rank sets. Both statistics 
have been applied to all ninety item ranks. The results are found in 
Table XIV. The coefficient of concordence exceeded the standard (.8), 
allowing one to attribute essentially the same result to each 
technique. All three tau values fell short of this standard, however. 
To reconcile the difference, the reader should recall that the tau 
values merely set a lower bound on the corresponding values of 
Spearman's rho. A rho statistic of .7 was the true standard of 
comparable sets of ranks. The relationship between M and rho, on the 
other hand, was one of equivalence. A W-statistic of .8 or greater 
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guaranteed an average rho statistic of .7 or greater. Since both 
tau and W were applied to the sane data, the research hypothesis of 
a relationship of insufficient strength was rejected. There was no 
significant difference among the three sets of ranks (a - .05). 
TABLE XIV 
RANK CORRELATION STATISTICS 
Kendall's Tau Kendall's M 
Group Questionnaire     Free-Sort 
Free-Sort .7145* .7988* .9397* 
Forced-Sort .7402* 
•Significant at o - .001 
Unlike the rank correlation statistics, analysis of variance 
procedures were applied only to items considered to be important 
to any one survey group. An item was considered most important if 
it ranked among the top fifteen items. An item was considered 
least important if it ranked among the bottom fifteen items. 
Separate analyses have been completed for these two distinct sets. 
Tables XVI and XVIII identify the mean and rank attributed to each 
item by the three survey groups. To place all values in perspective, 
however, Table XV has been provided to identify composite means for 
all items. The combined results of all three groups have bean used 
to yield a single mean per item. 
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Upon comparinq tables, the reader will discover some items 
with composite means more extreme than those included in the 
analysis of variance. For example, item number seventy-one (APP-A) 
had a composite mean of 3.11, while item number sixteen (CMP-A) 
had a mean of 3.38. Yet, item sixteen was one of the most important 
items, while item seventy-one was not. This apparent discrepancy is 
an outgrowth of the selection process.  Item seventy-one did not 
rank as one of the top fifteen items for any group.  Its rankings 
were eighteenth, twenty-first, and eighteenth.  Item sixteen ranked 
eighth, thirty-fourth, and twenty-fifth. As a top ranked item for 
the questionnaire group, it was included in the analysis of variance 
procedure. 
Table XVI lists the items considered most important by at least 
one of the survey groups.  Items have been identified by number and 
category. The objective statement for each item may be found in 
appendix E.  Items were ordered by the values of their composite 
means. The item with the lowest composite mean has been listed 
first. The item with the highest composite mean has been listed 
last. Again, the reader may notice what appears to be a flaw in the 
table. Referencing Table XV, item thirty-nine shows a mean of 3.04, 
while item sixty-seven shows a mean of 3.01. Yet, item sixty-seven 
follows item thirty-nine in the list of most important objectives. 
Again, the discrepancy is an outgrowth of procedure. The analysis 
of variance model applied toward identifying mean differences 
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required an equal number of raters per survey group. Consequently, 
only twenty-one sets of data were used froa each. Seven returns 
from the questionnaire group and two returns froa the forced-sort 
group were not used.  It was the composite means generated through 
the analysis of variance procedure which determined the ordering 
of items for Table XVI. The same may be said for Table XVIII, the 
list of least important objectives. At no time did the means 
generated through the analysis of variance model differ from those 
of Table XV by more than twenty-five hundredths of a point. 
The writer elected to analyze the means of the most important 
items through a mixed-effects, two-way repeated measures model with 
an equal number of replicates (raters) per cell. As the one fixed- 
effect variable in the design, survey type made up the A-dimension. 
The twenty-one objectives composed the B-dimension. For proper 
analysis, replicates have been treated as a third dimension labeled 
with the letter S. Thus, the design becomes a three factorial 
model with one replicate per cell and repetition taking place across 
the B-dimension. 
Table XVII presents the analysis of variance summary table for 
the most important items. A quasi mean square has been appended to 
the table to identify the error term for the A-dimension, survey 
type. There was, in fact, no significant A effect, and no significant 
AB interaction. The significance of the B-effect becomes a mote 
issue relative to the research hypothesis. The same may be said of 
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TABLE  XVI 
HOST IMPORTANT OBJECTIVES 
QUESTIONNAIRE FREE -SORT FORCE D-SORT 
ITEM MEAN RANK MEAN RANK MEAN RANK 
13 CMP-C 2.00 2.5 2.05 1.0 2.26 6.0 
14 CMP-C 2.04 4.0 2.10 2.0 2.22 5.0 
15 CMP-C 1.89 1.0 2.76 6.0 2.09 2.5 
11 CMP-K 2.18 6.0 2.57 4.0 1.91 1.0 
12 CMP-K 2.00 2.5 2.81 7.5 2.09 2.5 
69 APP-C 2.11 5.0 2.71 5.0 2.57 8.5 
37 MES-K 2.68 18.0 2.95 9.0 2.13 4.0 
5 NPV-C 2.61 13.5 2.81 7.5 2.57 8.5 
66 APP-K 2.39 8.0 3.38 18.5 2.39 7.0 
70 APP-A 2.68 18.0 3.19 15.0 2.78 10.0 
72 APP-A 2.61 13.5 3.05 11.5 2.96 12.5 
18 CMP-A 2.54 11.0 2.52 3.0 3.52 20.0 
68 APP-C 2.61 13.5 3.10 13.5 2.96 12.5 
1 NPV-K 2.68 18.0 3.38 18.5 2.91 11.0 
22 EEC-C 2.50 10.0 3.10 13.5 3.17 15.0 
39 MES-K 2.89 22.0 3.29 17.0 3.00 14.0 
67 APP-C 2.68 18.0 3.05 11.5 3.39 19.0 
64 APP-K 2.39 8.0 3.76 26.0 3.61 21.5 
24 EEC-C 3.50 30.0 3.00 10.0 3.22 16.5 
75 PRS-K 2.61 13.5 4.48 37.5 3.22 16.5 
16 CMP-A 2.39 8.0 4.24 34.0 3.78 25.5 
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TABLE XVII 
ANALYSIS OP VARIANCE 
MOST IMPORTANT OBJECTIVES 
SUB of Degrees of Moan F- 
Source Error Term Squares Freedom Square Ratlo 
A AB+S(A) -BS(A) 64.34 2 32.17 1.70 
B BS(A) 210.43 20 10.52 3.86* 
S(A) BS(A) 1111.36 60 18.52 6.79* 
AB BS(A) 125.40 40 3.14 1.15 
BS(A) 3274.07 1200 2.73 
AB+S(A)- -BS(A) 60 18.93 
•Significant at a ■ .05 
the S(A)-effect.  Item differences and rater differences are not of 
immediate interest per se. Only relative to differences in survey 
technique do they take on a measure of importance.  In short, the 
research hypothesis of significant differences attributable to 
survey technique has been rejected for the set of most important 
objectives. 
Table XVIII lists the items considered least important by at 
least one of the survey groups. Objective statements for these items 
may also be found in appendix E. The writer utilized the same re- 
peated measures design to detect mean differences for least important 
objectives as was detailed for the other extreme. The number of 
items involved, in this case, has been increased to twenty-two. 
Table XIX presents the summary table for the analysis of variance 
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TABLE XVIII 
LEAST IMPORTANT OBJECTIVES 
QUESTIONNAIRE FREE- -SORT FORCED-SORT 
ITEM MEAN RANK MEAN RANK MEAN RANK 
40 MES-C 6.21 82.5 4.86 44 5.17 47 
27 EEC-A 5.64 70.5 6.95 79 6.22 62.5 
55 ALG-K 5.61 68.5 6.48 68 7.09 80.5 
56 ALG-K 5.75 74.5 6.95 79 6.48 69.5 
90 OTH-A 5.21 60.0 7.14 82.5 6.87 77.0 
87 OTH-C 5.61 68.5 6.67 72 7.17 82.0 
88 OTH-A 5.86 77.0 6.90 77 6.70 75.0 
4 NPV-C 6.61 86.0 6.24 65 6.43 67.5 
34 DGM-A 5.71 73.0 6.52 69.5 7.22 84.0 
9 NPV-A 6.57 85.0 5.67 55.5 6.96 78.5 
89 OTH-A 5.75 74.5 6.71 74 6.83 76.0 
54 GOS-A 6.00 78.5 7.33 87 6.22 62.5 
6 NPV-C 7.00 89.0 6.76 76 6.57 71.5 
83 OTH-K 6.14 80.5 7.33 87 6.96 78.5 
80 PRS-A 6.39 84.0 7.14 82.5 7.09 80.5 
86 OTH-C 5.82 76.0 7.33 87 7.65 88 
85 OTH-C 6.21 82.5 7.19 84 7.61 87 
84 OTH-K 6.14 80.5 6.95 79 7.70 89 
82 OTH-K 6.00 78.5 7.81 89 7.22 84 
25 EEC-A 6.75 87.5 7.24 85 7.30 86 
81 PRS-A 6.75 87.5 7.00 81 7.22 84 
62 ALG-A 7.57 90.0 7.90 90 8.48 90 
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procedure. Prior to examining these results, the reader should be 
aware that both the equality and homogeniety of covarlance assump- 
tions have been met. 
As with the most important items,  there was no significant main 
effect for survey type.    Again,  significant item and rater differ- 
ences do exist but are not related to the purposes of this study. 
A relevant and significant AB interaction was identified,  however, 
and a post-hoc analysis employing Duncan's multiple range test 
(a - .05;  Dayton,  1970)  was completed.    An examination of the simple 
A-effects produced the following results: 
1. Nine items  (4,6,25,54,80,81,83,88,  and 89) were rated 
homogeniously by all three survey groups. 
2. Five items (34,62,84,85,  and 87)  showed a significant 
difference between the questionnaire and forced-sort 
groups only. 
3. Three items  (27,40,  and 56)  showed a significant dif- 
ference between the questionnaire and free-sort 
groups only. 
4. Four items  (55,82,86,  and 90)   showed the questionnaire 
deviating significantly from both the free-sort and 
questionnaire. 
5. One item (9)   showed the free-sort deviating significantly 
from the forced-sort and the questionnaire. 
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TABLE XIX 
ANALYSIS OF VARIANCE 
LEAST IMPORTANT OBJECTIVES 
Sun of Degrees of Mean F- 
Source Error Tern Squares . Freedom Square Ratio 
A AB+S(A) -BS(A) 163.31 2 81.65 2.67 
B BS(A) 282.60 21 13.46 4.11* 
S(A) BS(A) 1710.28 60 28.50 8.70* 
AB BS(A) 222.60 42 5.30 1.62* 
BS(A) 4127.53 1260 3.28 
AB+S(A)- -BS(A) 66 30.53 
•Significant at a - .05 
An examination of the various ho nogenious subsets for the simple B- 
effects did little more than isolate item forty as least significant 
for the questionnaire group only. As a consequence of these results, 
the research hypothesis of a significant difference in survey types 
was accepted for the set of least important items. 
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INTERPRETATION OF THE RESULTS 
The writer believes that surveys of the type employed for this 
study are always of questionable validity.  As so aptly stated in 
the literature review, the objectives selected for observance are 
those the writer just happened to devise. Credit must be shared 
with other sources, as referenced. But this collective expertise 
does not negate the issue.  To the extent that there is room to 
interpret the meaning of a briefly stated objective, there is room 
for questioning the significance of the statistical results. Two 
independent attempts were made to validate objectives through pre- 
testing. One measure, internal consistency (Neff and Cohen, 1967), 
served its purpose. A second measure, the collective efforts of 
three math coordinators, had to be discarded. Commenting on these 
returns, the writer concluded that placement of objectives within a 
specified cell, without cell coding, became an impossible task. A 
topic-by-level framework simplified the task of generating a compre- 
hensive set of objectives. Each cell, however, as a set of items, 
was not mutually exclusive of every other cell.  As a case example, 
examine the consistency check items below: 
1. Given a point on a number line, identify the approximate 
value associated with that point (2. NPV-K). 
2
* Approximate the value of a given point on a number 
line (19. EEC-K). 
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3. Identify the fraction or decimal represented by 
a given point on a number line (48. GOS-K). 
All three items are singular in content. Yet, dependent on the 
emphasis of the author (continuity of the real number system, 
approximation, or graphics), three items have been generated and 
placed under three different categories. Key-work underlining may 
have aided the rater in item placement, but even this devise was, 
at times, ambiguous.  In short, the placement of an item was not 
unique.  If the writer wishes to generalize conclusions to cells of 
a design (as he did), and not simply address items peculiar to the 
study, he must rely eminently on the raters use of cell identifica- 
tion codes as instructed (appendices B, C, D). Considering the 
consistency established in pretesting of the mean placement of items 
from the same cell along the nine point rating scale, the writer 
proceeded to generalize. 
Validity becomes an issue once again when considering the modest 
rate of returns for the principal study. The rate varied from a 
low of thirty percent for the free-sort to a high of forty percent 
for the questionnaire. The profile data suggests that the partici- 
pants are characteristic of the target population; experienced, 
secondary, general mathematics teachers. Given the choice, however, 
the writer would rely on a greater percentage of returns rather than 
a limited number of profiles. A more prodigious effort toward 
soliciting raters, including pre-survey and follow-up phone 
cations, is recommended. 
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The most notable feature of the reliability Measures obtained 
via the principal study was their magnitude. The intraclass coef- 
ficients range from a low of .91 for the free-sort to a high of .96 
for the forced-sort. For practical purposes, coefficients of this 
magnitude obscure any significant differences. The results are, 
in part, to be attributed to the rating of a large body of items (90) 
over a rather limited scale of nine categories. The results also 
reflect the decision to report reliability measures for average 
ratings as opposed to individual ratings. When decisions are based 
on means and corresponding item ranks, the selection is justified. 
The reader's perspective improves, however, with a look at the 
reliability coefficients for individual ratings. They are as follows: 
1. Questionnaire:  .34 (.28 < R < .41) 
2. Free-Sort:     .33 (.26 < R < .40) 
3. Forced-Sort:   .51 (.43 < R < .58) 
The contrast becomes more evident when one considers that rater 
variance has been removed from the error term used to establish each 
coefficient. This had the effect of increasing the coefficients for 
the questionnaire and the free-sort. The forced-sort remained un- 
affected since forcing sets variance between raters at zero. Under 
these circumstances, the difference between the forced-sort and its 
alternatives becomes less obscure. 
A noticeable trend found in the free-sort results may have had 
the effect of decreasing the measure of reliability. Of the twenty- 
one returns, eighteen raters produced a uniform distribution of it 
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across the nine point scale. Having no prior knowledge of expected 
distributions, the writer issued recording sheets for the free-sort 
which displayed a uniform distribution of answer blanks. It appears 
that item distribution for the free-sort reflects the format of the 
recording sheet as well as rater preference.  A uniform distribution 
of items yields a discrimination index of 1.00, and an index of .96 
or greater appears to deflate the reliability coefficient. Thus, 
the free-sort coefficient may be lower than expected otherwise. 
Upon noticing the curvilinear relationship between the reli- 
ability coefficient and the discrimination index, the reader should 
take care not to prejudge the forced-sort with an index fixed at 
.9917. Only questionnaire and free-sort raters were used for com- 
paring the two statistics. 
Care must also be taken not to misjudge the free-sort results in 
the analysis of the three consistency items. The free-sort was the 
one of the three survey groups for which a difference in item ranks 
could not be attributed to something other than chance.  This does 
mean that chance must be accepted as the only contributing factor to 
rank differences.  It simply means chance cannot be rejected as a 
possible cause. 
The analysis of item means and ranks reveals mean differences for 
the least important objectives only. Several trends should be ob- 
served, however. There was a strong tendency for the questionnaire 
group to overrate objectives. This fact becomes apparent when looking 
at Tables XVI and XVIII. in most cases, questionnaire means are 
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higher than chose of the free-sort and forced-sort.  It was this 
concern for uncontrolled, rater bias that motivated this study. The 
effect does not show statistically when comparing the ranks of all 
items, or the means of the most important items.  There are some 
practical signs, however. For example, three items (16. CMP-A, 
64. APP-K, and 75. PRS-K) identified as most important by the 
questionnaire group are not among the top twenty for the free-sort. 
A similar difference is noticeable for the questionnaire and forced- 
sort, while no such difference is found between the free- and forced- 
sort. The differences become statistically significant for the 
least important objectives, with the questionnaire deviating most 
often from the other two groups. 
A second trend became apparent when comparing the simple B- 
effects for the least important items. While examining forced-sort 
ratings, the writer noticed that item fifty-four (GOS-A), although 
ranked as high as 62.5, was part of a homogenious subgroup of least 
important items including all but the lowest ranked objective.  A 
similar pattern appeared for item four and the free-sort. The impli- 
cation is that "least important" is not a well defined term. A 
better procedure for identifying when an item is a member of the 
extreme category might well serve as a topic for further study. 
A final note should be made of the fact that this writer made no 
attempt at adapting the analysis of variance procedure for forced- 
sort purposes. This, again, is a subject requiring further study. 
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SUMMARY AND CONCLUSIONS 
Surveys are commonly used to establish a priority of 
objectives, tasks, or goals. Most frequently, the surveys are 
in questionnaire, or booklet form. The application of the question- 
naire to rating a set of related objectives becomes questionable, 
however. The Likert scale, on which a questionnaire is based, 
assumes item independence. Where items are related, comparisons 
among items are difficult to make. More recently, some surveys 
have been conducted through the use of a Q-sort. With items placed 
on individual cards, item comparisons are facilitated. The sort 
might take the form of a free-sort, with any number of items placed 
in each rating category. Or a forced-sort may be used, with a 
predetermined number of items placed in each category to remove 
rater bias. The questions are: 
1. Are the three techniques different in measures of 
reliability? 
2. Are there significant differences in the three 
techniques when ranking a set of related objectives? 
To examine the problem, one-hundred twenty mathematics objectives 
were generated from a thirty cell, topic by level-of-cognition para- 
digm. Objectives were rated on a nine point scale relative to the 
need8 of a secondary, general mathematics curriculum. A rating of 
one was described as "most important", while a rating of nine was 
considered "least important". Through the ratings of ten secondary. 
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mathematics teachers, objectives were pretested for internal con- 
sistency (Neff and Cohen, 1967), test-retest reliability, discrimina- 
tion potential (Ferguson, 1949), and verbal clarity. Of the original 
one-hundred twenty items, ninety objectives (three per cell of the 
design) were kept for the principal study. 
Two-hundred ten surveys were mailed throughout the state of 
Pennsylvania soliciting ratings for the ninety objectives. Seventy 
surveys were in questionnaire, or booklet form.  Seventy took the 
form of ninety cards plus instructions describing the free-sort 
procedure. And seventy surveys in card form were mailed with forced- 
sort instructions. 
Of the seventy surveys distributed for each technique, twenty- 
eight were completed and returned by the questionnaire group. Twenty- 
one were completed and returned by the free-sort group. And twenty- 
three were completed and returned by the forced-sort group. The 
following research hypotheses were then tested: 
1. Statistical differences exist in the intraclass 
reliability measures of the three survey techniques 
when applied to the rating of interrelated objectives. 
2. Intraclass reliability is directly related to the 
discrimination index. 
3. Intraclass reliability will reach a maximum value 
more rapidly under one survey technique than under 
another as sample size increases. 
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4. Rank correlations among techniques, although sioni- 
ficantly different from zero, are not sufficiently 
large to attribute essentially the sane result to 
each technique. 
5. Significant differences exist among the most highly 
ranked objectives across the three techniques. 
Similarity, significant differences exist aaong the 
least highly ranked objectives. 
6. Significant differences exist in the proportion of 
returns from each of the three survey techniques. 
All tests took place at the .05 level of significance. 
Responding to the last hypothesis first, no significant differ- 
ences were found in the proportion of returns. The research hypoth- 
esis was rejected. With regard to reliability, the forced-sort mea- 
sure was statistically greater than the questionnaire and free-sort, 
and the research hypothesis was accepted. The hypothesis of a 
direct relationship between the discrimination index and reliability 
was rejected, however, as reliability showed a tendency to decrease 
for indices greater than .96. Simllarily, the hypothesis of greater 
increases in reliability relative to increases in sample size could 
not be supported for any one survey technique. 
Looking beyond reliability measures, the tau coefficients of 
correlation between ranks, although significantly different from 
zero, fell short of the .8 figure required to attribute essentially 
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the same results to each technique. The coefficient of concordance. 
W, was well in excess of this sane standard, however. Therefore* 
the research hypothesis anticipating coefficients of insufficient 
size was rejected. 
An analysis of variance for the most important items showed no 
significant differences across the three techniques. There were 
significant differences in the least important item results, however, 
with the questionnaire mean ratings generally exceeding those of the 
free-sort and forced-sort. Thus, the research hypothesis of signi- 
ficant differences was rejected for the most important items, and 
accepted for the least important items. 
This author has little doubt that rater bias and the fixed 
spatial relationship of items listed in booklet form confound the 
ratings of interrelated items. Theoretically, the questionnaire 
falls short. The significance of any differences may apparently 
be minimized, however, to the point of being negligible. Where item 
relationships are well defined (in this case, through topic-level 
identification codes and keywork underlining) and raters are aware 
of biased tendencies, the simpler questionnaire must be recommended 
over the Q-oort procedure. Where item relationships are not 
explicitly clear to the rater, or where rater bias may be extreme, 
the forced-sort provides the most theoretically sound approach. 
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APPENDIX A 
DEFINITION 
COGNITIVE LEVEL - Identifying cognition as the act of knowing - as 
opposed to feeling (affective domain) or manipulating (psycho- 
motor domain) - the following is a taxonomy of cognitive 
objectives as suggested in Bloom (1956). 
1. Knowledge: The remembering (recall of recognition) of 
an idea or phenomenon in a form very close to that in 
which it was originally encountered (Bloom, 1956). 
2. Comprehension: The remembering, understanding and use 
of a given concept without necessarily relating it to 
other material. 
3. Application: The use of abstractions in particular and 
concrete situations. The student must not only use a 
concept, but he must first identify what concept(s) 
renders a solution to the problem. 
4. Analysis: The breakdown of a communication into its 
constituent elements conveying the relative hierarchy 
of ideas and/or the relations between the ideas expressed. 
5. Synthesis: The putting together of elements and parts 
so as to form a whole. 
6. Evaluation: Judgments about the value of materials and 
methods for given purposes. Evaluation assumes the 
ability to synthesize, analyze and apply relevant 
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concepts. Thus, it represents the superlative in 
this taxonomy of cognitive objectives. 
MATHEMATICS TOPICS - BASIC SKILLS 
1. Numeration and Place Value: Knowledge and comprehen- 
sion of Whole numbers, fractions, terminating decimals, 
and percents as demonstrated through 
a) association of pictures, words and numerals, 
b) identification of equivalent forms of a given 
numeral, 
c) proper ordering of two or more numerals, and 
d) correct usage of the vocabulary peculiar to 
the decimal place value system of numeration. 
2. Computational Skills: Mastery of the algorithms commonly 
used to perform the four basic operations (+, -, x, —) 
on Whole numbers, fractions, decimals and percents. 
3. Estimation and Error Checks: 
a) estimation of quantity, length, distance, 
weight, and so on prior to direct measurement. 
b) determining the precision desired for a given 
problem. 
c) check results for reasonableness through 
approximation (round off) and inverse operations. 
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4. Descriptive Geometry: Knowledge of concepts, properties, 
and a classification scheme for simple geometric figures 
(plane and solid). 
5. Measurement: Comprehension and use of units of time, 
money, distance, mass, capacity, and angular rotation, 
in both metric and customary systems. 
Compute simple areas, volumes, and unknown sides 
of a given triangle. 
6. Graphic Operations/Statistics: Read and interpret and 
construct simple tables, maps, charts, and graphs. Con- 
dense numerical information into more manageable and 
meaningful terms. 
7. Pre Algebra/Algebra: 
a) comprehension of the properties underlying the 
Real Number System, particularly integers, 
rationale and irrationals. 
b) set theory. 
c) simple algebraic equations and formulas. 
8. Everyday Applications: 
a) translating everyday situations into mathematical 
expressions, solving the mathematics, and 
interpreting the results. 
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9. Problem Solving: applying previously acquired knowledgo 
to new and unfamiliar situations.  Involves posing 
questions, analyzing situations, translating results, 
illustrating results, drawing diagrams, and using trial, 
error, and logic to arrive at valid conclusions. 
10. Others: 
Computer literacy: an awareness of computer 
capabilities and limitations. 
Probability: an awareness of how mathematics 
may be used to predict. 
Logic:  formal logic as applied to problem 
solving and mathematical proofs. 
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APPENDIX B 
DIRECTIONS FOR COMPLETING THE QUESTIONNAIRE 
INTRODUCTION 
Your task consists of rating the objectives on the questionnaire 
regarding their relative importance to a secondary general Bathe- 
mat ics curriculum (tenth grade general mathematics in the tradi- 
tional sense).  Assume a reasonably well structured curriculum at the 
primary, intermediate, and junior high school levels. Each card 
contains one objective carefully selected for its content and 
highlighted with key-word underlining.  In addition, you will find 
a randomly selected card numeral (left) and a four-letter, category 
identification code (right). Objectives have been differentiated 
by level of cognition (Knowledge, Comprehension, and Application) 
and by topic (as listed below): 
Both specific item content and category identification should be 
examined before rating the importance of an objective. 
The 90 objectives are to be rated on an equal interval scale 
of one to nine. Objectives which are MOST IMPORTANT will be rated 
at the LEFT of the scale. Objectives which are LEAST IMPORTANT will 
be rated at the RIGHT of the scale. As noted on the yellow recording 
sheet, objectives decrease in importance as you move from LEFT (C0L1) 
to RIGHT (COL9). 
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DIRECTIONS 
The following steps are given as a guide to siaplify the rating 
procedure t 
STEP 1  Remove the questionnaire and recording sheet from 
your envelope.  Place the recording sheet beside 
the questionnaire so item numerals correspond. 
STEP 2  Read all objectives once to grasp their content. 
Then proceed to rate each objective by shading in 
the appropriate block on the recording sheet. 
Working in pencil will simplify the task of 
changing a rating when desired. 
STEP 3  Check to see that you have rated all objectives 
clearly and accurately. 
STEP 4  Please complete the profile sheet. Then return ONLY 
the profile sheet and recording sheet to your 
mathematics coordinator. 
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APPENDIX C 
DIRECTIONS FOR SORTING THE DECK OP CARDS 
INTRODUCTION 
Your task consists of sorting the 90 statement cards on their 
relative importance to a secondary general mathematics curriculum 
(tenth grade general mathematics in the traditional sense). Assume 
a reasonably well structured curriculum at the primary, intermediate, 
and junion high school level. Each card contains one objective 
carefully selected for its content and highlighted with key-word 
underlining.  In addition, you will find a randomly selected card 
numeral (left) and a four-letter, category identification code 
(right). Objectives have been differentiated by level of cognition 
(Knowledge, Comprehension, and Applications) and by topic (as 
listed below): 
Both specific item content and category identification should be 
examined before rating the importance of an objective. 
The 90 cards are to be sorted into a maximum of nine equal 
interval columns. Objectives which are MOST IMPORTANT, will be 
placed to the LEFT. Objectives which are LEAST IMPORTANT, will 
be placed to the RIGHT. As noted on the yellow recording sheet, 
objectives decrease in importance as you move from left to right. 
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DIRECTIONS 
The following steps are given as a guide to simplify the rating 
procedure: 
STEP 1  Remove the deck of cards and recording sheet from 
your envelope. Place the nine guide cards found on 
the top of the deck In front of you as follows: 
LEFT C0L1  COL2 COL 3 COM  C0L5 C0L6 COL7  00L8 C0L9  RIGHT 
"MOST "LEAST 
IMPORTANT" IMPORTANT" 
Be sure you have placed the guide cards as shown on 
the recording sheet. 
STEP 2  Read all the objectives once to grasp their content. 
Then proceed to place each one under the column you 
believe it belongs. 
A preliminary sort by topic might help simplify the 
task. Do not hesitate to shift cards from one 
column to another where necessary. Remember that 
the order of cards within a column is not important. 
However, as you move from column 1 to column 9,  your 
cards decrease in importance. 
Be sure the content of all cards is readily visible. 
Although the recording sheet displays ten cards in 
each column, you are free to place any number of 
cards in a column. 
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STEP 3  Please examine the placement of the 90 cards 
before you. Are you satisfied with your final 
ratings? If so, you are ready to record the 
results. 
STEP 4  Write the card numeral in the corresponding column 
and box on the recording sheet. If the list of 
numerals exceeds the number of boxes, continue 
listing the numerals below the boxes in that 
column. You are not expected to fill all boxes 
in all of the columns. 
STEP 5  Please complete the profile sheet. Then return 
ONLY the profile sheet and recording sheet to 
your mathematics coordinator. The cards are yours 
to use accordingly. 
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APPENDIX D 
DIRECTIONS FOR SORTING THE DECK OP CARDS 
INTRODUCTION 
Your task consists of sorting the 90 statement cards on their 
relative importance to a secondary general mathematics curriculum 
(tenth grade general mathematics in the traditional sense). Assume 
a reasonably well structured curriculum at the primary, intermediate, 
and junion high school level.  Each card contains one objective 
carefully selected for its content and highlighted with key-word 
underlining.  In addition, you will find a randomly selected card 
numeral (left) and a four-letter, category identification code 
(right). Objectives have been differentiated by level of cognition 
(Knowledge, Comprehension, and Applications) and by topic (as 
listed below): 
Both specific item content and category identification should be 
examined before rating the importance of an objective. 
The 90 cards are to be sorted into nine equal interval columns 
according to the format of the yellow recording sheet. Objectives 
which are MOST IMPORTANT will be placed to your extreme LEFT in 
columns 1 and 2. LEAST IMPORTANT objectives will be placed to 
your extreme RIGHT in columns 8 and 9. As you move from LEFT to 
RIGHT, your objectives decrease in importance. 
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DIRECTIONS 
The following steps axe given as a guide, to simplify the rating 
procedure: 
STEP 1  Remove the deck of cards and recording sheet from 
your envelope. Place the nine guide cards found 
on the top of the deck in front of you as 
follows: 
LEFT 00L1  C0L2  C0L3  COM  COL5 O0L6 O0L7  00L8  C0L9  RIGHT 
"MOST "LEAST 
IMPORTANT" IMPORTANT" 
Be sure you have placed the guide cards as shown on 
the recording sheet. 
STEP 2  Read all the objectives once to grasp their content. 
Then proceed to place each one under the column you 
believe it belongs. 
A preliminary sort by topic might help simplify the 
task. Do not hesitate to shift cards from one column 
to another where necessary. Remember that the order 
of the cards within a column is not important. 
However, as you move from column 1 to column 9, your 
cards decrease in importance. 
Be sure the content of all cards is readily visible, 
and that you eventually conform to the format estab- 
lished by the recording sheet. 
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STEP 3  Please examine the placement of the 90 cards before 
you. Does the nunber of cards In each colusn con for* 
with the nunber of spaces on the recording sheet? Are 
you satisfied with your final ratings? If so, you are 
ready to record the results. 
STEP 4  Write the card numeral in the corresponding colusn and 
box on the recording sheet. When you have completed 
the listing of all the cards, all the boxes on the 
recording sheet should contain a single numeral. 
STEP 5  Please complete the profile sheet. Then return ONLY 
tne
 Profile sheet and recording sheet to your mathe- 
matics coordinator. The cards are yours to use 
accordingly. 
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APPENDIX E 
NINETY OBJECTIVES 
♦Original item numbers may be found in parenthesis 
following the item content. 
89 
APPENDIX E 
Mathematics Objectives 
Items Used For The Principal Study 
Numeration and Place Value 
1. Given a whole number up to nine digits: A. Identify the place 
value of a given digit B. Express the numeral orally C. Write 
the numeral in word form or expanded notation, or visa-versa. 
(62. NPV-K) 
2. Given a point on a number line, identify the approximate value 
associated with that point. (65. NPV-K) 
3. Identify a given whole number as prime or composite. (69. 
NPC-K) 
4. Show your understanding of early number systems by expressing 
symbols of one system in symbols of another system. (63. NPV-C) 
5. Show your understanding of equivalent forms of a number using 
positive A. fractions (simplest forms) B. mixed numbers 
C. terminating decimals.  (67. NPV-C) 
6. Convert a given numeral from base ten to another base (<10), 
and visa-versa. (70. NPV-C) 
7. Show you can use the following properties to solve simple 
arithmetic problems: A. Associated Property (+,x) B. Com- 
mutative Property (+,x) C. Identity Property (*,x) D. Inverse 
Property (+,x)  E. Distributive Property (+,x).  (61. NPV-A) 
8. Given a word problem involving proportions, set up the pro- 
portion and solve for the unknown term. (64. NPV-A) 
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9. Compare earlier number systems to our Decimal Place Value 
System.  How are they alike? How are they different?  (71. 
NPV-A) 
Computational Skills 
10. Insert >, ■ ,< to complete a statement involving one of the 
four basic operations, such as 28 x 3 < 90.  (32. CMP-K) 
11. Recall multiplication facts within a limited period of time 
(up to 12 x 12).  (33. CMP-K) 
12. Given a pair of digits and a list of choices, identify the 
sum, difference, product, and quotient.  (26. CMP-K) 
13. Operate (+,-,x,+) on a pair of common fractions and/or mixed 
numbers.  (25.  CMP-C) 
14. Operate (+,-,x,t) on a pair of decimals—four or fewer digits, 
thousands to thousandths.  (31. CMP-C) 
15. Compute the product or quotient of two whole numbers—two or 
more digits, with or without remainders.  (36. CMP-C) 
16. Given a two step word problem involving whole numbers and any 
of the four basic operations (+,-,x,t), write the related 
number phrase and simplify.  (29.  CMP-A) 
17. Given a multiple step word problem involving any combination 
of positive number forms (fractions, decimals, etc.) and any 
of the four basic operations (+,-,x,t), write the related 
number phrase and simplify.  (34. CMP-A) 
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18. Solve word problems involving per cents of the form: 
X% of Y - Z  X,Y,Z Z  W.  (35.  CMP-A) 
Estimation and Error Checking 
19. Approximate the value of a given point on a number line. 
(13.  EEC-K) 
20. Given a list of possible solutions, identify the estimate 
closest to the (unknown) correct answer of a problem involving 
operations (+,-,x,*) on decimals and/or fractions.  (15. EEC-K) 
21. Given a denominate number in fraction or decimal form, identifyJ 
A. The precision of the measure B. The accuracy of the measure. 
(21.  EEC-K) 
22
• Round off a given rational number to a given place value 
(millions to thousandths).  (14.  EEC-C) 
23. Estimate a given distance (mass, capacity, etc.) prior to 
completing the actual measure.  (20. EEC-C) 
24. Describe and complete a check on: A. Fraction or decimal 
subtraction problems B. Fraction or decimal division probli 
(24. EEC-C) 
25. Organize and present a report on error, probability, and 
statistics.  (16. EEC-A) 
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26. Describe sources of error in measuring a given length (mass, 
capacity, etc.). Suggest how to correct or cover up some of 
these errors.  (19.  EEC-A) 
27. Show your ability to use a second, theoretically equivalent 
approach to simplify number phrases involving three or more 
operations.  (23.  EEC-A) 
Descriptive Geometry 
28. Given a pair of geometric figures, identify them as similar 
or not similar; label corresponding sides.  (73.  DGM-K) 
29. Given a pair of geometric figures, identify them as congruent 
or not congruent.  (79.  DGM-K) 
30. Describe geometric figures in terms of symmetry.  (83. DGM-K) 
31. Describe special angle relationships (vertical-adjacent, 
complementary-supplementary, right-acute-obtuse, etc.). 
(74.  DGM-C) 
32. Describe the origin of formulas for perimeter, area, and volume 
relative to specific geometric figures.  (80. DGM-C) 
33. Given a particular geometric figure, describe the necessary 
and sufficient information needed to establish congruency. 
(82.  DGM-C) 
34. Organize an informal proof (e.g.; Pythagorean Theorem, the sum 
of the angles of a triangle).  (78. DGM-A) 
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35. Present practical applications of the properties of specific 
geometric figures (e.g.; maximizing area, illusions, aesthetics). 
(81.  DGM-A) 
36. Present practical applications of the Pythagorean Theorem 
(e.g.; squaring a room).  (84.  DGM-A) 
Measurement 
37. Show you know how to read a A. Ruler B. Scale C. Measuring 
Cup D. Thermometer E. Stop Watch F. Protractor.  (3. MES-K) 
38. Identify basic equivalence relationships (metrics and English) 
without the aid of a table (e.g.; 12 in. - 1 foot, 100 cm. - 
1 m.).  (4. MES-K) 
39. Identify the appropriate units of measure for different types 
of measure (linear, area, volume, mass, capacity, etc.).  (11. 
MES-K) 
40. Convert from English units of measure to metric, and visa-versa 
(with or without tables).  (1.  MES-C) 
41. Using metric (S.I.) units for the following types of measure, 
convert from one unit of measure to another: A. Linear (kilo 
through milli) B. Mass (kilo through milli) C. Capacity (kilo 
through milli).  (2. MES-C) 
42. Given a diagram, a formula, and the necessary measures, compute 
perimeter and/or area of regular polygons or circles.  (7. 
MES-C) 
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43. Apply your knowledge of Metrics by rewriting a selected recipe 
(formula) in metric units.  (6. MES-A) 
44. Show you can use one of the four basic operations (+,-,x,») 
with compound measures of A. Length B. Weight C. Capacity 
D. Time.  (8.  MES-A) 
45. Given an appropriate word problem, organize a materials and 
cost sheet to complete the measurement task (e.g.; constructing 
a room).  (12.  MES-A) 
Graphic Operations/Statistics 
46. Given a graph in one of the following forms, answer questions 
about the graph: A. Picture graph B. Bar graph (histogram) 
C. Line graph D. Circle graph.  (102.  GOS-K) 
47. Locate the point(s) on a given cartesian plane associated with 
given ordinal pair(s).  Conversely, identify the coordinates 
of given points.  (103.  GOS-K) 
48. Identify the fraction or decimal represented by a given point 
on a number line.  (105. GOS-K) 
49. Given a set of unordered data (20 or more decimal values), com- 
pute the mean, median, and mode.  Explain which is a "fair" 
average for the data given.  (99. GOS-C) 
50. Given a compass and straight edge, construct a simple geometric 
figure as described.  (104. GOS-C) / 
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51. Given a protractor, ruler, and description of a plane or solid 
geometric figure, draw the figure.  (106. GOS-C) 
52. Given a compass, protractor, and ruler, design and draw a 
"blue print" (floor plan) for a selected structure. (98. 
O0S-A) 
53. Design a survey to collect a set of data. Organize the data 
into an interval, frequency table and graph of your choice. 
(101.  GOS-A) 
54. Prepare a flow chart for one of the four basic algorithms 
(+»-fX,i) as applied to whole numbers, fractions, or decimals. 
(107.  GOS-A) 
Pre-Algebra/Algebra 
55. Given a description of two sets A and B, identify: A. The 
elements of each set by roster or set builder notation 
B. The universal set C. The compliment of a set D. A proper 
subset E. A union and/or intersection.  (109. ALG-K) 
56. Identify an irrational number between any two real numbers. 
(111.  ALG-K) 
57. Use a table of square roots to identify the square or root 
of a given rational number.  (112. ALG-K) 
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58. Show your understanding of real numbers by: A. Locating one on 
a number line B. Ordering a set of real numbers C. Rewriting 
a given number in equivalent form D. Using set notation to 
identify a given subset of the reals.  (110. ALG-C) 
59. Given a number phrase involving real numbers of varying forms, 
parenthesis, and four or less operations (+,-,x,*), rewrite 
the phrase in simplest terms.  (115. ALG-C) 
60. Given a polynomial expression and replacement values for 
variables, substitute and simplify the expression.  (119. 
ALG-C) 
61. Show that you can apply scientific notation to multiplication 
and division of rational numbers of less than 10 digits.  (113. 
ALG-A) 
62. Write formal proofs of real number theorems using the properties 
of real numbers.  (114. ALG-A) 
63. Given a word problem involving a polynomial expression 
(formulas) solve for the unknown quantity.  (117. ALG-A) 
Everyday Applications 
64. Complete a job application.  (89. APP-K) 
65. Given the needed information, identify the rate of interest from 
a compound interest table.  (91. APP-K) 
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66. Complete a deposit slip for checking or savings accounts. 
(94.  APP-K) 
67. Solve problems involving commissiona and percent*.  (87. 
APP-C) 
68. Solve simple tax problems.  (90. APP-C) 
69. Solve simple wage problems involving gross and net earnings. 
(96.  APP-C) 
70. Given an income and a unit of time, prepare a family budget. 
(88.  APP-A) 
71. A student will analyze the cost of purchasing valuable pro- 
perty (e.g.; land, house, car, etc.).  (93.  APP-A) 
72. Given an annual salary, the total tax deduction, and the 
number of exemptions, prepare Federal Income Tax Form 1040. 
(95.  APP-A) 
Problem Solving 
73. Given a simple word problem with a set of answers, choose the 
best answer without using computations.  (38. PRS-K) 
74. Given a simple step word problem and a list of number sentences< 
identify the sentence needed to solve the problem.  (39. PRS-K) 
75. Given a single-step word problem, identify what operation must 
be applied.  (43. PRS-K) 
76. Given a verbal phrase, write the related open number phrase. 
(45.  PRS-C) 
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77. Given a multiple step word problem, list and order the steps 
used to solve the problem.  (46.  PRS-C) 
78. Given an open number sentence, write a related word problem. 
(47.  PRS-C) 
79. Organize a mathematical explanation for the ability to travel 
faster by bike (car, airplane) than by foot.  (41. PRS-A) 
80. Using measures of finance, health, and satisfaction, debate 
the need for higher education.  (42.  PRS-A) 
81. Provide a mathematical explanation for the need to match 
stereo components correctly.  (44.  PRS-A) 
Others (Computer Literacy, Probability, Formal Logic) 
82. Given an experiment involving repeated multinomial trials, and 
a tree-diagram or sample space, identify outcomes relevant to 
a particular event.  (59.  OTH-K) 
83. Define words related to probability theory (e.g.; sample space, 
outcome, event, etc.).  (57.  OTH-K) 
84. Define words related to computer literacy (e.g.7 digital-analog, 
software-hardware, etc.).  (55. OTH-K) 
85. Show your understanding of the rudiments of formal logic as 
they relate to mathematics.  (50. OTH-C) 
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86. Given a description of an experiment consisting of repeated 
multinomial trialst A. Construct a tree-diagram for the 
experiment B. Identify the sample space C. Identify the 
probability of a given outcome.  (51. OTH-C) 
87. Find the probability of an event that involves combinations 
or permutations.  (53.  OTH-C) 
88. Prepare a report on the application of probability to real 
life situations involving chance.  (54. OTH-A) 
89. Debate the need for computers.  (56. OTH-A) 
90. Design a simple game (using cards, coins, etc.) and identify 
the probabilities associated with different outcomes.  (58. 
OTH-A) 
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APPENDIX F 
THIRTY OBJECTIVES 
♦Original item numbers may be found in parenthesis 
following the item content. 
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Mathematics Objectives 
Eliminated by Pretesting 
Numeration and Place Value 
1. Given an incomplete number pattern, the student will complete 
the pattern.  (68. NPV-K) 
2. Show your understanding of proper and improper fractions by: 
A. Writing a fraction for a related picture B. Rewriting a 
fraction in simplest form C. Ordering two or more fractions 
on a number line.  (66. NPV-C) 
3. Show you can use divisibility tests, G.C.F.'s, and L.C.H.'s 
to: A. Simplify fractions B. Change to equivalent fractions 
with like denominators.  (72. NPV-A) 
Computational Skills 
4. Fill in the blank to complete a true statement demonstrating 
one of the following properties on whole numbers: A. Associa- 
tive B. Commutative C. Identity  D. Inverse E. Distribu- 
tive.  (27. CMP-K) 
5. Given a number phrase involving whole numbers, parenthesis, 
and four or less operations (+,-,x,*), rewrite the phrase in 
simplest terms.  (30. CMP-C) 
6. Show that you can perform operations on bases other than 10. 
(28. CKP-A) 
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Estimation and Error Checking 
7. Identify the precision of a given measuring instrument (e.g.j 
ruler, scale, micrometer, etc.).  (22. EEC-K) 
8. Estimate the square root of a given whole number to the 
nearest tenth.  (17. EBC-C) 
9. Given a word problem involving measurement and two or more 
operations (steps), approximate a solution to a given pre- 
cision.  Then compare the solution to the approximation.  (18. 
EEC-A) 
Descriptive Geometry 
10. Describe geometric figures in terms of loci.  (76. DGM-K) 
11. Show your understanding of the plane geometric figures listed 
below by describing and classifying them: A. points, lines, 
planes B. angles C. polygons D. circles.  (77. DGM-C) 
12. Shq%£ you can use symmetry to simplify computations of peri- 
meter, area, and volume.  (75. DGM-A) 
Measurement 
13. Using a table, identify the value of the sine, cosine, or 
tangent for a given angle, and visa-versa.  (10. MES-K) 
14. Using English units, measure up to the given level of accuracy 
and record your measures in simplest terms. A. Linear (nearest 
v 
1/16th of an inch)  B. Height (nearest ounce) C. Capacity 
(nearest ounce) D. Time (nearest second).  (9. MES-C) 
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15. Solve word problems that require the use of proportions or 
trig, ratios (e.g.; measuring an inaccessable distance). 
(5. MES-A) 
Graphic Operations/Statistics 
16. Match elementary statistical terms used to summarize data 
with their corresponding definitions.  (100. GOS-K) 
17. Given previously organized data, draw a graph of the following 
type: A. Picture graph B. Bar graph (histogram) C. Line 
graph D. Circle graph (%).  (97. GOS-C) 
18. Use a number line (student prepared) and vector to represent 
a given operation (+,-,x,*) over whole numbers, fractions, or 
decimals.  (108. GOS-A) 
Pre-Algebra/Algebra 
19. Given a linear equation or inequality in one unknown, identify 
the solution set over the set of real numbers by inspection. 
(118. ALG-K) 
20. Operate (+,-,x,*) on integers.  (116. ALG-C) 
21. Show you can use integers to solve word problems requiring 
four or less operations (+,-,x,t).  (120. ALG-A) 
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Everyday Applications 
22. Identify the operations necessary to solve a staple insurance 
problem.  (85. APP-K) 
23. Solve problems involving simple interest.  (92. APP-C) 
24. Show how proportions are used by the comparison shopper. 
(86. APP-A) 
Problem Solving 
25. Identify the non-essential or missing information needed to 
solve a given word problem.  (48. PRS-K) 
26. Given a single-step word problem, solve the problem.  (40. 
PRS-C) 
27. Analyze our energy problems from a mathematical standpoint. 
(37. PRS-A) 
Others (Computer Literacy, Probability, Formal Logic) 
28. Identify the reasoning used to solve a problem as deductive 
or inductive.  (52. OTH-K) 
29. Explain the organization of a computer system from input to 
output.  (60. OTH-C) 
30. Show how the rudiments of formal logic are applied to a given 
proof concerning the real number system.  (49. OTH-A) 
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PROFILE DATA 
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Kenneth Scott Bogle was born on Decenber 6, 1947, in Philadelphia, 
Pennsylvania, the second of three children born to Robert and Helen 
Bogle. Ken attended schools in Willow Grove, Pennsylvania and Tyler, 
Texas before receiving a diploma from Upper Horland High School in 
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Bachelor of Science Degree in Education (Mathematics Major) in May, 
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he has been employed since 1969. 
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