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Abstract 
An efficient approach of cancer classification using microarray expression data by vector-valued regularized kernel 
function approximation (VVRKFA) method is presented in a true computer aided diagnosis framework. A fast 
dimensionality reduction method based on maximum relevance minimum redundancy (MRMR) criteria is used to 
select very few genes so that both the classification accuracy and computational speed are enhanced. The experimental 
results are compared with support vector machines (SVM). It is observed that VVRKFA has achieved at least equal or 
better classification accuracy. This method also has the advantage that the separability of the data set can be observed 
in the label space. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of C3IT 
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1. Introduction 
     In the early days, cancer classification has been relying on subjective judgment from experienced 
pathologists. After the discovery of microarray technology [1] it is extensively being used for cancer 
diagnosis. The most important application of the microarray technique is to discriminate the normal and 
cancerous tissue samples according to their expression levels, identify a small subset of genes that are 
responsible for the disease [2] and to discover potential drugs for the disease [3]. But the small number of 
samples and high levels of noises, both biological noise as well as the noise introduced by the microarray 
measurement technique, make it difficult to classify the expression data accurately. Several methods have 
been proposed in the literature for computer aided diagnosis (CAD) of cancer from gene expression data. 
The first step of the diagnosis is to select a small number of genes that are responsible for the disease. This 
will also help to better classification, drug discovery and to look deep insight into the mechanism of gene 
regulatory network. All the available methods in the literature can be divided into three categories: filter 
methods, wrapper methods and embedded methods [4]. The filter methods, such as t-statistics, Fisher’s 
criterion, mutual information criterion etc., extract those features which show dependencies on the class 
labels without explicitly relying on a classifier. The wrapper methods use a classifier as the objective 
function for the evaluation of a subset of features by maximizing the classification accuracy on a validation 
set. Typical classifiers used for this purpose are Bayesian classifier, K-nearest neighbor, support vector 
machine (SVM) [4-5], etc. In embedded method the genes are selected as part of the specific learning 
method [6].  
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     In this work we have employed the vector-valued regularized kernel approximation (VVRKFA) [7] for 
the diagnosis of cancer by selecting very few genes by the filter method. The filter method used here is the 
maximum relevance minimum redundancy criterion (MRMR) [8] of feature selection. In our previous work 
we have proposed VVRKFA for the classification of multiclass data through regression or function 
approximation. It has not been evaluated previously for the classification of binary data. In this work, we 
have evaluated its performance on microarray data for the diagnosis of cancerous and normal tissue sample. 
The performance of VVRKFA is also compared with the state of the art support vector machine (SVM) 
classifier in a similar framework. 
The rest of the paper is organized as follows: In section 2 we have briefly described the VVRKFA 
method of classification. Section 3 describes the gene selection procedure. Experimental setup, results and 
analysis are provided in the section 4.  
2. VVRKFA 
    In our previous work [7], we have proposed an alternative approach of classifying multiclass data 
through regularized kernel function approximation. By this method the training data are mapped to feature 
space by using kernel trick. Then a regularized vector-valued function is fitted to map the data from feature 
space to a lower dimensional label space. VVRKFA is an extension of fast regularized kernel function 
approximation (FRKFA) [9] to obtain a vector-valued response in one step. The dimension of the label 
space is equal the number of class labels in a data set. The training and testing of the classifier is performed 
with these low dimensional patterns in the label space. This method of classification has three parts: 
coding, training and decoding. For a N class problem the label vector iy  of a sample ix  of j th class is 
chosen as the indicator vector of the classes according to the following rule: 
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Here, 4  is a matrix representing a operator mapping from the feature space into the label space, b  is the 
bias vector, C  is the regularization parameter, i[  is the slack or error variable vector and the dimension of 
the feature space is ( )m md and m is the number of training patterns.  By this method m  numbers of 
patterns are selected randomly from the full training set prior to the training. These pre-selected patterns are 
used as the basis pattern to form the kernel matrix. If m nB u  represents the basis matrix then the 
solution of problem (2), i. e., the vector-valued function to map a feature vector into the low dimensional 
subspace can be expressed as 
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    A test pattern nx   is assigned to a class j ( 1, ..., ),j N  by comparing the Mahalanobis distance 
measure of it from the respective class centroids ( )
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3. Gene selection 
    To select few genes the available samples are randomly divided into training and testing set with a 
sample ratio 6:4 as performed in [10]. Then MRMR method with quotient scheme [8] is applied to the 
training data to select the set of 25 best genes. This experiment is repeated 100 times for each data set with 
random permutation of all the available data. It is observed that only few particular genes repeatedly 
selected in the highest ranking of 25 gene subset. Finally, we have considered only those genes which are 
selected at least 80 times in the list of 25 gene subset. 
Fig.1. Frequency of genes selected in the subset of 25 highest ranked genes for Lung cancer data set. 
4. Experiment
4.1 Experimental setup 
 We have selected 7 public domain microarray data sets for the evaluation of the performance of 
VVRKFA. The details of these data sets, e.g., their reference, number of samples, number of genes, number 
of selected genes and partition for the experiment are given in table 1 along with the classification results.  
We have implemented VVRKFA in MATLAB 7 and used the software of LIBSVM toolbox [11] to 
compare the performance of VVRKFA classifier with SVM. For each data set the experiment is performed 
100 times to calculate average testing accuracy and standard deviation. We have performed all the 
experiments with a Gaussian kernel of the form 
2
( , ) exp( )i j i jk x x x xP   , where P is the kernel 
parameter. The regularization parameter c  of VVRKFA and SVM are selected by tuning from the set 
{ 10 | 7, 6,..., 1}ic i      and { 2 | 5, 4,...,12}ic i     respectively. The kernel parameter μ for both the 
methods is selected from the set { 2 | 8, 7,....,8}i iP     .
4.2 Experimental Results 
Table 1 shows the comparison of the performance between the VVRKFA and SVM. The best accuracy 
figures are made bold. Besides the accuracy and standard deviation of the methods we also provide the p-
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values of the results computed in the 5% significance level by performing a paired t-test [19] to compare 
the SVM method to VVRKFA. From the results of table 1 we show that SVM performs significantly better 
on ALL-AML data set than VVRKFA as the p-value is less than 0.05 in this case. On the other hand 
VVRKFA performs significantly better than SVM on Colon, Lymphoma and Prostate cancer data sets. For 
data sets such as Lung, Breast cancer (ER) and Liver cancer the performance of both the methods are 
comparable as the p-values for these are greater than 0.05. Thus, it may be concluded that the performance 
of VVRKFA is comparable or even better than SVM on binary microarray data sets for discrimination of 
cancerous or normal tissue samples. 
Table 1: Details of the data sets and performance comparison between VVRKFA and SVM 
Name of data set 
[Ref.] 
No. of  
Samples 
(m) 
No.
of 
genes
No. of  
selected
genes
No. of samples 
in
VVRKFA SVM 
 training      
testing
 set             set 
Parameters     % 
Acc. 
( ,cP )
Parameters       % 
Acc. 
( ,cP )             p-
value
Lung [12] 181 12533 10 38                24 2-6, 10-4     
98.94±0.99
2-3, 210         
99.11±1.18
                    0.3354 
ALL-AML [13] 72 7129 13 40                32 2-8, 10-6     
93.84±3.95 
2-8, 210         
94.81±2.89 
                    0.0115
Colon [14] 62 2000 14 109              72 2-8, 10-5     
81.29±6.77
2-7, 29          
78.96±7.07
                   4.16E-04 
Breast Cancer [15] 49 7129 9 30                19 2-6, 10-4   
86.05±6.66 
2-5, 26          
86.89±5.67
                   0.1553 
Lymphoma [16] 77 7129 9 47                30 2-6, 10-5     
88.97±4.78
2-8, 27         87.70±5.20
                  7.46E-05 
Liver [17] 156 1648 8 94                62 2-5, 10-3     
98.50±1.40
2-6, 28          
98.40±1.34
                   0.4277 
Prostate [18] 102 12600 9 62                40 2-5, 10-4        
93.00±3.95
2-6, 28              90.60±3.98 
                   1.3418E-7
4.3.  Analysis of data separability 
    One of the advantages of VVRKFA [7] is that it can be used to visualize the data separability in the label 
space if the number of classes in the data set is either two or three. VVRKFA maps the data in the label 
space. Since in this case we are classifying binary data sets the label space is two. Fig. 2 shows the mapped 
patterns in the two dimensional label space for four microarray data sets. The figures show the scatter plot 
of two dimensional mapped patterns of both training and testing data for a particular replicate run. Fig. 2 
(a) shows that both the training and testing data sets for lung cancer are highly separable in the label space 
as there is no overlapping of the mapped patterns. On the other hand, Fig 2 (b) shows that the training and 
testing data sets for colon cancer are less separable as the there are overlapping of the mapped patterns. 
These facts are also born out from the experimental results listed in table 1. In this way we can utilize 
VVRKFA to verify the data separability in the label space. 
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Fig. 2. Analysis of separability of the microarray data sets in the label space. (a)  Lung cancer  and  (b) Colon cancer. 
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