Small silicon photonics micro-resonator modulators and filters hold the promise for multi-terabit per-second interconnects at energy consumptions well below 1 pJ/bit. To date, no products exist and little known commercial development is occurring using this technology. Why? In this talk, we review the many challenges that remain to be overcome in bringing this technology from the research labs to the field where they can overcome important commercial, industrial, and national security limitations of existing photonic technologies.
INTRODUCTION

Telecommunications
Over the past decade or so, optics has moved from being used mostly in telecommunications to taking a prominent role in data centers and high performance computing applications. Generally, the technology has been different in the two applications because the cost drivers are different. In telecommunications, the capital expense of the fiber plant and intermediate amplifiers have driven the equipment makers to optimize efficiency in terms of bits per second per fiber per kilometer per GHz of optical bandwidth as the important metric. This has led to coherent communications systems that now use up to 4 bits per symbol (16 QAM) per wavelength with advanced error correction techniques that give over 10 dB of coding gain, yielding link budgets comparable to 10 Gb/s systems 10-15 years ago and 2.5 Gb/s systems 20 years ago [1] . The aggregate transmission rates are now up to 200 Gb/s per wavelength using a 25 Gigasymbol per second rate, with 4 bits per symbol and 2 polarizations. Using 50 GHz spacing allows 80 channels in the C-band (1530-1565 nm), multiplying 80 by 200 Gbps gives 16 Terabits per second per fiber [1] . These systems can transmit data up to 1000s of km without regeneration. As a result of these choices, the transceivers are neither low cost, nor low power, but the optimization of these systems does produce the lowest cost system for the operators (e. g. Verizon, AT&T, Google, etc.); otherwise, they wouldn't have developed these solutions.
Data Centers
In data centers, the metrics have been completely different [2] ; it has been often said jokingly that the three most important metrics are cost, cost and cost. Because of the relatively high cost of optical packaging relative to electronics packaging, transceivers with multimode fibers using vertical cavity surface emitting lasers (VCSELs) have dominated the market to date, largely because of the lower cost to align multimode fiber with VCSELs and large area photodiodes compared to aligning single mode fibers with edge emitters. It is also true that the VCSEL itself is a cheaper laser than an edge emitter, owing to the smaller size and easier wafer-scale test. However, as data centers grow in physical size and in data rate, the economics is starting to change to require a lower cost fiber-plant that will likely use single mode fibers, which are lower cost than multimode, especially when you consider the ability to accept much higher bit rates per fiber.
The data center interconnection roadmaps, which largely follow the 802.3 Ethernet standards, grow by a factor of 10 every 10 years, although the intermediate data rates of 40 Gbps in the mid-2000s and 400 Gbps in the mid-late 2010s time frame tend to slow the progression a bit. The proposed solutions for 400 Gbps avoid dense wavelength division multiplexing (DWDM) like the plague; the current standard, favored by many stakeholders, uses 4-level signaling (4-PAM) at 56 giga-symbols per second with 4 transmitter and 4 receiver fibers, although there is also a standard for 8 wavelengths at 56 Gbps [3] . The 400 GbE Ethernet task force has been focused on standards for 400 Gb/s, although there have recently been preliminary discussion forums addressing Terabit Ethernet in the future [3] . In this paper, we argue that dense wavelength division multiplexing will at some point allow the lowest cost and best solution for data center and high performance computing interconnections, provided a substantial number of technical challenges are addressed. We discuss these challenges and propose solutions to many of them.
High Performance Computing
It is worth noting that the growth in high performance computing systems has grown in processing power, measured in flops by a factor of 1000X every 10 years. This growth has continued even since the mid-2000s when performance scaling has dramatically slowed in CMOS, leading to stagnant clock rates and only minor reductions in operating voltages [4] . But because of memory (amount) limitations, memory bandwidth limitations, and network bandwidth limitations, (limited by cost and power and technology availability) the latest systems are severely imbalanced in terms of bytes/flop and bits/second of memory bandwidth per flop. What this means is that unless these problems are solved, an Exabyte system will not have 1000X performance on a real application compared to a Petabyte one, which is a real financial problem for the purchasers of these machines. The optical research community and to a lesser degree the high performance computing research communities feel that increased memory and network bandwidth brought about by optics can help stem the tide of declining relative performance, but detailed relevant simulations of actual application performance are few and far between. Data centers have similar scaling issues. One can argue the extent to which optics is needed for interconnect for a ONE Exaflop machine, but for computing to continue to beyond that, there's an inevitability that optics will permeate deeper into the machine (e. g. to the chip level) if we can solve the technical and financial challenges to make it happen.
In many cases now, a high performance compute node has many simple processors (each with multiple processing cores) performing calculations or memory searches and perhaps a single larger processor to 'manage' the node. Internode communications often consists of many small messages as opposed to large flows that are sometimes seen in data centers. With this in mind, a 1 terabit interconnection link has a 1 picosecond bit time and a 64 -byte packet is 500 picoseconds. It is difficult for electronics technology to handle incoming serial data at that rate and to process such short packets; it makes more sense to have an interconnection topology that is more parallel to match the parallel compute node topology [5] . Hence a 40 channel x 25 Gb/s interconnect is likely to be inherently more useful than a single channel terabit interconnect. However, these 40 channels need to go 40 different places. So, the interconnect solutions should not maximize individual bit rates, but maximize connectivity. Because individual optical paths or fibers are eventually the greatest cost penalty, if we can develop a more cost-effective DWDM solution compared to parallel fibers, it would be the preferred approach.
Silicon Photonics
Silicon Photonics offers a natural solution to future DWDM systems [6, 7] . It has a lot of advantages over the competing technology, Indium Phosphide based photonic integrated circuits (PICs), but a few disadvantages as well. We make most of the required devices in the silicon platform, including wavelength division multiplexers, input/output gratings, low loss waveguides, low power, small size optical modulators, optical detectors (with germanium), splitters, mode-filters, optical broadband and wavelength selective switches, and polarization components. Using heterogeneous integration techniques, integration with both III-V lasers and amplifiers and CMOS electronics has been demonstrated [8] . It is worth mentioning that germanium lasers have been made in silicon [9] , and may possibly offer a long-term solution, especially at longer wavelengths where they should be more efficient, but we'll take the 'intermediate time frame' view in this paper and assume we need III-V devices. But with systems scaling at 1000X/decade [4] and photonics technology only scaling at 10X/decade, we may need ultimately dramatically different solutions to really keep up with the needs of large data centers and high performance computing that may ultimately require an intimately integrated nano-laser technology to be developed. In the paper, we consider intermediate term applications using 25 Gbps data rates with 16 -40 wavelengths for 400 Gb/s -1 Terabit per second per optical path or fiber. We keep an eye out for 10 Terabit per optical path with 100 wavelengths at 100 Gb/s, requiring both advanced modulation formats and an extended wavelength band. In the intermediate term (~ 10 years) these are discrete transceivers with short electrical connections (at ~ 1 pJ/bit) connecting them to nearby high-value switching, routing, or processing chips. In the longer term (> 10 years), these transceivers must be intimately integrated with the high-value chips to avoid bandwidth constriction and high power (1 pJ/bit) of the electrical interconnections between the optical transceivers and the high value chips. In this integrated scenario, there might be 10 -100 of optical paths per chip at 1 -10 Terabit per second per path, for an aggregate IO of 10 -1000 Terabit per second per chip.
Silicon photonics optical multiplexers and demultiplexers can be made using resonant devices as shown in Figure 1 . In this figure, the modulators are naturally DWDM devices, so they don't need a separate multiplexer. However, because the modulators are 1 st order devices, there might be crosstalk from the adjacent device for closely spaced channels. More discussion will be devoted to this in the next section. On the receiver side, an optical demultiplexer is used to route signals to the array of detectors. For 40 wavelengths within the C-band with 100 GHz channel spacing, this demultiplexer is likely to require a second order filter to provide for sufficient adjacent channel rejection.
THE CHALLENGES
DWDM Laser Sources:
Current data communications transceivers have avoided DWDM; one reason is that the laser cost is too expensive. There are a couple of good solutions to the problem. First, the hybrid laser technology, where a piece of III-V material is bonded to the silicon is a good starting point [8] . Gain is provided to a silicon waveguide from the gain of the III-V material acting on the extended mode in the silicon guide. The frequency-determining elements can be made in the silicon. Hence an array of lasers can be made using a single piece of III-V material. So, in theory, it doesn't cost a lot more to make 40 or even 100 lasers than one, except for the increased size of the III-V epi material. Because lasers are long and thin, a relatively small square of material might make 40 lasers, although the required minimum spacing has not been determined to our knowledge for this approach for 40 lasers.
In the downside, the approach has some limitations in power because of the thermally insulating oxide layer [10] . Also, each laser needs some level of wavelength stabilization; while they will move together generally with temperature, they might not track frequency drifts together exactly unless active tracking of each laser is used.
A second solution is to use a multifrequency laser such as a comb source. A number of researchers have successfully generated lasers using a III-V laser incident on a silicon nitride resonator to generator a number of equally spaced comb lines [11] This approach generally will have lower efficiency than individual lasers, simply because it is a two-step process, but the details depend on a lot of factors, so we shouldn't over-generalize. The comb lines spacing is not a strong function of wavelength, so only one wavelength adjustment is generally needed. However, the integration of this type of laser with silicon photonics has not yet been demonstrated.
If there are multiple fiber outputs, all with DWDM, only one laser per wavelength is needed, provided the power is high enough for the link margin to be met. This fact allows a reduced cost compared with having to replicate the laser for each optical IO. Generally, the lasers are more efficient at higher power, so sharing lasers across multiple DWDM links will likely yield a more efficient solution compared to using individual lasers for each link.
In electronic systems, you need to provide power by routing that power from external connections to the system to frames, boards, and eventually components. Some researchers ague that a DWDM laser source can be like that power and it can also be routed optically throughout the system. In systems dominated by the current architecture, in which optical transceivers route data say between top-of-rack switches and the next level up switching in a data center, it is likely to be both cost and complexity prohibitive to do this. When silicon photonics becomes integrated with electronics, potentially with printed circuit board optical interconnects, then it is more feasible to consider the separate lasers. By analogy with electronic systems, designers aren't usually too worried about the cost of extra connections for power, although they do take away from IO bandwidth in a pin-limited subsystem. It is true that the external laser has to transition twice between the laser and the chip, so that efficiency loss must be accounted for.
The efficiency of the laser is a long-term challenge; most analyses will agree that the laser dominates the eventual power dissipation in a silicon photonics DWDM optical interconnect [12] . Wall-plug efficiencies at room temperature of silicon-hybrid lasers have approached 12% [13] . An external laser can be made efficient today by using a single set of DWDM lasers with a cascade of amplifiers; it is likely to be easier to get high efficiency in a pump and erbium doped fiber amplifier [14, 15] , so a combined single source laser/amplifier might certainly have greater than 10% efficiency. However, if in the process of routing and coupling to the transceivers we have 3 dB loss, then we don't gain anything in overall efficiency. As we mentioned, the use of an external laser might be objectionable in the medium term as data center operators probably will want integrated transceivers without the 'hassle' of having to connect an extra fiber for the DWDM optical power supply.
Dimensional tolerances -coupling and frequency
Those who dislike silicon photonics will often point to the manufacturability and stability of micro-resonator wavelengths as strong negative in DWDM silicon photonics systems. This is a valid criticism, but a solvable problem. Manufacturing tolerances arise from lithographic dimensions, waveguide roughness, and waveguide thickness [16, 17] . Ultimately, the lithographic variations should eventually be small, if one uses state-of-the-art tools to make these devices. The silicon thickness might be harder to control across the wafer. Resonators made using fully etched guides are smaller, and hence have greater FSRs and require lower energy for active devices. However, there are architectures that can handle the limited FSR in larger partially etched devices [18] . In either case, variations in waveguide roughness affect the quality factor (Q) of filter devices and they can influence the filter shape. Variations in dimensions and silicon thickness primarily influence the coupling coefficients and resonant frequency. In second order filters, variations from one ring to another can cause asymmetric filters shapes. Figure 2a shows variations of filter shape with coupling coefficient and resonant frequency variations. The graph shows three successive filters (teal, red, blue) with 100 GHz channel spacing. The three bands within each filter correspond to three de-tunings of 10 GHz each. The blur in the bands are from coupling coefficient variations of 2.5%. The vertical lines correspond to laser lines spaced 12.5 GHz (100 pm) apart, which is a typical specification for a temperature stabilized distributed feedback (DFB) laser without locking to an external etalon. The crosstalk is given by the intersection of the laser with the corresponding next channel filter curve shown for example by the horizontal dashed lines. The crosstalk can lead to a power penalty. On the right in figure 2b is the power penalty versus temperature for a typical resonant modulator; from the graph the temperature must be controlled by 0.25 °C or so for a ½ dB penalty. In terms of dimensional tolerance, if 1 nm of silicon thickness variation gives 1 nm (125 GHz) in resonant shift [17] , then we need about 0.020 nm or less variation in thickness for the same shift. Thus, it is might be unrealistic to think that you can ever fabricate modulators without some active or postprocessed tuning to achieve the required resonance positional accuracy.
In theory, the resonant frequency can be tuned using a variety of techniques outlined in [19] [20] [21] [22] [23] [24] and the references therein and described in the next section. However, active tuning to address variations in coupling coefficients has not been as well addressed. In local interconnects, there is more margin to crosstalk and imperfect filter shapes in the transmitter and receiver compared to the telecommunications transceivers, but it is still an important issue. We can use arrayed waveguide grating (AWG) optical multiplexers and demultiplexers instead of micro-ring resonators. Commercial AWGs are often made using silica waveguides and can be designed with higher order passband shapes and low temperature sensitivity. However, these devices are several inches in size. We can make much smaller devices in silicon photonics, and the size depends on the specifics of the design, and in particular the type of waveguides used. The smallest of these, which will still be several millimeters, will be temperature and manufacturing sensitive, largely because the silicon guides are still sensitive to manufacturing tolerances, surface roughness, and silicon thickness. A tradeoff will exist between the manufacturing and environmental sensitivity and size; designs less sensitive to the characteristics of the silicon guide will be larger. Nonetheless, it is worth exploring whether a manufacturable silicon photonics AWG can satisfy the needs of a DWDM 40 channel optical multiplexer over the temperature range of interest for intermediate term transceiver applications.
Active control of resonant wavelengths
Techniques for locking the resonant wavelength of a modulator and a detector to the incoming laser wavelength have been developed by many researchers. Generally, you need a detection mechanism (e. g. amplitude), stimulus method (e. g. heat), and some circuitry to accomplish this. Methods include locking to dither signals [19] , balanced homodyne detection [20] , bit error rate [21] , optical power [22, 23] , and temperature [24] . While these techniques have been developed for single resonant modulators or filters, there have not yet been demonstrations of multiple resonant frequencies or filters of order greater than one.
First consider locking multiple 1 st order filters or modulators to an array of continuous wave laser inputs as shown in figure 1 for the transmitter. The initial starting point of the resonator will be at a wavelength shorter than the laser that it needs to lock to, because the thermooptic coefficient of silicon is positive and we don't yet have techniques for cooling individual resonators. When the resonator is heated, the resonant wavelength gets longer until the closed loop control locks it to the laser input. For the case where the lasers are relatively accurate with respect to each other, they are well spaced, and the manufacturing variations in the resonant wavelength of the resonators are less than the channel frequency spacing, each resonator should lock to the laser with first wavelength it sees as it heats and all the resonant wavelengths will lock to a unique laser. However, let's consider larger manufacturing variations that align two resonators to exactly the same post-manufacturing wavelength. In this case, we need to use techniques that will align one of these to one laser and another to a second laser. A couple of the published techniques can do this.
First consider the technique using bit error rate [21] . In this technique, the error rate is minimized using a local receiver. Since each channel will naturally have a different bit pattern, the first resonator will lock to a first laser line and the second resonator will lock to the a second one, although some additional circuitry might be needed to ensure an orderly lock of all the channels. Similarly, the technique using a dither response [19] could be used if a different frequency dither signal is applied to each laser. By using a unique filter in each resonant control loop, then each loop will lock to a unique laser. The balanced homodyne detection [20] could work for multiple laser lines if the phase response of each control loop is optimized for a different laser; it remains to be proven that it can be done without any other adjustments, as the center wavelength of the interferometer in that approach will vary with manufacturing tolerances, such as the silicon thickness variations. For techniques that rely on power measurement [22, 23] , if the filter drop port contrast is adequately high, then the laser line that the first resonator locked to will too low at the second resonator for the circuit to detect it, so it will be forced to lock to the second line. However, for modulators that have an average transmitter power of about ½ of the un-modulated power (even for high extinction -think the average of 1 and 0 is ½ versus just a 1 if the laser is un-modulated), a global search algorithm would need to be applied to lock the second resonator to an un-modulated laser line. There is a degree of robustness that is needed in these locking techniques to ensure that all resonators lock to a different laser line.
To my knowledge, no one has demonstrated locking of a second order filter to a modulated or un-modulated laser input, let alone 40 of them concurrently. A second order filter generally consists of two resonators as shown in figure 1 . If both resonators are substantially the same, then tuning them to achieve the correct filter response is similar to a first order filter. However, if the filters are different, then either a complex search algorithm needs to be used or an intermediate measurement point needs to be implemented so that each filter can be tuned independently. The latter is more likely the case.
Another challenge in these wavelength control techniques is to reduce the physical size of the circuitry required to implement the control algorithms [22] . Particularly important is to minimize the use of large capacitors. However, any power or phase measurement will typically require a low pass filter to eliminate variations in the detected signal as a function of long strings of 1's and 0's in the data. Given the size of ring filters and modulators are often less than 10 µm in diameter, many of the demonstrations to date are implemented using circuits that are 100 times larger than the size of the element that they are controlling.
Lastly, we do need an efficient method to change the characteristics of the modulator and/or filter. Generally, heaters have been used for that, but it requires an integrated heater with the modulator. While there have been a few examples of efficient integrated heaters [25] [26] [27] [28] , they do require a compromise in the performance of the modulator relative to one without the heater. We have demonstrated an external heater that doesn't compromise the modulator data path (RF) performance but it doesn't yield as high of a heating efficiency as an integrated heater [29] . Lastly, a highly efficient modulator has been demonstrated that uses carrier depletion as a compensating mechanism in addition to the modulation mechanism, but the range of tuning is limited by reverse breakdown [30] .
Do we set the wavelengths (to the ITU grid) or let them wander?
Quite obviously, the transmitter and receiver in any communications link have different environments and so we cannot rely exclusively on common environmental conditions to allow the receiver temperature to track the transmitter temperature. This is more so in a long distance communications link where the transmitters and receivers are located in different cities. However, it is true that in a data center, a transmitter and receiver are generally located in the same building, and there will be some variations in temperature in the building. So, for reducing the power dissipation to a minimum, it may be advantageous to let the laser wavelengths wander with temperature. The modulators and receiver demultiplexer will tend to track in the same direction, especially if the wavelength-selecting element of the transmitter was also in silicon and of a similar design to the wavelength selecting elements of the optical multiplexers (e. g. maybe rings). More details are outlined in [31] . In addition, several researchers have proposed using the FSR of the resonant devices as a method of reducing the temperature shift required by a tuning circuit from nearly 100 degrees to only about 10 degrees [18, 32, 33] .
Filter passband shape
Surface roughness can cause counter-propagation in filters that can almost randomly degrade their performance [34] . If we design large filters using partially etched guides, we can achieve a more predictable result, but the devices are substantially larger. Techniques have been developed that can maintain a large FSR with multiple order filters with larger rings [35] , and these could be applied. However, it is not clear that adequate filter passband shape repeatability has been achieved in practice to be able to be used in a 40-channel system with close (100 GHz) channel spacing.
Integrated receivers
Almost all telecommunications and data communications receivers use a fairly low transimpedance amplifier (at 10 Gbps, ~500 ohms) followed by a high gain limiting or automatic gain control (AGC) amplifier that is AC coupled. For low transimpedance amplifiers, the output voltage may be typically 5 mV for a -20 dBm input signal, again at 10 Gbps, but probably similar voltage levels at higher speeds as well. Because it is nearly impossible to provide an absolute threshold for a 5 mV signal, AC coupling is used to facilitate setting the threshold at zero, allowing one to easily distinguish between a logic 1 and 0. In advanced telecommunications receivers, the threshold is varied to minimize the BER, but that technique is impractical for data communications where cost is the driving factor.
Silicon photonics offers a huge opportunity here by monolithically integrating the detector with the photonics, so that a really small detector can be used [34] . If we use intimate integration with electronics, such as small flip-chip bonds or even monolithic integration, the detector capacitance can be in the range of 1 -10 fF. With such small capacitances, it is feasible to increase the transimpedance gain to ~ 25k, which means a 10 µW signal will yield 250mV at the output of the transimpedance amp (TIA) [31] . This signal is large enough to be amplified by an inverter if the TIA threshold is nominally the same as the inverter that follows it. This offers the potential for a huge reduction in power (~ 100X) by eliminating or greatly simplifying the limiting amp.
Data signal levels, differential signaling, AC coupling, and data encoding
Nominally, data communications and telecommunications links do not associate logic 1 and logic 0 optical signals with specific optical powers. All the receivers tend to be AC coupled, so a logic 1 and logic 0 are easily distinguished over average powers from the minimum sensitivity (typically -20 dBm for PIN receiver at 10 Gbps) to almost 0 dBm, a range of 20 dB. While some people might propose absolute optical power levels to represent logic levels for short reach interconnects, a more robust system can be designed if we allow for variations in optical power. In electronic signaling, the low voltage differential signaling (LVDS) format allows scaling of electrical signal levels by factors of a few in amplitude and offset, but requires two signals. In year's past, we demonstrated quite a few free space optical interconnect systems using differential optical signaling, that had in some cases orders of magnitude in level scaling, particularly those using a 'diode-clamped' receiver [36] . In this way, the reference is determined by one signal being larger than another, versus a single signal being smaller or larger than a threshold. Therefore, differential optical signaling avoids having to either AC couple or the need to define absolute optical power logic levels. The drawback in differential signaling is that it either requires an extra optical path that needs to be loss matched to the first one or an extra wavelength that reduces the number of channels in half. Once optical signals are routed like electrical ones on PCBs, then the extra path would not be too large of an overhead, but in the medium term, we would not want to use 4 fibers versus 2 for a transceiver. One could send a signal at an extra wavelength to provide a reference signal, and compare all channels to that level. This has the advantage of only requiring a little bit of overhead, and yet it would still allow us to use DC coupled receivers.
The primary disadvantage of the AC coupled receiver is the size of the capacitor and biasing resistors. The capacitor is likely be in the range of 1 pF for pseudorandom data to avoid noticeable eye closure. For a high dielectric capacitor, its size is ~ 30 µm x 30 µm at 1fF/µm. We can also design 'DC' coupled circuits that use the average power in the optical signal as a self-referencing threshold. However, in that case, we need a fairly large integrating capacitor for a low enough RC time constant in the power measurement circuit so that the circuit threshold value is not affected by long strings of 1's and 0's; it's likely this is similar sized.
If we use closed loop control to lock the resonant wavelength to the incoming lasers, we need to encode the data so that there is actually something to lock to. The optimal wavelength of operation of a resonant modulator might depend on the power level above some value. If we are operating in that regime, then a long string of 0's will cause the power to drop, unless we can somehow detect it and suspend the control loop operation. However, in that case, then we need to instantly turn the loop back on when the first logic 1 is detected; such a fast control loop operation is not a simple design. So, for the intermediate term anyway, even if we can avoid AC coupling in the receiver, if we require closed loop control to align resonant wavelengths with the incoming laser wavelengths, we most likely will require data encoding so that the control loops can keep the resonant wavelengths aligned continually. It is certainly a challenge to come up with another approach.
Clock recovery
We can't afford the nominally 100 mW of power consumption of the clock recovery functions that are associated with data communications transmissions in a 40-wavelength transceiver unless those functions are shared among multiple channels. This has been demonstrated once in a VCSEL link [37] , which is actually quite a bit more challenging than a silicon photonics one owing to the increased delay variation of the multimode data communications receiver compared to a simpler high transimpedance silicon photonics one. It can be easily shown that the optical delay differences are small compared to the power-dependent delay variation of a transimpedance amplifier. So, if we recover the clock on one wavelength channel, then we can probably apply it to the other channels if the optical powers do not vary to greatly from channel to channel. We do not need data encoding on the channels for clock recovery purposes if we merely send the clock on an extra wavelength.
Networks: filter shape, loss, crosstalk
So far, we have focused on optical interconnects, versus optical routing or switching. A 2 x 2 single wavelength switch can be made using the same technology as the modulators; a cascade of n of these switches allow us to make a wavelength selective switch (WSS) in a 2 x 2 configuration where any combination of wavelengths can be in the bar or cross state. Large networks can be made using cascaded switches; a 2 cm x 2 cm chip is capable fitting a non-blocking 64 x 256 network with x 32 wavelengths [38] . This contains 90,000 tunable rings! Other researchers have also proposed to use rings to switch all the wavelengths at once, using the FSR of the ring equal to the optical channel spacing [39] . While this has some small power and size advantage over a broadband Mach-Zehnder modulator, it offers the same functionality, with a whole lot more difficulty in fabrication, tuning, and other issues.
So in addition to the absurdly difficult task of controlling 90,000 resonators, other difficult challenges include reducing the loss to under 1 dB per stage to avoid the need for a large number of optical amplifiers, reducing the crosstalk to values well above 20 dB (which can be done by making the network 2X larger), reducing the crosstalk of planar crossings, and most importantly, to achieve uniformity in the filter shape, so that when we traverse many passbands, we don't accumulate passband distortion. It might be more advantageous from a loss and pass-band shape argument to use a simple crossbar network, because the signal only passes though the drop port on one active device, but it takes over 500,000 resonators to implement the same size network. Incidentally, with 90k resonators at 100 µW/resonator, there is only 9W in expected consumed power to tune the devices, with 1000 transistors per resonator tuning circuit, that's 90 million transistors; both of these numbers aren't out of line. But to put things in perspective, we don't believe anyone has made a 2 x 2 WSS with even more than 4 wavelengths, so there is a long way to go to build networks in this way. In addition, current MEMs and SLM based WSSs might be hard to beat unless the reconfiguration rate has to be fast, in which case silicon photonics is capable of sub-nanosecond reconfiguration rates [30] .
Optical Interconnect media and packaging
Low cost packaging is perhaps the most neglected and yet most important part of optical interconnects for data center and high performance computing applications. In the intermediate term, it is likely that transceivers or 'optical interconnect engines' will be separate from high value electronics (switching, routing, processing, or memory chips), and connected to them using electrical printed circuit board (PCB) traces. It is likely that the connections will continue to be fiber-based, in this case, of course, single mode fiber. Low cost passive fiber alignment is advantageous [40] but not required if automated active alignment is fast and low cost [41] . If we can solve all the challenges presented so far, then the optics portion of the transceiver should cost about the same as a 10 Gb/s SFP+ transceiver, but with 100 times the bandwidth. The electrical portion of that cost should be no more than a fast FPGA with 80 high-speed IO; although admittedly there is no product that we are aware of that does both. So, it won't be really cheap, because of the electrical IO, but can achieve an order of magnitude reduction in cost compared to today, although we would also argue that point about most other optical approaches as well.
In the longer run, we expect to see optical IO directly on high-value ICs [42] . We would expect perhaps as many as 100 optical IO, with each optical IO consisting of say 40 wavelengths at 25 Gb/s. If we consider how electrical systems are made today; chips are soldered to printed circuit boards (PCBs) in nearly arbitrary positions and signals are routed from chip to chip using traces on the PCB board. Signals are routed from board to board over a backplane, and from rack to rack using electrical cables. In a large Ethernet Switch, the cables are connected to front panel jacks.
By analogy, a low cost optical solution should have optical traces supplementing electrical traces on a PCB [42, 43] . The optical traces need to support single mode propagation and need to have losses of a few dB at most over distances of a meter or large fraction thereof. The waveguides need to support single mode propagation, although an active area of research is how to separate out modes in multimode guides to increase channel bandwidth. It needs to be done without using digital signal processing, because it's too power hungry. It is likely simpler just to use single mode PCB waveguides, but most work to date has been in multimode guides. To easily interface to the waveguides, we need to have efficient broadband dual polarization surface normal gratings or mirrors in the silicon photonics [44] and either matching gratings or mirrors in the PCB optics. We need at least a couple layers of optical routing, or the ability to do planar crossovers. We also need a high-density optical connector at right angles with a photonic/electronic backplane, and an interface with fiber cables on the front-plane. With 18" silicon becoming available (maybe in 10 years it will be 'readily available'), we could consider silicon films with through-silicon via holes for electrical connections bonded to PCBs, but that seems like it might not be so cost effective compared to the polymer solutions that have been the subject of much of this research. Hence, there is a whole infrastructure that needs to be developed in photonic routing, packaging, and assembly to allow optics to connect at the board level in a manner similar to purely electronic ICs. When this is completed in the longer term, the cost and power advantage will be game changing compared to the separate transceiver model of optical interconnects today.
Conclusion
We have discussed the many challenges that exist for implementing DWDM in silicon photonics. A high degree of channel multiplexing is an absolute necessity, largely because the bandwidth per optical interface needs to be maximized in order to amortize the cost over the minimum number of optical connections. Even for 400 Gbps interconnects, DWDM may be preferred over high-modulation formats because it is easier to separate into more granular components, interfacing more naturally with parallel compute nodes or high-radix switches and does not require error correction like the m-pulse amplitude modulation (PAM) approaches. The first use of DWDM may be in 400 Gb/s to 1 Tb/s transceivers in the 2020 time frame, but in the long run, using multiple DWDM outputs directly from switching, processing, or memory chips can significantly reduce the cost. Along with that approach, a whole infrastructure of low cost optical/electrical printed circuit boards and backplanes will be needed in the long run. This will be required to enable the current growth rates in both data center and computing interconnection needs.
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