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Περίληψη 
Ο όγκος των δεδομένων που παράγονται, αποθηκεύονται και αναλύονται αυξάνεται 
εκθετικά κάθε χρόνο. Η πρόκληση για την επιστήμη των υπολογιστών είναι να 
αναπτύσσει συστήματα τα οποία θα μπορούν να ανταποκριθούν στις παραπάνω 
ανάγκες. Χωρίς εργαλεία για την αποθήκευση και απλοποίηση της επεξεργασίας και 
ανάλυσης των Big Data, η δυνατότητα χρήσης τους για τη παραγωγή γνώσης είναι 
περιορισμένη. Η τεράστια ανάπτυξη του κλάδου του Data Science οφείλεται σε μεγάλο 
βαθμό στο γεγονός ότι πλέον υπάρχουν τα εργαλεία για τη διαχείριση των Big Data. 
Σε αυτό βοήθησε η εξέλιξη στον τομέα του Distributed Computing που ευνόησε την 
ανάπτυξη συστημάτων όπως το Hadoop και το Spark.  
Η παρούσα διπλωματική εργασία χωρίζεται ουσιαστικά σε δύο μέρη. Στα αρχικά 
κεφάλαια αναλύονται οι έννοιες των Big Data και παρουσιάζονται οι σημαντικότερες 
τεχνικές ανάλυσης τους, ενώ δίνεται ιδιαίτερη βαρύτητα στην κατανόηση του Machine 
Learning. Έπειτα, γίνεται η περιγραφή των δυνατοτήτων των κατανεμημένων 
συστημάτων Hadoop και Spark, καθώς και η παρουσίαση των βασικών διαφορών και 
χρήσεων μεταξύ των σχεσιακών βάσεων δεδομένων με τις NoSQL βάσεις. Το 
θεωρητικό μέρος τελειώνει με την μελέτη των βασικών εννοιών των Recommender 
Systems και του μαθηματικού αλγορίθμου που θα χρησιμοποιηθεί για την ανάπτυξη 
του αντίστοιχου συστήματος. 
Στο δεύτερο μέρος της διπλωματικής εργασίας, γίνεται πρακτική εφαρμογή των πιο 
σύγχρονων εργαλείων αποθήκευσης και ανάλυσης των Big Data με επίκεντρο το 
Hadoop. Αρχικά, με την χρήση της Python, γίνεται η διερευνητική ανάλυση του σετ 
δεδομένων που αποτελείται από εκατομμύρια αξιολογήσεις ταινιών. Στην συνέχεια, 
γίνεται η ανάλυση των δεδομένων με την χρήση διάφορων εργαλείων όπως το Hive, 
το Tableau, η MySQL και η HBase. Τέλος, χρησιμοποιώντας την κατανεμημένη 
επεξεργαστική ισχύ του Spark, αναπτύσσουμε ένα Recommender System ταινιών, το 
οποίο θα λαμβάνει υπόψη τις προτιμήσεις του κάθε χρήστη και θα του προτείνει ποιες 
ταινίες είναι πιθανότερο να του αρέσουν.  
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Abstract 
The volume of data produced, stored and analyzed increases exponentially each year. 
The challenge for the computer scientists has been to develop systems that can meet the 
above needs. Without tools to support and simplify the storage and analysis of Big Data, 
the ability to use that data to generate knowledge is limited. The current interest and 
growth in Big Data, Data Science, and Analytics is largely because the tools for 
working with Big Data have finally arrived. The evolution of Distributed Computing 
has favored the development of these systems. 
This MSc thesis is divided into two parts. In the introductory chapters, we analyze the 
concepts of Big Data and their analytic techniques, while special emphasis is given on 
understanding the Machine Learning. We then describe the capabilities of distributed 
systems like Hadoop and Spark, as well as presenting the uses and the key differences 
between the relational and the NoSQL databases. Last but not least, we study the basic 
concepts of Recommender Systems and the mathematical algorithm that will be used 
to develop an application of this particular system. 
In the second part of this MSc thesis, we apply the most novel storage and analysis tools 
of Big Data using the Hadoop environment. Initially, with the use of Python, we 
perform the exploratory data analysis of the dataset consisted by millions of movie 
ratings. Then, the data is analyzed using various tools such as the Apache Hive, the 
Tableau visualization software, the MySQL and the HBase. Finally, using Spark's 
distributed processing power, we develop a movies Recommender System. 
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1. Εισαγωγή  
1.1. Περιγραφή προβλήματος 
Τα τελευταία χρόνια παρουσιάζεται μία εκθετική αύξηση στον όγκο των δεδομένων. 
Τόσο η αποθήκευση όσο και η ανάλυση των τεράστιων αυτών όγκων δεδομένων 
αποτελεί μεγάλη πρόκληση για τον κλάδο της επιστήμης των υπολογιστών. Οι 
παράγοντες που αυξάνουν την πολυπλοκότητα του προβλήματος είναι: 
 Ο τεράστιος όγκος δεδομένων 
 Η τεράστια ταχύτητα αναπαραγωγής τους 
 Η ποικιλία των δεδομένων (αδόμητα, ημι-δομημένα, δομημένα) 
 Η ποικιλία διαφορετικών πηγών δεδομένων (web, social media, IoT, e-
government) 
 Η ανάγκη για ανάλυση δεδομένων σε πραγματικό χρόνο. Αυτό απαιτεί την 
ελαχιστοποίηση του χρόνου μεταξύ της καταγραφής των δεδομένων και της 
εξαγωγής γνώσης από την ανάλυσή τους. 
Την τελευταία δεκαετία έχουν γίνει πολύ μεγάλα βήματα προς την κατεύθυνση της 
βελτίωσης των εργαλείων και των λογισμικών τα οποία παρέχουν λύσεις στα ανωτέρω 
προβλήματα. Οι σημαντικές τεχνολογικές εξελίξεις και η πρόοδος, κυρίως στον τομέα 
του distributed computing, ευνόησαν την δημιουργία κατανεμημένων συστημάτων για 
την αποθήκευση και επεξεργασία των δεδομένων. Ένα από αυτά, και ίσως το πιο ευρέως 
χρησιμοποιούμενο, είναι το Hadoop. 
Το περιβάλλον του Hadoop αποτελείται από δεκάδες εργαλεία και λογισμικά. Είναι πολύ 
δύσκολο για ένα αρχάριο χρήστη να κατανοήσει γρήγορα τι από όλα αυτά χρειάζεται για 
να πραγματοποιήσει την εργασία του. Ακόμα, η διασύνδεση μεταξύ των λογισμικών, 
όπως για παράδειγμα η μεταφορά δεδομένων από το σύστημα αποθήκευσης αρχείων του 
Hadoop προς μία βάση δεδομένων, απαιτεί πολύ εξειδικευμένες εντολές που είναι 
δύσκολο να συνταχθούν από έναν μη εξοικειωμένο χρήστη. Επίσης, η υλοποίηση ενός 
Hadoop cluster είναι μία πολύ απαιτητική εργασία που δεν μπορεί να υλοποιηθεί εύκολα 
χωρίς εξειδικευμένες γνώσεις.  
Τέλος, μία από τις πιο ενδεδειγμένες τεχνικές ανάλυσης δεδομένων, η μηχανική μάθηση, 
έχει γνωρίσει μεγάλη εξέλιξη τα τελευταία χρόνια, με εκατοντάδες διαθέσιμους 
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αλγορίθμους για εφαρμογές σε σχεδόν όλους τους κλάδους των επιστημών. Παρόλα 
αυτά, η αξιοποίηση της επεξεργαστικής ισχύς των κατανεμημένων συστημάτων, σε 
εφαρμογές μηχανικής μάθησης, παραμένει σε σχετικά πρώιμο στάδιο. Αυτό έχει ως 
αποτέλεσμα να μην είναι ευρέως διαδεδομένος ο τρόπος χρήσης του Apache Spark. Οι 
τεχνολογικές εξελίξεις και η τεράστια αύξηση των διαθέσιμων δεδομένων, δημιουργούν 
την ανάγκη αξιοποίησης των συναφών frameworks όπως το Apache Spark, με τις πήγες 
όμως εκμάθησης να μην είναι πολλές. 
1.2. Αντικείμενο μελέτης 
Σκοπός της παρούσας μελέτης είναι η πρακτική εφαρμογή των πιο σύγχρονων εργαλείων 
αποθήκευσης και ανάλυσης των Big Data με επίκεντρο το Hadoop. Η παρουσίαση της 
χρήσης των εργαλείων και του κατάλληλου κώδικα γίνεται με αναλυτικό και 
επεξηγηματικό τρόπο, ώστε να βοηθηθεί ο αναγνώστης ο οποίος επιθυμεί μέσα σε μικρό 
χρονικό διάστημα να διδαχθεί τις δυνατότητες και κάποια παραδείγματα των 
τεχνολογιών αυτών. Η μελέτη περιλαμβάνει μία συνοπτική επισκόπηση του θεωρητικού 
υποβάθρου των Big Data, των τεχνικών ανάλυσή τους, των βάσεων δεδομένων και των 
κατανεμημένων συστημάτων των Hadoop και Spark. Επίσης, γίνεται μία όσο το δυνατόν 
πιο απλοποιημένη περιγραφή του μαθηματικού μοντέλου στο οποίο βασίζεται ο 
αλγόριθμος των εναλλασσόμενων ελάχιστων τετραγώνων (alternating least squares - 
ALS) ο οποίος θα χρησιμοποιηθεί για την δημιουργία του Recommender System. 
Η μελέτη απευθύνεται στον αναγνώστη ο οποίος δεν διαθέτει δυνατό μαθηματικό 
υπόβαθρο και για αυτό τον λόγο δεν γίνεται αναλυτική περιγραφή των αλγορίθμων 
μηχανικής μάθησης, εκτός από τον αλγόριθμο που θα χρησιμοποιηθεί. Επίσης, δεν 
περιλαμβάνει την σε βάθος ανάλυση της αρχιτεκτονικής των συστημάτων που 
χρησιμοποιούνται καθώς η μελέτη καθενός από αυτά τα συστήματα μπορεί να 
αποτελέσει μία αυτόνομη διπλωματική εργασία. Ακόμα, η μελέτη δεν περιλαμβάνει 
εισαγωγικές έννοιες και εντολές όσον αφορά τις γλώσσες προγραμματισμού που 
χρησιμοποιούνται (SQL και Python). 
Τέλος, δεν γίνεται κάποια συγκριτική αξιολόγηση μεταξύ των εργαλείων που 
χρησιμοποιούνται. Στα αρχικά κεφάλαια δίνεται μία γενική κατεύθυνση για τα 
πλεονεκτήματα και τα μειονεκτήματα του κάθε εργαλείου και κάποιες τυπικές 
περιπτώσεις χρήσης, όπως επίσης και κάποια εμπειρικά συμπεράσματα που προκύπτουν. 
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Όλα τα παραδείγματα των λειτουργιών του Hadoop και των εργαλείων του 
εφαρμόζονται σε ένα ανοιχτό σύνολο δεδομένων το οποίο αποτελείται από εκατομμύρια  
αξιολογήσεις ταινιών. Για τον σκοπό αυτό χρησιμοποιείται ένα έτοιμο Hadoop cluster, 
δηλαδή ένα προ-ρυθμισμένο μαθησιακό περιβάλλον που περιλαμβάνει τα περισσότερα 
από τα εργαλεία του Apache Hadoop. Πιο συγκεκριμένα, οι επιμέρους στόχοι της 
διπλωματικής είναι: 
1) Η κατανόηση των εννοιών των Big Data και των τεχνικών ανάλυσής τους. 
2) Η μελέτη των δυνατοτήτων των κατανεμημένων συστημάτων Hadoop και Spark. 
3) Η παρουσίαση των βασικών διαφορών και των εννοιών των σύγχρονων βάσεων 
δεδομένων. 
4) Η περιγραφή των Recommender Systems. 
5) Η λειτουργία ενός Hadoop cluster. 
6) Η εφαρμογή διερευνητικής ανάλυσης δεδομένων (exploratory data analysis) με 
χρήση της γλώσσας προγραμματισμού Python. 
7) Η χρήση διαφορετικών εργαλείων ανάλυσης δεδομένων του περιβάλλοντος του 
Hadoop. 
8) Η εφαρμογή ενός αλγορίθμου μηχανικής μάθησης χρησιμοποιώντας την 
κατανεμημένη επεξεργαστική ισχύ ενός Hadoop cluster. 
1.3. Περιεχόμενα της μελέτης 
Στο κεφάλαιο 2 γίνεται η ανάλυση της μεθοδολογίας που ακολουθήθηκε για την 
υλοποίηση της εργασίας. Περιγράφονται επίσης τα λογισμικά και τα εργαλεία που 
χρησιμοποιήθηκαν. 
Στο κεφάλαιο 3 γίνεται η ανάλυση των Big Data για την κατανόηση των εννοιών των 
5V’s, της δομής τους, των διαφορετικών τύπων τους και από ποιες πηγές συλλέγονται. 
Επίσης, γίνεται μια συγκεντρωτική επισκόπηση των διαφορετικών τεχνικών ανάλυσή 
τους και δίνεται ιδιαίτερη βαρύτητα στην μηχανική μάθηση. 
Στο κεφάλαιο 4, αρχικά δίνεται ο ορισμός των κατανεμημένων συστημάτων ώστε να  
γίνει πιο κατανοητή η τεχνολογία στην οποία βασίζονται τόσο το Hadoop όσο και το 
Spark, τα οποία και αναλύονται στην συνέχεια. Πρώτα περιγράφονται οι δυνατότητες 
του Hadoop, έπειτα τα modules από τα οποία αποτελείται και τα πιο βασικά λογισμικά 
Αναλυτική Μεγάλων Δεδομένων με Χρήση Hadoop                                                             Ξωνίκης Γεώργιος 
 
Πανεπιστήμιο Μακεδονίας – Δ.Π.Μ.Σ. στα Πληροφοριακά Συστήματα Σελίδα 5 
 
που συνθέτουν το οικοσύστημά του. Επίσης, αναφέρονται τα οφέλη και οι περιορισμοί 
από τη χρήση του, καθώς και οι τυπικές περιπτώσεις χρήσης του. Ακολουθεί η ανάλυση 
των δυνατότητων του Spark. Περιγράφονται οι δύο κυριότερες βιβλιοθήκες του, η Spark 
SQL και η Spark MLLib. Τέλος, αναφέρονται κάποιες τυπικές περιπτώσεις χρήσης. 
Στο κεφάλαιο 5 μελετώνται οι βάσεις δεδομένων. Αναφέρονται οι βασικές διαφορές των 
σχεσιακών με τις μη σχεσιακές (NoSQL) βάσεις δεδομένων, αναλύεται το θεώρημα CAP 
και πότε προτείνεται η χρήση μίας NoSQL βάσης. 
Στο κεφάλαιο 6 περιγράφεται η έννοια και οι δύο βασικές κατηγορίες των Recommender 
Systems, καθώς και ο μαθηματικός αλγόριθμος που θα χρησιμοποιηθεί. 
Στο κεφάλαιο 7 ξεκινάει το πρακτικό μέρος της μελέτης. Αρχικά, γίνεται η περιγραφή 
του σετ δεδομένων που θα χρησιμοποιηθεί και οι βασικές έννοιες γύρω από την 
διερευνητική ανάλυση δεδομένων (exploratory data analysis), όπως για ποιο λόγο 
χρειάζεται και η στρατηγική που ακολουθείται γενικά για οποιοδήποτε σετ δεδομένων. 
Στην συνέχεια, με την βοήθεια της Python, γίνεται η πρακτική εφαρμογή της στο σετ 
δεδομένων που αποτελείται από αξιολογήσεις κινηματογραφικών ταινιών. 
Στο κεφάλαιο 8 γίνεται η ανάλυση των δεδομένων με χρήση του Apache Hive. Επίσης, 
γίνεται η διασύνδεση των πινάκων του Hive με το Tableau για την δημιουργία 
γραφημάτων.  
Στο κεφάλαιο 9 γίνεται η ανάλυση των δεδομένων με χρήση βάσεων δεδομένων. Για την 
περίπτωση των σχεσιακών βάσεων δεδομένων χρησιμοποιείται η MySQL, ενώ για την 
περίπτωση της NoSQL βάσης χρησιμοποιείται η HBase σε συνδυασμό με το Apache 
Phoenix. 
Στο κεφάλαιο 10 αναπτύσσουμε ένα Recommender System ταινιών. Το σύστημα θα 
λαμβάνει υπόψη τις προτιμήσεις του κάθε χρήστη και θα προβλέπει με τι βαθμό θα 
αξιολογούσε κάθε ταινία του σετ δεδομένων, ακόμα και αν δεν την έχει 
παρακολουθήσει. Οι ταινίες με τον υψηλότερο βαθμό πρόβλεψης θα είναι και οι ταινίες 
που προτείνονται στον χρήστη. 
Στο κεφάλαιο 11 αναπτύσσονται τα συμπεράσματα που προέκυψαν καθώς και προτάσεις 
για μελλοντική μελέτη. 
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2. Μεθοδολογία 
2.1. Εισαγωγή 
Η παρούσα διπλωματική εργασία αποτελεί έναν σύνολο πρακτικών εφαρμογών και 
χρήσης διαφορετικών λογισμικών και τεχνικών για την διαχείριση και αξιοποίηση 
μεγάλων συνόλων δεδομένων. Έγινε προσπάθεια ώστε τα λογισμικά και εργαλεία που 
χρησιμοποιήθηκαν να είναι όσο το πιο δυνατόν πιο σύγχρονα με τις πιο πρόσφατες 
εξελίξεις στον χώρο των Big Data, καθώς και λύσεις που χρησιμοποιούν οι μεγαλύτερες 
εταιρίες και οργανισμοί παγκοσμίως. Για το λόγο αυτό, επικεντρωθήκαμε στην 
διαδικτυακή αναζήτηση για την εύρεση πηγών  οι οποίες ανταποκρίνονται σε αυτή την 
απαίτηση. Μέσω των πηγών αυτών, ενημερωθήκαμε από εξειδικευμένους 
επαγγελματίες του χώρου τόσο για τις τελευταίες εξελίξεις όσο και για τον τρόπο 
αξιοποίησης των εργαλείων. Πολύ σημαντική συνεισφορά υπήρξε από διάφορες 
πλατφόρμες διαδικτυακής εκπαίδευσης όπως τo Udemy και το Kaggle, από τις οποίες 
αντλήθηκαν πολύτιμες γνώσεις για την χρήση των εργαλείων και για εύρεση σετ 
δεδομένων. Επίσης, πολύ σημαντική βοήθεια παρείχαν τα έγγραφα χρήσης 
(documentations) των κατάλληλων εργαλείων που χρησιμοποιήθηκαν (γλώσσες 
προγραμματισμού, βιβλιοθήκες, γλώσσες ανάκτησης, εγχειρίδιο χρήσης Hadoop, 
εφαρμογή μηχανικής μάθησης). Τέλος, σε πολλές περιπτώσεις που προέκυψαν 
δυσκολίες για την χρήση των εργαλείων ή για την γραφή του κατάλληλου κώδικα, η 
σελίδα stackoverflow.com παρείχε σημαντική βοήθεια. H προσέγγιση που 
ακολουθήθηκε είναι: 
1) Αναζήτηση πηγών για τις τελευταίες εξελίξεις στον χώρο των Big Data. 
2) Αναζήτηση του κατάλληλου σετ δεδομένων το οποίο καλύπτει το ερευνητικό 
ενδιαφέρον μας. 
3) Εκμάθηση του θεωρητικού υπόβαθρου των τεχνολογιών και των εργαλείων (πχ. 
μηχανική μάθηση). 
4) Εκμάθηση εργαλείων μέσω διαδικτυακών πλατφορμών εκπαίδευσης και 
εγχειριδίων χρήσης.   
5) Εφαρμογή των θεωρητικών και πρακτικών γνώσεων στο σετ δεδομένων. 
6) Αξιολόγηση των αποτελεσμάτων και πιθανές διορθώσεις στον κώδικα. 
7) Εξαγωγή συμπερασμάτων. 
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2.2. Hadoop cluster 
Η διαδικασία υλοποίησης ενός Hadoop cluster είναι μία πολύ απαιτητική διαδικασία. 
Για τον λόγο αυτό προτιμήθηκε η χρήση ενός έτοιμου προ-ρυθμισμένου Hadoop cluster 
της Hortonworks. Η Hortonworks είναι μια εταιρεία λογισμικού που εδρεύει στην Santa 
Clara της Καλιφόρνια, η οποία αναπτύσσει, υποστηρίζει και παρέχει τεχνογνωσία σε ένα 
σύνολο λογισμικών ανοικτού κώδικα που έχουν σχεδιαστεί για τη διαχείριση και 
επεξεργασία δεδομένων. Στα πλαίσια αυτά, παρέχει δωρεάν για εκμάθηση το Sandbox 
το οποίο είναι ένα εικονικό περιβάλλον ενός Hadoop cluster το οποίο περιλαμβάνει τα 
περισσότερα από τα εργαλεία του Apache Hadoop. Το Sandbox μπορεί να τρέξει στο 
cloud ή στον προσωπικό υπολογιστή χρησιμοποιώντας ένα virtual machine monitor 
(VMM) [Hortonworks, (n.d)].  
Το VMM που προτιμήθηκε είναι το virtual box της Oracle [Oracle Corp., (n.d)]. Η 
διαδικασία είναι σχετικά απλή. Στο αρχικό μενού του virtual box, επιλέγοντας την 
επιλογή “new” εμφανίζεται ο οδηγός εγκατάστασης του Sandbox (εικόνα 1). 
 
Εικόνα 1: Εγκατάσταση Hadoop cluster 
Το Sandbox απαιτεί αρκετό αποθηκευτικό χώρο, πάνω από 30Gb, καθώς και 
τουλάχιστον 8Gb RAM. Το Sandbox τρέχει σε Linux, πιο συγκεκριμένα στην έκδοση 
Ubuntu. Επίσης, για την «απομακρυσμένη» επικοινωνία με το cluster χρειάζεται ένα 
πρόγραμμα SSH client. Στην παρούσα μελέτη προτιμήθηκε το Putty [PuTTY, (n.d)].  
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2.3. Python 
Για την διερευνητική ανάλυση δεδομένων και για την εφαρμογή του αλγορίθμου 
μηχανικής μάθησης χρησιμοποιήθηκε η γλώσσα προγραμματισμού Python. Η Python 
είναι μια γλώσσα προγραμματισμού υψηλού επιπέδου για γενικό προγραμματισμό. 
Δημιουργήθηκε από τον Guido van Rossum και κυκλοφόρησε για πρώτη φορά το 1991. 
Η Python έχει μια φιλοσοφία σχεδίασης που δίνει έμφαση στην αναγνωσιμότητα του 
κώδικα, χρησιμοποιώντας υποχρεωτικά indentation [Python, (n.d)]. 
Όταν πρόκειται για εφαρμογές στον κλάδο του data science, η Python είναι ένα πολύ 
ισχυρό εργαλείο. Πολύ βασικό χαρακτηριστικό της το οποίο την κάνει πολύ δημοφιλή 
είναι ότι πρόκειται για γλώσσα ανοιχτού κώδικα. Διαθέτει εξαιρετικές βιβλιοθήκες για 
την επεξεργασία δεδομένων και είναι σχετικά εύκολη στην εκμάθησή της [Hooja S., 
(2017)]. 
Οι πιο δημοφιλείς βιβλιοθήκες της για ανάλυση δεδομένων είναι οι [Theuwissen M., 
(2015)]: 
 NumPy, για επιστημονικούς υπολογισμούς και κυρίως για τις πράξεις μεταξύ 
πινάκων 
 Pandas, για επεξεργασία δεδομένων με την δημιουργία πινάκων (Dataframes) 
 Μatplotlib, για δημιουργία γραφημάτων 
 Scikit-learn, για μηχανική μάθηση. 
Τέλος, για εργασίες ανάλυσης δεδομένων συνίσταται η χρήση ως IDE (Integrated 
Development Enviroment) του IPython Notebook (γνωστό και ως Jupyter Notebook). 
2.4. Online learning platforms 
Στο διαδίκτυο υπάρχουν διαθέσιμες πάρα πολλές πλατφόρμες για την εκμάθηση 
γλωσσών προγραμματισμού και πολλών ακόμα λογισμικών, όπως αυτό του Hadoop. Για 
την εκμάθηση του Hadoop και της Python, αντλήσαμε σημαντικές γνώσεις κυρίως από 
δύο τέτοιες πλατφόρμες οι οποίες είναι η Udemy και η Kaggle. 
Η Udemy.com είναι μια ηλεκτρονική πλατφόρμα εκμάθησης η οποία απευθύνεται 
κυρίως σε επαγγελματίες. Προσφέρει μαθήματα με την μορφή βίντεο (tutorials) και σε 
αντίθεση με τα ακαδημαϊκά προγράμματα MOOC (massive open online course) τα οποία 
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δημιουργούνται από τα προγράμματα σπουδών των κορυφαίων πανεπιστημίων, η 
Udemy προσφέρει μαθήματα από καταξιωμένους επαγγελματίες διαφόρων 
επιστημονικών κλάδων, κυρίων των μαθηματικών και της πληροφορικής [Udemy, 
(n.d.)]. 
Το Kaggle είναι η μεγαλύτερη κοινότητα data scientists στον κόσμο. Το Kaggle ξεκίνησε 
προσφέροντας διαγωνισμούς μηχανικής μάθησης και εξελίχθηκε σε μια πλατφόρμα 
παροχής ανοικτών δεδομένων, καθώς και εκπαίδευσης σε εφαρμογές μηχανικής 
μάθησης και τεχνητής νοημοσύνης [Kaggle, (n.d.)]. 
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3. Big Data 
3.1. Εισαγωγή 
Ο όρος Big Data χρησιμοποιείται κατά κόρον τα τελευταία χρόνια,  χωρίς να υπάρχει 
κάποιος σαφής ορισμός του. Ο ορισμός που έχει επικρατήσει είναι αυτός της Gartner 
από το 2001: Τα μεγάλα δεδομένα είναι δεδομένα που περιέχουν μεγάλη ποικιλία 
(Variety), πολύ αυξανόμενο όγκο (Volume) και μεγάλη ταχύτητα παραγωγής (Velocity). 
Αυτό είναι γνωστά ως τα 3V’s. Με απλά λόγια, τα μεγάλα δεδομένα είναι μεγαλύτερα, 
πιο σύνθετα σύνολα και από πολλές νέες πηγές δεδομένων. Αυτά τα σύνολα δεδομένων 
είναι τόσο ογκώδη που τα παραδοσιακά λογισμικά επεξεργασίας δεδομένων δεν 
μπορούν να τα διαχειριστούν [Oracle Corp., (n.d.)]. 
3.2. Τα 5 V’s 
Τα 3Vs καλύπτουν τα βασικά χαρακτηριστικά των μεγάλων δεδομένων. Τα τελευταία 
χρόνια όμως εμφανίζονται και άλλες δύο διαστάσεις: εγκυρότητα (Veracity) και αξία 
(Value). Πιο αναλυτικά τα 5V’s είναι: 
 Volume, ο όγκος αναφέρεται στις τεράστιες ποσότητες δεδομένων που οι 
οργανισμοί προσπαθούν να αξιοποιήσουν για να βελτιώσουν την λήψη 
αποφάσεων τους. Οι όγκοι δεδομένων συνεχίζουν να αυξάνονται με πρωτοφανή 
ρυθμό. Ωστόσο, τι αποτελεί πραγματικά "τεράστιο" όγκο ποικίλλει ανάλογα με 
τον κλάδο και την εταιρεία. Κάποιες εταιρίες ή οργανισμοί διαχειρίζονται 
petabytes δεδομένων, ενώ άλλες zetabytes. Είναι σίγουρο ότι οτιδήποτε 
θεωρείται "μεγάλος όγκος" σήμερα θα είναι ακόμη υψηλότερο αύριο [Schroeck 
M. et al, (2012)]. 
 Variety, αναφέρεται στους διαφορετικούς τύπους και πηγές δεδομένων. Η 
ποικιλία αφορά τη διαχείριση της πολυπλοκότητας των πολλών τύπων 
δεδομένων, συμπεριλαμβανομένων των δομημένων, ημιδομημένων και 
αδόμητων δεδομένων. Οι οργανισμοί πρέπει να ενσωματώσουν και να 
αναλύσουν δεδομένα από διαφορετικές πηγές δεδομένων, τόσο εντός όσο και 
εκτός του περιβάλλοντός τους. Με την έκρηξη των αισθητήρων και του IoT, τα 
δεδομένα παράγονται σε αμέτρητες μορφές, όπως: κείμενο, δεδομένα ιστού, 
tweets, δεδομένα από αισθητήρες, ήχο, βίντεο και πολλά άλλα [Schroeck M. et 
al, (2012)]. 
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 Velocity, αναφέρεται στην ταχύτητα με την οποία τα δεδομένα δημιουργούνται 
και διακινούνται, η οποία και συνεχώς αυξάνεται. Η ανάγκη για μεγαλύτερη 
ταχύτητα πηγάζει από την δημιουργία δεδομένων σε πραγματικό χρόνο και την 
ανάγκη ενσωμάτωσης της ροής δεδομένων (data streaming) σε επιχειρηματικές 
διαδικασίες και στη λήψη αποφάσεων. Η ταχύτητα προκαλεί επιπτώσεις στον 
«νεκρό χρόνο» (lag time) ο οποίος μεσολαβεί μεταξύ της λήψης των δεδομένων 
και της αξιοποίησης τους. Τα δεδομένα παράγονται συνεχώς με ρυθμούς που 
είναι αδύνατο για τα παραδοσιακά συστήματα να λαμβάνουν, να αποθηκεύουν 
και να αναλύουν σε πραγματικό χρόνο. Για διαδικασίες που είναι ευαίσθητες στις 
χρονικές καθυστερήσεις, τα δεδομένα πρέπει να αναλύονται σε πραγματικό 
χρόνο ώστε να έχουν αξία για την επιχείρηση [Schroeck M. et al, (2012)]. 
 Value, αναφέρεται στην αξία, δηλαδή στην ανάγκη μετατροπής των δεδομένων 
σε αξία για τους οργανισμούς και τις επιχειρήσεις. Η μετατροπή αυτή γίνεται 
μέσα από διαδικασίες επεξεργασίας και ανάλυσης. Τα δεδομένα αποτελούν 
πλέον την ειδοποιό διαφορά για την επιτυχία των επιχειρήσεων [Mandal B. Et al, 
(2015)]. Ένα από τα κορυφαία σκίτσα που περιγράφουν ακριβώς αυτή την έννοια 
είναι  το εξώφυλλο του “The Economist” τον Μάιο του 2017 (εικόνα 2). Στο 
εξώφυλλο αυτό, παρομοιάζονται οι μεγάλες εταιρείες δεδομένων όπως το 
Facebook, η Google, η Amazon και άλλες ότι «εξορύσσουν» δεδομένα, δηλαδή 
τα δεδομένα πλέον αποτελούν τους «υδρογονάνθρακες» της σύγχρονης 
οικονομίας (Data is the new oil).  
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Εικόνα 2: Big Data – “Data is the new Oil” (πηγή. The economist) 
 Veracity, αναφέρεται στην εγκυρότητα και αξιοπιστία των δεδομένων. Η 
προσπάθεια για υψηλή ποιότητα δεδομένων είναι μια σημαντική απαίτηση και 
πρόκληση, αλλά ακόμη και οι καλύτερες μέθοδοι «καθαρισμού» δεδομένων 
(data cleansing) δεν μπορούν να αφαιρέσουν την εγγενή μη προβλεψιμότητα 
ορισμένων δεδομένων [Schroeck M. et al, (2012)]. 
Τα μεγάλα δεδομένα είναι ένας συνδυασμός αυτών των χαρακτηριστικών και 
δημιουργούν ευκαιρίες και ανταγωνιστικό πλεονέκτημα στη σημερινή ψηφιοποιημένη 
αγορά.  
3.3. Δομή Big Data 
Είναι σημαντικό να εξετάσουμε ενδελεχώς και να αναφέρουμε όλες τις πηγές 
δεδομένων. Ο γενικός κανόνας είναι ότι όσο περισσότερα δεδομένα, τόσο το καλύτερο. 
Ωστόσο, τα δεδομένα μπορεί να είναι αναξιόπιστα εξαιτίας ύπαρξης ανακολουθιών 
(inconsistencies),  ελλείψεων (incompleteness), διπλοεγγραφών (duplication) και 
συγχωνευτικών προβλημάτων (merging). Σε όλα τα στάδια ανάλυσης, εφαρμόζονται 
διάφοροι μηχανισμοί φιλτραρίσματος ώστε τα δεδομένα να «καθαριστούν» και να 
μειωθούν σε ένα διαχειρίσιμο μέγεθος. Αξίζει να αναφερθεί το αξίωμα (Garbage in 
Garbage out - GIGO), το οποίο με απλά λόγια σημαίνει ότι αναξιόπιστα δεδομένα 
παράγουν αναξιόπιστα μοντέλα και προβλέψεις.  Είναι εξαιρετικά σημαντικό όλα τα 
δεδομένα να περάσουν από το στάδιο προεπεξεργασίας πριν προχωρήσουν σε περαιτέρω 
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ανάλυση. Ακόμη και το παραμικρό σφάλμα μπορεί να καταστήσει τα δεδομένα εντελώς 
άχρηστα για περαιτέρω ανάλυση [Baesens B., (2014)]. Για τον λόγο αυτό είναι πολύ 
σημαντικό να γνωρίζουμε την μορφή, τις πηγές και τους τύπους των δεδομένων μας. 
Τα δεδομένα κατηγοριοποιούνται σε δύο βασικές κατηγορίες: 
 Δομημένα (structured). Τα περισσότερα δομημένα δεδομένα προέρχονται από 
συναλλαγές (transactions). Αποτελούν την πρώτη σημαντική πηγή δεδομένων. 
Οι συναλλαγές αποτελούνται από δεδομένα σε δομημένη μορφή, τα οποία 
περιγράφουν λεπτομερώς τα βασικά χαρακτηριστικά μιας συναλλαγής ενός 
πελάτη (π.χ. αγορά, μεταφορά χρημάτων, πληρωμή με πιστωτική κάρτα). Αυτός 
ο τύπος δεδομένων αποθηκεύεται συνήθως σε σχεσιακές βάσεις δεδομένων 
επεξεργασίας συναλλαγών (OLTP). Οι συναλλαγές μπορούν επίσης να 
συνοψιστούν σε μεγαλύτερα χρονικά διαστήματα, και να υπολογιστούν 
στατιστικά μεγέθη, όπως μέσες τιμές, απόλυτες ή σχετικές τάσεις, μέγιστες ή 
ελάχιστες τιμές, και ούτω καθεξής [Baesens B., (2014)]. 
 Μη δομημένα (unstructured) δεδομένα. Είναι ενσωματωμένα σε έγγραφα 
κειμένου (π.χ. μηνύματα ηλεκτρονικού ταχυδρομείου, ιστοσελίδες, έγγραφα, 
κτλ.) ή περιεχόμενο πολυμέσων (βίντεο, εικόνα, ήχο). Τεράστια πηγή τέτοιων 
δεδομένων είναι και τα social media (Facebook, Twitter, κτλ.). Αυτές οι πηγές 
απαιτούν εκτεταμένη προεπεξεργασία πριν μπορέσουν να αναλυθούν επιτυχώς 
[Baesens B., (2014)]. 
3.4. Τύποι Big Data 
Είναι σημαντικό να εξεταστούν κατάλληλα οι διαφορετικοί τύποι δεδομένων κατά την 
έναρξη της ανάλυσης. Τα δεδομένα είναι [Baesens B., (2014)]: 
 Συνεχή. Τα συνεχή δεδομένα καθορίζονται σε ένα διάστημα που μπορεί να είναι 
περιορισμένο ή απεριόριστο. Για παράδειγμα, συνεχή δεδομένα είναι τα ποσά 
των τραπεζικών συναλλαγών. 
 Κατηγορικά. Τα κατηγορικά δεδομένα διακρίνονται σε: 
1. Ονομαστικά (nominal): Τα δεδομένα αυτά μπορούν να λάβουν ένα 
περιορισμένο σύνολο τιμών και η σειρά τους δεν παίζει κανένα ρόλο. Για 
παράδειγμα, η οικογενειακή κατάσταση και το επάγγελμα είναι τέτοιου 
είδους δεδομένα. 
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2. Σειριακά (ordinal): Τα δεδομένα αυτά μπορούν να λάβουν ένα 
περιορισμένο σύνολο τιμών, η σειρά των οποίων παίζει ρόλο. Για 
παράδειγμα, η αξιολόγηση πιστοληπτικής ικανότητας, η ηλικία 
κωδικοποιημένη ως νεαρή, μεσαία και ηλικιωμένη, κτλ. 
3. Δυαδικό (binary): Τα δεδομένα αυτά μπορούν να λάβουν μόνο δύο τιμές. 
Για παράδειγμα, το φύλο, το καθεστώς απασχόλησης, κτλ. 
Η κατάλληλη διάκριση μεταξύ αυτών των διαφορετικών τύπων δεδομένων έχει καίρια 
σημασία κατά την διαδικασία της εισαγωγή των δεδομένων σε ένα λογισμικό για 
ανάλυση δεδομένων. Για παράδειγμα, εάν η οικογενειακή κατάσταση εισαχθεί 
εσφαλμένα ως συνεχούς τύπου δεδομένων, τότε το λογισμικό θα  θεωρούσε ότι είναι 
δυνατό να υπολογίσει τη μέση τυπική απόκλιση και ούτω καθεξής, πράγμα που είναι 
προφανώς χωρίς νόημα. 
3.5. Πηγές Big Data 
Όπως αναφέρθηκε παραπάνω, οι οργανισμοί έχουν μακρά παράδοση να αποθηκεύουν 
δεδομένα από τις συναλλαγές τους. Εκτός από αυτά, υπάρχουν πάρα πολλές πηγές 
δεδομένων όπως: 
 Web δεδομένα. Τα δεδομένα αυτά περιγράφουν την καταναλωτική συμπεριφορά 
των πελατών, όπως προβολές σελίδας, αναζητήσεις, κριτικές, αγορές. Η 
αξιοποίησή τους μπορεί να βελτιώσει τις επιδόσεις σε τομείς όπως οι πωλήσεις, 
η αξιοπιστία αποπληρωμής από τον πελάτη, η στοχευμένη διαφήμιση, κτλ. 
[Xiaomeng S., (2013)]. 
 Δεδομένα από «έξυπνα δίκτυα» (smart grid) και αισθητήρες (IoT). Τα δεδομένα 
αυτά συλλέγονται από αγωγούς πετρελαίου, ανεμογεννήτριες, περιβαλλοντικούς 
σταθμούς και πολλές ακόμα πηγές σε εξαιρετικά υψηλή συχνότητα. Τα δεδομένα 
από αισθητήρες παρέχουν σημαντικές πληροφορίες σχετικά με την απόδοση των 
μηχανημάτων. Έτσι επιτρέπεται ταχύτερα και πιο εύκολα η διάγνωση των 
προβλημάτων και επιτυγχάνεται αποτελεσματικότερη συντήρηση. Επίσης, τα 
GPS και τα κινητά τηλέφωνα αποτελούν μία συνεχώς αναπτυσσόμενη πηγή 
δεδομένων για την τοποθεσία του χρήστη. Πολλές εταιρείες επιδιώκουν να 
αξιοποιήσουν τις πολύ σημαντικές αυτές πληροφορίες, δηλαδή ποια στιγμή οι 
πελάτες βρέθηκαν σε συγκεκριμένες τοποθεσίες [Xiaomeng S., (2013)]. 
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 Δεδομένα κοινωνικών δικτύων (Social Media). Η ανάλυση των κοινωνικών 
δικτύων (Facebook, LinkedIn, Instagram) ενός χρήστη μπορεί να δώσει 
πληροφορίες για τις καταναλωτικές του προτιμήσεις. Αυτό γίνεται λαμβάνοντας 
υπόψη όχι μόνο τα προσωπικά του ενδιαφέροντα, αλλά και τα ενδιαφέροντα του 
κύκλου φίλων ή συναδέλφων του. Τα δεδομένα που καταγράφουν αυτές οι πηγές 
είναι εικόνες, βίντεο, ηχητικά μηνύματα και podcasts και παρέχουν ποσοτικές 
και ποιοτικές πληροφορίες για τους χρήστες [Joshi N., (2017)]. 
 Ανοιχτά δεδομένα. Είναι δεδομένα που προέρχονται κυρίως από διεθνείς 
οργανισμούς (Παγκόσμια Τράπεζα, Παγκόσμιος Οργανισμός Υγείας, ΟΗΕ), 
διεθνείς θεσμούς (Ευρωπαϊκή Ένωση, Eurostat), πανεπιστήμια (UC Irvine, 
Stanford, MIT), υπουργεία κρατών και στατιστικές υπηρεσίες, επιστημονικούς 
οργανισμούς (United States Geological Survey), ιδιωτικές πλατφόρμες (Kaggle), 
από δήμους και κοινότητες (e-government) και πολλές ακόμα πηγές. 
3.6. Τεχνικές ανάλυσης Big Data 
Η τεράστια ανάπτυξη στον όγκο των δεδομένων έχει δημιουργήσει πολύ μεγάλες 
ανάγκες, όχι μόνο για την αποθήκευσή τους, αλλά και για την επεξεργασία τους. Στόχος 
της ανάλυσης των δεδομένων είναι η μετατροπή τους σε πολύτιμες πληροφορίες ή 
αλλιώς γνώση για τις επιχειρήσεις και τους οργανισμούς. Η ανάγκη αυτή οδήγησε στην 
δημιουργίας μία τεράστιας ποικιλίας από τεχνικές και εργαλεία ανάλυσης δεδομένων. 
Τα περισσότερα από αυτά έχουν τις βάσεις τους σε επιστήμες όπως τα μαθηματικά, η 
στατιστική, η οικονομία και η πληροφορική [Πολυμένη Ι., (2017)]. 
Η εικόνα 3 είναι η σχηματική αναπαράσταση των σημαντικότερων και δημοφιλέστερων 
τεχνικών. Επιγραμματικά αυτές είναι [Πολυμένη Ι., (2017)]: 
 Βελτιστοποίηση (optimization) 
 Στατιστική 
 Εξόρυξη δεδομένων (data mining) 
 Τεχνικές οπτικοποίησης 
 Ανάλυση δικτύων (network analysis) 
 Σημασιολογική ανάλυση (semantic analysis) 
 Πληθοπορισμός (crowdsourcing) 
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 Μηχανική μάθηση (machine learning) 
 
Εικόνα 3: Τεχνικές ανάλυσης Big Data [Πολυμένη Ι., (2017)] 
 
3.6.1. Machine Learning 
Η μηχανική μάθηση είναι το πεδίο της τεχνητής νοημοσύνης το οποίο χρησιμοποιεί 
τεχνικές στατιστικής ώστε να δώσε σε έναν υπολογιστή την ικανότητα να μάθει από τα 
δεδομένα, χωρίς να την χρήση προγραμματισμού. Το 1959, ο Άρθουρ Σάμουελ ορίζει τη 
μηχανική μάθηση ως «Πεδίο μελέτης που δίνει στους υπολογιστές την ικανότητα να 
μαθαίνουν, χωρίς να έχουν ρητά προγραμματιστεί» [Simon P., (2013)]. Η μηχανική 
μάθηση βρίσκεται στη διασταύρωση της επιστήμης των υπολογιστών, του 
προγραμματισμού και της στατιστικής (εικόνα 4) και διερευνά τη μελέτη και την 
κατασκευή αλγορίθμων που μπορούν να μαθαίνουν από τα δεδομένα και να κάνουν 
προβλέψεις σχετικά με αυτά. 
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Εικόνα 4: Machine Learning – Διάγραμμα Venn [Dangeti P., (2017)] 
Η μηχανική μάθηση ταξινομείται κυρίως σε τρεις κατηγορίες, αλλά παρόλα αυτά, 
αναλόγως της περίπτωσης, οι κατηγορίες αυτές μπορούν να συνδυαστούν για να 
επιτύχουν τα επιθυμητά αποτελέσματα [Dangeti P., (2017)]: 
 Supervised learning (επιτηρούμενη μάθηση) 
Είναι η τεχνική στην οποία το υπολογιστικό πρόγραμμα εκπαιδεύεται  ώστε να 
μάθει τη σχέση μεταξύ διαφόρων μεταβλητών και μιας μεταβλητής στόχου. Το 
υπολογιστικό πρόγραμμα δέχεται τις παραδειγματικές εισόδους καθώς και τα 
επιθυμητά αποτελέσματα και ο στόχος είναι να μάθει έναν γενικό κανόνα 
προκειμένου να αντιστοιχίσει τις εισόδους με τα αποτελέσματα [Wikipedia, 
(n.d.)]. Οι κύριοι αλγόριθμοι της είναι: 
 Regression (παλινδρόμηση) 
 Classification (ταξινόμηση) 
 Unsupervised learning (μη επιτηρούμενη μάθηση) 
Είναι η τεχνική στην οποία ο αλγόριθμος μαθαίνει από μόνος τους χωρίς καμία 
εποπτεία και χωρίς να υπάρχει κάποια μεταβλητή στόχος. Ο στόχος είναι ο 
αλγόριθμος να μπορέσει να ανακαλύψει κάποιο κρυφό μοτίβο σχέσεων στα 
δεδομένα [Dangeti P., (2017)]. Οι κύριοι αλγόριθμοι της είναι: 
 Dimensionality reduction (μείωση διαστάσεων) 
 Clustering (ομαδοποίηση) 
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 Reinforcement learning (ενισχυτική μάθηση) 
Είναι η τεχνική η οποία επιτρέπει στο υπολογιστικό πρόγραμμα να μάθει τη 
συμπεριφορά του με βάση την ανατροφοδότηση (feedback) από το περιβάλλον. 
Στην ενισχυτική μάθηση, ο πράκτορας παίρνει μια σειρά αποφάσεων χωρίς 
επίβλεψη και του δίνεται μια ανταμοιβή +1 ή -1. Με βάση την τελική ανταμοιβή, 
ο πράκτορας επανεκτιμά τις διαδρομές του. Τα προβλήματα ενισχυτικής 
μάθησης είναι πιο κοντά στη μεθοδολογία της τεχνητής νοημοσύνης παρά στους 
συχνά χρησιμοποιούμενους αλγόριθμους μηχανικής μάθησης. 
Σε ορισμένες περιπτώσεις, εκτελούμε αρχικά μη επιτηρούμενη μάθηση για να 
μειώσουμε τις διαστάσεις και ύστερα ακολουθείται επιτηρούμενη μάθηση όταν ο 
αριθμός των μεταβλητών είναι πολύ υψηλός. Ομοίως, σε ορισμένες εφαρμογές τεχνητής 
νοημοσύνης, η επιτηρούμενη μάθηση σε συνδυασμό με την ενισχυτική  μάθηση 
χρησιμοποιούνται για την επίλυση ενός προβλήματος, όπως για παράδειγμα, το 
πρόβλημα της αυτόματης οδήγησης (self-driving) αυτοκινήτων [Dangeti P., (2017)]. 
Βήματα ανάπτυξης μοντέλου 
Η ανάπτυξη μοντέλων μηχανικής μάθησης περιλαμβάνει μια σειρά από βήματα 
προκειμένου να αναπτυχθούν, να επικυρωθούν (validate) και να εφαρμοστούν. Τα 
βήματα είναι τα εξής [Dangeti P., (2017)]: 
 Συλλογή δεδομένων: Τα δεδομένα για τη μηχανική μάθηση συλλέγονται 
απευθείας από πηγές δομημένων δεδομένων, από δεδομένα internet (web 
scraping), από API, κ.λπ., καθώς η μηχανική μάθηση μπορεί να λειτουργήσει 
τόσο με δομημένα όσο και σε μη δομημένα δεδομένα (φωνή, εικόνα και κείμενο). 
 Προετοιμασία δεδομένων και επιμέλεια ακραίων τιμών (outliers): Τα δεδομένα 
πρέπει να μορφοποιηθούν σύμφωνα με τις απαιτήσεις του επιλεγμένου 
αλγορίθμου. Επίσης, οι ακραίες τιμές και τα ελλιπή δεδομένα (missing values) 
πρέπει να αντικατασταθούν με τον μέσο όρο ή την διάμεσο κτλ. 
 Ανάλυση δεδομένων και μηχανική χαρακτηριστικών (feature engineering): Τα 
δεδομένα πρέπει να αναλύονται προκειμένου να εντοπιστούν τυχόν κρυμμένα 
μοτίβα και σχέσεις μεταξύ των μεταβλητών. Το σωστό feature engineering σε 
συνδυασμό με κατάλληλες γνώσεις του υπό μελέτη κλάδου (domain knowledge) 
θα λύσει το 70% των προβλημάτων. Επίσης, στην πράξη, το 70% του χρόνου των 
αναλυτών δαπανάται για καθήκοντα feature engineering. 
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 Εκπαίδευση αλγορίθμου στα δεδομένα εκπαίδευσης. Μετά το feature 
engineering, τα δεδομένα θα χωριστούν σε δύο μέρη (εκπαίδευσης και 
επαλήθευσης).  
 Δοκιμή του αλγορίθμου στα δεδομένα επαλήθευσης. Εάν η ακρίβεια των 
προβλέψεων είναι αρκετά καλή, μπορούμε να προχωρήσουμε στο επόμενο και 
τελικό βήμα. 
 Ανάπτυξη του αλγορίθμου: Οι εκπαιδευμένοι αλγόριθμοι μηχανικής μάθησης 
αναπτύσσονται σε πραγματικά δεδομένα. Ένα παράδειγμα θα μπορούσε να είναι 
τα συστήματα προτάσεων (recommender systems) που εφαρμόζονται από 
ιστότοπους ηλεκτρονικού εμπορίου. 
Επιγραμματικά οι αλγόριθμοι μηχανικής μάθησης είναι:  
 Supervised learning 
 Classification problems (ταξινόμηση) 
 Logistic regression (αλγοριθμική παλινδρόμηση) 
 Lasso and ridge regression 
 Decision trees (δέντρα αποφάσεων) 
 Bagging 
 Random forest (τυχαία δέντρα αποφάσεων) 
 Boosting (adaboost, gradient boost, and xgboost) 
 SVM (Support Vector Machines) 
 Recommendation engine (μηχανή προτάσεων) 
 Linear regression (γραμμική παλινδρόμηση) 
 Unsupervised learning  
 Principal component analysis (PCA) 
 K-means clustering (συσταδοποίηση) 
 Reinforcement learning: 
 Markov decision process (αλυσίδα Μαρκόφ) 
 Monte Carlo methods (Μέθοδοι Μόντε Κάρλο) 
 Temporal difference learning 
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4. Hadoop και Spark 
4.1. Εισαγωγή 
Ένα κατανεμημένο υπολογιστικό σύστημα αποτελείται από πολλαπλά λογισμικά και 
υπολογιστικούς πόρους σε πολλούς υπολογιστές που λειτουργούν ως ένα ενιαίο 
σύστημα. Οι υπολογιστές που αποτελούν ένα κατανεμημένο σύστημα μπορούν να είναι 
φυσικά συνδεδεμένοι σε ένα τοπικό δίκτυο ή να είναι γεωγραφικά απομακρυσμένοι και 
συνδεδεμένοι σε ένα δίκτυο ευρείας περιοχής. Ο στόχος του κατανεμημένου 
υπολογιστικού συστήματος είναι να καταστήσουν ένα τέτοιο δίκτυο να λειτουργεί ως 
ένας μόνο υπολογιστής [ΙΒΜ, (n.d.)]. 
Τα κατανεμημένα συστήματα προσφέρουν πολλά πλεονεκτήματα σε σχέση με τα 
κεντρικά συστήματα (centralized), συμπεριλαμβανομένων των εξής [ΙΒΜ, (n.d.)]: 
 Scalability (επεκτασιμότητα) 
Το σύστημα μπορεί εύκολα να επεκταθεί με την προσθήκη περισσότερων μηχανών 
ανάλογα με τις ανάγκες. 
 Redundancy (πλεονασμός) 
Κάθε υπολογιστής του δικτύου παρέχει τις ίδιες λειτουργίες. Οπότε, αν υπάρξει κάποιο 
πρόβλημα με κάποιο μεμονωμένο μηχάνημα, η δουλειά γίνεται από κάποιον άλλον.  
Επιπλέον, τα υπολογιστικά συστήματα του δικτύου δεν είναι απαγορευτικά δαπανηρά 
(commodity hardware). 
Τα κατανεμημένα συστήματα υπολογιστών μπορούν να λειτουργούν σε υλικό που 
παρέχεται από πολλούς προμηθευτές και μπορούν να χρησιμοποιούν ποικίλα λογισμικά. 
Ακόμα, τα συστήματα αυτά είναι ανεξάρτητα από το λειτουργικό σύστημα. Μπορούν να 
λειτουργούν σε διάφορα λειτουργικά συστήματα και μπορούν να χρησιμοποιούν 
διάφορα πρωτόκολλα επικοινωνίας. Κάποιο σύστημα μπορεί να χρησιμοποιεί 
λειτουργικό UNIX ή Linux, ενώ άλλο μπορεί να χρησιμοποιεί Windows. Για την 
επικοινωνία μεταξύ των κόμβων του δικτύου, χρησιμοποιούνται διάφορα πρωτόκολλα 
όπως SNA, TCP / IP σε Ethernet ή Token Ring [ΙΒΜ, (n.d.)]. 
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4.2. Hadoop 
Η ανάπτυξη του Hadoop ξεκίνησε το 2005. Το Hadoop είναι ένα πλαίσιο ανοιχτού 
κώδικα (open source framework) για αξιόπιστη και επεκτάσιμη κατανεμημένη 
υπολογιστική (distributed computing). Το Hadoop δίνει την δυνατότητα ώστε μεγάλα 
σύνολα δεδομένων να μπορούν να αποθηκευτούν και επεξεργαστούν αποδοτικά και 
οικονομικά χρησιμοποιώντας commodity hardware. 
Η αποδοτικότητα προέρχεται από την εκτέλεση διεργασιών παράλληλα. Τα δεδομένα 
δεν χρειάζεται να μετακινούνται μέσω του δικτύου σε έναν κεντρικό κόμβο 
επεξεργασίας. Αντ 'αυτού, οι διεργασίες επιλύονται με το να διαχωριστούν σε μικρότερες 
οι οποίες επιλύονται αυτόνομα και στη συνέχεια να συνδυάζουν τα αποτελέσματα τους 
ώστε να δώσουν ένα τελικό αποτέλεσμα ή απάντηση. Η αποδοτικότητα του κόστους 
προέρχεται από τη χρήση υλικού. Τα μεγάλα σύνολα δεδομένων απλά διασπώνται και 
αποθηκεύονται σε σκληρούς δίσκους μέτριας αποθηκευτικής ικανότητας. Οι αποτυχίες 
αντιμετωπίζονται μέσω του λογισμικού, αντί για διακομιστές υψηλού κόστους με 
χαρακτηριστικά υψηλής διαθεσιμότητας [Gilbert Ε., (2016)]. 
4.2.1. Εργαλεία Hadoop  
Ο Παγκόσμιος Ιστός δημιουργεί πολλά δεδομένα. Η ανάγκη για αποδοτικότερες 
αναζητήσεις οδήγησε την Google στην δημιουργία και διατήρηση ευρετηρίου 
(indexing). Η συνεχόμενη όμως διατήρηση και ενημέρωσή του είναι εξαιρετικά δύσκολη 
και απαιτεί τεράστιους υπολογιστικούς και αποθηκευτικούς πόρους. Για να καταστεί 
αυτό δυνατό, η Google δημιούργησε το λογισμικό επεξεργασίας MapReduce. Ο 
προγραμματισμός MapReduce χρησιμοποιεί δύο λειτουργίες, μια εργασία  που 
μετατρέπει ένα σύνολο δεδομένων σε ζεύγη κλειδιών / τιμών (map) και μια εργασία 
μείωσης (reduce) που συνδυάζει τα αποτελέσματα εξόδου της εργασίας map σε ένα μόνο 
αποτέλεσμα. Αυτή η προσέγγιση στην επίλυση προβλημάτων υιοθετήθηκε από 
προγραμματιστές που εργάζονταν στο “Nutch” πρόγραμμα ανίχνευσης ιστού (web-
crawler) του Apache και με βάση αυτή την τεχνολογία ξεκίνησε η ανάπτυξη Hadoop 
[Gilbert Ε., (2016)]. 
Το Hadoop αποτελείται από τέσσερα modules [Gilbert Ε., (2016)]: 
1. MapReduce: Ένα πρόγραμμα MapReduce αποτελείται από την μέθοδο map, η 
οποία εκτελεί φιλτράρισμα και ταξινόμηση των δεδομένων και την μέθοδο 
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reduce, η οποία εκτελεί μια συνοπτική λειτουργία υπολογίζοντας το συνολικό 
αποτέλεσμα της διεργασίας. Το MapReduce είναι ένα μοντέλο προγραμματισμού 
για την επεξεργασία και παραγωγή μεγάλων συνόλων δεδομένων πάνω σε ένα 
δίκτυο υπολογιστών (cluster) που αρχικά προτάθηκε από την Google το 2004. 
2. Hadoop Distributed File System (HDFS): Αυτό το module υποστηρίζει την 
κατανεμημένη αποθήκευση μεγάλων αρχείων δεδομένων. Το HDFS χωρίζει τα 
δεδομένα και τα διανέμει στους κόμβους της συστάδας υπολογιστών (cluster). 
Δημιουργεί πολλαπλά αντίγραφα των δεδομένων για σκοπούς πλεονασμού και 
αξιοπιστίας. Εάν ένας κόμβος αποτύχει, το HDFS θα έχει αυτόματα πρόσβαση 
στα δεδομένα από ένα από τα αντίγραφα που υπάρχουν σε κάποιον άλλο κόμβο. 
Τα δεδομένα που διαχειρίζεται το HDFS μπορούν να είναι δομημένα ή μη 
δομημένα και μπορεί να υποστηρίξει σχεδόν οποιαδήποτε μορφή. Το Hadoop δεν 
απαιτεί τη χρήση του HDFS και μπορούν να χρησιμοποιηθούν και άλλα 
συστήματα αποθήκευσης όπως το S3 της Amazon Cloud. 
3. Yet Another Resource Negotiator (YARN) ή αλλιώς σε ελεύθερη μετάφραση 
“ακόμα ένας διαπραγματευτής πόρων”: Το YARN εισήχθη στο Hadoop 2.0 και 
παρέχει υπηρεσίες προγραμματισμού των διεργασιών και διαχείρισης των 
υπολογιστικών πόρων του cluster του Hadoop. Μέσα από τα χαρακτηριστικά του 
YARN, το Hadoop μπορεί να τρέξει και άλλα frameworks πέρα από το 
MapReduce. Αυτό έχει επεκτείνει τη λειτουργικότητα του Hadoop έτσι ώστε να 
μπορεί να υποστηρίζει σε πραγματικό χρόνο, διαδραστικούς υπολογισμούς σε 
ροή (streaming) δεδομένων εκτός από την επεξεργασία εργασιών batch. 
4. Hadoop Common: Η βιβλιοθήκη και τα εργαλεία που υποστηρίζουν τα 3 
παραπάνω modules. 
Όταν τα δεδομένα διαχειρίζονται από το HDFS, υπάρχει ένα master NameNode που 
περιέχει το ευρετήριο αρχείων. Τα δεδομένα αποθηκεύονται σε slave DataNodes. To 
Hadoop μπορεί να τρέξει σε ένα μόνο μηχάνημα, το οποίο είναι χρήσιμο για 
πειραματισμό με αυτό, αλλά η δύναμη του είναι να τρέχει σε ένα cluster υπολογιστών. 
Τα clusters μπορούν να κυμαίνονται από μερικούς μόνο σε χιλιάδες κόμβους [Gilbert Ε., 
(2016)]. 
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4.2.2. Το οικοσύστημα του Hadoop  
Το Hadoop χρησιμοποιείται συνήθως σε συνδυασμό με αρκετά άλλα εργαλεία της 
Apache τα οποία αποτελούν ένα πλήρες περιβάλλον Big Data Analytics. Τα εργαλεία 
αυτά περιλαμβάνουν [Gilbert Ε., (2016)]: 
 Pig: Το pig είναι μια scripting γλώσσα για την διαχείριση δεδομένων με 
λειτουργίες ETL (extract, transform, load). Τα scripts που γράφονται σε "Pig 
Latin" μετατρέπονται σε εργασίες MapReduce. 
 Hive: Το Hive παρέχει μια γλώσσα ερωτημάτων, παρόμοια με την SQL, η οποία 
μπορεί να συνδεθεί σε μια αποθήκη δεδομένων (data warehouse) που βρίσκεται 
αποθηκευμένη στο Hadoop. 
 Oozie: Το Oozie είναι ένας χρονοπρογραμματιστής (scheduler) εργασιών που 
χρησιμοποιείται για τη διαχείριση των εργασιών του Hadoop. 
 Sqoop: Το Sqoop παρέχει εργαλεία για τη μεταφορά δεδομένων μεταξύ Hadoop 
και σχεσιακών βάσεων δεδομένων. 
Επίσης, υπάρχουν αρκετοί προμηθευτές που παρέχουν έτοιμες πλατφόρμες με 
προεγκατεστημένα όλα τα λογισμικά του Hadoop. Ορισμένοι τέτοιοι προμηθευτές είναι 
[Gilbert Ε., (2016)]: 
 Υπηρεσίες Web της Amazon: Η AWS μπορεί να παρέχει γρήγορα ένα cluster 
Hadoop, να προσθέτει πόρους σε αυτό και παρέχει υποστήριξη 
 Η πλατφόρμα Google Cloud: Παρόμοια με το AWS, η Google παρέχει γρήγορα 
ένα cluster Hadoop και συναφείς πόρους. 
 Cloudera: Ένας από τους συνδημιουργούς του Hadoop. Η Cloudera προσφέρει 
ένα πλήρως υποστηριζόμενο περιβάλλον για επιχειρήσεις που θέλουν να 
εκμεταλλευτούν τις δυνατότητες του Hadoop, συμπεριλαμβανομένων και των 
επαγγελματικών υπηρεσιών. 
 HortonWorks: Η HortonWorks προσφέρει μία έτοιμη πλατφόρμα δεδομένων, 
βασισμένη στο Hadoop, για την υποστήριξη επιχειρηματικών data lakes και 
αναλύσεων δεδομένων, συν to Hortonworks DataFlow για συλλογή και ανάλυση 
δεδομένων σε πραγματικό χρόνο. 
 
 
 
Αναλυτική Μεγάλων Δεδομένων με Χρήση Hadoop                                                             Ξωνίκης Γεώργιος 
 
Πανεπιστήμιο Μακεδονίας – Δ.Π.Μ.Σ. στα Πληροφοριακά Συστήματα Σελίδα 24 
 
4.2.3. Οφέλη και περιορισμοί με τη χρήση του Hadoop 
Το Hadoop προσφέρει πολλά πλεονεκτήματα για την επίλυση εφαρμογών Big Data 
[Gilbert Ε., (2016)]: 
 Είναι οικονομικά αποδοτικό: Χρησιμοποιεί commodity hardware 
 Επιλύει τα προβλήματα αποδοτικά: Η αποδοτικότητα οφείλεται στη χρήση των 
πολλαπλών κόμβων για την παράλληλη επεξεργασία των τμημάτων του 
προβλήματος και στην εκτέλεση υπολογισμών στους κόμβους αποθήκευσης, 
εξαλείφοντας τις καθυστερήσεις λόγω της μεταφοράς δεδομένων από τον κόμβο 
αποθήκευσης στον κόμβο υπολογισμού. Επειδή τα δεδομένα δεν μετακινούνται 
μεταξύ των κόμβων, δεν υπερφορτώνει το δίκτυο. 
 Είναι επεκτάσιμο: Οι διακομιστές μπορούν να προστεθούν δυναμικά, και κάθε 
μηχανή που προστίθεται παρέχει μια αύξηση τόσο στην αποθηκευτική όσο και 
στην υπολογιστική ικανότητα. 
 Είναι ευέλικτο: Παρόλο που συνήθως χρησιμοποιείται το MapReduce, είναι 
δυνατόν να χρησιμοποιηθεί και άλλο framework, όπως το Spark. Τέλος, μπορεί 
να διαχειρίζεται οποιοδήποτε τύπο δεδομένων, δομημένο ή αδόμητο. 
Αυτά τα πλεονεκτήματα και η ευελιξία δεν σημαίνει ότι το Hadoop είναι κατάλληλο για 
κάθε πρόβλημα. Τα προβλήματα με μικρότερα σύνολα δεδομένων είναι πιθανότερο να 
λυθούν πιο εύκολα με παραδοσιακές μεθόδους. Το HDFS προορίζεται να υποστηρίζει 
λειτουργίες  “write-once read-many” και δεν προτείνεται για εφαρμογές που χρειάζονται 
συνεχή ενημέρωση δεδομένων [Gilbert Ε., (2016)]. 
Το Hadoop ενδέχεται επίσης να μην είναι η κατάλληλη επιλογή για την αποθήκευση 
δεδομένων που είναι ιδιαίτερα ευαίσθητα. Παρόλο που διαθέτει δικλείδες ασφαλείας, η 
προεπιλεγμένη ρύθμιση παραμέτρων τις απενεργοποιεί. Οι διαχειριστές πρέπει να 
κάνουν τις κατάλληλες επιλογές για να εξασφαλίσουν ότι τα δεδομένα 
κρυπτογραφούνται και προστατεύονται όπως απαιτείται [Gilbert Ε., (2016)]. 
4.2.4. Τυπικές περιπτώσεις χρήσης  
Το Hadoop χρησιμοποιείται ευρέως από οργανισμούς σε πολλούς διαφορετικούς 
επιχειρηματικούς τομείς. Το Cloudera παραθέτει 10 κοινά προβλήματα που αρμόζουν 
στην ανάλυση Hadoop [Gilbert Ε., (2016)]: 
1. Risk modeling (μοντελοποίηση κινδύνου) 
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2. Customer churn analysis (ανάλυση φερεγγυότητας πελάτη) 
3. Recommendation engine (μηχανή συστάσεων) 
4. Ad targeting (στόχευση διαφημίσεων) 
5. Transaction analysis (ανάλυση συναλλαγών) 
6. Analyzing network data to predict failure (ανάλυση δεδομένων δικτύου για την 
πρόβλεψη αποτυχίας) 
7. Threat analysis (ανάλυση απειλών) 
Οι κλάδοι που τα τελευταία χρόνια εφάρμοσαν το Hadoop στα προβλήματα μεγάλων 
δεδομένων τους είναι το λιανικό εμπόριο, ο τραπεζικός, η υγειονομική περίθαλψη και 
πολλοί άλλοι. Ο ιστότοπος Hadoop απαριθμεί πολλές γνωστές εταιρείες με clusters που 
περιέχουν έως 4500 κόμβους, συμπεριλαμβανομένων των Amazon, EBay, Facebook, 
Hulu, LinkedIn, Twitter και Yahoo [Gilbert Ε., (2016)]. 
4.3. Apache Spark 
Το Apache Spark είναι ένα πλαίσιο λογισμικών (framework) για υποστήριξη 
υπολογισμών σε clusters υπολογιστικών συστημάτων. Το Spark είναι ένα έργο ανοιχτού 
κώδικα και αναπτύσσεται από μια πολύ εξειδικευμένη κοινότητα προγραμματιστών. Η 
ανάπτυξή του ξεκίνησε το 2009 ως ερευνητικό έργο στο εργαστήριο RAD Lab του 
πανεπιστήμιου UC Berkeley, το οποίο αργότερα μετονομάστηκε σε AMPLab. Οι 
ερευνητές στο εργαστήριο είχαν εργαστεί στο παρελθόν για το Hadoop MapReduce και 
παρατήρησαν ότι το MapReduce ήταν αναποτελεσματικό για διεργασίες που απαιτούσαν 
πολλές επαναλήψεις (iterations). Έτσι από την αρχή, το Spark σχεδιάστηκε για να είναι 
γρήγορο για ερωτήματα επαναληπτικών αλγορίθμων και η βασική ιδέα πίσω από την 
μεγαλύτερη ταχύτητα είναι η αποθήκευση των δεδομένων στην μνήμη RAM κι όχι στον 
σκληρό δίσκο. Το Spark έχει σχεδιαστεί για να είναι ιδιαίτερα προσβάσιμο, 
προσφέροντας απλά API σε Python, Java, Scala και SQL και πλούσιες ενσωματωμένες 
βιβλιοθήκες. Επίσης, συνδυάζεται εξαιρετικά με άλλα εργαλεία Big Data. Ειδικότερα, 
το Spark μπορεί να τρέξει σε clusters Hadoop και να έχει πρόσβαση σε οποιαδήποτε 
πηγή δεδομένων Hadoop, συμπεριλαμβανομένης της NoSQL βάσης Cassandra. Εκτός 
από το UC Berkeley, κύριοι συντελεστές του Spark είναι το Databricks, η Yahoo και η 
Intel [Karau H. et al, (2015)]. 
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4.3.1. Spark SQL 
Το Spark SQL είναι το module του Spark για την εργασία με δομημένα δεδομένα. 
Επιτρέπει την ανάκτηση δεδομένων μέσω SQL και υποστηρίζει πολλές πηγές 
δεδομένων, όπως πίνακες Hive, αρχεία Parquet και JSON. Παρέχει δομή δεδομένων που 
ονομάζεται DataFrames και επιτρέπει στα ερωτήματα του Hive να τρέχουν μέχρι και 100 
φορές ταχύτερα. Παρέχει επίσης ισχυρή ενσωμάτωση με το υπόλοιπο οικοσύστημα 
Spark (π.χ. ενοποίηση της επεξεργασίας ερωτημάτων SQL με μηχανική μάθηση) [Karau 
H. et al, (2015)]. 
4.3.2. Spark ML Library 
Το Spark παρέχει και μια βιβλιοθήκη για μηχανική μάθηση που ονομάζεται MLlib. Η 
MLlib παρέχει πολλούς τύπους αλγορίθμων μηχανικής μάθησης, συμπεριλαμβανομένων 
classification, regression, clustering, και collaborative filtering, καθώς και την 
υποστήριξη για αξιολόγηση του μοντέλου και εισαγωγή δεδομένων. Όλοι αυτοί οι 
αλγόριθμοι έχουν σχεδιαστεί για να κλιμακώνονται (scale) στο cluster [Karau H. et al, 
(2015)]. 
4.3.3. Χρήσεις Spark 
Επειδή το Spark είναι ένα framework γενικού σκοπού για κατανεμημένα υπολογιστικά 
συστήματα, χρησιμοποιείται για ένα ποικίλο φάσμα εφαρμογών. Οι κυριότερες είναι 
[Amster A., (2016)]: 
 Streaming data (δεδομένα ροής): Η βασική περίπτωση χρήσης του Apache Spark 
είναι η ικανότητά του να επεξεργάζεται δεδομένα ροής. Η ανάγκη για 
καθημερινή επεξεργασία δεδομένων σε καθημερινή βάση έχει καταστεί 
σημαντική απαίτηση για τις επιχειρήσεις ώστε να είναι σε θέση να αναλύσουν τα 
δεδομένα αυτά σε πραγματικό χρόνο. 
 Machine Learning: Μια άλλη από τις πολλές περιπτώσεις χρήσης του Apache 
Spark είναι οι δυνατότητες μηχανικής μάθησης που παρέχει. Το Spark διαθέτει 
ένα ολοκληρωμένο πλαίσιο για την εκτέλεση αλγορίθμων μηχανικής μάθησης. 
Παραπάνω αναφερθήκαμε στην αντίστοιχη βιβλιοθήκη η οποία είναι η MLlib. 
 Interactive Analysis (διαδραστική ανάλυση): Μεταξύ των πιο αξιοσημείωτων 
δυνατοτήτων του Spark είναι η ικανότητά του για διαδραστική ανάλυση. Το 
MapReduce δημιουργήθηκε για την επεξεργασία batch διεργασιών και οι 
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μηχανές SQL-on-Hadoop, όπως το Hive ή το Pig, είναι συχνά πολύ αργές για 
διαδραστική ανάλυση. Ωστόσο, το Apache Spark, είναι αρκετά γρήγορο για να 
διεξάγει εξερευνητικά ερωτήματα χωρίς δειγματοληψία. Το Spark συνδέεται 
επίσης με πολλές γλώσσες ανάπτυξης, όπως με τις SQL, R και Python. 
Συνδυάζοντας το Spark με εργαλεία οπτικοποίησης, σύνθετα σύνολα δεδομένων 
μπορούν να επεξεργαστούν και να απεικονιστούν διαδραστικά. 
 Fog computing: Ενώ το Spark είναι ίσως πιο γνωστό για τις αναλύσεις 
δεδομένων, ο επόμενος μεγάλος στόχος της κοινότητας είναι το Ίντερνετ των 
πραγμάτων (IoT). Το IoT ενσωματώνει αντικείμενα και συσκευές με 
μικροσκοπικούς αισθητήρες που επικοινωνούν μεταξύ τους και με τον χρήστη, 
δημιουργώντας ένα πλήρως διασυνδεδεμένο κόσμο. Αυτός ο κόσμος 
συγκεντρώνει τεράστια ποσά δεδομένων, τα επεξεργάζεται και προσφέρει 
επαναστατικά νέα χαρακτηριστικά και εφαρμογές που μπορούν να 
χρησιμοποιήσουν οι άνθρωποι στην καθημερινότητά τους. Ωστόσο, καθώς το 
IoT επεκτείνεται τόσο πολύ, υπάρχει ανάγκη για κατανεμημένη μαζική 
παράλληλη επεξεργασία τεράστιων ποσοτήτων και ποικίλων δεδομένων τα οποία 
παράγονται από μηχανές και αισθητήρες. Ωστόσο, ο όγκος αυτός υπολογισμών 
είναι δύσκολο να διαχειριστεί με τις τρέχουσες δυνατότητες ανάλυσης του cloud. 
Την δυσκολία αυτή έρχεται να λύσει το fog computing, το οποίο αποκεντροποιεί 
(decentralizes) την επεξεργασία και αποθήκευση δεδομένων, αντί να εκτελεί 
αυτές τις λειτουργίες στην άκρη του δικτύου (edge of network) [Amster A., 
(2016)]. 
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5. Βάσεις Δεδομένων 
5.1. Εισαγωγή 
Τα πιο δημοφιλή Συστήματα Διαχείρισης Βάσεων Δεδομένων είναι:  
 Microsoft SQL Server 
 Oracle Database 
 MySQL 
 IBM DB2 
 Postgres SQL. 
Τα ΣΔΒΔ χρησιμοποιούνται κυρίως σε μεγάλες εταιρείες, με εξαίρεση την MySQL, η 
οποία χρησιμοποιείται κυρίως για την αποθήκευση δεδομένων από εφαρμογές Web. 
Όλες οι σχεσιακές βάσεις δεδομένων μπορούν να χρησιμοποιηθούν για τη διαχείριση 
εφαρμογών που βασίζονται σε συναλλαγές (OLTP) όπως επίσης και οι περισσότερες μη 
σχεσιακές βάσεις δεδομένων (NoSQL). Οι βάσεις δεδομένων για OLTP μπορούν να 
θεωρηθούν ως "επιχειρησιακές" βάσεις δεδομένων, που χαρακτηρίζονται από συχνές, 
σύντομες συναλλαγές (ορισμένα παραδείγματα περιλαμβάνουν τις τραπεζικές αιτήσεις 
και τις online κρατήσεις) [Foote K.D, (2016)]. 
Σύμφωνα με τον James Serra, έναν μεγάλο επιστήμονα δεδομένων της Microsoft, η 
ακεραιότητα των δεδομένων είναι πολύ σημαντική. Για τον λόγο αυτό, τα RDBMS 
υποστηρίζουν τις συναλλαγές ACID, Atomicity (ατομικότητα), Consistency (Συνέπεια), 
Isolation (απομόνωση) και Durability (αντοχή). Τα RDBMS έχουν καλύψει την ανάγκη 
ακεραιότητας των δεδομένων εδώ και δεκαετίες, αλλά η εκθετική αύξηση των 
δεδομένων τα τελευταία 10 περίπου χρόνια, μαζί με πολλούς νέους τύπους δεδομένων, 
έχουν δημιουργήσει την ανάγκη για περισσότερες NoSQL βάσεις [Foote K.D, (2016)]. 
Όπως αναφέρθηκε παραπάνω, οι μη σχεσιακές βάσεις δεδομένων ονομάζονται επίσης 
βάσεις δεδομένων NoSQL. Το NoSQL έχει γίνει ένας πρότυπος όρος στον κλάδο του IT, 
αλλά πλέον έχει αρχίσει να χάνει τη δημοτικότητά του, καθώς δεν καλύπτει πλήρως την 
πολυπλοκότητα και το εύρος των λειτουργιών των μη σχεσιακών βάσεων που υπάρχουν 
διαθέσιμες. Μερικές από τις πιο γνωστές μη σχεσιακές βάσεις είναι: ΜongoDB, 
Cassandra, Coachbase, HBase, Neo4j και πολλές ακόμα άλλες [Foote K.D, (2016)]. 
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5.2. Βασικές διαφορές μεταξύ σχεσιακών και μη σχεσιακών βάσεων 
Τα πλεονεκτήματα των σχεσιακών βάσεων δεδομένων είναι [Foote K.D, (2016)]: 
 Λειτουργούν με δομημένα δεδομένα. 
 Υποστηρίζουν τις συναλλαγές ACID και είναι δυνατή η ένωση (join) οντοτήτων. 
 Έχουν ενσωματωμένη την ακεραιότητα δεδομένων (data integrity) και μεγάλη 
διαλειτουργικότητα με πολλά συστήματα. 
 Υπάρχει η δυνατότητα να θέτεις περιορισμούς (constraints). 
 Η χρήση της SQL, η οποία είναι ένα μία σχετικά απλή γλώσσα ανάκτησης 
δεδομένων. 
Τα μειονεκτήματα των σχεσιακές βάσεων δεδομένων είναι [Foote K.D, (2016)]: 
 Δεν επεκτείνονται οριζόντια πολύ καλά, αλλά μόνο κατακόρυφα. Υπάρχει 
βέβαια η τεχνική του sharding, ο διαχωρισμός δηλαδή της βάσης σε διαφορετικά 
αποθηκευτικά συστήματα, αλλά δεν προτιμάται. 
 Η κανονικοποίηση των δεδομένων και τα πολλά joins επηρεάζουν την ταχύτητα 
ανάκτησης των δεδομένων. 
 Έχουν προβλήματα με την επεξεργασία ημιδομημένων δεδομένων. 
Όσον αφορά τις μη σχεσιακές βάσεις δεδομένων, τα πλεονεκτήματα τους είναι [Foote 
K.D, (2016)]: 
 Επεκτείνονται οριζόντια και επεξεργάζονται πολύ καλά τόσο μη δομημένα, όσο 
και ημιδομημένα δεδομένα. Επίσης, πολλές βάσεις υποστηρίζουν τις συναλλαγές 
ACID. 
 Λειτουργούν και χωρίς την ύπαρξη μοντέλου οντοτήτων – συσχετίσεων. 
 Είναι συνεχώς διαθέσιμες. 
 Πολλές βάσεις NoSQL είναι ανοιχτού κώδικα. 
Τα μειονεκτήματα των μη σχεσιακές βάσεων δεδομένων είναι [Foote K.D, (2016)]: 
 Λιγότερο συνεπείς, δεν εφαρμόζουν δηλαδή τέλεια το ACID.  
 Περιορισμένη λειτουργία joins πινάκων. 
 Τα δεδομένα δεν είναι κανονικοποιημένα. 
 Δεν έχουν ενσωματωμένη ακεραιότητα δεδομένων (data integrity). 
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5.3. Θεώρημα CAP (Brewer's theorem) 
Το θεώρημα Brewer (προς τιμή του επιστήμονα υπολογιστών Eric Brewer) ή αλλιώς 
CAP theorem (Consistency - Availability – Partition Tolerance), υποδεικνύει ότι τα 
κατανεμημένα συστήματα αποθήκευσης μπορούν να ικανοποιούν ταυτόχρονα μόνο 2 
από τα 3 χαρακτηριστικά τα οποία είναι: συνέπεια, διαθεσιμότητα, ανοχή κατάτμησης.  
Στην εικόνα 5 φαίνεται ποια χαρακτηριστικά ικανοποιούν οι πιο δημοφιλείς βάσεις 
δεδομένων. Για παράδειγμα, ο SQL Server της Microsoft ικανοποιεί την συνέπεια και 
διαθεσιμότητα αλλά όχι τον διαχωρισμό των δεδομένων [Nazrul S.N, (2018)].  
Στο παρελθόν, όταν έπρεπε να επεκταθούν οι αποθηκευτικοί και επεξεργαστικοί πόροι 
ενός συστήματος, η επέκταση γινόταν κατακόρυφα. Ωστόσο, με την πρόοδο της 
παράλληλης επεξεργασίας και των κατανεμημένων συστημάτων, η επέκταση πλέον 
γίνεται οριζόντια, προσθέτοντας δηλαδή περισσότερα υπολογιστικά συστήματα ώστε να 
εργάζονται παράλληλα.  
 
Εικόνα 5: Θεώρημα CAP [Lourenço J.R. et al, (2015)] 
Με βάση αυτή την λογική αναπτύσσει τα λογισμικά της η κοινότητα του Apache όπως 
το Spark και το Hadoop. Το θεώρημα Brewer είναι πολύ σημαντικό στην επιλογή του 
κατάλληλου συστήματος, καθώς η κάθε βάση δεδομένων ικανοποιεί διαφορετικά 
χαρακτηριστικά.  
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Παρακάτω αναλύονται τα 3 χαρακτηριστικά. 
5.3.1. Consistency (συνέπεια) 
Ο όρος αυτός δηλώνει ότι όλοι οι κόμβοι βλέπουν ταυτόχρονα τα ίδια δεδομένα. Με 
απλά λόγια, η εκτέλεση μιας εντολής ανάκτησης δεδομένων θα επιστρέψει την τιμή της 
πιο πρόσφατης εγγραφής, με αποτέλεσμα όλοι οι κόμβοι να επιστρέψουν τα ίδια 
αποτελέσματα. Ένα σύστημα έχει συνέπεια εάν μια συναλλαγή ξεκινά με το σύστημα σε 
συνεπή κατάσταση και τελειώνει με το σύστημα σε συνεπή κατάσταση. Σε αυτό το 
μοντέλο, ένα σύστημα μπορεί να μετατοπιστεί σε μια ασυνεπή κατάσταση κατά τη 
διάρκεια μιας συναλλαγής, αλλά εάν υπάρξει κάποιο σφάλμα σε οποιοδήποτε στάδιο της 
διαδικασίας, ολόκληρη η συναλλαγή ακυρώνεται [Nazrul S.N, (2018)].  
5.3.2. Availability (διαθεσιμότητα) 
O όρος αυτός δηλώνει ότι κάθε αίτημα λαμβάνει απάντηση. Η επίτευξη διαθεσιμότητας 
σε ένα κατανεμημένο σύστημα απαιτεί το σύστημα να παραμείνει λειτουργικό 100% του 
χρόνου. Κάθε αίτημα λαμβάνει μια απάντηση, ανεξάρτητα από την κατάσταση 
οποιουδήποτε μεμονωμένου κόμβου του συστήματος. Αυτό σημαίνει ότι κάθε κόμβος 
στέλνει μια απάντηση στο ερώτημα, η οποία μπορεί να είναι διαφορετική καθώς οι 
κόμβοι δεν είναι σίγουρο ότι θα διαθέτουν τα ίδια δεδομένα την ίδια στιγμή. Ως εκ 
τούτου, η υψηλή διαθεσιμότητα δεν είναι εφικτή για την ανάλυση δεδομένων ροής 
(streaming data) σε υψηλή συχνότητα [Nazrul S.N, (2018)]. 
5.3.3. Partition Tolerance (ανοχή κατάτμησης) 
O όρος αυτός δηλώνει ότι το σύστημα συνεχίζει να λειτουργεί, παρά τον αριθμό 
μηνυμάτων που καθυστερούν από το δίκτυο μεταξύ των κόμβων. Ένα σύστημα που είναι 
ανεκτικό σε κατάτμηση μπορεί να υποστηρίξει οποιαδήποτε αποτυχία κόμβου που δεν 
έχει ως αποτέλεσμα την αποτυχία ολόκληρου του δικτύου. Τα αρχεία δεδομένων 
αντιγράφονται επαρκώς σε άλλους κόμβους ώστε τα αρχεία να μην χαθούν σε περίπτωση 
αποτυχίας ενός κόμβου. Στα σύγχρονα κατανεμημένα συστήματα, η ανοχή κατάτμησης 
δεν είναι επιλογή, είναι αναγκαιότητα. Ως εκ τούτου, πρέπει το σύστημα να ισορροπεί 
μεταξύ συνέπειας και  διαθεσιμότητας [Nazrul S.N, (2018)]. 
Τα κατανεμημένα συστήματα μας επιτρέπουν να επιτύχουμε ένα υψηλό επίπεδο 
υπολογιστικής ισχύος και διαθεσιμότητας το οποίο δεν ήταν διαθέσιμο στο παρελθόν. 
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Τα συστήματα αυτά έχουν υψηλότερες επιδόσεις, χαμηλότερη καθυστέρηση και είναι 
διαθέσιμα κάθε στιγμή. Ένα τεράστιο πλεονέκτημά τους είναι ότι τα κατανεμημένα 
συστήματα λειτουργούν με υπολογιστές προσιτού κόστους (commodity hardware). 
Ωστόσο, τα κατανεμημένα συστήματα είναι πιο πολύπλοκα από τα μεμονωμένα 
υπολογιστικά συστήματα. Η κατανόηση της πολυπλοκότητας τους και η 
πραγματοποίηση των κατάλληλων επιλογών όσον αφορά την παραδοχή του CAP 
θεωρήματος, είναι το τίμημα της επέκτασης σε οριζόντια κλίμακα [Nazrul S.N, (2018)]. 
5.4. Επιλογή NoSQL βάσης   
Η επιλογή μίας μη σχεσιακής βάσης από έναν οργανισμό  προτείνεται αν [Foote K.D, 
(2016)]: 
 Αποθηκεύει δεδομένα με πολύ μεγάλο όγκο ή και ποικιλία. 
 Τα δεδομένα είναι μη σχεσιακά ή ημι-δομημένα. 
 Είναι δυνατή η χαλάρωση της συνέπειας των συναλλαγών όταν η 
επεκτασιμότητα ή η απόδοση είναι πιο σημαντικές. 
 Είναι αναγκαία η ταυτόχρονη εξυπηρέτηση μεγάλου αριθμού αιτημάτων από 
χρήστες. 
 Όταν πρόκειται να αποθηκευτούν έγγραφα. 
 Αν ο οργανισμός χρησιμοποιεί έναν κατανεμημένο σύστημα όπως το Hadoop. 
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6. Θεωρητικό Υπόβαθρο Recommender Systems 
6.1. Εισαγωγή 
Τα Recommender Systems είναι μία τεχνική μηχανικής μάθησης για την πρόβλεψη των 
νέων αντικειμένων που θα επιθυμούσε ένας χρήστης, λαμβάνοντας υπόψη το ιστορικό 
των προηγούμενων προτιμήσεων του. Τα Recommender Systems χρησιμοποιούνται 
ευρέως στον τομέα των εφαρμογών ηλεκτρονικού εμπορίου. Μέσα από αυτά τα 
συστήματα, οι επιχειρήσεις μπορούν να αυξήσουν τις πωλήσεις τους κάνοντας στον κάθε 
πελάτη εξατομικευμένες προτάσεις. Για παράδειγμα, όταν ένας πελάτης ψάχνει για ένα 
κινητό τηλέφωνο συγκεκριμένης εταιρείας ή τύπου, τότε το κατάστημα θα του προτείνει 
κι άλλα κινητά τηλέφωνα παρόμοια με αυτό ή αντικείμενα που σχετίζονται με το κινητό 
όπως θήκες, φορτιστές, κτλ. 
6.2. Κατηγορίες Recommender Systems    
Υπάρχουν δύο διαφορετικοί τύποι προτάσεων [Prajapati V., (2013)]: 
 User Based Recommendation, δηλαδή προτάσεις που βασίζονται σε χρήστες: Σε 
αυτόν τον τύπο, υπολογίζεται η ομοιότητα μεταξύ χρηστών η οποία προκύπτει 
από το ιστορικό των αγορών τους. Με βάση αυτή την ομοιότητα, η οποία 
προκύπτει από τα κοινά τους ενδιαφέροντα, τα αντικείμενα που έχουν ήδη 
αγοράσει συνιστώνται σε άλλους χρήστες. Για παράδειγμα, ας υποθέσουμε ότι 
υπάρχουν δύο χρήστες Α και Β οι οποίοι παρουσιάζουν ομοιότητα επειδή και οι 
δύο χρησιμοποιούν ένα κινητό iPhone. Ο χρήστης Α έχει αγοράσει δύο 
αντικείμενα, iPad και iPhone, οπότε από την στιγμή που τα ενδιαφέροντα του Β 
ταιριάζουν με αυτά του Α, είναι πολύ πιθανό να θέλει και αυτός να αγοράσει ένα 
iPad (εικόνα 6). 
 Item Based Recommendation, δηλαδή προτάσεις που βασίζονται σε αντικείμενα: 
Σε αυτόν τον τύπο, υπολογίζεται η ομοιότητα μεταξύ αντικειμένων. Τα 
αντικείμενα που θα προταθούν στον χρήστη είναι τα αντικείμενα τα οποία είναι 
παρόμοια με αυτά που ήδη χρησιμοποιεί. 
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Εικόνα 6: Recommender Systems - User Based Recommendation [Prajapati V., (2013)] 
6.2.1. Πλεονεκτήματα user based έναντι item based    
Τα πλεονεκτήματα του user based έναντι item based είναι [Dangeti P., (2017)]: 
 Δεν απαιτείται η κατανόηση του περιεχομένου των αντικειμένων 
 Δεν υπάρχει πρόβλημα όταν δεν υπάρχουν διαθέσιμες πληροφορίες για ένα 
αντικείμενο 
 Καταγράφει την αλλαγή στα προτιμήσεων των χρηστών με την πάροδο του 
χρόνου 
6.3. Ο αλγόριθμος ALS    
Τα εναλλασσόμενα ελάχιστα τετράγωνα (Alternating least squares - ALS) είναι μια 
τεχνική βελτιστοποίησης για την επίλυση του προβλήματος παραγοντοποίησης πινάκων. 
Αυτή η τεχνική επιτυγχάνει καλές επιδόσεις και έχει αποδειχθεί σχετικά εύκολη στην 
εφαρμογή. Ο αλγόριθμος ALS ανήκει στην κατηγορία μοντέλων λανθανόντων 
παραγόντων (latent-factors) και προσπαθούν να εξηγήσουν τις παρατηρούμενες 
αλληλεπιδράσεις μεταξύ χρηστών και αντικειμένων μέσω ενός σχετικά μικρού αριθμού 
παραγόντων. Ο αλγόριθμος παραγοντοποίησης του πίνακα αντιμετωπίζει τα στοιχεία 
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του χρήστη (πίνακας A με διαστάσεις mxn) ως ένα πίνακα sparse και προσπαθεί να τον 
ανακατασκευάσει από δύο πίνακες λιγότερων διαστάσεων, Χ και Υ, όπου ο Χ έχει 
διαστάσεις mxk και ο Υ έχει διαστάσεις kxn (που είναι και ο αριθμός των latent factors). 
Οι latent factors μπορούν να ερμηνευτούν ως κάποιες επεξηγηματικές μεταβλητές που 
προσπαθούν να εξηγήσουν τους λόγους πίσω από τη συμπεριφορά των χρηστών, καθώς 
το collaborative filtering αφορά στην προσπάθεια πρόβλεψης με βάση τη συμπεριφορά 
των χρηστών και όχι τα χαρακτηριστικά των ταινιών ή των ίδιων χρηστών και ούτω 
καθεξής. 
 
Εικόνα 7: Recommender Systems – Αλγόριθμος ALS [Prajapati V., (2013)] 
Όπως φαίνεται στην εικόνα 7, πολλαπλασιάζοντας τους πίνακες Χ και Υ προσπαθούμε 
με ταυτόχρονη μείωση της ρίζας των μέσων τετραγωνικών σφαλμάτων (RMSE)  να 
ανακατασκευάσουμε τον αρχικό sparse πίνακα Α ο οποίος αποτελεί τον πίνακα των 
αξιολογήσεων. Κάθε σειρά του πίνακα είναι ένας συγκεκριμένος χρήστης και κάθε 
στήλη ένα συγκεκριμένο αντικείμενο (ταινία). Κάθε στοιχείο του πίνακα είναι ένας 
βαθμός αξιολόγησης που έχει δώσει ο ίδιος ο χρήστης. Τα κενά κελιά είναι στοιχεία που 
ο χρήστης δεν έχει βαθμολογήσει [Dangeti P., (2017)]. 
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Ωστόσο, ο πίνακας που δημιουργείται από τον πολλαπλασιασμό των Χ και Υ γεμίζει όλα 
τα κελιά στις διαστάσεις m x n, αλλά θα μειώσουμε τα σφάλματα μεταξύ μόνο των 
διαθέσιμων τιμών του Α. Με τον τρόπο αυτό, όλες οι άλλες κενές τιμές θα παράγουν 
εύλογα λογικές τιμές. 
Ωστόσο, σε αυτό το σενάριο, υπάρχουν πάρα πολλές άγνωστες τιμές. Οι άγνωστες τιμές 
δεν είναι τίποτε άλλο παρά οι τιμές που πρέπει να συμπληρωθούν στους πίνακες Χ και 
Υ έτσι ώστε να προσπαθήσει να προσεγγίσει όσο το δυνατόν περισσότερο τις αρχικές 
βαθμολογίες του Α. Για την επίλυση αυτού του προβλήματος, αρχικά δημιουργούνται 
τυχαίες τιμές μεταξύ 0 και 1 από την κανονική κατανομή και πολλαπλασιάζονται με 5 
για να δημιουργηθούν οι τιμές μεταξύ 0 και 5 και για τις δύο πίνακες Χ και Υ [Dangeti 
P., (2017)].  
Η μαθηματική αναπαράσταση του ALS είναι [Dangeti P., (2017)]: 
Α = Χ ∗ Υ 
Χ = Α ∗ Υ−1 
Χ = Α ∗ (Υ𝛵 ∗ Υ𝛵
−1
) ∗ Υ−1 
Χ = Α ∗ Υ𝛵 ∗ (ΥΥ𝛵)−1 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑒𝑟𝑟𝑜𝑟 = 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 |X − Α ∗ Υ𝛵 ∗ (ΥΥ𝛵)−1| 
Ο στόχος είναι να ελαχιστοποιηθεί το σφάλμα ή οι τετραγωνικές διαφορές μεταξύ των 
δύο. Ως εκ τούτου, έχει ονομαστεί η τεχνική των ελάχιστων τετραγώνων. Στην απλή 
ορολογία μηχανικής μάθησης, μπορούμε να ονομάσουμε αυτό ως ένα πρόβλημα 
παλινδρόμησης, καθώς το σφάλμα μεταξύ πραγματικού και προβλεπόμενου 
ελαχιστοποιείται. Πρακτικά, αυτή η εξίσωση δεν λύθηκε ποτέ με υπολογισμό των 
αντιστροφών πινάκων. Ωστόσο, η ισοδυναμία έχει επιτευχθεί με τον υπολογισμό του Υ 
από τον Χ και τον εκ νέου υπολογισμό του Χ από το Υ και έτσι θα συνεχιστεί μέχρις 
ότου φθάσουν όλες τις επαναλήψεις και για αυτό ο αλγόριθμος εμπεριέχει τον όρο 
«εναλλασσόμενα». Στην αρχή, ο Y δημιουργήθηκε τεχνητά και ο Χ θα βελτιστοποιηθεί 
με βάση τον Y, και αργότερα η βελτιστοποίηση του Y με βάση τον Χ. Με αυτόν τον 
τρόπο, η λύση αρχίζει να συγκλίνει προς το βέλτιστο σε σχέση με τον αριθμό των 
επαναλήψεων [Dangeti P., (2017)].  
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Η αξιολόγηση οποιουδήποτε μοντέλου πρέπει να υπολογιστεί για να προσδιοριστεί πόσο 
καλό είναι το μοντέλο σε σχέση με τα πραγματικά δεδομένα, έτσι ώστε η απόδοσή του 
να μπορεί να βελτιωθεί με τον συντονισμό υπερπαραμέτρων κ.ο.κ. Στην 
πραγματικότητα, η ακρίβεια των αλγορίθμων της μηχανικής μάθησης μετράται με βάση 
το είδος του προβλήματος. Στην περίπτωση του συγκεκριμένου προβλήματος πρέπει να 
υπολογιστεί η ρίζα του μέσου τετραγωνικού σφάλματος (RMSE),  η οποία είναι [Dangeti 
P., (2017)]: 
Mean Squared Error =  
𝑆𝑢𝑚 𝑜𝑓 𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝐸𝑟𝑟𝑜𝑟𝑠
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠
 
RMSE =  √𝑀𝑆𝐸 
Δηλαδή 
 
RMSE =  √
1
𝑛 − 1
∑(𝑌𝑖 − ?̂?𝑖)
2
𝑛
𝑖=1
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7. Exploratory Data Analysis με Python (Διερευνητική 
Ανάλυση Δεδομένων) 
7.1. Εισαγωγή 
Το GroupLens είναι ένα ερευνητικό εργαστήριο του τμήματος Μηχανικών και 
Επιστήμης Υπολογιστών του Πανεπιστημίου της Μινεσότα [GroupLens org, (n.d)]. 
Ειδικεύεται στα συστήματα προτάσεων (recommender systems), στις κοινότητες του 
διαδικτύου (online communities), στις κινητές τεχνολογίες (mobile technologies), στις 
ψηφιακές βιβλιοθήκες (digital libraries) και στα γεωγραφικά πληροφοριακά συστήματα 
(geographic information systems). 
Στα πλαίσια της παρούσας Διπλωματικής Εργασίας, θα αναλυθεί το σετ δεδομένων 
MovieLens 20M dataset του GroupLens, το οποίο περιλαμβάνει σχεδόν 26 εκατομμύρια 
αξιολογήσεις σε κάτι παραπάνω από 45 χιλιάδες τίτλους ταινιών από 270 χιλιάδες 
χρήστες [Harper F.M, Joseph A. K., (2015)]. Επίσης θα χρησιμοποιηθούν και δεδομένα 
από 6039 χρήστες οι οποίοι συμμετείχαν στην αξιολόγηση των ταινιών. Τα δεδομένα 
δημοσιοποιήθηκαν τον Απρίλιο του 2015 και επικαιροποιήθηκαν τον Αύγουστο του 
2017. Το μέγεθός τους είναι 701Mb. 
7.2. Διερευνητική Ανάλυση Δεδομένων (Exploratory Data Analysis) 
Υπάρχουν τουλάχιστον τρία κίνητρα για την ανάλυση δεδομένων [Pearson R. K., 
(2018)]: 
1. Η κατανόηση του τι συμβαίνει. 
2. Η πρόβλεψη του τι μπορεί να συμβεί, είτε στο μέλλον είτε σε άλλες 
περιστάσεις που δεν έχουμε δει ακόμη. 
3. Η καθοδήγηση στη λήψη αποφάσεων. 
Σε γενικές γραμμές, η διερευνητική ανάλυση δεδομένων (Exploratory Data Analysis - 
EDA) μπορεί να οριστεί ως η τέχνη της μελέτης ενός ή περισσότερων συνόλων 
δεδομένων σε μια προσπάθεια κατανόησης της δομής των δεδομένων. Μια χρήσιμη 
περιγραφή του τρόπου με τον οποίο μπορούμε να κάνουμε κάτι τέτοιο προσφέρεται από 
τον Diaconis [Diaconis P., (1985)]: 
«Εξετάζουμε τους αριθμούς και τα γραφήματα και προσπαθούμε να βρούμε μοτίβα 
(patterns). Ακολουθούμε προσεγγίσεις που υποδεικνύονται από πληροφορίες, 
Αναλυτική Μεγάλων Δεδομένων με Χρήση Hadoop                                                             Ξωνίκης Γεώργιος 
 
Πανεπιστήμιο Μακεδονίας – Δ.Π.Μ.Σ. στα Πληροφοριακά Συστήματα Σελίδα 39 
 
εφευρετικότητα, μοτίβα και την εμπειρία που αποκτήθηκε από προηγούμενες αναλύσεις 
δεδομένων.» 
Σύμφωνα με τους Velleman και Hoaglin [Velleman P.F. & Hoaglin D.C., (1991)], τα 
τέσσερα R’s της διερευνητικής ανάλυση δεδομένων είναι: 
1. revelation (αποκάλυψη) 
2. residuals (υπολείμματα) 
3. re-expression (επαναδιατύπωση) 
4. resistance (αντίσταση) 
Εδώ, ο όρος «αποκάλυψη» αναφέρεται στην γραφική απεικόνιση των δεδομένων η οποία 
είναι σημαντικό μέρος της διερευνητικής ανάλυσης. Ο όρος «υπολείμματα» αναφέρεται 
στο σύνολο των διαφορών μεταξύ των παρατηρούμενων τιμών μιας μεταβλητής και των 
προβλέψεών της από κάποιο μαθηματικό μοντέλο. Το τρίτο R, ο όρος 
«επαναδιατύπωση», αναφέρεται στην εφαρμογή μαθηματικών μετασχηματισμών σε μία 
ή περισσότερες μεταβλητές. Η χρησιμότητα αυτής της ιδέας είναι συνέπεια του 
γεγονότος ότι οι τιμές των δεδομένων που πρόκειται να αναλυθούν δεν βρίσκονται 
πάντοτε στην επιθυμητή μορφή. Τέλος, ο τέταρτος όρος, «αντίσταση», αναφέρεται στην 
ικανότητα να αποφευχθεί η επίδραση των ακραίων τιμών (outliers) ή άλλων ανωμαλιών 
στα δεδομένα. Μια προσεκτική διερευνητική ανάλυση είναι απαραίτητη προτού τα 
δεδομένα χρησιμοποιηθούν για την δημιουργία μοντέλων πρόβλεψης ή λήψης 
αποφάσεων, έτσι ώστε να απομακρυνθούν οι ακραίες τιμές [Pearson R. K., (2018)]. 
7.2.1. Εξερευνώντας ένα νέο σύνολο δεδομένων   
Τα προηγούμενα χρόνια, το μέγεθος των συνόλων δεδομένων ήταν αρκετό μικρό και 
περιελάβανε μερικές εκατοντάδες η χιλιάδες εγγραφές, συνήθως με την μορφή πινάκων. 
Σήμερα, τα σύνολα δεδομένων που συναντάμε είναι και πολύ μεγαλύτερα και 
συλλέγονται από ανθρώπους ή οργανισμούς με τους οποίους έχουμε ελάχιστη ή καθόλου 
άμεση σύνδεση. Ακόμη και σε περιπτώσεις όπου ένας ερευνητής αναλύει τα δικά του 
δεδομένα, το σύνολο δεδομένων συλλέγεται συχνά με τη βοήθεια ηλεκτρονικών 
συστημάτων αυτόματης καταγραφής δεδομένων. Κατά συνέπεια, ένα πολύ χρήσιμο 
πρώτο βήμα όταν αποκτάμε ένα σύνολο δεδομένων είναι να το εξετάσουμε προσεκτικά 
για να δούμε τι περιέχει. Αυτό ισχύει ακόμη και αν τα δεδομένα έχουν συλλεχθεί από 
εμάς ώστε να σιγουρευτούμε ότι τα δεδομένα είναι μέσα σε λογικά πλαίσια.  
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7.2.2. Στρατηγική προσέγγισης 
Κατά την μελέτη ενός νέου συνόλου δεδομένων, προτείνεται η ακόλουθη  προσέγγιση 
[Pearson R. K., (2018)]: 
1. Αξιολόγηση των γενικών χαρακτηριστικών των δεδομένων 
 Πόσα αρχεία έχουμε; Πόσες μεταβλητές; 
 Ποια είναι τα ονόματα των μεταβλητών; Βγάζουν νόημα; 
 Τι είδους είναι η κάθε μεταβλητή, π.χ. αριθμητική, κατηγορική, λογική; 
 Πόσες μοναδικές τιμές έχει η κάθε μεταβλητή; 
 Ποια τιμή συναντάται πιο συχνά και πόσο συχνά συμβαίνει; 
 Υπάρχουν κενές τιμές στα δεδομένα, και αν ναι, πόσο συχνά συμβαίνει αυτό; 
2. Εξέταση των περιγραφικών στατιστικών για κάθε μεταβλητή 
3. Όπου είναι δυνατόν, δημιουργία γραφημάτων 
4. Διερεύνηση για την ύπαρξη ακραίων τιμών 
5. Διερεύνηση των σχέσεων μεταξύ των βασικών μεταβλητών 
Παρακάτω θα προσπαθήσουμε να απαντήσουμε στα περισσότερα από αυτά τα 
ερωτήματα. 
7.3. Exploratory Data Analysis σε Jupyter Notebook 
Το αρχικό βήμα είναι η εισαγωγή των κατάλληλων βιβλιοθηκών. Οι βιβλιοθήκες που θα 
χρησιμοποιηθούν είναι: 
1. Pandas: Βιβλιοθήκη για την δημιουργία και διαχείριση ευκολόχρηστων δομών 
δεδομένων που παραπέμπουν αρκετά στην μορφή πινάκων. Επίσης διαθέτει 
αρκετά εργαλεία για την ανάλυση δεδομένων, τόσο στατιστικών υπολογισμών, 
όσο και πινάκων. 
2. Numpy: Βιβλιοθήκη για επιστημονικούς υπολογισμούς.  
3. MatPlotlib: Βιβλιοθήκη για την δημιουργία γραφημάτων. 
Επίσης, γίνεται η εισαγωγή των δεδομένων από τα csv αρχεία (εικόνα 8). Τα δεδομένα 
εισάγονται σε Dataframes τα οποία είναι δισδιάστατοι πίνακες με στήλες διαφορετικών 
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τύπων δεδομένων. Υποδεικνύονται διάφορες παράμετροι, όπως ο χαρακτήρας 
διαχωρισμού των στηλών, τα ονόματα των στηλών καθώς και επισήμανση ότι τα 
δεδομένα περιέχουν επικεφαλίδα. Μετά την εισαγωγή γίνεται η εμφάνιση εγγραφών για 
τον έλεγχο της επιθυμητής αποθήκευσης των δεδομένων. 
 
Εικόνα 8: Exploratory Analysis – Εισαγωγή βιβλιοθηκών και διάβασμα δεδομένων 
Το αρχείο των ταινιών περιλαμβάνει τις εξής στήλες: 
1. Id Ταινίας 
2. Θεματική κατηγορία 
3. Έτος παραγωγής 
4. Τίτλος 
Ελέγχεται η ορθή δημιουργία των DataFrames, το πλήθος των εγγραφών και η ύπαρξη 
μηδενικών η ακατάλληλων τιμών (εικόνα 9). Επίσης μία σημαντική πληροφορία είναι 
το μέγεθος της μνήμης RAM που καταλαμβάνει το DataFrame.  
 
 
 
Αναλυτική Μεγάλων Δεδομένων με Χρήση Hadoop                                                             Ξωνίκης Γεώργιος 
 
Πανεπιστήμιο Μακεδονίας – Δ.Π.Μ.Σ. στα Πληροφοριακά Συστήματα Σελίδα 42 
 
 
 
Εικόνα 9: Exploratory Analysis – Έλεγχος ορθής δημιουργίας DataFrame και τιμών 
Η πληροφορία αυτή είναι πολύ σημαντική ειδικά όταν εισάγονται μεγάλα σε μέγεθος 
αρχεία, όπως το csv των αξιολογήσεων το οποίο περιέχει σχεδόν 26 εκατομμύρια 
εγγραφές. 
Το αρχείο των αξιολογήσεων περιλαμβάνει τις εξής στήλες: 
1. Id χρήστη (του ατόμου που βαθμολόγησε την ταινία) 
2. Id ταινίας 
3. Βαθμός 
4. Ημερομηνία 
Ο πίνακας των αξιολογήσεων (εικόνα 10) καταλαμβάνει ένα πολύ σημαντικό κομμάτι 
της μνήμης RAM που φτάνει τα 794Mb. Η παράμετρος αυτή πρέπει να λαμβάνεται 
σοβαρά υπόψη, καθώς η αποθήκευση αρκετών πινάκων καθώς και η δημιουργία 
γραφημάτων μπορούν να απασχολήσουν μεγάλο κομμάτι των πόρων του συστήματος 
και να οδηγηθεί σε τερματισμό. 
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Εικόνα 10: . Exploratory Analysis – Έλεγχος ορθής δημιουργίας DataFrame και 
τιμών (συνέχεια) 
Το αρχείο των χρηστών περιλαμβάνει τις εξής στήλες: 
1. Id χρήστη (του ατόμου που βαθμολόγησε την ταινία) 
2. Φύλο 
3. Ηλικία 
4. Απασχόληση 
5. Ταχυδρομικός κώδικας (Η.Π.Α.) 
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Έπειτα, υπολογίζουμε διάφορα περιγραφικά στατιστικά για τους 3 πίνακες (εικόνες 11 
και 12). 
 
Εικόνα 11: Exploratory Analysis – Περιγραφικά στατιστικά για τους πίνακες ταινιών και 
αξιολογήσεων 
 
Εικόνα 12: Exploratory Analysis – Περιγραφικά στατιστικά για τον πίνακα των χρηστών 
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Παρακάτω (εικόνα 13) γίνεται η ένωση των δύο DataFrames ταινιών – αξιολογήσεων 
(df) ώστε να γίνουν μετέπειτα υπολογισμοί. Η ένωση θυμίζει αρκετά την ένωση πινάκων 
σε σχεσιακές βάσεις δεδομένων. Σαν κλειδί χρησιμοποιείται το Id της ταινίας. 
 
Εικόνα 13: Exploratory Analysis – Ένωση των δύο DataFrames ταινιών και αξιολογήσεων 
Με την χρήση απλών στατιστικών συναρτήσεων υπολογίστηκαν εύκολα διάφορα μέτρα, 
όπως ο μ.ο. αξιολογήσεων των ταινιών (εικόνα 14). 
 
Εικόνα 14: Exploratory Analysis – Υπολογισμός στατιστικών στοιχείων με χρήση 
συναρτήσεων 
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Έπειτα υπολογίζονται διάφορα ad-hoc ερωτήματα, όπως ο αριθμός των ταινιών με πολύ 
υψηλή βαθμολογία και το ποσοστό τους επί του συνόλου (εικόνα 15). 
 
Εικόνα 15: Exploratory Analysis – Υπολογισμός ad-hoc ερωτημάτων 
Έπειτα, υπολογίστηκε ο συνολικός αριθμός των αξιολογήσεων για κάθε ταινία 
(df_ratingCount) και εμφανίστηκαν οι 10 δημοφιλέστερες (εικόνα 16), αυτές δηλαδή με 
τις περισσότερες αξιολογήσεις. Όπως φαίνεται και στα αποτελέσματα, η δημοφιλέστερη 
ταινία είναι το Forrest Gump. Έπειτα, δημιουργήθηκε ένα DataFrame (df_RatingMean) 
το οποίο περιλαμβάνει τον μ.ο. όλων των αξιολογήσεων για κάθε ταινία (εικόνα 17). Το 
συγκεκριμένο DataFrame θα μας βοηθήσει να υπολογίζουμε την καλύτερη ταινία, αυτή 
δηλαδή με την υψηλότερη μέση βαθμολογία όλων των εποχών. 
 
Εικόνα 16: Exploratory Analysis – Υπολογισμός του συνολικός αριθμός των αξιολογήσεων 
για κάθε ταινία 
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Εικόνα 17: Exploratory Analysis – Δημιουργία Dataframe που περιλαμβάνει τον μ.ο. όλων 
των αξιολογήσεων για κάθε ταινία 
Ο συνολικός αριθμός των αξιολογήσεων για κάθε ταινία χρησιμοποιήθηκε σαν στήλη 
για την δημιουργία ενός νέου DataFrame (df_ext), το οποίο θα μας διευκολύνει στην 
συνέχεια για την δημιουργία του γραφήματος για την κατανομή του αριθμού των 
αξιολογήσεων ως προς τις ταινίες (εικόνα 18). 
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Εικόνα 18: Exploratory Analysis – Δημιουργία Dataframe με προσθήκη της τιμής των 
συνολικών αξιολογήσεων στον ενοποιημένο πίνακα ταινιών – αξιολογήσεων εμφάνιση 
αποτελεσμάτων των 10 δημοφιλέστερων 
Επίσης δημιουργήθηκε το DataFrame df_movies_ext, το οποίο περιλαμβάνει για κάθε 
ταινία τον μ.ο. των αξιολογήσεων και τον συνολικό αριθμό τους.  
Όπως προκύπτει από την εμφάνιση των 10 δημοφιλέστερων ταινιών, οι ταινίες με πάρα 
πολλές αξιολογήσεις συγκεντρώνουν πολύ υψηλές βαθμολογίες. Η σχέση αυτή θα φανεί 
ξεκάθαρα παρακάτω όπου θα γίνει και το αντίστοιχο διάγραμμα.  
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Εικόνα 19: Exploratory Analysis – Συνέχεια αποτελεσμάτων των 10 δημοφιλέστερων 
ταινιών και κατανομή των αξιολογήσεων ανά βαθμό 
Έπειτα υπολογίστηκε η κατανομή των αξιολογήσεων ανά βαθμό (εικόνα 19). Ο βαθμός 
που προτιμήθηκε περισσότερο είναι το 4.0 σε σχεδόν 7 εκατομμύρια αξιολογήσεις. 
Επίσης υπολογίζονται διάφορα στατιστικά στοιχεία για την καλύτερη κατανόηση των 
δεδομένων που αφορούν τους χρήστες. Προκύπτει ότι η πλειοψηφία των χρηστών είναι 
γένους αρσενικού. 
Οι περισσότεροι χρήστες απασχολούνται ως φοιτητές / σπουδαστές και ακολουθούν 
στελέχη επιχειρήσεων, ακαδημαϊκοί και μηχανικοί. Από τα αποτελέσματα προκύπτει ότι 
οι περισσότεροι χρήστες απασχολούνται σε επαγγέλματα με υψηλό βιοτικό και 
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μορφωτικό επίπεδο.  Ακόμα, ο χρήστης με τις περισσότερες αξιολογήσεις είναι εκείνος 
με User_id 45811 και αξιολόγησε 18276 ταινίες (εικόνα 20). 
 
Εικόνα 20: Exploratory Analysis – Ad-hoc ερωτήματα για τους χρήστες και η κατανομή των 
αξιολογήσεων ανά θεματική κατηγορία 
Από την δημιουργία του DataFrame most_popular_genre, προκύπτει ότι η 
δημοφιλέστερη θεματική κατηγορία είναι οι δραματικές ταινίες και ακολουθούν οι 
κωμωδίες. Θα πρέπει να τονιστεί όμως ότι πολλές ταινίες ανήκουν ταυτόχρονα σε 
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περισσότερες από μία θεματικές κατηγορίες . Το αποτέλεσμα αυτό είναι λογικό, καθώς 
όπως προκύπτει από το DataFrame movies_genres, οι περισσότεροι ταινίες ανήκουν στις 
δύο αυτές κατηγορίες, δράμα και κωμωδία (εικόνα 21). 
 
Εικόνα 21: Exploratory Analysis – Συνέχεια αποτελεσμάτων για την κατανομή των 
αξιολογήσεων και των ταινιών ανά θεματική κατηγορία 
7.3.1. Γραφική Ανάλυση   
Οι δύο κυριότερες βιβλιοθήκες για την δημιουργία γραφημάτων είναι η MatPlotLib και 
η Seaborn. Η Seaborn έχει δημιουργηθεί πάνω από την MatPlotLib που σημαίνει ότι για 
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να χρησιμοποιηθεί πρέπει να εισαχθούν και οι δύο. Η Seaborn είναι η πιο σύγχρονη 
βιβλιοθήκη και παράγει αισθητικά πιο όμορφα γραφήματα. 
Το γράφημα 1 απεικονίζει την κατανομή του αριθμού των αξιολογήσεων ως προς τις 
ταινίες. Όπως προκύπτει από το γράφημα, η συντριπτική πλειοψηφία των ταινιών έχει 
αξιολογηθεί λιγότερο από 40000 φορές. Για να είναι ευκρινέστερο το γράφημα, δεν 
έχουν συμπεριληφθεί οι ταινίες που έχουν αξιολογηθεί λιγότερο από 10000 φορές. 
 
Γράφημα 1: Κατανομή αριθμού αξιολογήσεων προς αριθμό ταινιών 
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Το γράφημα 2 αποικονίζει την κατανομή των ταινιών ανά έτος, με έτος  κυκλοφορίας 
μετά το 1960. Όπως προκύπτει, υπάρχει μία μεγάλη αύξηση στην παραγωγή ταινιών από 
το 1990 και μετά. Η πτώση στο τελευταίο έτος (2017) οφείλεται στο γεγονός ότι τα 
δεδομένα δεν είναι ολοκληρωμένα για το συγκεκριμένο έτος.  
 
Γράφημα 2: Κατανομή αριθμού ταινιών ανά έτος 
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Το γράφημα 3 αποικονίζει την κατανομή αξιολογήσεων ανά βαθμό. Οι βαθμοί  που 
προτιμήθηκαν περισσότερο  από τους χρήστες είναι το 3.0 και το 4.0 με σχεδόν 5.5 και 
7 εκατομμύρια αξιολογήσεις αντίστοιχα. 
 
Γράφημα 3: Κατανομή αξιολογήσεων ως προς τον βαθμό 
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Το γράφημα 4 αποικονίζει την σχέση μεταξύ αριθμού αξιολογήσεων και μ.ο. βαθμού. 
Οι ταινίες με πάρα πολλές αξιολογήσεις συγκεντρώνουν πολύ υψηλές βαθμολογίες. 
Όπως φαίνεται στο γράφημα, οι ταινίες με τουλάχιστον 40000 αξιολογήσεις έχουν μέση 
βαθμολογία άνω του 3. 
 
Γράφημα 4: Σχέση μεταξύ αριθμού αξιολογήσεων και μ.ο. βαθμού 
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Το γράφημα 5 αποικονίζει των αριθμό των αξιολογήσεων ως προς τον αριθμό των 
χρηστών. Προκύπτει ότι οι περισσότεροι χρήστες έχουν λιγότερες από 4000 
αξιολογήσεις. 
 
Γράφημα 5: Σχέση μεταξύ αριθμό των αξιολογήσεων ως προς τον αριθμό των χρηστών 
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Το γράφημα 6 αποικονίζει την κατανομή των χρηστών ως προς τους 21 διαφορετικούς 
τομείς. Όπως διαπιστώθηκε και νωρίτερα από την ανάλυση του αντίστοιχου DataFrame, 
προκύπτει ότι oι περισσότεροι χρήστες απασχολούνται ως φοιτητές / σπουδαστές και 
ακολουθούν στελέχη επιχειρήσεων, ακαδημαϊκοί και μηχανικοί. 
 
Γράφημα 6: Κατανομή των χρηστών ως προς 21 διαφορετικούς τομείς 
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8. Ανάλυση Δεδομένων με Apache Hive 
8.1. Εισαγωγή 
Ο πιο εύχρηστος τρόπος χρησιμοποίησης του Hive είναι μέσω του Ambari. To Ambari 
είναι ένα λογισμικό για την διαχείριση και παρακολούθηση των συστάδων (clusters) του 
Apache Hadoop. Το Ambari παρέχει ένα εύχρηστο περιβάλλον διαχείρισης του Hadoop 
μέσω Web User Interface. Τοπικά η σύνδεση γίνεται μέσω ενός περιηγητή (browser) 
στην διεύθυνση 127.0.0.1:8080/#/login. 
Στην εικόνα 22 φαίνεται η αρχική σελίδα παρακολούθησης του Ambari (dashboard). 
Υπάρχουν διάφορες πληροφορίες για το Hadoop cluster όπως οι διαθέσιμοι 
υπολογιστικοί και αποθηκευτικοί πόροι του συστήματος και οι διαθέσιμες υπηρεσίες. 
Από την αρχική οθόνη, ο χρήστης μπορεί να μεταβεί εύκολα με την επιλογή “Files View” 
στο HDFS (Hadoop Distributed File System) και να διαχειριστεί τα αποθηκευμένα 
αρχεία η κάνει μεταφόρτωση κάποιου καινούργιου. 
 
Εικόνα 22: Ambari - Αρχική οθόνη 
Στην εικόνα 23 φαίνεται η οθόνη διεπαφής του HDFS. Εδώ ο χρήστης μπορεί να 
περιηγηθεί στους διάφορους φακέλους και να διαχειριστεί τα αρχεία. Επίσης, με την 
επιλογή “upload” μπορεί να μεταφορτώσει το αρχείο που επιθυμεί και το οποίο θα 
αποθηκευτεί στο Hadoop cluster. Όπως φαίνεται, έχουν ήδη αποθηκευτεί τα αρχεία με 
τα δεδομένα μας (movies.csv, ratings.csv, users.csv) ώστε να δημιουργήσουμε τους 
αντίστοιχους πίνακες στο Apache Hive. 
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Εικόνα 23: HDFS  - Οθόνη διεπαφής 
8.2. Δημιουργία πινάκων και ερωτημάτων 
Επιλέγοντας το “Hive View”, μεταφερόμαστε στην οθόνη λειτουργίας του Hive. Ο πιο 
εύκολος και γρήγορος τρόπος για την δημιουργία των πινάκων είναι μέσω της επιλογής 
“upload table”. Καταρχάς επιλέγεται το HDFS path, η διαδρομή δηλαδή που βρίσκεται 
το αρχείο. Άλλες σημαντικές επιλογές είναι η μορφή του αρχείου (file type), η βάση 
δεδομένων στην οποία θα αποθηκευτεί ο πίνακας (database), το όνομα που θα δωθεί 
στον πινακα (table name) και φυσικά τα ονόματα των γνωρισμάτων και οι τύποι των 
δεδομένων.  Στην εικόνα 24, δημιουργήθηκε ο πίνακας των ταινιών (movie), ο οποίος 
θα εισαχθεί στην “default” βάση δεδομένων. Τα ονόματα των γνωρισμάτων θα είναι 
movie_ID , genre, year και title. Πολύ εύχρηστη επιλογή για την επιβεβαίωση ότι ο 
πίνακας θα δημιοιργηθεί σωστά, είναι η επιλογή  της προεπισκόπισης του πίνακα 
(preview). 
 
Εικόνα 24: Hive - Οθόνη διεπαφής για τη δημιουργία πινάκων στο Apache Hive 
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Με παρόμοιο τρόπο δημιουργήθηκαν και οι πίνακες των αξιολογήσεων (ratings) και των 
χρηστών (users). 
Επιλέγοντας την ετικέτα “Query” μεταφερόμαστε στην οθόνη διεπαφής για τη 
δημιουργία των ερωτημάτων (queries). Στο αριστερό μέρος μπορούμε να διακρίνουμε 
τις διαθέσιμες βάσεις δεδομένων καθώς και τους πίνακες που έχουν δημιουργηθεί. Ο 
χρήστης πληκτρολογεί το ερώτημα και με την επιλογή execute, το ερώτημα εκτελείται 
(εικόνα 25).  
 
Εικόνα 25: Hive - Οθόνη διεπαφής για τη δημιουργία ερωτημάτων στο Apache Hive 
Το Apache Hive διαθέτει την δικιά του γλώσσα που ονομάζεται HiveQL και είναι μία 
γλώσσα στα πρότυπα και αρκετά όμοια της SQL, γεγονός που διευκολύνει οποιοδήποτε 
χρήστη με εμπειρία σε κλασικές σχεσιακές βάσεις δεδομένων. Παρακάτω θα 
εκτελεστούν διάφορα ad-hoc ερωτήματα. 
 
Εικόνα 26: Hive - Εκτέλεση ερωτήματος για την δημοφιλέστερη ταινία όλων των εποχών 
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Το πρώτο ερώτημα αφορά την δημοφιλέστερη ταινία όλων των εποχών. Όπως προκύπτει 
από τα αποτελέσματα (εικόνα 26), η δημοφιλέστερη ταινία όλων των εποχών 
επαληθεύεται ότι είναι το “Forrest Gump” με 91921 αξιολογήσεις και ακολουθούν το 
“Shawshank Redemption” με 91082 και το “Pulp Fiction” με 87901 (εικόνα 27).  
 
Εικόνα 27: Hive - Αποτελέσματα ερωτήματος για την δημοφιλέστερη ταινία όλων των 
εποχών 
Το επόμενο ερώτημα (εικόνα 28), αφορά την καλύτερη ταινία όλων εποχών με πάνω από 
10000 αξιολογήσεις, ώστε να αποφευχθεί μεροληψία. 
 
Εικόνα 28: Hive - Εκτέλεση ερωτήματος για την καλύτερη ταινία όλων των εποχών 
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Όπως προκύπτει από τα αποτελέσματα (εικόνα 29), η καλύτερη ταινία όλων των εποχών 
είναι το “Shawshank Redemption” με μέσο βαθμό 4.43 και ακολουθούν το “Godfather” 
με 4.33 και το “Usual Suspects” με 4.30.  
 
Εικόνα 29: Hive - Αποτελέσματα ερωτήματος για την καλύτερη ταινία όλων των εποχών 
 
Το τελευταίο ερώτημα (εικόνα 30), αφορά τον αριθμό ταινιών ανά έτος, μεταξύ του 2005 
και 2015. 
 
Εικόνα 30: Hive - Εκτέλεση ερωτήματος για τον αριθμό ταινιών ανά έτος μεταξύ 2005-2015 
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Όπως προκύπτει από τα αποτελέσματα (εικόνα 31), το έτος με την κυκλοφορία των 
περισσότερων ταινιών είναι το 2014 με 1956 ταινίες και ακολουθούν το 2015 με 1931 
και το 2013 με 1886. 
 
Εικόνα 31: Hive - Αποτελέσματα ερωτήματος για τον αριθμό ταινιών ανά έτος μεταξύ του 
2005 και 2015. 
8.3. Σύνδεση Tableau με Apache Hive 
Το Tableau είναι ένα λογισμικό που δίνει την δυνατότητα για ταχεία ανάλυση δεδομένων 
και παραγωγή διαδραστικών (interactive) γραφημάτων επικεντρωμένα στην 
επιχειρηματική ευφυΐα (business intelligence). Το χαρακτηριστικό που το κάνει πολύ 
χρήσιμο είναι η “drag and drop” λειτουργία του, δηλαδή δεν απαιτείται γνώση σε κάποια 
γλώσσα προγραμματισμού και όλα τα γραφήματα δημιουργούνται απλά «σέρνοντας» τα 
γνώρισμα του πίνακα δεδομένων και τοποθετώντας το στην κατάλληλη θέση, αναλόγως 
αν επιθυμούμε να διαβαστεί σαν στήλη (column) ή γραμμή (row).   
Το Tableau δίνει την δυνατότητα σύνδεσής του με διάφορες βάσεις ή αποθήκες 
δεδομένων (Data Warehouses), όπως το Apache Hive. Στην εικόνα 32, φαίνεται η 
αντίστοιχη οθόνη επιλογών.  
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Εικόνα 32: Tableau - Επιλογές σύνδεσης με βάσεις ή αποθήκες δεδομένων 
Από την λίστα, επιλέγεται το Hortonworks Hadoop Hive και στην καρτέλα σύνδεσης 
(εικόνα 33) υποδεικνύεται η διεύθυνση του διακομιστή (server), η αντίστοιχη θύρα 
(port), καθώς και το κατάλληλο όνομα χρήστη με τον αντίστοιχο κωδικό. 
 
Εικόνα 33: Tableau - Καρτέλα σύνδεσης με Apache Hive 
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8.3.1. Δημιουργία γραφημάτων στο Tableau 
Αφού γίνει η σύνδεση, ο χρήστης μπορεί να επιλέξει ποιους πίνακες θα εισάγει (εικόνα 
34). Το λογισμικό δίνει την δυνατότητα να γίνει και ένωση πινάκων με την χρήση 
κλειδιού, ακριβώς όπως θα γινόταν σε μία σχεσιακή βάση δεδομένων. 
 
Εικόνα 34: Tableau  - Επιλογές για την εισαγωγή δεδομένων μέσω σύνδεσης 
 
Το Tableau δίνει την δυνατότητα δημιουργία θεματικών χαρτών. Όπως φαίνεται στην 
εικόνα 35, γίνεται συγκεντρωτική απεικόνιση των περιοχών διαμονής των χρηστών.   
 
Εικόνα 35: Tableau - Θεματικός χάρτης απεικόνισης των περιοχών διαμονής των χρηστών 
Το Tableau έχει την δυνατότητα να διαβάζει τους ταχυδρομικούς κώδικες (zip codes) 
από τον πίνακα δεδομένων των χρηστών και να τους αντιστοιχεί με τις περιοχές των 
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Η.Π.Α.. Έπειτα, υπολογίζει για τον κάθε ταχυδρομικό κώδικα τον αριθμό των χρηστών. 
Με την κατάλληλη χρωματική διαβάθμιση, γίνεται εύκολα αντιληπτό από ποιες περιοχές 
προέρχονται οι περισσότεροι χρήστες. Όπως προκύπτει από τον χάρτη, οι περισσότεροι 
χρήστες προέρχονται από μεγάλα αστικά κέντρα όπως δυτικά από το Λος Άντζελες και 
το Σαν Φρανσίσκο, ενώ ανατολικά  από το Ντιτρόιτ και την Ουάσιγκτον. Επίσης υπάρχει 
μεγάλη συγκέντρωση χρηστών στην Μινεάπολις της Μινεσότα, αναμενόμενο αφού εκεί 
εδρεύει το ερευνητικό εργαστήριο GroupLens του πανεπιστημίου. 
Το επόμενο γράφημα απεικονίζει την κατανομή χρηστών ανά τομέα απασχόλησης και 
φύλο. Όπως προκύπτει από το γράφημα 7, οι περισσότεροι χρήστες απασχολούνται ως 
φοιτητές / σπουδαστές και ακολουθούν στελέχη επιχειρήσεων, ακαδημαϊκοί και 
μηχανικοί, ενώ η πλειοψηφία των χρηστών είναι άντρες. 
 
Γράφημα 7: Tableau – Κατανομή χρηστών ανά τομέα απασχόλησης και φύλο 
Το τελευταίο γράφημα απεικονίζει την κατανομή χρηστών ανά ηλικιακή κλάση και 
φύλο. Όπως προκύπτει από το γράφημα 8, οι περισσότεροι χρήστες είναι μεταξύ 25-34 
και 18-24 ετών.  
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Γράφημα 8: Tableau – Κατανομή χρηστών ανά ηλικιακή κλάση και φύλο 
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9. Ανάλυση με Βάσεις Δεδομένων 
9.1. Εισαγωγή 
Οι δύο κυριότερες κατηγορίες βάσεων δεδομένων είναι οι κλασικές σχεσιακές βάσεις 
(MySQL, Postgres, Microsoft SQL Server, κτλ) και οι NoSQL βάσεις (Cassandra, 
HBase, MongoDB, κτλ). Η μεγάλη τους διαφορά είναι ότι οι σχεσιακές βάσεις 
δεδομένων είναι κατακόρυφα επεκτάσιμες (vertically scalable), ενώ οι NoSQL βάσεις 
δεδομένων είναι οριζόντια επεκτάσιμες (horizontally scalable). Για αυτόν ακριβώς τον 
λόγο, συστήματα κατανεμημένης επεξεργασίας όπως το Hadoop υποστηρίζουν κατά 
κύριο λόγο NoSQL βάσεις δεδομένων.  
9.2. Σχεσιακή Βάση Δεδομένων – MySQL     
Η MySQL είναι ήδη εγκατεστημένη στο Hadoop και η πρόσβαση γίνεται μέσω ενός SSH 
client όπως το PuTTY. Όπως φαίνεται στην εικόνα 36, αφού γίνει η σύνδεση στο Hadoop 
cluster με μία απλή εντολή “mysql –u root –p”, συνδεόμαστε στον MySQL server. Το 
“root”, δίνει δικαιώματα διαχειριστή (administrator) στον χρήστη ώστε να είναι δυνατή 
η δημιουργία μίας νέας βάσης δεδομένων.  
 
Εικόνα 36: MySQL - Σύνδεση και δημιουργία βάσης δεδομένων 
Στην εικόνα 37, φαίνεται ότι η βάση δεδομένων με όνομα ”movielens” δημιουργήθηκε 
επιτυχώς. Επίσης με την κατάλληλη εντολή δημιουργείται ο πίνακας των αξιολογήσεων 
(ratings). Ομοίως γίνεται η δημιουργία του πίναλα των ταινιών. 
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Εικόνα 37: MySQL – Έλεγχος ύπαρξης νέας βάσης και δημιουργία πίνακα 
Με την παρακάτω εντολή στο command shell του Hadoop, χρησιμοποιώντας το Sqoop, 
γίνεται η εισαγωγή των δεδομένων από τον πίνακα του Hive στον πίνακα της MySQL:  
“sqoop export --connect jdbc:mysql://localhost/movielens -m 1 --driver 
com.mysql.jdbc.Driver --table ratings --export-dir /apps/hive/warehouse/ratings --
input-fields-terminated-by '\0001'” 
Το επόμενο βήμα είναι η δημιουργία ad-hoc ερωτημάτων. Το πρώτο ερώτημα είναι για 
τον υπολογισμό της καλύτερης ταινίας (με τον μεγαλύτερο μέσο όρο) ανά έτος, για τις 
χρονιές μεταξύ 1990-2010. Για την αποφυγή μεροληψίας, χρησιμοποιούνται μόνο οι 
ταινίες με πάνω από 10000 αξιολογήσεις. Αρχικά δημιουργούνται δύο views (εικόνα 38) 
για την ευκολότερη εκτέλεση του ερωτήματος. 
 
Εικόνα 38: MySQL – Δημιουργία Views για το ερώτημα της καλύτερης ταινίας ανά έτος, για 
τις χρονιές μεταξύ 1990-2010 
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Στην συνέχεια πραγματοποιείται το εμφωλευμένο ερώτημα (εικόνα 39). 
 
Εικόνα 39: MySQL – Ερώτημα για την εύρεση της καλύτερης ταινίας ανά έτος, για τις 
χρονιές μεταξύ 1990-2010 
Παρακάτω, στην εικόνα 40, παρουσιάζονται τα αποτελέσματα. Όπως προκύπτει, η 
κορυφαία ταινία του 2010 είναι το “Inception”, για το 2000 το “Memento” και για το 
1990 το “Goodfellas”.  
 
Εικόνα 40: MySQL – Αποτελέσματα για την καλύτερη ταινίας ανά έτος, για τις χρονιές 
μεταξύ 1990-2010 
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Το επόμενο ερώτημα αφορά την εύρεση των 15 δημοφιλέστερων πολεμικών ταινιών 
(εικόνα 41). Όπως προκύπτει από τα αποτελέσματα, η δημοφιλέστερη ταινία είναι το 
“Forrest Gump” με 91921 αξιολογήσεις και ακολουθούν το “Schindler’s List” με 67662 
και το “Braveheart” με 66512.  
 
Εικόνα 41: MySQL – Ερώτημα και αποτελέσματα για τις 15 πολεμικές ταινίες 
Τα τελευταία δύο ερωτήματα αφορούν την εύρεση του χρήστη με τις περισσότερες 
αξιολογήσεις, καθώς και πως κατανεμήθηκαν αυτές στις κατηγορίες ταινιών (εικόνα 42). 
Όπως προκύπτει, ο χρήστης με τις περισσότερες αξιολογήσεις έχει κωδικό χρήστη 45811 
και αξιολόγησε 18276 ταινίες. Επίσης, την πρώτη θέση στις προτιμήσεις του κατέχουν 
οι δραματικές ταινίες και ακολουθούν τα ντοκιμαντέρ και οι κωμωδίες. 
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Εικόνα 42: MySQL – Ερώτημα και αποτελέσματα για τον χρήστη με τις περισσότερες 
αξιολογήσεις και η κατανομή τους ανά θεματική κατηγορία 
9.3. NoSQL Βάση – HBase με Apache Phoenix     
Η HBase είναι ήδη εγκατεστημένη στο Hadoop και η πρόσβαση γίνεται μέσω του SSH 
client. Ο πιο εύχρηστος όμως τρόπος για την διαχείριση και υποβολή ερωτημάτων είναι 
μέσω του Apache Phoenix, το οποίο είναι ένα λογισμικό «χτισμένο» πάνω από την 
HBase που υποστηρίζει OnLine Transaction Processing (OLTP). Στην εικόνα 43 
φαίνεται η σύνδεση και η εμφάνιση των πινάκων της HBase μέσω του Phoenix.  
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Εικόνα 43: HBase (Apache Phoenix) – Σύνδεση και εμφάνιση πινάκων 
Το επόμενο βήμα (εικόνα 44) είναι η δημιουργία του πίνακα “user”, στον οποίο θα 
μεταφέρουμε τα δεδομένα κατευθείαν από το HDFS. 
 
Εικόνα 44: HBase (Apache Phoenix) - Δημιουργία πίνακα 
Για να εισάγουμε τα δεδομένα, από το φάκελο του Apache Phoenix client που βρίσκεται 
στην διαδρομή: 
“cd /usr/hdp/current/phoenix-client/bin” 
Εκτελούμε την εντολή: 
“python psql.py -table USER -delimiter ';'  hdfs:///user/maria_dev/users.csv” 
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Η παραπάνω εντολή θα εισάγει όλα τα δεδομένα στον πίνακα που έχει ήδη δημιουργηθεί, 
από το csv αρχείο το οποίο βρίσκεται αποθηκευμένο στο HDFS. Μεγάλη προσοχή θα 
πρέπει να έχει δωθεί ώστε ο δημιουργηθέν πίνακας να έχει την κατάλληλη δομή και τους 
σωστούς τύπους δεδομένων. 
Στην εικόνα 45, βρισκόμαστε μέσα στην HBase με σκοπό να ελέγξουμε ότι ο πίνακας 
έχει δημιουργηθεί ορθώς, όπως επίσης κι ότι τα δεδομένα εισήχθησαν σωστά. Με την 
την εντολή: 
“list” 
επιβεβαιώνουμε ότι ο πίνακας έχει δημιουργηθεί και με την εντολή: 
“scan USER” 
οτι εισήχθησαν οι εγγραφές. Πράγματι έχουμε 5974 εγγραφές (εικόνα 45). 
 
Εικόνα 45: HBase – Έλεγχος εγγραφών στον πίνακα 
Επόμενο βήμα είναι να επιστρέψουμε στο shell του Apache Phoenix ώστε να 
πραγματοποιήσουμε τα  ad-hoc ερωτήματα στον πίνακα με τα δεδομένα των χρηστών. 
Ένα από τα πλεονεκτήματα του Phoenix είναι ότι τα ερωτήματα γίνονται με την χρήση 
SQL. 
Στην εικόνα 46, προκύπτει ότι ο αριθμός χρηστών που απασχολούνται στις επιστήμες 
είναι 142, ενώ ο συνολικός αριθμός των γυναικών είναι 1838. Τέλος, στην εικόνα 47, 
προκύπτει ότι ο αριθμός χρηστών που είναι φοιτητές είναι 517 για τους άντρες και 235 
για τις γυναίκες. Επίσης, από την κατανομή των χρηστών ηλικίας 18-24 ανά τομέα 
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απασχόλησης, προκύπτει ότι οι περισσότεροι απασχολούνται ως σπουδαστές και 
ακολουθούν προγραμματιστές και μηχανικοί. 
 
Εικόνα 46: HBase (Apache Phoenix) – Ερωτήματα και αποτελέσματα για τον αριθμό των 
χρηστών που απασχολούνται στις επιστήμες και τον συνολικό αριθμό των γυναικών 
 
Εικόνα 47: HBase (Apache Phoenix) – Ερωτήματα και αποτελέσματα για τον αριθμό τον 
χρηστών που είναι φοιτητές ανά φύλο και την κατανομή των χρηστών ηλικίας 18-24 ανά 
τομέα απασχόλησης 
Αναλυτική Μεγάλων Δεδομένων με Χρήση Hadoop                                                             Ξωνίκης Γεώργιος 
 
Πανεπιστήμιο Μακεδονίας – Δ.Π.Μ.Σ. στα Πληροφοριακά Συστήματα Σελίδα 76 
 
10. Recommender System με Apache Spark 
10.1. Εισαγωγή 
Με το User-based Collaborative Filtering πραγματοποιούμε προβλέψεις (φιλτράρισμα) 
για τις προτιμήσεις ενός χρήστη, συλλέγοντας τις προτιμήσεις από πολλούς άλλους 
χρήστες. Η  υπόθεση είναι ότι εάν ένας χρήστης Α έχει την ίδια γνώμη με τον χρήστη Β 
για μία ταινία,  τότε ο Α είναι πιο πιθανό να έχει τη γνώμη του Β για μία άλλη ταινία, 
από κάποιον χρήστη ο οποίος θα επιλεγόταν τυχαία [Kane F., (2017)]. 
Σκοπός μας λοιπόν είναι να εφαρμόσουμε έναν αλγόριθμο ο οποίος θα προβλέπει για 
κάθε χρήστη με τι βαθμό θα αξιολογούσε κάθε ταινία, ακόμα και αν δεν την έχει 
παρακολουθήσει. Οι ταινίες με τον υψηλότερο βαθμό πρόβλεψης θα είναι και οι ταινίες 
που προτείνονται στον χρήστη.   
10.2. Υλοποίηση του Recommender System 
Αρχικά, θα τροποποιήσουμε το αρχείο των αξιολογήσεων (ratings) ώστε να 
δημιουργήσουμε 3 χρήστες με προεπιλεγμένες προτιμήσεις, τους χρήστες με User_ID = 
0, 1, 2 (εικόνα 48).  
 
Εικόνα 48: Recommender System – Εισαγωγή προτιμήσεων εικονικών χρηστών 
Για τους 3 αυτούς εικονικούς χρήστες, επιλέξαμε και βαθμολόγησαμε από 6 ταινίες, 
ώστε να διαπιστώσουμε αν οι ταινίες που θα μας προταθούν θα έχουν κάποιο μοτίβο. 
Για τον εικονικό χρήστη με User_ID = 0, επιλέξαμε και βαθμολογήσαμε με πολύ 
υψηλούς βαθμούς, ταινίες κλασικές με πολεμικό θεματικό χαρακτήρα. Ομοίως πράξαμε 
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και για τους άλλους δύο χρήστες. Για τον User_ID = 1 επιλέξαμε ταινίες με θεματικό 
χαρακτήρα τρόμου, ενώ για τον User_ID = 2 επιστημονικής φαντασίας. 
Ενδεικτικά, οι ταινίες που επιλέχθηκαν για τον χρήστη με User_ID = 0, είναι: 
1. “Shindler’s List” με βαθμό 5.0 
2. “Braveheart” με βαθμό 4.0 
3. “Saving Private Ryan” με βαθμό 5.0 
4. “Snatch” με βαθμό 4.5 
5. “Inglorious Basterds” με βαθμό 4.0 
6. Forrest Gump” με βαθμό 5.0 
Η βιβλιοθήκη Spark MLlib για την Μηχανική Μάθηση (Machine Learning) παρέχει 
αλγόριθμο Collaborative Filtering χρησιμοποιώντας την μέθοδο των Εναλλασσόμενων 
Ελαχίστων Τετραγώνων (Alternating Least Squares - ALS).  
Ακολουθεί ο κώδικας στο Jupyter Notebook. Αρχικά εισάγονται οι κατάλληλες 
βιβλιοθήκες και η εντολή εκκίνησης του spark session (εικόνα 49). 
 
Εικόνα 49: Recommender System – Εισαγωγή βιβλιοθηκών και έναρξη session 
Έπειτα, γίνεται η αποθήκευση των δεδομένων σε spark Dataframes. Τα spark Dataframes 
είναι η δομή δεδομένων που απαιτεί το Spark engine για την λειτουργία της 
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κατανεμημένης επεξεργασίας. Είναι σχεδόν όμοια με τα Pandas Dataframes αλλά 
παρέχουν και κάποιες λειτουργίες για την δημιουργία ερωτημάτων ανάκτησης με χρήση 
SQL. Τα δεδομένα εισάγονται από τα αντίστοιχα csv αρχεία (εικόνα 50).  
 
Εικόνα 50: Recommender System – Εισαγωγή δεδομένων 
Με την εντολή .show() επαληθεύουμε ότι τα δεδομένα έχουν τοποθετηθεί σωστά στις 
στήλες. Επίσης, με την εντολή describe() μπορούμε να δούμε κάποια στατιστικά στοιχεία 
για τα δεδομένα, όπως πόσες εγγραφές περιέχουν, το εύρος τιμών κτλ. Τα αρχείο των 
ratings που θα χρησιμοποιηθεί αποτελείται από σχεδόν 10 εκατομμύρια αξιολογήσεις. Η 
ίδια διαδικασία γίνεται και για το αρχείο με τα δεδομένα των ταινιών.  Οι ταινίες είναι 
σχεδόν 46000 (εικόνα 51). Στην συνέχεια υπολογίζονται οι ταινίες με πάνω από 2000 
αξιολογήσεις και δημιουργείται το αντίστοιχο Spark Dataframe (εικόνα 52). Αυτό το 
κάνουμε για την αποφυγή μεροληψίας. Να μην χρησιμοποιηθούν δηλαδή ταινίες με 
ελάχιστες αξιολογήσεις το οποίο θα δημιουργήσει μεροληπτικά αποτελέσματα.  
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Εικόνα 51: Recommender System – Εισαγωγή δεδομένων και υπολογισμός ταινιών με πάνω 
από 2000 αξιολογήσεις 
Αφού δημιουργηθεί το Spark Dataframe με τις ταινίες με πάνω από 2000 αξιολογήσεις 
(df_popular), γίνεται ο διαχωρισμός των δεδομένων σε training και test (εικόνα 52). Η 
διαδικασία αυτή γίνεται ώστε να μπορέσουμε να αξιολογήσουμε την ακρίβεια του 
αλγόριθμου. Τα test δεδομένα θα χρησιμοποιηθούν ώστε να γίνει ο υπολογισμός των 
παραμέτρων του μοντέλου. 
 
Εικόνα 52: Recommender System – Δημιουργία Dataframe με τις ταινίες με πάνω από 2000 
αξιολογήσεις και διαχωρισμός δεδομένων 
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Έπειτα, θα εφαρμόσουμε τον αλγόριθμο στα test δεδομένα και θα προβλέψουμε για κάθε 
ταινία τον βαθμό αξιολόγησης. Η ακρίβεια του μοντέλου θα υπολογιστεί από την 
διαφορά μεταξύ πραγματικής τιμής και τιμής πρόβλεψης. Ο διαχωρισμός γίνεται σε 
ποσοστό 0.7-0.3. 
Για τον υπολογισμό της παραμέτρου των βέλτιστων επαναλήψεων του αλγορίθμου, 
δημιουργήθηκε ένας βρόγχος για να διαπιστωθεί από ποιο αριθμό επαναλήψεων και 
έπειτα το σφάλμα παραμένει σχεδόν αμείωτο.  
 
Εικόνα 53: Recommender System – Δημιουργία βρόγχου για τον υπολογισμό της 
παραμέτρου των βέλτιστων επαναλήψεων του αλγορίθμου 
Από τα αποτελέσματα προκύπτει ότι το σφάλμα παραμένει σχεδόν σταθερό μετά από 10 
επαναλήψεις (εικόνα 54). Για την καλύτερη ακρίβεια του αλγορίθμου θα επιλέξουμε 20 
επαναλήψεις.  
 
Εικόνα 54: Recommender System – Υπολογισμός σφάλματος ανά αριθμό επαναλήψεων 
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Μια καλύτερη εικόνα προκύπτει από το αντίστοιχο γράφημα (εικόνα 55), από το οποίο 
προκύπτει ότι η επιλογή άνω των 10 επαναλήψεων, δεν βελτιώνει παρα μόνο ελάχιστα 
την ακρίβεια του μοντέλου. 
 
Εικόνα 55: Recommender System – Γράφημα σφάλματος ανά αριθμό επαναλήψεων 
Στην συνέχεια γίνεται η δημιουργία του μοντέλου και η εφαρμογή του στα training 
δεδομένα. Έπειτα, όπως αναφέρθηκε παραπάνω, γίνεται η πρόβλεψη στα test δεδομένα. 
Η αξιολόγηση προκύπτει από τον υπολογισμό του σφάλματος μεταξύ των δύο τιμών, το 
οποίο είναι σχεδόν 0.8108 (εικόνα 56). 
 
Εικόνα 56: Recommender System – Δημιουργία, εφαρμογή και αξιολόγηση μοντέλου 
Η ακρίβεια του μοντέλου είναι αρκετά καλή οπότε προχωρούμε στον υπολογισμό των 
10 προτεινόμενων ταινιών για κάθε χρήστη (εικόνα 57). Επιπλέον, για λόγους 
υπενθύμισης, γίνεται και η εμφάνιση των ταινιών για τον χρήστη με User_id = 0. 
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Εικόνα 57: Recommender System – Υπολογισμός των 10 προτεινόμενων ταινιών 
Και γίνεται η εμφάνιση των αποτελεσμάτων (εικόνα 58). 
 
Εικόνα 58: Recommender System – Εμφάνιση αποτελεσμάτων για τον χρήστη με User_id= 0 
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Για τον χρήστη User_id= 0, η κορυφαία πρόταση είναι η ταινία “Shawshawnk 
Redemption”. Ακολουθεί η ταινία “Shindler’s List” την οποία βέβαια την είχαμε εισάγει 
ήδη σαν προτίμηση και την είχαμε βαθμολογήσει με 5, η ταινία “Godfather” κ.ο.κ.  
Ακολουθεί ακριβώς η ίδια διαδικασία για τους άλλους δύο εικονικούς χρήστες.  
 
Εικόνα 59: Recommender System – Εμφάνιση αποτελεσμάτων για τον χρήστη με User_id= 1 
Για τον χρήστη User_id= 1, η κορυφαία πρόταση είναι η ταινία “Matrix”. Ακολουθεί η 
ταινία “Shawshawnk Redemption”, η ταινία “Dark Knight” (εικόνα 59), κ.ο.κ.  
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Για τον χρήστη User_id= 2, οι κορυφαίες 3 προτάσεις είναι οι ταινίες της τριλογίας “Lord 
of the Rings”. Ακολουθεί η ταινία  “Matrix” την οποία βέβαια την είχαμε εισάγει ήδη 
σαν προτίμηση και την είχαμε βαθμολογήσει με 5 (εικόνα 60), κ.ο.κ.  
 
Εικόνα 60: Recommender System – Εμφάνιση αποτελεσμάτων για τον χρήστη με User_id= 2 
Από την ανάγνωση των αποτελεσμάτων, η διαίσθηση που προκύπτει είναι ότι οι 
προτάσεις του αλγορίθμου είναι αρκετά καλές, καθώς φαίνεται ότι υπάρχει μοτίβο 
μεταξύ των ταινιών που εισήγαμε και των προτάσεων. Ειδικά για τους χρήστες με 
User_id = 0 και 2, οι περισσότερες ταινίες που προτείνονται είναι εφάμιλλες της 
θεματικής κατηγορίας που είχαν εισαχθεί ως προτίμηση. 
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11. Συμπεράσματα 
Το Hadoop είναι το πιο ολοκληρωμένο λογισμικό ανοιχτού κώδικα για την υποστήριξη 
κατανεμημένης αποθήκευσης και επεξεργασίας μεγάλου όγκου δεδομένων. Το 
πλεονέκτημα του ότι είναι λογισμικό ανοιχτού κώδικα και το γεγονός πως υπάρχει από 
πίσω μία τεράστια κοινότητα (Apache org) πολύ εξειδικευμένων επιστημόνων οι οποίοι 
συνεχώς εξελίσσουν το περιβάλλον του Hadoop και των εργαλείων του [Apache org, 
(n.d)].  
Γενικά κάποια εμπειρικά συμπεράσματα από την ανάλυση του συγκεκριμένου σετ 
δεδομένων είναι ότι:   
 Η επεξεργασία αρχείων με όγκο πάνω από περίπου 500Mb απαιτεί την 
επεξεργασία τους από λογισμικά όπως το Hadoop, τα οποία υποστηρίζουν την 
κατανεμημένη αποθήκευση και επεξεργασία.  
 Η επεξεργασία μεγάλων αρχείων τύπου csv είναι αδύνατη από λογισμικά όπως 
το Excel. Ο καλύτερος τρόπος επεξεργασίας τους είναι με την χρήση 
αποθηκευτικών δομών, όπως των DataFrames της Python (βιβλιοθήκη Pandas). 
Η βιβλιοθήκη αυτή παρέχει την δυνατότητα τόσο της ανάγνωσης και 
επεξεργασίας των αρχείων αυτών, όσο και της αποθήκευσης τους στον σκληρό 
δίσκο στην μορφή csv. 
Η γραφική ανάλυση παρουσιάζει τεράστια εξέλιξη και αποτελεί έναν εξαιρετικό τρόπο 
για την κατανόηση των δεδομένων και την έρευνα για την ύπαρξη μοτίβων και σχέσεων 
μεταξύ των μεταβλητών. Η ανάλυση δεδομένων με την χρήση γραφημάτων 
επιτυγχάνεται πολύ γρήγορα και εύκολα με την χρήση των κατάλληλων βιβλιοθηκών 
της Python (Matplotlib, Seaborn).  
Ένα από τα μεγάλα πλεονεκτήματα του οικοσυστήματος του Hadoop είναι η 
διασυνδεσιμότητά του. Για παράδειγμα, η σύνδεση του Apache Hive με το Tableau δίνει 
την δυνατότητα για την δημιουργία εξαιρετικών γραφημάτων, πολύ γρήγορα και εύκολα 
και μάλιστα χωρίς την απαίτηση προγραμματιστικών γνώσεων. Όσον αφορά το Apache 
Hive, είναι ένα εξαιρετικό εργαλείο για την γρήγορη δημιουργία πινάκων και την 
ανάλυση τους με χρήση SQL. Το μεγάλο του πλεονέκτημα είναι ότι δεν απαιτεί την 
ύπαρξη ενός μοντέλου οντοτήτων – συσχετίσεων για την δημιουργία της βάσης 
δεδομένων. Το Apache Hive είναι κατάλληλο για Online Analytical Processing (OLAP). 
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Δεν ενδείκνυται η χρήση του για Online Transaction Processing (OLTP), καθώς η 
επεξεργασία των ερωτημάτων είναι αρκετά πιο αργή από μία σχεσιακή βάση δεδομένων. 
Το Hadoop όμως, μέσω του λογισμικού Sqoop, δίνει την δυνατότητα για πολύ γρήγορη 
μεταφορά των αρχείων και δημιουργία πινάκων από το HDFS στην MySQL. Ομοίως, η 
HBase που είναι μία NoSQL βάση δεδομένων, με την χρήση του λογισμικού Apache 
Phoenix, μετατρέπεται γρήγορα σε μία σχεσιακή βάση δεδομένων για υποστήριξη 
OLTP. Το πλεονέκτημα της HBase είναι ότι τα αρχεία της αποθηκεύονται απευθείας στο 
HDFS, διευκολύνοντας έτσι την οριζόντια επεκτασιμότητάς της.  
Η δημιουργία ενός Recommender System απαιτεί εξαιρετικά μεγάλη επεξεργαστική 
ισχύ. Είναι σχεδόν απαγορευτικό να δημιουργηθεί ένα τέτοιο σύστημα χωρίς την χρήση 
μίας πλατφόρμας κατανεμημένης αποθήκευσης και επεξεργασίας όπως το Hadoop, σε 
συνεργασία με το Apache Spark. Η εφαρμογή του αλγορίθμου είναι μία σχετικά απλή 
διαδικασία, με μόνο λίγες γραμμές κώδικα. Ο περισσότερος χρόνος αφιερώνεται στην 
κατανόηση των δεδομένων, στην μετατροπή τους στην μορφή που απαιτεί ο αλγόριθμος 
(Spark Dataframe) και τέλος, στην αξιολόγηση της ακρίβειας και των αποτελεσμάτων. 
Τα Recommender Systems είναι ένα πεδίο με τεράστια εξέλιξη τα τελευταία χρόνια. 
Εταιρίες κολοσσοί όπως η Amazon και το Netflix έχουν τεράστιες ομάδες για την 
ανάπτυξη και βελτίωση αυτών των συστημάτων. Υπάρχουν αρκετές προσεγγίσεις για 
την επίλυση του προβλήματος, με τις πιο διαδεδομένες να είναι το user-based 
collaborative filtering και item-based collaborative filtering [Kane F., (2017)]. Παρότι 
στην παρούσα εργασία χρησιμοποιήθηκε η προσέγγιση του user-based collaborative 
filtering με μόλις μία παράμετρο (movie rating), η διαδικασία υπολογισμού του 
αλγόριθμου διήρκησε πάρα πολλά λεπτά. Η μη χρήση πραγματικού Hadoop Cluster δεν 
επιτρέπει την εφαρμογή του αλγορίθμου σε μεγαλύτερο dataset ή και με την χρήση 
επιπλέον παραμέτρου. 
11.1. Προτάσεις για μελλοντική έρευνα 
Το Recommender System που αναπτύχθηκε στα πλαίσια της παρούσας εργασίας 
επιδέχεται μεγάλα περιθώρια βελτίωσης στην ακρίβεια των προβλέψεων. Κάποιοι από 
αυτούς τους τρόπους είναι: 
1. Χρήση μεγαλύτερου dataset (περισσότερες αξιολογήσεις από περισσότερους 
χρήστες). Ένα από τα αξιώματα του Machine Learning είναι ότι με όσα 
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περισσότερα δεδομένα τροφοδοτούμε τον αλγόριθμο, τόσο καλύτερη θα είναι η 
πρόβλεψη του. 
2. Χρήση περισσότερων παραμέτρων. Για παράδειγμα, θα μπορούσε να γίνει 
διαφοροποίηση των ταινιών ανά θεματική κατηγορία. Επιπλέον, το έτος 
κυκλοφορίας της ταινίας, όπως επίσης και η ηλικία του χρήστη είναι σημαντικές 
παράμετροι που θα μπορούσαν να αξιοποιηθούν.   
3. Χρήση της μεθόδου Grid Parameter για την εύρεση των βέλτιστων τιμών των 
παραμέτρων του αλγορίθμου. Στα πλαίσια της εργασίας, η διαδικασία αυτή 
έγινε μόνο για την εύρεση της βέλτιστης τιμής για την παράμετρο “iterations” 
του αλγορίθμου. Παρόμοια διαδικασία βρίσκει τον βέλτιστο συνδυασμού τιμών 
μεταξύ των τιμών των παραμέτρων [Scikit Learn org, (n.d)] 
4. Χρήση διαφορετικού αλγορίθμου. Υπάρχουν αρκετοί ακόμα αλγόριθμοι για την 
δημιουργία ενός Recommender System, όπως η μέθοδος Association Rules, η 
KNN, ακόμα και η χρήση Νευρωνικών Δικτύων (Neural Networks) [Kordik P., 
(2018)].  
Τέλος, προτείνεται να γίνει μια μελέτη η οποία θα αξιολογεί συγκριτικά την 
αποδοτικότητα των εργαλείων που χρησιμοποιήθηκαν και για ποια επιχειρηματική 
διαδικασία ενδείκνυται το κάθε εργαλείο. 
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13. Παράρτημα 
13.1. Exploratory Analysis  
# Εισαγωγή Βιβλιοθηκών 
import pandas as pd 
import numpy as np 
import matplotlib.pyplot as plt 
 
#Εισαγωγή Αρχείων  
# Ταινίες 
column_names_movies = ['movie_id', 'genre', 'year', 'title'] 
movies = pd.read_csv('movies.csv', delimiter = ';', names = column_names_movies, 
                     header = 0) 
movies.head() 
movies.info() 
 
# Αξιολογήσεις 
column_names_ratings = ['user_id', 'movie_id', 'rating', 'date'] 
ratings = pd.read_csv('ratings.csv', delimiter = ',', names= column_names_ratings 
                      , header = 0) 
ratings.head() 
ratings.info() 
 
# Χρήστες 
column_names_users = ['user_id', 'gender', 'age', 'occupation', 'zipcode'] 
users = pd.read_csv('users.csv', delimiter = ';', names= column_names_users 
                    , header = 0) 
users.head(5) 
users.info() 
 
# Περιγραφικά στατιστικά πίνακα ταινιών 
movies.describe() 
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# Περιγραφικά στατιστικά πίνακα αξιολογήσεων 
ratings.describe() 
 
# Περιγραφικά στατιστικά πίνακα χρηστών 
users.describe() 
 
# Ένωση πινάκων ταινιών - αξιολογήσεων  
df = pd.merge(movies,ratings,on='movie_id') 
df.head() 
 
# Στοιχεία πίνακα 
df.info() 
 
# Μ.Ο. Βαθμού Αξιολόγησης Ταινιών 
ratings['rating'].mean() 
 
# Σύνολο Ταινιών 
movies['movie_id'].count() 
 
# Σύνολο Χρηστών 
users['user_id'].count() 
 
# Σύνολο Αξιολογήσεων 
ratings['rating'].count() 
 
# Αριθμός Αξιολογήσεων με Βαθμό ίσο ή Μεγαλύτερο του 4.5 
df[df['rating'] >= 4.5]['movie_id'].count() 
 
# Ποσοστό επι του Συνόλου των Ταινιών με Βαθμό ίσο ή Μεγαλύτερο του 4.5  
df[df['rating'] >= 4.5]['movie_id'].count() / ratings['rating'].count() 
 
# Αριθμός Αξιολογήσεων με Βαθμό ίσο του 5 
df[df['rating'] == 5]['movie_id'].count() 
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# Ποσοστό επι του Συνόλου των Αξιολογήσεων με Βαθμό ίσο του 5  
df[df['rating'] == 5]['movie_id'].count() / ratings['rating'].count() 
 
# Οι 10 Ταινίες με τις περισσότερες αξιολογήσεις 
df.groupby('title')['rating'].count().sort_values(ascending=False).head() 
 
# Δημιουργία Dataframe: Ταινία - Αριθμός Αξιολογήσεων 
df_ratingCount = pd.DataFrame(df.groupby('title', as_index = False)['rating'].count() 
                              .rename(columns={'rating' : 'ratingCount'})) 
df_ratingCount.sort_values('ratingCount',ascending=False).head(5) 
 
# Δημιουργία Dataframe: Ταινία - M.O. Βαθμο΄ύ 
df_ratingMean = pd.DataFrame(df.groupby('title', as_index = False)['rating'].mean() 
                              .rename(columns={'rating' : 'ratingMean'})) 
 
df_ratingMean.sort_values('ratingMean',ascending=False).head(5) 
 
# Προσθήκη της Τιμής των Συνολικών Αξιολογήσεων στον Ενοποιημένο Πίνακα 
Ταινιών - Αξιολογήσεων 
df_ext = pd.merge(df,df_ratingCount, on='title') 
df_ext.head(5) 
df_ext.info() 
 
# Δημιουργία Dataframe που Περιλαμβάνει τον Συνολικό Αριθμό Αξιολογήσεων και 
τον Μ.Ο. ανά Ταινία 
df_movies_ext = pd.merge(df_ratingCount,df_ratingMean, on='title') 
df_movies_ext.sort_values('ratingCount',ascending=False).head(5) 
 
# Δημιουργία Dataframe: Κατανομή Αξιολογήσεων 
df_rating_dist= pd.DataFrame(ratings.groupby('rating', as_index = 
False)['user_id'].count() 
                         .rename(columns={'user_id' : 'ratingCount'})) 
df_rating_dist.head(10) 
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# Σύνολο Χρηστών ανά Φύλο  
users_by_gender = users.groupby('gender', as_index = False)['user_id'].count() 
users_by_gender.rename(columns={'user_id' : 'Total'}).head() 
 
# Σύνολο Χρηστών ανά Επάγγελμα (κορυφαία 5) 
users_by_occ =users.groupby('occupation', as_index = False)['user_id'].count() 
users_by_occ = users_by_occ.rename(columns={'user_id' : 'Total'}) 
users_by_occ.sort_values('Total',ascending=False).head() 
 
# Οι Χρήστες με τις Περισσότερες Αξιολογήσεις 
ratings_per_user = ratings[['user_id', 'movie_id']].groupby('user_id').count() 
ratings_per_user = ratings_per_user.rename(columns={'movie_id' : 'Total'}) 
ratings_per_user.sort_values('Total',ascending=False).head() 
 
# Οι πιο Δημοφιλείς Κατηγορίες Ταινιών (με τις περισσότερες αξιολογήσεις) 
most_popular_genre = df.groupby('genre', as_index = False)['user_id'].count() 
most_popular_genre = most_popular_genre.rename(columns={'user_id' : 'Total'}) 
most_popular_genre.sort_values('Total',ascending=False).head(10) 
 
# Σύνολο Ταινιών ανά Κατηγορία 
movies_genres = movies.groupby('genre', as_index = False)['movie_id'].count() 
movies_genres = movies_genres.rename(columns={'movie_id' : 'Total'}) 
movies_genres.sort_values('Total',ascending=False).head(10) 
 
### Γραφική Ανάλυση 
# Επιλογή Στυλ Γραφημάτων 
plt.style.use('ggplot') 
 
# Εισαγωγή Βιβλιοθηκών 
import matplotlib.pyplot as plt 
import seaborn as sns 
sns.set_style('white') 
get_ipython().magic('matplotlib inline') 
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# Κατανομή Αριθμού Ταινιών ως προς τον Αριθμό Αξιολογήσεων (> 10000) 
plt.figure(figsize=(12,6)) 
df_movies_ext[df_movies_ext['ratingCount'] > 10000]['ratingCount'].hist(bins=100) 
plt.title('Ratings per movies') 
plt.xlabel('Number of ratings') 
plt.ylabel('Number of movies') 
 
# Κατανομή Αριθμού Ταινιών ανά χρονιά (> 1960) 
plt.figure(figsize=(12,8)) 
movies[movies['year'] > 1960]['year'].hist(bins=150) 
plt.title('Movies per year') 
plt.xlabel('Year') 
plt.ylabel('Number of movies') 
 
# Σύνολο Χρηστών ανά Επάγγελμα 
sns.factorplot("occupation", data=users, aspect=3, kind="count", 
color="b").set_xticklabels(rotation=90) 
 
# Κατανομή Αξιολογήσεων ως προς τον Βαθμό  
sns.jointplot(x='rating',y='ratingCount',data=df_rating_dist,alpha=0.5) 
 
# Σχέση Αριθμού Αξιολογήσεων - Μ.Ο. Βαθμού 
sns.jointplot(x='ratingMean',y='ratingCount',data= df_movies_ext,alpha=0.5) 
 
# Αριθμός Αξιολογήσεων ανά Χρήστη 
plt.figure(figsize=(12,8)) 
ratings_per_user['Total'].hist(bins=100, edgecolor='black', log=True) 
plt.title('Ratings per user') 
plt.xlabel('Number of ratings given') 
plt.ylabel('Number of users') 
plt.xlim(0,) 
plt.xticks(np.arange(0,10000,1000)) 
plt.show() 
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13.2. Recommender System  
# Εισαγωγή Βιβλιοθηκών 
import findspark 
findspark.init('/home/gioxon/spark-2.2.2-bin-hadoop2.7') 
# Spark Session 
from pyspark.sql import SparkSession 
# Machine Learning Library - Alternating Least Squares 
from pyspark.ml.recommendation import ALS 
# Συνάρτηση για την εισαγωγή δεδομένων απο csv 
from pyspark.sql import Row 
# Εκτίμηση ακρίβειας 
from pyspark.ml.evaluation import RegressionEvaluator 
# Διαχειριση πινάκων 
import pandas as pd 
 
#Δημιουργία Spark Session 
spark = SparkSession.builder.appName("MovieRecs").getOrCreate() 
 
#Διάβασμα Δεδομένων 
movies = spark.read.csv('movies.csv',inferSchema=True, sep = ";", header = True) 
ratings = spark.read.csv('ratings.csv',inferSchema=True, sep = ",", header = True) 
ratings.show(5) 
ratings.describe().show() 
movies.show(5) 
movies.describe().show() 
 
# Εύρεση των ταινιών με πάνω απο 2000 αξιολογήσεις 
ratingCounts = ratings.groupBy("movie_id").count().filter("count > 2000") 
 
#Δημιουργία dataframe με όλες τις ταινίες με πάνω απο 2000 αξιολογήσεις 
df_popular = ratings.join(ratingCounts, 'movie_id', how = 'inner') 
df_popular.describe().show() 
 
Αναλυτική Μεγάλων Δεδομένων με Χρήση Hadoop                                                             Ξωνίκης Γεώργιος 
 
Πανεπιστήμιο Μακεδονίας – Δ.Π.Μ.Σ. στα Πληροφοριακά Συστήματα Σελίδα 97 
 
# Διαχωρισμός δεδομένων σε training - test 
(training, test) = df_popular.randomSplit([0.7, 0.3]) 
 
# Βρόγχος για τον υπολογισμό του RMSE με διαφορετικό αριθμό επαναλήψεων 
iter_rmse_dict = dict() 
def als_model(iter_number): 
    for i in range(1, iter_number + 1): 
        als = ALS(maxIter=i, userCol="user_id", itemCol="movie_id", ratingCol="rating" 
                  ,coldStartStrategy="drop") 
        model = als.fit(training) 
        predictions = model.transform(test) 
        evaluator = RegressionEvaluator(metricName="rmse", labelCol="rating", 
                                predictionCol="prediction") 
        rmse = evaluator.evaluate(predictions) 
        iter_rmse_dict[i] = (rmse) 
        print("Iterations= " + str(i) + ", RMSE= " + str(rmse)) 
 
# Εφαρμογή βρόγχου για 20 επαναλήψεις 
als_model(20) 
 
#Aποθήκευση και γράφημα 
iter_rmse = pd.DataFrame(list(iter_rmse_dict.items()), columns=['Iterations', 'RMSE']) 
iter_rmse.plot.line(x='Iterations', y= 'RMSE', c = 'DarkBlue') 
 
# Εφαρμογή του μοντέλου ALS collaborative filtering model στα δεδομένα 
als = ALS(maxIter=20, userCol="user_id", itemCol="movie_id", ratingCol="rating", 
          coldStartStrategy="drop") 
model = als.fit(training) 
 
#Πρόβλεψη του μοντέλου 
predictions = model.transform(test) 
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# Εκτίμηση ακρίβειας με υπολογισμό της Ρίζας της μέσης τετραγωνικής απόκλισης - 
RMSE 
evaluator = RegressionEvaluator(metricName="rmse", labelCol="rating", 
                                predictionCol="prediction") 
rmse = evaluator.evaluate(predictions) 
print("Root-mean-square error = " + str(rmse)) 
 
# Υπολογισμός 10 προτεινόμενων ταινιών για κάθε χρήστη 
userRecs = model.recommendForAllUsers(10) 
 
# Εμφάνιση των ταινιών που εισάγαμε (user_id = 0) 
user_id_0 = ratings.filter(ratings['user_id']==0).select( 
    ['movie_id', 'user_id', 'rating']) 
user_id_0.join(movies, on = 'movie_id', how = 'inner')[[ 
    'user_id', 'movie_id', 'title', 'rating']].show() 
 
# Μετατροπή Spark dataframe ταινιών σε Pandas Dataframe 
df_movies = movies.toPandas() 
df_movies.drop(['genre', 'year'], inplace=True, axis = 1) 
 
#Εμφάνιση 10 προτεινόμενων ταινιών για τον χρήστη  user_id = 0 
# Αποθήκευση αποτελεσμάτων σε list 
user_0 = userRecs[userRecs['user_id']==0].select(['recommendations']).collect() 
 
# Μετατροπή σε Dataframe 
user_0 = pd.DataFrame(user_0, columns=['movie_id-rating']) 
user_0 = pd.DataFrame(user_0['movie_id-rating'][0], columns=['movie_id', 'rating']) 
 
# Εμφάνιση αποτελεσμάτων με τα ονόματα της ταινίας 
results = pd.merge(df_movies, user_0, on = 'movie_id', how = 'inner') 
results.sort_values('rating', ascending=False) 
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#Εμφάνιση των ταινιών που εισάγαμε (user_id = 1) 
user_id_1 = ratings.filter(ratings['user_id']==1).select( 
    ['movie_id', 'user_id', 'rating']) 
user_id_1.join(movies, on = 'movie_id', how = 'inner')[[ 
    'user_id', 'movie_id', 'title', 'rating']].show() 
 
# Εμφάνιση 10 προτεινόμενων ταινιών για τον χρήστη  user_id = 1 
# Αποθήκευση αποτελεσμάτων σε list 
user_1 = userRecs[userRecs['user_id']==1].select(['recommendations']).collect() 
 
# Μετατροπή σε Dataframe 
user_1 = pd.DataFrame(user_1, columns=['movie_id-rating']) 
user_1 = pd.DataFrame(user_1['movie_id-rating'][0], columns=['movie_id', 'rating']) 
 
# Εμφάνιση αποτελεσμάτων με τα ονόματα της ταινίας 
results = pd.merge(df_movies, user_1, on = 'movie_id', how = 'inner') 
results.sort_values('rating', ascending=False) 
 
# Εμφάνιση των ταινιών που εισάγαμε (user_id = 2) 
user_id_2 = ratings.filter(ratings['user_id']==2).select( 
    ['movie_id', 'user_id', 'rating']) 
user_id_2.join(movies, on = 'movie_id', how = 'inner')[[ 
    'user_id', 'movie_id', 'title', 'rating']].show() 
 
# Εμφάνιση 10 προτεινόμενων ταινιών για τον χρήστη  user_id = 2 
# Αποθήκευση αποτελεσμάτων σε list 
user_2 = userRecs[userRecs['user_id']==2].select(['recommendations']).collect() 
# Μετατροπή σε Dataframe 
user_2 = pd.DataFrame(user_2, columns=['movie_id-rating']) 
user_2 = pd.DataFrame(user_2['movie_id-rating'][0], columns=['movie_id', 'rating']) 
# Εμφάνιση αποτελεσμάτων με τα ονόματα της ταινίας 
results = pd.merge(df_movies, user_2, on = 'movie_id', how = 'inner') 
results.sort_values('rating', ascending=False) 
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#Τερματισμός Session 
spark.stop() 
 
13.3. MySQL 
-- Δημιουργία View για τον υπολογισμός του μ.ο. της κάθε ταινίας 
-- και των συνολικών της αξιολογήσεων 
CREATE VIEW avgMoviesRatings AS 
  SELECT movie_id, AVG(rating) as avgRating, COUNT(movie_id) as ratingCount 
  FROM ratings 
  GROUP BY movie_id 
  HAVING COUNT(movie_id) > 10000; 
-- Δημιουργία View για την εμφάνιση των τίτλων των ταινιών και του έτους τους 
CREATE VIEW movies_ext AS   
 SELECT m.year, m.title AS Movie_Title, avgRating 
 FROM avgMoviesRatings t JOIN movie m ON t.movie_id = m.movie_id;  
   
-- 1. Ποιες είναι οι ταινιές με την υψηλότερη βαθμολογία για κάθε χρονιά 
-- μεταξύ 1990-2010 με πάνω απο 10000 αξιολογήσεις 
SELECT year, movie_title, avgRating 
FROM movies_ext 
WHERE avgRating IN 
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(SELECT max(avgRating) 
FROM movies_ext 
WHERE year BETWEEN 1990 AND 2010 
GROUP BY year 
ORDER BY year DESC) 
ORDER BY year; 
 
-- 2. Ποιες είναι οι 15 δημοφιλέστερες πολεμικές ταινιές 
-- (με πάνω απο 10000 αξιολογήσεις) 
SELECT m.title AS Movie_Title, ratingCount 
FROM avgMovieRating r JOIN movie m ON r.movie_id = m.movie_id 
WHERE ratingCount >= 10000 AND m.genre LIKE '%War%' 
ORDER BY ratingCount DESC 
LIMIT 15; 
 
-- 3. Έυρεση του χρήστη με τις περισσότερες αξιολογήσεις 
SELECT user_id, COUNT(movie_id) AS ratingsCount 
FROM ratings 
GROUP BY user_id 
ORDER BY ratingsCount DESC 
LIMIT 1; 
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-- Δημιουργία View για τον χρήστη με τις περισσότερες αξιολογήσεις 
CREATE VIEW topUser AS 
 SELECT r.user_id, m.movie_id, m.title, r.rating, m.genre  
 FROM ratings r JOIN movie m ON r.movie_id = m.movie_id 
 WHERE r.user_id = 45811; 
 
-- 4. Κατανομή αξιολογήσεων του χρήστη με τις περισσότερες αξιολογήσεις 
-- ανά θεματική κατηγορία 
SELECT user_id, genre, COUNT(movie_id) AS Total  
FROM topUser 
GROUP BY genre  
ORDER BY Total DESC 
LIMIT 10;   
   
13.4. Hive 
  -- 1. Ποιες είναι οι δημοφιλέστερες ταινιές όλων των εποχών 
-- (Αυτές με τις περισσότερες αξιολογήσεις) 
-- Create View 
CREATE VIEW IF NOT EXISTS topMovieIDs AS 
  SELECT movie_id, count(movie_id) as ratingCount 
  FROM ratings 
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  GROUP BY movie_id 
  ORDER BY ratingCount DESC; 
-- Select movies 
SELECT m.title AS Movie_Title, ratingCount 
FROM topMovieIDs t JOIN movie m ON t.movie_id = m.movie_idexit 
LIMIT 10; 
 
-- 2. Ποιες είναι οι ταινιές με την υψηλότερη βαθμολογία, με πάνω απο 10000 
αξιολογήσεις 
-- Create View 
CREATE VIEW IF NOT EXISTS avgRatings AS 
  SELECT movie_id, AVG(rating) as avgRating, COUNT(movie_id) as ratingCount 
  FROM ratings 
  GROUP BY movie_id 
  ORDER BY avgRating DESC; 
-- Select movies 
SELECT m.title AS Movie_Title, avgRating 
FROM avgRatings t JOIN movie m ON t.movie_id = m.movie_id 
WHERE ratingCount >= 10000 
LIMIT 10; 
--3. Αριθμός ταινίων ανά χρονιά μετάξύ 2005 - 2015 
SELECT year, count(movie_id) as Total_Movies 
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FROM movie 
WHERE year BETWEEN 2005 AND 2015 
GROUP BY year; 
 
13.5. HBase 
--1. Αριθμός χρηστών που απασχολούνται στις επιστήμες 
SELECT COUNT(user_id) AS total_number 
FROM USER 
WHERE occupation LIKE 'scientist'; 
 
--2. Αριθμός χρηστών φύλο 
SELECT COUNT(user_id) AS total_number 
FROM USER 
WHERE gender LIKE 'F'; 
 
--3. Αριθμός χρηστών που είναι φοιτητές ανά φύλο 
SELECT GENDER, OCCUPATION, COUNT(USER_ID) AS TOTAL 
FROM USER  
WHERE OCCUPATION LIKE 'college/grad student' 
GROUP BY GENDER, OCCUPATION 
ORDER BY COUNT(USER_ID) DESC; 
 
--4. Κατηγορία απασχόλησης των χρηστών που είναι μεταξύ 18-24 χρονών 
SELECT AGE, OCCUPATION, COUNT(USER_ID) AS TOTAL 
FROM USER  
WHERE AGE LIKE '18-24' 
GROUP BY OCCUPATION, AGE 
ORDER BY COUNT(USER_ID) DESC; 
 
 
