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Glacial forelands are harsh environments where incipient pedogenesis provides the 
basis for vegetation establishment and succession. Myriad local factors make discerning major 
influences on this process difficult. The Easton foreland on Mt. Baker, Washington, was 
investigated, where till has been deposited over the last one-hundred years. Easton foreland 
soils were sampled for in situ characteristics and laboratory measures, creating a multi-variable 
dataset of quantitative and qualitative data. It was hypothesized that soil development, 
including organic matter content, carbon, nitrogen, the carbon to nitrogen ratio (C/N), and pH, 
would show a trend when compared to indicators of development: time, elevation, and 
successional stage. Furthermore, it was posited that pedogenesis would be categorical, roughly 
defined by vegetation zones as opposed to incremental, continuous development through the 
valley. Sites were selected on glacial till, intentionally avoiding confounding fluvial and colluvial 
influences. To determine the approximate surface age of each sample site, historic and air 
photos were used as well as existing literature on the recent glacial history of Mt. Baker.  
It was found that the Easton sequence was best indicated by stages of vegetation 
succession (Vegetation Zones), with strong correlation to nearly all dependent variables. An 
intertwined toposequence was also informative as a more continuous and quantitative 
independent variable to complement Deglaciation Age. The Easton’s glacial history is 
complicated by the 1950s-80s re-advance, creating a nonlinear spatial timeline and limiting its 
usefulness as in indicator of development; correlation results were low for the chronosequence. 
These results reinforce a geoecological viewpoint of categorical landscape development, with 
the Easton showing facilitative and patchy succession best represented by four Vegetation 
Zones. This discontinuous facilitation is likely due to seed rain and detritus input from the 
mature forests atop adjacent Holocene moraines (Railroad Grade and Metcalfe). This Cascadian 
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system was found to be similar to other studied foreland, however there are some differences 
worth noting and are discussed in Chapters 4 and 5. This sequence of soil development showed 
trends in nearly all dependent variables, with organic matter, carbon, nitrogen, and 
carbon/nitrogen ratio all increasing with surface age, successional stage, and decreasing with 
elevation. My study sought to understand a Cascadian foreland and to assess it in the context of 
other studied glacial forefields in order to better understand the pedogenic processes that 





This research was only possible with the help of many individuals and organizations. My thesis 
committee was invaluable in the guidance and expertise, as well as help from: Dr. Andy Bunn, 
Dr. Michael Medler, Dr. Debnath Mookherjee, George Mustoe, Paul Thomas, my fellow graduate 
students, and my amazing fiancé Tana. My funding sources (in chronological order): Mount 
Baker Volcano Research Center, WWU Huxley College of the Environment Grant, WWU RSP 
Fund for the Enhancement of Graduate Research Grant, WWU Huxley Dean’s Sustainability 
Fund, and the WWU Ross Travel Grant. Finally, thanks to the Mount Baker-Snoqualmie National 




























TERMS AND DEFINITIONS 
 
 
a.s.l.   above sea level  
    
Chronosequence Pattern of soil development governed by surface age 
 
Ecotone  Area where two separate plant communities meet and integrate;  
   this boundary can be sharp or diffuse 
 
Foreland/Forefield Region of a glacial valley adjacent to the existing terminus 
 
MBSNF   Mount Baker-Snoqualmie National Forest 
 
MBNRA Mount Baker National Recreation Area 
 
Nival  Tierra Nevada: area covered in snow throughout most of the year; 
vegetation is rarely present  
 
Paraglacial  ‘…non-glacial processes that are directly conditioned by glaciation’ 
 -Church and Ryder, 1972 
  
Pedogenesis Synonymous with soil development or soil genesis; the processes that 
modify a given surface into an identifiable pedosphere as evidenced by 
qualitative and quantitative variables 
 
Toposequence Pattern of soil development governed by change in elevation 
 
Sub-nival   Tierra helada: Highest zone of patchy vegetation (grass, rush, sedge, etc.); 
snow for part of the year 
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I N T R O D U C T I O N  
As alpine glaciers recede, new surfaces are exposed that are subsequently modified by 
soil development and vegetation succession. As surface age increases (time since exposure via 
deglaciation), a pattern of development emerges that intertwines incipient stages of soil genesis 
with colonization by pioneer species which, over time, become dominated by late-successional 
plant life. This transformation from a barren expanse of regolith and unconsolidated glacial till 
to a productive forest will be examined in the Easton foreland (the region located directly below 
the Easton Glacier terminus in the most recently deglaciated trough). 
Anthropogenic climate change has resulted in ubiquitous glacial recession over the last 
one-hundred years, leading to serious questions about alpine and sub-nival ecosystem 
longevity (Meier et al., 2003; Erschbamer, 2007; IPCC, 2007; Vos et al., 2008). Depending on 
how rapid recession occurs, rates and patterns of soil development and vegetation 
establishment may change (e.g. Huber et al., 2005; Ershbamer, 2007). Currently the Easton 
foreland  — defined here as most recently deglaciated trough from the 1912 terminus to the 
current extent of the Easton glacier — benefits from seed rain and detritus input from mature 
forests atop adjacent Holocene moraines. However, as retreat continues, this facilitative 
successional strategy may become untenable. A key parameter in that determination hinges on 
a robust understanding of how soils modify unconsolidated till for subsequent vegetation 
establishment (e.g. Frenot et al., 1995, 1998). 
Few studies have been conducted in the Cascade Range, resulting in a deficient 
understanding of how Cascadian forelands develop. For example, Oliver and others (1985) 
investigated the Nooksack foreland, and while some successional and soil information was 
gathered, their primary focus was on disturbance patterns. Other researchers have studied 
forelands in Alaska, the Alps, and the Caucasus Mountains [among others], informing the design 
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of my research. Vegetation diversity is high in the incipient Easton forefield, leading to species-
rich patches of early establishment. Nutrient accumulation in forelands that do not have nearby 
sources of seed rain and detritus (e.g. Glacier Bay, AK) typically accrue incrementally with time. 
However, vegetation in the Easton causes minimal nutrient input (e.g. organic matter, soil 
carbon) in early stages, with an explosive increase later in successional stages.
 Cornerstone research on foreland pedogenesis as it relates to surface age and 
vegetation was conducted in the mid-20th century in southeastern Alaska (Crocker, et al., 1955, 
1957). Investigating the Muir Inlet of Glacier Bay, Alaska, Crocker and colleagues observed 
distinct stages of soil development following glacial retreat. The success of their research was 
due in large part to previous investigations of the same area by Cooper (1923, 1931, 1937, 
1939) who, among others (e.g. Field, 1947; Lawrence 1953), assembled a rich dataset of local 
vegetation dynamics. Employing this information, Crocker and colleagues (1952, 1955) were 
able to find a strong connection between stages of succession and trends in soil development. A 
significant finding was the substantial increase in available soil nitrogen after the invasion of 
alders (Alnus tenuifolia), an early-successional pioneer species. Their findings were further 
evidence that alders were extracting atmospheric nitrogen and fixing into the local soil via a 
symbiotic relationship with bacteria in their root nodules (Lawrence 1953; Ugolini 1968). 
Increasing amounts of this essential nutrient was found to be an obligate step in preparation for 
late-successional conifer species in Glacier Bay (Reiners et al., 1971).  
 The processes that shape recently deglaciated terrain have been studied through many 
lenses at various locations worldwide. Bormann and Sidle (1990) returned to the Muir Inlet and 
found further evidence that pioneer species (e.g. alder thickets) have the ability to both change 
and facilitate the progression to late-successional establishment and dominance (Matthews 
1993). Chapline and colleagues (1994) expanded on their study at Glacier Bay and showed that 
the process of facilitative plant [primary] succession, like its role in secondary succession, is in 
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fact only one of many ongoing, obligate mechanisms that alter the landscape. Research has also 
been done in other locations, such as the Alps, the Caucasus Mountains, and the Kerguelen 
Islands (Conen et al 2006; Huber et al 2007; Makarov et al 2003; Frenot et al 1995, 1998).  
Systems in the Pacific Northwest have received comparatively less attention in this field 
of study. Therefore my research aims to illuminate the soil processes of a Cascadian foreland. 
One of the primary objectives is to better understand and capture the characteristics of the 
Easton foreland using typical soil measures: pH, nutrients (organic matter, carbon, nitrogen, 
and the related C/N ratio), and vegetation cover. Using this information, I seek to understand 
what the best indicator of development is: elevation, time, or successional stage. After 
establishing the strongest indicator of soil genesis, I seek to infer how this observed trend may 
change in the future. Several tests and analyses are employed to achieve these objectives. 
 
1.1 Purpose of Research 
The primary purpose of my study aims to advance our understanding of foreland 
pedogenesis. However, due to the synergetic and tightly intertwined relationship between 
plants and soil, discussion of plant communities will also be included as they are the basis for 
the ‘Vegetation Zone’ determination (Legros, 1992; Matthews, 1992). Understanding foreland 
pedogenesis informs many disciplines as the processes that transform barren surfaces amidst 
harsh climatic conditions into productive ecosystems are highly complex. The study of these 
landscapes advances the corpus of knowledge on soil science by explaining how in severely 
inhospitable conditions, soil provides a foundation for biota/plant life to build upon. 
Furthermore, implications remain uncertain of what effect and how severe warming will be on 
high-elevation ecosystems. It has been shown that high-elevation species’ range are 
increasingly fragmented and shifting into so-called ‘new climate space’ where suitable 
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conditions still exist, of which recently deglaciated valleys can be viable climatic havens (Vos et  
al., 2008; Thuiller, 2004). For sub-alpine, alpine, and sub-nival ecosystems, ascension into these 
new landscapes will be requisite to outpace the rising elevation of vegetation communities that 
contain species better suited to warmer conditions (i.e. conifers of the montane forest; Figure 
1.1). Due to altitudinal zonality (related to temperature via the normal lapse-rate), this up-slope 
ascension will be necessary to maintain the established gradient of primary succession. Many 
organisms are specifically adapted to these climatic conditions and rarely exist in other 
environments. Therefore, the rate and properties of soil development in recently deglaciated 
valleys is critical to understand how soils alter the landscape for establishment of high-
elevation ecosystems (e.g. abiotic crust, cryogenic particle translocation; Frenot et al., 1995, 
1998). Finally, understanding how high elevation habitat fragmentation and scarcity continues 
to increase with global temperatures is difficult without a firm understanding of the 
underpinning pedogenic processes (Thuiller 2004). 
 
Figure 1.1: General Distribution of Mountain Ecosystems  
 




1.2 Research Questions and Framework 
Mt. Baker (Figure 1.2) is a heavily glaciated stratovolcano and the highest peak in the 
North Cascades Range (3285m). Mt. Baker resides in a west-coast maritime climate, and 
combined with its high elevation receives heavy winter precipitation (Mass, 2008). However, 
the glaciers that make up the ice cap are comparatively thin given their planar dimension and 
have experienced significant recession over the last six decades (Heikkinen, 1984; Harper, 
1993; Pelto and Brown, 2012). My research looked specifically at the Easton foreland to 
understand how pedogenesis is affected by the many influences at work in such extreme 
environments. The Easton Glacier retreated rapidly from 1912 to 1956, then re-advanced until 
1990, and has retreated since. This presents a convoluted spatial timeline where surfaces that 
have been deglaciated for decades are juxtaposed next to ones only recently exposed. The 
Easton foreland is flanked by the Metcalfe Moraine to the east and Railroad Grade to the west 
which house mature forests that extend to the top of the foreland. Other characteristics of the 
Easton foreland are discussed in detail in Section 2.4.  
One of the primary questions my research investigated was to evaluate if development 
is more gradual through the valley, along a toposequence or chronosequence, or if zones of 
categorical vegetation community are a better indicator of soil genesis. The intertwined 
topo/chronosequences are constructed based on change over elevation/time, while Vegetation 
Zones were primarily classified by successional stages. Secondly, my research asked whether 
only one dependent variable would change throughout the valley, or if multiple variables would 
show a trend. Lastly, the question of how this Cascadian system related to other studied 
forelands was sought. Existing literature shows wide variation between study areas, and my 








These questions were addressed using an overarching framework that is intended to 
encompass all relevant influences on soil characteristics. Sample site locations were selected 
randomly as the irregular shape of the study area was not suited to systematic or stratified 
strategies. Delineation of the field area and Vegetation Zones was informed by existing 
literature (i.e. Harper, 1993), GIS analysis, and on-the-ground observation of the most recently 
deglaciated trough. The exact method for Vegetation Zone designation is discussed in Section 
2.4.2. At each site, qualitative and quantitative data were collected: typical USDA soil variables 
(e.g. pH), visual signs of development (e.g. formation of soil horizons), concentrations of carbon 
and nitrogen, as well as organic matter content. Also incorporated into the dataset are physical 
differences (slope, aspect, elevation) and consideration of more complex factors (e.g. seed rain 
or detritus input, aeolian deposition; Legros, 1992). Awareness of the multi-use management 
regime will be a factor as well because MBNRA allows winter snowmobile use that may cause 
localized pollution or contamination and damage to vegetation. 
The research questions aforementioned had the following hypothesized results. When 
comparing the dependence of soil variables on elevation, deglaciation age, or successional 
community, it was hypothesized that Vegetation Zones would show the strongest relationship. 
While many other studies acknowledge the chronosequence as the strongest indicator of 
development, it was found that Vegetation Zones most strongly correlate to soil conditions. It 
was hypothesized that many dependent variables would show a trend throughout the study 
area and correlate with independent variables. This was shown to be true, with only few 
exceptions (notably, soil acidity). More specifically, it was hypothesized that carbon, nitrogen, 
organic matter, and the carbon to nitrogen ratio (C/N) would all increase with time and 
successional zone, and decrease with elevation. These four variables are highly related, and the 
build-up of these nutrients along with an increase in the C/N ratio shows a more developed soil 
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where accumulation outpaces decomposition. This supposition was confirmed. It was also 
posited that pH would decrease over time and successional community, and increase with 
elevation due to acidic conifer needles in the lower extent of the study area. This trend was 
confirmed but initially confounded by surprisingly acidic soil on the youngest surfaces. Finally, 
the trends of nutrient build-up were closely related to other forelands. Some notable 
differences were observed, such as the pattern of primary succession, but overall this Cascadian 
system is closely related to other forelands. 
My study aims to further the current understanding of incipient stages of soil 
development in glacial forelands. Additionally, this research aims to make inferences about 
other Mt. Baker forefields and more generally on the Cascade Range as a whole as most North 
Cascade glaciers have very similar mass-balance trends over the last 30 years (Figure 2.9; Pelto, 
2008). Physical state differences limit such predictions, but coarse estimates can be useful for a 
general conception. My study also hopes to contribute to a better understanding of how both 
patterns of primary succession and the longevity of high-elevation ecosystems may change in 
the future due to climatic shifts. Fundamentally, this Cascadian glacial foreland was investigated 
to refine current understandings of how soil genesis modifies recently denuded surfaces 












 B A C K G R O U N D  
During the latest Holocene glaciers have retreated, notably since the Little Ice Age, and 
pioneer vegetation has colonized the alpine soils that developed on the remnant regolith. The 
Little Ice Age (LIA) is referred to here as the large-scale modest temperature cooling (~0.6OC) 
of the Northern Hemisphere from the 15th to 19th centuries (Mann, 2002). Beyond glacial 
termini, pedogenic processes in sub-nival regions are instrumental in the resulting patterns of 
primary succession. This phenomenon has been the subject of many scholarly works, and 
continues to be investigated today.  
First studied in the European Alps, Coaz (1887) is credited with conducting the first 
detailed study of glacial foreland ecology. Some of the most cited studies of forefield vegetation 
were by Cooper (1923, 1931, 1937, and 1939) during his four expeditions to the Muir Inlet of 
Glacier Bay, Alaska. Cooper (1923) noted patterns of establishment in what seemed to be an 
ongoing successional process. Crocker and colleagues (1955, 1957) investigated the connection 
between these observed patterns and soil development. These and many other cornerstone soil 
studies are fundamental to modern investigations.  
There has been further refinement of soil development processes occurring in glacial 
forelands and how they are related to vegetation succession, but many questions remain. Over 
the last half century, advances in instrumentation and analytical technologies have led to more 
exacting and quantitative evaluations of these processes. However, transposing results from 
one forefield to another remains difficult. My study seeks to add a Cascadian system to this body 
of literature in order to further reduce the confounding nature of site-specific differences.  
Crocker and Major's (1955) pedogenic research in Glacier Bay supplied one of the first 
comprehensive understandings of patterns and processes in glacial foreland soil development, 
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and will therefore be the focal point of this literature review. Influential studies prior to their 
work will be discussed first, followed by an in-depth look at Glacier Bay studies, and finally 
modern research will be examined. Finally, the background and environmental characteristics 
of the Easton foreland are presented following Jenny’s (1958) ‘clorpt’ model.  
 
2.1 Historical Work before Glacier Bay Studies 
How and why landscapes form in various ways across the terrestrial surface has the 
focus of many scholarly works. In the 19th century, Von Humboldt (1807) observed linkages 
between natural patterns and environmental processes in the altitudinal and latitudinal 
distribution of vegetation zones, indicative of the interdependence between three factors: soil, 
climate, and biota. Initially noted in the spatial distributions of taxa, macroclimatic influences 
were thought to be primarily behind these fluctuations, namely precipitation and temperature. 
Under this framework, it was concluded that a scenario of ‘stability’ was achieved by a balance 
between this trinity of influences. The conception of balancing soil, climate and biota as a means 
to foster stability served as a dominant paradigm into the 20th century. 
Efforts to explain the interplay between pattern and process continued into the early-to-
mid 1900's, leading to the concept of community climax (Clements, 1936). Attributing its 
foundation to Hult (1881), Clements interpreted the climax as both a major unit of vegetation 
(typically continental in scale) as well as a complex organism irrevocably tied to its climate. 
While phases of this organic evolution are noted, a stable endpoint remains the inevitable 
trajectory. While this viewpoint has merit, it codified natural processes as ultimately stagnant 
and dynamic only in stages approaching climax. 
 Any model that operates at the landscape scale is bound to smooth over individual 
variation and irregularity, and Clementsian climax succession proved no exception. Gleason, 
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among other challengers, noted that limitations and exceptions to such a broad concept exist 
and should be made explicit and accounted for (Gleason, 1917). Gleason eventually championed 
the idea that individuals respond to spatial gradients in their environment, an analytic 
technique that emphasized the ubiquitous heterogeneity of these landscape (Gastner et al., 
2009). When a gradient met an abrupt discontinuity, or the edge of a continuous species 
distribution, it was attributed to a discontinuity in the physical environment. Irregularity 
instead of uniformity seemed more instructive for interpreting spatial complexities across a 
given landscape (Gleason, 1917). 
 Theories continued to evolve, from which a two dimensional model emerged as another 
perspective to better explain successional patterns. Watt (1947) is credited with being the first 
to link space and time together at a broad, landscape scale, arguing that a temporal progression 
was unequivocally linked to the observed spatial patterns. In his theory, successional dynamics 
were composed of three echelons: individuals, concentrations of individuals that form patches, 
and patches that form a mosaic and together constitute a community (Watt, 1947). Examining 
succession in space and time with these units produced an understanding of the landscape as a 
more or less orderly sequence of phases (or patches) that produce a certain shifting-steady-
state-mosaic. Viewing patches as phases with dynamic linkages between them allowed for the 
incorporation of disturbances, which were attributed to occasional departures from the 
otherwise orderly tendency of succession (Watt, 1947). The efforts by Watt (1947) to 
understand successional dynamics in both time and space further stressed heterogeneity and 
dynamic interconnections. 
 Exploring the interactions between spatial patterns and ecological processes has long 
been the charge of landscape ecology. New metrics and techniques have been developed in 
order to further refine: heterogeneous properties, more accurately account for disturbance, and 
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develop a more mechanistic understanding of the overarching relationship between pattern 
and process (Turner, 2005). Pedogenesis and succession in forelands, therefore, cannot be 
analyzed in a vacuum but understood as part of developing landscape (Troll, 1963). While these 
more modern areas of interest will be addressed in Section 2.3, the pioneering studies in Glacier 
Bay that solidified the connection of successional patterns with soil development will first be 
addressed. 
 
2.2 Glacier Bay, Alaska: A Site of Continual Research 
 In the 1890's, the naturalist-explorer John Muir built a cabin in a fjord arm of Glacier 
Bay, Alaska, an inlet that would later bear his name (Figure 2.1). Anecdotal records of glacial 
extent in the Muir Inlet exist since his arrival, however it would be the diligence of Cooper 
(1937) and his successors that would provide a long term chronicle of the rate of glacial 
recession. Expeditions by Lawrence (1953) in the 1940's and 50's contributed significantly to 
understandings of Glacier Bay processes. With this robust vegetation dataset, Crocker and 
Major (1955) had an ideal landscape to examine theories on soil development while controlling, 
or at least accounting, for the greatest number of influences. 
 While recession following the LIA has been noted worldwide, the rate of retreat in 
Glacier Bay is especially remarkable. Approximately 150-200 years prior to  Crocker and 
Major's 1955 study, the glacial extent observed went as far as 60 miles, with indications that the 
now-melted ice mass was as much as 2,600 feet thick in places (Cooper, 1937; Field, 1947; 
Lawrence, 1953; Crocker and Major, 1955). In a region altered by phenomenal glacial retreat, 
an extensive chronosequence of pedogenesis was constructed. 
 The physical conditions of the Muir Inlet proved highly advantageous for the study of 
soil development in glacial forelands. However, the ecological research of preceding expeditions 
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was the key to understanding the interplay between pedogenesis and succession. After reading 
of the region in one of Muir's stories, Cooper decided to embark on an expedition to Glacier Bay 
in 1916 to determine its potential for successional studies. Cooper would later return for three  
Figure 2.1: Map of Glacier Bay - Crocker and Major, 1955 
 
more field studies, developing a precise dataset of successional patterns. Cooper (1923, 1931, 
1937, 1939) discovered a progression of: mosses and algal crusts on recently deglaciated 
surfaces (<10 years), followed by small tickets of willow and alder (15-20 years) that eventually 
forms continuous vegetative cover (>35 years), which then becomes dominated by spruce and 
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hemlock. Initial heterogeneity and sparseness of pioneer colonization was attributed to the 
inherent variability of glacial till parent material (Cooper, 1937). Evidence of a continuous and 
ongoing process, albeit roughly delineated, was reaffirmed by Lawrence (1953) during his four 
expeditions to the Muir Inlet from 1941-1952. Building off prior studies, Lawrence (1953) 
introduced a physiognomic developmental sequence of plant communities, especially noting the 
varying amounts of nitrogen in the soil at each stage. These ecological studies from the early 
1900's proved instrumental to Crocker and Major’s research (1955). 
 In part by virtue of the previous work in the Muir Inlet, Crocker and Major (1955) were 
well suited to examine foreland evolution from 'barren,' incipient conditions to colonized, 
nutrient-rich spodosols, all while minimizing confounding externalities. Shortly after 
deglaciation exposure, the landscape was described as highly disorganized accumulations of 
regolith. Despite random dispersal, climate and vegetation were shown to begin wielding their 
influence on these high elevation surfaces rather quickly. 
 The climatic characteristics and native vegetation of this region play important roles in 
the soil development of Glacier Bay. At such high latitude, the Muir Inlet suffers freezing 
conditions nearly year-round. This process produces a kind of stony pavement on recently 
exposed surfaces (Cooper, 1937; Crocker and Major, 1955). It was shown that a preformed 
pavement increased the likelihood of intermixing mineral soil and organic residues, a 
preparatory measure due to cyanobacteria and other microbial biota. Interestingly, the timing 
of vegetation colonization and pavement development is also significant, reinforcing the 
importance of a temporal component. Where initial site conditions are favorable (i.e. zone of 
loess deposition) soil development was more likely to occur prior to vegetative proximity and 
associated detritus input (Crocker and Major, 1955). This suggests a positive feedback between 
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conducive exposure conditions and likelihood of vegetation establishment, albeit without any 
discernible spatial pattern. 
In addition to the latitudinal location of Glacier Bay, its west-coast maritime climate 
wields significant influence. Modifications to the soil were observed on incipient surfaces as 
leaching of soluble materials and exchangeable metal cations became substantial, a process 
accelerated with vegetation encroachment and subsequent detritus accumulation. Colonizing 
plants can also impact soil pH levels, a result amplified due to high annual precipitation and 
resultant pervection, or downwashing/leaching (Matthews, 1992). Little textural differences 
were noted due to the comparatively longer time it takes to illuviate significant amounts of clay 
(Crocker and Major, 1955). The influence of macroclimatic factors like precipitation and 
temperature are important considerations in foreland soil genesis. 
 Crocker and Major’s (1955) soil study of the Muir Inlet provided a wealth of information 
on: the developmental patterns of newly exposed surfaces, how those surfaces prepare and 
organize prior to colonization, and the processes undergone after sparse then continuous 
vegetation establishment. Following colonization, changes in several elements of soil structure 
and composition were observed, including augmentations to: organic matter content, soil 
reactivity (pH), bulk density, nutrient ratios (namely carbon and nitrogen) as well as color. 
Furthermore, the heterogeneity and variability in both pedogenic and vegetative patterns seen 
in early successional stages appeared to be largely eliminated after the arrival of spruce and 
hemlock (Crocker and Major, 1955). However, arguably the most significant correlation 
observed was a pattern in nitrogen content originally observed by Lawrence (1953) who 
claimed that alders were extracting atmospheric nitrogen and fixing it in an available form to 
the soil via mycorrhizae in their roots. Although direct evidence of this mechanism was not 
observed by Crocker and Major (1955), the patterns seen in their soil study fit the theory 
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indirectly. In addition, a trend showing small amounts of nitrogen fixation was observed in 
microbial crusts that prepared denuded surfaces for vegetative colonization. The increase in 
nitrogen content was especially applicable to my study. That soil development was playing a 
strong role in the successional dynamics of vegetation encroachment in sub-nival, paraglacial 
ecosystems was undeniable as a result of the fundamental study by Crocker and Major (1955; 
Church and Ryder, 1972). 
 
2.3 Studies Following Crocker and Major (1955) 
 The allure of Glacier Bay for scientific research on successional dynamics and soil 
development continued into the late 20th and early 21st centuries (e.g. Reiners et al., 1971; 
Bormann and Sidle, 1990; Chapline et al., 1994). The rapidly changing climate and long lineage 
of scientific inquiry and historical accounts make Glacier Bay an ideal location to conduct 
foreland studies. Of high importance to pedogenic functions being investigations in: soil 
carbon/nitrogen content, ratios, and correlations with vegetation; the role of aeolian deposition 
in pre-colonization states; continual research in primary succession; and new methods to model 
heterogeneity. These and other avenues of research are highly instructive for my study of 
Cascadian foreland pedogenesis. 
 The role of nitrogen fixation in successional dynamics was originally identified in the 
mid-20th century; however research on carbon and other nutrients has elucidated complex 
chemical underpinnings of soil development. A host of studies have continued to investigate 
linkages between chemical properties and nutrient cycling with glacial retreat, in addition to 
myriad other inquiries (e.g. Legros, 1992; Bach and Elliott-Fisk, 1996; Vitousek and Farrington, 
1996; Makarov et al., 2003; Conen et al., 2007; Huber et al., 2007; Freeman et al., 2009; Miller et 
al., 2009; Tian et al., 2009, 2010). The envelope of this research arena is quite wide, 
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encompassing questions of age and development, microbial biomass and cyanobacterial 
influences, zonality and relative importance of parent material, and developing new 
biogeochemical techniques. Furthermore, research on soil carbon and nitrogen fluctuations in 
mature conifer forests helps characterize the end trajectory of most Cascadian forelands 
(Homann et al., 2001, 2008, 2011). 
 Incipient soils in glacial forelands develop on mostly glacial till, however the addition of 
wind-blown deposition is another major influence (Greeley and Iverson, 1985; Darmody and 
Thorn, 1987; Litaor, 1987; Swan, 1992; Bach, 1995; Bach and Elliott-Fisk, 1996). Research has 
shown a starkly different development pattern between surface soils, wherein dust and fine-
grain particles tend to accumulate, and subsurface horizons that have a greater dependency on 
parent material and bedrock (Greeley and Iverson, 1985). Aeolian deposition is important for 
pedogenic processes as well as local topography, leading researchers to investigate differences 
between deflationary and depositional surfaces (Greeley and Iverson, 1985; Swan, 1992). 
Aeolian deposition and prevailing winds (katabatic and regional) therefore cannot be viewed as 
only part of the foreland environment but instead as one of the driving forces. 
 Primary succession remains a subject of concerted scientific effort to better capture the 
variability and heterogeneity of vegetation patterns seen on the ground. Many researchers have 
continued to use the well-studied region of Glacier Bay (e.g. Reiners, Worley and Lawrence, 
1971; Bormann and Sidle, 1990; Chapline et al., 1994; Williamson et al., 2001) while similar 
studies have been conducted sub-Antarctic or more temperate mid-latitudes (Frenot et al., 
1995, 1998; Jones and del Moral, 2005).  These studies have implicated seed rain as a driver of 
species richness and diversity. The interplay of primary succession and soil development in 
glacial forelands are thus nearly impossible to tease apart. 
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 The number of ensuing forefield studies following Crocker and Major (1955) codifies 
the complexity of how soil, biota, and climate are interrelated. Modern research (e.g. Turner, 
1989, 2005) further rebukes the notion of a stable, equilibrated endpoint in favor of a multiple-
steady-state model. This dynamic model describes a variable continuum of scales and 
interconnections that make conceptualizations increasingly complex and precise. Emphasizing 
dynamic and heterogeneous functions, modeling these processes becomes more difficult and 
exceptionally accurate (Turner, 2005). Despite advances, there are still properties of soil 
development in glacial forelands that remain poorly understood.  
 Patterns and processes in nature have been the subject of scientific scrutiny for over 
200 years. The longitudinal study of the Muir Inlet in Glacier Bay, Alaska proved highly 
influential by uniting primary succession patterns to soil development processes. Establishing 
the connection between these patterns and processes paved the way for a range of studies on 
development in glacial forelands, encompassing microscopic scales through chemical analyses 
and microbial inventories through macroscopic climatic factors and successional influences. 
There is a large corpus of knowledge on these extreme locations where pedogenesis transforms 
regolith into fertile soil; however few studies have been done in the Cascade Range. While some 
research has been done on succession in the East Nooksack (Oliver et al., 1985) and Coleman 
foreland (Heikkinen, 1984; Jones and del Moral, 2005), investigation of recently deglaciated 
Cascadian soils is largely absent from the literature. The history of pedogenesis in glacial 
forelands is extensive, but it is certainly still being written.  
 
2.4 Characteristics of the Easton Foreland 
 Following the model presented by Jenny (1958), fundamental factors that influence soil 
development and type are evaluated, including: climate, organisms, relief, parent material, and 
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time; commonly referred to as the ‘clorpt’ model. Under this framework many types of 
developmental soil sequences can be constructed as they relate to a specific, independent 
variable. For this study, two such developmental soil sequences are used: a toposequence 
(change over elevation) and a closely entangled chronosequence (change over time). The choice 
to employ both topologies and how they are interconnected is discussed in Section 2.4.4. 
Additionally, the on-site sampling strategy purposefully sought out the flattest location for 
sample retrieval in order to eliminate relief as an influence. As a result, most sites had <5% 
slope, with only a few in the 10-15% range. This tactic was employed to avoid the extensive 
influence of colluvial activity and other confounding factors. Therefore, relief will not be a factor 
in my analysis. Finally, impacts on natural condition due to management as a National 
Recreation Area and its associated permitted uses are discussed. Understanding the patterns 
and progression of these variables contextualizes the study area and research.  
 
2 .4 .1 THE CLIMATE FACTOR 
 Located approximately 50km inland from the Salish Sea, Mt. Baker (3,285m a.s.l.) 
resides in a strong west-coast marine climate. During the winter, Mt. Baker is subjected to 
regular mid-latitude cyclones that form over the mid-Pacific and Gulf of Alaska, resulting in 
heavy snowfall (Mass, 2008). The persistence of heavy winter precipitation has led to the 
formation of the ten major glaciers that form Mt. Baker’s 35-km2 ice cap (Harper, 1993). The 
city of Glacier, WA (285 m a.s.l.) is the closest long-term weather station, where temperatures 
average 16OC in summer and 2OC in the winter (Bach, 2003). Over 300m higher in elevation 
than Glacier, WA, temperatures in the Easton foreland are much colder by roughly 1.5 OC based 
on the Cascade lapse rate (Minder et al., 2010). The dry summer months receive ~5cm/month 
in precipitation, while winter precipitation exceedes 20cm/month (Bach, 2003). The foreland 
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spans 1250 – 1650 m a.s.l. where temperatures are cooler, conditions are more severe, and 
precipitation is more likely to fall as snow than in Glacier, WA. The west-coast marine climate 
results in diminished seasonality, aside from strong winter storms that develop as the Aleutian 
Low and polar air descend south (Mass, 2008).  
The North Cascades are especially sensitive to phase shifts in the Pacific Decadal 
Oscillation (PDO) and El Nino Southern Oscillation (ENSO; Mass, 2008). Aggregating local 
weather station data and inter-annual to decadal climatic patterns provides the most 
comprehensive dataset for the influence of climate on Easton forefield soils (Kovanen, 2003). 
Secular variation in precipitation and temperature show multiple stages of advance and retreat, 
with roughly 10-year transition periods (Figure 2.2 and 2.3; Harper, 1993; Kovanen, 2003; 
Pelto, 2008). However, micro-topography is highly influential for the development of 
microclimatic, site-to-site conditions, and a source of confounding heterogeneity worth noting 
(Loffler, 2007).  
 The influence of wind on the Easton foreland is multi-faceted. At the macro scale, 
prevailing Westerly Winds funneled around the Olympic Range and through the Puget 
Lowlands typically arrive with a strong southerly component (Mass, 2008). These dominant 
southwesterly winds bring detritus, fine grain material, and other elements of the aeolian 
biome (Liator, 1987). In winter months the polar jet stream forms and intensifies, amplifying 
the conveyor belt of mid-latitude cyclones and associated winds (Mass, 2008). These winds 
crest mature forests atop the LIA Railroad Grade Moraine before entering the foreland, bringing 
detritus and fine-grain material to nascent surfaces. Local up-valley, southerly winds were 
commonly observed during the field season, bringing organics and other fine-grain material 
from the older forest to younger surfaces. Conversely, northerly katabatic winds flow down the  
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Easton glacier, stripping away fine-grain material. Overall, prevailing winds from the Railroad 
Grade Moraine provide significant aeolian input to incipient Easton soils. 
Field observations during sample collection felt akin to a barren desert. Even in the 
lower reaches of the foreland, the combination of dark surfaces and minimal shade produced  
vastly different conditions than the adjacent thickly-vegetated ridgelines. The southern aspect 
of the valley (avg. 195O orientation, Kovanen, 2003) leads to very high temperatures during 
summer months, further compounded by minimal evapotranspiration cooling. The southerly 
aspect could in fact be inhibiting plant growth, up-slope succession, and pedogenesis to some 
degree.  
Figure 2.3: Ablation Season Temperature and SWE: 1946-2006 - Pelto et al., 2012 
 
2.4.2 THE ORGANISM FACTOR 
 Due to extreme climatic conditions, some of the forefield showed little to no evidence of 
influence attributed to organisms. Vegetation is generally described as heath/groundcover with 
discontinuous Mountain hemlock (Tsuga mertensiana) which pervades the entire study area. 
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Mountain hemlock are found throughout the Easton foreland despite significant competition by 
Douglas fir and Pacific silver fir (Pseudotsuga menziesii and Abies amabilis) in the lower reaches 
and harsh conditions near the glacial snout. Alders (Alnus tenuifolia) are rare in the Easton 
foreland, with conditions better suited for prevalent heather (Phyllodoce empetriformis), 
partridge foot (Luetkea pectinata), and bird’s beak lousewort (Pedicularis ornithorhyncha). 
Overall, species composition is best discussed in terms of vegetation communities. The Easton 
foreland was dissected into four major successional stages, in addition to samples taken on 
glacial ice (Figure 2.4). Zone 4 is the zone of continuous vegetation cover, dominated by conifers 
and supporting a strong understory. The transition to patchy vegetation cover is represented by 
Zone 3, a zone that forms a constellation of more productive conditions. In Zone 2 vegetation is 
sparse and isolated, and over time surviving individuals become loci for further plant 
establishment. Sites exposed less than twenty years ago are within Zone 1, where pioneer 
vegetation is extremely rare and conditions are most harsh. Finally, samples were taken on 
active glacial ice to infer baseline, initial state conditions, and are classified as Zone 0. These 
successional designations represent the independent variable ‘Vegetation Zone ‘ and are a 
useful way to represent recently deglaciated terrain (Matthews, 1992; Figure 2.5). 
  The upper-most sites of the study area contained few indications of life. Zone 0 (on ice) 
was void of soil formation indicators or evidence of microbial or vascular plant activity. Samples 
from this Zone were hydrophilic, disorganized, and represent the initial condition of Easton 
glacial till. Zone 1 consisted of sites exposed less than twenty years ago, representing the 
pioneer community and the earliest successional stage. Vegetation density was minimal in this 
Zone (average <5%), with some grasses/rushes and a few rare Mountain hemlock saplings. 
Zone 1 captures the very incipient conditions where soil development begins (Figure 2.4) 
 Zones 2 and 3 are characterized by fragmented, patchy succession and development.  
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The arrival of vanguard species make local conditions more hospitable, growing outward into a  
patchy mosaic. This form of facilitation acts as a positive feedback to later successional species 
establishment (Matthews, 1992). Species-rich, incipient assemblages of lichen, moss, and 
vascular plant communities provide the scaffolding for subsequent continuous, homogenous 
vegetative cover in the Easton foreland. This process is further enhanced by lupine (Lupines 
latifolius), which have the ability to fix atmospheric nitrogen into local soil. Clusters of 
vegetation in these zones show hemlocks reaching 1-2m in height and an increasing number of 
groundcover/heath species (e.g. Phyllodoce empetriformis; Pojar, 2004). Mountain hemlocks 
(Tsuga mertensiana) are increasingly prevalent in the patchy vegetation zone, forming havens 
of habitability that the mature forest will later colonize around.  
 Lastly, Zone 4 captures the transition to continuous vegetation cover (beyond 
groundcover species like heather) with mountain hemlock climbing above 3m and moss, lupine, 
and other species densely populating the understory. Despite patchy shade, the effect of  
 




evaporative cooling is notable in this zone, indicating a conceivable feedback loop of slightly 
cooler temperatures with enhanced growing conditions. Sites with a prefix of ‘OLD’ documented 
the start of competition between mountain hemlock (Tsuga mertensiana) and late-successional 
Pacific silver fir (Abies amabilis) and Douglas fir (Pseudotsuga menziesii), indicative of the 
montane forest. 
 The succession evident in the Easton foreland proved highly instructive for my study as 
many observed patterns were tightly interwoven with soil development. The species suited for 
these harsh environments are resilient and adapt to the changing conditions in the pedosphere. 
Pervection, or leaching of materials (namely silt), is common in forefields due to high 
precipitation and glacio-fluvial influences and is often cited as inhibitory (Matthews, 1992). 
However, Frenot and colleagues (1998) showed that as these contents illuviate to lower depths, 
later successional species with deeper root structure begin to arrive. Therefore the biological 
architecture of plant roots and the pervection of silts and nutrients move in tandem with each 
other along temporal trajectories (Figure 2.6; Frenot et al., 1995, 1998).  
 No animals or bioturbating insects were observed in the study area. On the flanking LIA 
moraines where mature forests have developed, Mountain marmots (Marmot caligata) were 
commonly observed. The harsh climatic conditions of the Easton foreland seemed to prohibit 
invertebrate establishment as well. In fact, the only significant impact of any animal in the 
Easton foreland is from snowmobile usage (discussed in Section 2.4.5). While bioturbating 
animals and invertebrates can be a significant influence in soil development, they seem largely 






2.4.3 THE PARENT MATERIAL FACTOR 
 Parent material in the Easton foreland varies throughout the study area as a result of 
many processes, but local geology remains similar. Matthews (1993) notes that the parent 
material factor is often oversimplified and ignored in this facet of soil science despite its 
influential role. Certainly surfaces of deposition versus ablation that populate the hummocky 
microtopography of forelands produce different soil forming environments. There are 
numerous designations for different types of till, such as: re-deposited (flow-till), older deposits 
 
Figure 2.6: Successional Root Architecture - Frenot et al., 1998 
 
 
that are overridden (deformation-tills), glacio-fluvial sediments, and others (Lundqvist, 1988; 
Matthews, 1992). However, my study did not consider local parent material as a variable 
because the sampling strategy attempted to remove any variation in source till by avoiding 
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colluvial, fluvial, and other identifiable source influences. Therefore, for the purpose of my 
study, parent material was not assessed but is largely considered to be basal till. Aside from till, 
the primary constituents of local source material are: Mt. Baker’s geologic composition, its 
eruptive history (both lava flows and ashfall events), and aeolian (wind-blown) inputs.  
 The geologic composition of Mt. Baker was studied in the Sherman crater by Bockheim 
and Ballard (1975). They, along with others, indicate that Mt. Baker is largely composed of 
Pleistocene and [geologically] recent andesites, with an overwhelming majority (90%) being 
pyroxene andesites (Bockheim and Ballard, 1975). Pyroclastic rocks accounted for less than 5% 
of the total mountain, while major ash deposits are regularly noted (Coombs, 1939; Bockheim 
and Ballard, 1975; Kovanen et al., 2001). Other dominant materials include plagioclase, 
hypersthene, and augite, with some olivine and hornblende (Coombs, 1939). Additionally, 
Osborn and colleagues (2012) identified recent ash deposits and lahars in a nearby soil pit on 
the south flank (Figure 2.7). Between 1975 and 1979, large columns of steam and crater-glacial 
crevassing were observed. At its peak, a steam column ~0.5km2 rose to almost 800m, but 
activity eventually diminished (Kovanen et al., 2001). This steam eruption may be influential 
but was not evaluated in my research.  
 The ash eruptions of Mt. Baker lead to unique soil properties of the Easton foreland. 
Buried ash layers from the aforementioned eruptions influence pedogenic processes as late-
successional, deep rooting vegetation gain access to these deposits (Frenot et al., 1998). In 
addition, the composition of till deposits are invariably laden with ash, therefore the frequent 
eruptive history of Mt. Baker during the mid-Holocene is worth consideration for the entire 
study area (Kovanen et al., 2001).  
 As noted by Dahlgren and others (2004) and Ugolini and Dahlgren (2002), andisols in 
these environments are driven by two principal factors: the accumulation of organic matter and 
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carbon and the formation of noncrystalline materials (i.e. allophane, imogolite, ferrihydrite). 
These noncrystalline materials are a direct result of volcanically derived source material, whose 
glassy particles are quickly weathered (Dahlgren et al., 2004). Furthermore, chemical fertility in 
these soils depends largely on whether charge characteristics indicate allophanic or 
nonallophanic conditions. The former traps phosphate in a form only slowly available to plant 
communities, inhibiting growth and colonization (Dahlgren et al., 2004). In humid 
environments these soils will form quickly and readily transform into other soil orders, 
especially as surface age and weathering impact increase (Ugolini et al., 2002). In the Easton 
 
Figure 2.7: Tephra Deposits on the Mt. Baker’s South Flank - Osborn et al., 2012 
 
 
foreland, my research found that the youngest surfaces are likely entisols that develop into 
inceptisols and spodosols in older surfaces where vegetation cover becomes continuous and 
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conifers are more dominant. Overall, the influence of ash is likely minimal in these only recently 
exposed areas. 
More difficult to quantify but certainly influential is the aeolian deposition of fine 
particles and detritus from the adjacent ridgelines above the study area and more distant 
sources. Specific to the Easton foreland are mature forest communities along the Railroad Grade 
(west) and Metcalfe (east) moraines that are potential sources of seed rain and wind-blown 
detritus, with a larger influence from the Railroad Grade due to prevailing south-southwesterly 
winds. In Zone 1, which is largely devoid of vegetation, conifer needles are commonly found on 
the surface, presumably wind-blown from the Railroad Grade moraine. This influence leads to 
the formation of depositional and deflationary surfaces, a process that is highly heterogeneous 
and contingent on a multitude of factors beyond the scope of my study (Darmody et al., 1987; 
Liator 1987; Swan 1992; Bach 1995). Developmental patterns vary greatly between the surface, 
with accumulation of dust/fine-grain, and subsurface horizons that rely heavily on parent 
material and bedrock. Additionally, katabatic winds are a key factor to consider in the aeolian 
biome of glacial forelands. These cold drafts moving down-valley affect younger surfaces 
disproportionately by stripping away detritus/fine-grain till. My study did not attempt to 
control for this influence, but evidence of aeolian processes were noted when observed. 
 The Easton foreland soils access various types of parent material depending on a host of 
local conditions. Andesite is the principal component of Mt. Baker’s geology and therefore the 
main source of parent material for the glacial foreland (Kovanen et al., 2001). Ash deposits are 
also notable from the mid-Holocene, but likely to wield little influence on this <100 year old 
foreland (Wilson et al., 1996; Ugolini et al., 2002; Dahlgren et al., 2004). Prevailing south-
southwesterly winds bring aeolian material that affects soil source material (Bach, 1995). These 
origins of soil formation are all juxtaposed amidst unconsolidated glacial till, the ubiquitous 
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parent material of glacial forelands. While complex, my study did not analyze parent material 
although variations therein may be contributing to variability in my results. 
 
2 .4 .4 THE TIME FACTOR 
 The role of surface age, or time since glacial retreat caused deposition or exposure, is of 
high importance to my study. The recessional history of the Easton glacier is convoluted and 
results in a discontinuous timeline and therefore provides only a coarse estimate of surface age 
(Harper, 1993; Kovanen, 2003). A detailed record of Mt. Baker’s glacial history has been 
compiled by Harper (1993) and Pelto and Brown (2012). Combined, these studies chronicle the 
Easton’s glacial extent and mass balance from 1940 to 2010. To further extend this timeline, an 
historic photograph of Mt. Baker by E.D. Welsh from 1912 was employed (Figures 2.11, 2.12, 
and 2.13; MBVRC, 2012). The photograph, taken from the top of nearby Loomis Mt., shows the 
Easton to be much more massive than today. A 2012 recreation of the same photograph by the 
MBVRC helps contextualize its retreat (Figures 2.11, 2.12). Looking at the historic photo from 
Loomis Point, two termini on the Easton glacier are identifiable: debris covered and non-debris 
covered ice (Figure 2.11 and 2.12). Analyzing the two photographs, the skyline, ridgelines, and 
isolated snow patches on the Black Buttes confirms they were taken from the same vantage 
point (Figure 2.11). Using 3D GIS, the approximate location of the 1912 terminus was 
determined and was used as the lower bound for the study area. The snout elevation was noted 
during field work which, in aggregate, created a one-hundred year spatio-temporal sequence. 
The LIA moraines that constrain the Easton foreland are influential to its development and also 
emphasize the dramatic reduction of Mt. Baker’s ice cap (Figure 2.10; Osborn et al., 2012). 
Furthermore, Pelto and Brown (2012) show that glaciers across the North Cascades have had 
extremely similar patterns in mass balance fluctuations over the past 30 years (Figure 2.9). This 
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pattern is especially true for the glaciers that compose Mt. Baker’s ice cap. Looking specifically 
at the neighboring Sholes and Rainbow glaciers, which terminate lower than the Easton and 
face north-northwest and East respectively, a tight correlation is observed with the Easton’s 
mass balance (0.94 and 0.95 from 1984-2006; Pelto, 2008). In fact, all the glaciers on Mt. Baker 
seem to be receding in concert (Figure 2.14).This allows the employ of foreland studies in the 
nearby Coleman valley as a coarse indicator of the Easton’s behavior. Heikkinen (1984) and 
Jones and del Moral (2005) have completed such work, the former dating tree cores back to the 
early 1800s and the latter compiling a record back >500 years based on moraine dating. While 
this study only investigates the most recent one-hundred years, these studies are highly 
informative to the conditions in the Eaton foreland. 
 







Figure 2.9: Individual Mass Balance of North Cascade Glaciers - Pelto, 2008 
 
 
Figure 2.10: LIA Glacial Extent (White Hashed Lines) - Osborn et al., 2012 
 
Tree coring in the Coleman valley shows inhibited growth from the late 1850s into the 
early 1900s due to cooler climatic conditions, indicating glacial advance; moraine dating 
confirms this period of positive mass balance (Heikkinen, 1984; Jones and del Moral, 2005).  
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Figure 2.14: Map of Net Ablation on Mt. Baker, 2009 - Pelto and Brown, 2012
 
Harper (1993) picks up the record in 1940, where the Easton is shown to be in continual retreat 
until ~1955. By 1960 the Easton is re-advancing as a result of cooler conditions and increased 
precipitation (Figure 2.2). This growth continues until the snout reached almost 200m beyond 
the 1940 terminus. In 1979/80 the Easton glacier transitioned again, and recession has 
continued since (Harper, 1993). 
Glacial recession has continued up to present day, with net ablation seen on the Easton, 
all Mt. Baker glaciers, and in the larger North Cascade Range (Pelto, 2008). Multiple factors 
were analyzed to illuminate the principal cause of widespread glacial retreat. It was found that 
ablation season temperature (June-September) was the ultimate determinant in positive or 
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negative annual mass balance, which was shown to have increased 0.6OC since 1946 (recorded 
at the Diablo Dam; Pelto, 2008). The increase in summer temperatures has resulted in a 25% 
decline in April 1st Snow Water Equivalent (SWE; Pelto, 2008). In sum, the  Easton glacier was 
advancing in the late 1850s/early 1900s, then began retreating in the early 20th century until 
1940/50, at which point re-advancement took place until ~1980, followed by dramatic 
recession (Harper 1993; Roe and O’Neal, 2009; Pelto and Brown, 2012). This convoluted 
timeline thus only provides three coarse surface ages (Figure 2.15). Sites on ice are surface age 
= 0, sites above the 1990 terminus are surface age ≤20 years, all other sites by default are 
surface age ≤100. The non-linear recession of the Easton glacier limits the usefulness of the 
time variable. 
 Inextricably linked to the chronosequence of soil development is a toposequence based 
on change in elevation through the foreland. The study area begins at 1276m and extends up to 
the current snout at 1637m, with fairly consistent slope throughout (Figure 2.8). At ~1950m 
long (snout to lowest site, Euclidean distance), the average elevation gain is 0.19m /1m-vertical. 
This gradual and continuous increase in elevation provides a useful independent variable. The 
glacial re-advance that occurred from ~1950 to ~1980 disrupted the Easton’s spatial timeline, 
making a chronosequence difficult to construct. Although surface age is neither continuous nor 
contiguous throughout the valley, the toposequence is fairly comparable as altitudinal zonation 
is closely related to foreland succession (Figure 1.1). High-elevation ecosystems typically follow 
a temperature gradient, and by measuring soil characteristics against elevation a sequence of 
development can be discerned (Figure 1.1; e.g. Makarov et al., 2003). Thus the use of the 
toposequence, which is closely intertwined with the chronosequence, is highly informative to 
the interpretation of the Easton foreland’s soil characteristics. 
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 By employing this suite of measures (elevation, vegetation zones, and time), an 
inference of surface age was made possible. The Easton’s glacial history is coarse but provides 
accurate milestone ages and extents. The relatively consistent grade of the Easton foreland lent 
credence to the usefulness of a toposequence (Figure 2.8). While the 1980s growth re-advanced 
over some of the Easton foreland, most of the study area was exposed incrementally over time. 
In lieu of consistent recession, a toposequence can be very informative and has been employed 
in other studies (e.g. Makarov et al., 2003). Prior studies overwhelmingly point to the time 
factor as the strongest indication of forefield soil genesis (e.g. Crocker and Major, 1955), and the 
use of these three measures ensures that the soils of the Easton foreland are thoroughly 
analyzed. 
 In contrast to these linear views of time, a categorical perspective informed by 
successional stages is also a useful way to interpret forefield pedogenesis. For this study, 
Vegetation Zones were delineated based on vegetation community and density and show clear 
stages of succession: Zone 1 – very rare vegetation; Zone 2: sparse vegetation, some small 
Mountain hemlock saplings (Tsuga mertensiana); Zone 3: patchy communities with lupine 
(Lupines latifolius), moss, groundcover species and 1-2m tall hemlock; Zone 4: continuous 
vegetation, hemlock dominance and understory development, encroachment of Douglas fir and 
Pacific silver fir in lower reaches (Pseudotsuga menziesii, Abies amabilis). These zones of 
similarly aged vegetation communities are strong indicators of soil processes. The relationship 
between plants and soil as barren, denuded surfaces become mature forest is so entangled that 
using Vegetation Zones as an indication of soil development merits consideration. This can be 
described as a geoecological perspective, a technique often employed in foreland studies 
(Matthews, 1992). According to Troll (1963), these nascent ecosystems that develop in front of 
retreating glaciers cannot be fully understood unless viewed as part of a developing landscape  
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(Matthews, 1992). Champions of this approach cite it as a more realistic approach to the 
oversimplified chronosequence which so rarely appear neatly in reality, with consideration of 
snow, avalanches, cold winds, shifting glacial outwash streams, and tremendous precipitation 
(Coaz, 1887; Matthews, 1992). Therefore, this geoecological technique is employed to compare 
with Deglaciation Age and Elevation to determine the best indicator of Easton foreland 
pedogenesis. 
 
2 .4 .5 LAND MANAGEMEN T AND USE 
 The Easton foreland is located within the MBNRA, part of MBSNF and adjacent to Mount 
Baker Wilderness to the east and west. The recreation area was created in 1984 and reaches 
south beyond Schrieber’s Meadow and north to Mt. Baker’s summit. This parcel of federal land 
accommodates multiple uses that include hiking, horseback riding, camping, and 
mountaineering. During winter months, snowmobile use is permitted after snow accumulation 
exceeds 2ft at the end of NF Road #13, the main access road to the MBNRA.  
 Research has regularly pointed to snowmobile use in alpine environments as a source of 
significant impact, and the Easton foreland proved no exception. Previous studies have shown 
that regular backcountry snowmobile use increases fragmentation of already sparse high-
elevation fauna (e.g. Simpson and Terry, 2000). While the Easton valley and southern face of Mt. 
Baker are zoned for snowmobile use, this wedge of land is between two wilderness areas. 
Therefore the MBNRA acts as a wildlife corridor. The issue of connectivity is important for local 
fauna, but flora are also adversely impacted. The tops of conifers are regular victims of snow 
stunting from compaction or shearing of the top section (Figure 2.18b). In addition, litter and 
trash pervade the valley (Figure 2.18a). This presents a potential for localized soil pollution as a 
result of leaking engine fluids, however there was no way to control for this possibility.  
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M E T H O D S  a n d  R E S E A R C H  F R A M E W O R K  
These methods and techniques were designed and chosen based on existing literature, 
available resources, and input from my thesis committee. While some methods are direct 
emulations of previous research, others were carefully adapted to this study area. This hybrid 
methodology produces a rich dataset that presents a holistic view of the interdependent 
systems at work in the Easton forefield. This also ensures an informed evaluation of my 
principal research goals: What is the best indicator of soil development: time, elevation, or 
successional stage? Does one dependent variable show a trend throughout the study area, or do 
several? Lastly, how does this Cascadian system relate to other studied forelands from around 
the world? 
As my study encompassed several stages of analysis, Chapter 3 is divided into four 
major sections: Sampling Strategy and Collection, Individual Site Evaluation, Laboratory 
Analyses, and Statistical Methods. How samples were selected spatially and methods of 
collection are first discussed. Then, the methods employed to describe each individual site are 
explained and justified. The third section describes the many laboratory analyses performed on 
soil samples to ascertain: analytic particle size, pH, percent organic matter, and percent carbon 
and nitrogen content. Finally, the statistical tests employed are explained and justified. The 
results of these tests are discussed in Chapter 4. 
 
3.1 Sampling Strategy and Collection 
Principal elements of the study area were first framed by Jenny’s (1980) ‘cloprt’ model 
in order to identify and define variables as dependent or independent. This method allows the 
construction of both a chronosequence (change over time) and toposequence (change over 
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elevation). The undulating, hummocky topography of the valley presents substantial variation 
in slope, however this was controlled for by sampling on flat relief. Plots were chosen within a 
~25m radius of the randomly selected location (using GIS/GPS), and flat areas were 
intentionally sought out to avoid colluvial influence. Talus slopes and other signs of mass 
wasting were avoided, as well as evidence of fluvial activity, thereby rendering parent material 
relatively constant. However, some variation in parent material was apparent between the 
mature forest and incipient forefield. Sulfur deposits were noted in the incipient forefield, the 
effect of which is discussed in Chapter 4. However, my study did not focus on local geology as a 
driving influence of soil genesis and is thus not considered (see Section 2.4.3 for further 
discussion). Furthermore, the effect of micro-climates may be causing variation among sites. 
For example, katabatic winds affect the youngest surfaces (via deposition and erosion) more 
than the oldest (deposition only; Frenot et al., 1998).  Due to the scope of my study, however, 
the microclimates are aggregated and considered one climatic unit. While the study area does 
encompass an environmental gradient, prevailing winds, precipitation, temperature range, and 
other fundamental measures of climate are relatively similar. For these reasons, climate and 
parent material were not considered as variables in my study.  
 Of Jenny’s (1958) environmental components, organisms and time are the most relevant 
for this study. Vegetation communities were easily identifiable on site, partitioned into four 
stages of succession in addition to Zone 0 – till still on glacial ice (Figure 2.4). Classifying a 
glacial foreland as a sequence of plant colonization and establishment is a well proven 
geoecological technique to describe soil genesis (Matthews, 1992). These communities were the 
primary criteria for the independent variable ‘Vegetation Zone.’ As a chronosequence was the 
initial goal to identify, time serves as an important independent variable; classified here as 
Deglaciation Age. Due to the Easton’s discontinuous glacial timeline, only three surface ages 
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were identifiable: 0, ≤20, and ≤100 years (Figure 3.1). This prevented the establishment of a 
true ‘continuous time’ variable. However, elevation serves as an decent proxy as it is 
intertwined with time, generally increasing in elevation decreases time since exposure. This 
introduces a toposequence and independent variable Elevation that decreases gradually and 
continuously through the valley (Figure 2.8). These three independent variables: Elevation, 
Deglaciation Age (time since exposure), and Vegetation Zone (successional community) are 
useful lenses to analyze this glacial foreland.  
The sample collection locations were determined based on glacial history (Harper, 
1993; MBVRC, 2012), air photo interpretation, and on-the-ground evaluation of the most recent 
trough to designate the study area boundary (Figure 3.1). Glacial extents were digitized based 
on 1940-1990 photogrammatic delineation by Harper (1993) and imported into a geodatabase. 
This glacial timeline was extended by using an historic photograph from nearby Loomis Peak 
showing the Easton Glacier in 1912 (MBVRC, 2012). From this earliest known extent, dramatic 
recession occurred until ~1950 (Figures 2.11, 2.15). From 1960 to 1980 climatic conditions 
resulted in a growth-phase that re-advanced over a majority of the recently deglaciated Easton 
valley. Since ~1980 all glaciers on Mt. Baker have shown significant retreat (Harper, 1993; 
Figure 2.14). The Easton valley, therefore, has a rather convoluted glacial timeline (Figure 2.15). 
Glacial forelands are highly dynamic landscapes, fields of mostly disorganized regolith, 
partitioned by glacio-fluvial systems, and sparsely populated by lichens, mosses, cyanobacteria, 
and small plant communities. Due to this ubiquitous heterogeneity, on-the-ground site selection 
required an adaptive procedure. After the field area was designated, sample sites were 
randomly generated using GIS. However, to prevent colluvial/fluvial influences, determinations 
on-site resulted in occasional relocation by no more than 25m; a negligible distance given the 
scale of the study area (Figure 3.2). Additionally, the accuracy of the GPS unit had a 2m  
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margin of error. Within this 2m site radius, the flattest location possible was used in order to 
maintain fairly constant slope throughout the dataset. This relatively flat slope prevents 
unaccounted for influences, such as burial or disruption from up-slope erosion or mass wasting 
events. Furthermore, many locations were relocated because the initially delineated foreland 
was far too wide; on the ground observations indicated a much narrower valley as the most 
recently glaciated and not subsequently modified by fluvial (center of valley) or colluvial 
(crumbling valley sides) activity (Figure 3.2). All samples were collected by the author from July 
to September 2012 (Figure 3.3). 
 Within this more constricted sampling area, additional sites were assessed within the 
modified (field delineated) foreland. Randomly sampled locations left notable gaps between 
some sample sites, and in effort to better represent transitional ecotones a further twelve sites 
were sampled to make the dataset more contiguous. In addition, the initial study area did not 
capture the encroachment of the montane forest, so eight random sites were generated to 
include this stage. The down valley field area terminates at site OLD_14, where bedrock 
outcrops on both east and west flanks are evident and the identified 1912 terminus was 
presumably located (MBVRC, 2012). At this location the outcrops encroach such that a ‘choke-
point’ is formed, beyond which the valley loses its characteristic glacial shape and transforms 
into a large montane flood plain.  
While a majority of the field sites were designated randomly, on-the-ground 
adjustments were often necessary. Several sites were appended to fill in spatial gaps and make 
the dataset more encompassing. On-the-ground adjustment and site specific selection is not 
uncommon for field projects, and decisions based on geomorphic characteristics and other 
indicators does not imply biased sampling but realistic assessment of a highly heterogeneous 
environment (Carter, 1993). 
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3.2 Individual Site Evaluation  
In order to preserve the integrity of these sensitive surfaces, extreme caution was taken 
during all field work to minimize environmental impact. Leave No Trace practices were 
employed as all sample collection occurred off trail. Any soil pits were re-filled such that 
horizons were maintained. Especially at the highest elevation sites, extra care was exercised to 
ensure as little disturbance possible to incipient surfaces.  
After identifying an individual sample site, many observations and measurements were 
taken. First, a 0.5m quadrant was assembled to designate the site in addition to providing a 
reference for observations (Figures 3.4, 3.5). This quadrant allowed field estimation of particle 
size (large versus fine grain material) and vegetation cover (herbaceous or otherwise), both of 
which were recorded as well as any unusual visual characteristics (Appendix I). These 
measures are important because variations can result in, or be the result of, different stages of 
soil development. Slope was measured with an inclinometer; as described in Section 3.2 these 
values are intentionally low and similar to hold relief constant.  
Protocols for site evaluation were designed to record physical conditions and local 
environment. Aspect of the sample site was measured using a compass (Silva™; Appendix I). 
This variable however was not counted as a dependent variable and was not used in the 
ensuing analyses. Small-scale topographic irregularity results in the adjacency of harsh and 
hospitable environments due to prevailing winds, erratic deposition of glacial till, erosion by 
glacial outwash, frequent mass wasting events, among other factors (Rosentreter et al., 2007). 
The elevation of the sample site was also recorded via GPS. Elevation is fundamental to this 
study for many reasons, namely its employ as a gradient of development (Figure 1.1). Finally, a 
Munsell Classification Scheme was consulted in order to determine the appropriate soil color. 
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However, soil color showed no discernible pattern and is not discussed further. Combining all 
five aforementioned variables provided a rich suite of quantitative field data.  
In addition to these calculable measures, qualitative indicators were reported in field 
notes. One of the conditions noted was whether a soil crust had formed, and if so how thick was 
the pavement. The formation of this feature can be attributed to either biotic (e.g. 
cyanobacteria, fungi) or abiotic factors (e.g. weathering, cementing; Rosentreter et al., 2007). 
The formation of a crust is of higher importance in the upper reaches of the study area, where 
such features retain fine-grain particles and organic material that will be used later by pioneer 
species. However, no identifiable trend was noted and due to the scope of this study, soil crusts 
are not discussed further. In addition, notes were taken regarding local geomorphology, 
especially proximity and relationship to moraines, outwash systems, or weathering processes. 
These qualitative notes enrich the quantitative field data by contextualizing individual sites. 
Employing these complementary datasets reinforces the geoecological framework that ongoing 
pedogenic processes do not occur in a vacuum but are components of a developing landscape 
(Matthews, 1992).  
 At each site, a small sample of surface material was collected for laboratory analysis 
(Figures 3.6, 3.7). The samples consisted of the top 0-5cm of soil, whether it was developed or 
simply unconsolidated parent material. These field samples were then analyzed in the 
laboratory. This strategy of sampling the surface instead of a specific horizon (as in most soil 
studies) is a common technique in foreland research because rarely has the terrain developed 
such organization (Matthews, 1992). Furthermore, attempts to dig soil pits were regularly 
obstructed by dense stone layers, encountered at depths as shallow as 10-25cm. This strategy 
had setbacks as it homogenized the entire sample, meaning any O-horizon build up (on older 
sites) of needles or other detritus was mixed in with subsurface mineral soil. Therefore, after  
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sieving the samples to separate fine and coarse grain material, the >2mm fraction was gone 
through by hand to separate coarse organics (roots, moss, needles, etc.). This was necessary as 
the fine grain and coarse organics were used for additional tests, but the coarse grain fraction 
was not. This procedure is laid out in greater detail in Section 3.3. 
 
3.2.1 TREE CORE SAMPLING 
In effort to resolve incongruities in the recessional history of the Easton Glacier over the 
40 - 100 year period (Figure 2.15), eleven tree cores were collected from mountain hemlock 
(Tsuga mertensiana). Mountain hemlock was chosen for this dendrochronology because they 
were present both in the older forest of the field area, albeit amidst strong competition from 
Douglas fir (Pseudotsuga menziesii) and Pacific silver fir (Abies amabilis), as well as in the 
highest zone of rare vegetation. In fact, a seedling less than 3cm tall was documented on the 
flank of a lateral moraine just meters from the Easton terminus. Estimations of surface age are 
not only based on local tree age, but also on ecesis: the time taken for species establishment as 
indicated by a plants ability to complete their life cycle (Clements, 1936; Matthews, 1992). After 
germination, growth, and reproduction, propagules can be considered persistent (Clements, 
1936; Matthews, 1992). Therefore, tree core age provides a minimum surface age that is 
generally 10-20 years older than the cored tree (Matthews, 1992). Mountain hemlock provided 
an ideal yardstick for approximate surface age as no other species (including the often cited 
alder) are present across the entire study area. 
 Tree core site selection was based on vegetation community data gathered earlier in the 
field season. These sample areas were not randomly generated, but were instead chosen based 
on how representative they were of a given Vegetation Zone. The tallest tree within each 
sample area was cored based on the supposition that height was directly related to age 
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(Matthews, 1992). Coring was done ~0.5m above the surface with a collapsible 10cm manual 
tree auger; tree diameter was taken at the same location using a circumference-to-diameter 
measuring tape. Tree diameter was taken lower than typical procedures, usually cored at breast 
height or DBH, due to the short summer season in high-elevation environments, limiting annual 
growth; some cored trees were less than 1.5m tall (typical DBH; most had a ‘gun-shot’ base too). 
Extracted cores were then stored and dried for processing and dating. 
 After the tree cores were dried, they were brought to Huxley’s Tree Ring Laboratory for 
processing and dating. Each core was mounted onto a pre-fabricated backing using standard 
wood glue. The cores were then sanded, first using very coarse sandpaper (80 grit) and 
eventually polishing with very fine grain (400 grit). These prepped samples (see Figure 3.8 for 
examples) were examined under a microscope equipped with both a viewfinder as well as a 
black and white 10” monitor. The condition of each core (i.e. if the bark was still attached) and if 
the core captured the pith (very center of the tree trunk) were major determinants in the 
particular method of dating (Stokes and Smiley, 1968).  
 After the tree cores were prepared, dating was completed using standard techniques. 
Using traditional dating notation, three dots marked every hundred years (e.g. 2000, 1900), two 
dots every fifty years (e.g. 1950), and one dot for every decade (e.g. 2010, 1990; Stokes and 
Smiley, 1968). The simplest dating method was used for the cores that both had bark and 
captured the pith. The most recent growing season, 2012, is noted below the bark and annual 
growth rings are counted until the pith is reached. For cores without bark, an index year was 
identified as a point of chronological reference and cross-dating. All cores showed a relatively 
short growing season for 1999, between two more productive summer seasons in 1998 and 
2000. Additionally, some cores missed the pith and therefore only provide an estimate of the 
youngest possible tree age, as the tree is surely older.  
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The results of this analysis were highly confounding and subsequently discarded due to 
a flawed sampling strategy: tall trees are not necessarily the oldest. Trees that establish shortly 
after deglaciation begin life in harsh conditions, leading to initially stunted growth. In these 
harsh environments heavy, prolonged snow cover, and low nutrient availability contribute to 
slow growth and stunting. In contrast, trees that germinate after conditions become more 
suitable experience comparatively rapid growth. Therefore, it was unsurprising that correlation 
for elevation was almost negligible and was non-significant for Vegetation Zones. Other 
researchers have been much more successful (e.g. Heikkinen, 1984; Jones and del Moral, 2005), 
however this ad hoc addition to my study proved more confounding than helpful. Future 
research should take care to core multiple trees of various heights in a given plot to ensure an 
accurate age estimate. 
61 
 




3.3 Laboratory Analyses 
Soil samples collected in the field were retrieved from July to September, 2012, and 
underwent analysis from October, 2012 to February, 2013. Samples were air-dried for three 
weeks before any analyses were conducted. Lab analyses include:  
(1) Analytical Particle Size (fine grain, coarse grain, and coarse organics) 
(2) Soil Acidity (pH; conducted on fine grain, <2mm fraction) 
(3) Organic Matter Content (conducted on fine grain and coarse organics) 
(4) Carbon and Nitrogen Content (conducted on fine grain and coarse organics) 
 
3.3.1 –  ANALYTICAL PARTICLE SIZE  
Samples were sieved at 2mm in order to separate coarse grain (>2mm) from fine grain 
material (<2mm; Carter, 1993 – CH. 47). While an estimation of particle size was obtained in the 
field, this measure is more accurate. It should be noted that sample retrieval removed large 
stones so this calculation is slightly biased toward fine grain. After sieving, the fine grain 
fraction was weighed using an electronic balance accurate to the hundredths place (Figure 3.9). 
Due to extensive moss cover at many sites and a sampling strategy that did not designate 
horizons (as they were rarely discernible), the coarse fraction was hand-sifted for coarse 
organics. That is, if significant organic matter was present and not included in the fine portion, 
the coarse fraction was visually assessed and divided into coarse grain (rocks, gravel) and 
coarse organic material (moss, roots, twigs, etc.). This removal of coarse organics allowed for a 
more accurate interpretation of organic matter content that otherwise would have gone 









3.3.2 –  SOIL ACIDITY 
After samples were separated into the three aforementioned fractions, pH was assessed 
using the fine grain portion (<2mm). This analysis was conducted using a digital reader (Oakton 
Acorn Series: pH5) which was calibrated daily at pH 4.0 and 7.0 to ensure accurate results. A 
10ml representative sample was taken from each fine-grain fraction, thoroughly mixing the 
sample prior to extraction. This 10ml soil sample was then mixed with 20ml of de-ionized water 
in a paper cup (DIH20; Figure 3.10). The mixture of soil and DIH2O was left for one hour to allow 
ions to equilibrate and ensure an accurate reading; the results are reported in Appendix II 
(Carter, 1993 - CH. 43; Figure 3.10). 
 
3 .3 .3 –  ORGANIC MATTER CONTENT 
An important metric in soil science, organic matter content was determined for each 
site. This analysis employed a small subsample of the fine grain portion and coarse organics 
[where present]. Samples were first placed in a drying oven at 70OC and left overnight to fully 
remove any moisture. After drying, the samples were weighed using an electronic mass balance 
accurate to the thousandths place. Then, samples were placed in a 500OC furnace for one hour 
to remove any organics (Figure 3.11). After ignition, the samples were re-weighed, the 
difference between weights representing total organics (Carter, 1993 – CH. 43). It should be 
noted that this value can be artificially high due to dewatering clay minerals or metal oxides, 
loss of volatile salts, or loss of inorganic carbons (Heiri et al., 2001). However, carbon content is 
closely related to organics, and Section 4.7 shows that the results of the C/N analysis are 
commensurate with the LOI analysis. As this analysis was conducted on a subsample, the 
percentage of organic content was adjusted by weight for the entire sample (percent organic 
content multiplied by subsample percent weight of entire sample). In addition, samples sites  
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with affiliated coarse organics were adjusted by using a weighted average (percentage of 
organic matter in coarse organics multiplied by the percent weight of c.o. of entire sample, 
added to adjusted fine grain organic matter). The organic matter raw data are in Appendix III. 
 
3 .3 .4 –  CARBON AND NITROGEN CONTENT  
To determine relative concentrations of carbon and nitrogen, a Thermo Flash EA 1112 
Series NC Soil Analyzer (CE Elantech, Lakewood, NJ) calibrated with an atropine standard was 
used. Prior to this analysis, soil samples were prepared by grinding to a fine powder using a 
SPEX Mixer Mill (Figure 3.12). Ground samples were then placed in a drying over at 70OC 
overnight to remove any residual moisture content. After drying, the samples were placed in a 
desiccator and incrementally sub-sampled as only ~100mg of soil were needed. The sub-
samples were deposited in tin crucibles and cataloged for analysis (Figure 3.12). 
 Before the carbon and nitrogen analysis began, several steps were needed to calibrate 
the instrument. Based on high and low values indicated in the preceding LOI analysis (a rough 
estimate of carbon content), a standard curve was constructed. This curve supplies a guideline 
of values for the instrument to expect, insuring precise results. The analysis took place over the 
course of three days, and the procedure for daily calibration was: (1) run blank tin to ensure 0% 
carbon and nitrogen is returned; (2) run bypass Atropine, a chemical check with known 
concentration; (3) run Atropine check to ensure predicted/standard results align with Atropine 
bypass; (4) run soil check, a soil standard with known concentration to ensure results are 
consistent. During each day of analysis, batches were split into 5-10 samples/run and each 
batch began with the soil check as a quality control measure. 








Due to carbon and nitrogen concentrations that exceeded the highest value on the initial 
standard curve, four samples we re-run with less mass to attain an accurate reading; these are 
the reported values. In addition, many samples had a very low concentration and as a result, the 
instrument did not report a carbon or nitrogen value. However, the chromatogram for each of 
these samples indicated that carbon and nitrogen were present but below reportable 
thresholds. As the percent for each sample is calculated based on the area underneath each 
‘peak’ in the chromatogram curve (one for each element, Figure 3.13), the integral for the 
unreported values was used to create a second standard curve. This allowed inclusion of these 
low concentrations in the dataset. Although the low values have higher uncertainty, this was the 
only way to achieve an approximation. The carbon and nitrogen analysis was the most 
technically complex test, but returned the most precise, quantitative results (Appendix III).  
 




3.4 Statistical Methods 
Several statistical tests were run on each variable to discern where significant 
relationships existed and their strength. Dependent variables were tested against Elevation 
(toposequence), Deglaciation Age (chronosequence), and Vegetation Zones: Zone 0 – till still on 
ice; Zone 1 – rare vegetation; Zone 2 – sparse vegetation; Zone 3 – patchy/ discontinuous 
vegetation; Zone 4 – continuous vegetation cover. These zones were delineated based on aerial 
imagery showing distinct changes in vegetation density and composition. All tests were run at 
95% confidence. First, descriptive statistics of each variable - pH, organic matter, carbon, 
nitrogen, C/N ratio, and vegetation cover - are reported and discussed. Normality tests were 
run to check if parametric or non-parametric tests would be more appropriate. For each 
Vegetation Zone, a Shapiro-Wilk test was used as the sample size was less than fifty (McGrew 
and Monroe, 2000). A Kolomogorov-Smirnov test was used on all data for each variable because 
sample size was typically greater than fifty (McGrew and Monroe, 2000). The results of 
normality tests were necessary to see if the dependent variable datasets met the required 
assumptions for advanced parametric tests.  
 In order to evaluate whether the difference between Vegetation Zones was statistically 
significant, a Kruskal-Wallace test was performed. This non-parametric equivalent to ANOVA 
was employed because, as will be shown in Chapter 4, all the dependent variables were non-
normal (McGrew and Monroe, 2000).  
 Non-parametric correlation analyses were then used to evaluate the strength of the 
relationship between dependent and independent variables. As these techniques require a 
linear relationship, dependent variables were adjusted by using a log transformation because 
original values showed a curvilinear relationship to independent variables (Vegetation Zone, 
Deglaciation Age, Elevation; Griffith and Amrhein, 1997; McGrew and Monroe, 2000). 
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Spearman’s Rank-Order Correlation (rho) was used due to the non-normal distribution of 
dependent variables. 
 Interpretation of the results uses descriptive language in terms of the strength of 
correlation, these are after Quinnipiac University (2012). A host of options are available in the 
literature to employ such language, and my study used definitions from Quinnipiac University 
(2012). According to this interpretation, a rho value indicates: >0.70 = very strong; 0.40 – 0.69 = 
strong; 0.30 – 0.39 = moderate; 0.20 – 0.29 = weak; <0.20 – negligible. Additionally, an asterisk 




















R E S U L T S  a n d  D I S C U S S I O N  
 Several analyses were performed to illuminate trends and significant changes in soil 
development over space and time. This chapter is divided into seven sections, the first six of 
which are based on dependent variables: soil pH, percent organic matter, percent carbon 
content, percent nitrogen content, the carbon/nitrogen ratio, and percent vegetation cover. 
Each dependent variable was analyzed using three methods: descriptive statistics, tests of 
normality, and correlation. The results of each test are first reported, followed by a brief 
discussion and interpretation of those findings. Then, for each variable a summary discussion is 
presented to interpret the larger relationships between independent and dependent variables 
as well as similarities and differences with other foreland soil studies. A final summary is then 
presented to frame my findings more broadly within the context of other research. 
 Several hypotheses were tested by examining these dependent variables and their 
relationship to changes in surface age, elevation, and vegetation community. The five Vegetation 
Zones are: Zone 0 – till still on ice; Zone 1 – rare vegetation; Zone 2 – sparse vegetation; Zone 3 
– patchy/ discontinuous vegetation; Zone 4 – continuous vegetation cover. It was hypothesized 
that as surface age increases, accumulation of nutrients (%OM, %C, %N, C/N) and vegetation 
cover would increase while pH would decrease (due to conifer needle litter). These trends were 
also expected as elevation decreased and as Vegetation Zones increased (early- to late-
successional stages). These hypotheses are tested and discussed in the ensuing sections. As 
mentioned in Section 3.4, an asterisk (*) indicates normal or significant data at 95% confidence. 
Language for correlation strength is after Quinnipiac (2012): >0.70 = very strong; 0.40 – 0.69 = 





4.1.1 -  RESULTS OF STATISTICAL TESTS  -  SOIL PH: 
The average pH value for all sites is 5.2 with a standard deviation of 0.496 (Table 4.1.1). 
Skewness indicates most values are less than the mean, while Kurtosis indicates the data are 
leptokurtic (Table 4.1.1). The average values based on Vegetation Zone initially begin at 4.19 in 
Zone 0, increase and peak at 5.51 in Zone 3, then drop to 5.04 in Zone 4 (Table 4.1.1). Most of 
the data are within one standard deviation from the mean, however the highest and lowest 
elevation sites are more erratic (Fig 4.1.1). The Shapiro-Wilk Normality test showed Zones 0-3 
have a p-value >0.05, therefore accepting the null hypothesis and indicating 4 out of 5 
Vegetation Zones are normally distributed. Zone 4 had a p-value <0.05, thus is non-normal. A 
Kolmogorov-Smirnov test was run on all values, which resulted in a p-value <0.05, therefore 
rejecting the null hypothesis and indicating the entire dataset is not normally distributed (Table 
4.1.1). 
 
Table 4.1.1: Descriptive Statistics and Normality Tests - Soil pH 
 n Mean Std. Dev. Kurtosis Skewness Normality (p) 
ALL 61 5.20 0.496 3.89 -1.61 0.002 
Zone 0 4 4.19 0.769 0.31 -0.23   0.989* 
Zone 1 16 5.05 0.324 1.44 -1.12   0.088* 
Zone 2 17 5.43 0.258 -0.75 -0.32   0.637* 
Zone 3 15 5.51 0.317 0.76 -0.95   0.271* 
Zone 4 13 5.04 0.482 4.38 -1.80 0.014  
* indicates normal distribution at 95% confidence 







Figure 4.1.1: Standard Deviation Graph - Soil pH vs. Elevation 
 
Due to the non-normal distribution of Zone 4 and the entire dataset, a Kruskal-Wallace 
test was performed. This non-parametric equivalent to ANOVA showed significant difference 
between Vegetation Zones, with a Chi2 value of 25.58 (Table 4.1.2), indicating that the 
differences in soil acidity between Vegetation Zones is statistically significant. 
Table 4.1.2: Vegetation Zones Comparison - Soil pH 
TEST STATISTIC SOIL pH 
Kruskal-  Chi-Squared   25.58* 
Wallace P-value 0.000 
   * indicates significant result at 95% confidence 
 
Spearman’s Rank-Order Correlation was run on pH against Elevation, Deglaciation Age, 
and Vegetation Zones to determine their respective relationship strengths to soil acidity. This 
non-parametric test was used because pH did not meet the normalcy assumption for Pearson’s 
parametric test. Results show that negligible correlation exists between Elevation and pH (rho = 
-0.196), while Deglaciation Age indicates strong correlation (rho = 0.491; Table 4.1.3). The 












4 .1 .2 -  DISCUSSION OF SOIL PH 
Initially hypothesized to gradually decrease as surface age increased, soil pH deviated 
from this expected trend. Very young sites and those still on active ice were much more acidic 
than expected, gradually become more base-neutral, and then becoming increasingly acidic 
again as conifers become dominant. Overall, pH did not vary much throughout the study area 
(Figure 4.1.1). Although the entire dataset and all but one zone were not normally distributed, 
Kruskal-Wallace results show differences in soil acidity between zones was statistically 
significant. Correlation shows a significant but weak relationship between pH and Vegetation 
Zone, and a strong correlation with Deglaciation Age. Zone 0 and 1 were unusually acidic, Zones 
2 and 3 were more neutral, and as conifers became dominant in older sites (Zone 4) the soils 
became more acidic. High acidity of younger sites is unusual in foreland soils (e.g. Crocker and 
Major, 1955). It is hypothesized (but not evaluated here) that the acidity may be due to 
observed sulfur deposits that discontinuously appear throughout the upper reaches of the 
study area (Kovanen, 2003). Plant establishment appeared to avoid these visible zones of sulfur 
accumulation. The subsequent increase in acidity in the older sites is an expected result due to 
the buildup of conifer needles, which are highly acidic. While pH varied little, the unusually 
acidic condition of incipient soils is noteworthy.  
Other research has indicated similar soil pH values and comparable trends of increasing 
acidity associated with late-successional conifer establishment and dominance. In the Ampère 









-0.196  0.491*  0.264* 
Correlation  P-value 0.059 0.000 0.017 
      * indicates significant result at 95% confidence 
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foreland on the Kerguelen Islands, where similar climatic conditions exist (comparable rainfall, 
but slightly colder summer temperatures) similar research has been done (Frenot et al., 1995, 
1998). Located at 49OS and just a few meters a.s.l., the Ampère foreland is south-facing and is 
one of the largest outlets of the Cook Ice Cap. Even at their oldest sites minimal vegetation was 
observed, and the authors argued that manure input from seabirds and elephant seals along 
coastal areas is what leads to colonization, not necessarily increased surface age (Frenot et al., 
1995, 1998). Instead, abiotic soil development and biological traits are identified as the main 
drivers: pervection and downwashing, and root architecture of early (shallow rooted) versus 
late (deep rooted) successional species (Matthews, 1992; Frenot et al., 1998). In the upper 0-
5cm of soil, pH decreased from 7.6 to 5.1 over a 200 year, 5km long chronosequence. Younger 
surfaces were more pH neutral there than in the Easton foreland. Differences in parent material 
may be responsible as the Easton has widely evident sulfur deposits while the Ampère is mainly 
alkali-basalt flows. Overall the trend of decreasing pH with increased surface age is comparable. 
In the Swiss and Austrian Alps conditions are colder during the growing season, but 
how they relate to this Cascadian foreland is relevant. Two studies worth noting were 
conducted at ~46.5ON in the Morteratsch and Reid forefields, and on the flanks of Mount 
Schrankogel (Conen et al., 2006; Huber et al., 2007; respectively). The former examined two 
north-facing, 50 year, 600-900m long chronosequences on granite/granitoid gneiss parent 
material. Conen and colleagues (2006) found the average pH for each foreland to be 6.2 to 6.5. 
Once again, the sulfur influence in the Easton sequence may be culpable for the comparatively 
lower soil pH. The latter study looked at nitrogen dynamics in alpine/nival ecotones on Mount 
Schrankogel (Huber et al., 2007). While this study was not explicitly searching for a 
chronosequence, the authors did discover an alpine altitudinal/temperature gradient that is 
informative. Along this gradient they observed increasing acidity with late-successional 
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communities, from 5.51-4.64. Barring the low pH on incipient surfaces, the pH trend in the 
Easton toposequence is very similar to the Mt. Schrankogel elevation gradient (Huber et al., 
2007). 
Makarov and colleagues (2003) presented an equally relatable toposequence from the 
Caucasus Mountains. On Mt. Malaya (43ON), their south-southeast facing study area received 
comparable amounts of annual precipitation but its mean annual temperature is slightly cooler. 
Along an alpine sequence from 2700-2750 m a.s.l., they found increasingly acidic soils as 
elevation decreased, from 5.6 to 4.8 (Makarov et al., 2003). Although the youngest surfaces of 
the Easton foreland are confounded by parent material, the pattern and values of the Mt. Malaya 
study are comparable.  
Chronosequential studies in Glacier Bay, Alaska (59ON) are highly relevant to this study, 
especially as the climatic conditions are very similar. Glacier Bay is home to many research 
projects, but this study will look specifically at three from the Muir Inlet (Crocker and Major, 
1955; Bormann et al., 1990; Chapline et al., 1994) and one from the Mendenhall and Herbert 
moraines (~100km southeast of Glacier Bay; Crocker and Dickson, 1957). All these studies are 
south-southeast facing, less than 100 m a.s.l., but reside on till derived from 
sandstone/limestone/igneous intrusions instead of quartz diorite and a series of slates, 
respectively. The Glacier Bay studies examine a ~230 year sequence of ~100km of recession, 
averaging 0.4km/year and is 15x more rapid than any other tidewater glacier (Chapline et al., 
1994; Lawrence, 1953; Figure 2.1). Researchers found that pH decreased as surface age 
increased, from: 8.25 to 4.5 at 100 and 200 years, respectively (Crocker and Major, 1955), 5.01-
4.25 in the O horizon (Bormann et al., 1990), and 7-4 in 225years (Chapline et al., 1994).  On the 
Mendenhall and Herbert moraines, pH decreased from 6.9 at 100 years to 4.5 at 200 years 
(Crocker and Dickson, 1957). As in the previously discussed studies, the oldest values are very 
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similar to the Easton foreland as is the trend of increasing acidity, however the confounded 
nascent surface does not agree with the similarly aged, more pH neutral incipient soils of the 
Glacier Bay region (Crocker and Major, 1955; Crocker and Dickson, 1957; Bormann et al., 1990; 
Chapline et al., 1994). 
In the neighboring Coleman foreland, Jones and del Moral (2005) found a similar trend 
in pH along a ~180-year chronosequence. The north-northwest facing Coleman glacier has 
receded approximately 2km in this time period, about the same distance of retreat as the 
Easton’s 100 year sequence. The Coleman foreland has a lower elevation than the Easton, with 
the glacial terminus at ~1500 m a.s.l. The authors focused on the vegetated foreland, however, 
and sites only went as high as 1300 m a.s.l. and as low as 900 m a.s.l., therefore incipient 
conditions were not included (Jones and del Moral, 2005). However, they did find that soil pH 
decreased from 5.6 to 4.57 as surface age increased; very similar results to the Easton foreland 
(disregarding highly acidic incipient samples; Jones and del Moral, 2005).  
Overall, pH did not have a strong relationship to the toposequence or Vegetation Zones 
in the Easton foreland. Non-parametric correlation (Spearman’s) tests against Deglaciation Age 
suggest a strong relationship (Figure 4.1.2; McGrew and Monroe, 2000). Testing against 
Vegetation Zones showed a statistically significant but weak relationship. Evaluation of the 
relationship between pH and Elevation showed a non-significant, negligible relationship (Figure 
4.1.2; McGrew and Monroe, 2000). Soil acidity was likely confounded by acidic source material 

















4.2 Percent Organic Matter (%OM) 
4.2.1 RESULTS OF STATISTICAL TESTS - %OM: 
The average percent organic matter for all sites was 4.33%, with a standard deviation of 
6.45% (Table 4.2.1). Skewness indicates most values are more than the mean, while Kurtosis 
indicates the data are leptokurtic. Vegetation Zones 0-3 were tightly distributed around their 
mean, however Zone 4 had a much high standard deviation (Figure 4.2.1). Till still on ice (Zone 
0) showed minimal organic matter (mean = 0.45%), while Zones 1 and 2 had an average 
accumulation of 1.25-1.57% (Table 4.2.1). Zone 3 increased organic matter content to 2.45%, 
with Zone 4 having the highest average of 12.57%. Shapiro-Wilk Normality tests were 
performed and all Zones have a p-value >0.05, therefore accepting the null hypothesis and 
indicating all Vegetation Zones are normally distributed (Table 4.2.1). A Kolmogorov-Smirnov 
test was run on all %OM values, which resulted in a p-value <0.05, rejecting the null hypothesis 
and indicating the entire dataset is not normally distributed. 
 
Table 4.2.1: Descriptive Statistics and Normality Tests - %OM 
 n Mean Std. Dev. Kurtosis Skewness Normality (p) 
ALL 69 4.33 6.45 5.65 2.53 0.000 
Zone 0 4 0.45 0.11 2.22 1.27   0.483* 
Zone 1 16 1.25 0.27 -1.11 0.14   0.472* 
Zone 2 17 1.57 0.57 -0.15 -0.33   0.865* 
Zone 3 15 2.45 0.98 0.56 0.84   0.432* 
Zone 4 17 12.57 8.87 -1.21 0.55   0.089* 
* indicates normal distribution at 95% confidence 







Figure 4.2.1: Standard Deviation Graph - %OM vs. Elevation 
 
 
As the entire dataset for organic matter was not normal, a Kruskal-Wallace test was 
performed to evaluate whether differences between Vegetation Zones was significant. Results 
showed a Chi2 value of 49.34 with p-value <0.05, rejecting the null hypothesis and indicating the 
difference in organic matter content between zones is statistically significant (Table 4.2.2). 
Table 4.2.2: Vegetation Zones Comparison - %OM 
TEST STATISTIC %OM 
Kruskal-  Chi-Squared  49.34* 
Wallace P-value 0.000 
   * indicates significant result at 95% confidence 
 
To determine the relationship strength between organic matter and the three 
independent variables, Spearman’s Ranked-Order Correlation was employed. This non-
parametric test was used due to the entire dataset being not normal. As hypothesized, results 
showed a very strong positive correlation exists between Elevation and %OM (rho =        -
0.744), while Deglaciation Age indicates strong positive correlation (rho = 0.616; Table 4.2.3). 














4.2.2 DISCUSSION OF STATISTICAL TESTS - %OM 
 All tests verified the hypothesized trend that organic matter content would increase 
with surface age, increase with more widespread vegetation establishment, and decrease with 
elevation. The accumulation of organics aids soil development, and the Easton foreland 
displayed this trend. Statistical analyses on percent organic matter show a strong relationship 
with all three independent variables; older and lower sites have more organic matter, higher 
and younger have almost none. This is not a surprising finding as sources of detritus increase 
with later stages of succession (Bormann and Sidle, 1990). The whole dataset was non-normal 
and a Kruskal-Wallace test showed differences in percent organics between zones was 
statistically significant. This was expected as the differentiating criteria for each Vegetation 
Zone was mainly visible stages of succession, which categorically increase both plant cover and 
soil organic matter input over time. Unfortunately this variable is only examined in few papers 
used in this discussion, although most researchers did investigate percent carbon content 
which is tightly related (e.g. Messer 1988, Bormann and Sidle, 1990; see section 4.7.2).  
 In the Ampère foreland, the influence of organic matter on pedogenesis seems almost 
completely absent (Frenot et al., 1995, 1998). The glacial retreat in this valley has been 
phenomenal, especially since the 1970s as a 3km long proglacial lake has formed, forcing 
researchers to relocate some sites employed in previous studies. In the Kerguelen Islands, 
organic matter input and related facilitative succession are inconsequential, and instead the 









 -0.744*   0.616*   0.843* 
Correlation  P-value 0.000 0.000 0.000 
      * indicates significant result at 95% confidence 
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most relevant organisms in Jenny’s (1958) ‘clorpt’ model are seabirds and elephant seals that 
provide nutrient input via manure (Frenot et al., 1995, 1998). This results in conducive 
conditions along the coastal areas, but overall organic matter proved insignificant in the 
Ampère foreland. 
  In Glacier Bay, Chapline and colleagues (1994) showed the opposite that facilitative 
succession was a predominant process and increases in soil organic matter followed this 
pattern. Along the four stage chronosequence, organic matter accumulation began at 5g/kg and 
grew to 80 g/kg in the oldest sites (Chapline et al., 1994). While the Easton sequence covers 
only 100 years, organic matter content got as high as 28.9% (289g/kg). The direct relationship 
between organic matter and surface age is evident in Glacier Bay and the Easton forefield. 
 The Coleman foreland has a very similar pattern of soil organic buildup over 
approximately 180 years (Jones and del Moral, 2005). Over this time span, percent soil organic 
matter increases from 0.58% to 25%. The trend in the Easton forefield is remarkably similar, 
increasing from 0.3% to 28.9% organic matter but in only 100 years. Researchers also note 
distinct stages of succession, presumably an indication that facilitation may be a driving force 
both in the Coleman and Easton forelands (Matthews, 1992; Jones and del Moral, 2005). 
 The results of correlation analysis on organic matter further reinforce the 
geoecologocial facilitation hypothesis for the Easton sequence. Spearman’s Rho indicate a very 
strong relationship with Elevation (rho = -0.744), strong relationship with Deglaciation Age 
(rho = 0.616), and very strong relationship with Vegetation Zone (rho = 0.843; Figure 4.2.2). In 
the nearby Coleman forefield, organic matter and surface age were correlated at a rho of 0.82 
(Figure 4.2.2; Jones and del Moral, 2005). Best modeled by the toposequence and Vegetation 













4.3 Percent Carbon Content (%C) 
4.3.1 RESULTS OF DESCRIPTIVE STATISTICS -  %C: 
The average carbon content for all sites was 2.27%, with a standard deviation of 5.53% 
(Table 4.3.1). Skewness indicates most values are more than the mean, while Kurtosis indicates 
the data are leptokurtic. Nearly all values are within one standard deviation, however the older 
sites are much more variable (Figure 4.3.1). Carbon content on ice was 0.013%, with a minor 
increase to 0.015% in Zone 1 and 0.077% in Zone 2. In Zones 3 and 4, however, an order of 
magnitude increase was observed, increasing to 0.404% and 9.467% respectively (Table 4.3.1). 
Shapiro-Wilk Normality tests were performed on each Vegetation Zone, and Zones 0, 1, 2, and 4 
had a p-value >0.05, therefore accepting the null hypothesis and indicating normally distributed 
data (Table 4.3.1). Vegetation Zone 3 had a p-value <0.05 and is thus non-normal. A 
Kolmogorov-Smirnov test was run on all sites which resulted in a p-value <0.05, therefore 
rejecting the null hypothesis and indicating the entire dataset is not normally distributed. 
 
Table 4.3.1: Descriptive Statistics and Normality Tests - %C 
 n Mean Std. Dev. Kurtosis Skewness Normality (p) 
ALL 44 2.27 5.53 11.00 3.18 0.000 
Zone 0 4 0.013 0.01 -1.54 0.54   0.774* 
Zone 1 10 0.015 0.01 -0.16 0.96   0.113* 
Zone 2 10 0.077 0.04 -0.43 0.12   0.999* 
Zone 3 10 0.404 0.47 1.41 1.67 0.001 
Zone 4 10 9.467 8.45 1.31 1.11   0.292* 
* indicates normal distribution at 95% confidence 







Figure 4.3.1: Standard Deviation Graph - %C vs. Elevation 
 
Testing if the difference in carbon content between Vegetation Zones was statistically 
significant was done using Kruskal-Wallace. Due to the non-normal distribution of Zone 3 and 
the entire dataset, this non-parametric test was used. Results show the difference between 
Vegetation Zones was statistically significant, with a Chi2 value of 33.12 (Table 4.3.2). 
Table 4.3.2: Vegetation Zones Comparison - %C 
TEST STATISTIC %C 
Kruskal-  Chi-Squared  36.87* 
Wallace P-value 0.000 
   * indicates significant result at 95% confidence 
 
Spearman’s Rank-Order Correlation was used to determine the relationship strength 
between independent variables and percent carbon. This non-parametric test was used as the 
entire dataset did not meet the normalcy assumption for parametric correlation. Results show 
that very strong negative correlation exists between Elevation and %C (rho = -0.868), while 
Deglaciation Age indicates strong positive correlation (rho = 0.777; Table 4.3.3). The strongest 
relationship was with Vegetation Zones, showing a very strong positive correlation (rho = 













4.3.2 DISCUSSION OF STATISTICAL TESTS - %C 
 All statistical tests verified the hypothesized relationship of carbon content to surface 
age/successional stage/elevation. The increasing levels of soil carbon indicate accumulation as 
well as increasing abundance as decomposition is outpaced by deposition (based on C/N 
findings – Section 4.5). Soil organic carbon content, like organic matter, is a key element of 
pedogenesis (Jenny, 1958). In the Easton foreland, carbon content showed a strong positive 
relationship with increasing surface age and decreasing elevation. This dataset and all but one 
Vegetation Zone were not normally distributed, and comparison of Vegetation Zones showed 
that difference in carbon between zones is statistically significant (McGrew and Monroe, 2000). 
The accumulation of organic matter is closely related to increases in carbon content, and the 
Easton foreland is no exception (Chapline et al., 1994).  
  While the Ampère foreland shows minimal influence from organic matter, carbon does 
accumulate over time (Frenot et al., 1995, 1998). The youngest sites in their sequence have 
<0.02% carbon, increasing to 8.2% in the oldest sites (upper 0-5cm). In comparison to the data 
presented here, the Easton foreland aggregates carbon slightly faster, achieving up to 10-15% 
in a 100-year period. The recession in the Ampère valley is also more dramatic (5km versus 
~2km), and still the Easton soils gain carbon faster (Frenot et al., 1995, 1998). The general lack 
of vegetation in this southern hemisphere foreland may be significantly inhibiting pedogenesis. 








 -0.868*    0.777*   0.919* 
Correlation  P-value 0.000 0.000 0.000 
      * indicates significant result at 95% confidence 
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 In the Swiss and Austrian Alps, soil organic carbon accumulates over time in the 
Morteratsch and Reid forefields and along an altitudinal gradient on Mount Schrankogel (Conen 
et al., 2006; Huber et al., 2007; respectively). In the Swiss study, carbon is present after ~3 
years and increases to 2.25% after 50 years (Conen et al., 2006). Along the Austrian altitudinal 
gradient, soil organic carbon also increased from 0.62% to 2.71% (Huber et al., 2007). In the 
Easton foreland, soils barely achieved 1% carbon with any consistency until the final Vegetation 
Zone, wherein vegetation cover becomes continuous. The sudden increase seen in the oldest 
sites may be a result of a positive feedback of more suitable conditions: increased vegetation 
density leads to higher detritus input, enriching soils leading to more plant growth, and so on 
(Chapline et al., 1994). The higher elevation studies in the Alps indicate a more gradual increase 
in soil organic carbon, dissimilar from the sudden accumulation pattern seen in the Easton 
foreland (Conen et al., 2006; Huber et al., 2007). 
 On the flanks of Mt. Malaya, Makarov and colleagues (2003) found a relatable trend of 
carbon accumulation along a 50m toposequence. Within the upper soil (0-8/12cm) researchers 
observed increasing soil carbon concentrations from 82 g/kg to 150 g/kg (Makarov et al., 
2003). This trend of carbon accumulation is confined from the nival zone to alpine meadow 
vegetation communities, but is still highly applicable to my study. In the Easton foreland, 
concentrations of carbon reach as high as 165 g/kg. The trend of carbon accumulation along an 
altitudinal gradient is evident in both systems. 
 Soil carbon buildup in Glacier Bay follows the chronosequential stages of vegetation 
succession closely (Crocker and Dickson, 1957; Chapline et al., 1994). In the Muir Inlet and on 
the Mendenhall and Herbert moraines, the soil organic carbon pool increased from 0.2 and 1.3 
kg/m2 to 10 and 9.7 kg/m2 (respectively; Crocker and Dickson, 1957; Chapline et al., 1994). 
Conversely, the Easton foreland carbon pool increases from 0 to only 1.68 kg/m2. This is likely 
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attributable to the more patchy development of the Easton foreland ecology versus the more 
gradient-like succession of the Muir Inlet (Crocker and Dickson, 1957; Chapline et al., 1994).  
 Increases in soil organic carbon show a strong relationship with all independent 
variables, confirming the hypothesized trend. Correlation analysis showed the relationship to 
Vegetation Zones was extremely strong (rho = 0.919). The relationship to Elevation was very 
strong (rho = -0.868), as was the relationship to Deglaciation Age (rho = 0.777; Table 4.3.3). In 
relation to other studies, carbon concentration increased on a fairly similar scale, but carbon 
pools were relatively low. This could be due to the patchy and fragmented pattern of succession 
in the Easton foreland, making areas of soil carbon very concentrated and spatially sparse 

























4.4 Percent Nitrogen Content (%N) 
4.4.1 RESULTS OF STATISTICAL TESTS - %N: 
The average nitrogen content for all sites was 0.159%, with a standard deviation of 
0.533% (Table 4.4.1). Skewness indicates most values are more than the mean, while Kurtosis 
indicates the data are leptokurtic. While nearly all values are tightly clustered around the mean, 
the oldest sites are highly variable (Figure 4.4.1). Initially, nitrogen content is almost non-
existent, with Zones 0-2 showing <0.006% (Table 4.4.1). However, like %C, an order of 
magnitude increase was observed in Zones 3 and 4, up to 0.019% and 0.673% [respectively]. As 
discussed for carbon content, this sudden increase in nitrogen is likely due to the facilitative 
effect resulting from more continuous plant cover. Shapiro-Wilk Normality tests were 
performed on each Vegetation Zone, showing that Zones 0, 2, and 3 have a p-value >0.05, 
therefore accepting the null hypothesis and indicating normally distributed data (Table 4.4.1). 
Zones 1 and 4 had p-values <0.05 and are thus non-normal. A Kolmogorov-Smirnov test was 
run on all values, which resulted in a p-value <0.05, therefore rejecting the null hypothesis and 
indicating the entire dataset is not normally distributed (Table 4.4.1). 
 
Table 4.4.1: Descriptive Statistics and Normality Tests - %N 
 n Mean Std. Dev. Kurtosis Skewness Normality (p) 
ALL 44 0.159 0.533 30.33 5.24 0.000 
Zone 0 4 0.002 0.002 -4.64 -0.17   0.309* 
Zone 1 10 0.001 0.001 -1.93 0.58 0.001 
Zone 2 10 0.006 0.003 2.14 0.09   0.552* 
Zone 3 10 0.019 0.015 1.23 1.31   0.081* 
Zone 4 10 0.673 0.989 7.09 2.55 0.000 
* indicates normal distribution at 95% confidence 





Figure 4.4.1: Standard Deviation Graph - %N vs. Elevation 
 
To test if the difference in nitrogen content between Vegetation Zones was significant, a 
Kruskal-Wallace test was performed. This non-parametric equivalent to ANOVA was used 
because the dataset was found to be non-normal. Results showed that there is a statistically 
significant difference in nitrogen content between Vegetation Zones, with a Chi2 of 32.68 (Table 
4.4.2). 
Table 4.4.2: Vegetation Zones Comparison - %N 
TEST STATISTIC %N 
Kruskal-  Chi-Squared  35.87* 
Wallace P-value 0.000 
   * indicates significant result at 95% confidence 
 
Spearman’s Rank-Order Correlation was used to determine the strength between 
independent variables and nitrogen content. This non-parametric test was used as the entire 
dataset was not normally distributed. Results show that very strong negative correlation exists 
between Elevation and %N (rho = -0.809), while Deglaciation Age indicates strong positive 
correlation (rho = 0.649; Table 4.4.3). The strongest relationship was seen with Vegetation 










4.4.2 DISCUSSION OF STATISTICAL TESTS - %N 
Despite low values across the dataset, the trend in all statistical tests for nitrogen 
content confirms the hypothesized relationship; increasing with surface age/successional stage 
and decreasing with elevation. The accumulation of soil nitrogen is often cited as an obligatory 
step in the preparation for late-successional conifer species, and the Easton foreland exhibits 
such an increase (Crocker and Major, 1955). Comparison of Vegetation Zones revealed a 
statistically significant difference in nitrogen content between zones (McGrew and Monroe, 
2000). Increasing concentrations of this essential nutrient is a trend common to other forelands 
and was observed in the Easton forefield.  
On the altitudinal gradient in the Austrian Alps, Huber and colleagues (2007) looked 
specifically at the nitrogen dynamics of an alpine/nival system. Along the 200m Mount 
Schrankogel toposequence, nitrogen increased from 0.05% to 0.19% (Huber et al., 2007). This 
sequence is similar to the Easton foreland, where soil nitrogen increases from nonexistent in 
Zone 0 to similar percentages in Zones 2 and 3 (mean: 0.006 – 0.019; Table 4.4.1). The Caucasus 
Mountains toposequence encompasses only an alpine meadow, but these values are still highly 
comparable to my investigation of the Easton foreland (Huber et al., 2007).   
Similarly, in the lower elevation and latitude Mt. Malaya toposequence, concentrations 
of nitrogen went from 6.7-11 g/kg (Makarov et al., 2003). This nival/alpine environmental 
gradient does not capture the mature forest and only shows the transition to alpine meadow 








 -0.809*   0.649*   0.888* 
Correlation Significance 0.000 0.000 0.000 
      * indicates significant result at 95% confidence 
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communities (Makarov et al., 2003). In the Easton forefield, most sites had low nitrogen 
content, but the older sites showed a dramatic increase of up to 8.86 g/kg N. Despite only 
covering the nival to alpine zone of the foreland, the Mt. Malaya toposequence is highly 
relatable to the percent nitrogen trend observed in the Easton foreland (Makarov et al., 2003). 
Several Glacier Bay studies investigated the accumulation of soil nitrogen, often 
attributed to alder establishment and a key pioneer stage before conditions are suitable for 
conifers (Crocker and Major, 1955; Crocker and Dickson, 1957; Bormann and Sidle., 1990; 
Chapline et al., 1994). Research has shown that nitrogen content in Glacier Bay increases to 
1200kg/ha in 200 years, achieves peak N pool of 250 g/m2/18” profile at ~100 years on the 
Mendenhall and Herbert moraines, and in the Muir inlet the N pool grew from 3.8 to 53.3 g/m2  
(Bormann and Sidle, 1990; Crocker and Dickson, 1957; Chapline et al., 1994; respectively). In 
comparison, the Easton foreland achieved peak N pool at 243kg/ha, or 2.4g/m2 in 100 years. 
The substantially higher nitrogen content in Glacier Bay is attributable to the presence of alder 
(Alnus tenuifolia), whereas the Easton valley has lupine (Lupines latifolius) as the [presumably] 
primary nitrogen fixing plant, albeit on a much smaller scale (Lawrence, 1953). 
Nitrogen content showed a strong relationship to the independent variables, confirming 
hypothesized results. Testing showed very strong correlation with Elevation, (rho = -0.809; 
Figure 4.4.2). Deglaciation Age was strongly correlated with nitrogen (rho = 0.649), but 
strongest with Vegetation Zone (rho = 0.888; Figure 4.4.2; McGrew and Monroe, 2000). The 

















4.5 Carbon to Nitrogen Ratio (C/N) 
4.5.1 RESULTS OF STATISTIC AL TESTS - C/N: 
The average carbon/nitrogen ratio (C/N) for all sites was 15.33, with a standard 
deviation of 8.88 (Table 4.5.1). Skewness indicates most values are more than the mean, while 
Kurtosis indicates the data are leptokurtic. While some of the values are within one standard 
deviation, a positive linear trend is identifiable (Figure 4.5.1). C/N ratio started out low, with an 
average of 5.85 and 8.17 in Zones 0 and 1 (respectively; Table 4.5.1). In Zones 2 and 3, C/N ratio 
increased to 12.02 and 16.80. In the oldest Zone (4), C/N ratio peaked at 22.56. Shapiro-Wilk 
Normality tests were performed on each Vegetation Zone, showing that Zones 0, 2, and 4 have a 
p-value >0.05, therefore accepting the null hypothesis and indicating normally distributed data 
(Table 4.5.1). Vegetation Zones 1 and 3 had p-values <0.05 and are thus non-normal. A 
Kolmogorov-Smirnov test was run on all values, which resulted in a p-value <0.05, therefore 
rejecting the null hypothesis and indicating the entire dataset is not normally distributed. 
 
Table 4.5.1: Descriptive Statistics and Normality Tests - C/N  
 n Mean Std. Dev. Kurtosis Skewness Normality (p) 
ALL 36 15.33 8.88 1.38 1.20 0.002 
Zone 0 3 5.85 1.95 - 0.69   1.000* 
Zone 1 4 8.17 1.00 3.78 -1.93 0.001 
Zone 2 9 12.02 3.48 0.96 -0.55   0.498* 
Zone 3 10 16.80 6.47 1.25 1.52 0.010 
Zone 4 10 22.56 11.34 0.17 0.01   0.946* 
* indicates normal distribution at 95% confidence 







Figure 4.5.1: Standard Deviation Graph - C/N vs. Elevation 
 
To evaluate the difference in C/N ratio between Vegetation Zones, a Kruskal-Wallace 
test was used. This non-parametric test was employed as the entire dataset was not normally 
distributed. The results showed a statistically significant difference between Vegetation Zones, 
with a Chi2 of 17.89 (Table 4.5.2). 
Table 4.5.2: Vegetation Zone Comparisons - C/N 
TEST STATISTIC C/N  
Kruskal-  Chi-Squared  17.89* 
Wallace P-value 0.001 
   * indicates significant result at 95% confidence 
 
Due to the non-normal distribution of C/N ratio, Spearman’s Rank-Order Correlation 
was used to detect relationship strength with independent variables. Additionally, an outlier 
(OLD_9) was omitted; this is permitted for correlation analysis (McGrew and Monroe, 2000). As 
hypothesized, results show that a strong negative correlation exists between Elevation and C/N 
(rho = -0.638), while Deglaciation Age indicates strong positive correlation (rho = 0.655; Table 
4.5.3). The strongest relationship was observed with Vegetation Zones, resulting in a very 
strong positive correlation (rho = 0.813; Table 4.5.3).  
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4 .5 .2 DISCUSSION OF STATISTICAL TESTS - C/N 
All tests on carbon/nitrogen ratio confirmed the hypothesized trend, increasing with 
surface age/successional stage and decreasing with elevation. Non-parametric Kruskal-Wallace 
indicated that the difference in C/N between zones was statistically significant (McGrew and 
Monroe, 2000). Increasing carbon/nitrogen ratio is an important sign of pedogenesis, indicating 
that the pace of carbon accumulation is exceeding decomposition rates (i.e. a growing O-
horizon; Tian et al., 2010). 
The alpine altitudinal gradient studied in the Austrian Alps looked at C/N along a 200m 
toposequence (Huber et al., 2007). Researchers observed an increase in C/N ratio of only 12-14, 
however their study area only included ‘alpine grassland and patchy nival assemblages’ (Huber 
et al., 2007: 66) The Easton forefield C/N ratio increased from 2 to over 22 in a ~350m 
toposequence. The comparatively high values are due to inclusion of the mature forest, where 
late-successional Douglas fir and Pacific silver fir (Pseudotsuga menziesii and Abies amabilis) 
begin to outcompete Mountain hemlock (Tsuga mertensiana) and detritus input becomes much 
more substantial (Matthews, 1992; Jones and del Moral, 2005). 
The 50m toposequence in the Caucasus Mountains shows very similar carbon/nitrogen 
ratios as Huber and colleagues (2007) found in the Austrian Alps (Marakov et al., 2003). As 
discussed in previous sections, this developmental series does not include a mature conifer 
forest, but instead ends at a highly productive alpine meadow. It is unsurprising, therefore, that 
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Correlation Significance 0.000 0.000 0.000 
      * indicates significant result at 95% confidence  
99 
 
the ratio of soil organic carbon to nitrogen increased from only 12.2 to 13.7 (Matthews, 1992; 
Makarov et al., 2003). As vegetation becomes patchy in the Easton foreland a similar trend is 
evident, an increase from approximately 5 to 12. In both study areas, the increasing ratio 
indicates carbon inputs are exceeding decomposition rates, which is a sign of O-horizon buildup 
and soil formation.  
On the Mendenhall and Herbert moraines near Glacier Bay, Crocker and Dickson (1957) 
investigated this measure of soil development. Like the Easton foreland, carbon/nitrogen ratios 
increase with surface age, however the Easton dataset is quite noisy (Figure 4.5.2). Crocker and 
Dickson (1957) had similar results, showing an increase in C/N ratio from ~10 to ~30 over 200 
years. Per year, the Easton exceeds the pace seen in Alaska, going from a ratio of 2 to over 22 in 
100 years. This makes sense as the Alaska study was amidst much more dramatic recession in 
harsher climatic conditions and shorter growing seasons, limiting nutrient input. 
The relationships between the soil carbon/nitrogen ratio and the independent variables 
(Elevation, Deglaciation Age, and Vegetation Zones) were fairly strong. Correlation was run 
after removing a visible outlier (OLD_9; McGrew and Monroe, 2000). Non-parametric 
correlation with Elevation showed strong correlation with a rho value of -0.638 (Figure 4.5.2). 
Non-parametric correlation for Deglaciation Age and Vegetation Zones were both improved by 
outlier removal, with a rho value of 0.655 and 0.813 [respectively]. The trend seen in other 
foreland/nival studies is reflected in the Easton valley, but seems to be more rapid over space 

















4.6 Percent Vegetation Cover (%VEG) 
4.6.1 RESULTS OF STATISTICAL TESTS - %VEG: 
The average vegetation cover was 31.44%, with a standard deviation of 36.53% (Table 
4.6.1). Skewness indicates most values are more than the mean, while Kurtosis indicates the 
data are platykurtic.  This variable was highly erratic, indicating highly heterogeneous plant 
cover (Figure 4.6.1). Till on ice had no vegetation, while Zone 1 had an average of <5% (Table 
4.6.1). Percent vegetation cover then increased steadily in Zones 2 through 4, from an average 
of 20.88% to 42.67% to 64.71%. However, very high standard deviations show that these older 
zones are very heterogeneous (Figure 4.6.1; Table 4.6.1). Shapiro-Wilk Normality tests were 
performed on each Vegetation Zone, showing only Zone 4 had a p-value >0.05, therefore 
accepting the null hypothesis and indicating normally distributed data. Vegetation Zones 1, 2, 
and 3 had p-values <0.05 and are thus non-normal (Table 4.6.1). Zone 0 is not applicable 
because all four sites had no vegetation cover. A Kolmogorov-Smirnov test was run on all sites, 
which resulted in a p-value <0.05, therefore rejecting the null hypothesis and indicating the 
entire dataset is not normally distributed. 
 
Table 4.6.1: Descriptive Statistics and Normality Tests - %VEG 
 n Mean Std. Dev. Kurtosis Skewness Normality (p) 
ALL 69 31.44 36.53 -1.07 0.74 0.000 
Zone 0 - - - - - - 
Zone 1 16 4.69 8.65 4.66 2.23 0.000 
Zone 2 17 20.88 32.61 1.00 1.51 0.000 
Zone 3 15 42.67 36.98 -1.62 0.26 0.035 
Zone 4 17 64.71 31.09 -0.68 -0.66     0.092* 
* indicates normal distribution at 95% confidence 





Figure 4.6.1: Standard Deviation - %VEG vs. Elevation 
 
Due to the non-normal distribution of the dataset, a Kruskal-Wallace test was 
performed to test the difference in vegetation cover between Vegetation Zones. This non-
parametric equivalent to ANOVA showed a statistically significant difference in vegetation 
cover between zones, with a Chi2 of 31.20 (Table 4.6.2). 
Table 4.6.2: Vegetation Zones Comparison - %VEG 
TESTS STATISTIC %VEG 
Kruskal-  Chi-Squared   31.20* 
Wallace P-value 0.000 
   * indicates significant result at 95% confidence 
 
Spearman’s Rank-Order Correlation was used to evaluate the relationship strength 
between percent vegetation cover and independent variables. Results show a strong negative 
correlation exists between Elevation (rho = -0.466), while Deglaciation Age indicates strong 
positive correlation (rho = 0464; Table 4.6.3). Vegetation Zones showed a similarly strong 













4 .6 .2 DISCUSSION OF STATISTICAL TESTS - %VEG 
Tests on percent vegetation cover suggest a moderate trend of increasing vegetation on 
older surfaces/successional stages and lower elevations, albeit highly heterogeneous. 
Vegetation cover was erratic, which captured the observed patchiness prior to continuous 
cover. The whole dataset and three zones were not normally distributed. A statistically 
significant difference in vegetation cover between zones was also shown. Correlation analysis 
showed a moderate trend of increasing vegetation cover, but was overall a weaker relationship 
than other dependent variables. The steady but spatially discontinuous increase in vegetation 
cover seen in the Easton foreland is an important element of soil development. 
In concert with the diminutive role of carbon and organic matter, vegetation cover plays 
only a minor role on the Ampère foreland of the Kerguelen Islands (Frenot et al., 1995, 1998). 
Researchers found only marginal increases in percent vegetation cover over the 5km sequence, 
going from <0.02 to 4.2% (Frenot et al., 1995, 1998). Plant cover, organic matter, and carbon 
are all interdependent, and deficient vegetation colonization in this sub-Antarctic forefield 
resulted in inhibited pedogenesis. 
Relatable studies in the Swiss and Austrian Alps have similar vegetation patterns but 
are reported in more qualitative terms (Conen et al., 2006; Huber et al., 2007). In the 
Morteratsch and Reid forefields a linear increase in vegetation coverage was observed (Conen 
et al., 2006). In the Austrian Alps, the environmental gradient showed three distinct zones: 








  -0.466*   0.464*   0.453* 
Correlation P-value   0.001 0.001 0.001 
      * indicates significant result at 95% confidence  
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alpine-nival, pioneer sward vegetation (closed/open), and closed alpine sward (Huber et al., 
2007). Conversely the Easton foreland shows a nonlinear pattern of vegetation establishment, 
developing as a heterogeneous mosaic until continuous cover emerges.   
The Mt. Malaya toposequence in the Caucasus Mountains is similar to the Austrian Alps 
study in identifying three distinct zones of vegetation (Makarov et al., 2003; Huber et al., 2007). 
Based on productivity, Makarov and colleagues (2003) described the three zones as: alpine 
lichen, more productive grassland, and most productive meadow. Once again, their study did 
not encompass the late-successional mature forest. The Easton foreland in comparison builds 
by aggregation around discontinuous ‘islands’ of productive habitat, eventually colonizing the 
barren gulfs between as conifers become dominant. 
Similarly gradual vegetation succession is seen in Glacier Bay, where four distinct 
vegetation stages ending in spruce dominated forest are observed (Bormann et al., 1990; 
Chapline et al., 1994). In this Alaskan foreland, the recession is very dramatic and thus 
vegetation colonizes the foreland incrementally in a gradient of individual-species-dominant 
vegetation communities (Chapline et al., 1994; Jones and del Moral, 2005). Nitrogen fixing alder 
(Alnus Picea) eventually becomes established, followed by the climax species Sitka spruce 
(Picea sitchensis; Bormann and Sidle, 1990). As mentioned before, the Easton foreland is far less 
organized and smaller, and patches of vegetation communities are fairly diverse likely due to 
seed rain and detritus input from the nearby mature forest on the Railroad Grade moraine. The 
different successional trajectories of the more dramatic recession in Glacier Bay versus the 
Easton foreland highlight how establishment strategies can change depending on facilitative 
influences. 
In the Coleman foreland, a similar pattern of discontinuous vegetation succession is 
evident (Jones and del Moral, 2005). It was observed that vegetation cover increased from 25% 
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to 100% over the ~180 year sequence. Additionally, species richness and diversity was highest 
in the youngest sites and gradually decreased to the homogenous montane forest (Jones and del 
Moral, 2005). This pattern is likely due to seed rain and detritus input via aeolian processes, of 
which the mature forest atop adjacent LIA moraines are a likely source. In both the Easton and 
Coleman valleys, the dominant species of the late-successional montane forest are the same, 
therefore the overall successional trajectory is the quite similar (Abies amabilis and Pseudotsuga 
menziesii; Jones and del Moral, 2005). More groundcover vegetation than ‘shrub’ communities 
were observed in the Easton, which was unexpected because they seemed predominant in the 
nearby Coleman foreland. The westerly aspect of the Coleman may be causing slightly cooler 
summer conditions that are perhaps more conducive for these shrubs communities. While some 
differences exist, the Easton and Coleman forefields have highly comparable patterns of 
vegetation cover, species, and succession. 
Vegetation is closely related to soil genesis in the Easton foreland, but describing this 
mechanism quantitatively as percent vegetation cover was limiting. Correlation results showed 
a strong relationship between Elevation, Deglaciation Age and Vegetation Zones (rho = -0.466, 
0.464, and 0.453; respectively). Interpreting vegetation through a qualitative lens, however, 
showed a definite pattern (Figure 2.4). When looked at through a geoecological lens, stages of 
succession and plant density are easily identifiable on the landscape; why this trend was not 
confirmed in statistical tests may have been due to the random sampling strategy. In the Easton 
foreland, assemblages of resilient plant species form fragmented patches of favorable 






Figure 4.6.2: Graphs of %VEG with: Elevation, Deglaciation Age, and Vegetation Zones 
 
 





4.7 Summary Discussion 
4.7.1 SUMMARY DISCUSSION OF FINDINGS 
Overall, the results of statistical analyses were highly fruitful, with some variables 
indicating a strong relationship to independent factors. Some nonlinear exceptions were found, 
but it would appear most informative to look at the results through a holistic, geoecological lens 
(Vegetation Zones). First the summary results of each test will be discussed, followed by a 
broad interpretation on how closely the Easton foreland relates to other sequences. 
Descriptive statistics highlighted several notable trends within the dependent variable 
dataset. Soil acidity began unusually acidic, became more pH neutral in Zones 2 and 3 (5.43 and 
5.51 respectively), then a sharp decrease in Zone 4 was observed. While in the younger surfaces 
this trend was unexpected, the dominance of conifers in Zone 4 causing a drop in pH was an 
expected outcome (Table 4.7.1). Organic matter showed a minimal increase from Zone 0 to 2 
(0.45 to 1.57), then increased by 35.9% in Zone 3. In Zone 4, percent organic matter rose 
sharply to 12.57%, an increase of 80.5% (Table 4.7.1). The percentage of carbon present in the 
Easton foreland soils was nearly identical in Zones 0 and 1, increasing slightly in Zone 2. Zone 3 
showed an order of magnitude increase to, and in Zone 4 percent carbon rose by 95.7% (Table 
4.7.1). Percent nitrogen was hardly detectable in Zones 0 through 2, and then increased to 
0.019% in Zone 3. Zone 4 showed another order of magnitude increase to 0.673% (Table 4.7.1).  
The ratio of carbon to nitrogen was fairly consistent in Zones 0 and 1, and 2 and 3. In Zone 4, 
this ratio increased to 22.56 (Table 4.7.1). Finally, percent vegetation cover increased by 76.6% 
from Zone 1 to 2, and achieved 42.67% coverage in Zone 3. Vegetation cover peaked in Zone 4 
at 64.71%, however it should be noted these values had high standard deviation (Table 4.6.1 




Table 4.7.1:  Summary Results of Descriptive Statistics - Mean Values 
 pH %OM %C %N C/N %VEG 
ALL 5.20 4.33 2.27 0.159 15.33 31.44 
Zone 0 4.19 0.45 0.013 0.002 5.85 - 
Zone 1 5.05 1.25 0.015 0.001 8.17 4.69 
Zone 2 5.43 1.57 0.077 0.006 12.02 20.88 
Zone 3 5.51 2.45 0.404 0.019 16.80 42.67 
Zone 4 5.04 12.57 9.467 0.673 22.56 64.71 
 
 Tests of normality highlighted certain Vegetation Zones and variables that did not 
adhere to the expected distribution, while the distributions of entire dependent variable 
datasets were all non-normal. Percent vegetation cover based on Vegetation Zone showed the 
most non-normal tendency (Table 4.7.2). Dependent variables in Zone 1 were more often non-
normal than normally distributed, underscoring the highly heterogeneous characteristic of the 
most recently deposited surfaces (Table 4.7.2). Additionally, dependent variables in Vegetation 
Zone 3 also tended to be more non-normal than other Zones, an expected result as this Zone 
represented the patchy transition from fragmented to continuous vegetation. While local 
variability is a significant factor in this study, most of the data were found to be normally 
distributed. 
Table 4.7.2:  Summary Results of Normality Tests 
VARIABLE ZONE 0 [p] ZONE 1 [p] ZONE 2 [p] ZONE 3 [p] ZONE 4 [p] ALL [p] 
PH   0.989*   0.088*   0.637*   0.271* 0.014 0.002 
OM   0.483*   0.472*   0.865*   0.432*   0.089* 0.000 
%C   0.774*   0.113*   0.999* 0.001   0.292* 0.000 
%N   0.309* 0.001   0.522*   0.081* 0.000 0.000 
C/N RATIO   1.000* 0.001   0.498* 0.010   0.946* 0.000 
%VEG - 0.000  0.000 0.035   0.092* 0.000 
*Indicates normal distribution at 95% confidence 
(ZONE 0 – 4: Shapiro-Wilk; ALL: Kolmogorov-Smirnov) 
  
Results from Kruskal-Wallace tests indicate that for all dependent variables, differences 
between Vegetation Zones were statistically significant (Table 4.7.3). Chi2 values were fairly 
109 
 
high and all p-values were < 0.001, indicating a high degree of confidence in these results. That 
the Easton Foreland is well organized into these four Vegetation Zones supports the hypothesis 
that a geoecological perspective based on successional stages is an effective way to describe soil 
development. 





Chi-Squared   25.58* 
P-value 0.000 
OM 
Chi-Squared   49.34* 
P-value 0.000 
%C 
Chi-Squared   36.87* 
P-value 0.000 
%N 
Chi-Squared   35.87* 
P-value 0.000 
C/N Ratio 
Chi-Squared   17.89* 
P-value 0.001 
% VEG 
Chi-Squared   31.20* 
P-value 0.000 
                                   * indicates significant result at 95% confidence 
 
The summarized values of correlation in Table 4.7.4 describe which independent 
variable showed the strongest relationship between stages of soil development in the Easton 
foreland. Testing dependent variables against the toposequence (elevation) using Spearman’s 
Rank-Order Correlation indicated strong to very strong relationships with nearly all dependent 
variables (rho values from -0.466 to -0.868) except pH (Table 4.7.4). It is hypothesized that 
initially acidic till is the result of high sulfur content due to recent eruptions, but not evaluated 
here. While this confounds the expected trend of pH dropping from ~7-8 to ~3-5 (Section 
4.7.2), a similar decrease was observed from Zone 2 to 4 (Figure 4.1.2). This is conceivable as 
















* indicates significant result at 95% confidence 
       = greatest rho coefficient  
 
erosion have stripped a majority of the sulfur, ubiquitous in Zone 1, away and thereby 
increasing soil pH. This causes the almost parabolic trajectory of soil pH across all Zones, an 
expected trend after >20 years of erosion. Surprisingly, only for vegetation cover did elevation 
have a highest correlation (rho = -0.466; Table 4.7.4), which is curious because Vegetation 
Zones were based in large part on vegetation communities. It was expected that the categorical 
stages of succession would co-vary strongest with vegetation cover, making this a surprising 
finding that may be due to an unknown bias during random site selection; also alluded to in the 
above discussion of Table 4.7.1. While vegetation cover increases incrementally along the 
toposequence, the more categorical view of stages of vegetation succession has the strongest 
correlation to almost all the dependent variables. These results show that the Easton soil 
genesis does not adhere well to a linear metric.  
Deglaciation Age showed the weakest overall relationship to dependent variables as 
compared to Elevation and Vegetation Zone. It did, however, show the strongest relationship to 
soil pH, which may highlight a notable change in acidity from till on-ice, to the ≤20 surface, and 
finally to the oldest sites (≤100 years). Based on the recessional history of the Easton Glacier, 
this independent variable was of limited use. The 1980s re-advance interrupted what was 
LOG (VAR.) 
ELEVATION DEGLACIATION AGE VEGETATION ZONE 
P-value SP. RHO P-value SP. RHO P-value SP. RHO 
SOIL PH 0.124  -0.196 0.000 0.491* 0.017 0.264* 
%OM 0.000   -0.774* 0.000 0.616* 0.000 0.843* 
%C 0.000   -0.868* 0.000 0.777* 0.000 0.919* 
%N 0.000   -0.809* 0.001 0.649* 0.000 0.888* 
C/N RATIO 0.000   -0.638* 0.000 0.655* 0.000 0.813* 
%VEG 0.001   -0.466* 0.000 0.464* 0.001 0.453* 
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otherwise a fairly continuous record of retreat. For percent vegetation cover it had nearly as 
strong a relationship as elevation (rho = 0.464), showing a definite change in vegetation 
establishment between these three age classifications (Table 4.7.4). The chronosequence was of 
limited use in my study, but still presents an instructive lens to evaluate foreland soil genesis. 
Vegetation Zones showed the overall strongest relationship to soil characteristics. As 
aforementioned, it is curious that percent vegetation cover did not strongly correlate with these 
successional stages. Also noteworthy is the non-significant relationship to soil pH, however as 
discussed earlier this variable behaved unusually throughout the study area. The relationship of 
Vegetation Zones to organic matter, carbon, nitrogen, and C/N ratio was very strong, all key 
elements of soil development. These results confirmed my geoecological hypothesis that the 
observed stages of succession were most indicative of underlying soil processes. 
 Nearly all dependent variables have a strong correlation to Elevation, Deglaciation Age, 
and Vegetation Zones. All correlation results, except soil pH, demonstrate hypothesized 
relationships, confirming soil development is occurring along expected trajectories. Correlation 
of soil pH was confounding due to the possible influence of high-sulfur content parent material, 
discussed in further detail in Section 4.1.2. Additionally, the identified trends indicate 
increasing soil pH over time/distance, which is the opposite of the expected trajectory due to 
unusually acidic nascent till (Figure 4.1.2). The build-up of organics strongly co-varied with all 
independent variables (Table 4.7.4). It was shown that organic matter and its principal 
nutrients build up slowly then rapidly increase as patches of vegetation start to become 
contiguous. While significant, the correlation of percent vegetation cover to independent 
variables was comparatively weak, ranging from 0.453-0.466 (Table 4.7.4). The results of 
correlation analyses confirm original hypotheses that these soil measures are principal 
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elements of current pedogenic development and thus suggest real trends ongoing in the Easton 
foreland. 
 Finally, it is instructive to assess the cross-correlation between dependent variables to 
evaluate how closely different soil characteristics are related. As expected, soil organic matter, 
carbon, nitrogen, and C/N (adj.) ratio all had strong cross correlation (0.760-0.970; Table 4.7.5; 
Birkeland, 1999). This is expected as OM and %C are closely related (Birkeland, 1999), and  
these four variables typically change in concert making it difficult to tease them apart in the 
Easton valley. The correlation of all dependent variables to pH was negligible, further 
reinforcing the unusual characteristic of soil acidity in the Easton Foreland (Table 4.7.5). 
Percent vegetation cover also showed negligible correlation to carbon and nitrogen. Overall soil 
characteristics were closely related to each other. 
 
Table 4.7.5: Cross-correlation of Dependent Variables 
 pH OM %C %N C/N 
OM   0.137     
%C   0.171 0.908*    
%N  -0.008 0.878* 0.970*   
C/N   0.198 0.800* 0.852* 0.760*  
%VEG   0.052 0.390*     0.280      0.145 0.495* 











4.7.2 SUMMARY DISCUSSION OF RELATED STUDIES  
 My study is discussed in the context of other foreland/nival studies, examining 
relationships with the Kerguelen Islands, the Alps, the Caucasus Mountains, Alaska’s Glacier 
Bay, and the nearby Coleman foreland of Mt. Baker. Details of individual variable differences 
observed at these other locations are discussed in Sections 4.1.2 - 4.6.2. While the comparability 
of these studies to the Easton foreland is at times limited, they all help to discern one of the 
principal research questions: how does this Cascadian foreland relate to others around the 
world? 
 The work conducted by Frenot and colleagues (1995, 1998) in the Ampère foreland is 
useful for comparison. At roughly the same latitude as the Easton, but in the southern 
hemisphere, the Ampère forefield developed in a fundamentally different way in terms of its 
geoecology (49OS). There, the role of plants and soil organic matter and carbon are minimal, 
leading the authors to conclude that succession and facilitation are inconsequential (Frenot et 
al., 1998). Instead, they point to abiotic soil genesis and the biological traits of a few pioneer 
species as the major drivers of development (Frenot et al., 1998). The glacial recession in this 
forefield is much more dramatic than the Easton despite its southern aspect, making the 
sequence of plant establishment that much slower as no significant sources of seed rain or 
detritus input are nearby. Katabatic winds in the Ampère foreland were documented as 
detrimental, stripping away what little organic matter was present in the nascent till (Frenot et 
al., 1995, 1998). This study area does not develop like the Easton foreland, but does present a 
valuable comparison to pedogenic sequences that form without the facilitative influence of 
vegetation. 
 Studies in the Swiss and Austrian Alps have also described sequences of development in 
forelands and alpine/nival ecotones at comparable latitudes (46-47ON) but slightly higher 
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elevations (2000 – 3100 m a.s.l.; Conen et al., 2006; Huber et al., 2007; Burga et al., 2010). 
Conen and colleagues (2006) looked at two comparatively short chronosequences (~50 years) 
while Huber and colleagues (2007) investigated an altitudinal/environmental gradient. The 
former showed a more gradual buildup of soil carbon, whereas in the Easton accumulation is 
minimal until the late-successional stages are reached (Conen et al., 2006). Later, Burga and 
colleagues (2010) returned to the Morteratsch foreland and studied a longer, 134 year 
chronosequence. On this longer temporal scale, a similar pattern of soil organic matter 
accumulation was observed in the north-facing Morteratsch foreland that is comparable to the 
Easton trend (Burga et al., 2010). The latter study by Huber and colleagues (2007) presented a 
200m toposequence at much higher elevation (~3000m a.s.l. versus ~1600m a.s.l.) but similar 
orientation (SW) which captured the establishment of early pioneer communities, namely 
grasslands and meadows. Once again, this gradual development is unlike the patchy, 
heterogeneous colonization of the Easton foreland (Huber et al., 2007). In contrast, the pattern 
of establishment in the Swiss and Austrian Alps appears much more linear and gradual, 
possibly due to aspect (the Morteratsch is north facing) or due to deficient sources of aeolian 
influences, a facilitative effect not identified by researchers as significant. All these studies of 
the Alps, however, show the general trends that are paralleled in the Easton foreland.  
In south-central Norway, 18 relatable forelands were lichenometrically dated and 
studied, rising from sea level up to 2000m (Messer, 1988). These forelands represent 231 years 
of glacial retreat under slightly cooler conditions than at the Easton (Messer, 1988). Increasing 
organic matter content and decreasing pH were principal findings that agree with the Easton 
sequence. Loffler (2007) and Messer (1988) point to climatic factors to explain major shifts in 
soil properties, namely cation-exchange-capacity and soil depth, as ‘external flux potentials 
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(Jenny, 1958).’ Due to higher elevation and a harsher climate for vegetation, after over 200 
years soil carbon accumulates to levels found in the Easton after only 100 years (Messer, 1988).  
 Further east in the Caucasus Mountains, Makarov and colleagues (2003) studied a 50m 
toposequence that presents similar characteristics to the Easton foreland. Like the Alps studies, 
this sequence only goes as far as the sub-nival alpine meadow, therefore it is only useful to 
compare to the lower reaches of the Easton sequence. Soil organic carbon and nitrogen, as well 
as C/N ratio, all increased at a similar rate to the Easton valley. The study site elevation is closer 
to the Easton at 2700 m a.s.l., but is at lower latitude (43ON; Makarov et al., 2003). The 
presumably longer growing season seemed to accelerate development in this foreland, as 
opposed to the first 50m of the Easton sequence which is only sparsely populated by vegetation.  
 The well-studied forelands of Glacier Bay, Alaska have similarities and differences to the 
Easton foreland (Crocker and Major, 1995; Crocker and Dickson, 1957; Reiners et al., 1971; 
Bormann and Sidle, 1990; Chapline et al., 1994; Williamson et al., 2001; Bardgett et al., 2004). 
The higher latitude (59ON) and history of strong storms in the Alaskan Gulf make for short and 
brutal growing seasons. There the recession is much more dramatic than at the Easton, 
exposing a fjord almost 100km long that ~230 years ago was completely ice covered (Chapline 
et al., 1994). It is important to take scale into consideration for this comparison as the 
magnitude of retreat in Glacier Bay is many times greater than the narrow 100 year Easton 
foreland. Also, the rate of vegetation invasion is much more inhibited in the Alaskan foreland 
due to harsh climatic conditions. In addition to the inhibitory effects of climate on vegetation 
establishment is the wide gulf between glacial snout and mature forest, limiting seed 
rain/aeolian detritus to areas immediately up-valley of established vegetation. This creates a 
much more expansive region of barren conditions as vegetation communities advance slowly 
without the facilitative effects of nearby LIA mature forests like those flanking the Easton 
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foreland. As a result, development is slow through the valley and various stages of pioneer 
colonization take place before the late-successional Sitka Spruce (Picea sitchensis) becomes 
dominate. The oldest sites show higher carbon and nitrogen content than the Easton foreland, 
but twice as much time has elapsed in Glacier Bay.  
The overall progression of successional stages in Glacier Bay show a different pattern 
than the Easton as well, with more gradual establishment of pioneer communities in contrast to 
heterogeneous patches as initial havens for later continuous vegetation coverage. This may be 
attributed to the seed rain/detritus input from the mature forests on the LIA moraines that 
straddle the Easton forefield, as opposed to the Glacier Bay sequence where such inputs are 
limited to the leading edge of the developing foreland (Jones and del Moral, 2005). Also worth 
noting is the relative absence of alders (Alnus tenuifolia) in the Easton foreland, whereas their 
presence in Glacier Bay is arguably requisite for late-successional establishment (Lawrence, 
1953; Crocker and Major, 1955). Instead, it seems that in the Easton valley lupine (Lupinus 
latifolius) helps fix soil nitrogen as no alder were observed in Zones 0-3 and only few were seen 
in the oldest area (Zone 4).  
 Research in the Coleman foreland (located on the northwest flank of Mt. Baker) is 
arguably the most relatable to this study as the physical conditions of both valleys are very 
similar, only differing in aspect and slope (Heikkinen, 1984; Jones and del Moral, 2005). Studies 
in this forefield have documented the most recent glacial advance, shown to peak in 1823, and 
the dramatic recession ongoing since (Heikkinen 1984; Jones and del Moral, 2005). Stages of 
primary succession appear similar to those witnessed in the Easton sequence, beginning with 
low shrubs, alders, and ending with Mountain hemlock dominance. However, ground cover and 
heath communities seemed better suited to the perpetual summer sun that bathes the south-
facing Easton foreland.  
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To forecast likely conditions in the Easton foreland as planetary warming continues, it is 
most instructive to look to Glacier Bay (Jones and del Moral, 2005; IPCC, 2007). As mentioned 
earlier, seed and detritus sources are increasingly remote from nascent surfaces thereby 
delaying colonization in the Glacier Bay region. This quickly widening gap between vegetation 
communities and retreating ice, without the aid of mature LIA forests, results in slower, gradual 
successional advance. Depending on the future ablation rate of the Easton glacier, seed sources 
may become increasingly scarce as the foreland advances above LIA forests, thereby altering 
the conditions for succession (Jones and del Moral, 2005). While no explicit soil study has been 
carried out in the Coleman foreland, researchers have noted a highly comparable accumulation 
of organic material, up to 25% in the oldest Coleman sites (~180 years), similar to the observed 
28% peak value in the Easton sites  over 100 years (Jones and del Moral, 2005).  
 In broad strokes, the Easton foreland behaves similarly to the other studies, but shows 
that this Cascadian foreland has unique characteristics. The comparatively high species richness 
and diversity of vanguard vegetation patches early in the sequence indicate aeolian deposition 
from the mature forests on the nearby LIA moraines. Eventually these areas of vegetation 
expand and become more homogenous with conifer cover. While the patchy development of 
vegetation is not necessarily typical, especially in comparison to the banded and incremental 













C O N C L U S I O N S  
The incipient sequence of soil genesis seen in the Easton foreland has similarities to 
other forefields but certainly widens the envelope on deglaciation research. The assessment of 
Cascadian forelands has been largely absent from this field of study, therefore my investigation 
attempted to establish general characteristics that can be roughly expected throughout the 
Cascade Range. The principal research questions of this study were: Is development gradual 
and best explained by a toposequence or chronosequence, or are categorical zones of vegetation 
succession better indicators of pedogenesis; Would multiple dependent variables change 
throughout the study area, or would several characteristics show a trend; How does the Easton 
foreland compare to other studied forefields around the world? 
The glacial history in the Easton foreland does not provide a smooth, linear change in 
surface age. Instead, a dramatic and deflationary recession that began in the early 1800s was 
interrupted by a period of advance from the 1950s-80s (Figure 2.14; Harper, 1993; MBVRC, 
2012). This re-advance reduces the utility of independent variable time since exposure (or 
Deglaciation Age) as only three ages are present (0, ≤20, ≤100 years). While Deglaciation Age 
did correlate with most soil variables, the timeline was discontinuous and coarse. A 
complementary and continuous independent variable was therefore also employed: a 
toposequence (change over elevation). The Easton foreland gains elevation fairly consistently 
(~0.2m gain/m; Figure 2.8), and therefore Elevation is closely intertwined with both 
Deglaciation Age and Vegetation Zones. Furthermore, it is assumed that deglaciation from 1912 
to 1956 was relatively consistent, although data for this period are sparse and decadal 
variability may have caused periods of rapid or slowed retreat (MBVRC, 2012; Pelto and Brown, 
2012). Regardless, this assumption proved an effective way to evaluate soil development on a 
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continuous spectrum. Finally, Vegetation Zones were also designated that represent stages of 
glacial deposition and subsequent vegetation establishment. The Vegetation Zone independent 
variable had the strongest covariance with soil variables and site conditions which reinforce a 
geoecological perspective of the foreland as a complex, developing landscape (Troll, 1961; 
Matthews, 1992).  
My study identified a topo/chronosequence of soil development as evidenced by 
significant changes in the variables examined. Till on ice showed little organic matter (~0.4%), 
little to no nitrogen content (max 0.0010%), minimal carbon (max 0.0083%), and high acidity 
(pH = 3.23-4.02). In the first Vegetation Zone (≤20 years) rare vegetation begins but little 
evidence of soil development was observed. Vegetation cover increased to an average of 4.68%, 
pH became slightly more neutral (mean = 5.05), and while organic matter increased to an 
average of 1.25%, carbon and nitrogen content were more or less similar to newly exposed till. 
In the second Vegetation Zone, average vegetation cover increased to 20.9%, the C/N ratio 
doubled the on-ice average to 12, however carbon, organic matter, and pH were largely 
unchanged. Vegetation Zone 3 shows the transition to patchy vegetation, and unsurprisingly 
average cover increases to 42.7%. In this stage, nitrogen content increased by an order of 
magnitude (average 0.0193%, up from 0.0065% in Zone 2), organic matter and carbon content 
also increased to 2.45% and 0.4% [respectively], while pH remained essentially constant. On 
the ≤100 year old surfaces of Zone 4, vegetation became continuous with an average cover of 
64.7%, the C/N ratio was at its highest (mean = 21), while nitrogen, carbon, and organic matter 
content all jump by an order of magnitude (0.71%, 9.2%, 11.7% on average, respectively). 
Increased conifer needles cause soil acidity to increase and pH to decrease to an average of 
5.04. This progression truncated by Vegetation Zones describes a strong trend that was 
identified despite variant and confounding environmental influences. 
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Due to the convoluted nature of the Easton glacial timeline, other variables were shown 
to be strong indicators of development. The concert of soil organic matter, carbon, nitrogen, and 
the carbon/nitrogen ratio were consistent with developmental stages. These four variables had 
the highest correlation to Vegetation Zones and change significantly with sparse, then patchy, 
and finally continuous vegetation cover. Organics, carbon, and nitrogen build up very slowly in 
early stages then rapidly as vegetation cover becomes less fragmented. Furthermore, C/N and 
percent carbon both increase throughout the study area, indicating that in the lower reaches 
organic input outpaces decomposition and sets the stage for O-horizon formation. Similarly, the 
continual increase in nitrogen despite increasing plant demand indicates lupine is fixing 
nitrogen faster than plants are accessing it. Therefore soil organic matter, carbon, nitrogen, and 
the carbon/nitrogen ratio are strongly indicated by Vegetation Zones in lieu of consistent and 
contiguous surface age. 
The chronosequence of the Easton forelands was found to be multi-dimensional; that is, 
several dependent variables showed a trend. As previously stated, soil organic matter, carbon, 
nitrogen and the carbon/nitrogen ratio were all found to have a direct relationship with surface 
age. This reaffirms the usefulness of a geoecological perspective in the Easton foreland 
(Matthews, 1992) that this system cannot be simplified into one dimension of change, but 
shows multiple threads of alteration across the fabric of succession, pedogenesis, and other 
landscape-scale processes. 
Still unknown is whether the Easton foreland and others will continue the same 
successional trajectory on a warmer planet or if climatic shifts will force new regimes of 
development. Across the North Cascade Range glacier volumes have been shown to fluctuate 
very similarly, especially the recent trend of increasing ablation and retreat (Pelto, 2008). 
Therefore, with consideration for variation in development due to physical setting (e.g. aspect, 
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slope, elevation), in very general terms an inference can be made for most Cascadian forelands 
based on the processes I studied in the Easton. Applying the interpretations presented herein is 
mainly conceptual due to a lack of other Cascadian findings, however it does provide a very 
coarse indication of conceivable future pathways for soil and vegetation development in the 
North Cascades. In the Easton foreland, the current snout is located below the mature forests on 
the adjacent Holocene moraines, providing seed rain and detritus input that facilitates species-
rich, patchy development of the incipient foreland. However, as retreat continues above this 
zone, these organic/fine grain inputs will become increasingly distant (Jones and del Moral, 
2005). In such a situation, the aeolian biome is diminished and source material may only be 
found on the leading edge of the successional sequence. This may result in a reduction of 
current facilitative succession, causing a transition to strategies akin to Glacier Bay, where 
development is slower and pioneer communities are more gradual and banded, less patchy, and 
less species diverse (Jones and del Moral, 2005). Furthermore, this presumably could be an 
overall trend in the Cascade Range because despite differences in elevation, aspect, and latitude, 
Pelto (2008) found that the mass-balance of all investigated glaciers were tightly correlated 
(most r values >0.8). 
Further research is needed to contextualize my findings within the larger Mt. Baker 
system, and the Cascade Range as a whole. Studying other Mt. Baker forelands would refine the 
influence of initial state conditions such as aspect and microclimate. Teasing apart the 
variations in physical conditions (e.g. aspect, elevation, etc.) from ecological differences (e.g. 
growing season, cryptobiotic soil crusts) within the Cascade Range will enable a more holistic 
interpretation of how these forelands compare to others worldwide. Noted but not evaluated 
here were the presence of soil crusts; research on these crusts and if their formation is due to 
biotic or abiotic factors would strengthen understandings of foreland pedogenesis. Future 
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research should consider the use of Mountain hemlock (Tsuga mertensiana) for 
dendrochronological surface age estimation as it pervaded the entire Easton foreland. It is 
recommended to core multiple trees of all heights for a given plot as the smaller, stouter trees 
are likely older than their taller cohabitants. This goes against conventional wisdom, but 
shorter trees were saplings during very harsh, early conditions and are stunted, whereas the 
taller hemlocks have grown faster under more mild conditions. My study presents another 
piece of the foreland pedogenesis puzzle, but certainly does not complete the picture. 
In sum, albeit dynamic and heterogeneous the Easton foreland presents a fairly well-
behaved system of development and succession that is slightly different from other studies (e.g. 
Glacier Bay). The multi-dimensional Easton sequence showed that organic matter, carbon, and 
nitrogen content increase along expected trajectories, typically by two to three orders of 
magnitude with increasing surface age. This confirmed hypothesis is not entirely unsurprising 
as these variables are tightly related. Regardless of the discontinuous spatial timeline of the 
Easton’s recession, an identifiable sequence was evident and suggested surface age (or time 
since deglaciation) is not always the principal indicator of soil development. Instead, stages of 
succession were the best indicator of soil genesis. The development of soils and plants in the 
Easton forefield represent components of a larger shift in the landscape, and such a perspective 
that focuses on the plant factor and stages of succession as critical is instructive for foreland 
studies (Jenny, 1958; Matthews, 1992). Despite differences in initial state condition and 
successional strategy, the development of the Easton foreland soil is highly relatable to other 
studies. It is uncertain whether strategies of succession and soil processes will change as 
warming continues, but it is certainly conceivable that once the Easton snout retreats beyond 
the facilitative influence of aeolian seed and detritus rain via mature LIA forests, the current 
successional pathway to colonization will become untenable. Worldwide and with no exception 
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for the North Cascades, glacial recession is accelerating, and understanding the associated 
impacts of this widespread retreat is difficult (see Pelto, 2008).  My study and others like it aim 
to better understand the dynamic landscapes of glacial forelands, how their soils develop, how 
that genesis interacts with vegetation succession, and more accurately forecast how they are to 
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EO 60/40 0 130 20 1633 10YR 3/3 9-Sep 
EA 40/60 0 220 30 1637 10YR 3/3 9-Sep 
Site A 50/50 0 320 5 1459 7.5R 3/2 7-Aug 
Ice 1 70/30 0 340 10 1437 10R 5/1 7-Aug 
ED1 40/60 0 180 <5 1629 10YR 4/3 9-Sep 
EH 30/70 0 160 <5 1635 10YR 4/2 9-Sep 
EG 10/90 0 180 <5 1635 10YR 5/3 9-Sep 
EM 20/80 0 180 <5 1620 10YR 5/3 9-Sep 
EK 30/70 0 180 5 1601 10YR 6/4 9-Sep 
EN 40/60 0 140 <5 1622 10YR 3/3 9-Sep 
EA1 20/80 5 180 <5 1600 10YR 4/3 9-Sep 
EF 30/70 0 160 <5 1615 10YR 5/3 9-Sep 
EXT_4 30/70 0 40 <5 1591 7.5YR 3/2 12-Sep 
EXT_5 30/70 0 30 <5 1593 10YR 3/3 12-Sep 
EL 40/60 10 150 5 1589 10YR 4/4 8-Sep 
EXT_6 30/70 5 15 <5 1580 7.5YR 3/2 12-Sep 
EXT_7 20/80 30 320 15 1580 7.5YR 3/2 12-Sep 
EXT_8 30/70 20 50 <5 1582 7.5YR 4/2 12-Sep 
EC 80/20 5 180 <5 1570 10YR 4/2 8-Sep 
EV 40/60 0 140 <5 1587 10YR 5/2 8-Sep 
EZ 30/70 10 90 <5 1583 10YR 5/3 8-Sep 
EB1 40/60 20 70 <5 1580 10YR 4/4 8-Sep 
EY 20/80 15 200 5 1558 10YR 5/4 8-Sep 
EU 30/70 0 180 10 1554 10YR 6/6 8-Sep 
EX 20/80 0 90 10-15 1566 10YR 5/2 8-Sep 
EF1 20/80 0 180 <5 1546 10YR 4/3 8-Sep 
EH1 70/30 10 120 <5 1567 10YR 5/6 8-Sep 
EW 50/50 0 150 <5 1542 10YR 5/4 8-Sep 
EC1 30/70 0 120 10-15 1550 10YR 5/2 8-Sep 
EXT_9 30/70 0 30 10 1539 10YR 3/2 12-Sep 
EP 40/60 60 80 <5 1541 10YR 5/3 8-Sep 

























































EXT_2 90/10 0 70 <5 1534 7.5YR 3/1 12-Sep 
EXT_10 40/60 0 80 5 1522 2.5Y 4/3 12-Sep 
EXT_1 80/20 60 35 <5 1527 7.5YR 4/2 12-Sep 
EQ 50/50 100 40 <5 1515 10YR 6/2 6-Sep 
EQ_ALT 70/30 0 180 <5 1515 2.5Y 6/4 6-Sep 
ER1 20/80 0 355 <5 1491 2.5Y 5/4 6-Sep 
EP1 10/90 95 80 5 1494 10YR 4/2 6-Sep 
EP1_ALT 20/80 10 60 <5 1494 10YR 5/2 6-Sep 
EG1 60/40 0 355 <5 1484 2.5Y 5/4 6-Sep 
EE1 70/30 50 340 <5 1482 10YR 5/4 6-Sep 
EM1 20/80 30 40 5 1481 10YR 5/2 6-Sep 
EL1 30/70 0 335 <5 1474 10YR 5/3 6-Sep 
EO1 20/80 95 20 5 1472 10YR 5/2 6-Sep 
EK1 40/60 85 45 10 1462 7.5YR 5/2 6-Sep 
EE2 70/30 25 340 <5 1465 2.5Y 5/3 6-Sep 
ES1 90/10 <5 315 5 1454 10YR 5/2 6-Sep 
EU1 70/30 85 130 <5 1440 10YR 5/1 6-Sep 
EQ1 30/70 80 300 <5 1443 10YR 5/2 6-Sep 
EN1 20/80 30 120 <5 1424 10YR 3/2 1-Sep 
EJ1 40/60 50 90 <5 1417 7.5YR 3/2 1-Sep 
EW1 10/90 90 260 5 1430 10YR 4/3 1-Sep 
EXT_12 30/71 30 210 10 1423 10YR 3/3 17-Sep 
EXT_11 40/60 70 140 15 1417 10YR 4/4 17-Sep 
EV1 30/70 90 180 <5 1411 2.5YR 3/2 1-Sep 
EG2 40/60 10 240 <5 1398 10YR 3/4 1-Sep 
EA2 20/80 60 180 <5 1393 7.5YR 3/2 1-Sep 
ED2 40/60 75 180 <5 1385 5YR 4/2 1-Sep 
EH2 60/40 30 120 <5 1350 10YR 4/2 1-Sep 
ET1 30/70 100 180 5 1340 10YR 5/3 1-Sep 
OLD_1 10/90 100 160 <5 1345 10YR 3/3 14-Sep 
OLD_2 20/80 5 180 20 1339 10YR 4/2 14-Sep 
OLD_10 20/80 90 160 5 1332 10YR 3/3 14-Sep 
OLD_13 20/80 80 120 10 1320 7.5YR 2.5/2 17-Sep 
OLD_8 20/80 50 180 10 1323 10YR 3/3 14-Sep 
OLD_3 10/90 100 160 10 1305 10YR 4/4 17-Sep 
OLD_14 10/90 50 180 10 1276 10YR 3/2 17-Sep 

























































EO 19.75 80.23 - 4.02 0 0 
EA 13.62 86.36 - 3.23 0 0 
Site A 46.47 53.98 - 5.07 0 0 
Ice 1 37.50 63.16 - 4.41 0 0 
ED1 52.65 47.27 - 4.65 1 20 
EH 66.90 32.94 - 4.96 1 20 
EG 78.00 21.75 - 4.75 1 20 
EM 83.37 16.52 - 4.93 1 20 
EK 54.35 45.59 - 5.04 1 20 
EN 40.66 59.12 - 4.22 1 20 
EA1 53.74 46.12 - 4.96 1 20 
EF 67.83 32.06 - 5.10 1 20 
EXT_4 46.81 53.10 - 5.35 1 20 
EXT_5 39.18 60.72 - 5.30 1 20 
EL 49.49 50.88 - 5.39 1 20 
EXT_6 73.09 26.77 - 5.35 1 20 
EXT_7 51.72 48.17 - 4.90 1 20 
EXT_8 57.37 43.06 - 5.42 1 20 
EC 45.85 54.43 - 5.29 1 20 
EV 67.88 32.47 - 5.21 1 20 
EZ 71.88 36.57 0.79 5.31 2 100 
EB1 63.94 36.03 0.20 4.95 2 100 
EY 73.68 26.26 0.15 5.80 2 100 
EU 49.11 51.15 - 5.32 2 100 
EX 76.43 23.77 - 5.70 2 100 
EF1 67.42 32.83 - 5.02 2 100 
EH1 51.99 45.97 2.24 5.50 2 100 
EW 50.73 49.64 - 5.26 2 100 
EC1 72.28 28.16 - 5.60 2 100 
EXT_9 61.32 33.71 3.95 5.10 2 100 
EP 81.38 18.62 0.25 5.52 2 100 
EXT_3 65.73 31.77 2.25 5.73 2 100 
EXT_2 16.99 82.95 - 5.42 2 100 
EXT_10 51.26 48.66 - 5.55 2 100 
EXT_1 56.35 42.08 1.31 5.77 2 100 
EQ 40.38 58.26 1.09 5.46 2 100 
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EQ_ALT 64.79 35.04 - 5.26 2 100 
ER1 64.19 35.63 - 5.22 3 100 
EP1 49.36 14.34 36.04 5.49 3 100 
EP1_ALT 78.34 21.37 0.12 5.92 3 100 
EG1 63.24 36.65 - 5.58 3 100 
EE1 60.08 39.44 0.27 5.41 3 100 
EM1 76.57 23.28 0.16 5.69 3 100 
EL1 74.25 25.60 - 5.88 3 100 
EO1 64.92 34.10 0.86 5.71 3 100 
EK1 66.27 32.97 0.59 5.69 3 100 
EE2 70.79 28.89 0.05 4.78 3 100 
ES1 66.10 33.21 0.44 5.40 3 100 
EU1 58.15 41.43 0.17 5.53 3 100 
EQ1 73.49 24.73 1.53 5.84 3 100 
EN1 78.84 7.89 15.28 5.02 3 100 
EJ1 58.42 40.82 0.56 5.52 3 100 
EW1 34.96 16.33 50.43 -  4 100 
EXT_12 67.49 32.10 - 5.05 4 100 
EXT_11 36.47 63.06 0.56 3.72 4 100 
EV1 58.66 35.56 9.87 5.14 4 100 
EG2 53.36 39.95 6.79 5.56 4 100 
EA2 90.13 - 10.72 5.43 4 100 
ED2 66.08 30.77 2.62 5.45 4 100 
EH2 33.84 50.70 14.20 5.03 4 100 
ET1 34.14 14.84 50.66 -  4 100 
OLD_1 21.16 10.21 67.37 5.01 4 100 
OLD_2 22.31 52.87 24.60 4.60 4 100 
OLD_10 11.50 31.77 56.64  - 4 100 
OLD_13 27.56 54.40 17.39 5.49 4 100 
OLD_8 15.30 80.70 5.29 5.17 4 100 
OLD_3 39.89 33.72 24.15 4.85 4 100 
OLD_14 30.77 19.26 49.66 5.06 4 100 

















































































EA1 1.46 - - 14.55 - - 13.06 - - 
EA2 3.58 6.41 0.28 35.78 64.10 2.78 30.58 54.79 2.38 
EB1 1.58 0.12 0.01 15.81 1.17 0.09 24.85 1.84 0.14 
EC 1.09 - - 10.90 - - 18.34 - - 
EC1 0.98 - - 9.84 - - 10.75 - - 
ED1 0.94 0.01  9.39 0.12  12.85 0.17 - 
ED2 3.93 0.86 0.05 39.31 8.61 0.53 27.03 5.92 0.37 
EE1 3.75 0.28 0.02 37.52 2.82 0.21 50.31 3.78 0.28 
EE2 1.50 0.22 0.01 15.05 2.17 0.15 13.10 1.89 0.13 
EF 1.04 0.01 - 10.43 0.10 - 17.63 0.18 - 
EF1 2.07 - - 20.70 - - 26.67 - - 
EG 1.47 - - 14.75 - - 16.09 - - 
EG1 1.20 0.04 0.00 12.04 0.36 0.03 16.85 0.51 0.05 
EG2 6.63 16.53 0.60 66.26 165.30 6.00 78.08 194.79 7.08 
EH 1.50 0.01 - 15.03 0.10 - 18.17 0.13 - 
EH1 1.86 - - 18.64 - - 25.26 - - 
EH2 10.05 - - 100.46 - - 31.71 - - 
EJ1 2.96 - - 29.65 - - 48.63 - - 
EK 1.57 - 0.00 15.71 - 0.02 19.45 - 0.03 
EK1 2.02 0.20 0.01 20.16 1.97 0.12 24.53 2.40 0.15 
EL 1.33 0.02 0.00 13.30 0.21 0.02 18.43 0.29 0.03 
EL1 1.77 0.06 0.00 17.68 0.59 0.05 33.03 1.10 0.09 
EM 1.15 - - 11.54 - - 12.25 - - 
EM1 2.00 - - 20.04 - - 30.58 - - 
EN 0.84 0.01 - 8.35 0.09 - 10.58 0.11 - 
EN1 2.74 - - 27.44 - - 45.76 - - 
EO1 2.38 - - 23.83 - - 33.15 - - 
EP 1.49 0.09 0.01 14.90 0.94 0.06 23.65 1.50 0.09 
EP1 4.72 1.37 0.05 47.25 13.74 0.51 32.37 9.41 0.35 
EP1_ALT 1.85 0.15 0.01 18.49 1.52 0.12 23.26 1.91 0.15 
EQ 2.15 - - 21.52 - - 25.95 - - 
EQ_ALT 1.81 0.04 0.01 18.07 0.40 0.08 28.45 0.63 0.12 
EQ1 2.68 - - 26.83 - - 39.31 - - 
ER1 3.45 1.18 0.04 34.51 11.75 0.39 32.19 10.96 0.36 
ES1 2.53 0.31 0.02 25.34 3.14 0.22 36.71 4.55 0.31 
















































































EU 1.23 0.06 0.01 12.34 0.58 0.06 15.19 0.71 0.07 
EU1 1.20 0.23 0.01 12.03 2.29 0.14 17.26 3.29 0.20 
EV 1.15 - - 11.48 - - 13.42 - - 
EV1 8.18 14.04 0.93 81.81 140.40 9.33 98.47 168.99 11.22 
EW 1.94 - - 19.43 - - 22.99 - - 
EW1 28.97 - - 289.70 - - 40.44 - - 
EX 0.99 0.01 - 9.95 0.14 - 20.34 0.28 - 
EXT_1 1.28 0.11 0.01 12.77 1.06 0.06 11.74 0.97 0.06 
EXT_10 0.99 0.08 0.01 9.93 0.81 0.07 19.54 1.60 0.14 
EXT_11 5.04 2.51 0.12 50.40 25.06 1.20 72.25 35.93 1.72 
EXT_12 1.62 0.25 0.02 16.22 2.55 0.17 40.66 6.38 0.44 
EXT_2 0.33 - - 3.33 - - 4.56 - - 
EXT_3 1.36 0.05 0.00 13.57 0.51 0.04 16.92 0.63 0.05 
EXT_4 0.94 0.01 - 9.38 0.13 - 12.54 0.18 - 
EXT_5 0.97 0.01 - 9.74 0.10 - 14.67 0.14 - 
EXT_6 1.35 0.02 0.00 13.54 0.21 0.02 19.37 0.30 0.04 
EXT_7 1.49 - - 14.85 - - 20.57 - - 
EXT_8 1.76 0.03 0.00 17.60 0.27 0.03 26.62 0.41 0.05 
EXT_9 2.40 0.14 0.01 23.98 1.44 0.13 29.11 1.74 0.16 
EY 1.74 0.07 0.01 17.43 0.66 0.06 23.34 0.89 0.08 
EZ 2.45 - - 24.55 - - 18.71 - - 
OLD_1 19.22 - - 192.18 - - 73.03 - - 
OLD_10 14.42 - - 144.23 - - 132.93 - - 
OLD_13 24.09 27.83 0.89 240.93 278.31 8.86 356.29 411.57 13.10 
OLD_14 17.30 6.27 0.15 173.01 62.73 1.48 131.14 47.55 1.12 
OLD_2 12.24 8.11 3.33 122.38 81.07 33.30 89.53 59.31 24.36 
OLD_3 22.57 - - 225.68 - - 100.93 - - 
OLD_8 5.36 - - 53.55 - - 44.51 - - 
OLD_9 25.96 11.86 0.37 259.63 118.58 3.68 41.33 18.88 0.59 
 
 
 
 
