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Abstract
Control structures for physical robots can be evolved in simulated and physical environments. In
this study, the interleaving of simulated and physical environments during the course of the evolution
of a control structure was examined. This method was compared to the method of ‘fine tuning’ in
a physical environment a control structure that has evolved in complete simulation. Interleaving
physical and simulated environments improves performance of the eventual control structure. Pos-
sibly, this method allows for the evolved control structure to incorporate and retain advantageous
behavioural patterns from both environments.
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1 Introduction
Evolutionary robotics is a field of science in which
evolutionary methods are exploited in order to syn-
thesise control structures for robots that operate
in either a simulated environment or in the physi-
cal world. This approach is based on genetic algo-
rithms, originally developed by [3]. In the presented
study, a control structure for a physical robot was
evolved. A number of epochs throughout the evo-
lutionary process took place in simulation, while
generations in between thse epochs were evolved in
a physical robot in a real environment. The issue
under investigation is whether this method results
in better performing control structures in compar-
ison to the now more common method of evolving
all generations in simulation entirely except for a
small number of final generations.
1.1 Evolving control structures in
simulated and physical environ-
ments
For reasons of efficiency control structures for phys-
ical robots are often partly evolved in simulation.
The following method is often applied (see for ex-
ample [6]): A control structure is evolved in simu-
lation for a number of generations. Subsequently,
the evolutionary process is continued in a physical
environment for a smaller number of generations
(typically about a tenth of the number of preceding
generations). The advantage of such a method fol-
lows from the relatively small amount of time and
work required for evolving in simulation when com-
pared to real world evolution. [6] propose a number
of techniques to optimise the results of the method.
Unfortunately, these techniques are rather compli-
cated and require quite some effort to improve the
validity of the simulation.
Another way of combining simulation and phys-
ical robots when evolving control structure is by
interleaving physical and simulated environments
over the course of evolution. While assigning most
of the work to the simulation, like the method men-
tioned above, an interleaving approach will prepare
the eventual control system for the real world from
the early stages on.
One notable example of the use of such an ‘in-
terleaving’ strategy can be found in the work of
[11]. In their experiment, the evolutionary pro-
cess is split into separate phases, each of which
handles a specific aspect of evolution. Their ap-
proach yields acceptable results, and is faster than
if real robots had been used throughout [10]. How-
ever, it strongly deviates from Holland’s well proven
GA method. In addition, human interference is
required at every loop of the process, which may
prove cumbersome.
1.2 Interleaving simulated and phys-
ical environments in evolution
Despite the problems found in the experiments of
[11], the principle of interleaving simulated and real
robots and environments may have a number of in-
trinsic pros when compared to, for example, the
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work of [6]. In the experiments of the latter, great
efforts are made to model the physical robot and its
environment as accurately as possible. In addition,
a carefully selected type of noise must be added to
the simulation. While these measures may actually
optimise the results while minimising the number
of real world trials that have to be run, they also
demand for a certain amount of time, effort and
expertise that may not always be available.
We propose a method that, like the method of
[11] involves interleaving simulation and real world
evolution during the course of evolution, but also
allows for comparison with the method of [6]. The
main difference with the method of [11] is that ex-
cept for the nature of the environment and the
robot (namely whether these are virtual or phys-
ical), all relevant factors are kept equal. Most im-
portantly, the software that controls the robot and
contains the control structure and the genetic algo-
rithm and its parameters are identical. No efforts
are made to optimally identify the simulation with
the real world.
The main object of study in is the effect of in-
terleaving on the fitness of eventual control struc-
tures. Over the course of evolution, control struc-
tures become increasingly reliant on the robot’s en-
vironment and morphology. By breaking the chain
of growing dependent on the simulation and by
preparing, if you will, the control structure for the
real world in bite-size chunks, a better performing
robot is expected to result. One question that has
to be answered first of all, is whether switching back
and forth early on in the process improves eventual
performance at all.
2 Experimental setup
2.1 The robot and the environment
The physical robots used in this experiment are
composed of the parts found in the Lego Mind-
storms robot kit. Its main component is the pro-
grammable brick, which provides motor outputs
and sensory inputs, and in which the control struc-
ture is stored. A great advantage of Lego Mind-
storms for this study is the availability of a cus-
tomisable simulation platform, the use of which is
discussed in section 2.1.4. The descriptions below
concern the physical robot and environment. The
simulated robot and environment are modeled to
their physical counterparts.
2.1.1 The environment
The robot was placed inside an arena in which it
can freely move. This arena is surrounded by walls
about the same height of the robot. Inside the
arena, walls are placed as well. The robot is unable
to cross any of these walls. It is possible however
to drive around the walls inside the arena, since
they do not form enclosed regions. The floor of the
arena is white, except for the regions surrounding
the walls, which are covered with strips of black
paper. The white of the floor and the black of
the paper constitute a difference in luminance large
enough to be picked up by the light sensors of the
robot. Light conditions were kept equal during the
entire experiment.
2.1.2 The robot
Figure 1(a) shows the morphology of the physi-
cal robot. Two motor units are connected to the
Mindstorms brick, which control the two caterpillar
tracks that are positioned at the sides of the vehi-
cle. At the front side of the robot, three sensors are
placed: two light sensors pointing to the floor and
one touch sensor, which is activated when pressure
is applied to a bumper in front of the robot.
The program that was downloaded to the pro-
grammable brick contains the control structure for
the robot, which processes incoming information
form the sensors and generates output patterns
which result in behaviour. Additionaly, the soft-
ware evaluates the robot’s performance by moni-
toring the output patterns and keeping track of po-
tential bump events. The details of the evaluation
method are described in detail in section 2.2.
2.1.3 The control structure
The control structure of the robot in this experi-
ment consists of an artificial neural network (ANN)
that maps sensory input to motor output values.
The ANN consists of a single layer with all-to-all
connections, which means that every unit in the
network receives input from every unit in the net-
work, including itself. Of course certain connec-
tions may be effectively disabled by having a weight
value of zero. The weight values of the network and
the biases of the units are subject of evolution.
The network contains 10 units. Therefore it can
be represented by a 10 × 10 matrix in which the
weights of the connections between the units are
stored and an array of size 10 which holds the bi-
ases of the units. The values of the two light sen-
sors are treated as input to two of the units of the
network. The output values of two other units are
used to set the power of the motors. The value of
the touch sensor is not fed into the network, but
used only for determining the genotype fitness (see
section 2.2.1).
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(a) The physical robot positioned in the
arena
(b) The simulated environment
Figure 1: The physical environment and the simulation
Learning does not take place during the life time
of the network, so the weight and bias values remain
constant for each individual. At each time step t
the activation of each unit i is updated by summing
the products of the activation all incoming units j
and the corresponding weights wji. Each unit has
a bias biasi which is added to this sum before the
result is passed through a sigmoid function which
puts the activations on a curve between −.5 and .5.
Input values from the light sensors are treated
as activations coming into the network and are thus
added to the net input of the corresponding input
units.
2.1.4 The simulation
The Lego Mindstorms Simulator package (LMS,
[4, 9]) was used for modeling the robot and its
environment and to simulate its behaviour. This
simulation platform allows for detailed modeling of
both the environment and the morphology of the
the robot. In addition, control structures developed
for LeJOS [1, 2], an operating system for Mind-
storms robots that allows for the execution of Java
programs, can be used without modification in real
robots as well as in robots simulated through LMS.
2.2 Evolutionary process
The evolutionary process applied to the control
structure of the robot in this study is based on the
ideas concerning genetic algorithms (GAs) as pro-
posed by [3] and the work of [7] and [12] on the
appliance of GAs to neural networks and that of [8]
on Evolutionary Robotics.
The weights and biases to which evolution is ap-
plied were encoded into a genotype, constituted by
an array of 110 floating point numbers (100 repre-
senting the weights and 10 for the bias values). A
control structure can be extracted easily by instan-
tiating a neural network with the values from the
array filled in properly.
There were 20 genotypes in each generation.
The first generation consisted entirely of randomly
generated genotypes. Subsequent generations con-
tained a copy of the genotypes of the ten best
performing individuals of the previous generation,
complemented by mutated versions of the same ten
genotypes. Mutation is a genetic operator pro-
posed by [3]. It is essential for the evolutionary
process, since it yields minor variations in the geno-
type, which may result in improved performance in
the resulting individual. Within the mutated geno-
types, each number was selected for mutation with
a chance of .05. If a gene was selected for mutation,
its value was altered by a random number from a
gaussian distribution with µ = 0 and σ = .3.
2.2.1 Fitness function
Selection of the individuals to be kept for follow-
ing generations took place on basis of the fitness of
each genotype. The fitness of a genotype was deter-
mined by assessing the performance of the resulting
control structure. This process can be described by
the following steps:
1. Fitness is set to zero
2. At each time step while the robot is operat-
ing:
(a) If the robot is driving backwards, the
square root of the product of the power
values of both motors is subtracted from
the fitness; otherwise, if no bumps have
occured in the past 100 cycles, the
square root of the product of the power
values of both motors is added to the fit-
ness.
The power values of the motors are val-
ues that represent the speed at which the
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respective wheels are set to turn. Val-
ues of power < 0 indicate backward mo-
tion of the wheels. The power values
are calculated from the activations of the
output units, resulting in values between
−50 and 50.
(b) If the bumper is touched, a penalty
value is subtracted from the fitness. The
penalty is a constant measure we set to
the value of 50.
3. If fitness < 0: fitness = 0
4. Deliver fitness
The robot got to operate for a fixed number
of time steps. In simulation mode, the number of
steps was set to 500. The physical robot was pro-
grammed to report its fitness value after 300 time
steps. This was done for reasons of efficiency. Since
in this study it is not the intention to compare fit-
ness values from the simulation and the physical
environment, the difference is irrelevant.
2.2.2 Comparability of real world fitness
and simulation fitness
It is not the aim of this study to directly compare
fitness values of the physical environment and fit-
ness values of the simulated environment. There-
fore, no measures were taken to guarantee the com-
parability of the fitnesses. Identically performing
robots (assuming such a thing exists) in different
environments (one in simulation, one in the real
world) are unlikely to obtain even remotely com-
parable fitness values. An important cause for this
difference, is the difference in the number of time
steps between environments. Furthermore, there
are numerous factors beyond verification of control
that might influence the fitness measurements and
are likely to differ between environments. There-
fore, and since no intent is made to make compar-
isons between environments, one should consider
‘real world fitnesses’ and ‘simulation fitnesses’ to
be on independent and incomparable scales.
2.3 Conditions
The experiment consisted of two conditions, in each
of which a control structure was evolved over 55
generations, either fully in simulation or in an in-
terleaved fashion, followed by five final generations
of evolution in the real world. The results of the
experiment are based on a comparison of the per-
formance of the robot in the five final generations in
both conditions. For a schematic overview of both
conditions, see figure 2.
2.3.1 Complete simulation
In the first condition, the control structure was
evolved in simulation over the first 55 generations.
Five generations of real world evolution followed.
This method is similar to the one used for example
by [6].
Computation of the Pearson coefficient showed
a reasonable correlation between generation and fit-
ness for the first 55 generations (r = .27) as well as
for the final five (r = .24), which indicates that the
fitness has improved over the course of evolution,
in both simulation and real world.
2.3.2 Interleaved evolution
In the second condition, epochs of evolution in
simulation and evolution in the real world were al-
ternated. The first ten generations were evolved in
simulation, followed by a series of five generation
evolved in the physical environment. This pattern
was repeated until 60 subsequent generations had
been evolved in total, of which 40 were the result
of simulated evolution and 20 were evolved in the
real world.
In this condition, reasonable correlations were
found as well. For the entire set of generations
evolved in simulation, a correlation of r = .35 be-
tween generation and fitness was found; the gener-
ations evolved in the physical environment yielded
a correlation of r = .20.
2.4 Results
A robot control structure was evolved in two condi-
tions. In the first condition, evolution in simulation
and evolution in a physical robot were interleaved
during the first 55 generations. In the second con-
dition, the control structure was evolved in simu-
lation entirely over the first 55 generations. To test
whether interleaving simulation and real world evo-
lution affects the performance of an eventual con-
trol structure for a physical robot, five final gen-
erations were evolved in a physical robot in both
conditions.
Fitness
Condition N Mean SD
Fine tune 100 142.3 260.6
Interleaved 100 1586.1 1067.0
Table 1: Descriptives
The fitnesses of the genotypes from these final
generations were compared. As can be seen in Ta-
ble 1, the mean fitness of the ‘interleaved’ condi-
tion over the final generations is about ten times
16 Proceedings of the 1st NSVKI student conference
(a) Condition 1: fine tuning
(b) Condition 2: interleaving
Figure 2: Schematic presentation of the two conditions of the experiment. The bars represent the entire
course of evolution. The white zones stand for evolution in simulation; the grey parts represent evolution
in the physical environment.
as high as that of the ‘fine tune’ condition. In
Figure 3(b) one can see that the average fitness of
the ‘interleaved’ condition is in fact higher in each
of the final generations. An analysis of variance
over the final five generations showed that the ob-
served difference between conditions is significant
(F (1, 198) = 172.76, p < .00).
This means interleaving simulation and real
world over the course of evolution positively affects
the performance of the eventual control structure.
The strength of the effect is reasonable (η2 = .28).
2.5 Conclusion
The results of the experiment described above show
that interleaving simulation and a physical environ-
ment over the course of evolving a control structure
for a physical robot positively affects the fitness of
control structures subsequently evolved in a physi-
cal robot.
These results support the claim that a control
structure in evolution can be prepared for its even-
tual habitat from the early stages of evolution on.
However, it cannot be concluded that the results
are completely due to the inteleaving per se. One
should consider the fact that the sheer number of
generations evolved in the physical world (and thus
in the environment in which the ultimate compar-
ison was done) differs greatly between conditions.
This can be seen clearly in Figure 2. The results
from this study merely indicate the advantage of
alternating environments during evolution in com-
parison to evolution through a long series of evo-
lution in a single environment. What cause un-
derlies this effect should be investigated in further
research.
3 Discussion
3.1 Simulation/real world ratio
Evolving control structures in simulation requires
radically less time and labour than doing so in a
physical environment. This is the main reason for
utilising simulation when evolving a control struc-
ture for a physical robot. Switching back and forth
between simulation and the real world proves to
be advantageous for the suitability of the ultimate
control structure, but by definition requires quite
some work to be done outside the simulation.
Efficiency of robot evolution can be defined on
two scales. First, there is optimality of behaviour –
or performance. Performance can be thought of in
terms of fitness, or some other evaluation function
of the behaviour of the (ultimate) control structure.
Second, the amount of time and labour required
over the course of the process are relevant. This
factor can be called ‘costs’.
A control structure evolved entirely in the real
world can be expected to behave near-optimally.
However, costs are as high as they can be. The
opposite is the case in simulation-only evolution.
This method has very low costs, but yields poorly
performing robots. Depending on one’s require-
ments, a certain balance between costs and opti-
mality is usually desired. By altering the frequency
and length of real world intermezzi the costs and
performance can be fine-tuned. It would be inter-
esting for further research to study the exact rela-
tion between these factors.
3.2 Scope of influence of a real world
epoch and positioning effects
An issue related to the simulation/real world ratio
is the scope of influence of one real world epoch:
for how many generations of subsequent simulation
trials are the genetic patterns that work out well in
the real world retained? If a real world epoch early
in the course of evolution would have a positive in-
fluence on performance in the final generations (like
in the configuration sketched in Figure 4(b)), the
effect of one such epoch could be concluded to be
quite strong and long-lasting. If a significant effect
would on the other hand only be found where real
world epochs follow each other closely (4(c)), the
scope would be quite small.
The evolutionary process might also depend on
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(a) Simulation (b) Real world, final generations
Figure 3: Fitnesses for both conditions. The dark line shows the mean value for each generation in the
‘interleaved’ condition; the grey line represents the ‘fine tune’ condition.
(a) The configuration tested in this study
(b) One early epoch
(c) One late epoch
Figure 4: The scope of influence of one real world epoch
the position in time at which alternations take
place. Possibly the effect of an early real world
epoch (Figure 4(b)) is stronger than that of a late
one (4(c)), regardless of scope effects.
Both issues can be investigated in further re-
search, in which one would have to carefully dist-
inghuish between positioning effects and effects of
the scope of influence. These issues are closely re-
lated, but should not be confused. The findings
of such investigations are of great relevance to the
interleaving method of robot evolution; from their
results, an optimal interleaving configuration could
be constructed. In addition, these results could
shed some light on the issue discussed in the fol-
lowing section.
3.3 General control structure or evo-
lutionary memory?
From the results of the experiments in this study
it shows that moving the evolutionary process from
the simulation to the real world a number of times
before finalising the process in the real world is ben-
eficial. This effect implies that the improvements
obtained during early real world epochs are some-
how retained over the remaining course of evolu-
tion, including the stages in which evolution takes
place in simulation. This phenomenon is particu-
larly striking since many parameters that establish
robot behaviour are expected to conflict with each
other in the different environments. For example,
specific assumptions about light conditions are par-
ticularly useful, but cannot be expected to hold in
both environments.
The retention of beneficial genetic properties
(and therefore: fitness) can be explained in two
ways. One possibility is that the control structure
simply grows more general: one can very well imag-
ine a control structure that somehow allows for op-
eration in either environment, conducting robot be-
haviour through very general methods. One exam-
ple of a rather specific and a more general method
can be given for the task of detecting a visual border
in a black and white scene. In a specific environ-
ment, it may suffice to respond when light inten-
sity drops below a certain threshold. This method
would not work however for a wide range of en-
vironments, in which light conditions and perhaps
even sensor properties could vary. A more general
approach would be to attend relative changes in the
observed intensity, and recognise borders by sudden
changes in intensity. Even more general approaches
can be thought of. It is possible that the generality
of a control structure increases during evolution.
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In practice however, increased generality is
bound to reduce optimality for a specific situation.
It is evident that there are no general methods
for optimal behaviour in most natural or pseudo-
natural (e.g., the arena of the experiment in this
study) environments under changing conditions.
Still, the control structure evolved in the experi-
ment is not necessarily optimal for either environ-
ment, so generality could very well explain why fit-
ness is not lost when the environment changes.
Another explanation can be found by drawing
an analogy with nature. While habitats change
over time, the genetic makeup of a species changes
along. Morphological and behavioural properties of
the phenotype gradually adapt to new dangers and
opportunities provided by the environment. While
many properties lose their function over time, it
does not mean they are genetically ‘overwritten’
immediately. Some archaic properties, such as an-
drogenic hair still manifest themselves in modern
human beings, without their function in modern
life being clear. In addition, many properties might
lay hidden in the genes that once had a distinctive
function, but now no longer even manifest them-
selves.
The retention of archaic behavioural and mor-
phological patterns may have proved to be an evo-
lutionary advantage in cases of reoccuring environ-
mental changes, such as ice ages. What principle
could underlie such a retention mechanism? One
possibility might lay in the vast portions of the
DNA of many species that are not expressed in
the corresponding phenotype. This so called ‘junk’
DNA constitutes up to 98% of mamallian genomes
[5]. The function of ‘junk’ DNA in biology is under
debate and it is not the aim of this thesis to con-
tribute to this discussion in any way. Still in the
experiments described earlier, parts of the genotype
might, instead of or in addition to coding for the
robot’s behaviour, implement something that could
be called evolutionary memory : the storing of ge-
netic patterns in such a way that they are accesible
for incorporation in the phenotype in future times.
This phenomenon can be explained as an emergent
property of genetic mutation in somewhat oversized
phenotypes; once a pattern has settled, the chances
of it disappearing completely – even after it has be-
come obsolete – are relatively small.
In my opinion, evolutionary memory can ac-
count for the retention of fitness as well. It would
be very interesting to investigate whether evolu-
tionary memory or increasing generality can best
explain this phenomenon. An analysis of the de-
velopment of the genotypes could shed some light
on this issue. If evolutionary memory is exploited,
certain patterns should be expected to arise dur-
ing real world epochs and be retained during the
remaing course. If such an effect cannot be found,
the control structure is probably becoming more
general.
It would be very interesting to know whether
something like evolutionary memory is exploited.
This would be of great interest to the field of evo-
lutionary robotics, and possibly to the study of evo-
lution in general as well. Even though genetic com-
putation as applied in this study is an extremely
simplified model of biological evolution, effects that
are found in it could reflect properties of actual evo-
lution.
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