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vRe´sume´
Le pre´sent travail, re´alise´ dans le cadre du projet ANR MAESSTRO, concerne le remplace-
ment des tables d’harmonie de piano traditionnellement constitue´es d’e´pice´a par des structures
composites stratifie´es. Cette de´marche suppose une connaissance fine des mate´riaux a` rempla-
cer et des mate´riaux de remplacement. La contribution de la the`se consiste donc en le de´velop-
pement d’outils de caracte´risation du comportement dynamique de structures viscoe´lastiques
anisotropes he´te´roge`nes sur une large bande de fre´quence. Dans une premie`re partie, une e´tude
the´orique de la propagation des ondes planes dans ces structures est re´alise´e. Contrairement
a` une approche modale classique, les conditions aux limites et chargements sont e´carte´s du
proble`me. Les surfaces de dispersion obtenues contiennent la signature de l’anisotropie, de l’he´-
te´roge´ne´ite´ des proprie´te´s me´caniques ou encore du comportement dissipatif de la structure.
La deuxie`me partie est de´die´e au de´veloppement d’un moyen de mesure plein-champ robotise´.
Celui-ci permet la mesure du champ de vitesse tridimensionnel instantane´ d’une structure sou-
mise a` un chargement dynamique re´pe´table. La de´finition de l’expe´rience est inte´gre´e dans un
environnement CAO, permettant la prise en compte des proble´matiques lie´es a` l’utilisation d’un
bras robot, ainsi que l’automatisation comple`te de la mesure. La troisie`me partie est consacre´e
a` la formulation de proce´dures d’identification base´es sur les mesures obtenues. Les parame`tres
d’un mode`le re´duit de la mesure sont identifie´s par le biais d’une me´thode ESPRIT originale,
inte´grant des de´veloppements spe´cifiques aux mesures plein-champ. Ces parame`tres sont ensuite
utilise´s pour exprimer un proble`me aux valeurs propres inverse permettant l’identification des
proprie´te´s de la structure mesure´e. La de´marche est mise en œuvre dans le cadre de l’analyse
modale (re´gime transitoire) et l’analyse en vecteurs d’onde propose´e (re´gime permanent). Des
validations expe´rimentales sur des poutres homoge`nes et plaques anisotropes sont pre´sente´es.
Le manuscrit conclut par l’application des me´thodes propose´es a` l’identification des proprie´te´s
mate´riau d’une table d’harmonie de piano a` queue Stephen Paulello Technologies SP190//.
Abstract
The present work, as part of the MAESSTRO ANR project, is motivated by the replacement
of wood by composite material in the design of the piano soundboard. The main focus is on the
characterization of the mechanical properties of both replaced and replacement materials in a
wide frequency range, taking into account anisotropy, heterogeneous and viscoelastic behavior.
First, the wave propagation in such structures is investigated ; boundary conditions and loads
are discarded to focus on the mechanisms responsible for the energy transmission in the media.
The footprint of the complex behavior of the studied structures is represented and interpreted
via the dispersion surfaces. Second, a robotized setup is proposed, allowing for the measurement
of the full-field instantaneous 3D velocity along the surface of structures submitted to a repeated
dynamic load. Third, identification methods using this experimental data are proposed. Based
on the parameters of a reduced signal model of the measurement identified with an original
ESPRIT method, inverse eigenvalue problems are formulated. Both transient and steady regime
are investigated, respectively through modal analysis and the proposed wavevector analysis. The
proposed methods are validated through applications on homogeneous beams and anisotropic
plates. Finally, the overall proposed procedure is applied for the identification of the material
properties of the soundboard of the Stephen Paulello technologies SP190// grand piano.
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Introduction ge´ne´rale
Dans le domaine de la facture des instruments de musique, l’approche de conception est
soumise a` un compromis entre deux aspects fondamentaux. Le premier correspond au souhait de
proposer des solutions innovantes, dans le but d’alimenter la cre´ativite´ des musiciens ou encore
d’ame´liorer la performance des instruments. Le second aspect vient d’un ancrage fort de la
tradition dans la facture : il correspond a` la ne´cessite´ de proposer des instruments correspondant
aux standards perceptifs des instrumentistes et du public. Ces deux aspects peuvent devenir
particulie`rement contradictoires, le second entravant de fac¸on notoire le processus d’innovation.
Cette contradiction est encore accentue´e par l’adoption globale d’une de´marche empirique, base´e
sur le principe d’essais-erreurs.
La rationalisation de la de´marche de conception des instruments de musique inte´resse
tout particulie`rement la communaute´ scientifique, de par ses aspects multi-physiques et multi-
crite`res, et le fait qu’elle ne´cessite une attention particulie`re apporte´e aux de´tails. En effet,
l’approche de rationalisation passe ne´cessairement par la reformulation des crite`res perceptifs
utilise´s par les musiciens (i.e. richesse du son, timbre de l’instrument, tenue de la note) en in-
dicateurs base´s sur des arguments physiques (i.e. contenu spectral, impe´dance caracte´ristique).
Il devient alors clair qu’au vu de l’exigence des crite`res perceptifs, une grande partie des as-
pects lie´s a` la physique des instruments de musique doit eˆtre rigoureusement prise en compte,
afin de pouvoir eˆtre a` meˆme de proposer des solutions innovantes appuye´es par une de´marche
rationalise´e.
Initie´ dans le cadre du projet ANR MAESSTRO 1 , le travail pre´sente´ ici s’inscrit dans cette
de´marche de rationalisation. Le projet unit les compe´tences diverses de diffe´rents laboratoires
de recherche 2 autour du the`me de la table d’harmonie du piano, et notamment des travaux
du facteur de pianos Stephen Paulello 3, partie prenante du projet. Ce dernier s’inscrit dans
une forte dynamique d’innovation, en particulier par l’inte´gration des outils nume´riques dans
les e´tapes de conception, dimensionnement, simulation et fabrication des pianos. Parmi les
objectifs du projet MAESSTRO figure notamment le de´veloppement d’outils spe´cialise´s pour
la conception de tables d’harmonie de piano. Plus pre´cise´ment, une des motivations consiste
a` fournir les outils permettant la proposition de solutions innovantes sur la base de structures
composites ; c’est ce point pre´cis qui motive le pre´sent travail.
Dans ce qui suit, la table d’harmonie du piano est pre´sente´e : son roˆle dans l’instrument, les
conceptions classiques, quelques conceptions innovantes qui ont pu eˆtre propose´s et finalement
1. Mode´lisations Acoustiques, Expe´rimentations et Synthe`se Sonore pour Tables d’haRmonie de pianO
Ref. ANR-14-CE07-0014 (page web)
2. Laboratoire de Me´canique des Solides - UMR7649 - E´cole Polytechnique
Unite´ de Me´canique - ENSTA ParisTech
Laboratoire Vibrations Acoustique - INSA Lyon
Laboratoire Navier - Ecole des Ponts ParisTech
3. Pianos Stephen Paulello : stephenpaulello.com
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la table d’harmonie du piano a` queue SP190// dont la finalite´ de ce travail est la caracte´ri-
sation me´canique. Cette pre´sentation rapide permet d’introduire la proble´matique centrale du
document, concernant la caracte´risation du comportement dynamique line´aire des structures
viscoe´lastiques anisotropes he´te´roge`nes. La de´marche propose´e et les diffe´rentes contributions
sont explicite´es, permettant dans le meˆme temps d’annoncer le plan du manuscrit.
La table d’harmonie du piano
Le piano fait partie de la cate´gorie des instruments a` percussion : par opposition aux ins-
truments a` vents ou a` cordes frotte´es qui peuvent eˆtre soumis a` une excitation me´canique
permanente, celle-ci entretenant le mouvement, les instruments a` percussion produisent le son
a` partir d’une excitation de nature impulsive. En conse´quence, une quantite´ d’e´nergie finie est
injecte´e dans le syste`me et doit eˆtre convertie en son (mouvement des particules d’air).
Dans le cas du piano, la transmission de l’e´nergie me´canique a` l’air ambiant passe par les
e´tapes suivantes (voir figure 1) : (i) activation du marteau par le me´canisme de la touche ;
(ii) impact du marteau sur la corde ; (iii) transmission de la vibration de la corde a` la table
d’harmonie par le biais du chevalet ; (iv) rayonnement de la table d’harmonie par couplage
acoustique. De nombreux travaux s’inte´ressent aux aspects ci-avant [7], qu’ils concernent l’e´tude
du me´canisme de la me´canique [220], du marteau [37, 213], de la corde [50] ou encore de la
table d’harmonie [69, 221].
Roˆle dans l’instrument
Apre`s l’impact et a` partir du moment ou` le marteau n’est plus en contact avec la corde,
il est possible de conside´rer le complexe corde-table d’harmonie comme un syste`me contenant
une quantite´ finie d’e´nergie. Cette e´nergie est partage´e entre ces deux sous-syste`mes, couple´s
au niveau du chevalet. De par sa section tre`s re´duite, la corde ne rayonne pas de son ; elle
joue cependant le roˆle de re´sonateur : l’harmonicite´ de ses fre´quences propres (en premie`re
approximation) en fait la responsable de la hauteur de la note joue´e.
Par opposition, la table d’harmonie est caracte´rise´e par une grande surface ; de ce fait, sa
mise en mouvement entraˆıne le rayonnement d’un son. Elle joue donc ide´alement le roˆle de
haut-parleur dans le piano.
L’e´nergie injecte´e dans le syste`me corde-table d’harmonie est donc utilise´e en partie pour la
production du son. Celui-ci est couramment caracte´rise´ par deux indicateurs e´le´mentaires : sa
puissance et sa dure´e. Le produit de l’un par l’autre e´tant homoge`ne a` une e´nergie, il est aise´
d’imaginer que l’augmentation de l’un entraˆıne une diminution de l’autre, et inversement. On
touche alors du doigt une des proble´matiques au cœur de la conception des tables d’harmonie :
la recherche du meilleur compromis puissance-dure´e du son.
Figure 1 – Sche´ma de principe du piano
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Un nombre conse´quent de travaux tentent de faire la lumie`re sur les diffe´rents phe´nome`nes
permettant cette optimisation. Notamment, la de´finition d’indicateurs me´caniques permettant
de caracte´riser le syste`me corde-chevalet rec¸oit une attention toute particulie`re. Un crite`re
commune´ment retenu consiste par exemple a` mesurer l’impe´dance au chevalet [80]. Celle-ci
caracte´rise la re´sistance dynamique que voit la corde au niveau de son point de couplage avec
la table d’harmonie ; dans le cas ou` elle est faible, l’e´nergie vibratoire de la corde est transmise
efficacement a` la table. Cette dernie`re, dans sa mise en mouvement, rayonne alors un son
puissant ; cependant, ce rayonnement efficace est responsable, par les pertes qu’il induit, d’une
de´croissance rapide du son. Au contraire, une forte impe´dance au chevalet caracte´rise une table
d’harmonie de raideur importante ; celle-ci sera plus difficile a` mettre en mouvement, l’e´nergie
vibratoire restant en conse´quence confine´e dans la corde. Dans ce cas, la puissance acoustique
rayonne´e est faible, mais l’e´nergie est conserve´e sur un temps plus long, favorisant donc la dure´e
du son.
L’impe´dance au chevalet n’est de fac¸on e´vidente qu’un indicateur parmi d’autres permettant
de caracte´riser le comportement de la table d’harmonie et de juger de sa qualite´. De nombreux
phe´nome`nes physiques entrent en re´alite´ en compte dans la production du son et donc de la
perception de la qualite´ de l’instrument. On peut par exemple e´voquer le roˆle du meuble ou du
cadre, sur lesquels la table et les cordes viennent reposer. Ceux-ci sont en effet caracte´rise´s par
leur propre comportement dynamique, dont l’influence sur la production du son ne peut pas,
dans le cas ge´ne´ral, eˆtre ne´glige´e.
Le travail pre´sente´ ici s’inte´resse a` la table d’harmonie isole´e : les couplages mis en jeu entre
les diffe´rents composants du piano dans la transmission de l’e´nergie vibratoire ne sont donc pas
pris en compte. En effet, la table d’harmonie est une structure qui, a` elle seule, pre´sente de´ja`
une certaine complexite´ : sa conception re´pond a` un certain nombre de contraintes, que celles-ci
concernent la production du son ou la tenue me´canique (statique) du piano.
Conception classique
Les tables d’harmonie de conception classique correspondent en fait a` un standard bien
stabilise´ depuis 1900 [69]. Cette standardisation rejoint l’aspect lie´ a` la tradition de la facture
instrumentale e´voque´ en de´but d’introduction et fait que finalement peu d’initiatives innovantes
ont vu le jour depuis une centaine d’anne´es.
Les tables d’harmonie de piano a` queue et droit sont tre`s semblables ; elles ne diffe`rent en
fait que par la ge´ome´trie de leur contour. On donne l’illustration de ce qui suit en figure 2,
sur laquelle les prises de vue des deux faces d’une table d’harmonie de piano droit Pleyel P131
ont e´te´ assemble´es. De cette fac¸on, il est possible d’observer par transparence les diffe´rents
e´le´ments qui constituent la table. Cette table de conception classique est donc compose´e d’une
plaque uniforme d’e´pice´a d’une e´paisseur de l’ordre de la dizaine de millime`tres ; celle-ci couvre
la surface comple`te de la table et constitue la membrane assurant le rayonnement acoustique
de la structure. Les fibres de l’e´pice´a sont oriente´es d’un angle approximatif de 40◦ par rapport
aux directions principales de la table.
En plus de cette planche d’e´pice´a, des superstructures sont ajoute´es sur la table d’harmonie.
Tout d’abord, le chevalet, sur lequel viennent se coupler les cordes, est divise´ en deux parties,
correspondant respectivement aux cordes des basses et des me´dium-aigue¨s. Ensuite, des barres
de mouchoirs sont ajoute´es, dont le roˆle est a priori de limiter la surface vibrante de la table.
Enfin, des raidisseurs sont appose´s de fac¸on quasi-pe´riodique, dans la direction perpendiculaire
aux fibres du bois. De par leur direction, ces raidisseurs viennent compenser la forte anisotropie
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Figure 2 – Table d’harmonie du piano droit Pleyel P131. Vue par transparence des
diffe´rentes superstructures.
du bois. Traditionnellement, ils sont justifie´s par la reprise de la charge statique due a` la tension
des cordes : celles-ci, dans les pianos standardise´s, forment un angle au niveau du chevalet,
entraˆınant l’apparition d’un chargement normal a` la plaque.
Les tables d’harmonie de conception classique sont donc des structures complexes : elles sont
caracte´rise´es par une forte anisotropie du mate´riau de base. De plus, leur comportement dyna-
mique est fortement influence´ par l’ajout de superstructures, celles-ci entraˆınant par exemple le
couplage des me´canismes de mouvement (flexion-membrane) et repre´sentant une raideur locale
ayant une influence conside´rable sur la re´ponse en fre´quence de la structure [71]. Cette com-
plexite´ motive un effort scientifique conse´quent pour des aspects allant de leur mode´lisation
[221] au suivi de leur caracte´ristiques au cours des diffe´rentes e´tapes de fabrication [59].
Table du Paulello SP190//
Partie inte´grante du projet MAESSTRO, le facteur de pianos Stephen Paulello est a` l’origine
d’innovations importantes sur l’instrument. En particulier, il propose un syste`me d’agrafes de
chevalet particulier, permettant de supprimer la charge normale des cordes sur la table d’har-
monie [160]. Cela l’autorise en conse´quence a` se passer des raidisseurs classiquement implante´s
sur la structure. La disparition de ces derniers permet d’aborder la conception, le dimensionne-
ment et la fabrication des tables d’harmonie avec un regard nouveau : les contraintes lie´es a` la
tenue statique de la table sont e´carte´es ; il est donc possible de se concentrer sur l’optimisation
du comportement dynamique de la structure, et donc des me´canismes de production du son.
En particulier, son nouveau mode`le de piano demie-queue de 190 cm SP190// est e´quipe´
d’une table d’harmonie pre´sentant certaines particularite´s inte´ressantes. Une vue de la face
infe´rieure de cette table est donne´e en figure 3. La disparition des raidisseurs est compense´e par
une seconde couche de bois sur la face supe´rieure (non visible sur la vue propose´e), qui vient
s’ajouter a` celle de´ja` pre´sente traditionnellement. De ce fait, la table d’harmonie du SP190//
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Figure 3 – Vue de la face infe´rieure de la table d’harmonie du SP190//.
devient une structure multicouche. De plus, le facteur propose d’ajuster localement la raideur
de la table, de fac¸on a` adapter celle-ci a` la pre´sence de cordes des basses ou des aigue¨s. Cela est
re´alise´ par le de´coupage et l’assemblage d’un patchwork d’e´pice´a pour former la face infe´rieure
de la table d’harmonie. Ainsi, l’orientation des fibres de l’e´pice´a peut varier, de fac¸on a` controˆler
la raideur locale de la plaque (voir figure 3). On reviendra plus en de´tail sur ces aspects dans
le dernier chapitre de ce manuscrit consacre´ a` la caracte´risation de cette structure.
En conse´quence, la table d’harmonie du SP190// est une plaque stratifie´e dont le comporte-
ment anisotrope local varie dans l’espace. S’ajoute a` cette complexite´ nouvelle le comportement
viscoe´lastique (anisotrope lui aussi) des mate´riaux employe´s, dont l’effet sur le son de l’instru-
ment ne peut eˆtre ne´glige´.
Introduction des structures composites
La suppression de la charge normale et la disparition des raidisseurs motive la recherche
de solutions radicalement diffe´rentes de la table d’harmonie de piano classique. Les structures
composites se pre´sentent alors comme un candidat de choix.
En effet, plusieurs arguments motivent l’introduction des mate´riaux composites en facture
instrumentale [61] : (i) les caracte´ristiques de l’e´pice´a utilise´ en lutherie pre´sentent une certaine
dispersion, malgre´ l’attention toute particulie`re apporte´e lors de la se´lection de celui-ci : cela
entraˆıne une importante he´te´roge´ne´ite´ de la qualite´ des instruments produits ; (ii) le bois est un
mate´riau particulie`rement sensible aux conditions thermo-hygrome´triques, ce qui le rend par
exemple vulne´rable au transport : dans le cas du piano, cela se traduit par une instabilite´ de
l’accord ; (iii) la facture des instruments de musique ne´cessite un sciage spe´cifique des planches
en quartiers, ce qui rend l’approvisionnement difficile ; (iv) certaines espe`ces de bois menace´es
de disparition sont utilise´es pour la fabrication des instruments, accentuant encore les pressions
pour un remplacement du bois par des mate´riaux de synthe`se.
Par leur grande stabilite´, la maturite´ des technologies de production et la liberte´ de mise en
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œuvre qu’ils offrent, les mate´riaux composites sont un candidat de choix pour le remplacement.
Toutefois, l’introduction de ceux-ci en facture instrumentale ne´cessite de de´finir des crite`res sur
lesquels baser le remplacement. Ceux-ci consistent par exemple en la copie des raideurs et des
inerties apparentes de la structure [41] ; il a cependant e´te´ montre´ que ce crite`re est insuffisant : le
comportement viscoe´lastique du mate´riau posse`de une place particulie`rement importante dans
le son de l’instrument ; il est donc ne´cessaire de l’inclure dans la de´marche de remplacement
[72]. En conse´quence, un effort important est fourni par la communaute´ scientifique dans le but
d’apporter des me´thodes permettant de caracte´riser pre´cise´ment le comportement viscoe´lastique
de ces mate´riaux anisotropes, que cela serve la connaissance du bois [40] ou celle des composites
de remplacement [234].
Le travail de the`se pre´sente´ dans ce document s’inscrit dans cette de´marche. Notamment,
une attention particulie`re est porte´e au de´veloppement de me´thodes permettant de caracte´riser
l’anisotropie des mate´riaux composant une structure, cette anisotropie s’exprimant a` la fois sur
le comportement en raideur et sur les me´canismes de pertes. De plus, le domaine d’application
exige la caracte´risation large bande de ces comportements, ide´alement sur le spectre entier des
fre´quences audibles. Enfin, le travail est motive´ par la ne´cessite´ de caracte´riser un comportement
local sur des structures non-uniformes comme la table d’harmonie du SP190// ; les me´thodes
de´veloppe´es tendent en conse´quent a` re´pondre a` ce besoin particulie`rement exigeant.
Meˆme s’il a e´te´ initie´ dans le cadre de la caracte´risation du comportement vibro-acoustique
des instruments de musique, ce travail n’est pas limite´ a` ce type d’applications. Les technologies
de mise en œuvre des mate´riaux composites e´voluent rapidement ; en particulier, les techniques
de de´pose type ATL 4 ou AFP 5 [129] permettent la conception de pie`ces dont l’anisotropie locale
peut eˆtre comple`tement re´gle´e. Ces techniques prometteuses posent toutefois des proble´matiques
particulie`res quant a` leur caracte´risation ; ce a` quoi les me´thodes de´veloppe´es dans ce travail
peuvent tenter de re´pondre.
L’identification des structures : un proble`me complet
Il convient, pour ce qui suit, de distinguer de`s a` pre´sent deux termes : (1) la caracte´risation
des structures, qui consiste a` e´tudier (the´oriquement et/ou expe´rimentalement) les phe´nome`nes
responsables de leur mise en mouvement et l’influence des choix de conception sur ceux-ci ;
(2) l’identification des structures, qui concerne l’estimation des parame`tres d’un mode`le de la
structure sur la base de donne´es expe´rimentales. Cette dernie`re sous-entend la connaissance
particulie`rement pre´cise du comportement de la structure, de la validite´ du mode`le ou encore
de la pertinence des donne´es expe´rimentales utilise´es : elle ne peut donc se passer de la carac-
te´risation rigoureuse des structures que l’on souhaite identifier.
En particulier, le travail pre´sente´ ici s’inte´resse a` l’identification de structures complexes :
(i) elles sont compose´es d’une multitude de mate´riaux dont l’agencement varie dans l’espace ;
(ii) ceux-ci pre´sentent une forte anisotropie ; (iii) les me´canismes de dissipation reveˆtent une
importance capitale pour l’application vise´e. De plus, l’aspect large bande de la proble´matique
oblige a` acque´rir une connaissance du comportement de la structure dans les diffe´rents re´gimes
fre´quentiels.
Avec le souhait d’identifier ces structures et les mate´riaux qui les constituent apparaˆıt na-
turellement la ne´cessite´ de travailler sur : (i) la compre´hension de l’effet de la stratification et
4. Automated Tape Laying
5. Automated Fibre Placement
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de l’anisotropie des raideurs et de l’amortissement sur le comportement dynamique global de la
structure ; (ii) la formulation et la validation de mode`les re´duits de ces structures, permettant a`
la fois de diminuer le nombre de parame`tres a` identifier et de se concentrer sur les me´canismes
dominants du mouvement ; (iii) le de´veloppement de moyens de mesure permettant d’acque´-
rir les informations pertinentes pour l’identification ; (iv) la proposition de me´thodes inverses
permettant d’estimer les parame`tres de la structure, ainsi que les incertitudes qui leur sont
associe´es, par une prise en compte de la totalite´ des informations expe´rimentales.
Chacun des ces aspects est donc naturellement aborde´ dans ce travail, de´coupe´ en quatre
parties : (1) e´tude et mode´lisation de la propagation des ondes planes dans les structures ;
(2) pre´sentation d’un dispositif de vibrome´trie robotise´ permettant la mesure plein-champ de
la vitesse instantane´e tridimensionnelle de structures ; (3) pre´sentation de me´thodes inverses
base´es sur (3.a) la proposition d’une me´thode ESPRIT unifie´e, permettant la re´duction des
donne´es expe´rimentales, et (3.b) la formulation ainsi que la re´solution de proble`mes aux valeurs
propres inverses dont la finalite´ est l’estimation des parame`tres de la structure ; la pre´sentation
de chaque proce´dure s’accompagnant d’une discussion sur la quantification des incertitudes lie´es
aux estimations ; (4) application des me´thodes propose´es a` la caracte´risation et l’identification
de la table d’harmonie du SP190//.
La figure 4 donne une repre´sentation sche´matise´e de la proble´matique, qui permet de situer
les diffe´rentes contributions du travail pre´sente´.
Sur la gauche du sche´ma est repre´sente´ en noir le proble`me direct, menant au calcul de la
re´ponse dynamique d’une structure. Sur la base d’une ge´ome´trie (de´crite par un domaine Ω
et des conditions aux limites applique´es sur la frontie`re ∂Ω de celui-ci) ainsi que de proprie´te´s
mate´riaux (raideurs C∼ et densite´ ρ), un mode`le de la structure peut eˆtre construit (formalise´
par les ope´rateurs de raideur et de masse ge´ne´ralise´s K et M ainsi que le vecteur des efforts
Ge´ome´trie Ω,∂Ωf ,∂Ωu
Mate´riaux C∼ ,ρ
Mode`le K,M,f
Donne´es re´duites φr,λr
Re´ponse u(x, t)
RLDV∗ u˜(x˜, t)
ESPRIT∗∗ φ˜r,λ˜r
(L)IEP∗∗∗ p˜
∗Robotized Laser Doppler Vibrometer
∗∗Estimation of Signal Parameters via Rotationnal Invariance Techniques
∗∗∗(Linear) Inverse Eigenvalues Problem
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Figure 4 – Proble`me direct, inverse et contributions propose´es.
20 Table des matie`res
exte´rieurs f). Il est alors possible de re´duire ce mode`le par le calcul de ses modes propres φr
associe´s aux valeurs propres λr. A partir de ce mode`le re´duit peut enfin eˆtre calcule´e la re´ponse
de la structure u(x, t) en tout point x, et a` chaque instant t. La premie`re partie du document
est consacre´e a` l’e´tude du proble`me direct.
Sur la droite de la figure 4 est repre´sente´ en rouge le proble`me inverse. Celui-ci consiste
a` estimer, a` partir de la re´ponse mesure´e d’une structure u˜(x˜, t) aux points x˜, un jeu de
parame`tres p˜ qui entrent dans la formulation du mode`le de cette structure. A ce sujet, trois
contributions sont propose´es ; elles sont pre´sente´es dans les deuxie`me et troisie`me parties du
document.
Premie`re partie : E´tude et mode´lisation
L’identification expe´rimentale des proprie´te´s me´caniques des structures implique une connais-
sance approfondie des me´canismes responsables de leur mouvement, surtout lorsque la com-
plexite´ de ces structures est importante. La premie`re partie de ce travail concerne donc la
mode´lisation et la caracte´risation des effets des diffe´rentes complexite´s (anisotropie, stratifica-
tion, me´canismes de perte) sur le comportement dynamique de la structure.
En particulier, le point de vue adopte´ consiste a` e´tudier les me´canismes qui re´gissent la
propagation des ondes planes dans les structures e´lance´es. Celles-ci sont alors de´crites par une
section caracte´ristique, suppose´e invariante par translation selon les dimensions de propaga-
tion des ondes. Selon ces dimensions, les structures sont suppose´es infinies, ce qui permet de
mettre de coˆte´ les aspects associe´s a` la ge´ome´trie du proble`me direct (conditions aux limites et
de chargement, variation spatiale des proprie´te´s me´caniques) pour se concentrer sur les effets
lie´s a` la description de la section caracte´ristique : comportement viscoe´lastique anisotrope des
mate´riaux constitutifs et stratification. Ces diffe´rents e´le´ments interviennent alors dans les me´-
canismes de transmission de l’information me´canique, caracte´rise´s dans cette premie`re partie
par la dispersion des ondes planes dans ces structures. Finalement, il est propose´ de caracte´riser
le comportement dynamique des structures par l’observation des surfaces de dispersion asso-
cie´es a` chaque type d’onde, qui contiennent la signature des diffe´rents e´le´ments intervenant dans
la description de la section caracte´ristique. Cette premie`re partie est divise´e en deux chapitres.
Le chapitre I consiste en une synthe`se concernant la formulation, la re´solution et l’application
du proble`me tridimensionnel complet associe´ a` la propagation des ondes dans les structures
e´lance´es. Des re´sultats de re´fe´rence e´le´mentaires sont donne´s pour des cas simples. Deux sche´mas
e´le´ments finis spectraux sont imple´mente´s, permettant de d’obtenir les surfaces de dispersion de
re´fe´rence, caracte´ristiques de plaques multicouches compose´es de plis viscoe´lastiques anisotropes
et de poutres de section quelconque constitue´es de mate´riaux orthotropes. Enfin, a` travers des
e´tudes de cas, la complexite´ des structures d’inte´reˆt est introduite progressivement, de manie`re
a` se´parer les contributions de l’anisotropie des mate´riaux, de la stratification ou encore des
effets dissipatifs sur les me´canises de transmission de l’information me´canique.
Le chapitre II est consacre´ a` la comparaison des mode`les re´duits de structures e´lance´es
classiques (plaques et poutres e´paisses et minces) avec les solutions de re´fe´rence obtenues au
premier chapitre. Les e´quations caracte´ristiques des surfaces de dispersion associe´es a` chaque
mode`le sont de´rive´es. Sur la base de la comparaison des surfaces obtenues avec les re´sultats de
re´fe´rence, la the´matique de la correction du comportement ge´ne´ralise´ des mode`les re´duits de
structures e´lance´es est aborde´e.
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Deuxie`me partie : Conception d’un moyen de mesure
La deuxie`me partie du manuscrit pre´sente, dans le chapitre III, un moyen de mesure vibro-
me´trique robotise´ original de´veloppe´ dans le cadre du travail de the`se. Le dispositif en question
consiste en l’assemblage d’un vibrome`tre laser doppler monopoint sur un bras robot industriel 6
axes ; il est en conse´quence nomme´ Robotized Laser Doppler Vibrometer (RLDV, voir figure 4).
Le dispositif obtenu permet la mesure du champ de vitesse tridimensionnel instantane´ u˜(x˜, t)
a` la surface de structures de ge´ome´tries varie´es. A l’origine uniquement de´veloppe´ pour un
besoin ponctuel, ce dispositif a en re´alite´ e´te´ utilise´ pour ge´ne´rer la quasi totalite´ des donne´es
expe´rimentales pre´sente´es dans ce travail. Le chapitre qui lui est consacre´ est une description
rapide du dispositif en anglais qui devrait faire l’objet d’une publication. Notamment, une dis-
cussion est mene´e au sujet de la prise en compte des proble´matiques lie´es a` la conception d’une
expe´rience mettant en œuvre un bras robot. La solution logicielle imple´mente´e pour re´pondre
a` ces nouvelles contraintes est de´crite succinctement ; enfin, un cas de validation expe´rimental
est pre´sente´.
Troisie`me partie : Formulation de me´thodes inverses
La troisie`me partie du manuscrit, qui contient quatre chapitres, consiste en la pre´senta-
tion de proce´dures d’identification originales ; elle contient les contributions majeures du travail
propose´. Les me´thodes pre´sente´es reposent sur trois aspects : (i) re´duction des donne´es expe´ri-
mentales ; (ii) formulation de me´thodes d’identification sur les donne´es re´duites obtenues ; (iii)
quantification des incertitudes.
En particulier, la re´duction des donne´es propose´e se concentre sur l’extraction et la se´para-
tion des parame`tres (φ˜r, λ˜r) de fonctions exponentielles amorties dans la re´ponse des structures
mesure´es. Dans la re´ponse transitoire libre, ces fonctions repre´sentent la contribution de chaque
mode de la structure ; dans la re´ponse harmonique de la structure, elles repre´sentent les ondes
planes qui se propagent dans celle-ci. Dans tous les cas, le proble`me direct correspondant au
calcul des donne´es re´duites (φr, λr) est un proble`me aux valeurs propres (line´aire ou non). Les
me´thodes d’identification propose´es consistent donc en ge´ne´ral en la re´solution de proble`mes
aux valeurs propres inverses, qui permettent au final d’identifier certains parame`tres p˜ entrant
en compte dans la formulation des mode`les de structure. Afin de donner des indications sur le
degre´ de confiance associe´ a` l’estimation de chaque parame`tre, la quantification des incertitudes
est discute´e avec la pre´sentation des me´thodes. Diffe´rents indicateurs permettant d’estimer les
incertitudes sont propose´s.
Le chapitre IV est tout d’abord consacre´ a` la me´thode de traitement de signal permettant
l’extraction des fonctions exponentielles amorties. Les de´veloppements concernent donc la pro-
position d’une me´thode ESPRIT (Estimation of Signal Parameters via Rotationnal Invariance
Techniques), permettant d’estimer les parame`tres (φ˜r, λ˜r) de ces fonctions (voir figure 4). La
me´thode ESPRIT propose´e tente une unification de certaines extensions de la me´thode originale
tire´es de la litte´rature et qui peuvent pre´senter un inte´reˆt pour les applications vise´es ; comme
la prise en compte de la totalite´ des donne´es ou l’identification de fonctions exponentielles mul-
tidimensionnelles. Apre`s la pre´sentation de la me´thode, une analyse de sensibilite´ est mene´e ;
celle-ci permet de donner des indication sur les performances de la me´thode et de fournir un
moyen de quantifier les incertitudes associe´es a` l’estimation des parame`tres. Enfin, une revue
des crite`res permettant l’estimation de l’ordre du signal (nombre de fonctions exponentielles
amorties contenues dans celui-ci) est re´alise´e.
Dans le chapitre V, la de´marche d’identification est applique´e a` l’analyse modale. Dans un
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premier temps, la me´thode ESPRIT propose´e est spe´cialise´e dans cette optique ; elle permet
alors d’identifier les modes naturels d’une structure a` partir de la mesure de sa re´ponse transi-
toire libre, ainsi que les fre´quences et amortissements associe´s. Des crite`res permettant l’aide au
choix des modes a` conserver sont explicite´s. Enfin, des strate´gies permettant l’estimation des
incertitudes sont pre´sente´es. Dans un second temps, un proble`me line´aire aux valeurs propres
inverse associe´ aux donne´es re´duites obtenu est formule´ (Linear Inverse Eigenvalue Problem,
voir figure 4), et une me´thode de re´solution propose´e. De nouveau, la quantification des incer-
titudes est discute´e. Le chapitre se conclut par un troisie`me temps consacre´ a` l’application de
la proce´dure propose´e (mesure robotise´e, analyse modale, re´solution du proble`me aux valeurs
propres inverse) pour l’identification des proprie´te´s viscoe´lastiques d’une planche d’e´pice´a.
Le chapitre VI concerne l’application de la me´thode ESPRIT pour l’analyse en nombres
d’onde de la re´ponse harmonique des poutres ; la me´thode pre´sente´e est de´nomme´e High Reolu-
tion Wavenumber Analysis (HRWA). Ce chapitre reproduit un article paru au Journal of Sound
and Vibration et est en conse´quence en anglais. Apre`s une pre´sentation de la me´thode ainsi
que des me´thodes existantes permettant l’analyse en nombres d’onde, une e´tude nume´rique de
sensibilite´ au bruit est mene´e afin de comparer la me´thode propose´e aux me´thodes existantes.
Enfin, une application expe´rimentale est propose´e, permettant de montrer la possibilite´ d’iden-
tifier, avec la me´thode propose´e, les modules d’Young et de cisaillement apparents associe´s au
comportement isotrope viscoe´lastique d’une poutre e´paisse.
Enfin, le chapitre VII pre´sente la ge´ne´ralisation de la HRWA a` l’analyse en vecteurs d’onde
de la re´ponse harmonique des plaques ; celle-ci est renomme´e pour l’occasion High Resolution
Wavevector Analysis. Le chapitre reproduit e´galement un article soumis au Journal of Sound
and Vibration ; il est donc lui aussi en anglais. Apre`s une pre´sentation de la me´thode, trois
cas d’application sur des plaques composites sont pre´sente´s. La possibilite´ de se´parer les dif-
fe´rents types d’ondes se propageant dans la plaque est notamment montre´e, valide´e par une
comparaison avec des re´sultats nume´riques permettant de juger de la pertinence des re´sultats.
Il est e´galement montre´ la possibilite´ de re´aliser une extraction locale des vecteurs d’onde ; cette
proce´dure est alors applique´e a` l’identification des proprie´te´s de raideur en flexion d’une plaque
stratifie´es anisotrope he´te´roge`ne.
Quatrie`me partie : Application a` la table d’harmonie du SP190//
Dans la quatrie`me et dernie`re partie du manuscrit, les diffe´rents contributions propose´es
sont applique´es a` la caracte´risation et l’identification de la table d’harmonie du piano a` queue
Stephen Paulello SP190//. Tout d’abord, le dispositif de vibrome´trie robotise´ pre´sente´ au cha-
pitre III est mis en œuvre dans le but d’obtenir la re´ponse transitoire libre de la structure.
Ensuite, l’analyse modale de la re´ponse obtenue est re´alise´e a` partir de la me´thode propose´e au
chapitre V. S’ensuit alors une premie`re identification base´e sur les donne´es modales obtenues,
utilisant la me´thode de re´solution du proble`me aux valeurs propres inverse associe´, e´galement
propose´e au chapitre V. Enfin, l’analyse en vecteurs d’onde propose´e au chapitre VII est ap-
plique´e localement. Celle-ci permet d’obtenir une collection de vecteurs d’onde repre´sentant la
dispersion locale des ondes de flexion dans la table d’harmonie. Il est alors propose´ d’identifier,
sur la base des collections de vecteurs d’onde obtenues, le mode`le de plaque mince de´couple´e
local. Finalement, la cartographie identifie´e des raideurs anisotropes e´quivalentes en flexion de
la table est repre´sente´e et compare´e a` des valeurs the´oriques.
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Contenu des annexes
La pre´sentation des diffe´rents re´sultats du corpus de ce manuscrit s’accompagne d’annexes
dont il est pre´fe´rable de dresser ici un re´sume´.
Tout d’abord, l’annexe A contient une de´finition de base du proble`me associe´ au calcul
de la re´ponse dynamique des structures en re´gime line´aire. La de´finition des divers champs
me´caniques ainsi que des e´quations qui re´gissent leur e´volution au cour du temps est donne´e.
Ensuite, le principe des travaux virtuels est rappele´ ; celui-ci est utilise´ de fac¸on re´currente
tout au long du manuscrit. Enfin, cette premie`re annexe conclut par la pre´sentation rapide de
me´thodes de re´solution (Ritz, e´le´ments finis) adapte´es aux proble`mes aborde´s dans ce travail.
L’annexe B est consacre´e a` la mode´lisation du comportement viscoe´lastique anisotrope des
mate´riaux. La premie`re section B.1 liste les diffe´rentes formes de lois constitutives associe´es aux
diffe´rentes syme´tries mate´rielles remarquables ; ces syme´tries peuvent eˆtre mises a` profit dans le
cadre des proble`mes d’identification propose´s pour re´duire le nombre de parame`tres a` estimer.
Ensuite, un travail de synthe`se effectue´ sur la prise en compte du comportement viscoe´lastique
est propose´ dans la deuxie`me section B.2. Les grands principes (principe de superposition
de Boltzmann, principe de correspondance) menant a` la de´finition du tenseur ope´rationnel (loi
constitutive complexe exprime´e dans l’espace des fre´quences) sont expose´s. Ils sont accompagne´s
de conside´rations sur les proprie´te´s de ce tenseur ; il est notamment rappele´ que les parties re´elle
et imaginaire de celui-ci ne peuvent en the´orie pas eˆtre inde´pendantes de la fre´quence, et qu’elles
sont inter-de´pendantes (relations des Kramer-Kronig). Cet aspect est nuance´ pour les structures
faiblement amorties ; dans ce cas, la variation des proprie´te´s de raideur et d’amortissement peut
eˆtre ne´glige´e si le domaine de fre´quence conside´re´ est relativement restreint ; une borne indicative
est donne´e, permettant de juger de la pertinence du choix d’un tenseur ope´rationnel constant
(mode`le hyste´re´tique). Apre`s le rappel des diffe´rentes hypothe`ses permettant leur formulation
(hypothe`se de Basile, condition de Caughey), diffe´rents mode`les de comportement viscoe´lastique
sont pre´sente´s ; c’est le mode`le hyste´re´tique qui est retenu pour ce travail.
La troisie`me annexe C concerne la de´rivation des mode`les re´duits de structure e´lance´es
e´tudie´s au chapitre II. L’approche cine´matique utilise´e est tout d’abord pre´sente´e sous un
formalisme ge´ne´ral. Ensuite, cette de´marche ge´ne´rale est applique´e aux cine´matiques de Hencky-
Mindlin, Kirchhoff et Timoshenko dans le but de de´river les mode`les de plaque e´paisse, plaque
mince et poutre e´paisse.
La quatrie`me annexe D importante consiste en la pre´sentation de re´sultats sur la perturba-
tion des ope´rateurs matriciels. Ces re´sultats sont utilise´s dans les chapitres IV et V pour analyser
la sensibilite´ des me´thodes inverses propose´es face a` une perturbation des donne´es d’entre´e ; les
expressions obtenues sont a` la base des strate´gies pre´sente´es permettant la quantification des
incertitudes.
Enfin, les annexes E.1, F et VII.5.1.1 contiennent les de´veloppements spe´cifiques a` certains
re´sultats pre´sente´s dans le corpus : pre´sentation des sche´mas e´le´ments finis spectraux, de´mons-
tration de certaines propositions formule´es avec la me´thode ESPRIT propose´e.
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Chapitre I
Propagation des ondes planes dans les
structures viscoe´lastiques e´lance´es
Re´sume´
Dans ce chapitre sont e´tudie´s les phe´nome`nes lie´s a` la propagation des ondes planes
dans les structures e´lance´es viscoe´lastiques anisotropes he´te´roge`nes. Celles-ci sont pour cela
conside´re´es comme des guides d’onde ; elles pre´sentent une invariance par translation le
long des dimensions d’espace selon lesquelles les ondes planes sont autorise´es a` se propa-
ger. Les conditions aux limites du proble`me de dynamique sont ainsi e´carte´es ; il est alors
possible de se concentrer sur les me´canismes de transport de l’information me´canique
caracte´ristiques de ces structures complexes.
L’apport du pre´sent chapitre re´side dans la synthe`se des solutions de re´fe´rence, me´-
thodes de re´solution et re´sultats remarquables associe´s a` l’e´tude des ondes planes. La pre´-
sentation des diffe´rents aspects associe´s a` la complexite´ du comportement dynamique des
structures e´tudie´es permet ainsi d’aborder, dans la suite du travail, les proble`mes (i) de leur
mode´lisation et (ii) de l’identification expe´rimentale des parame`tres de ces mode`les.
Apre`s la de´finition d’un cadre de travail et des diffe´rents indicateurs associe´s a` l’e´tude de
la propagation des ondes planes dans les structures, la notion de guide d’onde est progressi-
vement introduite. Sont d’abord e´tudie´es les ondes se propageant dans les solides infinis,
puis l’influence de la pre´sence d’interfaces dans le milieu. Les solutions des ondes de Ray-
leigh et de Lamb en milieu isotrope sont rappele´es. Le proble`me a` re´soudre est ensuite
formule´ ; est alors aborde´e la prise en compte du couplage acoustique dans le calcul. Le
calcul des fre´quences de coupure des modes d’ordre supe´rieur est e´galement de´veloppe´, et
les solutions concernant les plaques homoge`nes anisotropes et le structures sandwiches sont
donne´es.
La pre´sentation poursuit, apre`s une revue de la litte´rature concernant les me´thodes
consacre´es a` la re´solution de ce type de proble`me, avec le de´veloppement de deux sche´mas
de re´solution de type e´le´ments finis spectraux. Ceux-ci permettent la reconstruction des
surfaces de dispersion caracte´ristiques de poutres orthotrope de section quelconque et de
plaques multicouches a` plis monocliniques. La me´thode de re´solution du proble`me couple´
est e´galement explicite´e.
Finalement, la dernie`re section est consacre´e a` des e´tudes de cas base´s sur les re´sultats
des deux sche´mas e´le´ments finis spectraux propose´s. Ces e´tudes sont de´die´es a` la com-
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pre´hension des diffe´rents phe´nome`nes re´gissant la propagation des ondes planes dans les
structures auxquelles ce travail s’inte´resse. Une nouvelle fois, la complexite´ du comporte-
ment (anisotropie, he´te´roge´ne´ite´, dissipations) est introduite progressivement.
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Introduction
On e´tudie dans ce chapitre les phe´nome`nes lie´s a` la propagation des ondes dans des plaques
et des poutres en re´gime harmonique permanent ; ces structures sont alors conside´re´s comme
des guides d’onde. En effet, leur caracte`re e´lance´ permet de conside´rer que leur section carac-
te´ristique est au pire de l’ordre de la longueur d’onde, sinon petite par rapport a` celle-ci.
Suffisamment loin des singularite´s (conditions au limites et chargements), on peut conside´rer
que le front d’onde est plan ; on parle alors d’onde plane. A une fre´quence donne´e, de multiples
ondes planes peuvent se propager, chacune e´tant associe´e a` un profil particulier des champs
me´caniques dans la section (le mode).
L’e´tude des solutions en ondes planes permet de tirer des conclusions sur le comportement
d’une structure soumise a` des efforts dynamiques. En effet, les solutions d’onde dites propaga-
tives correspondent aux me´canismes dominants de transport de l’information me´canique dans
ces structures. En particulier, l’attention peut eˆtre concentre´e sur l’influence de la configuration
de la section du guide d’onde (i.e forme, agencement des mate´riaux) puisque tous les aspects
lie´s aux singularite´s sont mis de coˆte´.
L’objectif de ce chapitre est de de´velopper une connaissance sur l’effet de l’anisotropie, de
l’he´te´roge´ne´ite´ des proprie´te´s me´caniques, des effets visqueux ou encore du couplage acoustique
sur le comportement des structures e´lance´es en dynamique. Cette de´marche permet d’aborder
plusieurs aspects du pre´sent travail de fac¸on plus rigoureuse : (i) elle permet l’identification
des me´canismes dominants dans le comportement des structures dans le but de construire
des mode`les re´duits de celles-ci. Les hypothe`ses cine´matiques sur lesquelles ceux-ci se basent
peuvent alors eˆtre juge´es de fac¸on a` donner clairement leur domaine de validite´. (ii) cette
de´marche permet e´galement l’interpre´tation de re´sultats expe´rimentaux ainsi que la formulation
de proble`mes inverses.
Le chapitre est organise´ comme suit : premie`rement, le cadre de travail associe´ a` l’e´tude des
ondes planes est de´veloppe´ : les hypothe`ses justifiant le choix de l’onde plane et les diffe´rents
indicateurs (i.e. vecteur d’onde, vitesses) qui permettent de quantifier l’effet de la composition
du guide d’onde sur la propagation des ondes. Deuxie`mement, la propagation des ondes planes
dans les milieux infinis et semi-infinis est e´tudie´. L’effet de la pre´sence d’interfaces dans le
milieu est illustre´ par l’e´tude des ondes de surface (ou de Rayleigh) et des modes de Lamb
dans une plaque homoge`ne isotrope. La troisie`me section est consacre´e a` la formulation du
proble`me de recherche des solutions d’ondes planes se propageant dans les guides d’onde. Les
formulations faible et forte sont donne´es. Le couplage fluide-structure associe´ a` l’acoustique est
alors introduit. Dans un quatrie`me temps, une revue des me´thodes adapte´es a` la re´solution de
ces proble`mes est faite. Deux imple´mentions sont propose´es, utilisant la me´thode des e´le´ments
finis spectraux (SFEM ). Elles permettent, a` fre´quence fixe´e, le calcul des modes de guides
d’onde anisotropes viscoe´lastiques : l’un est consacre´ aux poutres de section quelconques, et
l’autre aux plaques multicouches. Enfin, la cinquie`me section est consacre´e a` des applications
nume´riques utilisant les sche´mas SFEM propose´s, dont la finalite´ est d’illustrer les phe´nome`nes
lie´s a` la propagation des ondes planes dans les plaques et poutres multicouches, anisotropes et
viscoe´lastiques, avec ou sans couplage acoustique. La complexite´ est introduite progressivement,
en commenc¸ant par une poutre de section rectangulaire constitue´e d’un mate´riau isotrope.
Ensuite, le cas des plaques homoge`nes est aborde´ (isotropes puis orthotropes), puis le cas des
plaques multicouches. Enfin, l’effet du couplage acoustique est illustre´ sur un cas simple.
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I.1 L’onde plane
Dans cette section, on de´crit le cheminement qui me`ne a` l’e´tude des ondes planes pour
caracte´riser le comportement d’une structure e´lance´e en dynamique. On introduit alors diffe´-
rentes grandeurs caracte´ristiques lie´es aux phe´nome`nes de propagation des ondes planes dans
les milieux.
I.1.1 Hypothe`ses de travail
L’e´tude de la propagation des ondes planes implique plusieurs hypothe`ses, qui permettent
a` la fin de conside´rer le champ de de´placement sous forme harmonique.
I.1.1.1 E´loignement des sources
Tout d’abord, on se place suffisamment loin des singularite´s que repre´sentent les conditions
aux limites et les chargements. Celles-ci sont les sources de l’information me´canique, dont le
transport uniquement nous inte´resse ici. Cette hypothe`se revient a` conside´rer le domaine Ω
infini dans la direction de propagation des ondes.
Sous cette premie`re hypothe`se, le proble`me de la dynamique se simplifie ; si l’on re´e´crit les
e´quations de la dynamique (voir annexe A.1, expression (A.1.14)) en annulant les chargements
f ,T sur la frontie`re comple`te ∂Ω du domaine, les e´quations du mouvement deviennent, sur Ω :
cinématique : εij =
1
2 (ui,j + uj,i)
comportement : σij = Cijklεkl
équilibre : σij,j = ρ u¨i
(I.1.1)
I.1.1.2 Re´gime harmonique stationnaire
Pour e´tudier la propagation des ondes dans les structures viscoe´lastiques, on utilise le prin-
cipe de correspondance (voir annexe B.2, expression (B.2.5)). Les e´quations (I.1.1) sont alors
exprime´es dans l’espace de Fourier ; on remplace la de´pendance des champs en temps t par un
de´pendance en fre´quence ω.
I.1.1.3 Se´paration des variables
Il est possible de chercher des solutions du proble`me homoge`ne obtenu apre`s passage des
e´quations (I.1.1) dans le domaine des fre´quences sous forme se´parables. La se´paration des va-
riables d’espace se fait en deux groupes : (i) les dimensions y correspondent aux dimensions
selon lesquelles les ondes peuvent se propager ; (ii) les dimensions z restantes de´crivent la section
caracte´ristique traverse´e par l’onde.
On e´crit le de´placement sous forme se´pare´e :
u(z,y, ω) = Z(z, ω) ◦Y(y, ω) (I.1.2)
a` partir de laquelle les de´rive´es successives peuvent eˆtre exprime´es.
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I.1.1.4 Homoge´ne´ite´ des proprie´te´s me´caniques
On peut exprimer les e´quation du mouvement (I.1.1) en fonction du champ de de´placement
u uniquement ; soit apre`s passage dans l’espace des fre´quences :
Cijkluk,lj + Cijkl,j uk,l + ω2ρ u¨i = 0 (I.1.3)
ou` on a utilise´ les proprie´te´s de syme´trie du tenseur C∼ (annexe B.1, expression (B.1.1)). On
voit en conse´quence que la divergence du tenseur des raideurs C∼ entre en compte ; celle-ci peut
s’e´crire en utilisant la se´paration des variables y et z :
Cijkl,j =
∂Cijkl
∂xj
= ∂Cijkl
∂zj
+ ∂Cijkl
∂yj
(I.1.4)
Une hypothe`se qui permet d’e´tudier les ondes planes concerne le dernier terme de l’e´quation
(I.1.4) : on conside`re que la variation des proprie´te´s me´caniques le long des directions y de
propagation des ondes pre´sente des variations lentes compare´es a` la longueur d’onde. On peut
alors ne´gliger le second terme de l’e´quation (I.1.3).
Dans cette partie, on conside`re meˆme les proprie´te´s me´caniques invariantes selon les direc-
tions y. Ajoute´ a` l’hypothe`se d’e´loignement des sources, le proble`me complet devient invariant
par translation selon ces directions.
Remarque I.1.1 (E´chelle des he´te´roge´ne´ite´s). En fait, on peut conside´rer une distribution des
proprie´te´s me´caniques C∼ (x) pe´riodique, de pe´riode arbitraire λC. Si on compare cette pe´riode a`
la longueur d’onde caracte´ristique λ˜ du mouvement du milieu, on peut distinguer trois re´gimes :
— λC  λ˜ : les proprie´te´s me´caniques peuvent eˆtre conside´re´es constantes dans les e´quations ;
leur variation n’influe pas sur le proble`me.
— λC  λ˜ : les proprie´te´s me´caniques varient tre`s rapidement par rapport a` la longeur
d’onde ; l’e´chelle des he´te´roge´ne´ite´s est donc diffe´rente de celle du mouvement ; on peut
alors prendre la version homoge´ne´ise´e des proprie´te´s me´caniques pour re´soudre le pro-
ble`me.
— λC = O(λ˜) : dans ce cas, la variation des proprie´te´s me´caniques doit eˆtre prise en compte ;
on sort alors du cadre de ce travail.
On peut faire le paralle`le avec le phe´nome`ne de diffraction : une variation de l’indice du milieu
influe sur la propagation de l’information seulement si la longueur d’onde est de l’ordre de
grandeur des he´te´roge´ne´ite´s.
Dans ce travail, seules les deux premie`res configurations sont rencontre´es. Le premier cas
(λC  λ˜) correspond aux structures homoge`nes selon la direction de propagation de l’onde. Le
second cas est rencontre´ dans les situations ou` le mate´riau constitutif pre´sente des he´te´roge´ne´ite´s
petites devant la longueur d’onde ; par exemple dans le cas du complexe fibres/matrice dans les
plaques composites, ou de la micro-structure du bois. Dans ces cas pre´cis, on prendra la version
homoge´ne´ise´e des proprie´te´s constitutives du mate´riau.
I.1.1.5 Forme spatiale des champs
L’homoge´ne´ite´ des proprie´te´s me´caniques que l’on a suppose´ donne des e´quations (I.1.3)
diffe´rentielles a` coefficients invariants selon y. Alors la partie Y peut eˆtre e´galement cherche´e
sous une forme se´pare´e dont les fonctions e´le´mentaires sont exponentielles, soit :
Y = α e− ik(ω)·y (I.1.5)
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Finalement, on peut e´crire une solution e´le´mentaire du proble`me de dynamique homoge`ne
associe´ sous la forme :
u(z,y, ω) = U(z, ω) e− ik(ω)·y (I.1.6)
ou` U = α ◦Z est le de´placement ge´ne´ralise´ associe´ au vecteur d’onde k.
Cette forme permet d’obtenir les de´rive´es partielles du de´placement en fonction des variables
y facilement. Puisque les champs de contraintes et de de´formation sont des combinaisons li-
ne´aires des diffe´rentes de´rives partielles du de´placement, on peut ge´ne´raliser la forme donne´e
ci-dessus a` toutes les composantes des champs tensoriels implique´s dans le proble`me de dyna-
mique.
Definition I.1.1 (Forme des champs). Soit ψ une fonction des variables d’espace et de la
fre´quence implique´e dans le proble`me de propagation des ondes planes ; elle prend la forme
suivante :
ψ(x, ω) = Ψ(z, ω) e− ik(ω)·y (I.1.7)
ou` Ψ est la fonction d’amplitude ge´ne´ralise´e, dont aucune hypothe`se sur la de´pendance en z ou
ω n’est faite a priori. On prend notamment la convention suivante :
— solide 3D : y = x et z = ∅
— plaques : y = [x1 x2] et z = x3 pour une plaque contenue dans le plan (x1, x2)
— poutres : y = x3 et z = [x1 x2] pour une poutre oriente´e selon x3
Dans cette construction, la pulsation ω devient en fait un parame`tre. La recherche des
solutions en onde plane revient alors a` trouver, pour ω fixe´, les solutions k qui annulent (I.1.1).
A chacune de ces solutions est lie´e un de´placement ge´ne´ralise´ U particulier.
Si la dimension du vecteur d’onde k (et donc de y) est supe´rieure a` un (comme dans les
solides 3D et les plaques), alors il existe, a` ω fixe´, une infinite´ de solutions au proble`me de
propagation. En effet, la direction de l’onde devient e´galement un parame`tre, qui est continu.
Lorsque la direction est fixe´e, on verra qu’il existe e´galement un infinite´ de solutions. Toutefois,
seulement un nombre fini d’entre elles sont caracte´rise´es par des vecteurs d’onde k re´els et
peuvent en conse´quence donner lieu a` un transport d’information me´canique.
I.1.2 Grandeurs caracte´ristiques
De nombreux auteurs se sont inte´resse´ au proble`me de la propagation des ondes dans les
solides et les structures ; on peut citer la re´fe´rence tre`s comple`te [9]. Pour de´crire les diffe´rents
phe´nome`nes mis en jeu, un certain nombre de grandeurs et de notions ont e´te´ de´finis. On en
donne ici quelques-uns qui reviendront tout au long de ce travail.
I.1.2.1 Fonction de polarisation
La fonction U(z) de´crit la polarisation des points mate´riels se situant sur une surface de
phase φ constante :
φ = ωt− k · y = cte (I.1.8)
appele´e en conse´quence surface isophase. Dans le cas des guides d’onde, on appelle la fonction
de polarisation U mode de section ; elle est associe´e a` une solution k particulie`re de (I.1.3).
Chaque mode repre´sente un des me´canismes de mouvement pouvant assurer la transmission de
l’information me´canique a` travers la structure.
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I.1.2.2 Vecteur d’onde
Definition I.1.2 (Vecteur d’onde). Le vecteur k est appele´ vecteur d’onde. C’est un vecteur
complexe, qui peut s’e´crire sous les formes suivantes :
k = κ− i τ
= |κ|np − i|τ |nd
(I.1.9)
(I.1.10)
ou` κ et τ sont deux vecteurs re´els qui ne sont pas force´ment coline´aires, et de´notent respective-
ment les aspects propagatif (oscillation spatiale de l’onde) et e´vanescent (de´croissance spatiale
de l’onde). Les vecteurs unitaires re´els np et nd de´notent les directions de propagation et de
de´croissance de l’onde (qui ne sont donc pas force´ment confondues).
Il existe en fait tre`s peu de travaux qui conside`rent un vecteur d’onde dont les parties
imaginaire et re´elle ne sont pas coline´aires. En effet, conside´rer np 6= nd revient a` augmenter
le nombre de parame`tres dans le proble`me a` re´soudre. Concernant la re´solution nume´rique du
proble`me de propagation des ondes planes dans les structures, la litte´rature se limite donc a`
chercher les solutions pour lesquelles κ et τ sont aligne´s.
Toutefois, le pre´sent travail propose une me´thode expe´rimentale (voir le chapitre IV consacre´
a` la me´thode ESPRIT) qui permet l’identification, sur des champs me´caniques mesure´s, de
vecteurs d’onde dont les parties re´elle et imaginaire ne sont pas coline´aires. On a donc pre´sente´
cette forme ge´ne´rale pour garder une cohe´rence au long du document.
Cependant, puisque les me´thodes de re´solution du proble`me de propagation des ondes que
l’on peut trouver dans la litte´rature, ou celles qui sont de´veloppe´es dans ce travail, font l’hypo-
the`se que np = nd, on suppose pour la suite de cette partie que κ et τ sont coline´aires ; il est
alors possible de de´finir le nombre d’onde comme suit.
Definition I.1.3 (Nombre d’onde). On de´finit le nombre d’onde scalaire et complexe k de la
fac¸on suivante :
k = k · np = κ− i τ = κ(1− i γ) (I.1.11)
ou` γ est le taux de de´croissance spatiale de l’onde.
On note que dans le cas ou` k est un scalaire (dans le cas des poutres), le vecteur d’onde et
le nombre d’onde de´finis co¨ıncident.
Le choix du signe ne´gatif pris devant la partie imaginaire est justifie´ par la physique du
phe´nome`ne. En effet, posons :
r = e− i k = e−τ e− iκ (I.1.12)
On peut alors e´crire le de´placement duˆ a` la propagation d’une onde selon une dimension x du
proble`me sous la forme :
u(z, x) = rxU(z) (I.1.13)
En l’occurrence, si κ et τ sont de meˆme signe, alors l’onde s’amortit au cours de sa propagation
(κ > 0 caracte´risant une onde qui se propage vers les x positifs et vice-versa). La figure I.1
illustre ce principe : les solutions physiques correspondent a` des composantes κ et τ du meˆme
signe (domaines bleu et rouge. En conse´quence, r doit eˆtre compris dans le cercle unite´ si κ > 0,
et exclus du cercle unite´ si κ < 0.
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Figure I.1 – Domaine des solutions physiques du nombre d’onde (r = e−τ e− iκ)
Remarque I.1.2. Il faut noter de`s maintenant que la nature complexe du vecteur d’onde, de´cri-
vant une onde amortie au cours de sa propagation, n’est pas seulement due aux effets visqueux.
En effet, meˆme dans un milieu conservatif, une infinite´ de types d’ondes planes peuvent exister
a` une fre´quence donne´e (caracte´rise´es par des fonctions de polarisation diffe´rentes). Toutefois,
seulement quelques-unes de ces ondes peuvent transporter de l’information me´canique (leur
nombre d’onde est re´el) ; les autres s’amortissent tre`s vite (leur nombre d’onde est principale-
ment voire purement imaginaire). L’e´nergie contenue dans ces dernie`res est donc confine´e au
niveau des singularite´s.
I.1.2.3 Longueur d’onde
Definition I.1.4 (Longueur d’onde). On peut de´finir le vecteur λ comme suit :
λ = 2pi|κ|n
p (I.1.14)
On parle alors de la longueur d’onde λ = |λ| en me`tres pour caracte´riser la pe´riode spatiale
de l’onde plane.
La longueur d’onde est un indicateur important car elle est relie´e a` l’e´chelle des me´canismes
mis en jeu au cours du mouvement. L’e´tude de la propagation des ondes planes dans un milieu
peut en effet permettre de travailler a` des longueurs d’onde variables, stimulant ainsi divers
me´canismes de de´formation. Dans un milieu he´te´roge`ne, l’e´chelle des he´te´roge´ne´ite´s doit eˆtre
compare´e a` la longueur d’onde de sollicitation. En effet, on peut comprendre que des he´te´ro-
ge´ne´ite´s dont la taille caracte´ristique est tre`s infe´rieure a` la longueur d’onde ont une influence
re´duite sur le comportement de la structure.
Les grandeurs pre´sente´es ci-dessus de´crivent : (i) le profil U du champ de de´placement
associe´ a` un mode ; (ii) la fre´quence k des oscillations spatiales ainsi que son inverse λ associe´e
a` U. Quand il s’agit de caracte´riser la vitesse d’une onde, des de´finitions varie´es existent ; un
certain nombre de grandeurs homoge`nes a` des vitesses peuvent en effet eˆtre de´finies pour e´tudier
le comportement d’une structure traverse´e par une onde plane.
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I.1.2.4 Vitesse de phase
Tout d’abord, on cherche a` caracte´riser la ce´le´rite´ d’une onde seule. La vitesse de phase est
obtenue en diffe´renciant la phase (I.1.8).
Definition I.1.5 (Vitesse de phase). On de´finit la vitesse de phase d’une onde de la fac¸on
suivante :
cφ =
dy
dt =
ω
k
np = cnp (I.1.15)
qui est un vecteur complexe, avec c la vitesse scalaire associe´e.
La de´pendance de la vitesse de phase en fonction de la fre´quence et de la direction de
propagation est souvent e´tudie´e pour caracte´riser la dispersion des ondes planes : une onde dite
non dispersive est caracte´rise´e par une vitesse de phase constante.
I.1.2.5 Vitesse de groupe
La vitesse de phase est un indicateur lie´ a` une onde plane pure, qui se propage dans un milieu.
Lorsque l’on s’inte´resse a` la propagation d’un paquet d’ondes, on peut chercher a` e´tudier les
interfe´rences entre les diffe´rentes ondes constituant le paquet.
Soient deux ondes planes d’amplitude e´gale, de meˆme fonction de polarisation U, se propa-
geant aux pulsations respectives ωi = ω±∆ω et de nombres d’onde respectifs ki = k±∆k. Le
champ de de´placement correspondant a` ces deux ondes s’e´crit :
u = u1 + u2 (I.1.16)
= U(z)
(
ei(ω1t−k1·y) + ei(ω2t−k2·y)
)
(I.1.17)
= 2U(z)cos
(
∆ωt−∆k · y
)
ei(ωt−k·y) (I.1.18)
et prend donc la forme d’une onde plane module´e par un terme sinuso¨ıdal. Le passage a` la
limite du terme de perturbation ∆φ = ∆ωt−∆k · y permet de de´finir le concept de vitesse de
groupe.
Definition I.1.6 (Vitesse de groupe). On de´finit la vitesse de groupe comme suit :
cg =
∂ω
∂k =
∂ω
∂ki
ei (I.1.19)
qui est de´finie pour tout vecteur d’onde k re´el.
Remarque I.1.3. La de´finition de la vitesse de groupe est de´finie seulement pour les vecteurs
d’onde strictement re´els car la de´rivation par rapport a` un nombre complexe n’est pas de´finie.
De fac¸on ge´ne´rale, la vitesse de groupe n’est pas coline´aire a` la vitesse de phase. On peut
e´crire :
cg = cφ + k ·
∂cφ
∂k (I.1.20)
ce qui montre que les vitesses de phase et de groupe sont e´gales lorsque le milieu est non dispersif
(cφ = cte). Quand le milieu est dispersif, ces vitesses ne co¨ıncident pas ; elles peuvent meˆme
eˆtre de direction oppose´.
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La vitesse de groupe peut s’annuler dans le cas pre´cis ou` la variation de la pulsation en
fonction du vecteur d’onde est nulle. On parle alors d’ondes a` vitesse de groupe nulle (ou zero-
group velocity). De par leur caracte`re tre`s local (l’e´nergie ne se propage pas), ce type d’ondes
rec¸oit un inte´reˆt particulier de la part de la communaute´ du controˆle non destructif [91, 57].
I.1.2.6 Vitesse d’e´nergie
La vitesse de groupe de´finie ci-avant n’existe que si le vecteur d’onde k est re´el. Dans le cas
ge´ne´ral, une autre vitesse peut eˆtre de´finie : la vitesse d’e´nergie. Celle-ci est de´rive´e du the´ore`me
de Poynting, originellement formule´ sur la the´orie de l’e´lectromagne´tisme et adapte´ plus tard
au cas du solide e´lastique [9, 42]. Elle s’exprime comme suit :
Definition I.1.7 (Vitesse d’e´nergie). La vitesse d’e´nergie est de´finie a` partir du vecteur de
Poynting P et de la densite´ volumique d’e´nergie me´canique e de la fac¸on suivante :
ce =
P
e
(I.1.21)
P = i2ω σ ·
∗u (I.1.22)
e = σ : ε+ ρω2‖u‖2 (I.1.23)
La vitesse d’e´nergie est donc une grandeur vectorielle complexe qui ge´ne´ralise la notion de
vitesse de groupe. Dans le cas ou` k est re´el, l’e´galite´ des deux vitesses a e´te´ rigoureusement
de´montre´e [33, 25].
I.1.2.7 Surfaces de dispersion
La diffe´rence entre la vitesse de phase cφ et les vitesses de groupe cg et d’e´nergie permet
de qualifier la dispersion des ondes planes se propageant dans un milieu. Par opposition a` la
vitesse de phase, la vitesse de groupe est lie´e a` la de´pendance du vecteur d’onde en fonction
de la pulsation ω et de la direction de propagation np. La recherche des solutions en ondes
planes consiste en fait a` trouver, pour une pulsation et une direction de propagation fixe´es, les
solutions k (ou c) associe´es aux modes U ; le proble`me est donc parame´tre´ par ω et np.
La visualisation des re´sultats peut donc passer par la construction de surfaces parame´tre´es
par ces deux grandeurs. Par exemple, dans le cas des plaques, ces surfaces sont de´finies dans
un espace a` trois dimensions : les deux composantes de np et ω. On utilisera dans ce manuscrit
trois types de surface caracte´ristique, dont les noms sont tire´s de [9] :
— surface de lenteur : elle permet de visualiser les re´sultats en vecteur d’onde. Elle est
de´nomme´e de cette fac¸on a` cause de la relation k = ω/c. La position d’un point sur cette
surface est donne´e par :
x(ω,np) = κ(ω,np) + ωe3 (I.1.24)
ou` la direction de propagation est incluse dans κ = κnp. Un exemple est donne´ sur la
figure I.12.
— surface normale : elle correspond aux re´sultats en vitesse de phase c ; de´nomme´e de cette
fac¸on pour le caracte`re coline´aire de cφ et k. Un point sur cette surface est de´finit de la
fac¸on suivante :
x(ω,np) = cφ(ω,np) + ωe3 (I.1.25)
ou` cφ = cnp. Un exemple est e´galement donne´ sur la figure I.12.
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— surface d’atte´nuation : permet de visualiser le taux de de´croissance spatiale γ (e´quation
(I.1.11)). La surface est construite de la fac¸on suivante :
x(ω,np) = −γ(ω,np)np + ωe3 (I.1.26)
Un exemple de ce type de surface est donne´ sur la figure I.19.
Ces surfaces reveˆtent un inte´reˆt tout particulier dans ce travail : leur observation permet
de tirer des conclusions sur le comportement d’une structure en dynamique dans un re´gime
fre´quentiel donne´. Il est possible de voir ces surfaces comme la carte d’identite´ de ce compor-
tement ; celles-ci contiennent la signature des mate´riaux constituants la section de la structure
ainsi que leur agencement.
En particulier, on pourra utiliser ces surfaces pour : (i) identifier l’effet de l’introduction de
l’anisotropie, d’une stratification ou encore du comportement viscoe´lastique sur les re´sultats ;
(ii) formuler un mode`le re´duit cherchant a` de´crire au mieux ces surfaces a` l’aide d’un nombre
limite´ de parame`tres ; (iii) identifier le type d’onde extraite d’un signal expe´rimental par une
connaissance a priori de la ge´ome´trie approximative de la surface associe´e ; (iv) formuler un
proble`me inverse, cherchant a` minimiser la distance entre des surfaces expe´rimentales et the´o-
riques ; (v) formuler le proble`me de remplacement de la structure bois par un stratifie´ composite
par la minimisation des surfaces les caracte´risant.
I.1.2.8 Lois de dispersion
En fixant la direction de propagation des ondes np, on peut repre´senter un coupe des surfaces
caracte´ristiques, repre´sentant une des grandeurs associe´es (κ, c, γ) en fonction de la pulsation
ω ou d’une grandeur proportionnelle a` celle-ci. La repre´sentation, en deux dimensions, permet
de visualiser un certain nombre de courbes associe´es a` chaque mode ; on parle alors de branches
de dispersion. L’e´quation associe´e aux courbes donne´es par les re´sultats en nombre d’onde est
de la forme :
k = f(ω) (I.1.27)
et est couramment appele´e loi de dispersion.
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I.2 Solides infinis, ondes de Rayleigh et de Lamb
Dans cette section, on e´tudie la propagation des ondes planes dans des milieux infinis, semi-
infinis puis borne´s. Le tenseur acoustique est introduit, lie´ a` la propagation des ondes planes
dans un solide infini. On e´tudie ensuite l’impact de la pre´sence d’interfaces dans le milieu. Les
solutions des ondes de Rayleigh (ondes de surface) et de Lamb (ondes de plaques) sont donne´es.
I.2.1 Propagation en milieu infini
On se place ici dans le cas du solide infini ; on a z = ∅ et y = x (I.1.7). En conse´quence, le
champ de de´placement s’e´crit sous la forme :
u(x, ω) = p e− ik·x (I.2.1)
ou` p est appele´ vecteur polarisation.
I.2.1.1 Le tenseur acoustique
En injectant la forme du de´placement ci-dessus dans l’e´quation d’e´quilibre exprime´e sur
les de´placements (I.1.3) ou` on a ne´glige´ la variation des proprie´te´s me´caniques en espace, on
obtient :
0 = klkjCijklpk − ρω2 pi (I.2.2)
=
(
kjCjiklkl − ρω2δik
)
pk (I.2.3)
=
(
k ·C∼ · k− ρω2I
)
· p (I.2.4)
ou` δij de´note le symbole de Kronecker et p est le vecteur polarisation. Les trois e´quations
obtenues sont commune´ment appele´es e´quations de Christoffel.
Definition I.2.1 (Tenseur acoustique). Dans le cas ou` les parties re´elle κ et imaginaire τ du
vecteur d’onde k sont coline´aires (I.1.10) (soit k = k ·np (I.1.11)), on peut e´crire les e´quations
de Christoffel de la fac¸on suivante :
(
Γ− c2I
)
· p = 0 (I.2.5)
ou` cφ = c · np est la vitesse de phase (I.1.15) et Γ = ρ−1np · C∼ · np est le tenseur acoustique
d’ordre 2.
I.2.1.2 Solutions e´le´mentaires
Dans un milieu infini, les solutions d’onde planes pouvant se propager dans la direction
np sont directement repre´sente´es par les valeurs propres du tenseur acoustique Γ. Pour une
direction donne´e, trois couples d’ondes peuvent se propager ; elles sont la solution des trois
e´quations quadratiques forme´es par les e´quations de Christoffel.
On choisit ici la direction de propagation telle que np = ep. Dans ce cas, le tenseur acoustique
s’e´crit de la fac¸on suivante :
Γ = 1
ρ
Cp11p Cp12p Cp13pCp22p Cp23p
sym. Cp33p
 (I.2.6)
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Si le mate´riau est orthotrope par rapport aux directions (ei) (annexe B.1, expression (B.1.17)),
alors toute composante Cijkl dont un indice est re´pe´te´ un nombre impair de fois s’annule. En
conse´quence, le tenseur acoustique est diagonal ; les e´quations de Christoffel deviennent :
(Cipip − ρc2)pi = 0 (I.2.7)
Definition I.2.2 (Vitesses e´le´mentaires). Les six solutions non triviales du syste`me pre´ce´dent
(p 6= 0) donnent les deux types d’onde e´le´mentaires qui peuvent se propager dans la direction
ep :
p = i c2p = Cpppp/ρ et p = ep (Onde longitudinale)
p 6= i c2ip = Cipip/ρ et p = ei (Ondes de cisaillement)
(I.2.8)
(I.2.9)
Remarque I.2.1. Si la direction de propagation np diffe`re des axes d’orthotropie du mate´riau,
alors les vecteurs polarisation p solutions sont couple´s, et ne repre´sentent donc plus des me´ca-
nismes de traction-compression ou de cisaillement purs.
Remarque I.2.2. On a vu dans le chapitre sur la viscoe´lasticite´ que le tenseur ope´rationnel ne
peut en the´orie pas eˆtre inde´pendant de la fre´quence si des effets visqueux sont pre´sents (voir
annexe B.2, e´quation (B.2.20)) ; en conse´quence, les ondes e´le´mentaires sont dispersives dans
un solide qui dissipe.
Dans un solide isotrope conservatif, la ce´le´rite´ des ondes longitudinales et de cisaillement
sont inde´pendantes de la direction de propagation de l’onde et de la fre´quence ; elles sont alors
traditionnellement note´es c` et ct et prennent les valeurs :
c2` =
λ+ 2µ
ρ
= 1− ν(1 + ν)(1− 2ν)
E
ρ
(I.2.10)
c2t =
µ
ρ
= 12(1 + ν)
E
ρ
(I.2.11)
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Figure I.2 – Vitesse normalise´e des ondes dans un solide infini isotrope conservatif en
fonction du coefficient de Poisson
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d’ou` :
α2 = c
2
`
c2t
= λ+ 2µ
µ
= 2 1− ν1− 2ν > 1 (I.2.12)
montre que dans ce type de solides, la vitesse des ondes longitudinales est toujours supe´rieure
a` la vitesse des ondes de cisaillement.
Les vitesses normalise´es ainsi que leur rapport sont trace´s sur la figure I.2 en fonction du
coefficient de Poisson. On remarque que les ondes de cisaillement sont globalement plus rapides
dans les solides auxe´tiques isotropes (ν < 1).
I.2.2 Roˆle des interfaces
Dans les paragraphes qui suivent, on s’inte´resse a` la conse´quence de la pre´sence d’interfaces
paralle`les a` la direction de propagation de l’onde sur les e´quations du proble`me. On e´tudie
ensuite deux types d’onde caracte´rise´s par la pre´sence d’interfaces planes.
I.2.2.1 Loi de Snell-Descartes
La loi de Snell-Descartes est surtout connue dans sa version adapte´e a` la the´orie de l’optique
line´aire. Dans le cadre qui nous inte´resse, elle re´git la transformation d’une onde plane qui
traverse une interface entre deux milieux de caracte´ristiques diffe´rentes.
Soient deux milieux infinis Ω+ et Ω− se´pare´s par une interface plane de normale n. Dans
chacun des milieux, une onde plane se propage ; on e´crit les de´placements comme suit :
u+(x, t) = U+ ei(ω+ t−k+·x) (I.2.13)
u−(x, t) = U− ei(ω− t−k−·x) (I.2.14)
Les conditions de continuite´ permettent alors de donner la relation entre les vecteurs d’onde
k±, les pulsations ω± et les amplitudes U±. La continuite´ des de´placements impose, pour tout
point xP sur l’interface (annexe A.1, expression (A.1.16)) :
∀(xP , t) U+ ei(ω+ t−k+·xP) = U− ei(ω− t−k−·xP) (I.2.15)
soit :
ω+ = ω− = ω (I.2.16)
k+ − (n · k+)n = k− − (n · k−)n = kP (I.2.17)
En conse´quence, le passage d’une onde a` travers une interface ne modifie pas sa pulsation et
laisse constante la projection du vecteur d’onde sur l’interface.
Cette loi se ge´ne´ralise a` toutes les ge´ome´tries d’interfaces lisses (dont le plan tangent est
de´fini presque partout). Notamment, le cas qui nous inte´resse ici concerne les structures faites
d’interfaces dont le plan tangent est invariant face a` une translation selon les directions y
de l’espace. Dans ce cas, la projection du vecteur d’onde selon ces dimensions est invariante ;
l’hypothe`se de se´paration des variables pose´e ci-dessus (I.1.1) est donc justifie´e.
L’invariance du vecteur d’onde permet d’introduire la notion de guide d’onde : dans une
structure posse´dant des interfaces a` plan tangent invariant selon une ou plusieurs directions,
les ondes planes auront tendance a` se propager de fac¸on pre´fe´rentielle dans ces directions.
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I.2.2.2 Interfaces planes
Pour faciliter les notations, on conside`re que le plan des interfaces est paralle`le au plan
(e1, e2). On introduit alors la notation classique sur les indices : les indices grecs peuvent
prendre les valeurs 1 ou 2 ; les indices alphanume´riques peuvent prendre les valeurs de 1 a` 3.
On re´e´crit les e´quations de Christoffel dans cette nouvelle notation :(
k23 C3ij3 + 2k3 kαCαij3 + k2αCαijα − ρω2δij
)
pj = 0 (I.2.18)
On peut fixer la partie plane du vecteur d’onde k̂ = kαeα et la pulsation ω ; les e´quations
pre´ce´dentes peuvent alors eˆtre re´solues pour de´terminer les six solutions k3,n et les fonctions
de polarisation p
n
. Celles-ci sont alors utilise´es comme une base pour exprimer la fonction de
polarisation :
u(x) = U(x3) e− i kα xα avec Ui(x3) = anpi,n e− i k3,n x3 (I.2.19)
ou` les six amplitudes a sont les inconnues a` de´terminer. On de´duit l’expression des contraintes :
σij(x) = Cijkluk,l = Cijkαuk,α + Cijk3 uk,3 = Σij(x3) e− i kα xα
Σij(x3) = (Cijk3 Uk,3 − i kαCijkαUk) = anQijn e− i k3,n x3
Qijn = − i klCijklpk,n
(I.2.20)
Pour un vecteur plan k̂ et une pulsation ω donne´e, il ne reste donc plus que les six amplitudes
a a` de´terminer pour connaˆıtre la fonction de polarisation de l’onde. De plus, on remarque que
les six composantes k3,n qui leur sont lie´es sont solutions d’un syste`me quadratique (e´quations
(I.2.18)) ; en l’occurrence, elles sont oppose´es deux a` deux. On peut donc e´crire :
U(x3) =
3∑
n
(
a+n p+n e
− i k3,n x3 +a−n p−n e
i k3,n x3
)
(I.2.21)
La de´termination des amplitudes a passe par l’expression des conditions de continuite´ au
niveau des interfaces (annexe A.1, expressions (A.1.15) et (A.1.16)). Deux conditions de conti-
nuite´ permettent de de´terminer les six amplitudes.
Une condition aux limites supple´mentaire peut s’ajouter, pour l’e´tude de milieux semi-infinis.
Elle stipule qu’aucune onde de peut venir depuis l’infini vers une interface. Elle permet alors
d’annuler la contribution des solutions propres dont le nombre d’onde caracte´rise une onde qui
se propage vers l’interface. En acoustique, cette condition est commune´ment appele´e condition
de Sommerfeld ou de non-re´flexion.
I.2.2.3 Milieu semi-inifini : ondes de Rayleigh
Lord Rayleigh est suˆrement l’un des premiers a` avoir travaille´, a` la fin du XIXe sie`cle [173],
sur le proble`me de la propagation des ondes dans les solides, avec des applications en sismologie.
Les ondes de Rayleigh se propagent a` l’interface entre deux milieux semi-infinis, typiquement
entre un solide profond et l’air (mode`le simplifie´ de la crouˆte terrestre). En ne´gligeant le couplage
avec l’air, on conside`re l’interface totalement libre, et donc la nullite´ du vecteur contrainte au
niveau de celle-ci.
Dans le cas isotrope, les e´quations de Christoffel (I.2.4) prennent la forme suivante, pour
une onde propage´e dans le plan (e1, e3) :k23
µ 0 00 µ 0
0 0 λ+ 2µ
+ 2k3k
0 0 λ0 0 0
µ 0 0
+ k2
λ+ 2µ 0 00 µ 0
0 0 µ
− ρω2I
p = 0
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On remarque que la deuxie`me ligne de ce syste`me est de´couple´e des autres.
Si l’interface est repre´sente´e par le plan x3 = 0 et que le milieu solide si situe dans le domaine
x3 6 0, la condition de non-re´flexion permet d’annuler les trois amplitudes a+n . On obtient donc
la forme suivante pour le de´placement :
u(x, t) =
a1
p110
p31
 ei k`3 x3 +a2
 0p22
0
 ei kt3 x3 +a3
p130
p33
 ei kt3 x3
 ei(ω t−kx1)
ou` les composantes pij sont connues par la re´solution des e´quations de Christoffel et les nombres
d’onde selon e3 sont donne´s par k`3 =
√
(ω/c`)2 − k2 et kt3 =
√
(ω/ct)2 − k2.
La condition d’interface libre impose ∀(x1, t)), σ(x3 = 0) · e3 = 0, soit :
λ (ε11 + ε22 + ε33) e3 + 2µ (εi3ei) = 0 (I.2.22)
k`3 p11 − kp31 0 kt3 p13 − kp33
0 i kt3 p22 0
c2` k`3 p31 − (c2` − 2c2t )kp11 0 c2` kt3 p33 − (c2` − 2c2t )kp13

a1a2
a3
 =
00
0
 (I.2.23)
ou` on a utilise´ λ+ 2µ = ρc2` et µ = ρ(c2` − 2c2t ) et divise´ la troisie`me ligne par ρ. La composante
du de´placement u selon e2 est donc de´couple´e du proble`me.
La recherche des solutions du syste`me pre´ce´dent consiste a` annuler le de´terminant d’une
matrice 2× 2. Elle me`ne a` l’e´quation re´gissant la vitesse des ondes de Rayleigh.
Definition I.2.3 (Vitesse de Rayleigh). La vitesse cR des ondes de Rayleigh est telle qu’elle
annule l’e´quation suivante :
(
1− c
2
2c2t
)4
=
(
1− c
2
c2`
)(
1− c
2
c2t
)
(I.2.24)
et soit diffe´rente de la solution triviale c = 0.
Les ondes de Rayleigh sont caracte´rise´es par une fonction de polarisation U qui de´croˆıt
rapidement lorsque l’on s’e´loigne de la surface libre du solide. Leur influence est donc concentre´e
en surface.
Si on pose c2R = βc2t , on re´e´crit l’e´quation pre´ce´dente sous la forme d’un polynoˆme de degre´
3 en β :
β3 − 8β2 + 8(3− 2γ2)β − 16(1− γ2) = 0 , γ2 = 1
α2
= c
2
t
c2`
= 1− 2ν2(1− ν) (I.2.25)
dont les solutions ne de´pendent que du coefficient de Poisson. On donne sur la figure I.3 les
re´sultats d’une re´solution nume´rique. Le rapport de vitesse des ondes de Rayleigh par rapport
a` la vitesse des ondes de cisaillement est trace´ en fonction du coefficient de Poisson. On donne
le re´sultat d’une re´gression line´aire sur les re´sultats :
cR
ct
≈ 0.8738 + 0.1922ν − 0.03499ν2 − 0.04344ν3 ± 0.05% (I.2.26)
Les ondes de Rayleigh ont une importance particulie`re en sismologie. En effet, le fait que
l’e´nergie qu’elles transportent soit concentre´e pre`s de la surface, leur de´croissance est de l’ordre
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Figure I.3 – Vitesse normalise´e des ondes de Rayleigh a` la surface d’un solide isotrope en
fonction du coefficient de Poisson.
de 1/
√
r, ou` r est la distance a` la source ; les ondes solidiennes, au contraire, ont une de´croissance
en 1/r. Les ondes de Rayleigh peuvent donc parcourir beaucoup de chemin (plusieurs fois le
tour de la terre) avant d’eˆtre tout a` fait amorties.
Dans le cas qui nous inte´resse ici, ces ondes ne sont pas pre´sentes au niveaux d’e´nergie et
aux longueurs d’onde auquel le pre´sent travail s’inte´resse. Toutefois, on montre par la suite que
la vitesse de phase associe´e a` de nombreuses ondes caracte´ristiques des plaques tendent de fac¸on
asymptotique vers la vitesse des ondes de Rayleigh en haute fre´quence. Il est donc inte´ressant
de connaˆıtre les phe´nome`es physiques associe´s a` ce type d’onde.
Pour finir, on rappelle que l’on a e´carte´, pour la re´solution des e´quations (I.2.23), la compo-
sante du de´placement selon e2. Les ondes de cisaillement horizontal ne donnent en fait pas lieu
a` des modes de surface, sauf quand un gradient des proprie´te´s est pre´sent pre`s de l’interface.
On parle alors d’onde de Love ; ces ondes sont dispersives, comme on le verra dans le cas de la
plaque sandwich isotrope.
I.2.2.4 Milieu borne´ : ondes de Lamb
H. Lamb, contemporain de Rayleigh, est le premier a` e´tudier le proble`me de la propagation
d’ondes planes dans les plaques [113] [112]. Il donne alors la solution du proble`me de propagation
des ondes planes dans les plaques homoge`nes isotropes. Ces solutions sont donc logiquement
appele´es modes de Lamb.
On conside`re une plaque isotrope homoge`ne d’e´paisseur h plonge´e dans le vide, dont le plan
neutre co¨ıncide avec le plan x3 = 0. Les deux faces supe´rieure et infe´rieures sont libres, soit :
σ(x3 = ±h2 ) · e3 = 0 (I.2.27)
Ces deux conditions aux limites sont suffisantes pour de´terminer les six amplitudes a (I.2.21).
De nouveau, si on conside`re une onde qui se propage dans le plan (e1, e3), le mouvement
selon e2 est de´couple´ du proble`me ; dans son travail, Lamb ne s’inte´resse d’ailleurs pas a` cette
composante du mouvement.
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Comme dans le cas pre´ce´dent, la de´marche calculatoire qui me`ne a` l’expression des e´quations
caracte´ristiques est fastidieuse ; on se contente donc ici d’en donner le re´sultat. Le champ de
de´placement est postule´ sous la forme :
uS(x, t) =

i k cos
(
k`3 x3
)
kt3 cos(kt3 x3)
0 0
k`3 sin
(
k`3 x3
)
i k sin(kt3 x3)

[
a1
a2
]
ei(ω t−kx1) (I.2.28)
uA(x, t) =

i k sin
(
k`3 x3
)
−kt3 sin(kt3 x3)
0 0
−k`3 cos
(
k`3 x3
)
i kcos(kt3 x3)

[
a1
a2
]
ei(ω t−kx1) (I.2.29)
ou` les exposants •S et •A de´notent respectivement les modes syme´triques et antisyme´triques.
Les amplitudes a sont de´termine´es a` parti des conditions d’interface libre sur les faces supe´rieure
et infe´rieure de la plaque.
Definition I.2.4 (Ondes de Lamb). Les ondes de Lamb qui se propagent dans une plaque
d’e´paisseur h sont caracte´rise´es par un nombre d’onde k qui respecte l’une des e´quations sui-
vantes :
tan(kt3h/2)
tan
(
k`3h/2
) = −( 4k`3 kt3k2(k2 − (kt3)2)2
)P
(I.2.30)
ou` (k`3)2 = (ω/c`)2 − k2 et (kt3)2 = (ω/ct)2 − k2. les deux e´quations sont donne´es par P = 1
(modes syme´triques) et P = −1 (modes antisyme´triques).
Version adimensionne´e On pose la vitesse de phase adimensionne´e C = c/ct et le produit
fre´quence-e´paisseur adimensionne´ F = f × h/ct, qui permettent de re´e´crire les e´quations ci-
dessus :
tan
piF
√
C2 − 1
C2
 = −( 4
α
√
C2 − α2√C2 − 1
(C2 − 2)2
)P
tan
piF
√
C2 − α2
C2α2
 (I.2.31)
ou` α = c`/ct > 1 ne de´pend que du coefficient de Poisson ν (I.2.12) et est strictement supe´rieur
a` 1 (voir figure I.2). On note d’ailleurs au passage la pulsation adimensionne´e Ω = 2piF et le
nombre d’onde adimensionne´ K = Ω/C = kh, que l’on re´utilisera par la suite.
On remarque l’e´quation obtenue ne de´pend plus que de α, fonction du coefficient de Poisson
uniquement. On a repre´sente´ sur la figure I.4 la carte des re´sidus des deux e´quations (P =
±1) en fonction de C et F , pour une plaque isotrope dont le coefficient de Poisson est 0.3.
En les e´crivant sous la forme a/b = −d et a/b = −d−1, on choisit une e´chelle d’intensite´
des blancs I = min(|c+ a/b|, |c+ b/a|). De cette fac¸on, une solution de l’une ou l’autre des
e´quations correspond a` un ze´ro d’intensite´ (noir). La repre´sentation permet ainsi de visualiser
les diffe´rentes branches de dispersion (lignes noires) sans avoir a` re´soudre les e´quations.
De fac¸on cohe´rente avec la notation commune´ment adopte´e, les diffe´rentes branches sont
nomme´es par les modes antisyme´triques Ai et syme´triques Si. L’agencement des diffe´rentes
branches est tre`s fortement de´pendant du coefficient de Poisson. On remarque que dans le cas
choisi, la branche lie´e au deuxie`me mode syme´trique S1 est caracte´rise´e par une vitesse de
groupe ne´gative sur un certain domaine fre´quentiel ; son sens est oppose´ a` la vitesse de phase.
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Les deux lignes noires horizontales a` c = c` et c = ct correspondent aux vitesses e´le´men-
taires (I.2.8) et (I.2.9). Pour c ∈ ]ct, c`[, on a α < C2 < 1. En conse´quence, les deux membres
de l’e´quation sont imaginaires ; notamment, l’argument de la tangente au nume´rateur est ima-
ginaire (racine d’un nombre ne´gatif). Elle prend donc rapidement des valeurs tre`s e´leve´es (ce
qui explique les fortes intensite´s de blanc). Pour c ∈ [0, ct[ ∪ ]c`,+∞[, les deux membres de
l’e´quation sont re´els.
La visualisation propose´e permet donc de montrer la complexite´ que repre´sente la recherche
ope´rationnelle des solutions d’onde de Lamb. En effet, de nombreux minima et maxima locaux
sont pre´sents ; de plus, les branches de dispersion peuvent se croiser et rendre encore plus difficile
la se´paration des diffe´rentes solutions. On imagine donc tre`s bien la complexite´ supple´mentaire
apporte´e par l’anisotropie et la stratification pour l’e´tude du proble`me de propagation dans
les plaques composites (ondes de Lamb ge´ne´ralise´es). Cela motive donc le de´veloppement de
sche´mas de re´solution base´s sur des approches variationnelles, sur lesquelles l’imple´mentation
propose´e en section I.5 est base´e.
Modes d’ordre ze´ro On peut voir sur la figure I.4 que seules deux solutions re´elles existent
a` fre´quence nulle : le mode syme´trique S0 et le mode antisyme´trique A0. Ils sont commune´ment
appele´s modes d’ordre ze´ro.
Le passage a` la limite de (I.2.31) pour F → 0 supprime l’influence de la fre´quence au premier
ordre ; on trouve alors la solution triviale C = 0 pour le mode antisyme´trique. Pour le mode
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Figure I.4 – Dispersion des ondes de Lamb (ν = 0.3).
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syme´trique, on obtient la solution qui correspond au mode S0 en basse fre´quence :
C2S0
F→0= 4α
2 − 1
α2
= 4 λ+ µ
λ+ 2µ =
2
1− ν (I.2.32)
De fac¸on a` de´crire le comportement asymptotique du mode A0, on doit de´velopper au
troisie`me ordre les termes en tangente : tan(x) ' x(1− x2/3). Apre`s quelques e´tapes de calcul,
on obtient la vitesse de phase du mode A0 en basse fre´quence :
C4A0
F→0= 43pi
2F 2
λ+ µ
λ+ 2µ =
4
3pi
2F 2
1
2(1− ν) (I.2.33)
Qui, comme on le verra, co¨ıncide avec la vitesse des ondes de flexion pre´dite par le mode`le de
plaque mince de Kirchhoff. On note tout de suite que cette vitesse est le re´sultat d’une racine
quatrie`me ; en conse´quence, deux des racines sont re´elles et deux imaginaires. Ces dernie`res sont
des ondes e´vanescentes.
Il est inte´ressant de remarquer le lien qu’il existe entre ces deux vitesses asymptotiques en
basse fre´quence ; soit, sur la vitesse de phase c en m/s :
c4A0 = ω
2h
2
12c
2
S0 avec c
2
S0 =
Q1111
ρ
(I.2.34)
ou` Q1111 est la premie`re composante du tenseur des raideurs en contraintes planes (voir annexe
B.1, expression (B.1.6)), e´gale dans le cas isotrope a` 4µ(λ+ µ)/(λ+ 2µ) (expression (B.1.24)).
On peut donc raisonnablement conclure que ces deux ondes sont, en basse fre´quence, associe´es
a` un e´tat de contraintes planes dans l’e´paisseur (σi3 = 0).
Modes d’ordre supe´rieur Mis a` part les deux solutions re´elles d’ordre ze´ro e´voque´es ci-
dessus, les ondes de Lamb sont associe´es en basse fre´quence a` des nombres d’onde imaginaires :
elles sont donc e´vanescentes. Des modes supple´mentaires correspondant a` des solutions de vi-
tesse re´elles apparaissent a` partir d’une fre´quence de coupure. Ils sont nomme´s modes d’ordre
supe´rieur.
Les fre´quences de coupure de ces modes peuvent eˆtre pre´dites. En effet, le mode apparaˆıt
avec une vitesse de phase infinie (voir figure I.4). On calcule donc la limite des e´quations (I.2.31)
pour C →∞, qui entraˆıne :
— modes syme´triques, P = 1 : alors tan(piF ) = 0 ou tan(piF/α)→∞, soit :
F∞Sn = n ou F
∞
Sn =
2n− 1
2 α (I.2.35)
— modes antisyme´triques, P = −1 : alors tan(piF )→∞ ou tan(piF/α) = 0, soit :
F∞An = n× α ou F∞An =
2n− 1
2 (I.2.36)
ou` le coefficient n prend les valeurs entie`res strictement positives.
Ces diffe´rentes solutions sont visibles sur la figure I.4 : le mode A1 apparaˆıt pour F = 1/2,
le mode A2 pour F = 3/2, etc. Dans le cas choisi, ν = 0.3 soit α ' 1.87 (I.2.12). Le mode S1
apparaˆıt donc pour F ' 0.94, puis le mode S2 pour F = 1, etc.
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Vitesse asymptotique en haute fre´quence On remarque sur la figure I.4 que la vitesse des
ondes tend vers une asymptote horizontale quand F →∞. De plus, cette vitesse asymptotique
semble plus faible que la vitesse de cisaillement ct (ce qui correspondrait a` C∞ < 1).
Si on prend pour les e´quations (I.2.31) la limite F → ∞, on remarque que les tangentes
disparaissent. On obtient donc :
4
√
C2 − α2
√
C2 − 1 = α(C2 − 2)2 (I.2.37)
dans laquelle l’exposant P a disparu. On remarque alors directement qu’e´leve´e au carre´, cette
expression est identique a` l’e´quation caracte´ristique des ondes de Rayleigh (I.2.24).
En conse´quence, la vitesse de toutes les ondes de Lamb tend vers la vitesse des ondes Rayleigh
lorsque le produit (fre´quence × e´paisseur) devient grand. Ce phe´nome`ne s’interpre`te tre`s bien : la
longueur d’onde λ diminuant avec la fre´quence, les deux interfaces de´finissant la plaque semblent
de plus en plus e´loigne´es par rapport a` l’e´chelle des me´canismes mis en jeu. En conse´quence, le
mouvement est confine´ en surface de la plaque ; l’information se de´place a` la vitesse des ondes
de Rayleigh.
On rappelle que l’on ne s’est inte´resse´ qu’au mouvement contenu dans un plan (e1, e3) per-
pendiculaire aux faces de la plaque. En effet, on a montre´ que la composante u2 du de´placement
est de´couple´e du proble`me ; toutefois, elle donne e´galement lieu a` la formation de modes ; on ne
les e´tudie pas ici, mais ils auront une importance notable lors de l’e´tude des plaques anisotropes,
dans lequel toutes les composantes du mouvement peuvent eˆtre couple´es.
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I.3 Guides d’onde
Cette section est consacre´e a` la formulation du proble`me de propagation des ondes planes
dans les guides d’onde plans et uniaxiaux. On se limite ici au cas des guides d’onde homoge`nes,
c’est a` dire qu’ils sont invariants suivant les directions suivant lesquelles les ondes peuvent se
propager.
En effet, de nombreux travaux travaux [68, 162] portent sur la mode´lisation de la propagation
des ondes planes dans les guides d’onde pe´riodiques, c’est a` dire compose´s d’une cellule unitaire
re´pe´te´e a` l’infini. Ces guides d’onde particuliers posse`dent un comportement particulier du a` leur
aspect pe´riodique ; notamment, la taille de la cellule impose une borne infe´rieure sur la longueur
d’onde d’e´tude. Le domaine en vecteur d’onde ainsi forme´ et borne´ ; on parle de domaine de
Brillouin [38].
Dans les cas e´tudie´s ici, supposer le guide d’onde homoge`ne revient a` conside´rer un guide
d’onde pe´riodique de pe´riode quelconque. En conse´quence, il n’y a pas de limitation the´orique
quant au nombre d’onde caracte´ristique des ondes que l’on cherche a` e´tudier.
On donne donc ici les deux formulations respectivement base´es sur les e´quations locales et
globales de la dynamique, pour le cas des guides d’onde plans (invariance selon deux directions)
et les guides d’onde uniaxiaux (invariance selon une direction). Ces formulations sont adapte´es
a` la classe de proble`mes que l’on cherche a` re´soudre dans ce travail : la propagation des ondes
planes dans les plaques composites et dans les poutres de section complexe.
I.3.1 Formulation forte
La formulation forte du proble`me de propagation des ondes planes dans les guides d’onde
consiste a` injecter la forme des champs donne´e en (I.1.1) dans les e´quations de la dynamique
(voir annexe A.1, expression (A.1.14)) ou leur e´quivalent utilisant le principe de correspondance
(annexe B.2, expression (B.2.5)).
I.3.1.1 Guides d’onde plans
Les guides d’onde plans que l’on conside`re ont une configuration mate´rielle invariante par
toute translation selon les directions du plan (e1, e2). La fonction de polarisation U est donc
fonction de x3 uniquement ; on rappelle la se´paration des variables utilise´e dans ce cas (I.1.1) :
z = x3 et y = [x1 x2].
Ces hypothe`ses permettent d’e´tudier la propagation des ondes dans les plaques multicouches.
On conside`re alors une plaque compose´e de N couches ; la nie`me couche est de´limite´e par ses
faces infe´rieure et supe´rieure, situe´es respectivement en xn−13 et xn3 . Dans chaque couche, les
proprie´te´s mate´riau sont suppose´es constantes : ∀x3 ∈ [xn−13 , xn3 ], C∼ (x3) = C∼ n. De la meˆme
fac¸on, on de´finit pour la nie`me couche les champs de de´placement un et de contrainte σn, dont
les versions ge´ne´ralise´es (associe´es a` l’e´criture des champs (I.1.7)) sont note´es Un et Σn.
On donne la relation entre les de´placements et les contraintes ge´ne´ralise´es :
Σnij =
(
Cnijk3
∂
∂x3
− i kγCnijkγ
)
Unk (I.3.1)
On formule alors le proble`me de la propagation des ondes dans les plaques multicouches, en
utilisant le principe de correspondance (annexe B.2, expression (B.2.5)).
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Definition I.3.1 (Formulation forte). La formulation forte du proble`me de la propagation
d’ondes planes dans une plaque compose´e de N couches homoge`nes met en jeu 3N e´quations
d’e´quilibre, 6(N − 1) e´quations de continuite´ et 6 e´quations aux limites :
E´quilibre dynamique : i = 1, . . . , 3 et n = 1, . . . , N(
Cni3k3
∂2
∂x23
− i kβ
(
Cniβk3 + Cni3kβ
) ∂
∂x3
− kαkβCniαkβ + ρω2δik
)
Unk = 0
Continuite´ : i = 1, . . . , 3 et n = 1, . . . , N − 1
Σni3(xn3 ) = Σn+1i3 (xn3 )
Uni (xn3 ) = Un+1i (xn3 )
Conditions aux limites : i = 1, . . . , 3
Σni3(x03) = T−i
Σni3(xN3 ) = T+i
(I.3.2)
(I.3.3)
(I.3.4)
ou` les vecteurs contrainte T− et T+ permettent de prendre en compte un e´ventuel effort applique´
sur les faces infe´rieures et supe´rieures par une onde plane incidente, transmise et/ou re´fle´chie.
Les e´quations d’e´quilibre (I.3.2) sont en fait e´quivalentes aux e´quations de Christoffel (I.2.4) ;
elles permettent de trouver une base sur laquelle de´velopper les fonctions de polarisation U.
Dans chaque couche, elles forment trois e´quations diffe´rentielles d’ordre 2. Cela donne donc lieu
a` six solutions propres de la forme (I.2.21) ; celles-ci sont parame´tre´es par les amplitudes an, ou`
n de´signe la couche. Finalement, les 6N amplitudes a sont de´termine´es a` l’aide des 6(N − 1)
conditions de continuite´ (I.3.3) et des 6 conditions aux limites (I.3.4).
Re´gime force´ Lorsque le guide d’onde est soumis a` des efforts exte´rieurs T± engendre´s par
l’arrive´e d’une onde incidente, la solution du proble`me ci-dessus correspond a` la re´ponse de la
plaque a` cette onde. Ce proble`me peut se re´soudre de la fac¸on suivante :
1. choix de la pulsation ω et des composantes planes (k1, k2) du vecteur d’onde k.
2. calcul des 6N valeurs et vecteurs propres (kn3,i,pni ) a` partir des e´quations d’e´quilibre
dynamique
3. construction d’un syste`me line´aire base´ sur les 6N amplitudes a et inversion
4. reconstruction de la fonction de polarisation U
Modes guide´s Lorsque les efforts exte´rieurs T± sont nuls, les interfaces sont libres. Le pro-
ble`me ci-dessus devient donc un proble`me homoge`ne ; on cherche alors les solutions non-triviales
de celui-ci (c’est a` dire associe´es a` des fonctions de polarisations U non nulles). La re´solution
de ce proble`me est bien plus complexe : en effet, la non-line´arite´ en k et ω du syste`me forme´
a` partir des e´quations aux limites homoge`nes impose l’utilisation de me´thodes de recherche de
solutions dont les re´sultats de´pendent de l’initialisation et du conditionnement du proble`me.
La formulation forte n’est donc pas utilise´e dans ce travail pour le recherche ope´ration-
nelle des modes d’onde guide´es. Toutefois, quelques me´thodes de re´solution propose´es dans la
litte´rature et base´es sur cette formulation sont donne´es a` titre indicatif a` la section I.5.
52 Chapitre I. Propagation des ondes planes dans les structures viscoe´lastiques e´lance´es
I.3.1.2 Guides d’onde uniaxiaux
On aborde maintenant le cas des guides d’onde uniaxiaux. On conside`re le cas ou` la section
repre´sentative est invariante selon une translation d’un vecteur coline´aire a` e3 ; on rappelle le
choix pris pour la se´paration des variables d’espace (I.1.1) : z = [x1 x2] et y = x3. Le champ de
de´placement est donc postule´ sous la forme suivante :
u(x, t) = U(x1, x2) ei(ω t−kx3) (I.3.5)
ce qui permet de donner la forme des contraintes :
Σij =
(
Cijkα
∂
∂xα
− i kCijk3
)
Uk (I.3.6)
Definition I.3.2 (Formulation forte). Soit un guide d’onde uniaxial dont la section surfacique
caracte´ristique Ω a pour normale e3 et contour ∂Ω. La propagation d’une onde plane de nombre
d’onde k a` travers ce guide est re´gie par les e´quations suivantes :
E´quilibre dynamique : i = 1, . . . , 3 ∀x = [x1, x2] ∈ Ω(
Ciαkβ(x)
∂2
∂xα∂xβ
− i k
(
Ci3kβ(x) + Ciβk3(x)
) ∂
∂xβ
− k2 Ci3k3(x) + ρ(x)ω2δik
)
Uk(x) = 0
Conditions aux limites : i = 1, . . . , 3 ∀x = [x1, x2] ∈ ∂Ω
Σij(x) · n(x) = T(x)
De nouveau, la re´solution du proble`me se fait pour un nombre d’onde k et une pulsation ω
fixe´s. Toutefois, cette formulation, par son aspect bidimensionnel, est plus complexe a` re´soudre
que le proble`me des guides d’onde plans (I.3.2). Les e´quations a` re´soudre comportent en effet des
de´rive´es partielles dans deux directions ; l’e´quation d’e´quilibre posse`de une infinite´ de solutions
e´le´mentaires (contre 6 dans le cas des guides d’onde plans), qu’il faut utiliser pour re´soudre le
proble`me aux limites.
En conse´quence, on de´veloppe pas ici les me´thodes de re´solutions base´es sur la formulation
forte du proble`me de propagation dans les guides d’onde uniaxiaux. On re´soudra ce proble`me
graˆce a` sa formulation faible dans la section suivante.
Pour le cas des sections Ω rectangulaires, on peut tout de meˆme noter que des solutions ont
e´te´ propose´es [109]. Il est notamment montre´ que 4 modes seulement sont propagatifs en basse
fre´quence ; par vitesse croissante : deux modes de flexion, un mode de torsion et un mode de
compression. En haute fre´quence, les ondes se confinent au niveau des surfaces, puis des arreˆtes
du guide d’onde.
I.3.2 Formulation faible
Les de´veloppements qui suivent explicitent la forme globale des e´quations re´gissant la pro-
pagation des ondes planes dans les guides d’onde.
On rappelle le postulat de base (I.1.6) sur la forme des champs, ici en notation de Voigt
(voir annexe B.1, expression (B.1.1)), exprime´s dans l’espace de Fourier et auxquels on ajoute
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explicitement la de´pendance en k :
u(y, z, ω,k) = U(z, ω,k) e− ik·y (I.3.7)
σ(y, z, ω,k) = Σ(z, ω,k) e− ik·y (I.3.8)
ε(y, z, ω,k) = E(z, ω,k) e− ik·y (I.3.9)
Les contraintes et de´formations ge´ne´ralise´es Σ et E sont lie´es par la relation de comportement :
Σ(z, ω,k) = C(z, ω) · E(z, ω,k) (I.3.10)
ou` C est le tenseur ope´rationnel complexe de´crivant le comportement viscoe´lastique des mate´-
riaux (voir annexe B.2, expression (B.2.9)). Les e´quations cine´matiques relient les de´placements
ge´ne´ralise´s U aux de´formations ge´ne´ralise´es :
E(z, ω,k) = G(z,k)U(z, ω,k) (I.3.11)
ou` la matrice G exprime les diffe´rentes de´rive´es partielles du de´placement qui composent les
composantes du vecteur des de´formations. La forme de cette matrice e´tant de´pendante du choix
des coordonne´es y et z, elle sera explicite´e plus tard.
Le principe des travaux virtuels utilisant le principe de correspondance (annexe B.2, expres-
sion (A.1.22)) permet d’e´crire :
∫
HU∗HGCGU dΩ− ω2
∫
ρHU∗U dΩ = 0 (I.3.12)
ou` Ω de´crit le domaine parcouru par les variables z (on a d’ailleurs omis la de´pendance des dif-
fe´rentes inte´grandes en z dans l’expression ci-dessus). L’utilisation d’un parame´trage ge´ne´ralise´
permet finalement de discre´tiser l’e´quation obtenue, qui devient alors un proble`me aux valeurs
propres de dimension finie.
Definition I.3.3 (Formulation faible). Soit un guide d’onde homoge`ne dans les directions y
et dont la section caracte´ristique est de´crite par le domaine z ∈ Ω. Alors la recherche des
fonctions de polarisation U et des pulsations ω et vecteurs d’onde k associe´s consiste a` re´soudre
le proble`me aux valeurs propres suivant :
(
K(ω,k)− ω2M
)
q(ω,k) = 0 (I.3.13)
ou` on a utilise´ la projection U(z, ω,k) = N(z)q(ω,k) pour discre´tiser le proble`me (voir annexe
A.2 sur les me´thodes de discre´tisation, expression (A.2.3)). Les ope´rateurs de masse et de
raideur ge´ne´ralise´es sont de la forme suivante :
M =
∫
Ω
ρ(z)HN(z)N(z) dΩ (I.3.14)
K(ω,k) =
∫
Ω
HB(z,k)C(z, ω)B(z,k) dΩ (I.3.15)
avec B(z,k) = G(z,k)N(z) (I.3.11).
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La re´solution du proble`me de propagation des ondes planes dans les guides d’onde visco-
e´lastiques consiste donc a` chercher les valeurs propres du syste`me ci-dessus. Formule´ tel quel,
il est ne´cessaire de fixer k. Les valeurs propres ωi ainsi obtenues correspondent aux pulsations
propres des ondes planes solutions, dont la fonction de polarisation est telle que :
U(z, ωi,k) = N(z)qi(k) (I.3.16)
Dans les paragraphes qui suivent, on spe´cifie la formulation qui vient d’eˆtre faite dans le cas
des guides d’onde plans, puis des guides d’onde uniaxiaux.
I.3.2.1 Guides d’onde plans
On s’inte´resse aux guides d’onde plans invariants par toute translation selon les directions du
plan (e1, e2). On rappelle le choix des variables d’espaces choisies dans ce cas pour parame´trer
la fonction de polarisation et le vecteur d’onde :
z = x3 et y = [x1, x2] (I.3.17)
En conse´quence, la section caracte´ristique du guide d’onde est le domaine Ω repre´sente´ par un
segment x3 ∈ [x−3 , x+3 ].
La matrice G dont on s’est servi pour exprimer les de´formations ge´ne´ralise´es (I.3.11) prend
la forme qui suit :
G(x3,k) =

− i k1 0 0
0 − i k2 0
0 0 ∂
∂x3
0 ∂
∂x3 − i k2
∂
∂x3 0 − i k1− i k2 − i k1 0

(I.3.18)
Cette formulation est utilise´e pour formuler un sche´ma de re´solution par e´le´ments finis en
section I.5. Ce sche´ma est adapte´ a` la recherche des modes guide´s dans des plaques multicouches
dont les mate´riaux constitutifs sont monocliniques et viscoe´lastiques.
I.3.2.2 Guides d’onde uniaxiaux
Le proble`me de la propagation des ondes planes dans les guides d’onde uniaxiaux implique
un vecteur d’onde scalaire (sous la forme d’un nombre d’onde k). On rappelle le choix des
variables d’espace dans le cas du guide d’onde uniaxial :
z = [x1, x2] et y = x3 (I.3.19)
La section caracte´ristique du guide d’onde est donc une surface Ω de contour ∂Ω et de normale
e3.
La matrice G qui permet d’exprimer les de´formations ge´ne´ralise´es (I.3.11) est de la forme :
G(z, k) =

∂
∂x1 0 0
0 ∂
∂x2 0
0 0 − i k
0 − i k ∂
∂x2− i k 0 ∂
∂x1
∂
∂x2
∂
∂x1 0

(I.3.20)
I.3. Guides d’onde 55
Cette formulation est e´galement utilise´e pour de´river un sche´ma de re´solution par e´le´ments
finis en section I.5. Ce sche´ma est adapte´ a` la recherche des modes guide´s dans des poutres de
section quelconque, compose´es de mate´riaux orthotropes et viscoe´lastiques.
I.3.3 Prise en compte du couplage acoustique
On donne ici la manie`re de mode´liser le couplage acoustique qui se caracte´rise au niveau
du contour du guide d’onde, lorsque celui-ci est plonge´ dans l’air (ou dans un gaz en ge´ne´ral).
Sur la base de l’e´quation d’Euler line´arise´e, on introduit le couplage fluide-structure, exprime´
comme un terme de forc¸age dans le principe des travaux virtuels. On de´finit alors l’impe´dance
de rayonnement, qui mode´lise les effets de masse et dissipation ajoute´es par le couplage du
guide d’onde avec l’air.
I.3.3.1 Re´gime force´
De manie`re ge´ne´rale, on peut introduire un couplage au niveau du contour ∂Ω de la section
du guide d’onde, repre´sente´ par une densite´ d’efforts t. On peut alors e´crire le principe des
travaux virtuels dans sa version ge´ne´ralise´e (I.3.12) avec un second membre :
∫
Ω
HU∗HGCGU dΩ− ω2
∫
Ω
ρ HU∗U dΩ =
∫
∂Ω
HU∗T dS (I.3.21)
ou` on a pose´ la forme des efforts t(z,y, ω,k) = T(z, ω,k) e− ik·y.
Definition I.3.4 (Re´gime force´). La discre´tisation de l’e´quation (I.3.21) me`ne a` la formulation
du syste`me d’e´quations suivant :
(
K(ω,k)− ω2M
)
q(ω,k) = f(ω,k) (I.3.22)
avec le vecteur des efforts ge´ne´ralise´s :
f(ω,k) =
∫
∂Ω
HN(z)T(z, ω,k) dS (I.3.23)
et les ope´rateurs de masse et raideur ge´ne´ralise´es M et K de´finis en (I.3.14) et (I.3.15).
La re´solution du syste`me (I.3.22) permet d’aborder, comme dans le cas de la formulation
forte, la proble´matique de la propagation des ondes en re´gime force´. Les me´thodes de caracte´ri-
sation des mate´riaux base´es sur la mesure de coefficients de transmission et de re´flection d’une
onde incidente se servent de cette formulation [48].
I.3.3.2 Couplage acoustique
On conside`re un guide d’onde de section Ω plonge´ dans un volume d’air infini. L’e´quation
d’onde, portant sur les de´rive´es partielles du champ de pression acoustique p, s’exprime comme
suit :
∇2p(x, ω) + k2a p¨(x, t) = 0 (I.3.24)
ou` ka = ω/ca est le nombre d’onde dans l’air.
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On donne ensuite l’e´quation d’Euler line´arise´e, qui re´git la de´pendance du champ de pression
p et du champ de de´placement des particules d’air ua :
ρa u¨a(x, ω) +
∂p(x, ω)
∂x = 0 (I.3.25)
Les conditions de couplage au niveau de la frontie`re du guide d’onde ∂Ω concernent (1) la
continuite´ des efforts ; (2) la continuite´ des de´placements normaux ; soit ∀z ∈ ∂Ω :
t(z,y, ω) = p(z,y, ω)n(z) (I.3.26)
u(z,y, ω) · n(z) = ua(z,y, ω) · n(z) (I.3.27)
ou` n est la normale entrante au contour. Puisque le volume d’air entourant le guide d’onde
s’e´tend a` l’infini, le champ de pression doit respecter la condition de Sommerfeld (ou de non-
re´flexion) ; celle-ci sera explicite´ plus tard.
En injectant la forme en onde plane :
ua(z,y, ω,k) = Ua(z, ω,k) e− ik·y (I.3.28)
p(z,y, ω,k) = P (z, ω,k) e− ik·y (I.3.29)
on obtient les e´quations a` re´soudre dans le domaine entourant le guide d’onde.
Definition I.3.5 (Proble`me d’acoustique associe´). Les e´quations qui re´gissent les champs
acoustiques autour du guide d’onde sont :
E´quilibre : ∀z 6∈ Ω(
∂2
∂z2 − kαkα + k
2
a
)
P = 0
Continuite´ : ∀z ∈ ∂Ω
T = P n
ρaω
2U · n = ∂P
∂z · n
(I.3.30)
(I.3.31)
(I.3.32)
ou` on a omit la de´pendance des diffe´rents champs en z, ω et k.
On a utilise´ dans ce qui pre´ce`de la vitesse du son ca ainsi que la masse volumique de l’air ρa.
Ces grandeurs sont, dans ce travail, conside´re´es inde´pendantes de la fre´quence. Toutefois, elles
sont de´pendantes de la tempe´rature et le la pression ambiantes. On donne ici a` titre indicatif
les formules approche´es donnant, a` pression atmosphe´rique, leur de´pendance a` la tempe´rature
T :
ρa = 1.292
273.15
T
ca = 20.05
√
T
(I.3.33)
(I.3.34)
ou` T est exprime´e en Kelvins. Pour une tempe´rature de 20◦C, on a ρa = 1.204 kg/m3 et
ca = 343.3 m/s.
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Il est donc ne´cessaire de re´soudre les e´quations pre´ce´dentes dans le domaine infini entourant
le guide d’onde. Les conditions de continuite´ couplent alors le mouvement des particules d’air
au mouvement du guide d’onde.
Dans le cas ge´ne´ral, la re´solution de ce type de proble`me par e´le´ments finis est complexe.
Des solutions utilisant des e´le´ments finis de frontie`re (BEM ) ont e´te´ propose´es [138], mais leur
imple´mentation sort du cadre de ce travail.
I.3.3.3 Cas du guide d’onde plan
On se restreint donc ici au cas du guide d’onde plan (z = x3 et y = [x1, x2]). Les champs
acoustiques s’e´crivent en conse´quence :
p(x, ω,k) = P (x3,k) e− ik·y (I.3.35)
ua(x, ω,k) = Ua(x3, ω,k) e− ik·y (I.3.36)
L’injection des e´quations ci-dessus dans l’e´quation d’onde (I.3.24) permet d’obtenir la forme
ge´ne´rale du champ de pression :
∂2P
∂x23
+ (k2a − kαkα)P = 0 ⇒ P = P1 ei k
a
3 x3 +P2 e− i k
a
3 x3 (I.3.37)
avec ka3 =
√
k2a − kαkα ; les amplitudes Pi sont pour l’instant inconnues.
Sur la face supe´rieure, la condition de Sommerfeld interdit l’arrive´e d’une onde depuis +∞ ;
en conse´quence, le terme P1 est nul sur le domaine x3 > x+3 . La meˆme remarque sur la face
infe´rieure (pas d’onde venant de −∞) annule le terme P2 sur le domaine x3 6 x−3 . On obtient
finalement les deux champs de pression acoustique de part et d’autre du guide d’onde :
∀x3 6 x−3 , P (x3) = P− ei k
a
3 (x3−x−3 ) (I.3.38)
∀x3 > x+3 , P (x3) = P+ e− i k
a
3 (x3−x+3 ) (I.3.39)
ou` on a pose´ P− = P 1 ei ka3 x−3 et P+ = P 2 e− i ka3 x+3 .
Remarque I.3.1. On a choisit ici ka3 comme la racine re´elle positive de k2a − kαkα. Toutefois, on
remarque que lorsque ‖k‖ > ka, la racine devient imaginaire. Dans ce cas, pour satisfaire a` la
condition de Sommerfeld, on choisit ka3 comme la racine imaginaire ne´gative ; cela nous assure
que les champs acoustiques soient nuls a` l’infini. Pour re´sumer :
ka3(ω,k) =

√
ω2/c2a − kαkα ‖k‖ 6 ω/ca
− i
√
kαkα − ω2/c2a ‖k‖ > ω/ca
(I.3.40)
A l’aide des deux conditions de continuite´, on peut donner la relation entre le de´placement
et l’effort normaux au niveau des faces :
T3(x−3 ) = P− = − i
ρaω
2
ka3
U3(x−3 ) (I.3.41)
T3(x+3 ) = −P+ = − i
ρaω
2
ka3
U3(x+3 ) (I.3.42)
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Definition I.3.6 (Impe´dance de rayonnement). On de´finit l’impe´dance de rayonnement Z
comme la fonction qui relie la vitesse normale iωU3 et les efforts de pression T au niveau des
interfaces sur lesquelles le couplage acoustique a lieu :
Z(ω,k) = − T3(ω,k)
iωU3(ω,k)
= ρa
ω
ka3(ω,k)
= ZR(ω,k) + iZI(ω,k) (I.3.43)
ou` les termes ZR et ZI sont strictement positifs (conse´quence de la de´finition de ka3 (I.3.40)).
Si on re´e´crit le second membre du PTV (I.3.21) :∫
∂Ω
HU∗(ω,k)T(ω,k) = ω (ZI(ω,k)− iZR(ω,k))
(∗U∗3(x−3 , ω,k)) U3(x−3 , ω,k))
+∗U∗3(x+3 , ω,k)) U3(x+3 , ω,k))
) (I.3.44)
on obtient le vecteur des forces ge´ne´ralise´es (I.3.44) :
f(ω,k) = ω (ZI(ω,k)− iZR(ω,k)) HJq (I.3.45)
ou` J est une matrice qui contient les fonctions de base N3(z) correspondantes aux degre´s
de liberte´ q lie´s a` la composante U3 du de´placement, e´value´es sur les surfaces infe´rieure et
supe´rieure :
J = N3(x+3 ) + N3(x−3 ) (I.3.46)
Par construction, cette matrice est singulie`re (la plupart de ses colonnes sont remplies de ze´ros).
En injectant la forme de f ci-dessus dans les e´quations re´gissant le mouvement du guide
d’onde en re´gime force´ (I.3.21), on obtient le proble`me a` re´soudre comme suit.
Definition I.3.7 (Proble`me couple´). La proble`me de la recherche des modes d’onde guide´es
dans les guides d’onde plans couple´s acoustiquement se met sous la forme :
(
K(ω,k) + ω (iZR(ω,k)− ZI(ω,k)) HJ− ω2M
)
q(ω,k) = 0 (I.3.47)
qui, au vu de l’expression de l’impe´dance de rayonnement Z (I.3.43), est un proble`me aux
valeurs propres non-line´aire en k et ω.
Effets du couplage sur la dispersion des ondes On remarque sur l’e´quation (I.3.47) que
la partie imaginaire de l’impe´dance de rayonnement repre´sente un effet de masse ajoute´e, tandis
que la partie re´elle repre´sente un potentiel dissipatif.
Il possible d’exprimer l’impe´dance de rayonnement Z (I.3.43) en fonction de la vitesse du
son dans l’air ca et la vitesse de phase c = ω/‖k‖ (I.1.15) d’une onde se propageant dans le
guide d’onde ; a` partir de l’expression de ka3 (I.3.40), on a :
Z(ω, ω
c
np) =

i ρa
ca c√
c2a − c2
c < ca
ρa
ca c√
c2 − c2a
c > ca
(I.3.48)
ou` np de´note la direction de propagation des ondes (I.1.10).
On distingue alors trois re´gimes diffe´rents, a` partir de l’expression de Z ci-dessus, de l’ex-
pression du nombre d’onde normal dans l’air ka3 et de l’e´quation (I.3.47) donnant le proble`me
aux valeurs propres a` re´soudre :
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— c < ca soit ‖k‖ > ω/ca : ka3 est imaginaire pur. En conse´quence, le champ de pression
est e´vanescent et reste confine´ pre`s du guide d’onde. L’impe´dance est alors imaginaire,
repre´sentant un effet de masse ajoute´e par la mise en mouvement de la couche d’air proche
du guide d’onde.
— c > ca soit ‖k‖ < ω/ca ; alors le champ de pression rayonne´ par le guide d’onde est une
onde plane qui se propage a` l’infini. L’impe´dance Z est re´elle, le rayonnement acoustique
entraˆıne donc un effet dissipatif : la puissance acoustique rayonne´e est perdue par le
syste`me.
— c = ca : l’impe´dance est infinie ; le couplage est maximum et toute l’e´nergie du guide
d’onde est perdue dans le rayonnement acoustique. On parle de re´gime critique.
Lorsque la vitesse des ondes ne de´pend pas de leur direction de propagation, la fre´quence a`
laquelle la vitesse de phase c des ondes de flexion (mode de Lamb A0, majoritairement respon-
sable du rayonnement acoustique en basse fre´quence) et la vitesse du son dans ca co¨ıncident ne
de´pend e´galement pas de la direction de propagation. Cette fre´quence est donc naturellement
appele´e fre´quence de co¨ıncidence ou fre´quence critique.
Solution particulie`re du syste`me couple´ On a vu que lorsque c → ca, l’impe´dance de
rayonnement Z tend vers une valeur infinie. Le terme lie´ au couplage acoustique dans l’e´quation
(I.3.47) est dans ce cas pre´ponde´rant ; on peut alors re´e´crire cette e´quation en ne´gligeant les
autres termes : [
ω
(
iZR(ω,
ω
c
np)− ZI(ω, ω
c
np)
)
HJ
]
q(ω, ω
c
np) c→ca= 0 (I.3.49)
Or, comme mentionne´ plus haut, la matrice J est singulie`re, soit det
[
HJ
]
= 0. La limite pre´-
ce´dente est donc ve´rifie´e ∀ω ; en conse´quence, k = (ω/ca)np est solution du proble`me, quelque
soit la fre´quence.
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I.4 Fre´quence de coupure des modes d’ordre supe´rieur
On formule ici le calcul analytique de la fre´quence de coupure des modes d’ordre supe´rieur
caracte´ristiques d’une plaque, observe´s par Lamb. La proble`me est pose´ pour les plaques stra-
tifie´es dont les mate´riaux constitutifs sont monocliniques. La solution analytique associe´e aux
plaques homoge`nes orthotropes et plaques sandwiches orthotropes est donne´e.
La fre´quence de coupure d’un mode d’ordre supe´rieur correspond au moment auquel celui-
ci passe d’un re´gime e´vanescent (vecteur d’onde purement imaginaire) a` un re´gime propagatif
(vecteur d’onde re´el pur) ; cette fre´quence est donc caracte´rise´e par un vecteur d’onde nul k = 0.
A cette fre´quence particulie`re, la longueur d’onde λ = 2pi/‖k‖ est infinie : la plaque est anime´e
d’un mouvement uniforme dans son plan.
Cette fre´quence particulie`re est caracte´rise´e par une vitesse de groupe nulle cg = ∂ω/∂k = 0 ;
en effet, la loi de dispersion k = f(ω) est caracte´rise´e a` cette fre´quence par une asymptote verti-
cale (voir figure I.4). En conse´quence, l’information me´canique lie´e a` ces ondes est comple`tement
stationnaire.
Comme la longueur d’onde, la vitesse de phase cφ = ω/k associe´e au mode a` sa fre´quence
de coupure est e´galement infinie. En conse´quence, ces ondes ne peuvent en re´alite´ pas exister ;
elles apparaissent toutefois comme des solutions du proble`me de propagation des ondes planes
a` cause du caracte`re infini de la structure suppose´ pour la formulation de celui-ci.
Cependant, la longueur d’onde comme la vitesse de phase prennent des valeurs finies aux
fre´quences autour de cette fre´quence de coupure, et les modes associe´s peuvent tout a` fait eˆtre
observe´s dans un cadre expe´rimental. De plus, on verra que ces fre´quences particulie`res peuvent
eˆtre utilise´es pour caler les parame`tres d’un mode`le de plaque (voir chapitre II).
I.4.1 Formulation
L’hypothe`se d’un vecteur d’onde k nul entraˆıne la nullite´ des de´rive´es partielles dans le
plan :
∂
∂xα
= 0 (I.4.1)
En conse´quence, le champ de de´formation est de la forme :
εαβ = 0 (I.4.2)
2εα3 = uα,3 (I.4.3)
ε33 = u3,3 (I.4.4)
Les mate´riaux composant la plaque sont conside´re´s monocliniques (voir annexe B.1, expression
(B.1.16)) ; le champ de contraintes devient donc :
σαβ = Cαβ33ε33 = Cαβ33 u3,3 (I.4.5)
σα3 = 2Cα3β3εβ3 = Cα3β3 uβ,3 (I.4.6)
σ33 = Cαβ33ε33 = Cαβ33 u3,3 (I.4.7)
Les de´rive´es spatiales dans le plan e´tant nulles, les e´quations d’e´quilibre se re´duisent, en re´gime
harmonique permanent, a` l’expression suivante :
σi3,3 + ρω2 ui = 0 (I.4.8)
La mise en relation des e´quations ci-dessus permet d’aboutir a` la formulation du proble`me
suivant.
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Definition I.4.1 (E´quations du proble`me). Les fre´quences de coupure f = 2piω associe´es aux
modes d’ordre supe´rieur dans une plaque compose´e de N couches monocliniques homoge`nes
sont les solutions du proble`me suivant :
3N e´quations du mouvement, x3 ∈ [zn−1, zn] :
Cnα3β3 unβ,33 − ρnω2 unα = 0
Cn3333 un3,33 − ρnω2 un3 = 0
6(N − 1) e´quations de continuite´, x3 = zn :
Cnα3β3 unβ,3 = Cn+1α3β3 un+1β,3
Cn3333 un3,3 = Cn+13333 un+13,3
uni,3 = un+1i,3
6 conditions aux limites :
C1α3β3 u1β,3(z0) = C13333 u13,3(z0) = 0
CNα3β3 uNβ,3(zN) = CN3333 uN3,3(zN) = 0
(I.4.9)
(I.4.10)
(I.4.11)
(I.4.12)
(I.4.13)
(I.4.14)
(I.4.15)
ou` les positions des N + 1 interfaces sont note´es zn.
On remarque que seules les proprie´te´s hors-plan (compression C3333 et cisaillement Cα3β3)
des mate´riaux entrent en compte dans le proble`me. Les e´quations portant sur la troisie`me
composante du de´placement u3 sont e´galement de´couple´es des autres e´quations.
I.4.2 Re´solution dans le cas orthotrope
On s’inte´resse dans ce qui suit a` donner les e´quations caracte´ristiques permettant de de´-
terminer les fre´quences de coupure de fac¸on analytique. Pour cela, on se limite a` partir de
maintenant au cas de mate´riaux orthotropes ; en conse´quence, les composantes de couplage en
cisaillement transverse sont nulles (pour α 6= β, Cα3β3 = 0).
Le proble`me ci-dessus devient alors un syste`me diffe´rentiel diagonal : toutes les e´quations du
mouvement sont de´couple´es, et les conditions aux interfaces n’introduisent pas de couplage. De
plus, on remarque que le proble`me est identique pour toutes les composantes du de´placement
ui.
Dans chaque couche, la re´solution des e´quations du mouvement homoge`nes donnent la forme
du de´placement un suivante :
uni = ai1,n ei k
n
i3 x3 +ai2,n e− i k
n
i3 x3 (I.4.16)
ou` kni3 = ω/cni3, avec cni3 =
√
Cni3i3/ρn la vitesse de cisaillement e´le´mentaire dans la couche n
(voir (I.2.9)).
Les 2N amplitudes ain =
>[ai1,n ai2,n] sont de´termine´es par les 2N conditions aux limites
associe´es a` la iie`me composante du de´placement. On pose alors qin,p et win,p les vecteurs respec-
tivement associe´s aux contraintes et en de´placements dans la couche n au niveau de la pie`me
interface, tels que :
>qin,pain = σni3(zp) et
>win,pain = uni (zp). Ces vecteurs sont de la forme :
>qin,p =
[
i kni3 Cni3i3 ei k
n
i3 zp − i kni3 Cni3i3 e− i kni3 zp
]
(I.4.17)
>win,p =
[
ei kni3 zp e− i kni3 zp
]
(I.4.18)
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Les 2N conditions aux limites sont alors utilise´es pour former le syste`me suivant :
>Xiai = 0 (I.4.19)
>ai = [>ai1 . . .
>
aiN ]
Xi =

qi1,0 wi1,1 qi1,1
wi2,1 qi2,1 wi2,2 qi2,2
. . . . . . . . . . . .
wiN−1,N−2 qiN−1,N−2 wiN−1,N−1 qiN−1,N−1
wiN,N−1 qiN,N−1 qiN,N

Les fre´quences de coupure f = 2piω sont finalement recherche´es comme les fre´quences qui
annulent le de´terminant de Xi. La recherche ope´rationnelle de ces racines, pour des plaques
stratifie´es quelconques, est toutefois complexe ; la matrice Xi de´pend en effet non line´airement
de la pulsation ω (termes exponentiels).
On donne dans ce qui suit le re´sultat analytique correspondant aux cas e´le´mentaires d’une
plaque homoge`ne et d’un sandwich syme´trique.
I.4.3 Plaque homoge`ne
Dans le cas de la plaque homoge`ne N = 1 d’e´paisseur h, seules 2 conditions aux limites
doivent eˆtre respecte´es (faces supe´rieure et infe´rieure libre). Le syste`me du type (I.4.19) forme´
par celles ci devient : [
ei ki3 h/2 − e− i ki3 h/2
− e− i ki3 h/2 ei ki3 h/2
] [
a1
a2
]
=
[
0
0
]
(I.4.20)
L’annulation du de´terminant de la matrice caracte´ristique impose :
sin(ki3h) = 0 (I.4.21)
Ce qui, sachant ki3 = ω/ci3, permet de de´duire les fre´quences de coupure.
Proposition I.4.1 (Plaques homoge`nes). Dans une plaque homoge`ne d’e´paisseur h compose´e
d’un mate´riau orthotrope, la fre´quence f in de coupure du n
ie`me mode d’ordre supe´rieur associe´
a` la iie`me composante du de´placement ui s’exprime comme suit :
f in =
n
2h ci3 (I.4.22)
ou` ci3 est la vitesse de phase associe´e aux ondes e´le´mentaires dans le mate´riau conside´re´ infini
(voir de´finition I.2.2).
Remarque I.4.1. Dans le cas du mate´riau isotrope, on retrouve bien le re´sultat Fn = fn×h/c =
n/2 (e´quations I.2.35 et I.2.36) donne´ par les e´quations de Lamb (I.2.31).
I.4.4 Plaque sandwich syme´trique
On conside`re maintenant le cas d’une plaque sandwich syme´trique, compose´e de mate´riaux
orthotropes. Un sche´ma de ce type de plaque est repre´sente´ sur la figure I.5. Typiquement,
un sandwich est compose´ de deux peaux raides et minces d’e´paisseur hp (aluminium, renfort
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z0
za
zp
−za
−zp
peau sup.
peau sup.
aˆme
x3
hp
hp
ha
Figure I.5 – Vue sche´matique d’une structure sandwich syme´trique.
fibreux, etc.), et d’un cœur (ou aˆme) d’e´paisseur ha ; celle-ci est constitue´e d’un mate´riau
souple (mousse, nid d’abeille). Les interfaces peaux/aˆme et peaux/vide sont respectivement
note´es za = ha/2 et zp = h/2 = ha/2 + hp. Le mate´riau d’aˆme est en re`gle ge´ne´rale choisi
beaucoup plus le´ger et souple que le mate´riau des peaux.
Les structures sandwiches sont des plaques composites tre`s appre´cie´es pour leur raideur spe´-
cifique en flexion tre`s e´leve´e (elle est pilote´e par la raideur des peaux). Toutefois, ces structures
sont tre`s sujettes au cisaillement transverse dans l’aˆme, dont les effets sont influents, lorsque la
longueur d’onde diminue, plus vite que dans le cas des plaques homoge`nes. Ces effets entraˆınent
une perte de raideur apparente ainsi qu’une augmentation de l’amortissement e´quivalent.
La prise en compte des effets du cisaillement transverse dans les mode`les re´duits de plaque
n’est pas toujours aise´e. Il est peut donc eˆtre inte´ressant de disposer d’un indicateur, permettant
de quantifier l’impact de l’inhomoge´ne´ite´ des proprie´te´s me´caniques dans l’e´paisseur sur la rai-
deur e´quivalente en cisaillement transverse de la plaque. On propose donc ici comme indicateur
la fre´quence de coupure des modes d’ordre supe´rieur associe´s a` ces effets.
La structure e´tant syme´trique, on peut diviser les modes guide´s en deux cate´gories : les
modes syme´triques et les modes antisyme´triques. Cette cate´gorisation pre´sente l’avantage de
re´duire la taille du syste`me d’e´quations a` re´soudre (I.4.19) en diminuant le nombre de conditions
aux interfaces a` respecter. En effet, seule la moitie´ de la structure peut eˆtre prise en compte,
en ajoutant une condition supple´mentaire sur la fibre neutre (en x3 = z0 = 0). De plus, deux
e´quations caracte´ristiques inde´pendantes sont obtenues, permettant de donner les fre´quences
de coupure lie´es a` chaque type de mode inde´pendamment.
I.4.4.1 Modes syme´triques
Les modes syme´triques sont caracte´rise´s par une de´rive´e du champ de de´placement nulle au
niveau de la fibre neutre ; en conse´quence, les e´quations aux interfaces a` respecter sont :
face supe´rieure libre : Cai3i3 u
p
i,3(zp) = 0 (I.4.23)
continuite´ peau/aˆme : Cpi3i3 u
p
i,3(za) = Cai3i3 uai,3(za) (I.4.24)
upi (za) = uai (za) (I.4.25)
syme´trie : uai,3(z0) = 0 (I.4.26)
ou` up et ua sont les champs de de´placement dans la peau supe´rieure et l’aˆme.
64 Chapitre I. Propagation des ondes planes dans les structures viscoe´lastiques e´lance´es
En utilisant le formalisme introduit aux e´quations (I.4.19), les solutions des e´quations ci-
dessus, exprime´es sur la composante ui du de´placement, annulent le de´terminant de la matrice
Xisym de taille 4× 4 suivante :
Xisym =
[
qip,p wip,a qip,a
wia,a qia,a qia,0
]
(I.4.27)
L’annulation du de´terminant de cette matrice permet de de´river l’e´quation caracte´ristique a`
re´soudre pour trouver les fre´quences de coupure des modes d’ordre supe´rieur syme´triques.
Proposition I.4.2 (Plaques sandwiches, modes syme´triques). Les fre´quences de coupure f =
2piω des modes d’ordre supe´rieurs syme´triques caracte´ristiques d’une plaque sandwich ortho-
trope et associe´s a` la composante ui du de´placement sont donne´es par l’e´quation caracte´ristique
suivante :
tan
(
ω
ha
2cai3
)
= −
(
cpi3ρp
cai3ρa
)
tan
(
ω
hp
cpi3
)
(I.4.28)
ou` les cai3 et c
p
i3 sont les vitesses de phase associe´es aux ondes e´le´mentaires dans l’aˆme et les
peaux (voir de´finition I.2.2).
Les peaux d’une plaque sandwich sont en ge´ne´ral choisies plus minces, raides et denses
que l’aˆme. En conse´quence, on a ha/c
a
i3  hp/cpi3. On peut alors conside´rer, pour les premiers
modes syme´triques, que ωhp/c
p
i3  pi/2. La tangente associe´e au terme de droite prend donc
des valeurs tre`s faibles. En conse´quence, on peut conside´rer a` l’ordre dominant que le membre
de droite est proche de ze´ro, ce qui implique ωnha/(2cai3) = npi+. On line´arise alors la tangente
associe´e au terme de droite autour de 0 et celle associe´e au terme de gauche autour de npi :
tan
(
ωn
hp
cpi3
)
≈ ωn hp
cpi3
(I.4.29)
tan
(
ωn
ha
2cai3
− npi
)
≈ ωn ha2cai3
− npi (I.4.30)
Ce qui permet de de´duire le re´sultat approximatif suivant.
Proposition I.4.3. La fre´quence de coupure f in associe´e au n
ie`me mode syme´trique caracte´ris-
tique d’une plaque sandwich peut eˆtre approxime´e par l’expression suivante, lorsque l’e´paisseur
des peaux hp est faible :
f in ≈
ncai3
ha
(
2hpρp
haρa
+ 1
)−1
(I.4.31)
On remarque qu’au premier ordre, la fre´quence de coupure des modes syme´triques d’une
plaque sandwich correspond a` celle de l’aˆme seule corrige´e par un terme d’inertie, lie´e a` la
densite´ des peaux. Celui-ci tend d’ailleurs vers 1 quand l’e´paisseur des peaux hp tend vers 0 (a`
masses volumiques fixe´es) ; on retrouve alors le cas de la plaque homoge`ne.
I.4. Fre´quence de coupure des modes d’ordre supe´rieur 65
I.4.4.2 Modes antisyme´triques
Le deuxie`me type de mode caracte´risant une plaque sandwich syme´trique sont les modes
antisyme´triques. Ceux-si sont caracte´rise´s par un champ de de´placement nul au niveau de la
fibre neutre. Les e´quations aux limites sont donc :
face supe´rieure libre : Cai3i3 u
p
i,3(zp) = 0 (I.4.32)
continuite´ peau/aˆme : Cpi3i3 u
p
i,3(za) = Cai3i3 uai,3(za) (I.4.33)
upi (za) = uai (za) (I.4.34)
de´placement nul sur la fibre neutre : uai (z0) = 0 (I.4.35)
On utilise de nouveau le formalisme introduit aux e´quations (I.4.19). Les pulsations de
coupure des modes d’ordre supe´rieurs d’une plaque sandwich orthotrope associe´es a` la iie`me
composante du de´placement annulent le de´terminant de la matrice Xiantisym de taille 4 × 4
suivante :
Xisym =
[
qip,p wip,a qip,a
wia,a qia,a wia,0
]
(I.4.36)
On obtient alors l’e´quation caracte´ristique suivante.
Proposition I.4.4 (Plaques sandwiches, modes antisyme´triques). Les fre´quences de coupure
f = 2piω des modes d’ordre supe´rieurs antisyme´triques caracte´ristiques d’une plaque sandwich
orthotrope et associe´s a` la composante ui du de´placement sont donne´es par l’e´quation caracte´-
ristique suivante :
tan
(
ω
ha
2cai3
)
tan
(
ω
hp
cpi3
)
=
(
cai3ρa
cpi3ρp
)
(I.4.37)
ou` les cai3 et c
p
i3 sont les vitesses de phase associe´es aux ondes e´le´mentaires dans l’aˆme et les
peaux (voir de´finition I.2.2).
Lorsque le contraste des proprie´te´s me´caniques entre l’aˆme et les peaux est fort, le terme
(cai3ρa)/(c
p
i3ρp) devient petit. En faisant l’hypothe`se que les termes dans les tangentes restent
petits e´galement, on peut line´ariser celles ci, de fac¸on analogue au cas des modes syme´triques.
On obtient alors l’e´quation du second degre´ en ωn suivant :
ha
2ca
hp
cp
ω2n − npi
hp
cp
ωn =
caρa
cpρp
(I.4.38)
Cette e´quation a donc deux solutions : une seule est re´elle.
Proposition I.4.5. La fre´quence de coupure f in associe´e au n
ie`me mode antisyme´trique ca-
racte´ristique d’une plaque sandwich peut eˆtre approxime´e par l’expression suivante, lorsque le
contraste des proprie´te´s me´caniques est fort :
n = 0 f i0 =
cai3
2ha
√√√√ 2
pi2
haρa
hpρp
n > 0 f in =
n
2ha
cai3
1 +
√√√√1 + 2
n2pi2
haρa
hpρp

(I.4.39)
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Remarque I.4.2 (Validite´). Pour de´river l’approximation ci-dessus, on a suppose´ que les deux
tangentes de l’e´quation (I.4.37) prenaient des valeurs proches de ze´ro. On remarque que si hp
tend vers 0, alors les approximations ci-dessus sont inde´finies ; en effet, dans ce cas la tan-
gente associe´e a` ωha/(2ca) dans l’e´quation caracte´ristique doit prendre des valeurs e´leve´es. La
line´arisation de celle-ci ne suffit donc plus ; il faudrait en l’occurrence augmenter l’ordre du
de´veloppement limite´ pour obtenir une meilleure approximation.
Dans cette section a e´te´ formule´ le proble`me qui correspond a` la recherche des fre´quences
de coupure des modes d’ordre supe´rieur dans une plaque multicouche compose´e de plis mono-
cliniques. A ces fre´quences particulie`res ces modes passent d’un re´gime e´vanescent a` un re´gime
propagatif ; ils entrent donc en compte dans les me´canismes de transport de l’information me´-
canique.
Pour le cas des plaques homoge`nes orthotropes et des structures sandwiches syme´triques
orthotropes, les e´quations caracte´ristiques associe´es a` la de´termination de ces fre´quences de
coupure ont e´te´ de´rive´es analytiquement. dans le cas du sandwich, on a donne´ des solutions
approximatives, en faisant des hypothe`ses sur le contraste des proprie´te´s me´caniques entre les
peaux et l’aˆme.
La connaissance de ces fre´quences particulie`res permet de donner des indications sur le
comportement de la structure ; en particulier, elles permettent de pre´dire la pre´sence de modes
d’ordre supe´rieur dans une re´ponse de plaque mesure´e sur un domaine fre´quentiel donne´, sachant
les proprie´te´s me´caniques de la structure. On verra e´galement qu’elles permettent de proposer
une correction du comportement de mode`les re´duits de plaque (voir chapitre II), en donnant
des informations sur les me´canismes mis en jeu.
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I.5 Re´solution par elements finis spectraux
Cette partie concerne l’imple´mentation de sche´mas de re´solution adapte´s a` l’e´tude de la
propagation des ondes planes dans les structures e´lance´es. Tout d’abord, on donne une revue
des diffe´rentes me´thodes qu’il est possible de trouver dans la litte´rature. Ensuite, deux sche´mas
utilisant les e´le´ment finis spectraux sont propose´s ; l’un est adapte´ a` la recherche des modes
guide´s dans les plaques multicouches compose´es de mate´riaux monocliniques viscoe´lastiques ;
l’autre permet de calculer les modes guide´s de poutres de section quelconque, dont les mate´-
riaux constitutifs sont orthotropes viscoe´lastiques. La me´thode utilise´e pour calculer les vecteurs
d’onde solutions a` une fre´quence donne´e est explicite´e. Le calcul des diffe´rentes vitesses carac-
te´ristiques est de´veloppe. Enfin, on propose une me´thode permettant la re´solution du proble`me
prenant en compte le couplage acoustique dans le cas des guides d’onde plans.
I.5.1 Revue bibliographique
I.5.1.1 Formulation forte
De nombreuses me´thodes de re´solution base´es sur la formulation forte ont e´te´ propose´es
pour la re´solution du proble`me de propagation des ondes dans les plaques multicouches (I.3.2).
Dans le cas des guides d’onde uniaxiaux, l’aspect bidimensionnel du proble`me a` re´soudre rend
l’utilisation de la formulation forte complique´e. Meˆme si certains re´sultats ont e´te´ propose´s
[110], c’est globalement la formulation faible qui est retenue pour ce type de guides d’onde. On
ne s’inte´resse donc dans ce paragraphe qu’au cas des guides d’ondes plans.
Trois me´thodes de re´solution peuvent eˆtre trouve´es dans la litte´rature. Elles partent toutes
de l’expression des e´quations de Christoffel (I.2.4) dans chaque couche composant le guide
d’onde. La re´solution de ces e´quation permet de former une base de solutions (I.2.21). Le
proble`me aux limites ensuite associe´ aux conditions de continuite´ aux interfaces (I.3.3) est
alors re´solu par la construction d’un syste`me line´aire portant sur les amplitudes lie´es a` chaque
solution de base. Finalement, les trois me´thodes pre´sente´es ici se distinguent uniquement par
la forme du syste`me line´aire a` re´soudre. Pre´cisons que le syste`me donne´ par les conditions aux
interfaces est line´aire pour les amplitudes. Pour ce qui concerne sa de´pendance en fonction du
vecteur d’onde, elle est fortement non-line´aire (pre´sence de termes exponentiels imaginaires et
re´els).
Transfer matrix La me´thode transfer matrix est introduite la premie`re fois par Thomson
en 1950 [219]. L’ide´e est d’exprimer les diffe´rentes conditions aux limites sous la forme d’une
fonction de transfert.
Les conditions de continuite´ sur les faces supe´rieure et infe´rieure de la couche n sont expri-
me´es de la fac¸on suivante : [
U(xn3 )
Σ(xn3 )
]
= An
[
U(xn−13 )
Σ(xn−13 )
]
(I.5.1)
ou` Σ = >[Σ13 Σ23 Σ33] et An est la matrice de transfert de la couche donne´e par les e´quations
de Christoffel. Il est alors possible de donner la relation de transfert qui lie les faces infe´rieure
et supe´rieure du stratifie´ :[
U(xN3 )
T+
]
= A
[
U(x03)
T−
]
avec A =
N∏
n=1
An (I.5.2)
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Par le choix des vecteurs contraintes T, une varie´te´ de proble`mes peuvent eˆtre e´tudie´s,
comme le couplage fluide-structure (nullite´ des contraintes de cisaillement a` l’interface), le
couplage avec un solide semi-inifini ou encore l’e´tude de de´laminations.
Les premie`res imple´mentations de la me´thode transfer matrix effectue´es par Haskell en
1953 [85] ont toutefois montre´ une forte instabilite´ nume´rique de la me´thode. En effet, le condi-
tionnement de la matrice de transfert A se de´grade grandement avec l’augmentation du pro-
duit fre´quence-e´paisseur ω(xN3 − x03), rendant la me´thode inutilisable. Les termes exponentiels
contenus dans la diagonale de cette matrice sont responsables de ce mauvais conditionnement.
Quelques propositions ulte´rieures [196],[197], introduisant des coordonne´es locales, ont tout de
meˆme pu ame´liorer le conditionnement de la me´thode.
Stiffness Matrix Face aux difficulte´s de conditionnement rencontre´es par la me´thode transfer
matrix, Wang et Rokhlin [237], [183] proposent dans les anne´es 2000 une formulation modifie´e,
qui permet de s’affranchir des termes exponentiels des diagonales dans les matrices de transfert
An.
Cette re-formulation consiste a` re´-e´crire les relations de´placement-contraintes dans la couche
n sous la forme suivante : [
Σ(xn3 )
Σ(xn−13 )
]
= Bn
[
U(xn3 )
U(xn−13 )
]
(I.5.3)
Une matrice de raideur K liant les contraintes aux de´placements est construite par re´cursion
sur la base des e´quations de continuite´ :
Kn =
Bn−111 + Bn−112 (Bn11 −Bn−122 )Bn−121 −Bn−112 Bn12 (Bn11 −Bn−122 )
Bn−121 Bn21
(
Bn11 −Bn−122
)
Bn−122 + Bn−121
(
Bn11 −Bn−122
)
Bn−112
 (I.5.4)
ou` Kn repre´sente la matrice de raideur lie´e aux n premie`res couches. Il est alors possible d’e´crire :[
T+
T−
]
= KN
[
U(xN3 )
U(x03)
]
(I.5.5)
Par rapport a` la matrice de transfert A, la nouvelle formulation utilisant KN est mieux
conditionne´e. Comme dans la me´thode pre´ce´dente, de nombreux cas d’e´tude sont possibles.
Global transfer matrix La me´thode de matrice de transfert globale est une approche diffe´-
rente qui a e´te´ propose´e par Nayfeh en 1991 [147].
Ici, les e´quations de continuite´ aux interfaces sont concate´ne´es pour former un grand syste`me
d’e´quations, qui posse`de un bon conditionnement :
Σ(xn3 ) = Q+n an = Q−(n+1) a(n+1)
U(xn3 ) = P+n an = P−(n+1) a(n+1)
Q−1
Q+1 −Q−2
P+1 −P−2
... ...
... ...
Q+N−1 −Q−N
P+N−1 −P−N
Q+N


a1
a2
...
aN−1
aN
 =

T−
0
...
0
T+
 (I.5.6)
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ou` Q±n et P±n et les amplitudes an peuvent eˆtre identifie´s terme a` terme a` partir de l’expression
des champs de contrainte (I.2.20) et de de´placement (I.2.21). L’inversion du syste`me ainsi
construit permet de retrouver les amplitudes a pour reconstruire la fonction de polarisation U.
Cette formulation, stable, posse`de cependant l’inconve´nient d’exprimer un syste`me dont la
taille de´pend du nombre de couches [93]. Cela peut rendre la recherche des solutions fastidieuse.
Pour cette raison, la me´thode stiffness matrix est souvent pre´fe´re´e.
Les trois me´thodes pre´sente´es formulent donc un syste`me line´aire portant sur les amplitudes
an des six solutions de base pre´sentes dans chaque couche : on retrouve ces amplitudes dans
les vecteurs contraintes et de´placement. Elles sont donc bien adapte´es a` l’e´tude du re´gime
force´ : une onde incidente de vecteur d’onde et pulsation connus est suppose´e. La partie plane
du vecteur d’onde k, donne´e constante par la loi de Snell-Descartes, est donc fixe´e. L’onde
incidente est responsable de vecteurs contraintes T et de´placements U non nuls sur une ou
plusieurs interfaces ; la re´ponse de la plaque a` cette sollicitation peut donc eˆtre de´termine´e.
L’inversion du syste`me line´aire portant sur les amplitudes permet finalement de reconstruire
le champ de de´placement. En conse´quence, ce ype de me´thode est utilise´ dans le cadre de
me´thodes de caracte´risation ultrasonores qui impliquent la mesure de coefficients de re´flexion
et de transmission de plaques multicouches anisotropes viscoe´lastiques [95, 96]. Ces me´thodes
sont e´galement utilise´es dans le cadre de la technologie UPS (pour Ultrasonic Polar Scan) [105].
Toutefois, la recherche des modes d’ondes guide´es a` l’aide de ces me´thodes est complique´e.
En effet, dans ce cas le vecteur d’onde et/ou la pulsation sont inconnus au de´part. De plus,
ces ondes sont caracte´rise´es par des vecteurs contrainte T nuls sur les faces infe´rieures et su-
pe´rieures. En conse´quence, les modes d’ondes guide´es sont les solutions qui rendent singulier
le syste`me portant sur les amplitudes. Ce syste`me, line´aire sur les amplitudes, est tre`s non-
line´aire en ce qui concerne sa de´pendance au vecteur d’onde et a` la pulsation (pre´sence de
termes exponentiels imaginaires et re´els). En conse´quence, la recherche des solutions implique
des me´thodes de recherche de racines [58], [47]. L’espace de recherche e´tant conse´quent (le
vecteur d’onde posse`de jusqu’a` deux composantes re´elles et deux composantes imaginaires),
le couˆt en calculs peut devenir important. De plus, l’observation du diagramme des ondes de
Lamb repre´sente´ sur la figure I.4 permet d’imaginer la difficulte´ qu’implique la recherche des
racines (i.e. nombreux minima locaux, croisement des branches) ; le cas a` re´soudre ici e´tant bien
plus complexe (stratification, anisotropie, pertes...).
I.5.1.2 Formulation faible
En 1972, Dong et Nelson [67] de´veloppent une nouvelle formulation adapte´e a` la re´solution
du propble`me de propagation d’ondes planes dans les plaques, nomme´e extended Ritz method ;
elle peut aujourd’hui eˆtre plus particulie`rement identifie´e a` une me´thode type e´le´ments finis.
L’ide´e est en effet de diviser chaque couche d’une plaque stratifie´e en sous-couches virtuelles
dans lesquelles la forme du champ de de´placement est postule´e sur la base de fonctions de
x3 cine´matiquement admissibles (respectant les conditions de continuite´ du de´placement). En
e´crivant les e´quations de Lagrange sur la base des amplitudes de ces fonctions, le proble`me de
recherche des modes de Lamb devient un proble`me aux valeurs propres polynomial en k et ω.
Dong et Nelson utilisent tout d’abord des fonctions de forme quadratiques par sous-couches.
Sous l’hypothe`se des contraintes planes, les auteurs se limitent a` l’e´tude des ondes polarise´es
selon le plan (e1, e3), celui-ci correspondant e´galement a` un plan de syme´trie du mate´riau. Le
proble`me aux valeurs propres ainsi formule´ est line´aire en le carre´ de la fre´quence : pour un
vecteur d’onde donne´, les solutions du proble`me sont les fre´quences (valeurs propres) auxquelles
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des ondes planes correspondant a` certaines fonctions de polarisation (vecteurs propres) peuvent
se propager. Dans la proposition originale, une de´marche ite´rative est propose´e, consistant a`
affiner la discre´tisation (nombre de sous-couches) jusqu’a` la convergence des re´sultats. En 1973,
une formulation modifie´e est propose´e [148], comprenant une re´duction de mode`le ; quelques
re´sultats sur la distribution des contraintes sont illustre´s. Le calcul de la vitesse de groupe
(I.1.19) est propose´ par l’estimation locale par diffe´rences finies de la de´rive´e de ω par rapport a`
k. En 1988, Datta et al. [62] utilisent des fonctions de forme cubiques. Ils s’inte´ressent e´galement
les ondes impliquant des de´formations hors-plan, mais toujours de´couple´es des ondes dans
le plan. En 2000, Xi et al. [241] ge´ne´ralisent la me´thode aux de´placements, contraintes et
de´formations 3D, pour les plaques et les cylindres.
En 2004, Shorter [202] de´veloppe une approche e´le´ments finis sur la base de fonctions de
forme line´aires, nomme´e SFEM (pour Spectral Finite Element Method). Il se limite aux stratifie´s
forme´s de couches isotropes. Par une transformation matricielle, il obtient un proble`me aux
valeurs propres line´aire en le nombre d’onde k (pour une direction de propagation de l’onde
donne´e). Les aspects lie´s au comportement viscoe´lastique sont traite´s dans son travail par la
me´thode MSE (Modal Strain Energy, voir annexe B.2, expression (B.2.57)) : le calcul du nombre
d’onde est effectue´ a` partir de la loi de comportement e´lastique re´elle. Ensuite, l’estimation
d’un facteur de pertes lie´ a` l’onde est donne´e par projection de la partie imaginaire du tenseur
ope´rationnel sur les vecteurs propres du re´sultat conservatif.
En 2006, Bartoli et al. [21] e´tendent la me´thode a` l’orthotropie en incluant le comportement
visqueux directement dans le proble`me, et se focalisent sur l’influence de ce dernier. En 2009,
Barbieri et al. [20] e´tudient l’influence de la direction de propagation, dans l’ide´e d’ame´liorer la
pre´diction des parame`tres de la SEA (Statistical Energy Analysis, l’e´quivalent de la the´orie de
Sabine pour les structures), mais n’e´tudient pas l’amortissement.
En 2012, Leleux [4] imple´mente l’e´quation d’onde dans COMSOL Multiphysics. Le calcul
est directement re´alise´ dans le domaine complexe a` partir du tenseur ope´rationnel. La partie
imaginaire de ce dernier est alors suppose´e isotrope et constante dans l’e´paisseur. Il renomme
cette me´thode SAFE (Semi Analytical Finite Elements).
On peut trouver une comparaison entre les me´thodes reposant sur la formulation forte
explicite´es plus haut (transfer matrix, stiffness matrix et gloal transfer matrix) et la formulation
faible dans [49].
Il est e´galement important de noter que l’e´tude de la propagation des ondes planes n’est pas
limite´e aux structures invariantes selon la direction de propagation de l’onde, mais que certains
travaux portent sur la re´solution de ce proble`me dans les milieux pe´riodiques. Mace, Duhamel
et Brennman [68] [131] ge´ne´ralisent la SFEM aux structures pe´riodiques. La me´thode e´tendue,
WFEM pour Wave Finite Element Method, est base´e sur le post-traitement des re´sultats d’un
calcul e´le´ments finis classique, effectue´s sur une cellule e´le´mentaire. Des guides d’onde tre`s
complexes peuvent alors eˆtre e´tudie´es avec l’aide de solveurs efficaces.
Les paragraphes suivants pre´sentent les sche´mas de re´solution utilisant les e´le´ments finis
spectraux imple´mente´s dans le cadre de ce travail. La me´thode SFEM est ge´ne´ralise´e aux
plaques anisotropiques viscoelastiques compose´es de plis viscoe´lastiques monocliniques. Le ten-
seur ope´rationnel complexe est utilise´ pour le calcul des nombre d’ondes solutions ; les modes
ainsi obtenus prennent donc en compte les effets de couplage dus a` d’e´ventuels me´canismes de
pertes. Une version diffe´rente de la transformation introduite par Shorter [202] pour transfor-
mer le proble`me line´aire en ω2 en un proble`me quadratique en k est propose´e ; celle-ci exprime
le proble`me sur la base de matrices purement re´elles lorsque les mate´riaux constitutifs sont
conservatifs.
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I.5.2 Imple´mentations propose´es
Dans ce qui suit, on de´crit rapidement l’imple´mentation d’e´le´ments finis spectraux re´alise´e.
Le choix de fonctions de forme permet de calculer les ope´rateurs de masse et de raideur ge´ne´ra-
lise´es M (I.3.14) et K (I.3.15) intervenant dans la formulation forte du proble`me de propagation
dans les guides d’onde (I.3.13). A chaque fois, une de´composition de la matrice de raideur en
matrices e´le´mentaires est donne´e, qui met en lumie`re les diffe´rents couplages et le roˆle des
diffe´rentes composantes du tenseur ope´rationnel local C∼ . Les imple´mentations propose´es sont
de´taille´es en annexe F.
I.5.2.1 Cas des stratifie´s anisotropes viscoe´lastiques
Le mode`le de´veloppe´ pour calculer les solutions d’ondes planes dans les plaques multicouches
utilise des e´le´ments line´aires par morceaux. Dans chaque e´le´ment e, les proprie´te´s mate´riau ρe et
Ce sont conside´re´es constantes. Le mate´riau est suppose´ monoclinique (annexe B.2, expression
(B.1.16)), ce qui reste tout a` fait ge´ne´ral pour l’application vise´e. Ainsi, il est possible de mo-
de´liser des plaques multicouches compose´es de mate´riaux orthotropes viscoe´lastiques, oriente´s
dans des directions quelconques.
L’imple´mentation du mode`le ainsi que la forme des diffe´rents ope´rateurs est de´taille´e en an-
nexe F.1. On note en particulier la de´composition suivante de l’ope´rateur de raideur ge´ne´ralise´e
lie´ a` un e´le´ment.
Definition I.5.1 (De´composition de l’ope´rateur de raideur e´le´mentaire). On peut exprimer
l’ope´rateur de raideur ge´ne´ralise´e lie´e a` l’e´le´ment e sous la forme de´compose´e suivante :
Ke(k) = 1
he
(
Ce33K
e,00
33 + Ce44K
e,00
44 + Ce55K
e,00
55 + Ce45K
e,00
45
)
+ i k1
(
Ce13K
e,10
13 + Ce36K
e,10
36 + Ce55K
e,10
55 + Ce45K
e,10
45
)
+ i k2
(
Ce23K
e,01
23 + Ce36K
e,01
36 + Ce44K
e,01
44 + Ce45K
e,01
45
)
+ hek1 k2
(
Ce12K
e,11
12 + Ce16K
e,11
16 + Ce26K
e,11
26 + Ce66K
e,11
66 + Ce45K
e,11
45
)
+ hek21
(
Ce11K
e,20
11 + Ce16K
e,20
16 + Ce66K
e,20
66 + Ce55K
e,20
55
)
+ hek22
(
Ce22K
e,02
22 + Ce26K
e,02
26 + Ce66K
e,02
66 + Ce44K
e,02
44
)
(I.5.7)
ou` les matrices Ke,klij sont re´elles ; celles lie´es a` l’imaginaire unite´ (Ke,10ij et Ke,01ij ) sont antisy-
me´triques et les autres syme´triques. Leur forme est donne´e en annexe F.1.1.
Les matrices e´le´mentaires Ke,klij sont inde´pendantes de la taille ou la position de l’e´le´ment,
et du mate´riau qui constitue le stratifie´ au niveau de l’e´le´ment e. En conse´quence, cette de´com-
position permet de mettre en lumie`re les diffe´rentes contributions des diffe´rentes composantes
de C∼ . De plus, apre`s assemblage de la matrice comple`te, cette de´composition peut eˆtre conser-
ve´e pour en de´duire la contribution des proprie´te´s me´caniques des couches individuelles d’un
stratifie´ dans l’e´nergie de de´formation, de manie`re a` caracte´riser les effets de l’anisotropie ou
de la stratification sur le comportement en dynamique de la plaque.
La de´pendance line´aire de l’ope´rateur K en fonction des composantes de C est inte´ressante ;
elle permet en effet d’exprimer le gradient de k et ω en fonction de celles-ci de fac¸on simple. Sur
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la base de vecteurs d’onde k et pulsations ω extraits de mesures expe´rimentales, il est pourrait
eˆtre possible de formuler un proble`me inverse utilisant la me´thode type descente de gradient
analytique, formule´e au chapitre V, section V.3, pour l’analyse modale.
Remarque I.5.1. Meˆme si la forme ci-dessus peut faire croire, en observant la forme des matrices
e´le´mentaires Ke,klij donne´es en annexe F, que la matrice de raideur comple`te K est Hermitienne,
elle ne l’est pas dans le cas ge´ne´ral ; cela est vrai dans le cas conservatif (C∼ est re´el) mais n’est
plus ve´rifie´ si la loi de comportement est viscoe´lastique, a` cause des syme´tries individuelles des
parties re´elle et imaginaire du tenseur ope´rationnel.
Le vecteur d’onde k est dans ce travail exprime´ dans le repe`re intrinse`que de la plaque.
Certaines couches du stratifie´ peuvent eˆtre compose´es d’un mate´riau dont les axes d’orthotropie
ne co¨ıncident pas avec le repe`re global. Dans ce cas, on utilise la formule de rotation de la loi
de comportement (voir annexe B.1, eqpression (B.1.13)) pour exprimer le tenseur ope´rationnel
du mate´riau dans le repe`re de la plaque.
Pour e´tudier l’influence de l’angle de propagation de l’onde, deux solutions sont possibles ;
la premie`re consiste a` poser k = k [cos(θ) , sin(θ)]. On peut alors faire varier θ. La deuxie`me
solution consiste a` poser k = [k, 0], ce qui simplifie l’expression de la matrice de raideur ge´ne´ra-
lise´e (tous les termes en k2 s’annulent). Il faut alors faire tourner tout le stratifie´ d’un angle θ
(par l’ope´ration de changement de base sur la loi de comportement) pour e´tudier l’influence de
la direction de propagation des ondes. Dans ce travail, on utilise la premie`re solution, car elle
permet de travailler dans un cadre unifie´ par rapport a` la formulation des proble`mes inverses
propose´s avec la me´thode d’analyse en vecteurs d’onde (voir VII).
I.5.2.2 Cas des poutres de section quelconque
L’imple´mentation propose´e dans ce travail est adapte´e a` la mode´lisation des guides d’onde
uniaxiaux dont la section caracte´ristique est quelconque. Les mate´riaux constitutifs sont consi-
de´re´s orthotropes, leurs axes de syme´trie co¨ıncidant avec le repe`re du guide d’onde.
La section Ω du guide d’onde est discre´tise´e a` l’aide d’e´le´ments P1 triangulaires : les fonc-
tions de forme sont line´aires, ce qui rend analytique l’inte´gration dans l’e´le´ment. On donne les
de´tails de l’imple´mentation en annexe F.
Une nouvelle fois, il est possible de de´composer l’ope´rateur de raideur ge´ne´ralise´e e´le´mentaire
en une combinaison line´aire d’ope´rateurs lie´s aux diffe´rents me´canismes de de´formation.
Definition I.5.2 (De´composition de l’ope´rateur de raideur e´le´mentaire). On peut exprimer
l’ope´rateur de raideur ge´ne´ralise´e lie´e a` l’e´le´ment e sous la forme de´compose´e suivante :
Ke(k) = 12 (C
e
11Ke11 + Ce22Ke22 + Ce12Ke12 + Ce66Ke66 + Ce44Ke440 + Ce55Ke550)
+ i k6 (C
e
13Ke13 + Ce23Ke23 + Ce44Ke441 + Ce55Ke551)
+ k
2
24 (C
e
33Ke33 + Ce55Ke552 + Ce44Ke442)
(I.5.8)
ou` les matrices Keij sont re´elles. Leur forme est donne´e en annexe F.2.1.
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I.5.3 Calcul des vecteurs d’onde
On a vu que la recherche des solutions d’onde planes se propageant dans les guides d’onde
de´couple´s consiste en la re´solution d’un syste`me aux valeurs propres, de la forme (I.3.13) :(
K(ω,k)− ω2M
)
q(ω,k) = 0 (I.5.9)
Si l’on ne´glige les effets dispersifs sur la raideur (∂K/∂ω = 0), ce syste`me est line´aire en ω2.
La re´solution consiste donc a` fixer le vecteur d’onde k et chercher les solutions d’ondes qi lie´es
aux pulsations ωi.
Toutefois, plusieurs raisons poussent transformer cette formulation pour obtenir un proble`me
ou` k est l’inconnue, pour ω donne´ :
— on cherche a` connaˆıtre le comportement d’une structure dans un certain re´gime fre´quen-
tiel ; il serait plus commode pour cela de pouvoir fixer ω a priori.
— en re´alite´, la matrice de raideur ge´ne´ralise´e K(ω,k) est donne´e par le tenseur ope´rationnel
C(ω) des mate´riaux composant la section du guide d’onde. Comme on l’a vu dans le
chapitre sur le comportement des mate´riaux viscoe´lastiques, ce tenseur complexe ne peut
the´oriquement pas eˆtre inde´pendant de la fre´quence (voir annexe B.2, expression (B.2.20)).
En conse´quence, le proble`me aux valeurs propres ci-dessus devient non-line´aire si l’on
cherche a` prendre en compte cet aspect(∂K/∂ω 6= 0).
On remarque en fait a` partir des expressions (I.5.7) et (I.5.8) que l’ope´rateur de raideur
ge´ne´ralise´e peut se mettre sous la forme :
K(ω,k) = K0(ω, θ) + i kK1(ω, θ) + k2K2(ω, θ) (I.5.10)
ou` on a pose´ k = >[k1 k2] = k>[cos(θ) sin(θ)] pour le cas des plaques (le cas des poutres s’e´crit
avec θ = 0). les matrices K0 et K2 sont syme´triques re´elles ; K1 est quant a` elle anti-syme´trique
re´elle.
Proposition de Shorter Shorter [202] utilise l’e´criture donne´e ci-dessus pour formuler un
proble`me aux valeurs propres quadratique en k, qu’il faut re´soudre pour ω et θ donne´s.
Proposition I.5.1 (Proble`me aux valeurs propres quadratique en k). On peut re´e´crire le
proble`me (I.3.13) sous la forme suivante :
([
O I
−K−12 (K0 − ω2M) − iK−12 K1
]
− k
[
I O
O I
]) [
q
kq
]
= 0 (I.5.11)
ou` on a omit la de´pendance des diffe´rentes grandeurs en ω et θ.
De´monstration. On pose q1 = kq et q2 = kq1. En ajoutant ces e´quations au syste`me (I.3.13),
on e´crit : 
 O I OO O I
K0 − ω2M iK1 K2
− k
 I O OO I O
O O O


 qq1
q2
 (I.5.12)
La dernie`re ligne est triviale et permet d’e´crire :
q2 = −K−12
(
(K0 − ω2M)q + iK1q1
)
(I.5.13)
ce qui me`ne directement a` (I.5.11).
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Solution alternative L’inconve´nient de la proposition de Shorter [202] re´side dans la formu-
lation d’un proble`me aux valeurs propres sur la base de matrices non syme´triques et complexes,
meˆme dans le cas conservatif. Le conditionnement du proble`me peut donc se de´grader. On
propose donc ici une alternative qui permet d’ame´liorer la robustesse du sche´ma.
Proposition I.5.2. On pose µ = i k. Le proble`me (I.3.13) peut se re´e´crire de la fac¸on suivante :
([−K0 O
O K2
]
− µ
[
K1 −K2
K2 O
]) [
q
µq
]
= 0 (I.5.14)
ou` on a omit la de´pendance des diffe´rentes grandeurs en ω et θ.
Cette e´criture peut se mettre sous la forme (A − µB)q′ = 0. Les matrices A et B sont
re´elles, contrairement a` la proposition de Shorter ; A et syme´trique et B est anti-syme´trique.
La conse´quence directe des deux re´e´critures du proble`me propose´es ci-dessus est la conver-
sion d’un proble`me aux valeurs propres ge´ne´ralise´es en ω2 de taille N (pour N degre´s de liberte´
q) en un proble`me aux valeurs propres en le nombre d’onde k de taille 2N . Puisque ce proble`me
est de´rive´ d’un proble`me aux valeurs propres quadratique, ses solutions sont couple´es deux a`
deux et oppose´es. Cela repre´sente la possibilite´ qu’une onde a de se propager dans un sens ou
l’autre a` a meˆme vitesse.
L’atout majeur de ces formulations est la possibilite´ de prendre en compte un ope´rateur de
raideur ge´ne´ralise´e de´pendant de la fre´quence ; le proble`me est en effet pose´ pour une pulsation
ω donne´e.
I.5.4 Calcul des vitesses
On donne ici les transformations ne´cessaires pour remonter, a` partir des solutions de vecteur
d’onde obtenues, aux vitesses caracte´ristiques des ondes.
Vitesse de phase La vitesse de phase s’obtient de fac¸on triviale a` partir de la relation
(I.1.15) :
cφ =
ω
ki
ei (I.5.15)
Vitesse de groupe La vitesse de groupe est un indicateur plus complexe influence´ par la
dispersion des ondes dans le milieu. Cette vitesse, autant en norme qu’en direction, peut diffe´rer
de la vitesse de phase. On rappelle ici son expression (I.1.19) :
cg =
∂ω
∂ki
ei (I.5.16)
Pour e´valuer le gradient de la pulsation par rapport aux composantes du vecteur d’onde,
une solution peut consister en l’utilisation de diffe´rences finies formule´es sur des points voisins
(k + ∆k, ω + ∆ω, θ + ∆θ). Toutefois, cette technique ne´cessite de nombreuses re´solution du
proble`me. De plus, certaines solutions k correspondant a` deux modes diffe´rents sont parfois
tre`s proches (les surfaces de lenteur s’intersectent) et peuvent entraˆıner une confusion sur la
de´termination du gradient.
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La me´thode propose´e dans [21] est ge´ne´ralise´e ici pour un vecteur d’onde quelconque ; c’est
une formulation locale (au sens de la position sur la surface de lenteur). Elle consiste a` e´valuer
de fac¸on analytique le gradient du proble`me aux valeurs propres (I.3.13).
La de´finition de la vitesse de groupe n’est valable que pour des vecteurs d’onde k purement
re´els purement ou imaginaires, correspondant donc au cas conservatif. Dans ce cas pre´cis, les
matrices ge´ne´ralise´es K(ω,k) et M sont syme´triques hermitiennes.
Proposition I.5.3 (Calcul de la vitesse de groupe). Le re´sultat sur la perturbation des valeurs
propres ge´ne´ralise´es d’un couple de matrices hermitiennes (e´quation (D.5.6) en annexe) applique´
au proble`me (I.3.13) permet de donner la forme locale de la vitesse de groupe :
cg =
∂ω
∂k =
1
2ω
1
HqMq
Hq∂K(ω,k)
∂k q (I.5.17)
ou` le gradient de l’ope´rateur K par rapport au vecteur d’onde k est de´termine´ analytiquement
a` partir des de´compositions propose´es ( (I.5.7) et (I.5.8)).
Cette formulation permet donc d’e´valuer la vitesse de groupe une fois que le vecteurs d’onde
k, la pulsation ω ainsi que le vecteur polarisation q sont connus.
Vitesse d’e´nergie Bernard et al. [23] proposent une version ge´ne´ralise´e de la vitesse d’e´nergie,
de´finie originellement de manie`re locale dans le the´ore`me de Poynting.
Le vecteur de Poynting P s’exprime de la fac¸on suivante :
P(z) = iω Σ(z) · ∗U(z) (I.5.18)
ou` le tenseur des contraintes ge´ne´ralise´es Σ est construit a` partir du vecteur des contraintes
ge´ne´ralise´es Σ en notation de Voigt, ce dernier e´tant donne´ par la loi de comportement et
l’expression des de´formations ge´ne´ralise´es (I.3.11).
La version ge´ne´ralise´e de la vitesse d’e´nergie est alors de´finie comme le rapport entre les
moyennes du vecteur de Poynting et de la densite´ volumique d’e´nergie me´canique dans la
section. En particulier, si les vecteurs propres q sont norme´s de fac¸on a` ce que HqKq = 1, alors
la vitesse d’e´nergie s’e´crit simplement :
ce =
1
2
∫
Ω
P(z) dΩ (I.5.19)
L’e´tude des vitesses d’e´nergie est inte´ressante car elle permet notamment de mettre en
valeurs certaines directions de propagation privile´gie´es par le comportement anisotrope du
guide d’onde. Un travail inte´ressant est re´alise´ a` ce sujet dans [185], dans le cas de structures
pe´riodiques.
I.5.5 Re´solution du proble`me couple´
On a vu dans les sections pre´ce´dentes la fac¸on d’introduire le couplage acoustique dans les
e´quations du proble`me (I.3.44). On se limite ici au cas des guides d’onde plans ; l’ide´e ici est de
pouvoir e´valuer l’influence du couplage acoustique sur le comportement des plaques composites.
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On rappelle l’e´quation discre´tise´e e´tablie dans la section pre´ce´dente, re´gissant le mouvement
du guide d’onde couple´ a` l’air sur ses faces infe´rieure et supe´rieure (I.3.47) :(
K(ω,k) + ω
(
iZR(ω,k)− ZI(ω,k)
)
HJ− ω2M
)
q(ω,k) = 0 (I.5.20)
Dans le cadre de l’imple´mentation propose´e ici, J ∈ N3N×3N est la matrice permettant de
se´lectionner les degre´s de liberte´ q03 et qN3 , parame´trant le de´placement normal au niveau des
faces infe´rieure et supe´rieure. Elle est de la forme :
J =

0 0 0 0 · · · 0 0
0 0 0 0 · · · 0 0
0 0 1 0 · · · 0 0
0 0 0 0 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · 0 0
0 0 0 0 · · · 0 1

(I.5.21)
et est donc singulie`re (de rang 2). Cela entraˆıne, comme on l’a vu pre´ce´demment, que le vecteur
d’onde k = (ω/ca)np est solution du proble`me couple´, quelque soit la fre´quence.
La recherche des solutions du proble`me impose, comme dans le cas de´couple´, de choisir la
direction de propagation θ (avec k = k>[cos(θ) sin(θ)]) et la pulsation ω. L’e´quation a` re´soudre
prend alors la forme suivante, en injectant les de´finitions (I.5.10) et (I.3.43) dans le syste`me
d’e´quations ci-dessus :K0 + kK1 + k2K2 + i ρa ω2
p
√
(−1)r(ω2
c2a
− k2)
HJ− ω2M
 q = 0 (I.5.22)
ou` on a omit la de´pendance de K0, K1, K2 et q en fonction de ω et θ. Les nombres p et r
prennent les valeurs suivantes :
(p, r) =
(1, 0) k < ω/ca(− i, 1) k > ω/ca (I.5.23)
Le proble`me a` re´soudre est donc fortement non line´aire.
On peut exprimer ce proble`me comme la minimisation de ‖A(µ)q‖, ou` A est une fonction
non line´aire de µ telle que A(k)q = 0. Une varie´te´ de me´thodes permet de re´soudre ce type de
proble`mes [87].
Ici, la diffe´rentielle ∂A/∂µ est analytique ; en conse´quence, il est possible d’utiliser des
me´thodes de type descente de gradient.
La me´thode imple´mente´e pour ce travail est dite Inverse Iteration [6] : a` chaque ite´ration,
la de´rive´e de A(µ) est e´value´e et les parame`tres (p, r) mis a` jour. Lorsque la de´pendance de A
en µ est suffisamment lisse, µ converge rapidement vers la solution k la plus proche de la valeur
initiale µ0.
Cette me´thode ne´cessite donc une initialisation (µ0,q0), si possible la plus proche de la
solution du proble`me (k,q). Dans ce travail, on utilise naturellement une solution du proble`me
non couple´ pour l’initialisation. Le terme de couplage e´tant, dans la majeure partie du domaine
fre´quentiel, un terme du second ordre, le sche´ma ite´ratif converge en quelques ite´rations. Le
couˆt de calcul supple´mentaire n’est donc pas critique ; de plus, seules les solutions du proble`me
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de´couple´ qui pre´sentent un de´placement transverse U3 significatif sont prises en compte. En
effet, pour les autres, le terme de couplage est faible voire nul.
Un exemple d’application du sche´ma imple´mente´ est donne´ dans la section suivante, per-
mettant de montrer l’effet du couplage acoustique sur les proprie´te´s dispersives des ondes de
flexion (voir figure I.20).
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I.6 E´tudes de cas
La section qui suit tente d’illustrer une partie des nombreux phe´nome`nes responsables de la
dispersion des ondes dans les structures e´lance´es, anisotropes, multicouches et viscoe´lastiques.
Les re´sultats pre´sente´s sont obtenus a` partir des sche´mas de re´solution par e´le´ments finis spec-
traux imple´mente´s spe´cifiquement pour ce travail dans la section pre´ce´dente.
La complexite´ du comportement de la structure est introduite progressivement. L’expose´
s’appuie sur diffe´rentes repre´sentations des re´sultats, illustrant la de´pendance du vecteur d’onde
k ou de la vitesse de phase cφ en fonction des parame`tres du proble`me (pulsation ω, angle de
propagation) et du mode conside´re´. L’interpre´tation des diffe´rents phe´nome`nes est e´galement
rendue possible par la visualisation des champs me´caniques associe´s a` chaque mode (de´place-
ment U, de´formations E, contraintes Σ et e´nergie de de´formation).
Les re´sultats sont souvent donne´s pour un domaine fre´quentiel bien plus large que le do-
maine fre´quentiel qui nous inte´resse dans ce travail. En effet, ce choix permet d’observer les
diffe´rents comportements asymptotiques des grandeurs observe´es en basse et haute fre´quence.
L’illustration des phe´nome`nes mis en jeu dans la dispersion des ondes est en conse´quence faci-
lite´e.
Premie`rement, on s’inte´resse a` la propagation des ondes dans une barre a` section rectangu-
laire et dont le mate´riau est homoge`ne isotrope conservatif. La repre´sentation utilise´e permet
de montrer la pre´sence de solutions e´vanescentes, propagatives et mixtes, que l’on retrouve
e´galement dans le cas des plaques.
Deuxie`mement, on s’inte´resse au cas des plaques homoge`nes conservatives. Dans le cas
d’une plaque isotrope, on retrouve les modes de Lamb. Des modes supple´mentaires s’ajoutent,
correspondant a` une polarisation du de´placement selon la composante normale au plan de
propagation de l’onde. La convergence du sche´ma nume´rique est e´voque´e. Les trois premiers
modes d’ordre ze´ro (flexion, cisaillement plan, compression) et les deux premiers modes d’ordre
supe´rieur (cisaillement transverse) sont e´tudie´s plus pre´cise´ment, car ils repre´sentent la majeure
partie des me´canismes de transport de l’information me´canique dans les structures auquel ce
travail s’inte´resse. Dans le cas des plaques anisotropes, on montre que les modes de cisaillement
plan et de compression sont couple´s ; on distingue alors, en basse fre´quence, le comportement
de la plaque en flexion de son comportement en membrane. On reconstruit alors les surfaces de
lenteur et de vitesse correspondant aux trois premiers modes propagatifs.
Troisie`mement, on s’inte´resse au cas des plaques multicouches conservatives. Le premier
exemple conside`re une plaque sandwich constitue´e de mate´riaux isotropes. L’effet du contraste
des proprie´te´s me´caniques entre les peaux et l’aˆme du sandwich sur la dispersion des premiers
modes propagatifs est e´tudie´. Le deuxie`me exemple conside`re une plaque stratifie´e mince de
type angle-ply, compose´e de plis anisotropes identiques. L’effet de la stratification sur le com-
portement de la plaque est illustre´ ; on montre alors que l’anisotropie du comportement en
flexion de l’empilement est en ge´ne´ral diffe´rente de celle qui caracte´rise son comportement en
membrane.
Dans un quatrie`me temps, on introduit la viscoe´lasticite´, mode´lise´e par un comportement
hyste´re´tique. Les exemples de la plaque isotrope homoge`ne, du sandwich isotrope et de la plaque
orthotrope homoge`ne sont repris, en introduisant des constantes de raideur complexes. La vi-
sualisation des champs me´caniques propose´e dans les cas conservatifs sert alors l’interpre´tation
des re´sultats obtenus, caracte´rise´s par le taux de de´croissance spatiale des ondes ; il devient
notamment possible d’expliquer les diffe´rentes variations observe´es de ce taux de de´croissance
en fonction de la fre´quence. Dans le cas de la plaque orthotrope, on reconstruit la surface pa-
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rame´tre´e par la fre´quence et l’angle de propagation qui correspond au taux de de´croissance lie´
aux trois premiers modes propagatifs.
Enfin, on e´tudie l’effet du couplage acoustique sur la dispersion des ondes de flexion dans
une plaque. Les effets de masse ajoute´e puis les effets dissipatifs lie´s au couplage sont illustre´s ;
on donne e´galement les re´sultats pour deux plaques e´quivalentes (vitesses e´le´mentaires de ci-
saillement et longitudinale e´gales) mais de densite´ diffe´rente, pour illustrer la de´pendance des
effets en fonction de celle-ci.
I.6.1 Poutre a` section rectangulaire
Dans ce premier exemple, on e´tudie la propagation des ondes planes dans une poutre de
section rectangulaire, compose´e d’un seul mate´riau isotrope et conservatif.
La section de la poutre est choisie de largeur b et de hauteur a, telle que a = 2 × b. La
longueur caracte´ristique L, telle que L2 = a2 + b2, est utilise´e pour repre´senter les re´sultats
en fonction de la fre´quence adimensionne´e F = f × L/ct et du nombre d’onde adimensionne´
K = k × L. La repre´sentation ainsi construite ne de´pend que du coefficient de Poisson (ici
choisit e´gal a` 0.3) et du rapport a/b.
Les re´sultats sont obtenus a` partir de l’imple´mentation propose´e dans la section I.5 pre´ce´-
dente ; le maillage est construit a` partir d’une grille re´gulie`re de 5 × 9 quadrilate`res, a` partir
desquels sont forme´s les e´le´ments finis triangulaires (voir figure I.6). Ce maillage n’est pas assez
fin pour garantir la convergence des re´sultats sur le domaine fre´quentiel entier conside´re´ ; tou-
tefois, l’ide´e est ici d’illustrer les diffe´rentes modes caracte´ristiques d’un guide d’onde uniaxial
simple ; pour cela, la discre´tisation propose´e est suffisante car elle permet d’approximer de fac¸on
satisfaisante les diffe´rentes fonctions de polarisation.
La figure I.6 illustre les re´sultats obtenus. Sur la partie du haut sont repre´sente´s les nombres
d’onde complexes solutions. Pour le besoin de la repre´sentation, seules les solutions physiques
(voir figure I.1) et se propageant vers les x3 ne´gatifs sont conserve´es. L’axe des ordonne´es
repre´sente la fre´quence adimensionne´e. L’axe des abscisses est divise´ en deux parties ; a` gauche
est donne´e la partie imaginaire τ × L du nombre d’onde adimensionne´, et a` droite est donne´e
la partie re´elle κ × L de celui-ci. Cette repre´sentation permet d’observer simultane´ment, sur
un graphique en deux dimensions, la de´pendance de κ et τ en fonction de la fre´quence. Sur ce
graphique sont de´note´s des modes particuliers (de 1 a` 8 ), caracte´rise´s par leurs parties re´elle
et imaginaire. La de´forme´e de la poutre correspondant a` chacun de ces modes particuliers est
repre´sente´e au bas de la figure I.6, ou` la couleur correspond a` la norme du de´placement.
Les points particuliers de´note´s sur la figure I.6 correspondent a` diffe´rents types d’ondes
planes pouvant se propager dans une poutre de section rectangulaire. Dans le cas conservatif
e´tudie´ ici, ces ondes peuvent eˆtre :
— purement propagatives : par exemple 1 (flexion selon b), 2 (flexion selon a), 3 (torsion)
et 4 (compression). Leur nombre d’onde est re´el quelque soit la fre´quence.
— purement e´vanescentes : par exemple 5 (flexion selon a) ou 6 (flexion selon b). Elles
sont caracte´rise´es par un nombre d’onde purement imaginaire. L’e´nergie me´canique lie´e
a` ces solutions ne se propage pas et est donc confine´e pre`s des singularite´s (sources et
condition aux limites). La repre´sentation choisie montre d’ailleurs qu’en basse fre´quence,
les solutions 5 et 6 sont respectivement syme´triques des solutions 2 et 1 par rapport
a` l’axe des ordonne´es.
— fortement e´vanescentes : par exemple 7 . Elles sont caracte´rise´es par un nombre d’onde
complexe dont la partie imaginaire τ de´note une forte de´croissance spatiale. Cela est
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Figure I.6 – Dispersion des ondes dans une poutre de section rectangulaire (ν = 0.3)
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d’ailleurs visible sur les de´forme´es associe´es, qui montrent que le mouvement est encore
une fois confine´ autour de la singularite´.
La repre´sentation choisie sur la figure I.6 permet e´galement de remarquer que les solutions
e´vanescentes peuvent devenir propagatives a` partir d’une certaine fre´quence. C’est par exemple
le cas du mode de flexion e´vanescent 6 , qui devient le mode de cisaillement propagatif 8 pour
F ≈ 5.6. Cette transition intervient lorsque la longueur d’onde devient de l’ordre de grandeur
de la longueur caracte´ristique L. ce phe´nome`ne est analogue a` l’apparition des modes d’ordre
supe´rieur dans le cas des guides d’onde plans (voir section I.4).
Pour conclure, seuls 4 modes sont propagatifs en basse fre´quence : flexion selon a 1 et b
2 , torsion 3 et compression 4 . En conse´quence, lorsque la longueur d’onde est suffisamment
large devant la longueur caracte´ristique de la poutre, seuls ces 4 ondes sont responsables du
transport de l’information me´canique.
I.6.2 Plaques homoge`nes
Le cas des plaques compose´es d’un seul mate´riau est e´tudie´ dans ce qui suit, pour le cas des
ondes propagatives seulement (vecteur d’onde k re´el). Dans le cas isotrope s’ajoutent aux modes
de Lamb des ondes polarise´es perpendiculairement a` celles-ci. Un re´sultat sur la convergence
des re´sultats est donne´. On ne s’inte´resse ensuite qu’aux trois premiers modes, pre´sents quelque
soit la fre´quence. Dans le cas d’une plaque orthotrope, les surfaces de dispersion associe´es a` ces
trois premiers modes cont illustre´es.
I.6.2.1 Mate´riau isotrope
Branches de dispersion La seconde application pre´sente´e ici s’inte´resse au calcul de la
dispersion des ondes dans une plaque isotrope homoge`ne conservative. De fac¸on a` pouvoir
comparer les re´sultats du sche´ma e´le´ments finis spectraux utilise´ ici avec les solutions donne´es
par les e´quations des ondes de Lamb (I.2.31), le coefficient de Poisson du mate´riau est e´galement
choisi tel que ν = 0.3. De nouveau, les grandeurs adimensionne´es F = f×h/ct et C = c/ct sont
utilise´es pour repre´senter les re´sultats ; la repre´sentation ne de´pend donc plus que du coefficient
de Poisson.
L’imple´mentation SFEM propose´e dans la section pre´ce´dente est utilise´e pour obtenir les
re´sultats. La plaque e´tant isotrope, la direction de propagation des ondes est arbitraire. La
section de la plaque est divise´e en 50 e´le´ments line´aires ; cela permettra de tracer dans ce qui
suit les profils des de´placements, contraintes et de´formation avec une re´solution suffisante. De
plus, un maillage fin est ne´cessaire pour de´crire les modes d’ordre supe´rieur ; une e´tude sur la
convergence des re´sultats est d’ailleurs donne´ plus bas.
Les diffe´rentes branches de dispersion sont repre´sente´es sur la figure I.7 ; la vitesse de phase
C est donne´e en fonction de la fre´quence F . Seule la partie re´elle de la vitesse est repre´sente´e ;
en conse´quence, seuls les modes propagatifs sont visibles. Particulie`rement, les de´forme´es de la
plaque correspondant aux cinq premiers modes propagatifs sont repre´sente´es sur la droite de la
figure. Les diffe´rentes branches correspondant a` ces modes sont nume´rote´es en conse´quence.
Les re´sultats du calcul qui correspondent aux ondes de Lamb [112] sont trace´es en noir (voir
figure I.4 en section I.2) ; les modes associe´es ( 1 , 3 et 5 ) sont polarise´s dans le plan (e1, e3).
En rouge sont trace´es les solutions supple´mentaires, dont le vecteur polarisation est coline´aire
a` e2 ; c’est le cas des modes 2 et 4 .
Un nouvelle fois, trois modes d’ordre ze´ro sont pre´sents en basse fre´quence ; deux e´taient
pre´dits par les e´quations de Lamb, le troisie`me mode ( 2 ) s’ajoute avec la prise en compte de la
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Figure I.7 – Dispersion des ondes dans une plaque homoge`ne isotrope (ν = 0.3). Les courbes
noires correspondent aux solutions de Lamb, identiques au diagramme I.4. Les solutions
supple´mentaires sont repre´sente´es en rouge.
deuxie`me composante du de´placement. Ces trois modes sont seuls responsables de la transmis-
sion de l’information me´canique en basse fre´quence. Avec l’augmentation de la fre´quence, des
modes d’ordre supe´rieurs apparaissent. On remarque que les modes d’ordre supe´rieur polarise´s
selon e2 apparaissent a` des fre´quences Fn = n/2. A ces fre´quences, l’e´paisseur de la plaque est
e´gale a` un multiple de la longueur d’onde des ondes de cisaillement.
Pour finir, on remarque que la vitesse des ondes correspondant aux e´quations de Lamb (en
noir) tend bien vers la vitesse des ondes de Rayleigh (pour ν = 0.3, cR ' 0.93ct). Les ondes
polarise´es selon e2 (en rouge) tendent quant a` elles vers la vitesse de cisaillement ct.
E´tude des 5 premiers modes propagatifs Dans la suite, l’inte´reˆt porte uniquement sur
les 5 premiers modes propagatifs (figure I.7, 1 a` 5 ) ; en effet, les modes suivants apparaissent
a` des fre´quences F bien trop e´leve´es pour eˆtre conside´re´s dans ce travail. Ils sont toutefois tre`s
utilise´s dans les techniques de controˆle non destructif ; en effet, ils forment une description fine
du de´placement du guide d’onde a` haute fre´quence. Les he´te´roge´ne´ite´s de la structure e´tudie´e
(de´fauts, inclusions, etc) interagissent donc fortement avec ces modes (re´flexion, diffraction,
atte´nuation, etc.).
La figure I.8 repre´sente la forme des diffe´rents champs me´caniques a` travers l’e´paisseur de
la plaque, pour les cinq premiers modes et dans les configurations correspondant aux labels
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sur la figure I.7. Les diffe´rentes couleurs de´notent les composantes de ces champs, en notation
de Voigt. La repre´sentation est uniquement qualitative ; on ne cherche pas ici a` quantifier les
diffe´rents champs, mais seulement a` comparer les diffe´rentes composantes entre elles. Celles-ci
sont d’ailleurs de´finies a` un facteur commun pre`s, puisque obtenues a` partir d’un proble`me aux
valeurs propres I.3.13.
Sont e´galement repre´sente´es sur la dernie`re ligne de la figure I.8 les densite´s d’e´nergie e´le´-
mentaires ; en e´crivant la densite´ d’e´nergie potentielle U = ∗EiΣi = ∑
i=1..6
Ui, il est possible
de tracer ses six contributions e´le´mentaires Ui. L’observation de celles-ci permet de donner
des indications sur le comportement de la plaque, par exemple sur les me´canismes re´gissant
la propagation d’un mode en particulier. Plus tard, on verra que ces profils fournissent des
informations utiles a` la compre´hension des me´canismes d’atte´nuation des ondes. Ils permettent
e´galement de donner des pistes pour la construction d’un mode`le de structure et sur les limites
de celui-ci (mauvaise description des me´canismes dominants, etc.).
Les profils de la figure I.8 permettent de caracte´riser les diffe´rents modes :
1 la flexion : en basse fre´quence ( 1 .a), l’e´nergie de de´formation est presque uniquement
1 .a 1 .b 2 3 .a 3 .b 4 5
U
E
Σ
U
1 2 3 4 5 6
Figure I.8 – Plaque isotrope homoge`ne, 5 premiers modes. Profil des fonctions de
polarisation U, des de´formations E, contraintes Σ et densite´s d’e´nergie de de´formation U
associe´es. Les couleurs de´notent les diffe´rents composantes (en notation de Voigt). Les
diffe´rentes configurations ( 1 a` 5 ) correspondent aux points sur la figure I.7.
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contenue dans la premie`re composante (contraintes et de´formations planes). De plus, cette
e´nergie est beaucoup plus forte sur les bords de la plaque qu’autour de la fibre neutre. Avec
l’augmentation de la fre´quence ( 1 .b), cet effet est encore accentue´. De plus, l’influence
du cisaillement hors-plan (ε5 = 2ε13 et σ5 = σ13) devient grande, voire dominante. La
transition entre ces deux me´canismes (de´formations planes vers le cisaillement) explique
la forte dispersion en fre´quence des ondes de flexion ; le confinement de l’e´nergie au niveau
des faces infe´rieure et supe´rieure explique la vitesse de phase asymptotique, qui tend vers
la vitesse des ondes de surface.
2 le cisaillement plan : la figure I.7 montre que sa vitesse de phase est constante sur le
domaine fre´quentiel entier. Ce mode particulier est en effet caracte´rise´ par un profil de
de´placement dont seule la composante U2 est non nulle (voir figure I.8, 2 ) ; elle est
de surcroˆıt uniforme. L’e´nergie associe´e a` ce mode est donc purement de l’e´nergie de
cisaillement plan (ε12, σ12).
3 la compression : en basse fre´quence ( 3 .a), il a e´te´ montre´ plus haut que sa vitesse de
phase tend vers une constante (I.2.32), qui se retrouve sur la figure I.7. Sur la figure I.8,
on peut voir que l’e´nergie potentielle associe´e est domine´e par la premie`re composante
(de´formations et contraintes planes). Avec l’augmentation de la fre´quence ( 3 .b), l’effet
Poisson devient non ne´gligeable (troisie`me composante, en vert). Cela explique la forte
dispersion observe´e sur ce mode sur le domaine 0.5 < F < 1 (voir figure I.7). Pour des
fre´quences encore supe´rieures, l’e´nergie tend a` se confiner sur les bords ; la vitesse de ces
ondes tend alors vers la vitesse de Rayleigh.
4 le cisaillement hors-plan selon e2 : ce mode apparaˆıt pour F = 1/2, c’est a` dire lorsque
l’e´paisseur de la plaque correspond a` une demie longueur d’onde des ondes de cisaillement.
Cela est d’ailleurs bien visible sur la figure I.8 : les diffe´rents champs semblent forme´s de
la moitie´ d’une pe´riode d’un sinus ou cosinus. la section de la plaque est sollicite´e en
cisaillement pur (seuls les contraintes et de´formations associe´es au cisaillement plan ε12
et hors-plan ε23 sont non nulles).
5 le cisaillement hors-plan selon e1 : il devient e´galement propagatif pour F = 1/2 (voir
figure I.7). Il est influence´ a` la fois par les me´canismes plans (ε11 et σ11), normaux (ε33 et
σ33) et de cisaillement hors-plan (ε13 et σ13), ce qui le rend assez complexe a` interpre´ter.
Convergence des re´sultats On s’inte´resse maintenant a` la convergence du sche´ma SFEM
propose´, utilisant des e´le´ments finis line´aires. Pour cela, on se focalise sur le calcul des 5 premiers
modes cite´s ci-dessus. La figure I.9 montre le re´sultat du calcul de ces modes, dans le cas de
la plaque de´crite ci-dessus, et pour des tailles de maillage diffe´rentes (50, 6, 3 et 1 e´le´ment(s)
dans l’e´paisseur). Le calcul avec 50 e´le´ments dans l’e´paisseur est conside´re´ converge´ et donc pris
comme re´fe´rence. Les points caracte´ristiques ( 1 a` 7 ) ont e´te´ reporte´s de fac¸on a` comparer les
re´sultats avec les repre´sentations donne´es en figure I.7 et I.8.
Tout d’abord, la vitesse du mode de cisaillement plan 2 est correctement estime´e, quelque
soit la finesse du maillage utilise´ et la fre´quence. Cela est duˆ au profil de de´placement simple
qui caracte´rise ce mode (voir figure I.8, 2 ) ; celui-ci, uniforme dans l’e´paisseur, est convena-
blement de´crit, meˆme par un seul e´le´ment line´aire. Pour les meˆmes raisons, le comportement
asymptotique du mode de compression en basse fre´quence ( 3 .a) est correctement estime´.
Toutefois, un maillage grossier (moins de 6 e´le´ments) n’est pas suffisant pour de´crire le
comportement du mode de flexion, meˆme en basse fre´quence ( 1 .a). En effet, la de´formation
ε33 line´aire qui caracte´rise ce mode en basse fre´quence (voir figure I.8, 1 .a) impose que la
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Figure I.9 – Cinq premie`res branches de dispersion. Convergence des re´sultats SFEM.
E1 E2 E3 G23 G13 G12 ν23 ν13 ν12 ρ
14 000 600 1 000 100 1 800 800 0.3 0.3 0.3 400
Table I.1 – Modules de l’inge´nieur et coefficients de Poisson utilise´s pour de´crire le mate´riau
orthotrope (modules en MPa).
composante normale du de´placement U3 est quadratique, ce qui ne peut eˆtre de´crit par un
nombre trop re´duit d’e´le´ments line´aires.
De la meˆme fac¸on, les fre´quences d’apparition des modes de cisaillement hors-plan ( 4 et
5 ) sont surestime´es si le maillage utilise´ est trop grossier. Le champ de de´placement associe´ a`
ces modes (voir figure I.8, 4 et 5 ), qui pre´sente de fortes variations dans l’e´paisseur, ne peut
eˆtre de´crit par un tel maillage. Plus haut en fre´quence, la tendance qu’ont les modes de flexion
et de compression a` se transformer en onde de surface (I.9, 1 .b et 3 .b) exige un maillage
tre`s fin pour pouvoir eˆtre de fac¸on satisfaisante ; un maillage trop grossier tend a` surestimer la
vitesse de phase asymptotique.
De fac¸on ge´ne´rale, on supposera dans ce qui suit que les cinq premiers modes d’une plaque
homoge`ne (isotrope ou non) sont de´crits de fac¸on satisfaisante avec un maillage de 10 e´le´ments
dans l’e´paisseur, pour les domaines de fre´quence auxquels on s’inte´resse dans ce travail (F < 1).
86 Chapitre I. Propagation des ondes planes dans les structures viscoe´lastiques e´lance´es
I.6.2.2 Mate´riau orthotrope
La troisie`me application pre´sente´e ici porte sur la propagation des ondes de flexion 1 , de
cisaillement plan 2 et de compression 3 dans une plaque homoge`ne conservative, cette fois
compose´e d’un mate´riau orthotrope.
Pour les besoins de la pre´sentation, on choisit un mate´riau dont les proprie´te´s me´caniques
s’approchent de celles d’un e´pice´a, avec les fibres oriente´es selon e1. Les axes d’orthotropie
co¨ıncident donc avec le repe`re carte´sien. Les constantes de l’inge´nieur utilise´es pour construire
la matrice de comportement (voir annexe B.1, e´quation (B.1.29)) sont donne´es en table I.1.
L’e´paisseur h de la plaque est choisie e´gale a` 10mm. Un maillage de 10 e´le´ments est utilise´, en
accord avec l’e´tude sur la convergence des re´sultats mene´e pre´ce´demment.
Avec l’introduction de l’anisotropie, le nombre de parame`tres ne´cessaires pour de´crire le
mate´riau augmente. En conse´quence, il n’est plus possible de repre´senter les re´sultats sous une
forme adimensionne´e, de´pendant d’un nombre re´duit de parame`tres, comme dans le cas du
mate´riau isotrope.
Premiers modes propagatifs En premier lieu, la vitesse de phase correspondant aux pre-
miers modes propagatifs est repre´sente´e sur la figure I.10. Les calculs sont mene´s pour deux
directions de propagation fixe´es, selon e1 (en bleu) et e2 (en rouge). On a repre´sente´ les re´sultats
pour des fre´quences allant de 2500 Hz a` 250 kHz. Les diffe´rents labels ajoute´s (de 1 a` 5 )
correspondent au nume´ro du mode correspondant dans le cas isotrope (voir figures I.7 et I.8).
L’observation de la figure I.10 permet de remarquer que malgre´ la complexite´ amene´e par
l’anisotropie du mate´riau, des similitudes existent avec le cas isotrope :
— en basse fre´quence, la vitesse de phase de la branche de flexion 1 est proportionnelle a`
la racine carre´e de la fre´quence (pente 1/2 en log/log), de fac¸on analogue au cas isotrope
(e´quation (I.2.33)). Avec l’augmentation de la fre´quence, la vitesse des ondes de flexion
tend vers une valeur asymptotique, proche de la vitesse de cisaillement associe´e (c13 =
2120m/s et c23 = 500m/s, voir e´quation (I.2.9)) ; on peut supposer que cette vitesse
asymptotique correspond a` la vitesse des ondes de Rayleigh en milieu anisotrope.
— le mode de cisaillement plan 2 est caracte´rise´ par une vitesse de phase constante sur
tout le domaine fre´quentiel, comme dans le cas isotrope. De plus, elle est e´gale dans
les directions e1 et e2 ; ce mode e´tant dans ces directions la source de contraintes et
de´formations de cisaillement planes uniquement (ε12 et σ12), ce phe´nome`ne illustre la
syme´trie mineure du tenseur de comportement C1212 = C2121.
— le mode de compression 3 , tout d’abord caracte´rise´ par une vitesse asymptotique constante
en basse fre´quence, posse`de un domaine de transition (dans le cas e´tudie´ ici, entre 50 kHz
et 150 kHz) qui voit sa vitesse diminuer pour tendre vers la vitesse des ondes de Rayleigh.
— les modes d’ordre supe´rieur 4 et 5 deviennent propagatifs a` partir d’une fre´quence
donne´e. Cette fre´quence, en ade´quation avec les re´sultats analytiques (e´quation (I.4.22)),
correspond a` la situation pour laquelle l’e´paisseur de la plaque est e´gale a` la demie-
longueur d’onde des ondes de cisaillement (i.e pour f = c23/(2h) = 25 kHz et f =
c13/(2h) = 106 kHz).
Malgre´ les similitudes avec le cas isotrope, l’anisotropie du mate´riau ame`ne une complexite´
supple´mentaire, principalement contenue dans la de´pendance de la vitesse des ondes en fonction
de la direction de propagation de celles-ci.
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Figure I.10 – Plaque homoge`ne conservative, mate´riau orthotrope. Trace´ de la vitesse de
phase des premiers modes propagatifs en fonction de la fre´quence, pour une direction de
propagation fixe´e selon e1 (bleu) et e2 (rouge). Les nume´ros de 1 a` 5 de´notent les modes
qui correspondent aux 5 premie`res solutions propagatives dans le cas isotrope (voir figure I.7).
En particulier, les modes 4 et 5 ne deviennent pas propagatifs a` la meˆme fre´quence,
contrairement au cas isotrope (voir figure I.7) ; cela est du a` la diffe´rence des vitesses de cisaille-
ment hors-plan e´le´mentaires ci3, qui entrent dans la de´termination des fre´quences de coupure
de ces modes (e´quation (I.4.22)). Dans le cas e´tudie´ ici, le fort contraste entre les modules
G13 et G23 est bien visible sur la figure I.10 : contrairement au cas isotrope, le mode 5 n’est
pas le second mode d’ordre supe´rieur a` devenir propagatif. En effet, dans cette direction la
fre´quence correspondant a` l’apparition du second mode de cisaillement hors-plan polarise´ selon
e2 (pour f = c23/h, ligne bleue pointille´e) est infe´rieure a` la fre´quence d’apparition du mode
5 (f = c13/(2h)).
Couplage des mouvements plans Dans le cas isotrope homoge`ne, on a vu (voir figure
I.8, 2 et 3 .b) que les deuxie`me et troisie`me modes propagatifs correspondent en basse fre´-
quence respectivement a` une sollicitation de la plaque en cisaillement pur (composante ”12”)
et en contrainte plane (composante ”11” dans le repe`re lie´ a` la direction de propagation des
ondes). Avec l’introduction d’un comportement anisotrope monoclinique, les me´canismes re´gis-
sant les contraintes et de´formations planes peuvent pre´senter certains couplages en fonction de
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(a) Vitesse de phase (m/s) a` 1000 Hz en fonction de la direction de propagation. Les labels 2 , 2 ,
3 et 3 correspondent respectivement aux meˆmes labels sur la figure I.10.
A a` 0◦ A a` 30◦ A a` 60◦ A a` 90◦ B a` 0◦ B a` 30◦ B a` 60◦ B a` 90◦
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(b) Profils des de´placements U, de´formations E, contraintes Σ et densite´s d’e´nergie U correspondant
aux solutions A et B de la figure I.11a et pour diffe´rentes directions de propagation. Les couleurs
de´notent les diffe´rentes composantes (en notation de Voigt).
Figure I.11 – Plaque homoge`ne orthotrope. Modes correspondant aux mouvements plans.
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la direction de propagation des ondes.
La figure I.11 illustre ce phe´nome`ne. A la fre´quence de 1000 Hz, les trois premiers modes
propagatifs de la plaque orthotrope e´tudie´e sont calcule´s pour une collection d’angles de pro-
pagation des ondes. Le premier mode, correspondant aux ondes de flexion, est e´carte´. Sur la
figure I.11a on a trace´ la vitesse de phase des deux autres solutions (de´note´es A et B ), qui
correspondent a` une polarisation du de´placement contenue dans le plan de la plaque. La plaque
e´tant orthotrope, on se contente de repre´senter la vitesse des ondes pour des angles de propaga-
tion allant de 0◦ a` 90◦. On a e´galement reporte´ les labels ( 2 , 3 , 2 et 3 ) sur le diagramme,
qui correspondent aux branches labellise´es sur la figure I.10. La figure I.11b donne le profil des
champs me´caniques associe´s aux solutions A et B pour diffe´rentes directions de propagation
des ondes.
Ces figures permettent d’illustrer l’influence de l’anisotropie du mate´riau sur les modes
de propagation. En particulier, on remarque que le mode A est caracte´rise´ par une forte
polarisation du de´placement selon e2, quelque soit la direction de propagation φ des ondes.
Lorsque celle-ci est oriente´e selon e1 (φ = 0◦), cette polarisation sollicite la plaque en cisaillement
pur (ε6 = 2ε12). Dans le cas ou` φ = 90◦, la polarisation de l’onde et la direction de propagation
de l’onde sont aligne´es ; le mode est alors responsable d’une sollicitation du mate´riau en traction-
compression (ε1, ε2 et ε3). Concernant le mode B , le meˆme type d’observation est possible :
ce mode est caracte´rise´ par un de´placement fortement polarise´ selon e1. pour φ = 0◦, cette
direction de polarisation et la direction de propagation de l’onde sont aligne´es ; la plaque est
alors sollicite´e en traction-compression. Lorsque φ = 90◦, ces deux directions sont orthogonales ;
la plaque est alors sollicite´e en cisaillement.
Lorsque la direction de polarisation du mode et la direction de propagation de l’onde ne
sont ni aligne´es ni orthogonales (φ 6= 0◦ et φ 6= 90◦), diffe´rents couplages apparaissent sur
les profils de de´formation, de contrainte et de densite´ d’e´nergie lie´s aux modes A et B . Ces
modes ne sollicitent alors pas la plaque purement en cisaillement ou en traction-compression ; les
sollicitations sont mixtes. De plus, on a vu que le mode A passe d’un re´gime de cisaillement
(pour φ = 0◦) a` un re´gime de traction-compression (pour φ = 90◦) ; le mode B ope`re la
transition inverse. En conse´quence, l’introduction du comportement anisotrope entraˆıne une
de´pendance non seulement de la vitesse des ondes mais aussi de la nature des ondes en fonction
de leur direction de propagation.
Dans le pre´sent travail, on se limite aux cas des plaques compose´es de mate´riaux monocli-
niques (voir annexe B.1, expression (B.1.16)). Dans ce cas, une plaque homoge`ne de pre´sente
pas de couplage, en basse fre´quence, entre les ondes de flexion et les ondes polarise´es dans le
plan de la plaque. En conse´quence, on distingue deux comportements : le comportement en
flexion et le comportement en membrane, ce dernier correspondant aux mouvements plans.
Dans le cas isotrope, on a vu qu’on peut de´composer le comportement en membrane selon
deux sollicitations e´le´mentaires : le cisaillement plan (mode 2 ) et la compression (mode 3 ).
Lorsque le comportement est anisotrope, ces deux sollicitations e´le´mentaires sont dans le cas
ge´ne´ral pre´sentes simultane´ment ; en conse´quence, il devient difficile de de´terminer la nature
d’un mode.
Les deux modes caracte´risant le comportement en membrane de la plaque sont donc, dans
la suite du travail, de´note´s par les lettres A et B pour les diffe´rencier du mode de flexion
1 ; ils prennent e´galement l’appellation de modes de membrane. Par convention, on de´note
par la lettre A le mode associe´ de membrane dont la vitesse de phase asymptotique en basse
fre´quence est la plus faible.
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Surfaces de dispersion Afin d’e´tudier l’effet de l’anisotropie sur les proprie´te´s de dispersion
des ondes dans une plaque, il est ne´cessaire d’effectuer le calcul des modes pour une collection
repre´sentative d’angles de propagation et de fre´quences. Une fois le calcul effectue´, il est alors
possible de reconstruire des surfaces en trois dimensions ; en coordonne´es cylindriques, elles
sont parame´tre´es par la fre´quence (axe x3) et la direction de propagation des ondes (angle
polaire). La distance entre l’axe vertical et la surface est donne´e par le nombre d’onde (surfaces
de lenteur) ou la vitesse de phase (surface de vitesse).
Un exemple de ce type de repre´sentation est donne´ en figure I.12. Le calcul des modes
propagatifs est effectue´ pour 20 fre´quences entre 500 Hz et 20 kHz et pour 100 directions de
propagations uniforme´ment re´parties sur le domaine [0, 2pi]. A partir de ces calculs sont recons-
truites les surfaces de lenteur et de vitesse correspondant aux trois premiers modes propagatifs :
le mode de flexion 1 en bleu et les deux modes de membrane A et B , respectivement en
rouge et vert. Aux fre´quences conside´re´es, les modes d’ordre supe´rieur ( 4 , 5 , etc.) ne sont
pas encore propagatifs (voir figure I.10).
Les deux types de repre´sentation (surfaces de lenteur et de vitesse) ont leur inte´reˆt ; on a
pour cette raison choisi de les donner toutes deux ici. Les surfaces de lenteur sont donne´es par le
nombre d’onde k = |k|, re´sultat direct du calcul par la me´thode SFEM. On verra que la me´thode
d’analyse en vecteurs d’onde propose´e dans ce travail (voir chapitre VII) permet d’identifier une
collection de vecteurs d’onde sur la re´ponse harmonique d’une structure. Sans post-traitement
supple´mentaire, il est alors possible de repre´senter un nuage de points expe´rimentaux (k, ω)
dans lequel on cherche a` reconnaˆıtre les surfaces de lenteur de la structure mesure´e.
Les surfaces de vitesse (donne´es par la vitesse de phase c = |cφ|) permettent quant a` elles
de distinguer facilement les modes par leur dispersion en fre´quence. Dans l’exemple donne´ ici,
les surfaces de vitesse correspondant aux modes de membrane A (en rouge) et B (en vert)
semblent invariantes par rapport a` la fre´quence (axe vertical) sur la figure I.12. En effet, on
peut voir sur la figure I.10 que sur le domaine de fre´quence e´tudie´ ici (500 Hz a` 20 kHz), la
vitesse de ces ondes ne de´pend que tre`s peu de la fre´quence. La seule dispersion de ces ondes
est donc contenue dans la de´pendance de la vitesse en fonction de l’angle de propagation. Cette
observation peut eˆtre utilise´e dans un cadre expe´rimental pour de´terminer la nature des ondes
correspondant a` une collection de vecteurs d’onde identifie´s, lorsque la fonction de polarisation
associe´e est inconnue.
La surface de vitesse correspondant au mode de flexion 1 (en bleu sur la figure I.12) est donc
la seule a` pre´senter, dans le domaine de fre´quence e´tudie´, une dispersion en fre´quence. En basse
fre´quence, cette surface s’apparente a` un coˆne (en sens ge´ne´ral), puisque la vitesse de phase de
ces ondes y est proportionnelle a` la racine carre´e de la fre´quence. Plus la fre´quence augmente et
plus les effets dispersifs diminuent ; la vitesse des ondes de flexion tend alors, comme on l’a vu,
vers la vitesse de Rayleigh. En conse´quence, la surface de vitesse associe´e s’apparente, pour les
fre´quences les plus e´leve´es du domaine e´tudie´, a` un cylindre. Un nouvelle fois, ces observations
qualitatives permettent, dans un cadre expe´rimental, d’identifier des vecteurs d’onde lie´s aux
ondes de flexion sans connaˆıtre la forme du mode associe´.
Les surfaces repre´sente´es sur la figure I.12 peuvent eˆtre conside´re´es comme la carte d’identite´
du comportement dynamique line´aire conservatif de la plaque, loin des singularite´s, et pour des
fre´quences infe´rieures a` l’apparition des premiers modes d’ordre supe´rieur. Elles caracte´risent
la fac¸on dont l’information me´canique est transporte´e a` travers la plaque.
Ces surfaces reveˆtent un inte´reˆt tout particulier pour les proble´matiques qui motivent le
pre´sent travail : (i) pour la construction d’un mode`le re´duit de plaque, on peut chercher a` de´crire
de fac¸on optimale ces surfaces avec un nombre re´duit de parame`tres ; (ii) pour l’identification
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(a) Surfaces de lenteur (k)
(b) Surfaces de vitesse (cφ)
Figure I.12 – Surfaces caracte´risant la dispersion des ondes dans une plaque orthotrope,
parame´tre´es par l’angle de propagation et la fre´quence (axe x3). Mode de flexion 1 (surfaces
bleues) et modes de membrane ( A en rouge et B en vert). Lignes iso-fre´quence en pointille´s
(de bas en haut : 500 Hz, 5 kHz, 10 kHz, 15 kHz et 20 kHz).
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expe´rimentale des proprie´te´s du mate´riau constitutif d’une plaque, on cherche a` minimiser
la distance entre les surfaces de lenteur the´oriques et expe´rimentales ; (iii) dans le cadre du
remplacement du mate´riau de la table d’harmonie par des composites, on cherche a` trouver une
stratification dont les surfaces de lenteur sont identiques aux surfaces de lenteur de la table en
bois.
I.6.3 Plaques multicouches
Dans ce qui pre´ce`de, on a donne´ diffe´rentes repre´sentations des re´sultats de la re´solution du
proble`me de propagation des ondes planes dans les structures e´lance´es. On s’est alors inte´resse´
aux plaques homoge`nes. Dans des cas e´le´mentaires, on a pu interpre´ter les re´sultats et discrimi-
ner les diffe´rents modes responsables du transport de l’information au travers de la structure.
L’introduction de l’anisotropie, comme on l’a vu, apporte une complexite´ supple´mentaire de
part la de´pendance des re´sultats en fonction de l’angle de propagation des ondes.
Les paragraphes qui suivent abordent le cas des plaques multicouches, qui posse`dent une
distribution non uniforme des proprie´te´s me´caniques a` travers l’e´paisseur. L’aspect multicouche
a bien suˆr un impact sur la propagation des ondes, meˆme en basse fre´quence. En particulier,
les profils des champs de de´formation et de contrainte se complexifient.
Comme l’e´ventail des configurations mate´rielles imaginable est bien trop large, l’e´tude me-
ne´e ici se concentre sur deux structures particulie`res : (i) la plaque sandwich ; (ii) le stratifie´
monolithique. Ces deux agencements de sont de nos jours tre`s employe´s dans la conception des
structures composites industrielles.
I.6.3.1 Sandwich isotrope
Pour l’exemple qui suit, la plaque sandwich choisie est compose´e de mate´riaux isotropes ;
en conse´quence, la direction de propagation des ondes n’influe pas sur les re´sultats. La plaque
est compose´e de deux mate´riaux ; une aˆme souple et e´paisse, entoure´e de deux peaux raides et
minces. La configuration mate´rielle est syme´trique par rapport a` la fibre neutre de la plaque.
Les proprie´te´s me´caniques des deux mate´riaux sont re´sume´es dans le tableau I.2. Le rapport
des raideurs des peaux et de l’aˆme est de 100, tandis que le rapport des e´paisseurs respectives
est de 1/25. De plus, le mate´riau composant les peaux est 5 fois plus dense que le mate´riau
composant l’aˆme.
On e´tudie la propagation des ondes planes dans cette plaque pour des fre´quences allant
de 100 Hz a` 1 GHz, ce qui repre´sente un domaine de fre´quences tre`s e´tendu ; toutefois, cela
permet d’observer le comportement asymptotique en basse et haute fre´quence. La direction
de propagation des ondes est fixe´e selon e1. Le proble`me est re´solu a` l’aide du sche´ma SFEM
imple´mente´ ; un maillage de 10 e´le´ments dans chaque peau et 50 e´le´ments dans l’aˆme est utilise´,
largement suffisant pour assurer la convergence des re´sultats, mais ne´cessaire pour tracer les
profils des champs me´caniques avec une re´solution satisfaisante.
E ν ρ c` ct h
peaux 10 GPa 0.3 1000 3669 m/s 1961 m/s 0.2 mm
aˆme 100 MPa 0.3 200 820 m/s 438 m/s 5 mm
Table I.2 – Proprie´te´s de la plaque sandwich isotrope e´tudie´e et vitesses e´le´mentaires
associe´es.
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La figure I.13 repre´sente la vitesse de phase correspondant aux 5 premiers modes propagatifs
de la plaque. Les diffe´rentes branches sont labellise´es de 1 a` 5 , le nume´ro de´notant le mode
e´quivalent au cas isotrope homoge`ne (voir figure I.7).
Sur la figure I.14 sont reporte´s les profils des champs a` travers l’e´paisseur de la plaque, pour
les diffe´rentes configurations labellise´es sur la figure I.13 et correspondant aux trois premiers
modes. De fac¸on a` distinguer les peaux de l’aˆme, on a trace´ les interfaces se´parant celles-ci a`
l’aide de lignes pointille´es ( ).
Les deux figures donne´es dans cet exemple peuvent eˆtre compare´es aux figures I.7 et I.8
correspondant au cas de la plaque homoge`ne isotrope. On note alors les points communs entre
les deux plaques :
— la vitesse de phase des modes de cisaillement plan 2 et de compression 3 tend en basse
fre´quence vers une constante. Dans l’exemple de plaque sandwich donne´ ici, ces ondes
peuvent eˆtre conside´re´es non dispersives jusqu’a` 10 kHz (voir figure I.13, 2 .a et 3 .a).
— la vitesse des ondes de flexion 1 est, en basse fre´quence, proportionnelle a` la racine
carre´e de la fre´quence (pente 1/2 sur la repre´sentation log-log de la figure I.13) ; ceci est
e´quivalent au cas isotrope (e´quation (I.2.33)).
— ces trois premiers modes propagatifs sont caracte´rise´s, en basse fre´quence, par des profils
de de´formation E affine (voir figure I.14, 1 .a, 2 .a et 3 .a).
— avec l’augmentation de la fre´quence, les vitesses de phase associe´es aux modes de flexion
et de compression tendent a` devenir proches (figure I.13, 1 .b et 3 .b).
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Figure I.13 – Plaque sandwich isotrope. Vitesse de phase associe´e aux cinq premiers modes
propagatifs.
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— les deux premiers modes d’ordre supe´rieur 4 et 5 deviennent propagatifs pour une
fre´quence identique. Celle-ci peut eˆtre calcule´e par la recherche des racines de l’e´quation
caracte´ristique associe´e (I.4.37) et est e´gale a` f = 31.9 kHz. Sa valeur approxime´e par le
de´veloppement propose´ en (I.4.39) est f = 44.1 kHz, soit une erreur d’environ 40%.
Toutefois, il est possible d’observer certaines diffe´rences entre le cas de la plaque homoge`ne
et celui de la plaque sandwich :
— l’inhomoge´ne´ite´ des proprie´te´s me´caniques entraˆıne des sauts de la partie plane des
contraintes Σ au niveau des interfaces entre l’aˆme et les peaux, observables sur la figure
I.14. En conse´quence, l’e´nergie de de´formation U pre´sente e´galement des sauts. Notam-
ment, en basse fre´quence, l’e´nergie de de´formation est tre`s majoritairement contenue dans
les peaux (voir figure I.14, 1 .a, 2 .a et 3 .a). Au contraire, en haute fre´quence, le de´pla-
cement est quasiment nul dans les peaux ( 1 .c, 2 .b et 3 .c) ; l’e´nergie de de´formation
est alors comple`tement confine´e dans l’aˆme du sandwich.
— le mode de cisaillement plan 2 devient dispersif a` partir de 10 kHz (voir figure I.13).
En basse fre´quence, ce mode sollicite du cisaillement plan dans les peaux uniquement
1 .a 1 .b 1 .c 2 .a 2 .b 3 .a 3 .b 3 .c
U
E
Σ
U
1 2 3 4 5 6
Figure I.14 – Plaque sandwich isotrope. Profil des fonctions de polarisation U, des
de´formations E, contraintes Σ et densite´s d’e´nergie de de´formation U associe´es. Les couleurs
de´notent les diffe´rents composantes (en notation de Voigt). Les interfaces entre les peaux et
l’aˆme sont de´note´es par des lignes pointille´es ( ), et la fibre neutre par des points ( ). Les
diffe´rentes configurations ( 1 a` 3 ) correspondent aux points sur la figure I.13.
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(figure I.14, 2 .a) ; la raideur de celles-ci donne alors une vitesse de phase e´leve´e. Avec
l’augmentation de la fre´quence, on observe un transfert de la sollicitation des peaux a`
l’aˆme ; en en haute fre´quence, le cisaillement est contenu uniquement dans cette dernie`re
(figure I.14, 2 .b). Le mode redevient alors non-dispersif, et sa vitesse de phase tend vers
la vitesse de cisaillement dans l’aˆme cat = 438m/s.
— la vitesse de phase lie´e aux modes 1 et 3 pre´sente une de´pendance fre´quentielle plus
complexe que dans le cas homoge`ne. On distingue alors trois re´gimes, de´note´s sur la figure
I.13 par les labels 1 .a, 1 .b et 1 .c (respectivement 3 .a, 3 .b et 3 .c). Concernant la
flexion 1 , la vitesse de phase est marque´e par un premier plateau en 1 .b ; celui-ci est
duˆ a` l’activation du cisaillement transverse dans l’aˆme (composante ε13, voir figure I.14).
Lorsque la fre´quence augmente encore, les peaux ne sont plus sollicite´es ; l’aˆme est alors
sollicite´e en cisaillement puˆr. En conse´quence, la vitesse des ondes de flexion tend vers la
vitesse de cisaillement du mate´riau d’aˆme cat . Concernant le mode de compression 3 , le
re´gime 3 .b est marque´ par l’augmentation de l’e´nergie de de´formation dans l’aˆme. En
haute fre´quence, seule l’aˆme est sollicite´e. La vitesse des ondes de compression tend alors
e´galement vers cat .
De fac¸on ge´ne´rale, on retiendra que les proprie´te´s planes des peaux re´gissent le compor-
tement asymptotique en basse fre´quence. Avec l’augmentation de la fre´quence, les proprie´te´s
de l’aˆme en cisaillement entrent en compte. Finalement, en haute fre´quence, le comportement
asymptotique des trois premiers modes est re´git principalement par les proprie´te´s du mate´riau
constituant l’aˆme.
I.6.3.2 Stratifie´ angle-ply
Les diffe´rences observe´es entre le cas de la plaque homoge`ne isotrope et celui du sandwich
isotrope sont dues au contraste de raideur et de densite´ entre les mate´riaux composant les peaux
et l’aˆme de la plaque.
Dans le cas des structures composites en ge´ne´ral, les mate´riaux utilise´s dans l’empilement
sont anisotropes (i.e renforts fibre´s, aˆmes en nid d’abeille, etc.). Avec l’introduction de ma-
te´riaux d’aˆme et de peaux anisotropes, le contraste de raideur entre les diffe´rentes couches
devient de´pendant de la direction de sollicitation de la plaque (ici, la direction de propagation
des ondes). Tous les nouveaux phe´nome`nes observe´s ci-dessus (re´partition de l’e´nergie de de´for-
mation, dispersion fre´quentielle, etc.) de´pendent alors de cette direction, complexifiant encore
l’interpre´tation des re´sultats.
En conse´quence, le choix est pris ici d’e´tudier le cas d’une plaque multicouche anisotrope
e´lance´e, c’est a` dire dont l’e´paisseur est d’un ordre au moins plus faible que la longueur d’onde
des ondes se propageant dans la plaque. Dans ce cas, seuls trois modes sont propagatifs ; cela
correspond aux configurations 1 .a, 2 .a et 3 .a (voir figure I.13). Le comportement anisotrope
du mate´riau utilise´ entraˆıne le couplage des sollicitations en cisaillement plan et en compression,
comme on l’a vu dans le cas de la plaque homoge`ne orthotrope. Les deux modes de membrane,
nume´rote´s 2 pour le cisaillement et 3 pour la traction dans le cas isotrope, sont donc dans
EL ET EN GTN GLN GLT νTN νLN νLT ρ h
110 GPa 8 GPa 8 GPa 3 GPa 4 GPa 4 GPa 0.3 0.3 0.3 1450 150 µm
Table I.3 – Proprie´te´s de la couche e´le´mentaire composant le stratifie´.
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le cas pre´sent couple´s. Par analogie avec le cas homoge`ne, les deux modes de membrane sont
donc de´note´s par les lettres A et B . Ces deux modes sont, en basse fre´quence, caracte´rise´s
par une vitesse de phase constante ; la vitesse de phase des ondes de flexion est quant a` elle
proportionnelle a` la racine carre´e de la fre´quence.
La plaque choisie pour cette exemple est compose´e de quatre couches et syme´trique. Les
proprie´te´s du mate´riau isotrope transverse composant la couche e´le´mentaire sont re´sume´es dans
le tableau I.3 ; elles correspondent approximativement aux proprie´te´s d’un tissu de pre´-impre´gne´
carbone couramment utilise´ pour la fabrication de pie`ces composites. Ces proprie´te´s me´caniques
sont donne´es en utilisant la convention composite (exprime´es dans les directions Longitudinale,
Tangentielle et Normale). Les couches composant le stratifie´ sont en re´alite´ tourne´es d’un angle
θ par rapport au repe`re principal de la plaque, celui-ci co¨ıncidant avec le repe`re carte´sien (ei).
La stratification choisie est de type angle-ply ; la se´quence d’empilement des couches est
donne´e par l’angle θ que forme la direction longitudinale de chaque couche avec la direction
e1. Celle-ci est de la forme [−θ, θ, θ,−θ]. Le calcul des modes est re´alise´ avec le sche´ma SFEM
propose´, qui utilise un maillage de 60 e´le´ments (15 e´le´ments par couche). Ce maillage, largement
suffisant pour assurer la convergence des re´sultats, permet de tracer les profils des champs
me´caniques avec une re´solution suffisante.
Diagrammes polaires de vitesse de phase La figure I.15 donne la vitesse de phase corres-
pondant a` chacun des trois modes propagatifs pour la fre´quence de 1000 Hz et en fonction de la
direction de propagation des ondes. Le calcul est re´alise´ pour plusieurs valeurs de θ (0◦, 22.5◦,
45◦, 67.5◦ et 90◦), afin de montrer la de´pendance du comportement de la plaque en fonction
des angles forme´s par les couches. Dans le cas de la flexion, la vitesse de phase est divise´e par
la racine carre´e de la fre´quence ; de cette fac¸on, la repre´sentation donne´e est valable pour tout
le domaine fre´quentiel pour lequel la vitesse des ondes de flexion est proportionnelle a` la racine
carre´e de la fre´quence.
Les empilements correspondant a` θ = 0◦ (en bleu) et θ = 90◦ (en vert) sont en fait e´quiva-
lents ; dans ces deux cas, toutes les couches sont aligne´es. L’empilement complet se comporte
alors comme une plaque orthotrope homoge`ne ; les deux plans de syme´trie aligne´s avec e1 et e2
sont alors bien visibles sur les diagrammes polaires associe´s.
Le cas θ = 45◦ (en jaune) est e´galement un cas particulier ; dans cette configuration, les
deux couches centrales sont tourne´es de 90◦ par rapport aux couches supe´rieure et infe´rieure.
En conse´quence, le comportement de la plaque est e´galement orthotrope ; les plans de syme´trie
sont alors oriente´s selon e1 + e2 et e1 − e2 (soit a` 45◦ et 135◦).
Les diagrammes des vitesses de phase des modes de membrane A et B pre´sentent une
syme´trie orthotrope par rapport au repe`re de la plaque, quel que soit l’angle θ. Ceci est duˆ a`
la syme´trie de l’empilement par rapport au plan moyen (les proprie´te´s me´caniques pre´sentent
une syme´trie miroir) et l’e´quilibrage des angles des couches (la somme des angles est nulle).
Au contraire, le comportement en flexion n’est orthotrope que dans les cas particuliers cite´s
plus haut (θ = 0◦, θ = 45◦ et θ = 90◦). Dans les autres cas (ici θ = 22.5◦ en rouge et θ = 67.5◦
en violet), seule la syme´trie centrale du diagramme des vitesses de phase associe´es est conserve´e
(elle est due au fait que deux ondes se propageant selon n et −n ont la meˆme vitesse).
En conse´quence, on distinguera bien un comportement orthotrope en membrane (cisaille-
ment plan et compression) et un comportement orthotrope en flexion. Les configurations pour
lesquelles l’orthotropie est pre´sente sur le comportement en flexion et sur le comportement en
membrane sont des cas assez particuliers. La recherche de se´quences d’empilement pre´sentant
les meˆmes syme´tries de comportement en membrane et en flexion n’est d’ailleurs pas triviale ;
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(a) Flexion 1 (cφ × ω−1/2).
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(b) Membrane A (cφ).
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(c) Membrane B (cφ).
Figure I.15 – Stratifie´ mince anisotrope, se´quence d’empilement [−θ, θ, θ,−θ]. Vitesse de
phase en fonction de la direction de propagation des ondes et pour diffe´rentes valeurs de θ.
Mode de flexion 1 et modes de membrane A et B .
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elle implique souvent l’utilisation de me´thodes d’optimisation. On peut citer les empilements
quasi-isotropes e´tudie´s par Vannucci [228].
Les diagrammes de la figure I.15 donnent un aperc¸u des possibilite´s offertes par l’utilisation
des stratifie´s pour la conception des structures. En effet, on peut voir qu’a` partir d’un seul
mate´riau de base orthotrope, il est possible d’obtenir une varie´te´ de comportements. Le champ
des possibles augmente encore avec l’ajout de mate´riaux diffe´rents et l’augmentation du nombre
de couches. Il est alors envisageable d’obtenir un comportement sur mesure, qui re´ponde de
fac¸on optimale a` un cahier des charges.
Profil des champs me´caniques Le trace´ des profils des champs de de´placement, de´forma-
tion, contrainte et densite´ d’e´nergie permet d’illustrer les phe´nome`nes de couplage a` l’origine
des comportements diffe´rents d’un empilement en flexion et en membrane. La figure I.16 donne
la forme de ces champs pour deux empilements e´quivalents et dans le cas des trois modes
conside´re´s ici.
Le premier empilement est de type cross-ply ; sa se´quence d’empilement est note´e [0◦ 90◦ 90◦ 0◦].
Dans cette configuration particulie`re, le comportement de chaque couche, orthotrope dans le
repe`re ”LTN”, est e´galement orthotrope dans le repe`re de la plaque ; en conse´quence, l’empi-
lement de type cross-ply est orthotrope en flexion et en membrane. Le diagramme polaire de
vitesse de phase associe´ correspondrait d’ailleurs, sur la figure I.15, au cas angle-ply θ = 45◦
que l’on aurait tourne´ d’un angle de +45◦.
La figure I.16 montre les profils des champs me´caniques associe´s aux trois premiers modes
pouvant se propager dans la direction e1, qui co¨ıncide donc avec une direction d’orthotropie de
l’empilement cross-ply. La comparaison du profil des de´formations E dans ce cas et dans le cas
isotrope homoge`ne (figure I.8, 1 .a, 2 .a et 3 .a) permet de noter leur similarite´ : le mode de
flexion 1 est caracte´rise´ par des de´formations de traction-compression (ε11, ε22 et ε33) line´aires
et un terme de de´formations en cisaillement transverse (ε13) quasi -quadratique ; les modes de
membrane sont quant a` eux caracte´rise´s par une distribution uniforme des de´formations. Le
comportement du mate´riau e´tant orthotrope dans la direction e´tudie´e, celui-ci n’introduit pas
de couplage entre les composantes de contrainte et de´formation en cisaillement et en traction-
compression. Comme dans le cas du sandwich isotrope (figure I.14, 1 .a et 3 .b), les contraintes
planes pre´sentent des sauts au niveau des interfaces ; elles sont, dans le cas de la flexion 1 et
du second mode de membrane B , majoritairement contenues dans les peaux. Cela est duˆ au
fort contraste de raideur longitudinale (C1111) entre les couches oriente´es a` 0◦ et celles oriente´es
a` 90◦. Le premier mode de membrane, quant a` lui, est caracte´rise´ par une distribution de la
contrainte de cisaillement plan (σ12) uniforme dans l’e´paisseur. Cela est duˆ a` l’invariance du
comportement en cisaillement par rotation du mate´riau de 90◦.
L’e´tude des profils lie´s a` l’empilement angle-ply [−45◦ 45◦ 45◦ − 45◦] sur la figure I.16
montre l’apparition d’un certain nombre de couplages responsables de la perte du comportement
orthotrope en flexion.
Les deux exemples de plaque multicouche donne´s ci-dessus ont permis d’illustrer l’impact
d’une distribution des proprie´te´s me´caniques non uniforme dans la section d’une plaque sur la
dispersion des premie`res ondes planes pouvant s’y propager.
On a tout d’abord pu observer certains points communs avec le cas homoge`ne. Tout d’abord,
seuls trois modes sont propagatifs en basse fre´quence, repre´sente´s par les me´canismes de flexion
1 et de membrane A et B . Comme dans le cas homoge`ne, les modes de membrane peuvent
eˆtre conside´re´s non-dispersifs en basse fre´quence, quand la longueur d’onde est grande par
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rapport a` l’e´paisseur de la plaque. Avec la diminution de la longueur d’onde, des modes d’ordre
supe´rieur deviennent propagatifs, de fac¸on analogue au cas homoge`ne.
L’aspect multicouche des structures ici e´tudie´es introduit toutefois une complexite´ supple´-
mentaire, caracte´rise´e par des diffe´rences avec le cas homoge`ne.
Dans le cas de la plaque sandwich isotrope, on montre que la pre´sence de peaux raides influe
sur la dispersion fre´quentielle des ondes. En particulier, on peut voir que le mode de cisaillement
plan 2 devient dispersif, alors qu’il ne l’e´tait pas dans le cas homoge`ne. On voit e´galement que
la fre´quence d’apparition des deux premiers modes d’ordre supe´rieur 4 et 5 est plus difficile
a` pre´dire. De la meˆme fac¸on, la vitesse de phase asymptotique en haute fre´quence des diffe´rents
modes, qu’il est possible de donner dans le cas homoge`ne (vitesse des ondes de surface), devient
difficile a` estimer dans le cas des multicouches.
Dans le cas des plaques composites minces stratifie´es de type angle-ply, on insiste sur la
ne´cessite´ de distinguer le comportement en flexion du comportement en membrane ; ceux-
ci peuvent pre´senter des syme´tries diffe´rentes, qu’il faut bien prendre en compte lors de la
1 A B 1 A B
[0◦ 90◦ 90◦ 0◦] [−45◦ 45◦ 45◦ − 45◦]
U
E
Σ
U
1 2 3 4 5 6
Figure I.16 – Plaques mince stratifie´es e´quivalentes, type cross-ply [0◦ 90◦ 90◦ 0◦] et
angle-ply [−45◦ 45◦ 45◦ − 45◦]. Trois premiers modes propagatifs correspondant a` une onde
se propageant dans la direction e1. Profil des fonctions de polarisation U, des de´formations E,
contraintes Σ et densite´s d’e´nergie de de´formation U associe´es. Les couleurs de´notent les
diffe´rents composantes (en notation de Voigt). Les interfaces entre les peaux et l’aˆme sont
de´note´es par des lignes pointille´es ( ).
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conception d’une structure composite.
I.6.4 Me´canismes d’amortissement
Les paragraphes qui suivent cherchent a` illustrer les effets de l’introduction de mate´riaux
viscoe´lastiques sur la dispersion des ondes planes dans les structures e´lance´es.
Le comportement viscoe´lastique est de´crit dans l’espace des fre´quences par le tenseur ope´-
rationnel C∼ , qui lie les contraintes σ aux de´formations ε (voir annexe B.2 sur la mode´lisation
du comportement viscoe´lastique des mate´riaux). Dans tous les exemples qui suivent, le mode`le
de comportement viscoe´lastique hyste´re´tique est utilise´ (voir annexe B.2, e´quation (B.2.52)) ;
celui-ci suppose un tenseur ope´rationnel inde´pendant de la fre´quence. Ce mode`le ne respecte
donc pas les relations de Kramer-Kronig (annexe B.2, expression (B.2.20)). Cependant, les
structures e´tudie´es ici sont suppose´es peu amorties ; dans ce cas, on a pu voir que la de´pen-
dance des composantes du tenseur ope´rationnel en fonction de la fre´quence peut eˆtre ne´glige´e
sur un domaine de fre´quences assez e´tendu (voir annexe B.2, e´quation (B.2.21)). L’emploi du
mode`le hyste´re´tique peut eˆtre justifie´e dans ce cas. Il faut toutefois pre´ciser que la de´pendance
du tenseur ope´rationnel en fonction de la fre´quence peut tout a` fait eˆtre prise en compte dans le
calcul des solutions d’onde ; celui-ci est en effet re´alise´ pour une pulsation ω donne´e (e´quation
(I.5.11)).
Avec l’introduction du comportement viscoe´lastique, le proble`me de la recherche des so-
lutions d’onde (I.3.13) doit eˆtre re´solu dans le domaine des complexes. Les solutions obtenues
(vecteur d’onde k, vitesses cφ et ce, fonctions de polarisation U et champs me´caniques associe´s)
sont alors complexes dans tous les cas ; les modes propagatifs, caracte´rise´s par un nombre d’onde
purement re´el dans le cas conservatif, deviennent e´galement complexes. La partie imaginaire du
nombre d’onde de´crit alors la de´croissance de l’amplitude de l’onde au cours de sa propagation.
De fac¸on analogue, les modes e´vanescents, caracte´rise´s dans le cas conservatif par un nombre
d’onde imaginaire pur, posse`dent une partie re´elle.
Dans l’esprit du mode`le hyste´re´tique, on de´finit l’ope´rateur x→ χ(x) :
x = Re{x} (1 + iχ(x)) ou χ(x) = Im{x}
Re{x} (I.6.1)
Celui-ci est utilise´ pour de´crire les me´canismes d’amortissement en ge´ne´ral ; utilise´ sur les com-
posantes du tenseur ope´rationnel, χ(Cij) est e´gal au facteur de pertes ηij (voir annexe B.2,
expression (B.2.57)) ; utilise´ sur le nombre d’onde, χ(k) est e´gal a` l’oppose´ du taux de de´crois-
sance spatial γ (e´quation (I.1.11)).
Les faibles facteurs de pertes utilise´s entraˆınent de faibles taux de de´croissance spatiale des
ondes. Dans ce cas, la partie imaginaire des grandeurs, lie´e a` χ, peut eˆtre conside´re´e comme une
perturbation du cas conservatif. En conse´quence, il est possible de raisonner, a` l’ordre dominant,
sur les re´sultats des cas conservatifs illustre´s ci-dessus ; notamment, les profils des champs
me´caniques donne´s sur les figure I.8, I.11b, I.14 et I.16 peuvent eˆtre conside´re´s inchange´s. De
fac¸on analogue, il est possible d’obtenir une bonne approximation des grandeurs complexes par
leur de´veloppement au premier ordre en χ. Notamment, on note que (1+iχ(x))n ≈ 1+inχ(x).
Cette relation permet par exemple de conside´rer que χ(c) ≈ −χ(k) : le taux de de´croissance
spatiale lie´ a` c est oppose´ au taux de de´croissance lie´ a` k.
Pour finir, on ne s’inte´resse dans les exemples qui suivent qu’aux trois premiers modes
(quasi) propagatifs : la flexion 1 et les deux modes de membrane A et B (respectivement
de cisaillement plan 2 et de compression 3 dans le cas isotrope).
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I.6.4.1 Plaque isotrope homoge`ne
λ (GPa) µ (GPa) ρ c` (m/s) ct (m/s) cR (m/s)
4(1 + i 2%) 2.7(1 + i 5%) 2400 6267(1 + i 1.85%) 3350(1 + i 2.50%) 3107(1 + i 2.44%)
Table I.4 – Proprie´te´s complexes du mate´riau composant la plaque homoge`ne isotrope
viscoe´lastique. Vitesses e´le´mentaires et de Rayleigh associe´es.
Le cas de la plaque homoge`ne e´tudie´e plus haut est repris ici. Dans le cas isotrope, le
comportement viscoe´lastique est introduit par des coefficients de Lame´ λ et µ complexes. Les
proprie´te´s de la plaque sont re´sume´es dans le tableau I.4, ainsi que les vitesses e´le´mentaires des
ondes longitudinales c` (eq. (I.2.8)), de cisaillement ct (eq. (I.2.9)), et la vitesse des ondes de
Rayleigh cR, obtenue par re´solution nume´rique de l’e´quation (I.2.24).
Sur la figure I.17 est repre´sente´ le facteur de de´croissance spatiale χ(c) lie´ aux trois premiers
modes propagatifs en fonction de la fre´quence adimensionne´e. On rappelle que ces trois modes
sont la flexion 1 , le cisaillement plan 2 et la compression 3 . Les cinq points labellise´s
correspondent aux meˆmes points sur la figure de vitesse de phase I.7.
La premie`re observation concerne le mode de cisaillement plan 2 , dont le facteur de de´-
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Figure I.17 – Plaque homoge`ne isotrope viscoe´lastique. Facteur de de´croissance spatiale en
fonction de la fre´quence adimensionne´e, pour les trois premiers modes propagatifs.
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croissance spatiale est constant sur tout le domaine fre´quentiel repre´sente´ et e´gal au facteur de
de´croissance spatiale lie´ a` ct (2.5% dans le cas pre´sent). Ce mode, dont on a vu que la vitesse
de phase est, dans le cas homoge`ne, e´galement constante sur le domaine fre´quentiel entier,
sollicite la plaque en cisaillement pur (ε12, voir figure I.8). Son taux de de´croissance est donc
e´gal a` la moitie´ du facteur de pertes lie´ au coefficient de cisaillement µ. Cela est duˆ a` l’e´galite´
ct = (µ/ρ)1/2 ; au premier ordre, on a 2χ(ct) ≈ χ(µ).
On s’inte´resse ensuite aux deux modes de Lamb que sont la flexion 1 (ou A0) et la compres-
sion 3 (ou S0). On connaˆıt les vitesses de phase asymptotiques en basse fre´quence associe´es
a` ces deux modes ; elles sont respectivement donne´es par les e´quations (I.2.33) et (I.2.32). On
remarque d’ailleurs que ces deux vitesses de phases sont lie´es par la relation (I.2.34). En conse´-
quence, on a χ(cS0) = 2χ(cA0) ; le facteur d’amortissement spatial lie´ aux ondes de flexion est,
en basse fre´quence et dans le cas isotrope homoge`ne, deux fois plus faible que celui lie´ aux ondes
de compression. Ce phe´nome`ne est visible sur la figure I.17 (points 1 .a et 3 .a) ; dans le cas
pre´sent, χ(cS0) = 2.24% et χ(cA0) = 1.12%.
Avec l’augmentation de la fre´quence, on observe un augmentation du facteur de de´croissance
spatiale lie´ aux ondes de flexion, qui atteint finalement 2.44% en haute fre´quence, ce facteur
e´tant e´gal a` celui donne´ par la vitesse de phase des ondes de surfaces cR (voir tableau I.4).
Cette augmentation du facteur d’amortissement est due a` l’activation des effets de cisaillement
transverse avec la diminution de la longueur d’onde (composante ε13, voir figure I.8, 1 .b). Les
pertes dues au cisaillement (associe´es a` µ) e´tant plus fortes que celles associe´es aux de´formations
planes (associe´es a` λ + 2µ), le facteur de perte augmente avec l’augmentation des effets de
cisaillement.
On peut finalement remarquer que le mode de compression est lui aussi associe´ a` un facteur
de de´croissance spatiale qui tend vers celui des ondes de Rayleigh en haute fre´quence. On
observe e´galement un maximum local de χ au niveau du point 3 .b.
I.6.4.2 Sandwich isotrope
λ (MPa) µ (MPa) ρ c` (m/s) ct (m/s)
peaux 5770(1 + i 0.1%) 3850(1 + i 0.5%) 1000 3669(1 + i 1.6%) 1961(1 + i 0.25%)
aˆme 57.7(1 + i 2%) 38.5(1 + i 5%) 200 821(1 + i 1.85%) 438(1 + i 2.50%)
Table I.5 – Proprie´te´s complexes des mate´riaux composant le sandwich isotrope
viscoe´lastique. Vitesses e´le´mentaires associe´es.
Cet exemple reprend la plaque sandwich isotrope e´tudie´e plus haut ; de nouveau, le com-
portement viscoe´lastique isotrope est introduit par des coefficients de Lame´ complexes. Les
proprie´te´s constitutives des mate´riaux et les vitesses des ondes e´le´mentaires de cisaillement et
longitudinales sont reporte´es dans le tableau I.5. Les coefficients de pertes associe´s au mate´-
riau d’aˆme sont choisis d’un ordre plus e´leve´ que ceux associe´s au mate´riau des peaux. Ce
cas de figure est en effet couramment rencontre´ dans les structures sandwiches, constitue´es de
mate´riaux d’aˆmes bien plus dissipatifs (balsa, mousse haute densite´, nid d’abeille, etc.) que le
mate´riau qui compose les peaux (renfort fibreux, acier, etc.).
La figure I.18 montre l’e´volution du taux de de´croissance spatiale χ lie´ a` la vitesse de phase,
dans le cas des trois premiers modes propagatifs. Les points labellise´s de 1 .a a` 3 .c sont
identiques a` ceux labellise´s sur la figure de vitesse de phase dans le cas conservatif (figure I.13).
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Figure I.18 – Sandwich isotrope viscoe´lastique. Facteur de de´croissance spatiale en fonction
de la fre´quence adimensionne´e, pour les trois premiers modes propagatifs.
On remarque tout d’abord que le taux de de´croissance spatiale est en basse fre´quence plus
faible que sur le reste du domaine fre´quentiel. On a vu dans le cas conservatif que les peaux
re´gissent le comportement du sandwich en basse fre´quence ; or celles-ci sont caracte´rise´es par
un des coefficients de perte faibles. En conse´quence, l’amortissement des trois modes conside´re´s
ici est plutoˆt faible en basse fre´quence.
Avec l’augmentation de la fre´quence, on a pu remarquer dans le cas conservatif que l’aˆme
est de plus en plus sollicite´e. Or celle-ci pre´sente des me´canismes de perte plus forts ; le taux de
de´croissance spatiale lie´ aux trois modes augmente donc en conse´quence avec la fre´quence, pour
finalement atteindre le taux de de´croissance χ(cat ) lie´ a` la vitesse de cisaillement e´le´mentaire
dans le mate´riau d’aˆme.
I.6.4.3 Plaque orthotrope homoge`ne
Le dernier exemple sur l’amortissement des ondes planes dus au comportement viscoe´lastique
des mate´riaux s’inte´resse a` l’anisotropie des me´canismes de perte. Pour cela, l’exemple de la
plaque orthotrope e´tudie´e plus haut dans le cas conservatif est repris.
Il est pre´fe´rable, pour de´finir le comportement viscoe´lastique, de passer par les composantes
du tenseur ope´rationnel plutoˆt que par des constantes de l’inge´nieur complexes (voir annexe B.2
sur la viscoe´lasticite´). Cette de´marche est adopte´e ici ; les composantes utilise´es sont reporte´es
dans le tableau I.6. La partie re´elle de ces composantes est e´gale aux composantes du tenseur
des raideurs dans le cas conservatif (construit a` partir des constantes de l’inge´nieur du tableau
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C11 C22 C33 C12 C13
14237(1 + i 0.1%) 713(1 + i 2%) 1192(1 + i 0.5%) 323(1 + i 0%) 467(1 + i 0%)
C23 C44 C55 C66 ρ
364(1 + i 0%) 100(1 + i 3%) 1800(1 + i 0.2%) 800(1 + i 1%) 400
Table I.6 – Composantes complexes (en MPa) du tenseur ope´rationnel de´finissant le
comportement viscoe´lastique de la plaque orthotrope.
I.1). Pour les besoins de cet exemple, les composantes C12, C13 et C23 sont choisies re´elles ; ce
choix n’est en aucun cas du a` une restriction de la mode´lisation, mais plutoˆt pour simplifier
l’interpre´tation des re´sultats.
Le taux de de´croissance spatiale lie´ aux trois premiers modes propagatifs est e´tudie´. De
fac¸on analogue au cas conservatif, il est possible de calculer, avec le sche´ma SFEM propose´, le
nombre d’onde complexe correspondant aux trois premier modes propagatifs, pour une collec-
tion d’angles de propagation et de fre´quences. A partir des re´sultats obtenus, il est alors possible
de construire des surfaces a` partir du taux de de´croissance spatiale χ lie´ a` chaque onde ; celles-ci
sont parame´tre´es par l’angle de propagation et la fre´quence. Cette repre´sentation est donne´e
sur la figure I.19 ; le meˆme code couleur que celui utilise´ pour les surfaces de lenteur et de
Figure I.19 – Surfaces caracte´risant la de´croissance spatiale des ondes dans une plaque
orthotrope, parame´tre´es par l’angle de propagation et la fre´quence (axe x3). La distance a`
l’axe vertical est de´termine´e par le taux de de´croissance spatiale χ(c) (en %). Mode de flexion
1 en bleu et modes de membrane A en rouge et B en vert. Lignes iso-fre´quence en
pointille´s (de bas en haut : 500 Hz, 5 kHz, 10 kHz, 15 kHz et 20 kHz).
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vitesse est employe´ : la surface bleue correspond au mode de flexion 1 , tandis que les modes
de membrane A et B sont respectivement repre´sente´s en rouge et vert.
L’observation de la figure I.19, conjointement avec les profils des champs me´caniques dans le
cas conservatif sur la figure I.11b, permet d’interpre´ter certaines observations sur les modes de
membrane, valables pour le cas e´tudie´ ici. Notamment, le mode A (en rouge) est globalement
plus amorti que le mode B (en vert). En effet, celui-ci sollicite des me´canismes pour lesquels les
effets visqueux sont forts ; a` 0◦, il est caracte´rise´ par une e´nergie de de´formation en cisaillement
plan pur (composante ε6, voir figure I.11b A a` 0◦). Logiquement, son taux de de´croissance
spatiale est donc e´gal a` la moitie´ du facteur de pertes lie´ a` C66. Dans la direction a` 90◦, on a
vu que le mode A sollicite la plaque en traction-compression dans la direction 2 (figure I.11b,
composante 2) ; en conse´quence, χ(c) est e´gal, pour ce mode et a` 90◦, a` la moitie´ du facteur de
pertes lie´ a` C22. Le meˆme type de raisonnement sur le mode B permet de justifier son taux de
de´croissance spatiale relativement plus faible.
Concernant le mode de flexion 1 , on remarque une augmentation du taux de de´croissance
spatiale avec la fre´quence. Cette transition est due, comme dans le cas isotrope (voir figure
I.17), a` l’augmentation des effets de cisaillement transverse. Ces effets, lie´s a` facteurs de pertes
plus e´leve´s que ceux lie´s aux me´canismes plans (χ(C13) > χ(C11) et χ(C23) > χ(C2)), font donc
augmenter le taux de de´croissance spatiale des ondes de flexion.
La surface lie´e au taux de de´croissance spatiale repre´sente´e sur la figure I.19 s’ajoute aux
surfaces de lenteur et de vitesse de la figure I.12 ; ces surfaces caracte´risent comple`tement la
fac¸on dont l’information me´canique est transporte´e (et perdue) dans une plaque viscoe´lastique.
De nouveau, ces surfaces peuvent eˆtre vues comme la signature du comportement dynamique
de la plaque ; l’identification expe´rimentale de ces surfaces permettrait de caracte´riser finement
les proprie´te´s des mate´riaux constitutifs.
I.6.5 Couplage acoustique
La dernie`re application de cette partie concernent la prise en compte du couplage acoustique
dans le calcul des solutions du proble`me de propagation des ondes planes dans les plaques (voir
section I.3.3).
L’effet du couplage acoustique intervient principalement sur les ondes de flexion 1 . Les
modes de membrane A et B pre´sentent en effet une composante transverse du de´placement U3
faible ; celle-ci e´tant a` l’origine du couplage, l’effet de celui-ci sur les proprie´te´s dispersives de ces
modes peut eˆtre ne´glige´e. Certains modes d’ordre supe´rieur peuvent pre´senter une composante
transverse du de´placement non ne´gligeable ; toutefois, ceux-ci sortent du cadre de ce travail car
la fre´quence a` laquelle ils deviennent propagatifs est hors du domaine d’e´tude.
Le proble`me complet est re´solu a` l’aide du sche´ma SFEM incluant le terme de couplage (voir
section I.5.5). Pour cela, la solution de´couple´e est utilise´e comme initialisation du proble`me de
recherche aux valeurs propres non-line´aire (syste`me d’e´quations (I.5.22)). Ensuite, un calcul
ite´ratif type Inverse Iteration (voir section pre´ce´dente) est mene´ jusqu’a` convergence du nombre
d’onde k (ici, le crite`re d’arreˆt est tel quel |ki+1− ki| < 10−9× ki). Dans la plupart des cas, un
nombre tre`s re´duit d’ite´rations (2 ou 3) permet d’atteindre la convergence.
La masse volumique de l’air ρa et la vitesse du son ca choisies correspondent a` des conditions
normales de pression et de tempe´rature (pression atmosphe´rique et tempe´rature de 20◦ Celsius).
On rappelle alors les valeurs de ces grandeurs (eq. (I.3.34)) : ρa = 1.204 kg/m3 et ca = 343.3
m/s.
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I.6.5.1 Plaque homoge`ne isotrope
On reprend le cas de la plaque homoge`ne isotrope viscoe´lastique e´tudie´e plus haut. Le
couplage acoustique est ajoute´. Deux plaques e´quivalentes sont donne´es a` titre d’exemple : la
premie`re (dite lourde) correspond aux proprie´te´s donne´es dans le tableau I.4 ; la seconde (dite
le´ge`re) correspond a` une version de raideur spe´cifique e´quivalente mais de densite´ 10 fois plus
faible ; les proprie´te´s λ, µ et ρ sont divise´es par 10. Ainsi, ces deux plaques sont caracte´rise´es
par des vitesses e´le´mentaires c` et ct e´gales.
La figure I.20 repre´sente les re´sultats obtenus, montrant l’effet du couplage fluide-structure
sur la vitesse de phase complexe des ondes de flexion. Trois cas de figure sont donne´s : (i) la
plaque sans couplage ( ) ; (ii) la plaque lourde couple´e ( ) ; (iii) la plaque le´ge`re couple´e ( ).
On distingue deux re´gimes fre´quentiels : celui pour lequel la vitesse de phase des ondes
de flexion est infe´rieure a` la vitesse du son ca (re´gime subsonique) et celui pour lequel elle
est supe´rieure (re´gime supersonique). Dans le cas d’une plaque isotrope, la vitesse des ondes
ne de´pend pas de leur direction de propagation ; en conse´quence, toutes les ondes de flexion
passent simultane´ment du re´gime subsonique au re´gime supersonique a` la meˆme fre´quence.
Cette fre´quence de co¨ıncidence ou fre´quence critique est dans le cas pre´sent e´gale a` 1150 Hz.
En re´gime subsonique, l’effet du couplage est visible sur la partie re´elle de la vitesse de
phase (figure I.20a). Dans ce cas de figure, le nombre d’onde normal dans l’air ka3 est imaginaire
ne´gatif (e´quation (I.3.40)) ; le mouvement des particules d’air est donc confine´ autour de la
plaque. En conse´quence, l’impe´dance de rayonnement Z est imaginaire positive (eq. (I.3.43)).
Son effet repre´sente alors un effet de masse ajoute´e (eq. (I.3.22) avec ZR = 0 et ZI > 0) ; la
vitesse de phase diminue donc en conse´quence. Cet effet est d’autant plus fort que le rapport
ρ/ρa est faible ; dans le cas de la plaque lourde, la vitesse est peu modifie´e, contrairement au cas
de la plaque le´ge`re (dans ce cas la vitesse de phase diminue de 2.2% dans le re´gime subsonique
par rapport au cas de´couple´).
En re´gime supersonique, le nombre d’onde normal ka3 devient re´el ; les ondes de flexion dans
la plaque sont alors responsables de l’e´mission d’une onde propagative dans l’air. Cette onde
e´mise entraˆıne des pertes d’e´nergie ; l’impe´dance Z devient re´elle, ce qui se concre´tise sous la
forme d’un effet dissipatif (eq. (I.3.22) avec ZI = 0 et ZR > 0). Cet effet est bien visible sur
la figure (I.20b) : a` la fre´quence de co¨ıncidence (1150 Hz), le taux de de´croissance spatiale χ
devient tre`s grand dans le cas des plaques couple´es. Une nouvelle fois, cet effet est d’autant
plus grand que le rapport des densite´s ρ/ρa est faible. Avec l’augmentation de la fre´quence,
les ondes de flexion se transforment en ondes de surface (voir figure I.8, 1 .b) ; la composante
transverse du de´placement U3 n’est plus dominante dans le mouvement ; en conse´quence, le
taux de de´croissance spatiale additionnel du au couplage diminue.
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Figure I.20 – Plaque homoge`ne isotrope viscoe´lastique. Effet du couplage acoustique. Plaque
sans couplage ( ), lourde avec couplage ( ) et le´ge`re avec couplage ( )
.
108 Chapitre I. Propagation des ondes planes dans les structures viscoe´lastiques e´lance´es
I.7 Conclusion
Dans ce chapitre, la caracte´risation du comportement dynamique des structures viscoe´las-
tiques anisotropes multicouches e´lance´es a e´te´ aborde´e par le biais de l’e´tude de la propagation
des ondes planes dans celles-ci. Ce choix a permis de se focaliser sur l’influence des diffe´rentes
complexite´s sur les me´canismes de transport de l’information me´canique dans ces structures,
en e´cartant les aspects lie´s aux conditions aux limites et de chargement.
Apre`s la de´finition du cadre de travail ainsi que de diffe´rentes grandeurs associe´es a` l’e´tude
de la propagation des ondes planes dans les structures, le proble`me a` re´soudre a progressive-
ment e´te´ introduit. Ainsi, les vitesses e´le´mentaires des ondes en milieu infini ont e´te´ de´finies. Le
roˆle des interfaces a e´te´ illustre´, sur l’exemple des solutions remarquables que sont les ondes de
Rayleigh, se propageant a` la surface des structures, et les ondes de Lamb, se propageant dans
les plaques homoge`nes isotropes. La notion de guide d’onde a ainsi pu eˆtre introduite. Apre`s
l’expression des formulations fortes et faibles des proble`mes associe´s aux guides d’onde plans et
uniaxiaux, la prise en compte du couplage acoustique a e´te´ explicite´e. Ensuite, une e´tude des
fre´quences de coupure des modes d’ordre supe´rieurs dans les plaques multicouches anisotropes
a e´te´ pre´sente´e. Celles-ci permettent notamment de donner une ide´e des domaines fre´quentiels
associe´s, pour une plaque multicouche, au re´gimes basse fre´quence (pre´sence des trois premiers
modes propagatifs uniquement) et haute fre´quence (apparition de modes propagatifs d’ordre
supe´rieur). Apre`s une revue des me´thodes de re´solution, deux sche´mas e´le´ments finis spectraux
(SFEM) ont e´te´ propose´s ; ceux-ci permettent d’e´tudier la propagation des ondes planes dans
les plaques multicouches compose´es de plis monocliniques et dans les poutres de section quel-
conques constitue´es de mate´riaux orthotropes. Le post-traitement des re´sultats a e´te´ pre´sente´,
permettant d’obtenir les diffe´rentes vitesses caracte´ristiques ainsi que de re´soudre le proble`me
incluant le couplage acoustique. Enfin, la dernie`re section a e´te´ consacre´e a` l’illustration, par le
biais d’e´tudes de cas, et en utilisant les sche´mas de re´solution imple´mente´s, des diffe´rents as-
pects associe´s a` la propagation des ondes planes dans des structures e´le´mentaires. La complexite´
de celles-ci, introduite progressivement, a permis de distinguer les effets de la stratification, de
l’anisotropie ou encore des me´canismes de perte sur la propagation des ondes. L’observation des
profils de de´placement, de´formation et contraintes associe´s a` chaque mode a permis de justifier
de ces effets.
En particulier, on distingue, dans le re´gime basse fre´quence, le mode de flexion des deux
modes de membrane. Dans le cas des plaques isotropes, ces deux derniers sont se´pare´s, et
repre´sentent respectivement des sollicitations en cisaillement plan et en traction-compression
pures. Dans le cas ou` le comportement du mate´riau est anisotrope, ces modes sont couple´s et
contiennent les contributions des deux me´canismes de de´formation. En basse fre´quence, les deux
modes de membrane sont caracte´rise´s par une vitesse de phase inde´pendante de la fre´quence.
Lorsque la fre´quence augmente, l’effet Poisson transverse entraˆıne une forte dispersion des
ondes de traction-compression, qui se manifeste d’ailleurs au moment de l’apparition des modes
d’ordre supe´rieur. Concernant le mode de flexion, deux re´gimes peuvent eˆtre discrimine´s : en
basse fre´quence, le comportement en flexion est donne´ par les raideurs planes des mate´riaux ; la
vitesse des ondes est alors proportionnelle a` la racine carre´e de la fre´quence. Avec l’augmentation
de la fre´quence, la contribution des effets de cisaillement hors-plan ne peut plus eˆtre ne´glige´e
et devient meˆme dominante ; la vitesse de ces ondes tend alors a` devenir inde´pendante de la
fre´quence. Dans le cas des plaques homoge`nes, la vitesse asymptotique est e´gale a` la vitesse
des ondes de surface. L’introduction de la stratification entraˆıne des effets nouveau, comme une
dispersion du mode de cisaillement plan, non dispersif dans le cas homoge`ne. De plus, il est
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ne´cessaire, lorsque les plis composant la plaque sont anisotropes, de distinguer le comportement
en membrane du comportement en flexion. Ces deux comportements ne sont pas, dans le cas
ge´ne´ral, e´quivalents : un stratifie´ orthotrope en membrane n’est pas force´ment orthotrope en
flexion, et inversement.
La connaissance capitalise´e dans le cadre de cette e´tude permet d’aborder les diffe´rents
aspects de l’identification des structures de´veloppe´s dans ce travail avec un regard averti :
— identification des me´canismes du mouvement dominants, dans le but de formuler des
mode`les re´duits et de juger de la validite´ de ceux-ci. Cet aspect fait l’objet du chapitre II
en annexe.
— conception des expe´rimentations : choix du re´gime fre´quentiel pertinent (sur la base de
la pre´diction des fre´quences de coupure des modes d’ordre supe´rieur), dimensionnement
des maillages de mesure de fac¸on a` respecter le crite`re d’e´chantillonnage de Nyquist (sur
la base de la pre´diction des longueurs d’onde).
— formulation de me´thodes inverses d’identification base´s sur l’extraction d’ondes planes
dans la re´ponse harmonique mesure´e d’une structure. Cet aspect motive la proposition
d’une me´thode d’analyse en vecteurs d’onde, propose´e et applique´e dans le cas des poutres
viscoe´lastiques (chapitre VI) et des plaques composites (chapitre VII) ; cette me´thode
e´tant permise par la proposition d’une me´thode ESPRIT unifie´e (chapitre IV).
En particulier, la connaissance de la forme des diffe´rentes surfaces de dispersion associe´es aux
diffe´rents modes propagatifs permet de donner une ide´e, dans le cadre de l’analyse en vecteurs
d’onde, et lorsque la forme du mode n’est pas disponible, de : (i) la nature du mode (flexion,
membrane, torsion d’une poutre) ; (ii) les phe´nome`nes mis en jeu (i.e. comportement de plaque
mince, apparition des effets cisaillement hors-plan, influence de l’effet Poisson transverse).

Chapitre II
Surfaces de dispersion et correction des
mode`les re´duits de structures e´lance´es
Re´sume´
Dans le chapitre qui vient sont de´rive´s les surfaces de dispersion donne´es par les
mode`les re´duits de structure classiques : plaques e´paisses, plaques minces, poutres e´paisses
et poutres minces. L’e´tude de ces surfaces et la comparaison avec les re´sultats de
re´fe´rence obtenus au chapitre pre´ce´dent permet de conclure sur le domaine de validite´ de
ces mode`les.
Le mode`le de plaque e´paisse est tout d’abord e´tudie´ ; il est formule´ a` partir de la ci-
ne´matique de Hencky-Mindlin. Il est montre´ que ce mode`le peut de´crire de fac¸on tre`s
satisfaisante le comportement des plaques dans le re´gime de fre´quence auquel ce travail
s’inte´resse. L’he´te´roge´ne´ite´ des proprie´te´s me´caniques dans l’e´paisseur de la plaque oblige
toutefois a` corriger le comportement en cisaillement hors-plan ; les diffe´rentes stra-
te´gies de correction possibles sont aborde´es.
Dans un second temps, le mode`le de plaque mince, formule´ a` partir de la cine´matique
de Kirchhoff, est e´tudie´. Les surfaces de dispersions sont de´rive´es sur la base de la formu-
lation polaire de l’e´lasticite´ plane ; celle-ci permet de rendre explicite la de´pendance
des grandeurs associe´es aux ondes planes en fonction de leur direction de propagation.
Dans un troisie`me temps, les lois de dispersion des mode`les de poutre e´paisse et mince,
respectivement de´rive´es des cine´matiques de Timoshenko et de Euler-Bernouilli,
sont donne´es. En plus du comportement en cisaillement hors-plan, il est montre´ que le
comportement en torsion donne´ par les mode`les de poutre doit eˆtre corrige´.
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II.1 Introduction
L’identification d’une structure ou des mate´riaux qui la constituent a` partir de donne´es
expe´rimentales ne´cessite la formulation d’un mode`le de celle-ci, dont on cherche a` identifier
certains parame`tres. Deux choix peuvent alors se pre´senter : (i) utiliser un mode`le complet
de la structure, qui de´crit le comportement tridimensionnel de celle-ci sur la base d’un tre`s
grand nombre de degre´s de liberte´ et de parame`tres ; (ii) utiliser un mode`le re´duit de cette
structure, faisant des hypothe`ses sur son comportement tridimensionnel pour se concentrer sur
les me´canismes dominants dans la re´ponse de celle-ci et permettant en conse´quence de re´duire
la taille du proble`me inverse a` re´soudre ainsi que le nombre de parame`tres a` identifier. Dans le
pre´sent travail, c’est la deuxie`me approche qui est mise en œuvre.
Ce chapitre pre´sente donc un travail en cours qui concerne la de´rivation, la validation et
la correction de mode`les re´duits de structures e´lance´es permettant de formuler des me´thodes
d’identification de celles-ci.
Formulation d’un mode`le re´duit Pour la formulation d’un mode`le re´duit de structure en
dynamique, l’approche cine´matique est ge´ne´ralement retenue ; c’est le champ de de´placement
dans la section qui est postule´ : celui-ci est alors compose´ de fonctions e´le´mentaires, parame´-
tre´es par des degre´s de liberte´, dits de´placements ge´ne´ralise´s. Par l’application des e´quations
de la cine´matique, les expressions des de´formations ge´ne´ralise´es sont obtenues. Celles-ci sont
alors injecte´es dans le Principe des Travaux Virtuels (PTV) afin d’identifier les contraintes ge´-
ne´ralise´es. L’expression de ces dernie`res permet alors de donner la relation de comportement
en raideur ge´ne´ralise´ associe´ au mode`le. Enfin, les e´quations du mouvement ge´ne´ralise´es sont
obtenues a` partir de la formulation du PTV (formulation faible) et de l’application du the´o-
re`me de la divergence sur celui-ci (formulation forte). Une formalisation de cette de´marche est
propose´e en annexe C.1.
Certains mode`les partent au contraire d’un postulat sur la forme des contraintes ; on parle
alors d’approche statique [115, 117]. Le champ de de´placement doit alors eˆtre calcule´ par inte´-
gration du champ de de´formations, celui-ci e´tant obtenu a` partir des relations de comportement
et du champ de contraintes postule´. Cette e´tape d’inte´gration, qui ne´cessite e´galement l’appli-
cation des e´quations de compatibilite´, complexifie toutefois l’application de ces mode`les en
dynamique. Des approches encore diffe´rentes consistent a` utiliser des principes variationnels
mixtes, qui permettent de postuler la forme du champ de de´placement et de contraintes pour
formuler un mode`le. Ces approches sont particulie`rement inte´ressantes pour la mode´lisation des
plaques multicouches [157, 44].
Dans ce travail, c’est uniquement l’approche cine´matique qui est utilise´e.
Pour l’identification des mate´riaux Si l’utilisation d’un mode`le re´duit pre´sente l’avantage
de diminuer la taille du proble`me d’identification, elle implique toutefois d’eˆtre pre´cautionneux
quant a` la formulation de ce mode`le. En effet, contrairement a` un mode`le complet qui permet
de de´crire une varie´te´ de structures de fac¸on exacte, un mode`le re´duit se contente d’approximer
le comportement de la structure d’inte´reˆt, sur la base d’un faible nombre de degre´s de liberte´. Il
est en conse´quence ne´cessaire d’identifier clairement la validite´ de ce mode`le (i) en fonction du
domaine de fre´quence conside´re´ ; (ii) quant a` la prise en compte des complexite´s de la structure
(i.e stratification, anisotropie).
Plus particulie`rement, l’identification des proprie´te´s de mate´riaux passe par l’identification
d’une structure e´le´mentaire (e´prouvette). Le comportement ge´ne´ralise´ de celle-ci, donne´ par le
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mode`le re´duit, contient alors la contribution du comportement tridimensionnel du ou des mate´-
riaux que l’on souhaite identifier. Il est donc ne´cessaire de connaˆıtre finement le lien qui permet
de passer du comportement tridimensionnel de la structure a` son comportement ge´ne´ralise´ :
sans cette connaissance, les proprie´te´s mate´riau identifie´es restent intrinse`ques a` l’e´prouvette
(i.e ge´ome´trie, sollicitations) ; leur injection dans le mode`le d’une structure diffe´rente pour la
simulation de la re´ponse dynamique de celle-ci peut donc mener a` de forts biais.
Correction des mode`les Notamment, la formulation d’un mode`le re´duit telle que de´crite
ci-dessus passe par l’identification des me´canismes dominants dans la mise en mouvement de la
structure conside´re´e. Le champ cine´matique postule´ de´crit alors ge´ne´ralement de fac¸on correcte
le mouvement global de la structure. Toutefois, la relation de comportement en raideur ge´ne´rali-
se´e obtenue peut n’eˆtre qu’une approximation tre`s mauvaise du comportement tridimensionnel
de la structure. La strate´gie commune´ment adopte´e consiste alors a` corriger ce comportement.
Cette correction peut par exemple eˆtre re´alise´e par l’introduction de coefficients correcteurs,
par le postulat d’un e´tat de contraintes particulier ou encore par l’utilisation d’une loi de
me´lange spe´cifique. La correction du comportement en raideur doit permettre que celui-ci soit
le reflet de la solution tridimensionnelle de re´fe´rence ; que cela concerne la re´ponse de la structure
ou la bonne description des niveaux d’influence de chaque mate´riau dans cette re´ponse.
Objectif Les de´veloppements de se chapitre concernent en particulier l’e´tude et la correction
des mode`les de structures e´lance´es classiques, utilise´s dans ce travail pour mode´liser des plaques
et poutres dont la section caracte´ristique est compose´e d’un ou plusieurs mate´riaux viscoe´las-
tiques anisotropes. En conse´quence, les re´sultats donne´s dans ce chapitre ne repre´sentent pas
une re´elle nouveaute´ par rapport aux connaissances de la communaute´ scientifique sur ces mo-
de`les ; il a cependant e´te´ juge´ utile de conserver le chapitre dans le corpus du document, car
les mode`les e´tudie´s sont largement utilise´s dans ce travail, ainsi que dans la communaute´ de
l’identification des structures en ge´ne´ral.
En particulier, les mode`les de (i) plaque e´paisse (Hencky-Mindlin), (ii) plaque mince (Kir-
chhoff), (iii) poutre e´paisse (Timoshenko) et (iv) poutre mince (Euler-Bernouilli) sont utilise´s
dans les chapitres qui suivent pour la formulation de me´thodes inverses d’identification : le
mode`le de Hencky-Mindlin est utilise´ au chapitre V pour formuler un mode`le e´le´ments finis sur
lequel se base un proble`me aux valeurs propres inverse. Le mode`le de Kirchhoff est quant a` lui
utilise´ dans le cadre de l’analyse en vecteur d’onde pour l’identification de la raideur en flexion
e´quivalente de plaques he´te´roge`nes (voir chapitre VII). Enfin, les mode`les d’Euler-Bernouilli
et de Timoshenko sont utilise´s pour l’identification des proprie´te´s viscoe´lastiques du mate´riau
constitutif d’une poutre par analyse en nombre d’onde (voir chapitre VI).
De´marche La de´marche adopte´e ici est dans la continuite´ du chapitre pre´ce´dent : le propos
se concentre sur les me´canismes de transport de l’information me´canique, passant par l’e´tude de
la propagation des ondes planes dans les mode`les. Ainsi, l’e´tude re´alise´e s’affranchit des proble´-
matiques concernant la mode´lisation des chargements et des conditions aux limites (et initiales)
en ge´ne´ral. Elle s’affranchit e´galement d’une e´ventuelle variation spatiale des proprie´te´s me´ca-
niques : la section caracte´ristique de chaque structure est suppose´e invariante par translation
le long des dimensions selon lesquelles les ondes se propagent. Les e´quations de dispersion sont
de´rive´es a` partir des e´quations de la dynamique ge´ne´ralise´es correspondant a` chaque mode`le
re´duit. Sont alors donne´es les diffe´rentes solutions correspondant aux diffe´rentes ondes caracte´-
ristiques. Ces solutions sont compare´es au re´sultat tridimensionnel de re´fe´rence, obtenu a` partir
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du sche´ma e´le´ments finis spectraux de´veloppe´ au chapitre pre´ce´dent. Puisqu’elles contiennent
le comportement ge´ne´ralise´ de la structure, ces solutions permettent, sur la base de la compa-
raison avec les re´sultats de re´fe´rence, d’aborder diffe´rentes strate´gies permettant la correction
du comportement ge´ne´ralise´.
Le chapitre est organise´ comme suit : tout d’abord, les surfaces de dispersion du mode`le
de Hencky-Mindlin (ou plaque e´paisse) sont e´tudie´es. Sur la base de la comparaison avec les
re´sultats de re´fe´rence, diffe´rentes strate´gies pour la correction du comportement en cisaillement
transverse sont aborde´es. Le mode`le de Kirchhoff (plaque mince) est ensuite e´tudie´. Les e´qua-
tions de dispersion obtenues sont re´e´crites dans le cadre de la formulation polaire de l’e´lasticite´
plane, celle-ci pouvant pre´senter un inte´reˆt particulier pour l’identification des plaques strati-
fie´es. La dernie`re partie du chapitre est consacre´e a` l’expose´ des branches de dispersion obtenues
a` partir des mode`les de poutre, a` commencer par le mode`le de Timoshenko (poutre e´paisse).
De nouveau, la comparaison des solutions obtenues permet de donner la valeur des coefficients
de correction, dans le cas d’une poutre homoge`ne orthotrope. Enfin sont donne´es les lois de
dispersion correspondant au mode`le d’Euler-Bernouilli (poutre mince).
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Mode`les de plaques
La formulation d’un mode`le de plaque en dynamique passe par le choix d’une cine´matique
de´crivant, par le biais de fonction e´le´mentaires, la variation du champ de de´placement dans
l’e´paisseur de la plaque. Apre`s inte´gration des champs me´caniques dans l’e´paisseur, le proble`me
de me´canique tridimensionnel a` trois degre´s de liberte´ (les trois composantes du de´placement)
est transforme´ en un proble`me bidimensionnel portant sur un nombre souvent plus e´leve´ de
degre´s de liberte´ (3 pour le mode`le de plaque mince, 5 pour le mode`le de plaque e´paisse).
La litte´rature consacre´e a` la formulation de mode`les re´duits de plaques est tre`s importante
et les approches fortement diversifie´es ; en particulier, un effort conse´quent est re´alise´ sur la
mode´lisation des plaques composites. La richesse de la litte´rature sur le sujet entraˆıne d’ailleurs
le besoin de formuler une nomenclature permettant de situer les diffe´rentes approches par
rapport au reste des travaux ; on peut par exemple citer les travaux de Carrera a` ce sujet [45].
En particulier, deux approches principales sont employe´es concernant le choix de la cine´-
matique dans le but de formuler un mode`le de plaque multicouche : (i) la de´finition de fonc-
tions dont le support porte sur l’e´paisseur comple`te de la plaque. On parle alors de mode`le
de plaque homoge`ne e´quivalente. (ii) le choix de fonctions de´finies par morceaux, ge´ne´ralement
par couches : ces mode`les sont couramment appele´s mode`les multiparticulaires (ou layer-wise
dans la communaute´ anglophone) [43, 217]. Les deux approches posse`dent leurs avantages et
inconve´nients, que l’on de de´veloppera pas ici.
Dans les deux sections suivantes sont de´rive´s les surfaces de dispersion correspondant aux
mode`les de Hencky-Mindlin (plaque e´paisse) et Kirchhoff (plaque mince), largement utilise´s par
la communaute´ scientifique pour l’identification des proprie´te´s dynamiques des mate´riaux. La
comparaison ici re´alise´e des surfaces de dispersion obtenues avec les re´sultats de re´fe´rence du
chapitre I permet de juger de la validite´ de ces mode`les en fonction de l’application vise´e (i.e.
domaine fre´quentiel, structure a` identifier). La formulation des mode`les de plaque e´paisse et
plaque mince est rapidement discute´e dans le corpus du chapitre ; pour plus de de´tails, on se
re´fe´rera a` l’annexe C, sections C.2 et C.3.
II.2 Cine´matique de Hencky-Mindlin
Le mode`le de plaque e´paisse a` cinq degre´s de liberte´, ou mode`le FOST pour First-Order
Shear Theory, est suˆrement un des mode`les les plus utilise´s pour re´soudre les proble`mes de me´-
canique pour lesquels la structure e´tudie´e, ou une partie de celle-ci, peut eˆtre conside´re´e comme
une plaque. Ce mode`le utilise une cine´matique propose´e par Hencky [86] et a e´te´ formalise´ par
Mindlin en 1951 [140] pour le cas des plaques homoge`nes isotropes, d’ou` son autre nom de
mode`le de Hencky-Mindlin. On note que la premie`re proposition d’un mode`le de plaque e´paisse
remonte aux travaux de Reissner [175, 176], formule´s en statique.
L’originalite´ du mode`le de Hencky-Mindlin re´sidait alors dans la formulation d’un mode`le de
plaque a` meˆme de de´crire le mode de flexion d’une fac¸on plus riche que le mode`le de Kirchhoff
(ou CPT pour Classical Plate Theory), de´ja` e´tablit a` l’e´poque. Se basant sur les solutions des
ondes de Lamb, Mindlin propose un mode`le de plaque qui prend en compte l’inertie de rota-
tion de la section ; en conse´quence, les effets dispersifs observe´s sur la flexion avec l’apparition
du cisaillement hors-plan sont pris en compte. Toutefois, celui-ci est approxime´ grossie`rement ;
il est en conse´quence ne´cessaire, meˆme dans le cas e´le´mentaire de la plaque homoge`ne iso-
trope, d’introduire des corrections sur le comportement afin de de´crire correctement les vitesses
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asymptotiques des ondes de Lamb en basse et haute fre´quence (voir chapitre I, section I.2).
La section qui suit est consacre´e a` l’e´tude du mode`le de plaque e´paisse pour la mode´lisation
des structures qui nous inte´ressent : des plaques multicouches, constitue´es de mate´riaux aniso-
tropes viscoe´lastiques. la formulation du mode`le est rapidement de´crite. A partir des e´quations
locales du mouvement obtenues sont de´rive´es les lois de dispersion des ondes. Sur la base de la
comparaison des surfaces de dispersion de´rive´es du mode`le de plaque e´paisse avec les re´sultats
du sche´ma e´le´ments finis spectraux pre´sente´ dans le chapitre pre´ce´dent, la proble´matique de la
correction du comportement en cisaillement hors-plan est aborde´e. La strate´gie a` adopter dans
le cas des plaques homoge`nes et dans le cas des plaques sandwiches est valide´e par comparaison
entre les branches de dispersion obtenues avec celles de re´fe´rences.
II.2.1 Formulation du mode`le
Les paragraphes qui suivent re´sument les diffe´rentes e´tapes qui me`nent a` la formulation du
mode`le de plaque e´paisse. Cette formulation est de´crite plus en de´tails en annexe C, section
II.2. Les arguments donne´s ici pour la justification du choix de la cine´matique et des corrections
du comportement se basent sur l’observation des profils des champs me´caniques illustre´s dans
les applications du chapitre I (section I.6).
II.2.1.1 Cine´matique
Le mode`le de Hencky-Mindlin fait l’hypothe`se d’un champ de de´placement affine dans
l’e´paisseur de la plaque. Le choix de cette cine´matique peut eˆtre justifie´ par l’observation des
trois premiers modes d’onde plane propagatifs en basse fre´quence, e´tudie´s dans le chapitre pre´-
ce´dent. Rappelons ici que ces modes sont la flexion 1 et les deux modes de membrane A
et B , ces deux derniers correspondant respectivement au mode de cisaillement plan 2 et de
compression 3 dans le cas isotrope (voir figure I.7). L’observation des profils de de´placement
ge´ne´ralise´ U associe´s a` ces modes en basse fre´quence dans le cas de la plaque homoge`ne iso-
trope (voir figure I.7, 1 .a, 2 et 3 .a) ou dans le cas de la plaque orthotrope (voir figure I.11b)
montre que le choix d’une fonction affine pour les composantes planes du de´placement uα et
uniforme pour la composante hors-plan u3 de celui-ci semble eˆtre une bonne approximation.
Pour les plaques multicouches, on remarque dans le cas de la plaque sandwich isotrope (voir
figure I.14, 1 .a, 2 .a et 3 .a) comme dans le cas du stratifie´ (figure I.16) qu’une cine´matique
affine semble aussi approximer de fac¸on correcte le profil du de´placement en basse fre´quence.
Le champ de de´placement u est donc postule´ de la forme :
uα(z) = Ψα + zΦα (II.2.1)
u3(z) = U3 (II.2.2)
ou` les de´placements ge´ne´ralise´s sont les translations planes Ψ, la fle`che U3 et les rotations de
section Φ de la plaque.
II.2.1.2 De´formations
L’observation des profils du champ de de´formation E repre´sente´s au chapitre I, section I.6
et associe´s aux trois premiers modes propagatifs ( 1 , A ou 2 et B ou 3 ) en basse fre´quence
permet de critiquer le champ de de´formation ε obtenu a` partir de la cine´matique postule´e (voir
annexe C, expressions (C.2.7), (C.2.8) et (C.2.9)). En particulier [39] :
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— la composante hors-plan ε33 nulle est une tre`s mauvaise approximation ; on peut voir sur
les profils sus-cite´s que celle-ci est plutoˆt affine. Pour pallier a` ce phe´nome`ne, on conside`re
plutoˆt le travail e´le´mentaire U33 = ε33σ33 ne´gligeable ; cela se ve´rifie bien sur les profils
lie´s a` U dans le chapitre pre´ce´dent. En conse´quence, l’hypothe`se des contraintes planes
σ33 = 0 est formule´e ; celle-ci est e´galement bien ve´rifie´e sur les profils associe´s a` Σ. Au lieu
de la loi de comportement classique, la loi de comportement en contraintes planes (annexe
B.1, expression (B.1.6)) est donc utilise´e pour formuler le comportement du mode`le.
— la composante de cisaillement hors-plan uniforme εα3 = γα semble e´galement eˆtre une
mauvaise approximation. Cela peut eˆtre observe´ sur les profils de de´formation du chapitre
pre´ce´dent (composante E5, mode de flexion 1 en basse fre´quence) dans le cas de la
plaque homoge`ne (figure I.7, 1 .a) ou du stratifie´ (figure I.16, mode 1 ), pour lesquels
cette composante semble eˆtre quadratique. En conse´quence, un coefficient correcteur ξ
est introduit dans le comportement ge´ne´ralise´ associe´ au cisaillement hors-plan F (voir
annexe C, expression C.2.28). En observant le profil associe´ au mode de flexion en basse
fre´quence dans la plaque sandwich (figure I.14, 1 .a), on remarque que le profil de E5 est
quasi-uniforme dans l’aˆme et nul dans les peaux. Ce profil e´tant encore diffe´rent des cas
cite´s pre´ce´demment, il vient que le coefficient ξ introduit de´pend de la distribution des
proprie´te´s me´caniques dans l’e´paisseur de la plaque.
Le champ de de´formation finalement conside´re´ dans le mode`le de plaque e´paisse est de la
forme :
εαβ(z) = ωαβ + zκαβ , 2εα3(z) = γα , ε33(z) = −Cαβ33C3333 (ωαβ + zκαβ) (II.2.3)
ou` ω de´note le tenseur de de´formation en membrane, κ le tenseur de variation de courbure, et
γ contient les de´formations ge´ne´ralise´es de cisaillement hors-plan.
II.2.1.3 Comportement
Le champ de de´formation obtenu permet d’identifier, par son injection dans le Principe des
Travaux Virtuels, les contraintes ge´ne´ralise´es : efforts membranaires N, moments de flexion
M et efforts de cisaillement hors-plan V (voir annexe C, expressions (C.2.14), (C.2.15) et
(C.2.16)). Une fois les contraintes ge´ne´ralise´es identifie´es peut eˆtre construite la relation de
comportement ge´ne´ralise´e. Celle-ci est caracte´rise´e dans le mode`le de plaque e´paisse par les
trois tenseurs d’ordre 4 A∼ (raideurs membranaires), D∼ (raideurs de flexion) et B∼ (couplages
membrane-flexion) et le tenseur d’ordre 2 F (raideurs en cisaillement hors-plan). On trouvera
les expressions respectives de ces tenseurs en annexe C (expressions (C.2.25), (C.2.26), (C.2.27)
et (C.2.28)).La relation de comportement ge´ne´ralise´e se met sous la forme suivante (annexe C,
expression (C.2.29)) : NM
V
 =
A BB D
F

ωκ
γ
 (II.2.4)
Lorsque la distribution des proprie´te´s me´caniques dans l’e´paisseur de la plaque est syme´trique
par rapport au plan neutre z = z0 (soit C∼ (z0 − z) = C∼ (z0 + z)), le tenseur de couplage B∼ est
nul.
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II.2.1.4 E´quations d’e´quilibre
L’application du the´ore`me de la divergence sur la version ge´ne´ralise´e du PTV obtenu per-
met notamment d’identifier les e´quations d’e´quilibre locales du mode`le (formulation forte, voir
annexe C, expressions (C.2.52))
Nαβ,β + pα = M Ψ¨α + J Φ¨α (II.2.5)
Vβ,β + F3 = M U¨3 (II.2.6)
Mαβ,β − Vα + mα = J Ψ¨α + I Φ¨α (II.2.7)
Ces e´quations sont utilise´es dans ce qui suit pour de´river les e´quations de dispersion du mode`le
de plaque e´paisse.
II.2.2 Surfaces de dispersion
II.2.2.1 Formulation
Les hypothe`ses prises lors de formulation du proble`me de propagation des ondes dans les
structures au chapitre I, section I.1 sont reproduites ici dans le cadre du mode`le de plaque
e´paisse : (i) e´loignement des sources (F = Θ = 0) ; (ii) re´gime harmonique stationnaire, per-
mettant d’utiliser le principe de correspondance ; (iii) se´paration des variables d’espace ; (iv)
homoge´ne´ite´ des proprie´te´s me´caniques.
En utilisant les proprie´te´s de syme´trie des tenseurs et en injectant la loi de comportement
et la forme des de´formations ge´ne´ralise´es dans les e´quations locales du mouvement exprime´es
dans l’espace de Fourier, on obtient le syste`me d’e´quations diffe´rentielles homoge`nes suivant :
AαβγδΨγ,δβ + BαβγδΦγ,δβ + ω2MΨα + ω2JΦα = 0 (II.2.8)
Fβγ (Φβ,γ + U3,βγ) + ω2MU3 = 0 (II.2.9)
BαβγδΨγ,δβ + DαβγδΦγ,δβ − Fαβ (Φβ + U3,β) + ω2JΨα + ω2IΦα = 0 (II.2.10)
Le champ de de´placement ge´ne´ralise´ de la plaque est alors postule´ de la fac¸on suivante :
U(ω,y) = U˜(ω,k) e− ik·y (II.2.11)
ou` U˜ est le vecteur des amplitudes complexes lie´es a` chaque composante du de´placement ;
on le nomme ici vecteur polarisation. De fac¸on ge´ne´rale, les champs me´caniques ge´ne´ralise´s
(de´placement, de´formation, contraintes, efforts) sont de la forme ci-dessus. Pour la suite, on
omet les de´pendances de ces amplitudes en ω et k, conside´re´es comme implicites.
L’injection de cette forme dans les e´quations du mouvement homoge`nes permet d’obtenir le
syste`me d’e´quations suivant :
kδkβAαβγδ Ψ˜γ + kδkβBαβγδ Φ˜γ = ω2M Ψ˜α + ω2J Φ˜α (II.2.12)
i kγFβγ Φ˜β + kβ kγFβγ U˜3 = ω2M U˜3 (II.2.13)
kδkβBαβγδ Ψ˜γ + kδkβDαβγδ Φ˜γ + Fαβ Φ˜β − i kβFαβ U˜3 = ω2J Ψ˜α + ω2I Φ˜α (II.2.14)
Ces e´quations sont les e´quivalents des e´quations de Christoffel e´tablies dans le cas du solide 3D
infini (voir chapitre pre´ce´dent, e´quation (I.2.4)).
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On peut re´e´crire le syste`me ci-dessus sous la forme :(
K00 + i k1K10 + i k2K01 + k1 k2K11 + k21 K20 + k22 K02 − ω2Γ
)
U˜ = 0 (II.2.15)
avec :
K00 =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 F11 F12
0 0 0 F12 F22
 K10 =

0 0 0 0 0
0 0 0 0 0
0 0 0 F11 F12
0 0 −F11 0 0
0 0 −F12 0 0

K01 =

0 0 0 0 0
0 0 0 0 0
0 0 0 F12 F22
0 0 −F12 0 0
0 0 −F22 0 0
 K11 =

2A16 A12 + A66 0 2B16 B12 + B66
A12 + A66 2A26 0 B12 + B66 2B26
0 0 2F12 0 0
2B16 B12 + B66 0 2D16 D12 + D66
B12 + B66 2B26 0 D12 + D66 2D26

K20 =

A11 A16 0 B11 B16
A16 A66 0 B16 B66
0 0 F11 0 0
B11 B16 0 D11 D16
B16 B66 0 D16 D66
 K02 =

A66 A26 0 B66 B26
A26 A22 0 B26 B22
0 0 F22 0 0
B66 B26 0 D66 D26
B26 B22 0 D26 D22

La re´solution de ce syste`me d’e´quations, qui repre´sente un proble`me aux valeurs propres
quadratique, peut eˆtre re´alise´e de fac¸on identique au cas des formulations e´le´ments finis spec-
traux donne´es au chapitre I, section I.5 (voir expressions (I.5.11) ou (I.5.14)).
II.2.2.2 Plaque syme´trique orthotrope
Dans le cas ou` la plaque est syme´trique, les termes de couplage plan/hors-plan B∼ et J
sont nuls. De plus, si le comportement des mate´riaux constitutifs est orthotrope dans le repe`re
carte´sien, les couplages Aα6 = Dα6 = F12 = 0 sont e´galement nuls. Il est donc possible, en
posant k = ke1, de re´duire le syste`me pre´ce´dent aux 4 e´quations suivantes :(
k2 A66 − ω2M
)
Ψ˜2 = 0 (II.2.16)(
k2 A11 − ω2M
)
Ψ˜1 = 0 (II.2.17)(
F22 + k2 D66 − ω2I
)
Φ˜2 = 0 (II.2.18)([
k2 F11 − ω2M i kF11
− i kF11 F11 + k2 D11 − ω2I
]) [
U˜3
Φ˜1
]
= 0 (II.2.19)
Les trois premie`res e´quations sont scalaires ; elles peuvent donc eˆtre re´solues sans effort supple´-
mentaire. La dernie`re est en fait un petit proble`me aux valeurs propres, qui ne´cessite donc des
de´veloppement supple´mentaires.
On note que si l’on posait k = ke2, on obtiendrait les meˆmes e´quations, avec les indices 1
et 2 intervertis ; on pourra donc transposer les re´sultats qui suivent a` la direction 2 en faisant
ce changement d’indices. Ces re´sultats ne se ge´ne´ralisent toutefois pas a` des directions de
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propagation des ondes quelconques : le choix d’une direction diffe´rente de eα introduit les
couplages Aα6, Dα6 et F12, qui deviennent non nuls.
Les re´sultats qui suivent sont donne´s en fonction des raideurs ge´ne´ralise´es A, D et F et des
inerties ge´ne´ralise´es M , J et I ; ils sont donc valables pour les plaques multicouches syme´triques
orthotropes en ge´ne´ral. A chaque fois, le re´sultat correspondant est donne´ dans le cas de la
plaque homoge`ne, en fonction du tenseur des raideurs C∼ , du tenseur des raideurs en contraintes
planes Q
∼
et de la masse volumique ρ. Cela permet de comparer le comportement de plaque
obtenu avec les valeurs de re´fe´rence pour les plaques homoge`nes donne´es au chapitre pre´ce´dent.
Les re´sultats qui suivent sont illustre´s sur la figure II.1. Les branches de dispersion associe´es
a` la propagation des ondes planes dans la plaque orthotrope e´tudie´e au chapitre suivant (voir
tableau I.1) y sont repre´sente´es, calcule´es avec le sche´ma SFEM pris comme re´fe´rence (lignes
noires) et avec le mode`le de plaque e´paisse (lignes rouges pointille´es). On a repris la repre´sen-
tation utilise´e dans le cas de la poutre de section rectangulaire (figure I.6) ; l’axe horizontal
correspond pour les valeurs positives a` la partie re´elle κ du nombre d’onde k = κ − i τ et a`
la partie imaginaire τ pour les valeurs ne´gatives. Il est ainsi possible d’observer le changement
de re´gime des modes aux fre´quences de coupure (de e´vanescent a` propagatif). les diffe´rentes
valeurs remarquables donne´es dans ce qui suit sont e´galement reporte´es sur la figure.
Modes de membrane Les deux premie`res e´quations (II.2.16) et (II.2.17) donnent les solu-
tions qui correspondent aux modes de membrane A et B (ou 2 et 3 dans le cas isotrope,
voir figure I.10). Dans la direction e1 :
mode A ou cisaillement plan 2 : c2A =
A66
M
= C1212
ρ
(II.2.20)
mode B ou compression 3 : c2B =
A11
M
= Q1111
ρ
(II.2.21)
Dans le cas homoge`ne, ces vitesses co¨ıncident exactement avec la vitesse asymptotique en basse
fre´quence des ondes de Lamb correspondantes (I.2.32).
Toutefois, on voit que la vitesse des ondes de compression 3 est inde´pendante de la fre´-
quence. Cela est du a` la cine´matique choisie ; on peut en effet voir sur le profil 3 .b de la figure
I.7 que la dispersion observe´e sur le mode de compression est lie´e a` un profil du de´placement
non affine dans l’e´paisseur. La cine´matique du mode`le de plaque e´paisse est donc trop pauvre
pour de´crire cet effet.
Premier mode de cisaillement hors-plan La troisie`me e´quation scalaire (II.2.18) obtenue
dans le cas des plaques orthotropes correspond au premier mode de cisaillement hors-plan (voir
figure I.10, 4 ) ; dans la direction e1, sa vitesse de phase est de la forme :
c24 =
ω2 D66
ω2I − F22 (II.2.22)
La valeur asymptotique en haute fre´quence de cette vitesse est e´gale a` :
c24 =ω→∞
D66
I
= C1212
ρ
(II.2.23)
ce qui est en accord avec la valeur de re´fe´rence. En basse fre´quence, la vitesse de phase de
ce mode est imaginaire (car ω2I − F22 < 0). On remarque d’ailleurs que le nombre d’onde
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Figure II.1 – Dispersion des ondes dans une plaque homoge`ne orthotrope (proprie´te´s
me´caniques en table I.1). Parties re´elle et imaginaire du nombre d’onde k = κ− i τ (I.1.11).
Comparaison des solutions donne´es par le mode`le de plaque e´paisse avec ξ2 = pi2/12 (lignes
rouges pointille´es) avec les re´sultats SFEM (lignes noires).
imaginaire associe´ tend vers une valeur finie :
k4 =
ω→0 ± i
√
F22
D66
= ± i ξ
h
√
12C2323
C1212
(II.2.24)
La fre´quence de coupure de ce premier mode de cisaillement hors-plan est donne´e par le
mode`le de plaque e´paisse e´gale a` :
f c,HM23 =
1
2pi
√
F22
I
= ξ2pih
√
12C2323
ρ
(II.2.25)
On verra dans la suite qu’elle permet d’orienter le choix du coefficient de correction en cisaille-
ment hors-plan ξ.
Flexion et second mode de cisaillement hors-plan La dernie`re e´quation (II.2.19) don-
ne´e par le mode`le de plaque e´paisse dans le cas des plaques orthotropes et pour une onde se
propageant dans la direction eα prend la forme d’un proble`me aux valeurs propres. Pour α = 1,
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l’e´quation caracte´ristique est de la forme :
F11 D11k4 − ω2(IF11 +MD11)k2 − ω2MF11 + ω4MI = 0 (II.2.26)
et ses solutions sont :
k2± =
ω2
2
( ID11 + MF11
)
±
√√√√( I
D11
− MF11
)2
+ 4
ω2
M
D11
 (II.2.27)
soit 4 solutions complexes a` chaque fre´quence.
En particulier, si on prend la limite pour ω → 0, on obtient :
k4b = ω2
M
D11
= ω2 12
h2
ρ
Q1111
(II.2.28)
Dans le cas conservatif, deux de ces solutions sont e´vanescentes (k imaginaire pur) et deux
propagatives (k purement re´el) ; ces dernie`res ont une vitesse de phase c = ω/k proportionnelle
a` la racine carre´e de la fre´quence. Cette vitesse asymptotique, dans le cas homoge`ne, correspond
bien a` la valeur asymptotique de la vitesse du mode de Lamb associe´ a` la flexion 1 en basse
fre´quence (I.2.33).
La fre´quence de coupure du second mode de cisaillement hors-plan (mode d’ordre supe´rieur
5 ) est de´termine´e en posant k = 0 ; elle est e´gale a` :
f c,HM13 =
1
2pi
√
F11
I
= ξ2pih
√
12C1313
ρ
(II.2.29)
Une nouvelle fois, cette fre´quence de coupure de´pend de ξ.
En haute fre´quence (ω →∞), les solutions sont caracte´rise´es par une vitesse de phase re´elle
et constante, qui peut prendre deux valeurs remarquables :
c25 =ω→∞
D11
I
= Q1111
ρ
et c2b =ω→∞
F11
M
= ξ2 C1313
ρ
= ξ2c13 (II.2.30)
ces vitesses e´tant respectivement associe´es au second mode de cisaillement transverse 5 et a` la
flexion 1 ; dans le cas homoge`ne, celle-ci est donne´e par le mode`le e´gale a` la vitesse des ondes
e´le´mentaires de cisaillement c13 (e´quation (I.2.9)).
II.2.3 Correction du comportement en cisaillement hors-plan
Le choix de la cine´matique de Hencky-Mindlin oblige a` conside´rer les composantes de de´-
formation en cisaillement hors-plan εα3 uniformes dans l’e´paisseur de la plaque. Sur la base
de l’observation des profils de de´formation associe´s au mode de flexion 1 et des deux modes
d’ordre supe´rieur 4 et 5 dans les diffe´rents cas d’e´tude pre´sente´s au chapitre I, section I.6,
on a introduit le coefficient de correction ξ. Celui-ci permet de prendre en compte la mau-
vaise description des composantes de de´formation en cisaillement hors-plan par le mode`le de
plaque e´paisse, celles-ci pre´sentant dans les re´sultats tridimensionnels de re´fe´rence un profil non
uniforme dans l’e´paisseur.
Le choix du coefficient ξ est en re´alite´ crucial pour de´crire de fac¸on correcte les me´canismes
de cisaillement hors-plan en jeu dans une plaque multicouche. On a pu noter que ceux-ci sont en
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effet responsables d’une forte dispersion sur la branche de flexion dans les plaques sandwiches
(voir figure I.13) ; l’augmentation des effets de cisaillement hors-plan dans l’aˆme est e´galement
responsable d’une dispersion des me´canismes d’amortissement (taux de de´croissance spatiale
des ondes, figure I.18). Une mauvaise prise en compte de ces effets peut en conse´quence mener
a` un biais important sur les re´sultats d’un proble`me de structure en dynamique ou sur des
parame`tres identifie´s expe´rimentalement.
Dans les paragraphes qui suivent sont donc de´veloppe´es diffe´rentes approches qui peuvent
eˆtre utilise´es pour choisir le coefficient ξ, ou meˆme re-penser comple`tement le comportement
ge´ne´ralise´ du mode`le en cisaillement hors-plan, caracte´rise´ par le tenseur d’ordre deux F.
II.2.3.1 Plaques homoge`nes orthotropes
La fre´quence de coupure des deux premiers modes de cisaillement hors plan 4 et 5 est en
fait connue analytiquement dans le cas des plaques homoge`nes orthotropes et de la the´orie tridi-
mensionnelle ; elle est en effet donne´e par la fre´quence associe´e au premier mode antisyme´trique
(e´quation (I.4.22), n = 1, i = {1, 2}) :
f c,3Dα3 =
1
2h
√
Cα3α3
ρ
(II.2.31)
Le choix du coefficient ξ peut donc correspondre au souhait d’e´galiser les fre´quences de coupure
f c,HMα3 donne´es par le mode`le de Hencky-mindlin et leur valeur de re´fe´rence f
c,3D
α3 :
f c,HMα3 = f c,3Dα3 ⇔ ξ2 =
pi2
12 ≈ 0.822 (II.2.32)
Cette valeur du coefficient correcteur en cisaillement hors-plan, tre`s largement utilise´e dans la
communaute´ des vibrations, a e´te´ propose´e par Mindlin dans son article de 1951 [140]. Elle
n’est d’ailleurs pas de´pendante de la direction : le raisonnement e´quivalent fait sur les ondes
planes se propageant selon e2 donne le meˆme re´sultat. Il faut toutefois rappeler que ce re´sultat
n’est valable que dans le cas des plaques homoge`nes.
Toutefois, on a vu que la vitesse asymptotique cb des ondes de flexion en haute fre´quence
est dans le cas de la plaque homoge`ne sense´e eˆtre e´gale a` la vitesse des ondes de Rayleigh cR
(e´quation (I.2.24)). Le mode`le de Hencky-Mindlin la donne en fonction de la vitesse e´le´mentaire
des ondes de cisaillement c13 (II.2.30). Cela remet alors en question le choix du coefficient de
correction en cisaillement hors-plan ξ. Une deuxie`me possibilite´ peut en effet consister a` e´galiser
les vitesses du mode de flexion asymptotiques donne´es par le mode`le et la the´orie 3D ; dans ce
cas, on a :
cb =
ω→∞ c13 = cR ⇔ ξ =
cR
c13
(II.2.33)
Le coefficient de correction ξ est alors de´pendant des proprie´te´s me´caniques ; dans le cas isotrope,
il de´pend du coefficient de Poisson ν. la de´pendance de ξ en fonction de ν correspond donc alors
au re´sultat repre´sente´ sur la figure I.3. Une bonne approximation de ξ dans le cas homoge`ne
isotrope est en conse´quence donne´e par l’e´quation (I.2.26).
On note donc deux choix possibles ((II.2.32) et (II.2.33)) pour le coefficient de ξ. Cette
ambiguite´ est de´ja` pointe´e du doigt dans l’article de Mindlin [140]. Cependant, l’utilisation de
la vitesse de Rayleigh pour calculer ξ repre´sente une complexite´ supple´mentaire par rapport
au choix ξ2 = pi2/12, qui s’accentue encore dans le cas orthotrope. De plus, on note que pour
des valeurs usuelles du coefficient de Poisson, les deux valeurs de ξ sont proches (e.g. ν = 0.3,
ξ2 ≈ 0.860 et pi2/12 ≈ 0.822).
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La premie`re proposition (ξ2 = pi2/12), inde´pendante des proprie´te´s me´caniques de la plaque,
est donc tre`s majoritairement adopte´e par la communaute´ des vibrations ; elle est e´galement
utilise´e ici dans le cas des plaques homoge`nes.
II.2.3.2 Plaques sandwiches orthotropes
L’introduction de l’he´te´roge´ne´ite´ des proprie´te´s me´caniques dans l’e´paisseur des plaques
rend difficile la correction du comportement en cisaillement hors-plan par le choix d’un co-
efficient ξ. Notamment, le cas des sandwiches est particulier. On a en effet remarque´ que ce
type de structure est caracte´rise´ par une densite´ d’e´nergie de cisaillement hors-plan Uα3 tre`s
majoritairement contenue dans l’aˆme (voir la figure I.14 du chapitre I). Le comportement de la
plaque en cisaillement hors-plan est en conse´quence pilote´ par les proprie´te´s de celle-ci. Or le
comportement ge´ne´ralise´ F obtenu avec le mode`le de plaque e´paisse fait intervenir les proprie´-
te´s de raideur des peaux et de l’aˆme. En conse´quence, la contribution des peaux, ge´ne´ralement
beaucoup plus raides que l’aˆme, est forte ; cela ne correspond pas au re´sultat de re´fe´rence.
Pour traiter le proble`me de la correction, il est alors possible d’utiliser une formulation
du comportement comple`tement diffe´rente de celle obtenue lors de la construction du mode`le
[149, 116]. En particulier, deux lois de me´lange simples sont donne´es en annexe C, section C.1.5.
Celles-ci proposent de formuler le comportement ge´ne´ralise´ F soit : (i) comme la somme FV
des raideurs dans l’e´paisseur (expression C.1.30) ou (ii) comme l’inverse FR de la somme des
souplesses. Dans le cas ou` les couches composant une plaque multicouche sont orthotropes (soit
F12 = 0), ces deux comportements s’e´crivent :
FVαα =
∫
h
Cα3α3(z) dz (II.2.34)
FRαα = h2
∫
h
1
Cα3α3(z)
dz
−1 (II.2.35)
La premie`re proposition FV e´quivaut en fait a` choisir ξ = 1 dans le comportement F obtenu
lors de la de´rivation du mode`le.
En reprenant le sche´ma d’une plaque sandwich syme´trique donne´ au chapitre I (voir figure
I.5), les deux comportement associe´s au cisaillement hors-plan s’e´crivent comme suit :
FRαα = Caα3α3
(ha + 2hp)2
ha
(
1 + 2hpCpα3α3
Caα3α3
ha
)−1
(II.2.36)
FVαα = 2hp C
p
α3α3 + ha Caα3α3 (II.2.37)
Si le rapport des e´paisseurs hp/ha est petit et le contraste des raideurs Cpα3α3/Caα3α3 est grand,
alors FR est donne´ par la raideur en cisaillement transverse de l’aˆme uniquement ; au contraire,
les deux termes constituant FV restent du meˆme ordre de grandeur. En conse´quence, la forme
du comportement ge´ne´ralise´ FR est plus repre´sentative du comportement d’un sandwich.
Branches de dispersion Sur la figure II.2 sont repre´sente´es les branches de dispersion obte-
nues avec le mode`le de plaque e´paisse, pour le cas de la plaque sandwich isotrope de´ja` e´tudie´e
au chapitre pre´ce´dent (voir tableau I.2). En lignes pointille´es rouges sont trace´es les branches
obtenues en utilisant FV et en lignes bleues pointille´es celles obtenues avec FR. Les re´sultats de
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re´fe´rence, donne´s par le sche´ma SFEM de´veloppe´ au chapitre pre´ce´dent, sont superpose´s (lignes
noires) et les branches correspondantes labellise´es de 1 a` 5 .
En reprenant les formules (II.2.37) et (II.2.36) ci-dessus, on obtient a` partir des proprie´te´s
du tableau I.2 : FV = 1.73 MPa.m et FR = 0.224 MPa.m, soit un rapport de 7.72 entre les
deux comportements. Ce rapport peut eˆtre observe´ sur la figure II.2 : la pente asymptotique du
mode de flexion 1 en haute fre´quence donne´ par le mode`le de plaque e´paisse (kb → ω (F/M)1/2,
e´quation (II.2.30)) diffe`re grandement entre les deux versions du comportement.
Le comportement FV surestime donc largement la raideur en cisaillement hors-plan du
sandwich. Le comportement FR de´crit en l’occurrence bien mieux les premiers modes caracte´-
ristiques de la plaque : (i) la branche de flexion 1 est plus proche de la solution de re´fe´rence
qu’en utilisant la borne de Voigt ; (ii) la fre´quence de coupure des modes d’ordre supe´rieur 4
et 5 ainsi que le nombre d’onde imaginaire asymptotique en basse fre´quence de la branche 4
sont bien mieux approxime´s.
Pour finir, on note de fac¸on logique que les branches 2 et 3 correspondant aux mouvements
plans sont de´crites de fac¸on similaire avec les deux comportements : les modes correspondant
n’activent pas le cisaillement hors-plan dans la plaque.
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Figure II.2 – Dispersion des ondes dans une plaque sandwich isotrope (proprie´te´s
me´caniques en table I.2). Parties re´elle et imaginaire du nombre d’onde k = κ− i τ (I.1.11).
Influence de la correction du comportement en cisaillement hors-plan : re´sultats du mode`le de
plaque e´paisse utilisant FV (e´quation (II.2.34), lignes rouges pointille´es) ou FR (e´quation
(II.2.35), lignes bleues pointille´es) et re´sultats de re´fe´rence SFEM (lignes noires).
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Figure II.3 – Taux de de´croissance spatiale des ondes de flexion 1 , de cisaillement plan 2
et de compression 3 dans une plaque sandwich isotrope (proprie´te´s me´caniques complexes en
table I.5). Re´sultats obtenus a` partir du mode`le de plaque e´paisse utilisant FV (e´quation
(II.2.34), lignes rouges pointille´es) ou FR (e´quation (II.2.35), lignes bleues pointille´es) et
re´sultats de re´fe´rence SFEM (lignes noires).
Taux de de´croissance spatiale Le taux de de´croissance spatiale des ondes de flexion, qui
contient la signature du comportement hors-plan viscoe´lastique de la plaque, est e´galement tre`s
influence´ par les effets de cisaillement hors-plan dans l’aˆme. Dans une grande partie des cas,
le mate´riau d’aˆme, plus souple, est e´galement associe´ a` des me´canismes de dissipations plus
forts que le mate´riau des peaux. En conse´quence, la mauvaise prise en compte des effets de
cisaillement transverse dans le mode`le de plaque e´paisse peut amener a` une estimation des
pertes fortement biaise´e.
La plaque sandwich e´tudie´e ci-dessus est reprise en introduisant des modules λ et µ com-
plexes, e´gaux au cas e´tudie´ au chapitre pre´ce´dent (voir tableau I.5). Sur la figure II.3, on a
trace´ le taux de de´croissance des ondes de flexion 1 , cisaillement plan 2 et compression 3 en
fonction de la fre´quence ; celui-ci est estime´ a` partir du mode`le de Hencky-Mindlin utilisant FV
(lignes pointille´es rouges) ou FR (lignes pointille´es bleues). Les re´sultats de re´fe´rences obtenus
a` partir du sche´ma SFEM sont e´galement superpose´s (lignes noires).
On remarque de nouveau que de fac¸on logique, le taux de de´croissance spatiale χ associe´
aux ondes de membrane 2 et 3 ne de´pendent pas du choix de F. On note que l’augmentation
de ce taux de de´croissance a` partir de 3 kHz, visible sur les re´sultats de re´fe´rence, n’est pas
vue par le mode`le de plaque e´paisse : cette augmentation est en effet due a` l’apparition d’effets
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d’ordre supe´rieur que la cine´matique de Hencky-Mindlin est incapable de de´crire (voir figure
I.14, 2 .b, 3 .b/c).
Concernant les ondes de flexion 1 , le comportement FV de´crit tre`s mal les me´canismes
d’amortissement ; en effet, en reprenant l’expression (II.2.37), on remarque que 2hpµp = 1.54(1+
i 0.5%) × 106 et haµa = 1.92(1 + i 5%) × 105. Le comportement ope´rationnel en cisaillement
hors-plan est donc dans le cas de la borne de Voigt pilote´ majoritairement par les peaux, ce qui
ne correspond pas a` la re´alite´. On remarque d’ailleurs que le taux de de´croissance spatiale des
ondes de flexion tend, avec le choix de FV, vers le taux de de´croissance des ondes de cisaillement
plan 2 . En effet, dans les deux cas ce taux de de´croissance est associe´ a` des me´canismes de
cisaillement, et les lois de me´lange associe´es sont e´quivalentes (dans le cas isotrope, FV = A66).
Finalement, on remarque que la formulation FR de´crit de fac¸on tre`s satisfaisante les me´ca-
nismes de perte lie´s a` la flexion, sur le domaine de fre´quence qui nous inte´resse dans ce travail,
c’est a` dire avant l’apparition des premiers modes d’ordre supe´rieur (ici jusqu’a` 31.2 kHz). De
20 Hz a` 30 kHz, l’erreur relative maximale en taux de de´croissance spatiale est d’environ 5%.
Les re´sultats ci-dessus montrent qu’il est pre´fe´rable, pour la mode´lisation des plaques sand-
wiches en dynamique, de choisir la de´finition FR (II.2.35) comme loi de me´lange sur le compor-
tement en cisaillement hors-plan. Toutefois, ceci est duˆ au fait que les structures sandwiches
pre´sentent un fort contraste de raideur en cisaillement entre les peaux et l’aˆme. Le choix de
cette de´finition pour de´crire le comportement en cisaillement hors-plan des plaques n’est donc
pas ge´ne´ralisable a` des stratifications quelconques.
II.3 Cine´matique de Kirchhoff
Dans la section qui suit sont donne´es les e´quations de dispersion correspondant au mode`le
de plaque mince ou CPT pour Classical Plate Theory, ou encore mode`le de Kirchhoff. La
formulation de ce mode`le est tre`s similaire a` celle permettant la construction du mode`le de
plaque e´paisse. Seule une liaison cine´matique est ajoute´e, permettant de re´duire le nombre de
degre´s de liberte´ du mode`le.
La formulation du proble`me de propagation des ondes dans les plaques minces ame`ne, pour
le cas des ondes de flexion, a` l’expression d’un indicateur de raideur en flexion spe´cifique e´quiva-
lente. Cet indicateur est utilise´ dans un cadre expe´rimental au chapitre VII pour l’identification
des composantes du tenseur des raideurs de flexion locales d’une plaque stratifie´e. Quelques re´-
sultats concernant la reformulation des e´quations de dispersion par le biais de la de´composition
polaire sont donne´es. Ceux-ci repre´sentent une perspective inte´ressante pour l’identification des
plaques stratifie´es.
Le mode`le de plaque mince est bien adapte´ a` la mode´lisation des plaques en basse fre´quence,
c’est a` dire lorsque la longueur d’onde est d’un ordre au moins supe´rieure a` l’e´paisseur de la
plaque. Dans ce cas, si les proprie´te´s des couches en cisaillement hors-plan varient raisonnable-
ment dans l’e´paisseur, il est possible de ne´gliger la contribution e´nerge´tique de ce me´canismes
dans le mouvement de flexion.
II.3.1 De´finition du mode`le
Comme la formulation du mode`le de plaque mince est classique et similaire a` celle du
mode`le de plaque e´paisse, les paragraphes qui suivent de´crivent tre`s succinctement les diffe´rentes
hypothe`ses supple´mentaires qui permettent cette formulation ainsi que les e´quations d’e´quilibre
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finalement obtenues. La de´marche de formulation du mode`le de plaque mince est de´crite plus
en de´tail en annexe C, section II.3.
II.3.1.1 Hypothe`ses supple´mentaires
Le mode`le de Kirchhoff peut eˆtre de´duit du mode`le de plaque e´paisse par la formulation de
deux hypothe`ses supple´mentaires.
Ajout d’une liaison cine´matique Lorsque la longueur d’onde est tre`s grande devant l’e´pais-
seur de la plaque on a pu montrer dans diffe´rents cas tout au long de cette premie`re partie
(solutions de Lamb (I.2.33), plaques e´paisses orthotropes (II.2.30)) que le nombre d’onde des
ondes de flexion est proportionnel a` la racine carre´e de la fre´quence. Si on injecte en l’occur-
rence une pulsation de la forme ω2 = k4 dans l’e´quation caracte´ristique (II.2.14) re´gissant la
propagation des ondes planes dans le mode`le de Hencky-Mindlin et que l’on ne conserve que
les termes du premier ordre en k, on obtient :
Fαβ Φ˜β − iFαβ kβ U˜3 = 0 (II.3.1)
Cette relation e´tant ve´rifie´e pour tout tenseur syme´trique de´finit positif F, on peut e´crire :
Φ˜− i U˜3k = 0 (II.3.2)
De nouveau, cette expression est valable quelque soit le vecteur d’onde k ; on peut donc, en
rappelant la forme de la fonction U(ω,y) (II.2.11), e´crire :
Φ(ω,y) = −grad
(
U3(ω,y)
)
(II.3.3)
Cette e´quation, portant sur les de´placements ge´ne´ralise´s du mode`le de plaque e´paisse, est en
fait l’hypothe`se de base du mode`le de Kirchhoff ; elle constitue l’ajout d’une liaison cine´matique
dans le mode`le de plaque e´paisse.
La proposition du mode`le de plaque mince [128], ante´rieure a` la proposition de Hencky-
Mindlin, part de l’hypothe`se qu’une section de plaque reste droite et perpendiculaire a` la fibre
neutre lors du mouvement ; cette hypothe`se me`ne e´galement a` la liaison cine´matique entre la
rotation de section Φ et la fle`che U3.
La relation (II.3.3) peut e´galement correspondre, dans le mode`le de plaque e´paisse, au
souhait de ne´gliger le travail Uα3 des composantes de la de´formation associe´es au cisaillement
hors-plan, ce qui revient a` poser γ → 0 ou Fαβ →∞.
la liaison cine´matique ainsi de´finie permet d’exprimer le champ cine´matique correspondant
au mode`le de Kirchhoff :
uα = Ψα − zU3,α (II.3.4)
u3 = U3 (II.3.5)
Inerties de rotation ne´glige´es Une hypothe`se supple´mentaire du mode`le de plaque mince,
tre`s largement utilise´e, consiste a` ne´gliger les termes d’inertie associe´s a` la rotation de la section.
En conse´quence, les inerties ge´ne´ralise´es J et I n’entrent plus en compte dans le travail des ef-
forts d’acce´le´ration (voir annexe C, matrice des inerties ge´ne´ralise´es Γ, expression (C.2.39)). On
e´crit alors. Seules les translations de section sont donc prises en compte par l’inertie ge´ne´ralise´e
M (voir expression C.2.38).
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II.3.1.2 Comportement
De fac¸on e´quivalente au mode`le de plaque e´paisse, la cine´matique postule´e (II.3.5) ne permet
pas de de´crire convenablement l’effet Poisson ; en conse´quence, les comportement en contraintes
planes est utilise´. Finalement, la loi constitutive ge´ne´ralise´e du mode`le de plaque mince prend
la forme : [
N
M
]
=
[
A B
B D
] [
ω
κ
]
(II.3.6)
ou` N et M de´notent respectivement les tenseurs des efforts membranaires et des moments de
flexion en notation de Voigt et ω et κ sont les de´formations ge´ne´ralise´es associe´s. Les trois
tenseurs d’ordre 4 A∼ , D∼ et B∼ (ici en notation de Voigt) de´crivent respectivement les raideurs
ge´ne´ralise´es en membrane, flexion et de couplage, de fac¸on identique au mode`le de plaque e´paisse
(voir leurs expressions en annexe C, expressions (C.2.25), (C.2.26) et (C.2.27)).
II.3.1.3 E´quations d’e´quilibre
Le mode`le de Kirchhoff est caracte´rise´ par trois e´quations locales du mouvement (voir
(C.3.17)) :
Nαβ,β + pα = M Ψ¨α (II.3.7)
Mαβ,αβ = M U¨3 (II.3.8)
Ces e´quations d’e´quilibre, associe´es a` la formulation forte des e´quations du mouvement des
plaques minces, sont utilise´es dans ce qui suit pour de´river les surfaces de dispersion du mode`le.
II.3.2 Surfaces de dispersion
On reprend les hypothe`ses permettent d’e´tudier la propagation des ondes planes dans les
structures : (i) sources e´loigne´es ; (ii) re´gime harmonique permanent ; (iii) se´paration des va-
riables d’espace ; (iv) homoge´ne´ite´ des proprie´te´s me´caniques. Dans ce cas, les e´quations du
mouvement peuvent eˆtre re´e´crites en fonction des degre´s de liberte´ U du mode`le seulement :
∣∣∣∣∣ AαβγδUγ,δβ − BαβγδU3,γδβ + ω
2MUα = 0
BαβγδUγ,δαβ −DαβγδU3,γδαβ + ω2MU3 = 0
(II.3.9)
Il faut donc re´soudre ce syste`me de trois e´quations aux de´rive´es partielles du quatrie`me ordre
homoge`nes. Pour cela, on injecte la forme du de´placement en onde plane :
U(ω,y) = U˜(ω,k) e− ik·y (II.3.10)
celle-ci permet de re´e´crire le syste`me d’e´quations ci-dessus sous la forme :∣∣∣∣∣∣ kδkβAαβγδ U˜γ + i kγ kδkβBαβγδ U˜3 − ω
2M U˜α = 0
kγ kδkαkβDαβγδ U˜3 − i kδkαkβBαβγδ U˜γ − ω2M U˜3 = 0
(II.3.11)
soit un proble`me aux valeurs propres de taille 3, d’ordre 4 en k et line´aire en ω2.
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Raideur spe´cifique e´quivalente en flexion Lorsque la distribution des proprie´te´s me´ca-
niques dans la section de la plaque est syme´trique, le tenseur B∼ s’annule (voir son expression
en C.2.26). Dans ce cas, les trois e´quations obtenues ci-dessus peuvent eˆtre divise´es en deux
groupes : les deux premie`res font intervenir le tenseur des raideurs de membrane A∼ et les degre´s
de liberte´ Uα associe´s au de´placement dans le plan de la plaque ; elles correspondent donc aux
ondes de membrane. La troisie`me fait intervenir le tenseur des raideurs en flexion D∼ et la fle`che
de la plaque U3 ; elle est donc scalaire et associe´e aux ondes de flexion.
La caracte`re scalaire de cette troisie`me e´quation est inte´ressant. En particulier, on peut
poser le vecteur d’onde sous la forme k = k(θ)[cos(θ) sin(θ)]. On peut alors exprimer la raideur
spe´cifique en flexion e´quivalente d’une plaque B˜(θ) en fonction de la direction de propagation
de l’onde θ :
B˜(θ) = ω
2
k(θ)4 =
c4 D11 + s4 D22 + 2c2s2 (D12 + 2D66) + 4c3sD16 + 4cs3 D26
M
(II.3.12)
avec c = cos(θ), s = sin(θ) et D est exprime´ en notation de Voigt. Cette expression simple
permet, sur la base de vecteurs d’onde k identifie´es expe´rimentalement et de la connaissance
de la densite´ de la plaque, d’identifier les 5 termes D11, D22, D12 + 2D66, D16 et D26. Cette
de´marche est mise en œuvre au chapitre VII pour l’identification de la raideur spe´cifique locale
en flexion d’une plaque stratifie´e mince a` partir des re´sultats de l’analyse en vecteur d’onde
propose´e.
Dans ce qui suit, on se propose de reformuler la re´solution du proble`me de propagation des
ondes dans les plaques minces en utilisant la formulation polaire de l’e´lasticite´ plane.
II.3.3 Formulation polaire
Le comportement ge´ne´ralise´ du mode`le de plaque mince (e´quation (II.3.6)) utilise les ten-
seurs d’ordre quatre A∼ , B∼ et D∼ pour exprimer la relation entre les contraintes ge´ne´ralise´es
et les de´formations ge´ne´ralise´es. Or l’expression de ces tenseurs de´crivant le comportement de
plaque mince fait entrer en compte uniquement le tenseur des raideurs en contraintes planes Q
∼
(e´quation (B.1.6)) (voir (C.2.25), (C.2.26) et (C.2.27)). On rappelle leur expression :(
A∼ ,B∼ ,D∼
)
=
∫
h
(
1, z, z2
)
Q
∼
(z) dz (II.3.13)
Or le tenseur Q
∼
est un tenseur plan (il est exprime´ dans une base de dimension 2). Ce type
de tenseurs peut eˆtre de´compose´e en une somme de tenseurs e´le´mentaires (associe´s a` ses in-
variants), sur la base desquels le changement de repe`re par rotation devient explicite ; cette
de´composition est appele´e de´composition polaire. Elle permet de reformuler les proble`mes qui
font intervenir un comportement mate´riau anisotrope sur la base de ces invariants : on parle
alors de formulation polaire de l’e´lasticite´.
La formulation polaire de l’e´lasticite´ plane s’inspire des travaux de Verchery [232] sur les ten-
seurs du quatrie`me ordre posse´dant les proprie´te´s typiques des tenseurs de l’e´lasticite´ (raideurs
ou souplesses), c’est a` dire les syme´tries mineures et majeures. L’adaptation de ces travaux
pour la formulation des proble`mes d’e´lasticite´ impliquant des stratifie´s a` couches anisotropes
est ensuite due aux travaux de Vong [233], Kandil [101] et enfin Vannucci [227]. Ce dernier a no-
tamment travaille´ sur la recherche, a` partir de cette formation originale, de stratifie´s posse´dant
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des comportements particuliers [226, 229]. On peut e´galement noter la re´cente application par
Montemurro [143] de la formulation polaire a` l’e´tude des tenseurs de comportement ge´ne´ralise´s
associe´s au mode`le de plaque e´paisse.
E´tant partie prenante du projet ANR MAESSTRO a` l’origine du travail pre´sente´ ici, Paolo
Vannucci s’est naturellement inte´resse´ a` la reformulation du proble`me de propagation des ondes
planes dans les stratifie´s sur la base de la de´composition polaire. Les quelques re´sultats donne´s
dans ce qui suit sont donc issus d’un travail en commun sur le sujet. En particulier, la proce´dure
d’identification du comportement en flexion des plaques stratifie´es minces he´te´roge`nes propose´es
au chapitre VII peuvent eˆtre reformule´e sur la base de la de´composition polaire ; les diffe´rents
invariants apparaissent alors de fac¸on explicite, ce qui peut pre´senter un certain avantage par
rapport a` la formulation carte´sienne propose´e.
II.3.3.1 De´composition polaire
La formulation polaire de l’e´lasticite´ plane part de l’e´tude des grandeurs des tenseurs plans
par changement de base (rotation du repe`re). Il est possible d’exprimer le tenseur Q
∼
θ associe´ a`
un mate´riau monoclinique dans n’importe quel repe`re (eθi ) tourne´ d’un angle θ par rapport a`
l’axe e3 en fonction des cinq invariants T0, T1, R0, R1, Φ0 et Φ1 et de l’angle θ. Les composantes
de Q
∼
s’e´crivent de la fac¸on suivante :
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Qθ1111 = T0 + 2T1 + R0 cos(4(Φ0 − θ)) + 4R1cos(2(Φ1 − θ))
Qθ1112 = R0 sin(4(Φ0 − θ)) + 2R1 sin(2(Φ1 − θ))
Qθ1122 = −T0 + 2T1 − R0 cos(4(Φ0 − θ))
Qθ1212 = T0 − R0 cos(4(Φ0 − θ))
Qθ1222 = −R0 sin(4(Φ0 − θ)) + 2R1 sin(2(Φ1 − θ))
Qθ2222 = T0 + 2T1 + R0 cos(4(Φ0 − θ))− 4R1 cos(2(Φ1 − θ))
(II.3.14)
La de´pendance en θ de Q
∼
θ peut donc eˆtre de´compose´e en trois parties : (i) une partie isotrope,
associe´e aux composantes T0 et T1 ; (ii) une partie elliptique, de syme´trie d’ordre 2, associe´ a` R1
et Φ1 ; (iii) une partie a` syme´trie d’ordre 4, associe´e a` R0 et Φ0. Quelque soit le repe`re choisi, le
comportement en contraintes planes d’un mate´riau monoclinique peut donc eˆtre de´crit a` l’aide
des cinq invariants T0, T1, R0, R1 et Φ0 − Φ1.
Notamment, il est possible de de´gager les diffe´rents comportements mate´riau a` partir de
certaines configurations remarquables de ces invariants. Par exemple, l’orthotropie des raideurs
planes d’un mate´riau peut s’exprimer par R0 = 0 ou Φ0 − Φ1 = npi/4.
Dans la suite, on s’inte´resse a` la reformulation des e´quations de dispersion du mode`le de
plaque mince graˆce a` la de´composition polaire. Celle-ci permet d’e´crire de fac¸on explicite la
de´pendance des grandeurs associe´es aux ondes en fonction de la direction de propagation de
celles-ci.
II.3.3.2 Proble`me complet
Si on conside`re un vecteur d’onde k dont les parties re´elle κ et imaginaire τ sont coline´aires,
alors on peut e´crire k = keθ1, ou` θ est la direction de propagation de l’onde plane. Dans le repe`re
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(eθi ), on a en conse´quence : ∣∣∣∣∣ k1(θ) = k · e
θ
1 = k(θ)
k2(θ) = 0
(II.3.15)
Cette e´criture permet d’exprimer le proble`me (II.3.11) simplement, en utilisant les expressions
polaires A∼
θ, B∼
θ et D∼
θ des tenseurs du comportement ge´ne´ralise´ de plaque mince :
∣∣∣∣∣∣ k
2 Aθα1β1 U˜θβ + i k3 Bθα111 U˜θ3 − ω2M U˜θα = 0
k4 Dθ1111 U˜θ3 − i k3 Bθβ111 U˜θβ − ω2M U˜θ3 = 0
(II.3.16)
ou` on a omit la de´pendance de k et U˜θ en fonction de θ et ω. Sous forme matricielle, le syste`me
ci-dessus s’e´crit :
k2 Aθ1111 − ω2M k2Aθ1112 i k3 Bθ1111
k2Aθ1112 k
2 Aθ1212 − ω2M i k3 Bθ1112
− i k3 Bθ1111 − i k3 Bθ1112 k4 Dθ1111 − ω2M


Uθ1
Uθ2
Uθ3
 =

0
0
0
 (II.3.17)
L’annulation du de´terminant de la matrice caracte´ristique repre´sente donc la recherche des
racines d’un polynoˆme d’ordre 6 en k ; trois couples de solutions oppose´es deux a` deux sont
alors obtenus. Comme on peut le voir, le tenseur B∼ couple les mouvements plans Uα et la fle`che
U3.
La re´solution du proble`me couple´ ci-dessus sort du cadre de ce travail ; aussi le cas qui est
pre´sente´ dans la suite apporte des simplifications.
II.3.3.3 Plaques stratifie´es de´couple´es
On e´tudie maintenant le cas des plaques minces multicouches, compose´es de plis identiques
(e´paisseur e et proprie´te´s me´caniques Q
∼
identiques) ; seule la se´quence θ = [θ1, . . . , θN ] de´crivant
les angles θn d’empilement des N couches peut varier.
De plus, on suppose que la plaque est de´couple´e (au sens des comportements en membrane
et en flexion). Cela se traduit par un tenseur de couplage Bθ111α nul quelque soit θ. Dans ce cas,
le syste`me (II.3.16) se se´pare en deux e´quations :
modes de membrane A et B :[
k2 Aθ1111 − ω2M k2Aθ1112
k2Aθ1112 k
2 Aθ1212 − ω2M
] [
Uθ1
Uθ2
]
=
[
0
0
]
(II.3.18)
mode de flexion 1 :(
k4 Dθ1111 − ω2M
)
Uθ3 = 0 (II.3.19)
Flexion L’e´quation re´gissant la flexion des plaques minces de´couple´es est scalaire ; les solu-
tions de l’e´quation caracte´ristique sont :
k4b(ω, θ) = ω2
M
Dθ1111
= ω2 MT0 + 2T1 + R0 cos(4Φ0 − 4θ) + 4R1 cos(2Φ1 − 2θ) (II.3.20)
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Cette e´quation pourrait eˆtre utilise´e de la meˆme manie`re que l’e´quation (II.3.12) pour formuler
un proble`me inverse permettent de de´terminer certains des invariants a` partir de nombres d’onde
de flexion extraits d’un signal expe´rimental (voir chapitre VII).
La formulation polaire simplifie e´galement le calcul de la vitesse de groupe (I.1.19) :
cg =
∂ω
∂k =
1
2ω
∂ω2
∂k =
1
2ω
[
∂ω2
∂k
eθ1 +
ω
k
∂ω2
∂θ
eθ2
]
= 2 ω
k
[
eθ1 +
Dθ1112
Dθ1111
eθ2
] (II.3.21)
Dans la cas isotrope (R0 = R1 = 0 d’ou` Dθ1112 = 0), on retrouve le re´sultat classique cg =
2cφ [130]. On peut d’ailleurs montrer que la vitesse de groupe et la vitesse d’e´nergie (I.1.21)
co¨ıncident :
ce =
∫
h
P(z) dz
∫
h
e(z) dz
= i2ω
∫
h
σαβ(z)∗uβ(z) dz∫
h
ρ(z)ui(z)∗ui(z) dz
eα =
i
2ω
DθαβγδUθ3,γδ∗Uθ3,β
M |Uθ3|2
eθα
= k
3
2ω
Dθ111α
M
eθα = cg
(II.3.22)
Modes de membrane Les modes de membrane sont, dans le cadre du mode`le de plaque
mince, re´gis par l’e´quation (II.3.18) ; les solutions annulent le de´terminant de la matrice carac-
te´ristique. Celui-ci prend la forme :
k4
(
Aθ1111 Aθ1212 − (Aθ1112)2
)
− ω2k2M
(
Aθ1111 + Aθ1212
)
+ ω4M2 = 0 (II.3.23)
ou` on a omis l’exposant •θ pour la lisibilite´. Les racines du de´terminant s’e´crivent ainsi :
k2 = ω
2M
2
(
Aθ1111 + Aθ1212
)
±
√(
Aθ1111 − Aθ1212
)2
+ 4(Aθ1112)2
Aθ1111 Aθ1212 − (Aθ1112)2
(II.3.24)
on remarque tout de suite que si le comportement est isotrope (Aθ1112 = 0), alors les solutions
sont c2 = A1111/M et c2 = A1212/M , en accord avec les re´sultats (II.2.21) et (II.2.20) de la
section pre´ce´dente sur le mode`le de plaque e´paisse.
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Mode`les de poutre
Dans la section qui suit sont de´rive´s les branches de dispersion donne´es par le mode`le de
poutre e´paisse de Timoshenko. La comparaison de celles-ci avec les re´sultats de re´fe´rence obtenus
a` partir des sche´mas e´le´ments finis spectraux permet de juger de la pertinence de ce mode`le.
Notamment, la ne´cessite´ de corriger le comportement obtenu en torsion et en cisaillement
hors-plan est illustre´e. Enfin, les lois de dispersion associe´es au mode`le d’Euler-bernouilli sont
rappele´es.
Ces deux mode`les sont utilise´s au chapitre VI pour formuler une me´thode d’identification du
mate´riau constitutif d’une poutre utilisant les re´sultats de l’analyse en nombre d’onde propose´e.
La comparaison ici donne´e entre les diffe´rentes branches de dispersion obtenues permettrait de
donner une ide´e du possible biais de l’identification effectue´e qui serait due a` une mauvaise
description du comportement de la structure par le mode`le re´duit.
II.4 Cine´matique de Timoshenko
La section qui vient me`ne a` la comparaison des branches de dispersion obtenues par le biais
du mode`le de Timoshenko avec les branches de dispersion de re´fe´rence (re´sultats e´le´ments finis
spectraux). La formulation du mode`le, classique, est tout d’abord discute´e succinctement ; plus
de de´tails sont donne´s en annexe C.4. Ensuite, les e´quations de dispersion sont de´rive´es puis leur
re´solution discute´e, avec les diffe´rentes valeurs remarquables exprime´es dans le cas des poutres
orthotrope syme´triques. Enfin, la comparaison entre les re´sultats de re´fe´rence et ceux obtenus
avec le mode`le est mene´e dans le cas d’une poutre homoge`ne.
II.4.1 De´finition du mode`le
Pour la de´finition du mode`le le formalisme de se´paration des variables est repris : les variables
z de´crivent la position d’un point sur la section de la poutre, tandis que la coordonne´e y de´crit
la position de ce point sur l’axe neutre de celle-ci.
II.4.1.1 Cine´matique
Le champ de de´placement correspondant au mode`le de Timoshenko est postule´ sous la forme
suivante : u1(z)u2(z)
u3(z)
 =
Ψ1Ψ2
U3
+
Φ1Φ2
Φ3
∧
z1z2
0
 (II.4.1)
ou` la de´pendance de toutes les variables en fonction de l’abscisse y est implicite.
A partir de ce champ cine´matique sont identifie´es les de´formations ge´ne´ralise´es , κ, γ et
υ correspondant respectivement aux me´canismes de traction, flexion, cisaillement transverse et
torsion (voir annexe C.4, expression (C.4.5)).
II.4.1.2 Loi constitutive ge´ne´ralise´e
Le champ cine´matique postule´ interdit l’effet Poisson : les de´formations εαα sont nulles.
Pour pallier a` ce proble`me, on suppose un e´tat de contrainte uniaxial dans la section, c’est a`
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dire σαβ = 0. Cela permet d’exprimer une nouvelle relation constitutive tridimensionnelle sous
la forme (voir de´tails en annexe C.4) :
σ33 = E3ε33
σα3 = Gα3εα3
εαα = −ν3αε33
(II.4.2)
Dans le cas des poutres, les modules de l’inge´nieur E3 et Gα3 repre´sentent donc le lien
direct entre les de´formations et les contraintes ; dans ce cas pre´cis, l’utilisation des modules de
l’inge´nieur complexes pour de´crire le comportement viscoe´lastique ne pose pas de proble`me par
rapport aux relations de Kramer-Kronig (voir annexe B.2, section B.2.3.6).
Comme dans le mode`le de plaque e´paisse, la forme affine des de´formations de cisaillement
hors-plan εα3 n’est pas assez riche pour de´crire le comportement de l’objet tridimensionnel
mode´lise´ comme une poutre. En conse´quence, des coefficients ξs et ξt sont introduits dans le
comportement ge´ne´ralise´ en raideur, dont le but est de corriger le comportement de la poutre
respectivement en cisaillement hors-plan et en torsion (voir annexe C.4, expression C.4.17).
A partir de ces hypothe`ses sont identifie´es les contraintes ge´ne´ralise´es : effort de traction
N , moments de flexion M, efforts de cisaillement transverse V et moment de torsion M3 (voir
annexe C.4, expression (C.4.9)).
La loi de comportement ge´ne´ralise´e peut finalement se mettre sous la forme matricielle
suivante : 
N
M1
M2
V1
V2
M3

=

A B1 B2 0 0 0
B1 D11 D12 0 0 0
B2 D12 D22 0 0 0
0 0 0 F11 0 S1
0 0 0 0 F22 S2
0 0 0 S1 S2 K



κ1
κ2
γ1
γ2
υ

ou` le de´tail des diffe´rentes expressions des raideurs ge´ne´ralise´es A, B, D, F, S et K sont donne´es
en annexe C.4. On note en particulier que le comportement orthotrope des mate´riaux permet
de de´coupler le comportement en cisaillement (F, S et K) du comportement axial (A, B et D).
De plus, lorsque la distribution des proprie´te´s de raideur C∼ (z) posse`de deux plans de syme´trie
centre´s sur l’axe neutre z = 0, tous les termes de couplage (B, D12 et S) s’annulent ; la matrice
Π devient alors diagonale.
II.4.1.3 Inerties ge´ne´ralise´es
La matrice Γ de´crivant le comportement inertiel ge´ne´ralise´ du mode`le de poutre e´paisse
prend la forme suivante :
Γ =

M 0 0 0 0 J1
0 M 0 0 0 J2
0 0 M −J1 −J2 0
0 0 −J1 I11 I12 0
0 0 −J2 I12 I22 0
J1 J2 0 0 0 I3

(II.4.3)
ou les diffe´rentes expressions des inerties ge´ne´ralise´es M , Jα, Iαβ et I3 sont donne´es en an-
nexe C.4. Il est inte´ressant de remarquer que les termes de couplage J et I12 s’annulent si la
distribution des densite´s ρ(z) n’est pas syme´trique par rapport a` l’axe neutre z = 0.
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II.4.1.4 Equations du mouvement
Comme dans le cas des plaques e´paisses, la de´rivation des e´quations locales du mouvement
passe par l’inte´gration par parties du principe de puissances virtuel obtenu. Six e´quations du
mouvement sont obtenues :
Vα,3 + pα = M Ψ¨α + Jα Φ¨3
N,3 + F3 = M U¨3 − Jβ Φ¨β
Mα,3 + (−1)αV3−α + mα = Iαβ Φ¨β − Jα U¨3
M3,3 + m3 = I3 Φ¨3 + Jβ Ψ¨β
(II.4.4)
ou` les termes p, F3, et m de´notent les diffe´rents efforts exte´rieurs ge´ne´ralise´s (voir annexe C.4).
II.4.2 Branches de dispersion
Dans ce qui suit sont de´rive´es les lois de dispersion associe´es au mode`le de Timoshenko.
Les e´quations obtenues sont utilise´es dans les me´thodes inverses formule´es au chapitre VI. Elles
y sont adapte´es a` l’identification du comportement viscoe´lastique des poutres e´paisses, par
analyse en nombre d’onde de la re´ponse harmonique de celles-ci.
II.4.2.1 Formulation
De nouveau, les hypothe`se permettent l’e´tude de la propagation des ondes planes dans les
structures sont formule´es ; (i) les efforts exte´rieurs sont ne´glige´s ; (ii) l’e´volution temporelle du
syste`me est suppose´e stationnaire harmonique ; (iv) les proprie´te´s des mate´riaux sont suppose´es
homoge`nes. Les e´quations du mouvement, apre`s injection du comportement, deviennent :∣∣∣∣∣∣∣∣∣∣∣∣∣
Fαβ
(
Ψβ,33 + (−1)βΦ3−β,3
)
+ SαΦ3,33 + ω2MΨα + ω2 JαΦ3 = 0
AU3,33 + BβΦβ,33 + ω2MU3 − ω2 JβΦβ = 0
BαU3,33 + DαβΦβ,33 + (−1)α
(
F(3−α)β(Ψβ,3 + (−1)βΦ3−β) + S3−αΦ3,3
)
+ ω2 IαβΦβ − ω2 JαU3 = 0
KΦ3,33 + Sβ
(
Ψβ,33 + (−1)βΦ3−β,3
)
+ ω2 I3 Φ3 + ω2 JβΨβ = 0
soit un syste`me de six e´quations diffe´rentielles homoge`nes du second ordre. Le vecteur des degre´s
de liberte´ est donc postule´ sous la forme :
U(ω, y) = U˜(ω, k) e− i ky (II.4.5)
Cela permet d’exprimer l’e´quivalent des e´quations de Christoffel a` l’origine e´tablies dans le cas
tridimensionnel (I.2.4) mais correspondant ici au mode`le de poutre e´paisse :∣∣∣∣∣∣∣∣∣∣∣∣∣
Fαβ
(
k2 Ψβ + i k (−1)βΦ3−β
)
+ k2 SαΦ3 − ω2MΨα − ω2 JαΦ3 = 0
k2AU3 + k2 BβΦβ − ω2MU3 + ω2 JβΦβ = 0
k2 BαU3 + k2 DαβΦβ + (−1)α
(
F(3−α)β(i kΨβ − (−1)βΦ3−β) + i kS3−αΦ3
)
− ω2 IαβΦβ + ω2 JαU3 = 0
k2KΦ3 + Sβ
(
k2 Ψβ + i k (−1)βΦ3−β
)
− ω2 I3 Φ3 − ω2 JβΨβ = 0
Le syste`me d’e´quations peut finalement se mettre sous la forme :(
K0 + i kK1 + k2K2 − ω2Γ
)
U˜ = 0 (II.4.6)
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ou` les matrices Ki sont de la forme :
K2 =

F11 0 0 0 0 S1
0 F22 0 0 0 S2
0 0 A B1 B2 0
0 0 B1 D11 D12 0
0 0 B2 D12 D22 0
S1 S2 0 0 0 K

(II.4.7)
K1 =

0 0 0 0 −F11 0
0 0 0 F22 0 0
0 0 0 0 0 0
0 −F22 0 0 0 −S2
F11 0 0 0 0 S1
0 0 0 S2 −S1 0

(II.4.8)
K0 =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 F22 0 0
0 0 0 0 F11 0
0 0 0 0 0 0

(II.4.9)
On remarque de nouveau que les matrices K0 et K2 sont syme´triques ; la matrice K1 est quant
a` elle antisyme´trique. Le syste`me (II.4.6) est donc a` syme´trie hermitienne.
Une nouvelle fois, le syste`me d’e´quations obtenu repre´sente un proble`me aux valeurs propres
quadratique ; il peut donc eˆtre re´solu de fac¸on identique au cas des formulations e´le´ments finis
spectraux donne´es au chapitre I, section I.5 (voir expressions (I.5.11) ou (I.5.14)).
II.4.2.2 Poutres orthotropes syme´triques
Dans le cas ou` la distribution des proprie´te´s me´caniques de la poutre est syme´trique par
rapport a` la fibre neutre (z = 0), les termes extra-diagonaux J et I12 des inerties ge´ne´ralise´es
Γ (C.4.22) s’annulent, de meˆme que les termes de couplage D12, B et S dans la matrice de
comportement Π (C.4.18). De plus, si les mate´riaux constitutifs sont orthotropes dans le repe`re
local de la poutre, alors la raideur ge´ne´ralise´e F12 est nulle. Les matrices Γ et Π deviennent en
conse´quence diagonales.
Dans cette configuration particulie`re, le syste`me d’e´quations caracte´ristique de la propaga-
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tion des ondes dans la poutre (II.4.6) se se´pare en 4 e´quations de´couple´es :
traction-compression 4 :(
k2A− ω2M
)
U˜3 = 0 (II.4.10)
torsion 3 :(
k2K − ω2 I3
)
Φ˜3 = 0 (II.4.11)
flexion et cisaillement hors-plan 1 et 6 selon e1 :[
k2 F11 − ω2M − i kF11
i kF11 F11 + k2 D22 − ω2 I22
] [
Ψ˜1
Φ˜2
]
=
[
0
0
]
(II.4.12)
flexion et cisaillement hors-plan 2 et 5 selon e2 :[
k2 F22 − ω2M i kF22
− i kF22 F22 + k2 D11 − ω2 I11
] [
Ψ˜2
Φ˜1
]
=
[
0
0
]
(II.4.13)
Ces e´quations donnent respectivement les solutions des ondes de traction-compression, de tor-
sion et de flexion/cisaillement hors-plan dans la poutre.
Dans ce qui suit, on donne les diffe´rents re´sultats remarquables sont ces diffe´rentes ondes.
A chaque fois, on donne le re´sultat correspondant au cas d’une poutre orthotrope homoge`ne de
section rectangulaire (de dimensions h1 et h2).
La figure II.4 illustre ces re´sultats, pour le cas d’une poutre homoge`ne isotrope, de dimen-
sions h1 = 6 mm et h2 = 8 mm, et dont le coefficient de Poisson du mate´riau est ν = 0.3. De
fac¸on a` s’affranchir de l’influence des proprie´te´s de raideur et de densite´, on a repre´sente´ les
re´sultats en fonction de la fre´quence adimensionne´e F = f × L/ct et du nombre d’onde adi-
mensionne´ K = k × L, ou` ct est la vitesse e´le´mentaire de cisaillement dans le mate´riau (I.2.9)
et L2 = h21 + h22 est la taille caracte´ristique de la section de la poutre. Ainsi, la repre´sentation
ne de´pend que du rapport h1/h2 et du coefficient de Poisson ν.
Sur la figure sont repre´sente´s les re´sultats donne´s par le mode`le de Timoshenko, avec le choix
des coefficients correcteurs ξt = 1 et ξ2s = pi2/12. les diffe´rentes branches de dispersion obtenues
avec le mode`le sont labellise´es de 1 a` 6 , de fac¸on identique a` la figure I.6 du chapitre I. Sont
e´galement superpose´s sur la figure II.4 les re´sultats de re´fe´rence correspondant aux diffe´rentes
branches, obtenus a` partir du sche´ma SFEM propose´ ce meˆme chapitre.
Traction-compression Les ondes de traction-compression 4 (ou ondes longitudinales) sont
non-dispersives dans le mode`le de Timoshenko : elles sont caracte´rise´es par une vitesse de phase
c constante :
c24 =
A
M
= E3
ρ
(II.4.14)
Comme dans le cas des plaques, cette vitesse est correcte tant que les effets de cisaillement
hors-plan sont ne´gligeables ; a` partir d’une certaine fre´quence, la cine´matique de Timoshenko
ne suffit plus pour de´crire correctement le mode de traction-compression. ce phe´nome`ne est
visible sur la figure II.4, ou` la branche 4 s’e´carte de plus en plus du re´sultat de re´fe´rence avec
l’augmentation de la fre´quence.
Torsion De meˆme que les ondes longitudinales, les ondes de torsion 3 obtenues avec le
mode`le de Timoshenko sont non-dispersives : leur vitesse de phase est pre´dite par le mode`le de
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Figure II.4 – Dispersion des ondes dans une poutre homoge`ne isotrope de section
rectangulaire (h1 = 6 mm, h2 = 8 mm, L2 = h21 + h22 et ν = 0.3). Parties re´elle et imaginaire
du nombre d’onde k = κ− i τ (I.1.11). Comparaison des solutions donne´es par le mode`le de
Timoshenko avec ξ2s = pi2/12 et ξt = 1 (lignes rouges pointille´es) avec les re´sultats SFEM
(lignes noires).
Timoshenko comme suit :
c23 =
K
I3
= ξ2t
h21G13 + h22G23
ρ(h21 + h22)
(II.4.15)
Le choix du coefficient correcteur ξt est donc primordial pour de´crire correctement le comporte-
ment de la poutre en flexion. On remarque sur la figure II.4 que le mode de re´fe´rence associe´ a` la
torsion semble lui aussi non-dispersif sur le domaine de fre´quences e´tudie´. Toutefois, on voit que
le nombre d’onde de torsion obtenu avec le mode`le de Timoshenko est trop faible (la branche
3 en rouge est au-dessus de la branche noire correspondante). Cela est du a` un mauvais choix
du coefficient ξt. Une discussion discussion plus approfondie sur ce choix est mene´e plus bas.
Flexion et cisaillement hors-plan Les e´quations (II.4.12) et (II.4.13) concernent les ondes
pour lesquelles la section de la poutre ne reste pas dans le meˆme plan qu’a` l’e´tat naturel au
cours du mouvement : ce sont les ondes de flexion ( 1 / 2 ) et de cisaillement hors-plan ( 5 / 6 ).
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Les deux de´terminants des matrices caracte´ristiques de ces e´quations sont en fait e´quivalents,
au changement d’indice 1→ 2 pre`s. Dans ce paragraphe, on ne s’inte´resse donc qu’a` la premie`re
e´quation (II.4.12), qui concerne les mouvements de translation selon e1 (Ψ1) et de rotation selon
e2 (Φ2) (flexion 1 et cisaillement hors-plan 6 ). cette e´quation est tre`s similaire a` l’e´quation
donnant les solutions des ondes de flexion et de cisaillement hors-plan dans une plaque e´paisse
orthotrope (II.2.13). Les re´sultats sont donc e´quivalents. L’annulation du de´terminant de la
matrice caracte´ristique donne :
k4 F11 D22 − ω2k2 (I22 F11 +MD22)2 + ω2
(
ω2M I22 −MF11
)
= 0 (II.4.16)
et ses solutions sont :
k2 = ω
2
2
( I22D22 + MF11
)
±
√√√√( I22
D22
− MF11
)2
+ 4
ω2
M
D22
 (II.4.17)
soit 4 solutions complexes parame´tre´es par la pulsation ω. En prenant la limite pour ω → 0,
les solutions deviennent :
k4b = ω2
M
D22
= ω2 12
h21
ρ
E3
(II.4.18)
Le nombre d’onde kb ou la vitesse de phase cb = ω/kb associe´s aux ondes de flexion sont donc,
en basse fre´quence, proportionnels a` la racine carre´e de la fre´quence. Puisqu’elles sont solutions
d’une racine quatrie`me, les solutions kb sont au nombre de 4 ; dans le cas conservatif, deux sont
purement re´elles (onde propagative) et deux imaginaires pures (ondes e´vanescentes). Quand le
comportement des mate´riaux est visqueux, les modules de flexion Dαβ deviennent complexes ;
les solutions de l’e´quation ci-dessus sont alors, comme les racines quatrie`mes de l’unite´, de la
forme, pour n = {0, . . . , 3} :
kb,n =
√
ω
(
M
D22
) 1
4
ei npi2 (II.4.19)
Les deux solutions correspondant aux ondes e´vanescentes en basse fre´quence deviennent pro-
pagatives pour une fre´quence de coupure donne´e ; elles sont alors responsables de de´formations
de cisaillement hors-plan puˆr dans la section. Cette fre´quence de coupure fc = ωc/(2pi) peut
eˆtre pre´dite par le mode`le de Timoshenko, comme dans le cas des plaques e´paisses (II.2.29), en
prenant la limite de l’e´quation (II.4.17) pour k → 0. on obtient alors :
f c,TIM1 =
1
2pi
√
F11
I22
= ξs2pih1
√
12G13
ρ
(II.4.20)
Le troisie`me re´sultat remarquable que l’on peut obtenir des solutions (II.4.17) consiste a`
prendre la limite de celles-ci pour ω → ∞ ; dans ce cas, la vitesse asymptotique des ondes de
flexion 1 et de cisaillement hors-plan 6 peut eˆtre obtenue :
c2s =ω→∞
D22
I22
= E3
ρ
et c2b =ω→∞
F11
M
= ξ2s
G13
ρ
= ξ2s c13 (II.4.21)
ou` c13 est la vitesse des ondes de cisaillement e´le´mentaires dans le mate´riau d’une poutre
homoge`ne (I.2.9).
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Correction en cisaillement hors-plan De nouveau, le re´sultat sur la fre´quence de coupure
f c,TIM des ondes de cisaillement hors-plan 5 et 6 (II.4.20) et les vitesse asymptotique c1 ou
c2 des ondes de flexion 1 et 2 en haute fre´quence (II.4.21) posent la question du choix du
coefficient correcteur ξs, celui entrant en compte dans leur expression. Dans le cas des guides
d’ondes uniaxiaux de section quelconque, la discussion sur le choix de ξs est toujours un proble`me
d’actualite´ [66].
Dans le cas des plaques homoge`nes, on a pu remarquer que la vitesse des ondes de flexion tend
vers la vitesse des ondes de surface en haute fre´quence. Dans le cas des poutres rectangulaires
homoge`nes, il a e´te´ montre´ que la vitesse des ondes de flexion tend, lorsque la longueur d’onde
est faible, vers la vitesse d’ondes se propageant le long des areˆtes [81, 110]. Comme dans le cas
des ondes de Rayleigh, l’estimation de la vitesse de ces ondes d’areˆte n’est pas simple, ce qui
rend le calcul ξs par cette approche difficile.
Dans le cas des poutre de section rectangulaire homoge`ne, on choisit dans ce travail ξ2s =
pi2/12, en accord avec les pre´conisations de Mindlin concernant la the´orie des poutres de Timo-
shenko [141]. Comme dans le cas des plaques, ce choix correspond a` l’e´galisation des fre´quences
de coupure f c donne´es par la the´orie tridimensionnelle et le mode`le de poutre e´paisse. On peut
remarquer sur la figure II.4 que ce choix permet de de´crire les branches 1 , 2 , 5 et 6 de
fac¸on tre`s correcte et sur un domaine de fre´quences e´tendu. Comme on pouvait s’y attendre, la
tendance asymptotique des nombres d’ondes associe´s aux deux ondes de flexion 1 et 2 sont
dans ce cas surestime´s par le mode`le de Timoshenko par rapport aux re´sultats de re´fe´rence.
Cette diffe´rence est toutefois assez minime et pourra eˆtre ne´glige´e lors de la formulation des
me´thodes inverses d’identification (voir chapitre VI).
II.5 Cine´matique d’Euler-Bernouilli
Le mode`le de poutre mince, formule´ a` partir de la cine´matique d’Euler-Bernouilli, peut eˆtre
obtenu de fac¸on e´quivalente a` ce qui a e´te´ fait dans le cas des plaques (voir section II.3).
Le mode`le de poutre de Timshenko est repris, en conside´rant uniquement les poutres dont
la distribution de proprie´te´s me´caniques dans la section est syme´trique par rapport a` la fibre
neutre. Il est alors suppose´ que les sections de la poutre, en plus de rester planes au cours du
mouvement, demeurent perpendiculaires a` la fibre neutre. Cela permet d’ajouter une liaison
cine´matique entre chaque degre´ de liberte´ Φα et la fle`che associe´e Ψ3−α :
Φ1 = Ψ2,3 (II.5.1)
Φ2 = −Ψ1,3 (II.5.2)
On obtient alors un mode`le tre`s simple, caracte´rise´ par 4 e´quations du mouvement, portant
sur les deux mouvements de flexion (selon e1 et e2), le mouvement de torsion et la traction-
compression. Ces e´quations permettent finalement de de´duire les lois de dispersion associe´es au
142 Chapitre II. Mode`les re´duits
mode`le de poutre mince :
k4b,1 = ω2
M
D22
= ω2 12
h21
ρ
E3
(II.5.3)
k4b,2 = ω2
M
D11
= ω2 12
h22
ρ
E3
(II.5.4)
k2t = ω2
I3
K
= ω2ξ2t
h21G13 + h22G23
ρ(h21 + h22)
(II.5.5)
k2a = ω2
M
A
= ω2 ρ
E3
(II.5.6)
(II.5.7)
ou` kb,α, kt et ka de´notent respectivement les nombres d’onde associe´s aux ondes de flexion,
torsion et traction-compression. Comme dans le cas du mode`le de Timoshenko, le comportement
en torsion doit eˆtre corrige´. Le mode`le d’Euler-Bernouilli est e´galement utilise´ dans le cadre
de la proposition de la me´thode d’analyse en nombre d’onde, pour l’identification des modules
d’Young et de cisaillement complexes E et G d’une poutre isotrope (voir chapitre VI). A cette
occasion, les mode`les de poutre e´paisse et minces sont compare´s.
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II.6 Conclusion
Ce chapitre a e´te´ consacre´ a` la de´rivation des e´quations de dispersion associe´e aux mo-
de`les re´duits classiques de structures e´lance´es : mode`le de plaque e´paisse (cine´matique de
Hencky-Mindlin) et de plaque mince (Kirchhoff), poutre e´paisse (Timoshenko) et mince (Euler-
Bernouilli). A chaque fois, les solutions particulie`res des e´quations obtenues ont e´te´ explicite´es.
Sur la base de la comparaison des surfaces de dispersion obtenues avec leur e´quivalent donne´
par les solutions de re´fe´rence de´veloppe´es au chapitre pre´ce´dent, le comportement de chaque
mode`le a pu eˆtre critique´. La ne´cessaire correction du comportement obtenu par la de´rivation
du mode`le a ainsi pu eˆtre montre´e, et certains choix possibles explicite´s.
Dans le cas du mode`le de Hencky-Mindlin, on a pu montrer que la correction du comporte-
ment en cisaillement hors-plan par un coefficient correcteur (ξ2t = pi2/12) permet de d’obtenir un
mode`le de plaque tre`s satisfaisant, en ce qui concerne la description du comportement en flexion
et en membrane, et pour des fre´quences au pire de l’ordre de grandeur des premie`res fre´quences
de coupure des modes d’ordre supe´rieur. Dans le cas des plaques sandwiches caracte´rise´es par
un fort contraste de raideur entre les peaux et l’aˆme, on a montre´ la ne´cessite´ d’utiliser une loi
de me´lange particulie`re pour le comportement en cisaillement transverse : celle-ci est formule´e
comme l’inverse de la somme des souplesses, et permet de corriger le comportement du mode`le
a` la fois en raideur et en amortissement.
On s’est ensuite inte´resse´ au cas des plaques minces stratifie´es, dont le mode`le correspondant
peut eˆtre de´rive´ du mode`le de Hencky-Mindlin par ajout d’une liaison cine´matique. Une fois les
e´quations de dispersion obtenues, la formulation polaire a e´te´ pre´sente´e et applique´e. Celle-ci
permet de rendre explicite la de´pendance en angle du tenseur des raideurs en contraintes planes,
qui entre dans l’expression de toutes les matrices du comportement ge´ne´ralise´ de plaque mince.
Quelques re´sultats sur les diffe´rentes solutions d’onde ont pu eˆtre de´rive´s, faisant l’e´tat d’un
travail encore en cours.
Dans un troisie`me temps, le mode`le de poutre e´paisse a e´te´ de´rive´. De nouveau, les lois
de dispersion qui lui sont associe´es ont e´te´ donne´es. Les re´sultats obtenus ont e´te´ compare´s
aux solutions de re´fe´rence correspondantes, permettant de montrer la ne´cessite´ de corriger
le comportement du mode`le en cisaillement hors-plan et en torsion. dans le cas des poutres
homoge`nes de section rectangulaire, le choix de ξ2t = pi2/12 en tant que coefficient correcteur en
cisaillement hors plan a e´te´ justifie´. La correction du comportement en torsion n’a toutefois pas
e´te´ discute´e ; celle-ci constitue une perspective de travail inte´ressante, quoique de´ja` traite´e par
de nombreux travaux acade´miques. Enfin, les e´quations de dispersion donne´es par le mode`le de
poutre mince ont e´te´ donne´es.
Tous les mode`les de´rive´s dans ce chapitre sont utilise´s pour la formulation des proce´dures
d’identification inverses propose´es dans les chapitres qui suivent ; que ce soit pour la caracte´-
risation par analyse modale propose´e au chapitre V, l’analyse en nombre d’onde propose´e au
chapitre VI ou l’analyse en vecteur d’onde propose´e au chapitre VII.

Deuxie`me partie
Un nouveau moyen de mesure
plein-champ
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Chapitre III
The Robotized Laser Doppler
Vibrometer : on the use of an
industrial robot arm to achieve 3D
full-field velocity measurements
Re´sume´
Le pre´sent chapitre de´crit rapidement un dispositif expe´rimental original qui a e´te´ de´-
veloppe´ au cours de ce travail de the`se. Le travail pre´sente´ e´tant destine´ a` eˆtre publie´, le
chapitre est en anglais.
On pre´sente donc un dispositif de vibrome´trie robotise´, appele´ en conse´quence
Robotized Laser Doppler Vibrometer (RLDV). Un vibrome`tre laser fixe est assemble´ sur un
bras robot 6 axes, permettant le positionnement pre´cis du capteur. Ainsi, le champ de
vitesse tridimensionnel instantane´ de structures de ge´ome´tries diverses et soumises a`
une excitation re´pe´table peut eˆtre mesure´.
Toutefois, l’utilisation d’un bras robot ame`ne un certain degre´ de complexite´, qu’il est
ne´cessaire de prendre en compte. Une discussion est mene´e a` ce sujet. De manie`re a` faci-
liter la conception d’expe´rimentations utilisant le dispositif, une solution logicielle a e´te´
imple´mente´e. Celle-ci est divise´e en deux partie : la premie`re, imple´mente´e dans le logiciel
de CAO Rhinoceros3D, est de´die´e a` la de´finition d’un mode`le virtuel du dispositif ex-
pe´rimental. Ce mode`le permet la de´finition du maillage de mesure, la pre´-visualisation
des mouvements du robot ainsi que l’e´criture du code de commande permettant la mise
en mouvement automatise´e de celui-ci, rendue possible par le plug-in HAL. La seconde
partie du logiciel, imple´mente´e dans Matlab, est de´die´e a` l’acquisition, le traitement et la
pre´visualisation des mesures.
La pre´sentation se conclut par un cas d’application. La re´ponse transitoire libre d’une
poutre courbe est mesure´e. Les modes tridimensionnels de celle-ci sont extraits de la
mesure graˆce a` la technique d’analyse modale propose´e au chapitre V. Ces modes sont com-
pare´s a` des pre´dictions nume´riques. Un bon accord est obtenu entre les modes nume´riques
et expe´rimentaux, permettant de juger de la pertinence des mesures obtenues.
147
148 Chapitre III. The Robotized Laser Doppler Vibrometer
III.1 Introduction
During the last few decades, full-field measurement techniques were developed. They allow
the contactless measurement of the kinematic field of a structure submitted to a dynamic
excitation. In comparison to single point measurement, a great number of measurement data can
be acquired. An increasing number of identification methods use the data redundancy offered
by these measurement techniques [10]. In dynamics, one can mention the Modal Analysis [70],
the Force Analysis Technique [118], the Virtual Field Method [164] or the High-Resolution
Wavevector Analysis [134, 135].
A very popular tool to achieve dynamical measurements is the Laser Doppler Vibrometers
(LDV). It allows a direct measurement of the velocity. Compared to high-speed cameras, it is
an asset in high frequency, as the displacement amplitudes decreases with the frequency. As a
consequence, measurements with a good signal-to-noise ratio can be achieved in a wide range
of frequencies. By moving the laser beam thanks to galvo scanners, the Scanning Laser Doppler
Vibrometer (SLDV) is now considered as a versatile tool to perform full-field measurement over
a wide frequency range [186].
However, some identification methods need the measurement of the 3D kinematic field of
the structure. As the LDV measures the instantaneous velocity in the direction of its laser
beam, one has to perform the velocity measurement for a number of laser incidence angles
in order to retrieve the three components of the displacement. As a consequence, either the
scanning head has to be moved [133, 107] or three LDVs have to be used simultaneously [142],
thus leading to a high price of the overall setup. Moreover, these solutions requires a number
of manual handling steps that limits the number of points that can be measured. In addition,
uncertainties can arise from incorrect positioning of the laser head.
Recently, automated solutions were developed in order to overcome these limitations. Per-
haps the most complete solution can be found in [153], where three SLDVs are assembled on
the head of an industrial robot arm. However, this commercially available solution is offered at
a very high price.
The aim of the present letter is to propose a setup which is able to perform 3D full-field
velocity measurements at a reduced price. The idea is to assemble a single point LDV on an
industrial robot arm. The weight to be held being reduced, the robot arm can be smaller hence
the price kept affordable. The setup is consequently called the Robotized Laser Doppler Vibro-
meter (RLDV). A software solution is described. The first part, integrated in the Rhinoceros
CAD software 1 by means of the Grashopper plug-in, is used to build the virtual experimental
setup. This virtual environment is then the basis to define the mesh of measurement points.
The preview and control of the robot motion is implemented by the use of the HAL plug-in 2.
The second part of the proposed software solution is devoted to signal acquisition, processing
and preview. It is implemented in Matlab.
The letter is organized as follows : first, a discussion is given about the advantages of
performing LDV measurements with an industrial robot arm and difficulties that arise when
using such a manipulator. Second, the proposed software solution is briefly described in order
to give an overview of its operation. Third, an experimental application is presented to validate
the setup. The 3D mode shapes and frequencies of a curved beam are measured and compared
to predicted mode shapes.
1. www.rhino3d.com/en
2. www.hal-robotics.com
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III.2 The Robotized Laser Doppler Vibrometer
A fixed point Laser Doppler Vibrometer (LDV) measures the instantaneous velocity vk(t) in
the direction nk of its laser beam (see the figure III.1). By moving the LDV, the measurement
of the velocity can be performed, at the same point, for K > 3 distinct laser incidence vectors
nk. As a consequence, the 3D instantaneous velocity u(t) = >[u1(t), u2(t), u3(t)] of the point,
expressed in the cartesian coordinates, can be retrieved :
u(t) = P†v(t) (III.2.1)
where P = [n1 . . . nK ] is the transfer matrix, •† denotes the matrix pseudo inverse and v(t) =>[v1(t) . . . vK(t)] contains the instantaneous velocity measured for each laser orientation nk.
Multiple axis robot arms, originally developed for industrial applications, can manipulate a
wide range of tools of different weights and shapes, with speeds, position accuracy and holding
loads which make them interesting for a wide number of applications. In particular, a number
of reasons motivates the assembly of a LDV on a robot arm.
Accuracy. Even with a rough calibration, modern industrial robot arms can position the
tool with a sub-millimeter accuracy. Consequently, the uncertainty in the position p of the
measured point and the laser beam vectors nk can be reduced, thus lowering the uncertainty in
the computed 3D velocity. In addition, some processing methods based on full-field data make
assumptions on the regularity of the measurement mesh [164, 1, 134] that can lead to large bias
in the results if not fulfilled.
Flexibility. In the procedure of retrieving the 3D components of the velocity (III.2.1), the
choice of the positions of the LDV is critical. Indeed, when K > 3, the velocity in the cartesian
coordinates is estimated in the least-squares sense. Hence the chosen incidence angles φ (see
figure III.1) have an influence on the conditioning of P, which is critical in the estimation
of u(t) (equation (III.2.1)). In the case K = 3, the best strategy [106] seems to measure
n1
n2
n3
θ
φ
ψ
Figure III.1 – Measurement of the 3D velocity of a point. Laser beam vector basis (ni),
orientation of the basis (θ), incidence angle (φ) and rotation of the LDV around the laser axis
(ψ).
150 Chapitre III. The Robotized Laser Doppler Vibrometer
the velocity along directions making an angle of 45◦ with the object surface’s normal at the
considered point. Consequently, the laser incidence angles φ has to be optimized in order to
ensure the good conditioning of the 3D velocity retrieval. In comparison to Scanning Laser
Doppler Vibrometers (SLDV), 6-axis robot arms offer a lot of flexibility in the positioning of
the tool. Objects with a wide variety of shapes can be measured.
Automation. Being by definition a programmable manipulator, a robot arm can perform
automatized measurements. As a consequence, full-field LDV measurements can be achieved
on a great number of points with reduced supervision.
However, additional complexity arises with the use of a robot arm to perform such measure-
ments. In particular, as the actuated robot arm joints are rotations, the motion of the robot is
by far less intuitive than classical cartesian manipulators. Consequently, a number of elements
have to be taken into account in the design of an experiment including the use of a robot arm.
Accessibility. When using a cartesian manipulator, one can infer the accessibility of one
point, as every point on the volume given by the translation axes bounds is theoretically rea-
chable. However, when using a robot arm with only pivot joints, the accessibility of a point
cannot be guaranteed, even if it is in the sphere centered in the robot base position and which
radius is the total arm length.
Motion interpolation. When moving between two robot configurations (the different LDV
positions), one has to choose how to interpolate the positions. Based on cartesian manipula-
tor experience, an intuitive way would be to linearly interpolate between two positions in the
cartesian space. However, this type of motion can lead to very large joint rotations near the
so-called robot arm singularities, thus leading to unwanted motion or the arm. In addition,
even if both the start and the end positions are accessible, nothing can guarantee that every
linearly interpolated positions between can be reached. An alternative choice could be to inter-
polate linearly between the two joint configurations, in the joint space (rotations). Hence the
singularities would be avoided and the accessibility guaranteed. However, this type of motion
T0p(p(u, v),n,xm, )
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p
<latexit sha1_base 64="aLbRZ6kV5kCjrL1rLl766fJ5tw8="> AAAC53icjVLLSsNAFD2Nr1pfVZdugkVwVVI R1F3BjcsKxhbaIsl0WsfmxWQilOI36Erq0 s/yC9S/8M6YgiJVJyS5c+45Z3Jm4ieBSJXj vBSsufmFxaXicmlldW19o7y5dZnGmWTcZXE Qy5bvpTwQEXeVUAFvJZJ7oR/wpj881f3mL ZepiKMLNUp4N/QGkegL5imC3I4f2slVuVKr OmbYzo9i2qogH424/IoOeojBkCEERwRFdQ APKV1t1OAgIayLMWGSKmH6HHcokTYjFieGR +iQngOatXM0orn2TI2a0SoB3ZKUNvZIExN PUq1Xs00/M84aneU9Np7620b09nOvkFCFa0 L/0k2Z/9f5xPo9q0IfxyajoMyJQXR6lq+Sm V3TyewvqRU5JITpukd9STUzyuk52EaTmr3 Re++Z/pthalTPWc7N8K5TfP0BZhfuQfWkWj s/rNSr+Z9QxA52sU/HfYQ6ztCAS9YC95jg ybqxHqxHa/JJtQq5ZhvfhvX8ASIpl58=</l atexit><latexit sha1_base 64="aLbRZ6kV5kCjrL1rLl766fJ5tw8="> AAAC53icjVLLSsNAFD2Nr1pfVZdugkVwVVI R1F3BjcsKxhbaIsl0WsfmxWQilOI36Erq0 s/yC9S/8M6YgiJVJyS5c+45Z3Jm4ieBSJXj vBSsufmFxaXicmlldW19o7y5dZnGmWTcZXE Qy5bvpTwQEXeVUAFvJZJ7oR/wpj881f3mL ZepiKMLNUp4N/QGkegL5imC3I4f2slVuVKr OmbYzo9i2qogH424/IoOeojBkCEERwRFdQ APKV1t1OAgIayLMWGSKmH6HHcokTYjFieGR +iQngOatXM0orn2TI2a0SoB3ZKUNvZIExN PUq1Xs00/M84aneU9Np7620b09nOvkFCFa0 L/0k2Z/9f5xPo9q0IfxyajoMyJQXR6lq+Sm V3TyewvqRU5JITpukd9STUzyuk52EaTmr3 Re++Z/pthalTPWc7N8K5TfP0BZhfuQfWkWj s/rNSr+Z9QxA52sU/HfYQ6ztCAS9YC95jg ybqxHqxHa/JJtQq5ZhvfhvX8ASIpl58=</l atexit><latexit sha1_base 64="aLbRZ6kV5kCjrL1rLl766fJ5tw8="> AAAC53icjVLLSsNAFD2Nr1pfVZdugkVwVVI R1F3BjcsKxhbaIsl0WsfmxWQilOI36Erq0 s/yC9S/8M6YgiJVJyS5c+45Z3Jm4ieBSJXj vBSsufmFxaXicmlldW19o7y5dZnGmWTcZXE Qy5bvpTwQEXeVUAFvJZJ7oR/wpj881f3mL ZepiKMLNUp4N/QGkegL5imC3I4f2slVuVKr OmbYzo9i2qogH424/IoOeojBkCEERwRFdQ APKV1t1OAgIayLMWGSKmH6HHcokTYjFieGR +iQngOatXM0orn2TI2a0SoB3ZKUNvZIExN PUq1Xs00/M84aneU9Np7620b09nOvkFCFa0 L/0k2Z/9f5xPo9q0IfxyajoMyJQXR6lq+Sm V3TyewvqRU5JITpukd9STUzyuk52EaTmr3 Re++Z/pthalTPWc7N8K5TfP0BZhfuQfWkWj s/rNSr+Z9QxA52sU/HfYQ6ztCAS9YC95jg ybqxHqxHa/JJtQq5ZhvfhvX8ASIpl58=</l atexit><latexit sha1_base 64="aLbRZ6kV5kCjrL1rLl766fJ5tw8="> AAAC53icjVLLSsNAFD2Nr1pfVZdugkVwVVI R1F3BjcsKxhbaIsl0WsfmxWQilOI36Erq0 s/yC9S/8M6YgiJVJyS5c+45Z3Jm4ieBSJXj vBSsufmFxaXicmlldW19o7y5dZnGmWTcZXE Qy5bvpTwQEXeVUAFvJZJ7oR/wpj881f3mL ZepiKMLNUp4N/QGkegL5imC3I4f2slVuVKr OmbYzo9i2qogH424/IoOeojBkCEERwRFdQ APKV1t1OAgIayLMWGSKmH6HHcokTYjFieGR +iQngOatXM0orn2TI2a0SoB3ZKUNvZIExN PUq1Xs00/M84aneU9Np7620b09nOvkFCFa0 L/0k2Z/9f5xPo9q0IfxyajoMyJQXR6lq+Sm V3TyewvqRU5JITpukd9STUzyuk52EaTmr3 Re++Z/pthalTPWc7N8K5TfP0BZhfuQfWkWj s/rNSr+Z9QxA52sU/HfYQ6ztCAS9YC95jg ybqxHqxHa/JJtQq5ZhvfhvX8ASIpl58=</l atexit>
n
<latexit sha1_base 64="jiOHZmsF2yK4+WTTW/fHV7iT09k="> AAAC53icjVLLSsNAFD2Nr1pfVZdugkVwVVI R1F3BjcsKxhbaIsl0WsfmxWQilOI36Erq0 s/yC9S/8M6YgiJVJyS5c+45Z3Jm4ieBSJXj vBSsufmFxaXicmlldW19o7y5dZnGmWTcZXE Qy5bvpTwQEXeVUAFvJZJ7oR/wpj881f3mL ZepiKMLNUp4N/QGkegL5imC3I4f2tFVuVKr OmbYzo9i2qogH424/IoOeojBkCEERwRFdQ APKV1t1OAgIayLMWGSKmH6HHcokTYjFieGR +iQngOatXM0orn2TI2a0SoB3ZKUNvZIExN PUq1Xs00/M84aneU9Np7620b09nOvkFCFa0 L/0k2Z/9f5xPo9q0IfxyajoMyJQXR6lq+Sm V3TyewvqRU5JITpukd9STUzyuk52EaTmr3 Re++Z/pthalTPWc7N8K5TfP0BZhfuQfWkWj s/rNSr+Z9QxA52sU/HfYQ6ztCAS9YC95jg ybqxHqxHa/JJtQq5ZhvfhvX8AR0rl50=</l atexit><latexit sha1_base 64="jiOHZmsF2yK4+WTTW/fHV7iT09k="> AAAC53icjVLLSsNAFD2Nr1pfVZdugkVwVVI R1F3BjcsKxhbaIsl0WsfmxWQilOI36Erq0 s/yC9S/8M6YgiJVJyS5c+45Z3Jm4ieBSJXj vBSsufmFxaXicmlldW19o7y5dZnGmWTcZXE Qy5bvpTwQEXeVUAFvJZJ7oR/wpj881f3mL ZepiKMLNUp4N/QGkegL5imC3I4f2tFVuVKr OmbYzo9i2qogH424/IoOeojBkCEERwRFdQ APKV1t1OAgIayLMWGSKmH6HHcokTYjFieGR +iQngOatXM0orn2TI2a0SoB3ZKUNvZIExN PUq1Xs00/M84aneU9Np7620b09nOvkFCFa0 L/0k2Z/9f5xPo9q0IfxyajoMyJQXR6lq+Sm V3TyewvqRU5JITpukd9STUzyuk52EaTmr3 Re++Z/pthalTPWc7N8K5TfP0BZhfuQfWkWj s/rNSr+Z9QxA52sU/HfYQ6ztCAS9YC95jg ybqxHqxHa/JJtQq5ZhvfhvX8AR0rl50=</l atexit><latexit sha1_base 64="jiOHZmsF2yK4+WTTW/fHV7iT09k="> AAAC53icjVLLSsNAFD2Nr1pfVZdugkVwVVI R1F3BjcsKxhbaIsl0WsfmxWQilOI36Erq0 s/yC9S/8M6YgiJVJyS5c+45Z3Jm4ieBSJXj vBSsufmFxaXicmlldW19o7y5dZnGmWTcZXE Qy5bvpTwQEXeVUAFvJZJ7oR/wpj881f3mL ZepiKMLNUp4N/QGkegL5imC3I4f2tFVuVKr OmbYzo9i2qogH424/IoOeojBkCEERwRFdQ APKV1t1OAgIayLMWGSKmH6HHcokTYjFieGR +iQngOatXM0orn2TI2a0SoB3ZKUNvZIExN PUq1Xs00/M84aneU9Np7620b09nOvkFCFa0 L/0k2Z/9f5xPo9q0IfxyajoMyJQXR6lq+Sm V3TyewvqRU5JITpukd9STUzyuk52EaTmr3 Re++Z/pthalTPWc7N8K5TfP0BZhfuQfWkWj s/rNSr+Z9QxA52sU/HfYQ6ztCAS9YC95jg ybqxHqxHa/JJtQq5ZhvfhvX8AR0rl50=</l atexit><latexit sha1_base 64="jiOHZmsF2yK4+WTTW/fHV7iT09k="> AAAC53icjVLLSsNAFD2Nr1pfVZdugkVwVVI R1F3BjcsKxhbaIsl0WsfmxWQilOI36Erq0 s/yC9S/8M6YgiJVJyS5c+45Z3Jm4ieBSJXj vBSsufmFxaXicmlldW19o7y5dZnGmWTcZXE Qy5bvpTwQEXeVUAFvJZJ7oR/wpj881f3mL ZepiKMLNUp4N/QGkegL5imC3I4f2tFVuVKr OmbYzo9i2qogH424/IoOeojBkCEERwRFdQ APKV1t1OAgIayLMWGSKmH6HHcokTYjFieGR +iQngOatXM0orn2TI2a0SoB3ZKUNvZIExN PUq1Xs00/M84aneU9Np7620b09nOvkFCFa0 L/0k2Z/9f5xPo9q0IfxyajoMyJQXR6lq+Sm V3TyewvqRU5JITpukd9STUzyuk52EaTmr3 Re++Z/pthalTPWc7N8K5TfP0BZhfuQfWkWj s/rNSr+Z9QxA52sU/HfYQ6ztCAS9YC95jg ybqxHqxHa/JJtQq5ZhvfhvX8AR0rl50=</l atexit>
j1
<latexit sha1_base64="Dv8tbFQO1mAfx t5bl97v8sImSNI=">AAAC5XicjVLLTsJAFD3UF+ILdemmkZi4alpDQHckblxitGKChLTD AJXSNu3UhBA/QVcGl36XX6D+hXfGYnzExzRtz5x7zpnembqR7yXCNB9z2szs3PxCfrGwt LyyulZc3zhLwjRm3GahH8bnrpNw3wu4LTzh8/Mo5s7Q9XnDHRzKeuOKx4kXBqdiFPHW0O kFXtdjjiDq5LJttYsl0zDV0E2jUq6YVUt/Z6wMlJCNelh8wgU6CMGQYgiOAIKwDwcJXU1Y MBER18KYuJiQp+oc1yiQNyUVJ4VD7ICePZo1MzagucxMlJvRKj7dMTl17JAnJF1MWK6mq 3qqkiX7U/ZYZcpvG9HbzbKGxAr0if3LN1X+3+eS6vdeBbrYVz161HOkGNk9y1ZJ1a7Jzv QPXQtKiIiTuEP1mDBTzuk56MqTqL2Re++o+rNSSlbOWaZN8SK7oB/A+nrc34G9ZxwY1nG 5VDOyPyGPLWxjl467ihqOUIdN0T3cYIJ7ra/danfa5E2q5TLPJj4N7eEVKfuW4Q==</la texit><latexit sha1_base64="Dv8tbFQO1mAfx t5bl97v8sImSNI=">AAAC5XicjVLLTsJAFD3UF+ILdemmkZi4alpDQHckblxitGKChLTD AJXSNu3UhBA/QVcGl36XX6D+hXfGYnzExzRtz5x7zpnembqR7yXCNB9z2szs3PxCfrGwt LyyulZc3zhLwjRm3GahH8bnrpNw3wu4LTzh8/Mo5s7Q9XnDHRzKeuOKx4kXBqdiFPHW0O kFXtdjjiDq5LJttYsl0zDV0E2jUq6YVUt/Z6wMlJCNelh8wgU6CMGQYgiOAIKwDwcJXU1Y MBER18KYuJiQp+oc1yiQNyUVJ4VD7ICePZo1MzagucxMlJvRKj7dMTl17JAnJF1MWK6mq 3qqkiX7U/ZYZcpvG9HbzbKGxAr0if3LN1X+3+eS6vdeBbrYVz161HOkGNk9y1ZJ1a7Jzv QPXQtKiIiTuEP1mDBTzuk56MqTqL2Re++o+rNSSlbOWaZN8SK7oB/A+nrc34G9ZxwY1nG 5VDOyPyGPLWxjl467ihqOUIdN0T3cYIJ7ra/danfa5E2q5TLPJj4N7eEVKfuW4Q==</la texit><latexit sha1_base64="Dv8tbFQO1mAfx t5bl97v8sImSNI=">AAAC5XicjVLLTsJAFD3UF+ILdemmkZi4alpDQHckblxitGKChLTD AJXSNu3UhBA/QVcGl36XX6D+hXfGYnzExzRtz5x7zpnembqR7yXCNB9z2szs3PxCfrGwt LyyulZc3zhLwjRm3GahH8bnrpNw3wu4LTzh8/Mo5s7Q9XnDHRzKeuOKx4kXBqdiFPHW0O kFXtdjjiDq5LJttYsl0zDV0E2jUq6YVUt/Z6wMlJCNelh8wgU6CMGQYgiOAIKwDwcJXU1Y MBER18KYuJiQp+oc1yiQNyUVJ4VD7ICePZo1MzagucxMlJvRKj7dMTl17JAnJF1MWK6mq 3qqkiX7U/ZYZcpvG9HbzbKGxAr0if3LN1X+3+eS6vdeBbrYVz161HOkGNk9y1ZJ1a7Jzv QPXQtKiIiTuEP1mDBTzuk56MqTqL2Re++o+rNSSlbOWaZN8SK7oB/A+nrc34G9ZxwY1nG 5VDOyPyGPLWxjl467ihqOUIdN0T3cYIJ7ra/danfa5E2q5TLPJj4N7eEVKfuW4Q==</la texit><latexit sha1_base64="Dv8tbFQO1mAfx t5bl97v8sImSNI=">AAAC5XicjVLLTsJAFD3UF+ILdemmkZi4alpDQHckblxitGKChLTD AJXSNu3UhBA/QVcGl36XX6D+hXfGYnzExzRtz5x7zpnembqR7yXCNB9z2szs3PxCfrGwt LyyulZc3zhLwjRm3GahH8bnrpNw3wu4LTzh8/Mo5s7Q9XnDHRzKeuOKx4kXBqdiFPHW0O kFXtdjjiDq5LJttYsl0zDV0E2jUq6YVUt/Z6wMlJCNelh8wgU6CMGQYgiOAIKwDwcJXU1Y MBER18KYuJiQp+oc1yiQNyUVJ4VD7ICePZo1MzagucxMlJvRKj7dMTl17JAnJF1MWK6mq 3qqkiX7U/ZYZcpvG9HbzbKGxAr0if3LN1X+3+eS6vdeBbrYVz161HOkGNk9y1ZJ1a7Jzv QPXQtKiIiTuEP1mDBTzuk56MqTqL2Re++o+rNSSlbOWaZN8SK7oB/A+nrc34G9ZxwY1nG 5VDOyPyGPLWxjl467ihqOUIdN0T3cYIJ7ra/danfa5E2q5TLPJj4N7eEVKfuW4Q==</la texit>
j2
<latexit sha1_base64="BO4l0Xk3AqQf7 Rk8q8hh21y+bKo=">AAAC5XicjVLLTsJAFD3UF+ILdemmkZi4alpCQHckblxitEKChLRl gEpfaacmhPgJujK49Lv8AvUvvDMW4yM+pml75txzzvTO1I48N+G6/phT5uYXFpfyy4WV1 bX1jeLm1nkSprHDTCf0wrhlWwnz3ICZ3OUea0Uxs3zbY017dCTqzSsWJ24YnPFxxDq+NQ jcvutYnKjTy265Wyzpmi6HqmvVSlWvGeo7Y2SghGw0wuITLtBDCAcpfDAE4IQ9WEjoasOA joi4DibExYRcWWe4RoG8KakYKSxiR/Qc0KydsQHNRWYi3Q6t4tEdk1PFHnlC0sWExWqqr KcyWbA/ZU9kpvi2Mb3tLMsnlmNI7F++mfL/PptUv/fK0ceB7NGlniPJiO6dbJVU7proTP 3QNaeEiDiBe1SPCTvSOTsHVXoSuTdi7y1Zf5ZKwYq5k2lTvIgu6Acwvh73d2CWtUPNOKm U6lr2J+Sxg13s03HXUMcxGjApeoAbTHGvDJVb5U6ZvkmVXObZxqehPLwCLHqW4g==</la texit><latexit sha1_base64="BO4l0Xk3AqQf7 Rk8q8hh21y+bKo=">AAAC5XicjVLLTsJAFD3UF+ILdemmkZi4alpCQHckblxitEKChLRl gEpfaacmhPgJujK49Lv8AvUvvDMW4yM+pml75txzzvTO1I48N+G6/phT5uYXFpfyy4WV1 bX1jeLm1nkSprHDTCf0wrhlWwnz3ICZ3OUea0Uxs3zbY017dCTqzSsWJ24YnPFxxDq+NQ jcvutYnKjTy265Wyzpmi6HqmvVSlWvGeo7Y2SghGw0wuITLtBDCAcpfDAE4IQ9WEjoasOA joi4DibExYRcWWe4RoG8KakYKSxiR/Qc0KydsQHNRWYi3Q6t4tEdk1PFHnlC0sWExWqqr KcyWbA/ZU9kpvi2Mb3tLMsnlmNI7F++mfL/PptUv/fK0ceB7NGlniPJiO6dbJVU7proTP 3QNaeEiDiBe1SPCTvSOTsHVXoSuTdi7y1Zf5ZKwYq5k2lTvIgu6Acwvh73d2CWtUPNOKm U6lr2J+Sxg13s03HXUMcxGjApeoAbTHGvDJVb5U6ZvkmVXObZxqehPLwCLHqW4g==</la texit><latexit sha1_base64="BO4l0Xk3AqQf7 Rk8q8hh21y+bKo=">AAAC5XicjVLLTsJAFD3UF+ILdemmkZi4alpCQHckblxitEKChLRl gEpfaacmhPgJujK49Lv8AvUvvDMW4yM+pml75txzzvTO1I48N+G6/phT5uYXFpfyy4WV1 bX1jeLm1nkSprHDTCf0wrhlWwnz3ICZ3OUea0Uxs3zbY017dCTqzSsWJ24YnPFxxDq+NQ jcvutYnKjTy265Wyzpmi6HqmvVSlWvGeo7Y2SghGw0wuITLtBDCAcpfDAE4IQ9WEjoasOA joi4DibExYRcWWe4RoG8KakYKSxiR/Qc0KydsQHNRWYi3Q6t4tEdk1PFHnlC0sWExWqqr KcyWbA/ZU9kpvi2Mb3tLMsnlmNI7F++mfL/PptUv/fK0ceB7NGlniPJiO6dbJVU7proTP 3QNaeEiDiBe1SPCTvSOTsHVXoSuTdi7y1Zf5ZKwYq5k2lTvIgu6Acwvh73d2CWtUPNOKm U6lr2J+Sxg13s03HXUMcxGjApeoAbTHGvDJVb5U6ZvkmVXObZxqehPLwCLHqW4g==</la texit><latexit sha1_base64="BO4l0Xk3AqQf7 Rk8q8hh21y+bKo=">AAAC5XicjVLLTsJAFD3UF+ILdemmkZi4alpCQHckblxitEKChLRl gEpfaacmhPgJujK49Lv8AvUvvDMW4yM+pml75txzzvTO1I48N+G6/phT5uYXFpfyy4WV1 bX1jeLm1nkSprHDTCf0wrhlWwnz3ICZ3OUea0Uxs3zbY017dCTqzSsWJ24YnPFxxDq+NQ jcvutYnKjTy265Wyzpmi6HqmvVSlWvGeo7Y2SghGw0wuITLtBDCAcpfDAE4IQ9WEjoasOA joi4DibExYRcWWe4RoG8KakYKSxiR/Qc0KydsQHNRWYi3Q6t4tEdk1PFHnlC0sWExWqqr KcyWbA/ZU9kpvi2Mb3tLMsnlmNI7F++mfL/PptUv/fK0ceB7NGlniPJiO6dbJVU7proTP 3QNaeEiDiBe1SPCTvSOTsHVXoSuTdi7y1Zf5ZKwYq5k2lTvIgu6Acwvh73d2CWtUPNOKm U6lr2J+Sxg13s03HXUMcxGjApeoAbTHGvDJVb5U6ZvkmVXObZxqehPLwCLHqW4g==</la texit>
j3
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xm
<latexit sha1_base64="Rx0PvWH8ZkxWn dd4ElpV9+K01Pw=">AAAC6XicjVLLSsNAFD2Nr1pfVZdugkVwFVIR1F3BjcsKxhbaUpJ0 WofmRTIRS/EjdCV16Vf5BepfeGecglp8TEhy5txz7uTMxEsCngnbfi4Yc/MLi0vF5dLK6 tr6Rnlz6zKL89Rnjh8Hcdr03IwFPGKO4CJgzSRlbugFrOENT2W9cc3SjMfRhRglrBO6g4 j3ue8KohptLzRvumG3XLEtWw1zFlQ1qECPelx+QRs9xPCRIwRDBEE4gIuMrhaqsJEQ18GY uJQQV3WGW5TIm5OKkcIldkjPAc1amo1oLntmyu3TKgHdKTlN7JEnJl1KWK5mqnquOkv2p 95j1VN+24jenu4VEitwRexfvqny/z6PVL9nFejjWGXklDlRjEzv61VytWsymfkptaAOCX ES96ieEvaVc3oOpvJkam/k3ruq/qqUkpVzX2tzvMkU9ANUvx/3LHAOrBOren5YqVn6Tyh iB7vYp+M+Qg1nqMNRIe8wwaMRGPfGgzH5kBoF7dnGl2E8vQOArZiG</latexit><latexit sha1_base64="Rx0PvWH8ZkxWn dd4ElpV9+K01Pw=">AAAC6XicjVLLSsNAFD2Nr1pfVZdugkVwFVIR1F3BjcsKxhbaUpJ0 WofmRTIRS/EjdCV16Vf5BepfeGecglp8TEhy5txz7uTMxEsCngnbfi4Yc/MLi0vF5dLK6 tr6Rnlz6zKL89Rnjh8Hcdr03IwFPGKO4CJgzSRlbugFrOENT2W9cc3SjMfRhRglrBO6g4 j3ue8KohptLzRvumG3XLEtWw1zFlQ1qECPelx+QRs9xPCRIwRDBEE4gIuMrhaqsJEQ18GY uJQQV3WGW5TIm5OKkcIldkjPAc1amo1oLntmyu3TKgHdKTlN7JEnJl1KWK5mqnquOkv2p 95j1VN+24jenu4VEitwRexfvqny/z6PVL9nFejjWGXklDlRjEzv61VytWsymfkptaAOCX ES96ieEvaVc3oOpvJkam/k3ruq/qqUkpVzX2tzvMkU9ANUvx/3LHAOrBOren5YqVn6Tyh iB7vYp+M+Qg1nqMNRIe8wwaMRGPfGgzH5kBoF7dnGl2E8vQOArZiG</latexit><latexit sha1_base64="Rx0PvWH8ZkxWn dd4ElpV9+K01Pw=">AAAC6XicjVLLSsNAFD2Nr1pfVZdugkVwFVIR1F3BjcsKxhbaUpJ0 WofmRTIRS/EjdCV16Vf5BepfeGecglp8TEhy5txz7uTMxEsCngnbfi4Yc/MLi0vF5dLK6 tr6Rnlz6zKL89Rnjh8Hcdr03IwFPGKO4CJgzSRlbugFrOENT2W9cc3SjMfRhRglrBO6g4 j3ue8KohptLzRvumG3XLEtWw1zFlQ1qECPelx+QRs9xPCRIwRDBEE4gIuMrhaqsJEQ18GY uJQQV3WGW5TIm5OKkcIldkjPAc1amo1oLntmyu3TKgHdKTlN7JEnJl1KWK5mqnquOkv2p 95j1VN+24jenu4VEitwRexfvqny/z6PVL9nFejjWGXklDlRjEzv61VytWsymfkptaAOCX ES96ieEvaVc3oOpvJkam/k3ruq/qqUkpVzX2tzvMkU9ANUvx/3LHAOrBOren5YqVn6Tyh iB7vYp+M+Qg1nqMNRIe8wwaMRGPfGgzH5kBoF7dnGl2E8vQOArZiG</latexit><latexit sha1_base64="Rx0PvWH8ZkxWn dd4ElpV9+K01Pw=">AAAC6XicjVLLSsNAFD2Nr1pfVZdugkVwFVIR1F3BjcsKxhbaUpJ0 WofmRTIRS/EjdCV16Vf5BepfeGecglp8TEhy5txz7uTMxEsCngnbfi4Yc/MLi0vF5dLK6 tr6Rnlz6zKL89Rnjh8Hcdr03IwFPGKO4CJgzSRlbugFrOENT2W9cc3SjMfRhRglrBO6g4 j3ue8KohptLzRvumG3XLEtWw1zFlQ1qECPelx+QRs9xPCRIwRDBEE4gIuMrhaqsJEQ18GY uJQQV3WGW5TIm5OKkcIldkjPAc1amo1oLntmyu3TKgHdKTlN7JEnJl1KWK5mqnquOkv2p 95j1VN+24jenu4VEitwRexfvqny/z6PVL9nFejjWGXklDlRjEzv61VytWsymfkptaAOCX ES96ieEvaVc3oOpvJkam/k3ruq/qqUkpVzX2tzvMkU9ANUvx/3LHAOrBOren5YqVn6Tyh iB7vYp+M+Qg1nqMNRIe8wwaMRGPfGgzH5kBoF7dnGl2E8vQOArZiG</latexit>
x0
<latexit sha1_base64="0B1Vt8g2jp+g1 /xBCm3KssorT3c=">AAAC6XicjVLLSsNAFD3GV62vqks3wSK4CqkI6q7gxmUFYwttKcl0 WkPzYjIRS/EjdCV16Vf5BepfeGdMRS0+JiQ5c+45d3Jm4iWBn0rbfpoxZufmFxYLS8Xll dW19dLG5kUaZ4Jxh8VBLBqem/LAj7gjfRnwRiK4G3oBr3uDE1WvX3GR+nF0LocJb4duP/ J7PnMlUfWWF5rXHbtTKtuWrYf5ASrfQRn5qMWlZ7TQRQyGDCE4IkjCAVykdDVRgY2EuDZG xAlCvq5z3KBI3oxUnBQusQN69mnWzNmI5qpnqt2MVgnoFuQ0sUuemHSCsFrN1PVMd1bsT 71Huqf6tiG9vbxXSKzEJbF/+SbK//s8Uv2eVaKHI53Rp8yJZlR6lq+S6V1TycxPqSV1SI hTuEt1QZhp5+QcTO1J9d6ovXd1/UUrFavmLNdmeFUp6AeYOu5p4Oxbx1bl7KBctfI/oYB t7GCPjvsQVZyiBkeHvMUYD0Zg3Bn3xvhdaszkni18GcbjG+rEmEo=</latexit><latexit sha1_base64="0B1Vt8g2jp+g1 /xBCm3KssorT3c=">AAAC6XicjVLLSsNAFD3GV62vqks3wSK4CqkI6q7gxmUFYwttKcl0 WkPzYjIRS/EjdCV16Vf5BepfeGdMRS0+JiQ5c+45d3Jm4iWBn0rbfpoxZufmFxYLS8Xll dW19dLG5kUaZ4Jxh8VBLBqem/LAj7gjfRnwRiK4G3oBr3uDE1WvX3GR+nF0LocJb4duP/ J7PnMlUfWWF5rXHbtTKtuWrYf5ASrfQRn5qMWlZ7TQRQyGDCE4IkjCAVykdDVRgY2EuDZG xAlCvq5z3KBI3oxUnBQusQN69mnWzNmI5qpnqt2MVgnoFuQ0sUuemHSCsFrN1PVMd1bsT 71Huqf6tiG9vbxXSKzEJbF/+SbK//s8Uv2eVaKHI53Rp8yJZlR6lq+S6V1TycxPqSV1SI hTuEt1QZhp5+QcTO1J9d6ovXd1/UUrFavmLNdmeFUp6AeYOu5p4Oxbx1bl7KBctfI/oYB t7GCPjvsQVZyiBkeHvMUYD0Zg3Bn3xvhdaszkni18GcbjG+rEmEo=</latexit><latexit sha1_base64="0B1Vt8g2jp+g1 /xBCm3KssorT3c=">AAAC6XicjVLLSsNAFD3GV62vqks3wSK4CqkI6q7gxmUFYwttKcl0 WkPzYjIRS/EjdCV16Vf5BepfeGdMRS0+JiQ5c+45d3Jm4iWBn0rbfpoxZufmFxYLS8Xll dW19dLG5kUaZ4Jxh8VBLBqem/LAj7gjfRnwRiK4G3oBr3uDE1WvX3GR+nF0LocJb4duP/ J7PnMlUfWWF5rXHbtTKtuWrYf5ASrfQRn5qMWlZ7TQRQyGDCE4IkjCAVykdDVRgY2EuDZG xAlCvq5z3KBI3oxUnBQusQN69mnWzNmI5qpnqt2MVgnoFuQ0sUuemHSCsFrN1PVMd1bsT 71Huqf6tiG9vbxXSKzEJbF/+SbK//s8Uv2eVaKHI53Rp8yJZlR6lq+S6V1TycxPqSV1SI hTuEt1QZhp5+QcTO1J9d6ovXd1/UUrFavmLNdmeFUp6AeYOu5p4Oxbx1bl7KBctfI/oYB t7GCPjvsQVZyiBkeHvMUYD0Zg3Bn3xvhdaszkni18GcbjG+rEmEo=</latexit><latexit sha1_base64="0B1Vt8g2jp+g1 /xBCm3KssorT3c=">AAAC6XicjVLLSsNAFD3GV62vqks3wSK4CqkI6q7gxmUFYwttKcl0 WkPzYjIRS/EjdCV16Vf5BepfeGdMRS0+JiQ5c+45d3Jm4iWBn0rbfpoxZufmFxYLS8Xll dW19dLG5kUaZ4Jxh8VBLBqem/LAj7gjfRnwRiK4G3oBr3uDE1WvX3GR+nF0LocJb4duP/ J7PnMlUfWWF5rXHbtTKtuWrYf5ASrfQRn5qMWlZ7TQRQyGDCE4IkjCAVykdDVRgY2EuDZG xAlCvq5z3KBI3oxUnBQusQN69mnWzNmI5qpnqt2MVgnoFuQ0sUuemHSCsFrN1PVMd1bsT 71Huqf6tiG9vbxXSKzEJbF/+SbK//s8Uv2eVaKHI53Rp8yJZlR6lq+S6V1TycxPqSV1SI hTuEt1QZhp5+QcTO1J9d6ovXd1/UUrFavmLNdmeFUp6AeYOu5p4Oxbx1bl7KBctfI/oYB t7GCPjvsQVZyiBkeHvMUYD0Zg3Bn3xvhdaszkni18GcbjG+rEmEo=</latexit>
xb
<latexit sha1_base64="TVkFQfupThdYE /0HhbkprKRdBD4=">AAAC6XicjVLLTsJAFD3UF+ILdemmkZi4alpDQHckblxiIkIChLRl wIa+Mp0aCfEjdGVw6Vf5BepfeGcsxkd8TNP2zLnn3OmZqRP7XiJM8zGnzc0vLC7llwsrq 2vrG8XNrfMkSrnLGm7kR7zl2AnzvZA1hCd81oo5swPHZ01ndCzrzUvGEy8Kz8Q4Zt3AHo bewHNtQVSz4wT6Vc/pFUumYaqhm0alXDGrlv7OWBkoIRv1qPiEDvqI4CJFAIYQgrAPGwld bVgwERPXxYQ4TshTdYZrFMibkoqRwiZ2RM8hzdoZG9Jc9kyU26VVfLo5OXXskSciHScsV 9NVPVWdJftT74nqKb9tTG8n6xUQK3BB7F++mfL/PodUv2cVGOBQZfQoc6wYmd7NVknVrs lk+ofUgjrExEncpzon7Crn7Bx05UnU3si9t1X9WSklK+dupk3xIlPQD2B9Pe7voHFgHBn WablUM7I/IY8d7GKfjruKGk5QR0OFvMEU95qv3Wp32vRNquUyzzY+De3hFZ+HmJM=</la texit><latexit sha1_base64="TVkFQfupThdYE /0HhbkprKRdBD4=">AAAC6XicjVLLTsJAFD3UF+ILdemmkZi4alpDQHckblxiIkIChLRl wIa+Mp0aCfEjdGVw6Vf5BepfeGcsxkd8TNP2zLnn3OmZqRP7XiJM8zGnzc0vLC7llwsrq 2vrG8XNrfMkSrnLGm7kR7zl2AnzvZA1hCd81oo5swPHZ01ndCzrzUvGEy8Kz8Q4Zt3AHo bewHNtQVSz4wT6Vc/pFUumYaqhm0alXDGrlv7OWBkoIRv1qPiEDvqI4CJFAIYQgrAPGwld bVgwERPXxYQ4TshTdYZrFMibkoqRwiZ2RM8hzdoZG9Jc9kyU26VVfLo5OXXskSciHScsV 9NVPVWdJftT74nqKb9tTG8n6xUQK3BB7F++mfL/PodUv2cVGOBQZfQoc6wYmd7NVknVrs lk+ofUgjrExEncpzon7Crn7Bx05UnU3si9t1X9WSklK+dupk3xIlPQD2B9Pe7voHFgHBn WablUM7I/IY8d7GKfjruKGk5QR0OFvMEU95qv3Wp32vRNquUyzzY+De3hFZ+HmJM=</la texit><latexit sha1_base64="TVkFQfupThdYE /0HhbkprKRdBD4=">AAAC6XicjVLLTsJAFD3UF+ILdemmkZi4alpDQHckblxiIkIChLRl wIa+Mp0aCfEjdGVw6Vf5BepfeGcsxkd8TNP2zLnn3OmZqRP7XiJM8zGnzc0vLC7llwsrq 2vrG8XNrfMkSrnLGm7kR7zl2AnzvZA1hCd81oo5swPHZ01ndCzrzUvGEy8Kz8Q4Zt3AHo bewHNtQVSz4wT6Vc/pFUumYaqhm0alXDGrlv7OWBkoIRv1qPiEDvqI4CJFAIYQgrAPGwld bVgwERPXxYQ4TshTdYZrFMibkoqRwiZ2RM8hzdoZG9Jc9kyU26VVfLo5OXXskSciHScsV 9NVPVWdJftT74nqKb9tTG8n6xUQK3BB7F++mfL/PodUv2cVGOBQZfQoc6wYmd7NVknVrs lk+ofUgjrExEncpzon7Crn7Bx05UnU3si9t1X9WSklK+dupk3xIlPQD2B9Pe7voHFgHBn WablUM7I/IY8d7GKfjruKGk5QR0OFvMEU95qv3Wp32vRNquUyzzY+De3hFZ+HmJM=</la texit><latexit sha1_base64="TVkFQfupThdYE /0HhbkprKRdBD4=">AAAC6XicjVLLTsJAFD3UF+ILdemmkZi4alpDQHckblxiIkIChLRl wIa+Mp0aCfEjdGVw6Vf5BepfeGcsxkd8TNP2zLnn3OmZqRP7XiJM8zGnzc0vLC7llwsrq 2vrG8XNrfMkSrnLGm7kR7zl2AnzvZA1hCd81oo5swPHZ01ndCzrzUvGEy8Kz8Q4Zt3AHo bewHNtQVSz4wT6Vc/pFUumYaqhm0alXDGrlv7OWBkoIRv1qPiEDvqI4CJFAIYQgrAPGwld bVgwERPXxYQ4TshTdYZrFMibkoqRwiZ2RM8hzdoZG9Jc9kyU26VVfLo5OXXskSciHScsV 9NVPVWdJftT74nqKb9tTG8n6xUQK3BB7F++mfL/PodUv2cVGOBQZfQoc6wYmd7NVknVrs lk+ofUgjrExEncpzon7Crn7Bx05UnU3si9t1X9WSklK+dupk3xIlPQD2B9Pe7voHFgHBn WablUM7I/IY8d7GKfjruKGk5QR0OFvMEU95qv3Wp32vRNquUyzzY+De3hFZ+HmJM=</la texit>
T0p(p(u, v),n,xm)
<latexit sha1_base 64="MO4ELeOh1aIOpQTtYAarwIgoW+8="> AAADD3icjVLLSsNAFD3GV31HXboJFqHFEhI R1J3gxmWFRgWrJRNHG8yLZFKU0o/Qn9GV1 KWf4Beof+GdMYJafEzI5My559zJnTssCfxM WNbTkDY8Mjo2XpqYnJqemZ3T5xf2szhPPe5 4cRCnh8zNeOBH3BG+CPhhknI3ZAE/YBc7M n7Q4Wnmx1FDXCX8OHTPI//M91xBVEtfbYau aDNmNFrdpHfStXqVJguNpJLXOtWahJGaL1 thtaWXLdNSwxgEdgHKKEY91p/RxClieMgRg iOCIBzARUbPEWxYSIg7Rpe4lJCv4hw9TJI 3JxUnhUvsBc3ntDoq2IjWMmem3B7tEtCbkt PACnli0qWE5W6Giucqs2R/yt1VOeW/XdGXF blCYgXaxP7l+1D+38dI9XutAmfYVDX6VHO iGFm9V+ySq1OTlRmfqhaUISFO4lOKp4Q95f zog6E8mTobefauir8opWTl2iu0OV5lFXQB 7O/tHgTOmrll2nvr5W2zuAklLGEZFWr3Bra xizocSn2NW/TxoN1od9q91n+XakOFZxFfh vb4Bsubpi8=</latexit><latexit sha1_base 64="MO4ELeOh1aIOpQTtYAarwIgoW+8="> AAADD3icjVLLSsNAFD3GV31HXboJFqHFEhI R1J3gxmWFRgWrJRNHG8yLZFKU0o/Qn9GV1 KWf4Beof+GdMYJafEzI5My559zJnTssCfxM WNbTkDY8Mjo2XpqYnJqemZ3T5xf2szhPPe5 4cRCnh8zNeOBH3BG+CPhhknI3ZAE/YBc7M n7Q4Wnmx1FDXCX8OHTPI//M91xBVEtfbYau aDNmNFrdpHfStXqVJguNpJLXOtWahJGaL1 thtaWXLdNSwxgEdgHKKEY91p/RxClieMgRg iOCIBzARUbPEWxYSIg7Rpe4lJCv4hw9TJI 3JxUnhUvsBc3ntDoq2IjWMmem3B7tEtCbkt PACnli0qWE5W6Giucqs2R/yt1VOeW/XdGXF blCYgXaxP7l+1D+38dI9XutAmfYVDX6VHO iGFm9V+ySq1OTlRmfqhaUISFO4lOKp4Q95f zog6E8mTobefauir8opWTl2iu0OV5lFXQB 7O/tHgTOmrll2nvr5W2zuAklLGEZFWr3Bra xizocSn2NW/TxoN1od9q91n+XakOFZxFfh vb4Bsubpi8=</latexit><latexit sha1_base 64="MO4ELeOh1aIOpQTtYAarwIgoW+8="> AAADD3icjVLLSsNAFD3GV31HXboJFqHFEhI R1J3gxmWFRgWrJRNHG8yLZFKU0o/Qn9GV1 KWf4Beof+GdMYJafEzI5My559zJnTssCfxM WNbTkDY8Mjo2XpqYnJqemZ3T5xf2szhPPe5 4cRCnh8zNeOBH3BG+CPhhknI3ZAE/YBc7M n7Q4Wnmx1FDXCX8OHTPI//M91xBVEtfbYau aDNmNFrdpHfStXqVJguNpJLXOtWahJGaL1 thtaWXLdNSwxgEdgHKKEY91p/RxClieMgRg iOCIBzARUbPEWxYSIg7Rpe4lJCv4hw9TJI 3JxUnhUvsBc3ntDoq2IjWMmem3B7tEtCbkt PACnli0qWE5W6Giucqs2R/yt1VOeW/XdGXF blCYgXaxP7l+1D+38dI9XutAmfYVDX6VHO iGFm9V+ySq1OTlRmfqhaUISFO4lOKp4Q95f zog6E8mTobefauir8opWTl2iu0OV5lFXQB 7O/tHgTOmrll2nvr5W2zuAklLGEZFWr3Bra xizocSn2NW/TxoN1od9q91n+XakOFZxFfh vb4Bsubpi8=</latexit><latexit sha1_base 64="MO4ELeOh1aIOpQTtYAarwIgoW+8="> AAADD3icjVLLSsNAFD3GV31HXboJFqHFEhI R1J3gxmWFRgWrJRNHG8yLZFKU0o/Qn9GV1 KWf4Beof+GdMYJafEzI5My559zJnTssCfxM WNbTkDY8Mjo2XpqYnJqemZ3T5xf2szhPPe5 4cRCnh8zNeOBH3BG+CPhhknI3ZAE/YBc7M n7Q4Wnmx1FDXCX8OHTPI//M91xBVEtfbYau aDNmNFrdpHfStXqVJguNpJLXOtWahJGaL1 thtaWXLdNSwxgEdgHKKEY91p/RxClieMgRg iOCIBzARUbPEWxYSIg7Rpe4lJCv4hw9TJI 3JxUnhUvsBc3ntDoq2IjWMmem3B7tEtCbkt PACnli0qWE5W6Giucqs2R/yt1VOeW/XdGXF blCYgXaxP7l+1D+38dI9XutAmfYVDX6VHO iGFm9V+ySq1OTlRmfqhaUISFO4lOKp4Q95f zog6E8mTobefauir8opWTl2iu0OV5lFXQB 7O/tHgTOmrll2nvr5W2zuAklLGEZFWr3Bra xizocSn2NW/TxoN1od9q91n+XakOFZxFfh vb4Bsubpi8=</latexit>
Tb0(xb)
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Figure III.2 – Scheme of the he Robotized Laser Doppler Vibrometer setup.
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often leads to large non-intuitive motion in the cartesian space. These so-called re-orientations
has to be avoided as much as possible, as they can lead to collisions.
Collisions. During the robot motion, a number of collisions can occur : (i) the robot with
itself ; (ii) between the robot and the tool or (iii) with the experiment environment. As the
consequences of such collisions can be dramatic for the experiment, any collision has to be
avoided.
As a consequence of the added complexity, it is necessary to build a virtual model of the
experiment, that allows to preview the robot motion, set and optimize the target parameters
and perform collision tests. The main problem to be solved when designing a robot setup
simulation is the inverse kinematic problem.
Inverse Kinematics. A robot setup can be described by a series of frames that define
different coordinate systems. In our application, the laser target is a frame Fp (see Fig. III.2),
given by the laser beam vector n, the targeted point p and an additional angle ψ which describes
the rotation of the frame around n (see Fig. III.1). The target position p is parametrized by the
measured object position xm expressed in the reference frame F0 and the normalized coordinates
(u, v) on the surface of the object. The robot is defined by its base frame Fb, given by its position
xb and orientation in the reference frame. Finally, the robot head frame Fh, which coincides
with the LDV base frame, is given by the 6 robot arm joint rotation angles j = [j1, . . . , j6].
From two subsequent frames can be defined geometrical transformations :
Fj = TjiFi (III.2.2)
The kinematic chain can finally be defined with the identity transformation I :
I = T00 = Tb0Thb T
p
hT0p (III.2.3)
Let us assume for now that each frame Fi is given : the positions of the measured object
and robot base are known and the transformation Tph is computed from the tool geometry
and for a given laser beam length d. While the forward kinematic problem of computing the
transformation Thb from the robot joint values j is straightforward, the inverse kinematic problem
is more complex :
j =
{
a ∈ R6 | ai ∈ [j−i , j+i ] , Thb (a) =
(
TphT0pTb0
)−1}
(III.2.4)
where the j−i and j+i are respectively the minimum and maximum allowed robot arm joint
values. In particular, as the parameters j describe rotations, the solution is not unique. In order
to simulate the robot motion, an inverse kinematic solver has to be implemented.
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III.3 The controlling software
In order to be able to achieve measurements with the RLDV, a software solution has been
developed. It is divided in two parts : the first part is devoted to the modelling of the geometries
of the experiment and the control of the robot. The aim of the second part is to handle the setting
of the signal acquisition parameters, the signal processing steps, the measurement preview and
finally the export of the measurement. A block diagram of the software solution is schematized
in the figure III.3. Each part is described in more details in the two following subsections.
III.3.1 The virtual experiment model
The aim of the first part of the implemented software is to help the user of a RLDV setup
to design the experiment and ensure the good proceeding of the measurement. It is based
on the CAD software Rhinoceros3D 1, with the Grasshopper plug-in which allows to process
geometries via a graphical programming environment. This software configuration allows to
model the different geometries of the experiment and process them with routines in order to
create the LDV targets, simulate the robot motion and write the code that is finally sent to the
robot controller.
All the steps involving robotic specific tasks are achieved thanks to the HAL plug-in 2. This
tool is dedicated to the design of general robotic setups. It includes an inverse kinematic solver
(problem (III.2.4)), a library of robot arm presets from robot manufacturers, a range of tools
dedicated to robot target handling and motion simulation and finally a tool that allows to
communicate with the robot controller.
Geometries of the experiment. The first step of the design of a RLDV experiment is
to create a model of the geometries that will be involved in the measurement. Three types of
geometries can be distinguished :
1. Measured objects, used to create the measurement mesh and the laser beam targets.
2. Reference objects, used to calibrate the measurement setup, for example to accurately
determine the relative positions xr and xm of the robot and the measured object in the
reference frame F0 (see Figure III.2).
Figure III.3 – Block Diagram of the proposed RLDV software solution.
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3. Environment objects, included in the robot motion simulation in order to avoid collisions.
The refinement of the geometries has to be chosen carefully, as collision tests are computationally
intense, with a burden increasing with the complexity of the involved geometries.
Measurement mesh. From the measured object geometry can be created the mesh of
measurement points p. Basically, as the LDV measurement is performed on the surface of the
object, the positions of the points are given by discrete values of the (u, v) parameters that
describes the surface. A classical way of building the mesh is to choose points that lies on a
regular grid of (u, v) values. However, a number of meshing strategies (i.e. Delaunay mesh) can
be chosen since they are implemented in the Grasshopper plug-in.
Laser targets. The next step is concerned by the definition of the laser beam basis P =
[n1 . . . nK ] (see expression (III.2.1) and Figure III.1). By default, the targets are derived from
the measured object surface. First, the normal of the surface of the measured object is evaluated
at each measurement point p. Second, the K incident beam vectors are built with the angle
shift to normal φ as parameter. These vectors are, by default, evenly distributed around the
normal. Additionally, the overall target configuration can be rotated of an angle θ around the
normal (see Figure III.1). As not only a vector but a complete frame has to be given to fix
the robot configuration, an angle ψ has to be set in order to define the rotation of the LDV
around the laser beam axis. This target definition strategy is indicative and can be shortcut by
the user. As a consequence, a wide variety of object can be measured, by adapting the target
generation steps.
Robot motion preview. Once the targets have been built, the HAL plugin is used to
preview the robot motion. At this step, a number of validity tests have to be performed in
order to ensure the overall target accessibility. The software computes the inverse kinematics
and returns information about the joint configuration of the arm, for each target. Invalid targets
(joints out of bounds or unreachable positions) are made visible on the geometric model. No
collision test is performed at this step, as it would involve a high computational burden. The
user then has to check for collisions visually.
Target optimization. In order to make all the targets accessible, the user has to adapt
the parameters φ, θ and ψ represented on Figure III.1. As setting these parameters for each
individual target would be inefficient, a simple procedure is proposed. Inspired from finite
element shape functions, each parameter is set as a function f of the (u(p), v(p)) parameters
of the surface at each point p :
f(p) = f(u(p), v(p))
= f1 × (1− u(p))(1− v(p))
+ f2 × (1 + u(p))(1− v(p))
+ f3 × (1− u(p))(1 + v(p))
+ f4 × (1 + u(p))(1 + v(p))
(III.3.1)
with (u(p), v(p)) ∈ [−1; 1]. The user then has to choose the 3× 4 parameters {φi, θi, ψi} with
i = 1, . . . , 4. Consequently, the number of optimization parameters is reduced, while keeping
sufficient freedom to make all the targets accessible in an intuitive way. In addition, the laser
beam length d (distance from the LDV to the object surface, see Figure III.1) can be tuned.
As the LDV used for all the experiments has manual optics, d is set to be constant. Moreover,
some LDV have remote-controlled optics, that could be used to even increase the freedom given
to the user to optimize the target configuration.
Once all set so that they are accessible, the targets can be sent to the second part of the
software dedicated to signal acquisition, processing and preview. This second part (presented
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later) then becomes the master program, and the first part the slave program. When a robot
motion is needed, the target to be reached is sent by the master software to the slave via the
User Data Protocol (UDP). Before performing the robot motion, additional steps are needed.
Motion interpolation. Every motion is basically defined by the starting target and the
end target. The right motion interpolation strategy (i.e. in the cartesian or the robot arm joints
space) has to be chosen between them in order to ensure the feasibility of the motion task.
A mixed approach is proposed. First, additional targets are added between the start and end
targets. They are computed by a linear interpolation in the cartesian space. Then, between
these targets the robot motion is interpolated in the joint space. As a consequence, both large
motions of the arm due to linear interpolation in the joint space between two distant targets
and singularities due to linear interpolation in the cartesian space are avoided.
Collision check. As the present steps are performed in the automated working mode,
collisions have to be checked. As only a few arm positions has to be validated, the computational
cost of such test is reduced. If a potential collision is detected for the scheduled motion, this
motion is cancelled and the program returns an error.
Code generation. Once the trajectory of the robot has been generated and validated, the
code necessary to communicate with the robot controller is written by the HAL plugin. Finally,
the code is downloaded and the motion task performed directly.
Figure III.4 – The Grasshopper canvas of the RLDV controlling software part related to the
geometrical model, laser positions definition and robot control and preview.
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III.3.2 Signal acquisition and processing
The second part of the software, developed in the Matlab software, is devoted to signal
acquisition, processing and preview. As it represents classical signal handling routines, not
much details are given on these aspects here.
To summarize, a number of excitation signal types are available, both transient (i.e. burst)
and stationary (i.e. white noise, blue noise, sweep). The signal processing routines allow to
compute various indicators, as the transfer function between the velocity and the reference
signals, coherence, etc.
It has to be noticed that every signal processing step is performed before the 3D velocity
determination procedure described in (III.2.1). Indeed, as this last operation can be badly
conditioned, it is preferred to reduce the noise ratio as much as possible before performing it.
In addition, this last step induces correlation between the noise associated to each experiment
realization, which effects on the measurement uncertainty can be hard to interpret.
Once the targets have been received from the virtual geometrical model, this second part
of the software becomes the master program. It then allows to choose a specific target to
perform some elementary checks (i.e. signal-to-noise ratio quantification) before starting the
measurement. As the overall measurement procedure is automated, long measurements can be
performed with a reduced supervision, allowing to achieve measurements on fine meshes of
points.
Figure III.5 – A capture of the MATLAB interface, the part of the RLDV software related
to signal acquisition, processing and measurement preview.
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III.4 Experimental validation case
In order to test the validity of the proposed setup, a simple application case study is pre-
sented. The modes of a curved beam are measured with the RLDV and the comparison with
synthesized modes is performed. As the beam is curved, the mode shapes are expected to
contain multiple velocity components. In order to be build with a laser cutting machine, the
beam has been chosen so that its neutral axis lays in a plane. As a consequence, this plane is a
plane of symmetry of the beam : the modes of the structure are either contained in this plane
or with a dominant out-of-plane component.
The beam of b = 5 mm width is cut on a PMMA plate of h = 6 mm thickness (see Fig.
III.6). The Young and the shear modulus are respectively E = 4.5 GPa and G = 1.5 GPa.
b
h
s
z1
z2
Figure III.6 – Beam geometry and coordinate axis. h = 6 mm, b = 5 mm.
III.4.1 The model
To validate the measured mode shapes, a curved beam model is implemented. Following the
Timoshenko beam model, the kinematic field is postulated as :
u(s, z) = w(s) +α(s)⊗
z1z2
0
 (III.4.1)
where s is the curvilinear coordinate and z = [z1 z2] the position in the beam section (see
Fig. III.6). By using finite elements, 2064 nodes with 6 degrees of freedom (3 translations wi, 3
angles θi) are defined. Assuming cantilever boundary conditions (see Figure III.7), the first N
numerical modal shapes q and frequencies ω are obtained so that :(
K− ω2nM
)
qn = 0 , n ∈ [[ 1, N ]] (III.4.2)
III.4.2 The measurement
Setup. The RLDV setup used for this experimental case is composed of a Polytec PDV-100
vibrometer assembled on an ABB IRB 120 industrial robot arm. An assembly plate is inserted
between the LDV and the robot head in order to adapt the different screw holes. Both LDV and
robot geometries are given by the respective manufacturers and used in the virtual experiment
model. The real setup and its virtual model are represented in Figure III.7. For the signal
acquisition, a National Instruments NiDAQ USB-6215 is interfaced with Matlab.
In order to be able to extract the modes of the beam, its free response have to be measured.
As the experiment has to be fully automatized, the excitation of the beam has to be sufficiently
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(a) (b)
Figure III.7 – The experimental setup for the validation case study. (a) Picture of the real
setup. (b) Screen shot of the virtual setup.
repeatable. The solution chosen here is to use an electrodynamic shaker as an automatic ham-
mer. At the beginning of each measurement realization, an impulsive electrical signal is sent to
the shaker, which consequently hits the beam. This procedure has been found to make repro-
ducible impact loads with adjustable magnitude and length. In order to excite both in-plane
and out-of-plane modes, the shaker is oriented at an approximate angle of 45◦ with regard to
the beam plane.
Target positioning. The velocity measurement is performed over the top surface of the
beam, along the middle curve (see Fig. III.6) :
z = >[0 h/2] (III.4.3)
From this curve are extracted P = 301 equally-spaced points that constitute the 1D measure-
ment mesh. Then K = 3 laser targets are defined at each point with a constant incidence angle
φ = 25◦. A 1D version of the shape function III.3.1 is used : f1D(s) = f(s, 0). Finally, only five
parameters (θ1, θ2, ψ1, ψ2 and d as defined in Fig. III.1) need to be set in order to define all
the targets.
Signal acquisition settings. The maximum observed beam response duration is approxi-
mately 0.5 seconds, as the PMMA composing the beam as a high loss factor. Consequently, the
experiment duration is set to 0.8 seconds, with a sampling frequency of 51.2 kHz. The excitation
signal is sent 10 ms after the beginning of each experiment realization. In order to enhance the
signal to noise ratio and to check the experiment repeatability, M = 45 realizations of the expe-
riment are performed for each laser position. Finally, a total of M×K×P = 45×3×301 = 40635
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Figure III.8 – Influence of the averaging steps on 45 realizations of the same measurement :
range of the acquired velocities at each time sample (gray patch), mean over the realizations
(red line) and median of the realizations (black line).
experiment realizations are performed, for an overall measurement duration of approximately
20 hours, when including the time to move the robot between each target.
Averaging strategy When motions perpendicular to the laser beam vector occurs, the LDV
is source of impulsive noise of high amplitude. This phenomenon is due to the surface rough-
ness which modifies the instantaneous laser diffraction pattern, thus the quality of the signal
received by the LDV. Because of this impulsive optical noise, taking the mean over the M
signal realizations is not always relevant. As a consequence, the median is used here. At each
time sample, the median over the M realization is token. Hence realizations that contains high
impulsive noise are discarded. Figure III.8 illustrates the different strategies. It can be observed
that the minimum and maximum measured values at each samples (gray envelope) have a very
high magnitude compared to the signal amplitude. In addition, even with 45 realizations, the
mean value (red line) remains sensitive to these variations. However, the median value (black
line) reduces greatly the impulsive noise.
This impulsive noise reduction strategy is performed before the 3D velocity estimation
procedure (III.2.1), as impulsive noise would have a catastrophic effects on this estimation.
As a result of the measurement, the mean absolute velocity over the points is represented in
Figure III.9. The three cartesian components of the velocity are plotted. From this results can
be discarded the two mode types : out-of plane modes have a dominant uy component (orange
spectrum), while in-plane modes are composed of both ux and uz components (resp. blue and
yellow spectrums).
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Figure III.9 – Measurement Results. Root Mean Squared Velocity : magnitude (dashed black
line). and cartesian components (colored lines). Identified modal frequencies : vertical gray
lines
III.4.3 Modal analysis
In order to identify the natural frequencies and mode shapes of the beam, an High-Resolution
Modal Analysis [70, 174] is performed on the measured velocity 3D field. Only the 12 first
modes of the beam are kept for the comparison, ranging from 10 Hz to 1 kHz. Identified modal
frequencies, denoted as vertical gray lines, are labelled in the figure III.9. It can be seen that
the two first modes are close in frequency (fa = 15.5 Hz and fb = 17.5 Hz). The separation
of these two modes is made easier by their different displacement components : the first is an
out-of-plane mode while the second is dominated by in-plane components of the motion. The
corresponding mode shapes are represented in Figure III.11.
III.4.4 Result comparison
To make the comparison between mode shapes obtained from the RLDV measurement and
the theoretical mode shapes, one has to define the observation matrix C that projects the nodal
displacements qn computed with the model (III.4.2) on the measurement mesh, so that :
un = Cqn (III.4.4)
where un is the nth numerical modal vector evaluated on the measurement points. This obser-
vation matrix takes into account the contribution of the angles α in the velocity u measured
on the top surface of the beam ; from (III.4.1) and (III.4.3) :
u(s) = w˙(s) + h2
 α˙2(s)−α˙1(s)
0
 (III.4.5)
Defining a measured modal shape u˜i and the numerical mode uj, one can express the Modal
Assurance Criterion matrix (MAC) as the normalized correlation coefficient between the two
shapes :
MACij =
∗u˜i · uj
‖u˜i‖‖uj‖ (III.4.6)
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The magnitude of the MAC matrix, computed from the 12 experimental modes (a to l)
extracted from the measurement and the 16 first modes computed with the beam model (1
to 16), is shown in the figure III.10. The measured and the predicted modal shapes are very
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Figure III.10 – Magnitude of the Modal Assurance Criterion matrix (%) between
experimental and numerical modes.
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Figure III.11 – Comparison of experimental (black dots) and numerical mode shapes (red
line).
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close, with an average correlation coefficient of 99%. In the figure III.11, the measured (round
markers) and the predicted shapes (red lines) are superimposed, for each individual mode. The
reference configuration is shown as a black dashed line. It can be seen that the shapes match
closely, for both in-plane and out-of-plane modes.
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III.5 Conclusion and Perspectives
An original experimental setup called the Robotized Laser Doppler Vibrometer (RLDV) has
been presented. By assembling a single point Laser Doppler Vibrometer (LDV) on an industrial
6-axis robot arm, one is able to perform 3D velocity measurements in an automated way. In
comparison to commercially available solutions, the setup is more affordable. By the use of a
robot, the accuracy and flexibility of the LDV positioning is improved. Thus, objects with a
wide variety of shapes and sizes can be measured. However, the use of a 6-axis robot introduces
complexity, which was discussed in the second section of the work. In order to simplify the
design of the experiment, a software solution was presented. First, it allows to build a virtual
model of the experiment in order to simulate the robot motion, which helps the user to ensure
the good proceeding of the experiment. Second, it provides all signal acquisition and processing
routines needed to preview and export the acquired data. In order to illustrate an application
of the setup, an experimental case was presented. The 3D mode shapes of a curved beam have
been measured and compared to numerical predictions. It has been shown that measured and
computed shapes are very close, with a correlation coefficient close to 1.
As for now, no investigation has been led on the uncertainties related to the use of a robot.
As a perspective, two main uncertainty sources can be given :
Calibration. The robotized manipulator insures a relative positioning accuracy. However,
a good absolute positioning accuracy can be hard to obtain, as the position of the robot and the
measured object are given with some uncertainty. Until now, a visual check of the laser target
position on several points over the measured object has proven to be sufficient to adjust and
validate the positions of the different objects in the virtual setup. Nonetheless, a more accurate
calibration procedure may be necessary for more demanding object geometries or experimental
environments.
Vibration of the arm. The 6-axis robot arm cannot be considered infinitely stiff. A
procedure could be designed in order to evaluate the contribution of the robot arm vibration in
the measured velocity. In the present work, this contribution has been neglected. In addition,
some robot arms have brakes that can be activated during the signal acquisition step, thus
reducing the vibration due to the actuators at the joints.
In the present work, the focus was on LDV measurements. However, the assembly of any
sensor on a robot arm could potentially benefit to a wide variety of measurements. For that
purpose, the provided software solution could be used with a reduced amount of modifications.
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Troisie`me partie
Me´thodes inverses pour l’identification
des structures e´lance´es
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Introduction
La pre´sente partie concerne la formulation de me´thodes inverses pour l’identification des
structures e´lance´es. Ces me´thodes, comme cela a e´te´ e´voque´ dans l’introduction ge´ne´rale du
manuscrit, sont destine´es a` l’identification de structures complexes sur un domaine de fre´-
quences e´tendu. La complexite´ des structures conside´re´es est notamment contenue dans (i) la
forte anisotropie des mate´riaux employe´s, que cela concerne le comportement en raideur ou les
me´canismes de dissipation ; (ii) l’he´te´roge´ne´ite´ des proprie´te´s me´caniques, qui se manifeste a` la
fois par l’aspect stratifie´ de ces structures et la variation spatiale de l’agencement des mate´riaux.
La the´matique de l’identification des proprie´te´s dynamiques des mate´riaux et des structures
est un champ de recherche tre`s actif ; les approches sont fortement diversifie´es, chacune ayant son
domaine d’application privile´gie´. Les introductions des chapitres VI et VII donnent un aperc¸u
de ces diffe´rentes approches ; le travail de synthe`se bibliographique n’est donc pas reproduit ici.
Dans les paragraphes qui suivent, la de´marche propose´e est introduite, permettant de clari-
fier le contenu des diffe´rents chapitres de cette troisie`me partie.
Une formulation commune
Les me´thodes propose´es dans cette partie partent d’un constat commun : la re´ponse des
syste`mes que l’on cherche a` caracte´riser est typique des syste`mes line´aires ; elle peut eˆtre de´-
compose´e sur une base de fonctions exponentielles amorties (les poˆles du syste`me). Du point
de vue du proble`me direct, ces poˆles correspondent aux solutions des e´quations homoge`nes du
mouvement ; leur de´termination prend donc la forme d’un proble`me aux valeurs propres.
Re´ponse transitoire libre La re´ponse transitoire libre u(x, t) d’une structure dissipative
quelconque peut eˆtre approxime´e par la somme suivante :
u(p, t) '
R∑
r
φ
r
(p) e−Im{ωr}t cos(Re{ωr} t)
ou` les R fonctions αr(p) sont les de´forme´es modales de la structure, et les R complexes ωr les
pulsations modales associe´es ; on a omis un e´ventuel de´phasage du cosinus. Le proble`me direct
associe´ a` la de´finition des R duplets modaux (φ
r
, ωr) s’exprime comme suit :(
K(ωr)− ω2r M
)
φr = 0 (III.5.1)
soit un proble`me aux valeurs propres dans lequel les matrices de raideur et de masse K et M
sont donne´es par un mode`le prenant en compte la ge´ome´trie de la structure, les proprie´te´s des
mate´riaux constitutifs ainsi que les conditions aux limites applique´es.
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Re´ponse harmonique d’une poutre De fac¸on analogue, la re´ponse harmonique u(p, x, ω)
d’une poutre peut eˆtre approxime´e, sur un domaine libre de tout effort exte´rieur, par la de´com-
position suivante :
u(p, x, ω) '
R∑
r
ar(p) e− i kr x
ou` les R nombres d’onde complexes kr sont associe´s aux R modes de section a(p). On a vu
au chapitre I que ces parame`tres peuvent eˆtre calcule´s nume´riquement par la re´solution du
proble`me aux valeurs propres quadratique suivant, parame´tre´ par la pulsation ω :(
K0(ω) + i krK1(ω) + k2rK2(ω)− ω2M
)
ar = 0
ou` les matrices K0, K1, K2 et M sont construites a` partir d’un mode`le prenant en compte la
configuration de la section de la poutre (proprie´te´s des mate´riaux, ge´ome´trie). On note qu’avec
l’utilisation d’un mode`le re´duit de poutre, le proble`me ci-dessus peut devenir scalaire (i.e ondes
de flexion caracte´ristiques d’une poutre mince).
Re´ponse harmonique d’une plaque De nouveau, sur un domaine ou` aucun chargement
n’est applique´, la re´ponse harmonique d’une plaque u(p,x, ω) peut e´galement eˆtre approxime´e
par une somme d’ondes planes :
u(p,x, ω) '
R∑
r
br(p) e− ikr·x
avec les R vecteurs d’onde kr = >[k1,r k2,r] associe´s aux modes de section br(p). Ces vecteurs
d’onde peuvent eˆtre de´termine´s nume´riquement par la re´solution du proble`me suivant (voir
chapitre I) :(
K00 + i k1,rK10 + i k2,rK01 + k1,rk2,rK11 + k21,rK20 + k22,rK02 − ω2M
)
br = 0
ou` les matrices Kij, dont la de´pendance en la pulsation ω a e´te´ omise, sont e´galement construites
a` partir d’un mode`le de´crivant la configuration de la section de la plaque. Une nouvelle fois,
l’utilisation d’un mode`le re´duit de plaque peut permettre de rendre ce proble`me scalaire (i.e
flexion dans une plaque mince).
Cas ge´ne´ral Dans chacun des cas sus-cite´s, la re´ponse du syste`me peut eˆtre approxime´e
par une somme tronque´e d’exponentielles amorties. On propose donc de mode´liser la re´ponse
u˜(x,p) mesure´e d’une structure sous la forme ge´ne´rale suivante :
u˜(x,p) =
R∑
r
αr(p) eikr·x +∆u(x,p)
ou` x de´signe les dimensions spatio-temporelles qui parame`trent les exponentielles amorties et p
de´signe les dimensions restantes. Le champ ∆u permet de rendre compte de la nature inexacte
de ce mode`le de signal : il peut par exemple de´crire le bruit de mesure ou la partie de la re´ponse
non prise en compte par le mode`le. Les parame`tres de ce mode`le de signal sont les R vecteurs
d’onde kr et les R modes associe´s αr(p). Ceux-ci sont alors suppose´s eˆtre les solutions d’un
proble`me aux valeurs propres ge´ne´ral, tels que :
A(kr)αr = 0 (III.5.2)
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ou` A est la matrice caracte´ristique d’un mode`le de la structure, et dont la construction fait
intervenir un certain nombre de parame`tres que l’on cherche a` identifier (i.e. caracte´ristiques
mate´riaux).
Proposition
Les chapitres qui suivent pre´sentent des proce´dures d’identification base´es sur l’e´criture
ge´ne´rale ci-dessus.
Tout d’abord, une me´thode ESPRIT unifie´e est propose´e dans le chapitre IV ; celle-ci est
de´die´e a` l’extraction des vecteurs d’onde complexes kr et des modes associe´s αr(p) sur une
re´ponse de structure mesure´e. En plus de l’estimation des parame`tres du mode`le de signal, il
est propose´ une me´thode permettant de quantifier les incertitudes associe´es a` cette estimation.
Les trois chapitres qui suivent sont consacre´s a` l’application de la me´thode ESPRIT pro-
pose´e aux trois mode`les de signal spe´cifiques donne´s ci-dessus. A chaque fois, la pre´sentation
s’accompagne de la formulation d’un proble`me aux valeurs propres inverse (qui peut eˆtre sca-
laire). La re´solution de ce proble`me est alors explicite´e, permettant l’identification d’un jeu de
parame`tres entrant dans la construction de la matrice caracte´ristique A.
Dans le chapitre V, la proce´dure est applique´e a` la re´ponse transitoire libre des structures.
Cela consiste tout d’abord a` effectuer une analyse modale sur la re´ponse obtenue ; celle-ci permet
d’obtenir les modes propres φ
r
(p) et les pulsations complexes ωr associe´es. Ensuite, le proble`me
aux valeurs propres inverse est formule´ et re´solu a` l’aide d’un algorithme de descente de gradient.
Un cas d’application est pre´sente´, consistant en l’identification des proprie´te´s viscoe´lastiques
d’un e´chantillon d’e´pice´a.
Le chapitre VI pre´sente une application originale de la me´thode ESPRIT : l’analyse en
nombres d’onde de la re´ponse harmonique des poutres. Dans ce cas, les mode`les de Euler-
Bernouill et Timoshenko sont utilise´s pour formuler un proble`me inverse scalaire ; celui-ci est
de´die´ a` l’identification des proprie´te´s me´caniques du mate´riau composant la poutre. La me´thode
propose´e est applique´e a` l’identification des modules de Young et de cisaillement complexes
d’une poutre isotrope.
Enfin, le chapitre VII pre´sente la ge´ne´ralisation de la me´thode a` l’analyse en vecteurs d’onde
de la re´ponse harmonique des plaques anisotropes multicouches. Diffe´rentes e´tudes de cas expe´ri-
mentales sont propose´es. Dans le cas d’une plaque mince stratifie´e, la proce´dure d’identification
propose´e prend la forme d’un proble`me inverse scalaire ; il est montre´ la possibilite´ d’identifier
les composantes du tenseur des raideurs en flexion de´crivant l’anisotropie locale de la plaque.

Chapitre IV
Proposition d’une me´thode ESPRIT
unifie´e
Re´sume´
Ce chapitre concerne le de´veloppement d’une me´thode haute re´solution de type ESPRIT
(Estimation of Signal Parameters via Rotationnal Invariance Techniques), adapte´e a` l’iden-
tification des parame`tres de signaux dont la de´pendance selon une ou plusieurs variables
spatio-temporelles est suppose´e harmonique. La me´thode pre´sente´e est le re´sultat d’une re-
vue de la litte´rature consacre´e a` ce type d’approches dans la communaute´ du traitement de
signal et celle des vibrations. Certains de´veloppements pouvant pre´senter un inte´reˆt pour
les applications en dynamique sont inte´gre´s.
En effet, les applications vise´es dans ce me´moire diffe`rent de celles pour lesquelles les
me´thodes haute re´solution ont e´te´ originellement de´veloppe´es (te´le´communications, radar,
etc.). En particulier :
— Les mesures plein champs en me´canique peuvent ge´ne´rer un tre`s grand nombre de
donne´es, contrairement aux syste`mes de te´le´communication plutoˆt e´conomes en cap-
teurs. La prise en compte simultane´e de ces nombreuses mesures permet d’ame´liorer
la qualite´ des estimations. Pour cela, l’approche multi-points est inte´gre´e a` la me´-
thode ESPRIT propose´e ; dans le meˆme but est e´galement imple´mente´e l’utilisation
d’invariances multiples de la grille de mesure.
— L’augmentation du nombre de donne´es disponibles fait conside´rablement augmenter
la puissance de calcul ne´cessaire. Une strate´gie de de´cimation des donne´es est donc
ajoute´e, permettant l’estimation des parame`tres du signal sur la totalite´ des mesures
tout en gardant un couˆt de calcul raisonnable.
— Certaines hypothe`ses supple´mentaires sur la forme du signal peuvent eˆtre faites lors
du traitement de la re´ponse dynamique d’une structure. La parite´ des vecteurs d’onde
(les vecteurs d’onde de l’onde aller et l’onde retour sont oppose´s) est prise en compte
par un mode`le de signal en somme de cosinus.
— L’aspect multidimensionnel des signaux disponibles doit eˆtre pris en compte. Dans
la me´thode ESPRIT propose´e, les composantes des vecteurs d’onde parame´trant le
signal sont estime´es et apparie´es simultane´ment.
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— Le nombre de parame`tres a` estimer (ou ordre du signal), souvent faible dans les
applications d’origine, peut ici devenir tre`s grand. Celui-ci est de plus inconnu dans
la majorite´ des applications et doit donc eˆtre estime´ correctement. Plusieurs crite`res
pour le choix de l’ordre du signal sont de´crits.
— Dans l’optique de formuler un proble`me inverse a` partir des parame`tres identifie´s, une
information sur la variance des estimations est essentielle. Dans ce but, la variance des
donne´es d’entre´e est propage´e dans la me´thode ESPRIT propose´e. Les re´sultats obte-
nus permettent de guider le choix des parame`tres intrinse`ques de la me´thode ainsi
que de donner une approximation de l’incertitude sur les parame`tres estime´s.
IV.1. Introduction 171
IV.1 Introduction
Les de´veloppements de ce chapitre concernent la pre´sentation d’une me´thode permettant
l’identification des parame`tres d’un mode`le de signal sur des mesures expe´rimentales. Le mo-
de`le de signal conside´re´ prend la forme d’une combinaison line´aire de fonctions exponentielles
oscillantes amorties, ou ondes planes. Le concept d’onde plane est ici de´fini au sens ge´ne´ral : les
dimensions de temps et d’espace sont conside´re´es e´quivalentes. Les parame`tres a` identifier sont
donc les amplitudes et les vecteurs d’onde (ou de fac¸on e´quivalente les pulsations) associe´es a`
chaque onde.
IV.1.1 Travaux de Fourier et de Prony
La de´pendance des signaux conside´re´s est donc suppose´e harmonique selon une ou plusieurs
dimensions de l’espace et e´ventuellement du temps. Le type d’identification aborde´ ici est donc
tre`s relie´ a` la repre´sentation fre´quentielle des signaux. Les vecteurs d’onde parame´trant le
signal sont en effet associe´s a` des maxima locaux sur la transforme´e Fourier de celui-ci. Puisque
l’on pourrait e´tudier les proprie´te´s des signaux conside´re´s dans l’espace de Fourier, il est utile
de rappeler le principe d’incertitude, portant sur des signaux quelconques et lie´ a` l’e´talement
spatio-temporel de ceux-ci.
Principe d’incertitude Le principe d’incertitude e´tablit le lien entre la largeur σ(x) d’un
paquet d’onde de nombre d’onde k et la largeur σ(k) du pic d’amplitude observe´ sur la trans-
forme´e de Fourier associe´e, sous la forme d’une borne infe´rieure :
σ(x)σ(k) > 1 (IV.1.1)
cette borne e´tant atteinte pour un paquet d’onde de forme Gaussienne [56, p. 80]. Autrement
dit, la de´termination pre´cise du nombre d’onde k par analyse de Fourier implique le traitement
de signaux dont l’extension σ(x) est tre`s grande.
En pratique, les signaux sont mesure´s sur des pe´riodes de temps ou d’espace σ(x) relative-
ment courtes ; l’incertitude sur le nombre d’onde ou les pulsations de´termine´s par analyse de
Fourier est donc e´leve´e. Il est en conse´quence ne´cessaire, pour nombre d’applications utilisant
l’identification de parame`tres de fonctions harmoniques, de recourir a` des me´thodes qui puissent
s’affranchir du principe d’incertitude.
Proposition originale de Prony Les me´thodes de type ESPRIT font partie d’une famille
de me´thodes plus large, he´rite´e des travaux de Gaspard de Prony [168] a` la fin du XVIIIe sie`cle.
Ceux-ci portent sur les proprie´te´s d’un signal pouvant s’exprimer comme une combinaison
line´aire de composantes sinuso¨ıdales. Prony montre l’existence d’une relation de re´currence
entre les diffe´rentes mesures de ce signal, prises a` des pas de temps re´guliers : la mesure s(t) a`
l’instant t est une combinaison line´aire des mesures aux instants pre´ce´dents s(t+ ∆t), . . . , s(t+
R∆t). L’ordre du signal R ∈ N de´note le nombre de sinuso¨ıdes (ou composantes) contenues
dans le signal. Les poˆles du signal, caracte´risant la fre´quence des sinuso¨ıdes, sont alors donne´s
par les racines du polynoˆme caracte´ristique forme´ par la relation de re´currence.
De`s sa publication originale de 1795, Prony propose une me´thode pour estimer les poˆles
d’un signal expe´rimental. Celle-ci comporte deux e´tapes : (i) estimation des coefficients de la
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relation de re´currence a` partir de 2R mesures du signal ; (ii) recherche des racines du polynoˆme
caracte´ristique afin de de´terminer les poˆles du signal.
Diffe´rence des approches Les travaux de Gaspard de Prony sont souvent compare´s a` ceux
de Joseph Fourier. Ils sont d’ailleurs contemporains : Prony e´crit son Essai Expe´rimental et
Analytique [168] en 1795 ; Fourier rend public un premier me´moire sur l’analyse des fonctions
harmoniques en 1807, puis publie finalement son ouvrage The´orie Analytique de la Chaleur [76]
en 1822. Les deux approches sont cependant assez diffe´rentes.
Fourier e´tudie en effet la de´composition de fonctions inte´grables quelconques sur une base
infinie d’exponentielles caracte´rise´es par un nombre d’onde re´el. Le principe d’incertitude, cite´
plus haut, de´coule donc de la me´connaissance de la forme du signal, sur lequel aucune hypothe`se
n’est formule´e.
Au contraire, les travaux de Prony partent de certaines hypothe`ses sur la forme du signal.
Celui-ci est en effet mode´lise´ comme une somme finie d’exponentielles complexe, dont le nombre
d’onde peut eˆtre complexe e´galement. L’information du mode`le de signal ainsi que le nombre
fini de parame`tres a` identifier limite donc l’incertitude sur ceux-ci. La me´thode s’affranchit en
conse´quence du principe d’incertitude ; les nombres d’onde peuvent eˆtre estime´s avec pre´cision
sur des signaux courts. Les me´thodes he´rite´es des travaux de Prony sont pour cela dites haute
re´solution, par opposition aux me´thodes base´es sur l’analyse de Fourier, soumises au principe
d’incertitude [211].
L’incertitude sur la de´termination des fre´quences par les me´thode de type Prony est, de
fac¸on e´vidente, non ne´gligeable ; le bruit ajoute´ sur les mesures perturbe en effet l’estimation
des parame`tres du signal. De plus, le choix du mode`le de signal, ve´ritable pilier de ce type
d’approches, peut consister en une approximation trop simpliste du signal mesure´. Dans ce cas,
le non-respect des hypothe`ses introduit force´ment un biais sur l’estimation des parame`tres.
IV.1.2 De´veloppement des me´thodes de Prony
La me´thode originale propose´e par Prony pre´sente les inconve´nients suivants : (a) l’estima-
tion des poˆles est tre`s sensible au bruit de mesure ; (b) seules 2R mesures sont prises en compte ;
(c) la recherche des racines du polynoˆme caracte´ristique peut eˆtre fastidieuse ; (d) l’ordre du
signal doit eˆtre connu a priori.
Prise en compte de la totalite´ des donne´es Deux de´veloppements sont propose´s dans les
anne´es 80 pour tenter d’ame´liorer la re´sistance de la me´thode au bruit (perturbation de l’estima-
tion des poˆles face a` des mesures bruite´es). Premie`rement, Hildebrand [88] propose d’estimer les
coefficients du polynoˆme caracte´ristique au sens des moindres carre´s, ce qui permet de prendre
en compte la totalite´ des points de mesure et d’ame´liorer la sensibilite´ au bruit. Deuxie`mement,
Kumaresan et Tufts [111] proposent d’estimer un polynoˆme caracte´ristique e´tendu, c’est a` dire
avec un ordre de signal virtuel R′ > R. L’ajout des R′ − R poˆles supple´mentaires permet de
re´duire la projection d’un e´ventuel bruit corre´le´ sur l’estimation des R poˆles vrais. Malgre´ ces
deux de´veloppements, la sensibilite´ de la me´thode au bruit reste assez forte.
De´composition en sous-espaces Les me´thodes de la famille de Prony voient leur re´sistance
au bruit s’ame´liorer grandement avec l’arrive´e de l’analyse en composantes principales (PCA
pour Principal Component Analysis, aussi appele´e Proper Orthogonal Decomposition (POD)
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ou encore Singular Value Decomposition (SVD) selon le domaine d’application). Cette trans-
formation, applique´e aux mesures, permet de se´parer les sources de´corre´lle´es dans le signal en
donnant une de´composition de celui-ci en sous-espaces principal (aussi appele´ sous-espace si-
gnal) et singulier (ou sous-espace bruit). La de´composition ainsi faite apporte deux avantages :
(i) le sous-espace signal obtenu est tre`s peu sensible a` un bruit blanc gaussien ; (ii) l’ordre de
ce sous-espace donne des indications sur l’ordre R du signal.
La me´thode MUSIC (pour MUltiple SIgnal Classification) [198] est de´rive´e de l’introduction
de la PCA dans les me´thodes de Prony : les composantes du signal sont identifie´es par la
minimisation de leur projection sur l’espace bruit. Cependant, le proble`me de recherche des
poˆles du signal reste un proble`me de minimisation non-line´aire, qu’il faut re´soudre de fac¸on
ite´rative.
La me´thode MUSIC n’est toutefois pas limite´e a` l’identification de sinuso¨ıdes dans un signal :
les parame`tres d’une grande varie´te´ de fonctions peuvent eˆtre recherche´s en minimisant la
projection de celles-ci sur l’espace bruit. Cela en fait une me´thode encore tre`s populaire.
Invariance rotationnelle Le proble`me de la recherche des poˆles est finalement re´solu avec
l’apparition de la me´thode Matrix Pencil [98]. Dans cette me´thode, la relation de re´currence
de´montre´e par Prony est reformule´e sur la base de matrices de Vandermonde. La proprie´te´
d’invariance rotationnelle de ces matrices est alors utilise´e pour estimer les poˆles du signal par
un proble`me line´aire direct. En conse´quence, aucun proble`me de recherche n’est mis en oeuvre
dans l’estimation des poˆles.
ESPRIT Finalement, la me´thode ESPRIT (pour Estimation of Signal Parameters via Ro-
tationnal Invariance Techniques) est propose´e par Roy & al. en 1989 [189]. Celle-ci utilise la
similarite´ du sous-espace signal et du sous-espace image de la matrice de Vandermonde pour
formuler la relation d’invariance rotationnelle sur le sous-espace signal. Cette me´thode tire donc
les avantages combine´s de la PCA et de la formulation type Matrix Pencil : (1) forte re´sistance
au bruit ; (2) estimation de l’ordre du signal ; (3) estimation directe des poˆles par un proble`me
line´aire. La me´thode ESPRIT rec¸oit pour cela un fort inte´reˆt de la part de la communaute´ du
traitement de signal.
Les paragraphes qui suivent donnent un aperc¸u rapide du de´roulement de la me´thode ES-
PRIT originale ; cela permet de pre´senter les diffe´rentes ge´ne´ralisations de la me´thode, propose´es
au cours des trente dernie`res anne´es et que le travail pre´sente´ ici tente d’unifier.
IV.1.3 Me´thode ESPRIT originale
La me´thode ESPRIT repose sur trois piliers : (i) formulation d’un mode`le de signal line´aire
parame´tre´ par une matrice de type Vandermonde ; (ii) a` partir de la covariance des mesures,
de´termination de l’espace signal engendre´ par la matrice de Vandermonde ; (iii) utilisation des
proprie´te´s ge´ome´triques invariantes de la grille de mesure, pour estimer les poˆles du syste`me a`
partir d’une relation s’exprimant sur la matrice de Vandermonde. Ces trois e´le´ments confe`rent
respectivement a` la me´thode son aspect haute re´solution, sa faible sensibilite´ au bruit et sa
simplicite´ d’imple´mentation. De plus, les proble`mes concernant l’estimation des amplitudes et
des vecteurs d’onde parame´trant le signal sont de´couple´s.
Dans les lignes qui suivent est de´crite succinctement la me´thode ESPRIT originale, telle
que propose´e en 1989 par Roy et al. [189].
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Mode`le de signal La me´thode ESPRIT originale est adapte´e a` l’identification des parame`tres
d’un signal mode´lise´ comme suit :
s(x) = u(x) + b(x) =
R∑
r
ar ei kr x + b(x) (IV.1.2)
ou` s(x) est le signal mesure´, u(x) le signal pur et b(x) un bruit blanc gaussien additionnel.
Les parame`tres a` identifier sont donc les R amplitudes complexes ar et les R nombres d’onde
complexes kr. Dans le cas ou` il est inconnu, l’ordre du signal R peut e´galement devenir un
parame`tre a` de´terminer.
Pour pouvoir eˆtre applique´e, la me´thode ESPRIT ne´cessite que la mesure du signal soit
re´alise´e sur un maillage uniforme de L points espace´s d’un pas h. Dans ce cas, la nie`me mesure
du signal non bruite´ s’e´crit :
un = u[xn] =
R∑
r
ar ei kr xn = VLnrar (IV.1.3)
avec VL la matrice de Vandermonde telle que VLnr = eihnkr . Cette matrice est inconnue puis-
qu’elle contient les nombres d’onde kr a` identifier.
Sous-espace signal On suppose maintenant que diffe´rentes re´alisations de la mesure s(n)
sont disponibles, ou` n de´note une re´alisation. A` partir du mode`le de signal et en conside´rant le
bruit b(n) blanc gaussien uniforme de variance σ2, la matrice de covariance des mesures s’e´crit :
Css = E
{
s(n)Hs(n)
}
= VLE
{
a(n)Ha(n)
}
HVL + σ2I
= WΛHW + W⊥Λ⊥HW⊥
(IV.1.4)
ou` W ∈ CL×R est le sous-espace signal, compose´ des R vecteurs propres associe´s aux R plus
grandes valeurs propres λ = diag (Λ) de Css. Il est possible de montrer que le sous-espace
signal et l’espace image de la matrice de Vandermonde sont e´quivalents ; par conse´quent, on
peut poser WT = VL, ou` T est une matrice de passage a` de´terminer.
Invariance rotationnelle La me´thode ESPRIT fait appel a` la formation de deux sous-
matrices de Vandermonde VL↑ et VL↓ de taille (L− 1)×R exprime´es comme suit :
VL↑/↓ = JL↑/↓VL (IV.1.5)
avec JL↑ = [IL−1 0L−1] et JL↓ = [0L−1 IL−1] les matrices de se´lection. Il est possible de montrer
que ces deux matrices sont relie´es par la relation :
VL↓ = ΠVL↑ (IV.1.6)
ou` Π est une matrice diagonale telle que Πrr = eihkr , qui contient les poˆles eihkr et donc les
nombres d’onde kr a` identifier. La relation ci-avant est appele´e invariance rotationnelle ; elle
peut eˆtre e´crite graˆce a` la re´gularite´ du maillage utilise´ pour les mesures, et traduit l’invariance
ge´ome´trique de celui-ci par translation d’un pas h.
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Estimation des nombres d’onde La relation d’invariance rotationnelle est, dans la me´thode
ESPRIT, transpose´e au sous-espace signal W ; il est en effet possible d’e´crire :
W↓ = FW↑ (IV.1.7)
ou` W↑/↓ = J↑/↓W et F = TΠT−1 est appele´e matrice spectrale. Elle peut eˆtre estime´e au sens
des moindres carre´s en e´crivant F = W†↑W↓ ; sa diagonalisation permet finalement d’obtenir la
matrice Π et donc les nombres d’onde kr.
Estimation des amplitudes Une fois les nombres d’onde identifie´s, la matrice de Vander-
monde VL peut eˆtre reconstruite pour estimer les amplitudes au sens des moindres carre´s
a ' (VL)†s.
IV.1.4 Contribution propose´e
La me´thode ESPRIT unifie´e pre´sente´e dans ce travail est le re´sultat d’une revue personnelle
de la bibliographie consacre´e a` ce type d’approches. L’apport re´side dans la mise en commun
de diffe´rents de´veloppements qui ont e´te´ propose´s au cours des trois de´cennies pre´ce´dentes (la
proposition originale de la me´thode ESPRIT remontant a` l’article de Roy & al de 1989 [189])
et qui pre´sentent un inte´reˆt substantiel pour les applications sur des mesures plein-champs. Les
lignes qui suivent de´crivent succinctement ces diffe´rents de´veloppements. Les trois premiers sont
de´die´s a` une ge´ne´ralisation du mode`le de signal ; les trois suivants s’inte´ressent a` l’estimation
de la covariance des mesures ; les deux suivants sont respectivement de´die´s a` l’estimation de
l’ordre du signal et a` la quantification des incertitudes.
Signaux multidimensionnels Les aspects lie´s aux signaux multidimensionnels sont traite´s
par la version de la me´thode dite ND-ESPRIT [191] ; le mode`le de signal est ge´ne´ralise´ a` une
combinaison d’ondes planes dont la de´pendance harmonique selon plusieurs dimensions spatio-
temporelles x est parame´tre´e par R vecteurs d’onde kr complexes. Le mode`le du signal pur
associe´ s’e´crit :
u(x) =
R∑
r
ar eikr·x (IV.1.8)
Cette ge´ne´ralisation permet notamment l’utilisation des me´thodes ESPRIT pour l’extraction de
vecteurs d’onde a` partir de la re´ponse harmonique de plaques ; ceci est l’objet de la contribution
des chapitres VI et VII.
Vecteurs d’onde apparie´s La version de la me´thode dite Real-Valued ESPRIT [132] propose
l’identification d’une somme de sinuso¨ıdes ; le mode`le de signal pur correspondant s’exprime sous
la forme :
u(x) =
R∑
r
ar cos(krx+ φr) (IV.1.9)
ou` le cosinus est de´finit au sens ge´ne´ral (kr peut donc eˆtre complexe, 2cos(kx) = exp(i kx) +
exp(− i kx)). L’e´criture du signal sous la forme u = V¯La ainsi que la proprie´te´ d’invariance
rotationnelle modifie´e utilisent l’identite´ remarquable suivante :
cos(a+ b) + cos(a− b) = 2cos(a) cos(b) (IV.1.10)
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Cette imple´mentation en somme de sinuso¨ıdes permet de prendre en compte, dans les applica-
tions sur des signaux issus de la re´ponse de structure, l’e´galite´ des vitesses d’ondes de directions
oppose´es.
Invariances rotationnelles multiples La me´thode ESPRIT originale exprime la proprie´te´
d’invariance rotationnelle sur deux versions du maillage de mesure de´cale´es d’un pas h. Lorsque
la longueur d’onde 2pi/kr des ondes a` identifier est tre`s grande devant h, les poˆles du signal
eihkr sont tre`s proches de 1 ; en conse´quence, l’incertitude relative sur kr devient grande. Dans
ce cas, l’utilisation de la proprie´te´ d’invariance rotationnelle formule´e sur deux grilles de´cale´es
d’un multiple de h peut ame´liorer l’estimation des nombres d’onde [212, 120, 83]. Fort de
ce constat, la me´thode ESPRIT est ge´ne´ralise´e dans les imple´mentations MR-ESPRIT [216]
et MI-ESPRIT [239], qui proposent d’utiliser simultane´ment plusieurs proprie´te´s d’invariance
rotationnelle d’une meˆme grille. En pratique, plusieurs matrices spectrales Fq sont estime´es a`
partir de diffe´rents couples W↑q/↓q = JL↑q/↓qW (IV.1.7) correspondant a` deux sous-grilles de
mesures translate´es de q × h :
JL↑q = [IL−q O(L−q)×q]
JL↓q = [O(L−q)×q IL−q]
(IV.1.11)
avec Fq = W†↑qW↓q = TΠqT−1 permettant d’identifier les nombres d’onde parame´trant le
signal.
Les trois de´veloppements qui suivent concernent l’estimation de la matrice de covariance
des mesures. En effet, le cas ou` tre`s peu de re´alisations (voir une seule re´alisation) d’une meˆme
mesure sont disponibles est fre´quemment rencontre´. Dans ce cas, la matrice de covariance
(IV.1.4) est forme´e d’un nombre trop faible de vecteurs s(t) diffe´rents ; son rang de´ge´ne`re. Il est
alors ne´cessaire, par des techniques adapte´es, de re´tablir ce rang afin d’estimer correctement
les parame`tres du signal.
Utilisation simultane´e des donne´es Si la disponibilite´ de diffe´rentes re´alisations d’une
mesure identique n’est pas force´ment garantie, il peut eˆtre possible d’utiliser la mesure d’une
meˆme re´ponse, mais observe´e a` un point diffe´rent. On donne ici l’exemple de la re´ponse libre
d’une structure, qui peut eˆtre approxime´e sous la forme suivante :
u(x, t) =
R∑
r
ar(x) eiωr t (IV.1.12)
ou` les ωr et les ar(x) sont respectivement les R fre´quences et de´forme´es modales de la structure
que l’on cherche a` extraire avec la me´thode ESPRIT. En supposant que l’on dispose de N
vecteurs u(x) contenant les mesures non bruite´es de la re´ponse u(x, t) en N points distincts xn
et pour L instants t re´gulie`rement espace´s, on peut e´crire :
U = [u(x1) . . . u(xN)] = VL [a(x1) . . . a(xN)] (IV.1.13)
ou` U ∈ CL×N est appele´e matrice de signal. Il est alors possible de de´finir un estimateur de la
covariance des mesures S = U + B de la forme :
Css = SHS = UHU + σ2IL = VL
 N∑
n
a(xn)Ha(xn)
 HVL + σ2IL (IV.1.14)
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ou` on a suppose´ que le bruit additionnel est blanc gaussien uniforme, d’ou` HUB = 0. Cet
estimateur de la covariance suppose que les mesures de la re´ponse de la structure en diffe´rents
points sont des re´alisations inde´pendantes ; il permet finalement, de par sa ge´ne´ration par la
matrice de Vandermonde VL, d’appliquer la me´thode ESPRIT. Ceci repre´sente une contribution
importante pour les techniques d’analyse modale utilisant la me´thode ESPRIT ; jusque la`, les
auteurs identifient les fre´quences et amplitudes modales de fac¸on inde´pendante en chaque point
[70, 174], ce qui pose ensuite le proble`me de l’appariement de ces fre´quence pour reconstruire
les modes de la structure comple`te. L’application de la me´thode ESPRIT unifie´e pour l’analyse
modale est de´veloppe´e au chapitre V.
Lissage spatial Il existe des situations expe´rimentales pour lesquelles une seule re´alisation
de la mesure sur un maillage est disponible. Il est aussi possible que les diffe´rentes mesures de
la re´ponse d’une structure en diffe´rents points soient fortement corre´le´es. Dans ce cas, le rang
de l’estimateur de la covariance des mesures propose´ ci-dessus est faible ; le sous-espace signal
W (IV.1.4) est alors mal estime´. Pour pallier a` ce phe´nome`ne est imple´mente´e la technique dite
de lissage spatial (ou spatial smoothing) [201]. Celle-ci propose de diviser le vecteur des mesures
s = [s1 . . . sL] obtenu en K sous-vecteurs s′m =
>[sm . . . sm+K−1] de taille K = K−K+K. Ceux-
ci sont alors conside´re´s comme des re´alisations diffe´rentes de la mesure. A partir de ceux-ci est
de´fini l’estimateur de la covariance des donne´es suivant :
CSSss =
M∑
m
s′mHs
′
m = VKÂ
HVK + σ2IK (IV.1.15)
ou Â est une matrice hermitienne de rang plein. En conse´quence, si K > R et K > R, l’estima-
teur CSSss est au pire de rang R. La me´thode ESPRIT peut donc eˆtre applique´e normalement
avec l’utilisation du lissage spatial, meˆme si une unique re´alisation de la mesure est disponible.
De´cimation Les dispositifs de mesure actuels permettent l’acquisition de signaux sur des
grilles de mesure de grande taille ; en conse´quence, la taille des estimateurs de la covariance
Css peut rapidement devenir grande. L’ope´ration de de´composition de cet ope´rateur en sous-
espaces peut alors repre´senter un couˆt de calcul trop important. Il est donc parfois souhaitable
de re´duire la taille du signal disponible. De plus, on a de´ja` aborde´, pour justifier l’utilisation
d’invariances rotationnelles multiples, la question de l’identification d’ondes dont la longueur
d’onde est grande devant le pas du maillage. Dans ce cas, il semble pre´fe´rable d’appliquer
la me´thode ESPRIT sur des maillages plus grossiers. Les strate´gies de de´cimation des donne´es
classiques (filtrage passe-bas puis de´cimation du maillage de mesure) pre´sentent deux principaux
de´savantages : (i) le filtrage introduit des artefacts aux bords du signal ; (ii) une partie des
donne´es n’est pas utilise´e. Pour re´pondre a` cette proble´matique, on ajoute a` la me´thode ESPRIT
propose´e une strate´gie de de´cimation qui permet de re´duire la taille des ope´rateurs mis en jeu,
tout en conservant la totalite´ des donne´es. Ce de´veloppement est adapte´ de la proposition de
Halder [83]. De plus, on montre dans un cas simple que cette strate´gie de de´cimation ne de´grade
pas les performances de la me´thode propose´e.
Avec la mise en œuvre de la me´thode ESPRIT se posent deux proble`mes fondamentaux :
(i) le choix de l’ordre du signal R ; (ii) la quantification des l’incertitude sur les parame`tres
obtenus. La pre´sente contribution tente e´galement de re´pondre a` ces deux questions.
178 Chapitre IV. ESPRIT
Estimation de l’ordre du signal Dans les applications aborde´es dans ce travail, l’ordre
exact R du signal est inconnu, meˆme si des bornes sur ses valeurs maximales et minimales
peuvent souvent eˆtre donne´es (densite´ de modes, nombre d’ondes propagatives dans une poutre,
etc.). Il est donc ne´cessaire d’estimer celui-ci a priori. Pour cela, une revue des diffe´rents crite`res
propose´s dans la litte´rature est donne´e.
Propagation des incertitudes La me´thode de quantification des incertitudes propose´e s’ins-
pire fortement de re´sultats re´cents sur la propagation de la variance des mesures dans l’esti-
mateur ND-ESPRIT propose´s par Sahnoun et al. [191] ainsi que par Steinwandt et al. [208].
Ces re´sultats sont ici adapte´s a` la me´thode ESPRIT unifie´e propose´e. Ils peuvent alors eˆtre
utilise´s : (i) pour choisir les parame`tres intrinse`ques de l’algorithme (lissage spatial, facteur de
de´cimation, etc.) ; (ii) pour estimer l’e´cart-type des parame`tres du mode`le identifie´.
IV.1.5 Organisation du chapitre
Le pre´sent chapitre est organise´ en trois sections. La premie`re concerne les de´veloppements
the´oriques permettant la mise en œuvre de la me´thode ESPRIT propose´e. Dans la seconde
section sont e´tudie´es les performances de la me´thode propose´e. Le calcul de la propagation des
perturbation dans la me´thode est mene´, permettant d’estimer l’incertitude sur les parame`tres
identifie´s. Sur la base de ces re´sultats est discute´ le choix des diffe´rents parame`tres intrinse`ques
de la me´thode propose´e. Dans la troisie`me section, quelques crite`res permettant le choix de
l’ordre du signal sont pre´sente´s.
IV.1.6 Notations
Ce qui suit est le re´sultat de l’unification de contributions provenant de diffe´rentes commu-
naute´s scientifiques (te´le´communications, de´tection de sources, traitement de la parole, acous-
tique, vibrations, etc.). Le choix de la notation adopte´ tente donc de faire le compromis entre les
notations des diffe´rentes communaute´s, et peut donc parfois rendre difficile la lecture. Des ex-
plications et remarques essaient donc de clarifier autant que possible les de´veloppements. Pour
simplifier la lecture, on donne dans les pages suivantes une table listant les diffe´rents objets
de´finis tout au long du chapitre.
Vecteurs, matrices, tableaux La casse indique la dimensionalite´ d’un objet : les vecteurs
sont note´s v, les matrices M et les tableaux T , et leurs e´le´ments sont respectivement note´s vi,
Mij et Ti1 ··· iN .
Un vecteur d’entiers en lettre minuscule gras italique m ∈ ND est utilise´ pour noter des
indices multiples de l’e´le´ment d’un tableau la fac¸on suivante Tm = Tm1 ···mN . De fac¸on analogue,
le vecteur d’entiers en lettre majuscule gras droit L ∈ ND utilise´ en exposant est relie´ a` la taille
de l’objet : CL ≡ CL1×...×LD est le groupe des tableaux de dimension D, et CbLc ≡ CL1...LD×1 est
le groupe des vecteurs (donc de dimension 1). Une notation particulie`re est e´galement utilise´e
sur ces vecteurs pour alle´ger les de´veloppement : le vecteur L ∈ ND souligne´ de´note le produit
de ses composantes :
bLc =
D∏
d
Ld (IV.1.16)
IV.1. Introduction 179
Vectorisation, tensorisation L’ope´ration de vectorisation qui transforme le tenseur T ∈ CL
en un vecteur t ∈ CbLc par l’empilement des colonnes de celui-ci est note´e vec{T } :
t = vec{T } = >
[
T1,...,1 . . . TL1,1,...,1 T1,2,...,1 . . . TL1,...,LN
]
(IV.1.17)
L’ope´ration inverse de la vectorization est la tensorisation, qui tranforme le vecteur t ∈ CbLc
en tenseur T ∈ CL :
T = tens{t}L , Tm = tm1+m2L1+m3L1L2+... (IV.1.18)
Identite´s remarquables Le produit de Hadamard (produit composantes a` composantes) est
note´ ◦ et le produit exte´rieur ⊗.
La proprie´te´ suivante au sujet du produit de Kronecker d’un produit de matrices est utilise´e,
qui tient si les dimensions des matrices implique´es sont compatibles :
(A1 . . .An) (B1 . . .Bn) = A1B1 . . .AnBn (IV.1.19)
La vectorisation posse`de la proprie´te´ suivante, qui permet de line´ariser une forme biline´aire :
vec{ABC} =
(>CA) vec{B} (IV.1.20)
La vectorisation d’un tenseur de rang 1 A pouvant eˆtre de´finit comme le produit exte´rieur de
vecteurs ai respecte l’e´galite´ suivante :
vec{A} = vec{a1⊗ . . .⊗ aD} = a1 . . . aD (IV.1.21)
La convolution de deux tenseurs X et Y de rang 1 est se´parable ; elle peut donc se mettre sous
la forme :
X *Y = (x1⊗ . . .⊗xD)* (y1⊗ . . .⊗yD) =
(
x1 *y1
)
⊗ . . .⊗
(
xD*yD
)
(IV.1.22)
Matrices particulie`res Les matrices rectangulaires de taille (K × M) remplies de ze´ros et
de uns sont respectivement note´es OK×M et 1K×M. De fac¸on analogue, on note les vecteurs
0N = ON×1 et 1N = 1N×1.
Trois structures particulie`res de matrices rectangulaires sont mentionne´es dans les de´velop-
pements :
— Matrices de Toeplitz TK×Mt ∈ CK×M a` diagonales constantes ge´ne´re´es par le vecteur
t ∈ CK+M−1 :
TK×Mt1, ... ,tK+M−1 =

t1 tK+1 · · · · · · · · · · · · tM+K−1
t2
. . . . . .
...
...
. . . . . . . . .
...
tK · · · t2 t1 tK+1 · · · tM−K+1
 (IV.1.23)
— Matrices de Hankel HK×Mh ∈ CK×M a` antidiagonales constantes ge´ne´re´es par le vecteur
h ∈ CK+M−1 :
HK×Mh1, ... ,hK+M−1 =

h1 h2 · · · hK · · · hM
h2 . .
. . . .
...
... . .
. . . .
...
hK · · · hM · · · · · · hK+M−1
 (IV.1.24)
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— Matrices de se´lection JK×Mj ∈ NK×M ge´ne´re´es par le vecteur j ∈ CK :(
JK×Mj1,...,jK
)
nm
= [m = jn] (IV.1.25)
Par exemple, on peut exprimer respectivement les matrices identite´ IN et anti-identite´ YN telles
que :
IN = TN×N1,0N−1 = J
N×N
1K
YN = HN×N0N−1,1 ,0N−1 = J
N×N
K,K−1,...,1
(IV.1.26)
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Symbole Ensemble Expression Description
•˜ objet perturbe´
• objet non perturbe´
∆• perturbation/bruit
•e partie concernant les exponentielles
•c partie concernant les sinuso¨ıdes
• objet modifie´
D N (IV.2.2) dimension du mode`le de signal x
x RD (IV.2.2) dimensions des fonctions harmoniques
p RDp (IV.2.2) dimensions de la surface isophase
n R (IV.2.3) de´signe une observation
X (IV.2.4) grille de mesure comple`te
m ND (IV.2.4) indices d’un point sur la grille
Xm RD (IV.2.4) point sur la grille
L ND (IV.2.4) taille de la grille selon chaque dimension
bLc N (IV.2.4) nombre de points sur la grille
h RD (IV.2.4) pas de la grille selon chaque dimension
u(x,p) CC (IV.2.2) mode`le de signal complet
u(x, n) C (IV.2.3) mode`le d’une observation du signal
U(n) CL (IV.2.6) mode`le du signal observe´ sur la grille
R N (IV.2.2) ordre du signal
kr CD (IV.2.2) vecteur d’onde
K CD×R (IV.2.6) matrice contenant les vecteurs d’onde
β(n) CR (IV.2.6) amplitudes
B CR×N (IV.2.8) matrice contenant les amplitudes
φ(n) CR (IV.2.6) phases
Φ CR×N (IV.2.8) matrice contenant les phases
` ND tailles d’une grille quelconque
•(`) objet parame´tre´ par `
m(`)d Nb`c (IV.2.16) indices associe´s a` la dimension d
M(`) Nb`c×D (IV.2.15) matrice de tous les indices
u(n) CbLc (IV.2.13) vecteur des donne´es
U CbLc×N (IV.2.19) matrice des donne´es
VL± CbLc×2R (IV.2.17) matrice de Vandermonde e´tendue
θ(n) C2R (IV.2.17) vecteur des amplitudes ge´ne´ralise´es
Θ C2R×N (IV.2.19) matrice des amplitudes ge´ne´ralise´es
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Symbole Ensemble Expression Description
`
e NDe `e
tailles modifie´es
`
c NDc `c/2
J(`) Cb`c×b`c (IV.2.22) matrice de modification
V(`) Cb`c×R (IV.2.25) matrice pilote
a(n) CR (IV.2.26) vecteur des amplitudes modifie´
A CR×N (IV.2.26) matrice des amplitudes modifie´e
u(n) CbLc (IV.2.23) vecteur des donne´es modifie´
U CbLc×N (IV.2.24) matrice des donne´es modifie´e
q ZD (IV.2.29) vecteur translation
Q ZD (IV.2.34) matrice des vecteurs translation
J(`)(↑/↓)q Nb`−qc×b`c (IV.2.29) matrices de se´lection
Πq CR×R (IV.2.6) matrices polaires
piq CR (IV.2.6) vecteurs polaires
Cyy Cb`c×b`c (IV.2.36) matrice de covariance des donne´es
R′ N (IV.2.37) rang effectif de la matrice de covariance
W Cb`c×R′ (IV.2.37) SE principal ou sous-espace signal
λ CR′×R′ (IV.2.37) valeurs propres principales
W⊥ Cb`c×(b`c−R
′) (IV.2.37) SE singulier, signal ou orthogonal
λ⊥ C(b`c−R
′)×(b`c−R′) (IV.2.37) valeurs propres singulie`res
T CR×R (IV.2.37) matrice de passage
Fq CR×R (IV.2.42) matrices spectrales
ξ RQ (IV.2.43) coefficients pour la matrice spectrale combine´e
Γ CR×R (IV.2.42) matrice spectrale combine´e
Cuu CbLc×bLc (IV.2.45) estimateur de la covariance direct
M ND (IV.2.58) nombre de sous-grilles dans chaque dimension
bMc N (IV.2.58) nombre total de sous-grilles
K ND (IV.2.58) tailles d’une sous-grille
bKc N (IV.2.58) nombre de points sur une sous-grille
JSS,(`)m Nb`c×bLc (IV.2.49) matrices de lissage
U(`)(n) Cb`c×bMc (IV.2.50) matrice partielle des donne´es lisse´e
U(`)SS Cb`c×bMcN (IV.2.51) matrice comple`te des donne´es lisse´e
CSSuu CbKc×bKc (IV.2.53) estimateur de la covariance lisse´
ASS(n) CR×bMc (IV.2.52) matrice des amplitudes lisse´e
ASS CR×bMcN (IV.2.52) matrice comple`te des amplitudes lisse´e
VM CbMc×R (IV.2.52) matrice pilote modifie´e
IV.1. Introduction 183
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X δm (IV.2.60) sous-grille re´duite et de´cime´e
δ ND (IV.2.58) vecteur de´cimation
Jδ NbKc×bKcbδc (IV.2.59) matrice de de´cimation
UδSS CbKc×bMcN (IV.2.62) matrice des donne´es lisse´e, de´cime´e et modifie´e
CSS,δuu CbKc×bKc (IV.2.65) estimateur de la covariance lisse´
VKδ CbKc×R (IV.2.66) matrice pilote modifie´e
Πq,δ CR×R (IV.2.18) matrices polaires de´cime´es
piq,δ CR (IV.2.18) vecteurs polaires de´cime´s
184 Chapitre IV. ESPRIT
IV.2 Me´thode ESPRIT unifie´e
Cette premie`re section a pour but de pre´senter la me´thode ESPRIT unifie´e. Elle est organise´e
de la fac¸on suivante : tout d’abord, on de´finit le mode`le de signal dont on cherche a` estimer
les parame`tres. On donne l’expression discre´tise´e de ce mode`le qui correspond a` la re´alisation
d’une mesure de celui-ci sur une grille multidimensionnelle de points uniforme´ment espace´s.
Ensuite, on formule le proble`me d’estimation des parame`tres. Une nouvelle e´criture du mode`le
de signal discret est propose´e, permettant d’exprimer les proble`mes d’estimation des amplitudes,
phases et vecteurs d’onde de fac¸on de´couple´e. La pre´sentation poursuit avec l’e´criture matricielle
du nouveau mode`le de signal discret. Cette e´criture permet ensuite d’exprimer les proprie´te´s
d’invariance rotationnelle du mode`le de signal. Celles-ci sont enfin utilise´es dans la me´thode
ESPRIT pour estimer les vecteurs d’onde.
Les deux dernie`res sous-sections sont consacre´es a` l’e´tude de la covariance des donne´es,
utilise´e dans ESPRIT pour se´parer les diffe´rentes composantes du signal. Premie`rement, on
montre que cette covariance contient toute l’information ne´cessaire a` l’estimation des vecteurs
d’onde. Deuxie`mement, on expose les diffe´rents estimateurs de la covariance dont les proprie´te´s
permettent d’assurer une estimation correcte des parame`tres du mode`le.
IV.2.1 Mode`le de signal
Le de´veloppement d’une me´thode d’identification consiste tout d’abord a` de´finir un mode`le
de signal ; celui-ci explicite les hypothe`ses sur la de´pendance du signal en fonction des parame`tres
a` identifier. Dans le cadre des me´thodes type ESPRIT, la formulation du mode`le permet de
s’affranchir du principe d’incertitude (IV.1.1) ; cela confe`re a` ce type de me´thodes leur aspect
dit haute-re´solution.
IV.2.1.1 Prise en compte du bruit
La premie`re hypothe`se consiste a` conside´rer le signal mesurable u˜(x) comme la somme d’un
signal pur u(x) et d’un bruit additionnel ∆u(x) :
u˜(x) = u(x) + ∆u(x) (IV.2.1)
ou` x repre´sente les variables d’espace et de temps en ge´ne´ral. L’hypothe`se d’un bruit additionnel
permet de mode´liser le comportement d’un bon nombre de capteurs. On note cependant que
certains dispositifs de mesure peuvent pre´senter un bruit qui est fonction de l’amplitude du
signal ; dans ce cas, l’hypothe`se du bruit additionnel doit eˆtre rediscute´e.
Dans ce qui suit, les de´veloppements s’inte´ressent a` la mode´lisation du signal pur u(x).
L’influence du bruit ∆u(x) est donc mise de coˆte´ et sera re´introduite lors des discussions sur la
formulation du proble`me d’estimation des parame`tres.
IV.2.1.2 Mode`le continu
L’e´tape suivante consiste a` poser un mode`le de signal qui de´pend continuˆment des variables
spatio-temporelles. Le mode`le de signal formule´ ici inte`gre : (i) l’aspect multidimensionnel des
signaux, compose´s d’ondes planes (IV.1.8) ; (ii) la prise en compte de vecteurs d’onde oppose´s
deux a` deux par des fonctions sinuso¨ıdales (IV.1.9) ; (iii) la prise en compte simultane´e de
diffe´rentes composantes du signal ui mesure´es en diffe´rents points pj (IV.1.12).
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Definition IV.2.1 (Mode`le continu). On s’inte´resse au signal vectoriel u ∈ CC, de´pendant
des variables x ∈ RD et p ∈ RDp, et parame´tre´ par les R triplets (vecteur amplitude αr ∈ CC ;
vecteur d’onde kr ∈ CD ; phase φr ∈ C) :
u(x,p) =
R∑
r=1
αr(p)exp(iker · xe) cos
(
kcr · xc + φr(p)
)
(IV.2.2)
ou` on pose >v = [>ve >vc] pour un vecteur v ∈ RD quelconque. Le cosinus est de´fini au sens
complexe : ∀x ∈ C, 2cos(x) = (eix + e− ix). L’entier R de´note l’ordre du signal.
Le signal est donc postule´ harmonique selon les D = De +Dc dimensions >d = [>de
>dc] ∈
ND : exponentiel le long des dimensions de ∈ NDe et sinuso¨ıdal le long des dimensions dc ∈ NDc .
Selon les Dp dimensions restantes, u est parame´tre´ par les R champs vectoriels complexes αr(p)
et fonctions de phase φr(p), dont aucune connaissance sur la de´pendance en p est ne´cessaire a
priori. L’arrangement des dimensions est en fait sans effet sur le de´roulement de la me´thode ;
la convention d’ordre choisie ci-avant est donc prise par souci de clarte´ des de´veloppements.
Remarque IV.2.1. Le choix de certains parame`tres permet de retrouver les diffe´rentes extensions
de la me´thode ESPRIT propose´es au cours des trente dernie`res anne´es. La me´thode ESPRIT
originale [189] est retrouve´e en posant De = 1 et Dc = 0 ; la version Real-Valued ESPRIT
[132] correspond au contraire au choix De = 0 et Dc = 1 ; la version ND-ESPRIT [188, 191]
correspond quant a` elle a` De > 1 et Dc = 0.
IV.2.1.3 Observations
L’aspect vectoriel du signal u est explicite´ dans le mode`le de signal (IV.2.2) ci-dessus de
fac¸on a` montrer la possibilite´ de traiter, avec la pre´sente me´thode, les mesures d’un champ
vectoriel (ou plus ge´ne´ralement tensoriel). Par exemple, si les trois composantes du champ de
de´placement u correspondant a` la re´ponse d’une structure sont disponibles, elles peuvent eˆtre
prises en compte simultane´ment.
De fac¸on a` mettre en œvre la me´thode ESPRIT, on conside`re dans ce qui suit la mesure
de la composante ui d’un champ vectoriel u au point pj comme une observation d’un champ
scalaire u(x).
Definition IV.2.2 (Observations). On de´finit la fonction scalaire u(x, t) ∈ C qui correspond
a` la nie`me observation du champ vectoriel u (IV.2.2), n ∈ N :
u(x, n) =
R∑
r=1
βr(n)exp(iker · xe) cos(kcr · xc + φr(n)) (IV.2.3)
Le champ u de´pend alors des D + 1 variables (x, n).
IV.2.1.4 Discre´tisation
Une fois le mode`le du signal continu explicite´, il est ne´cessaire de de´finir un mode`le corres-
pondant a` la mesure de celui-ci en passant par sa discre´tisation. L’application de la me´thode
ESPRIT ne´cessite pour cela l’utilisation d’un maillage de mesures re´gulier ; la ge´ome´trie de
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celui-ci doit en effet pouvoir eˆtre divise´e en au moins deux sous-parties, images les unes des
autres par translation selon un ou plusieurs vecteurs t ∈ RD. On se limite dans le pre´sent travail
a` des maillages de mesure uniformes.
Definition IV.2.3 (Grille de mesures). Soit la grille uniforme X de dimension D, d’espace-
ment h = >[h1, . . . , hD], de taille L = >[L1, . . . , LD] et de vecteurs directeurs (e1, . . . , eD) :
Xm = x0 +
D∑
d=1
mdhdvd (IV.2.4)
md ∈ 0 . . . Ld − 1 , d ∈ 1 . . . D
Si bLc > 1, il est possible de trouver au moins deux sous-grilles images l’une de l’autre par
translation selon un vecteur t ∈ RD de´finit comme suit :
t =
D∑
d+1
hdqded (IV.2.5)
ou` q ∈ ZD et |qd| < Ld.
La grille ainsi de´finie permet d’introduire la manie`re dont de multiples invariances de celle-ci
sont prises en compte pour estimer les vecteurs d’onde kr ; le vecteur translation t ge´ne´ralise
en effet l’invariance multiple (e´quation (IV.1.11)) aux signaux multidimensionnels.
Une fois la ge´ome´trie du maillage de mesures de´finie, il est possible de formuler le mode`le
de signal discret qui prend la forme d’un tableau U , dont l’e´le´ment Um contient la mesure du
signal au point Xm.
Proposition IV.2.1 (Mode`le discret). Soit U(t) ∈ CL la discre´tisation de u(x, n) (IV.2.3) le
long de la grille X . Alors U(n) = u(X , n) suit le mode`le de signal suivant parame´tre´ par les R
amplitudes β(n), les R phases φ(n) et les R vecteurs d’onde K = [k1 . . . kR] :
U (β,φ,K)m (n) =
R∑
r=1
βr(n)exp
(
i>me diag (he) ker
)
cos
(>mc diag (hc) kcr + φr(n)) (IV.2.6)
ou` >m = [>me >mc] contient les indices du point Xm (IV.2.4) tel que U (β,φ,K)m (n) = u(Xm, n) ∈
C.
Remarque IV.2.2 (Crite`re de Nyquist ). L’expression ci dessus montre que les vecteurs d’onde
peuvent eˆtre de´termine´s a` 2pi pre`s : on a en effet, pour n ∈ Z, U (β,φ,K)(n) = U (β,φ,K+2npihd)(n).
Cette observation correspond au crite`re de Nyquist ; les vecteurs d’onde ne pourront eˆtre iden-
tifie´s sont ambigu¨ıte´ si et seulement si pour d = {1, . . . , D}, |kd,r| < pi/hd.
Le mode`le obtenu permet ainsi de poser le proble`me concernant l’identification de ses para-
me`tres. Il sera ensuite retravaille´ pour en donner une formulation matricielle, permettant enfin
de montrer les proprie´te´s d’invariance rotationnelle qui lui sont propres. Enfin, on utilisera ce
mode`le pour e´tudier les proprie´te´s des estimateurs de la covariance des mesures, utilise´e dans
la me´thode ESPRIT pour estimer le sous-espace signal.
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IV.2.2 Formulation du proble`me d’identification
Le proble`me de l’identification des parame`tres du mode`le de signal est ici aborde´. Exprime´
sur le mode`le de signal discret (IV.2.6) de´finit ci-avant, l’estimation des amplitudes β, des
phases φ et des vecteurs d’onde K doit eˆtre re´alise´e de fac¸on simultane´e. Fort de ce constat, on
propose un nouveau mode`le de signal discret qui permet de de´coupler l’estimation des phases
φ de l’estimation des autres parame`tres.
IV.2.2.1 Donne´es d’entre´e
On de´finit tout d’abord les donne´es disponibles pour l’identification du mode`le de signal.
Celles-ci correspondent en fait a` des observations du signal discret U (β,φ,K) auxquelles s’ajoute
l’effet du bruit de mesure additionnel (IV.2.1).
Definition IV.2.4 (Observations perturbe´es). Si T re´alisations de la mesure de C composantes
de u en P points (IV.2.2) sont re´alise´es, alors N = T × P × C observations U˜(n) perturbe´es
de U (β,φ,K)(n) sont disponibles pour n = 1, . . . , N telles que :
U˜(n) = U (β,φ,K)(n) + ∆U(n) (IV.2.7)
ou` ∆U(n) mode´lise l’effet du bruit de mesure additionnel.
IV.2.2.2 Proble`me complet
La perturbation des mesures par le bruit additionnel entraˆıne irre´me´diablement une incer-
titude sur les parame`tres identifiables ; ceux-ci ne peuvent donc pas eˆtre identifie´s exactement.
En conse´quence, le proble`me d’identification devient un proble`me d’optimisation ; il peut par
exemple consister a` minimiser une distance ou maximiser un coefficient de corre´lation, de´finis
a` partir des donne´es d’entre´e U˜ et du mode`le de signal U (β,φ,K). On de´finit ici le proble`me
d’estimation comme la minimisation de la norme 2 des perturbations ∆U . L’ordre du signal R
est ici suppose´ connu.
Definition IV.2.5 (Proble`me complet). Sachant les N observations U˜(n) obtenues et l’ordre
du signal R, estimer les N×R amplitudes B˜ = [β˜(1) . . . β˜(N)] et phases Φ˜ = [φ˜(1) . . . φ˜(N)]
et les D ×R composantes des vecteurs d’onde K˜ telles que :
(B˜, Φ˜, K˜) = arg min
B∈CR×N
Φ∈CR×N
K∈CD×R
N∑
n
(
U˜(n)− U (β,φ,K)(n)
)2
(IV.2.8)
Le proble`me d’estimation des parame`tres aux moindres carre´s ainsi formule´ est en fait
difficile a` re´soudre. L’apport des me´thodes de Prony en ge´ne´ral re´side donc dans la reformulation
de ce proble`me, dans le but de rendre sa re´solution moins complexe.
En particulier, on cherche dans la pre´sente me´thode a` se´parer le proble`me complet en trois
proble`mes distincts et de´couple´s : l’estimation (i) des vecteurs d’onde K ; (ii) des amplitudes
B ; (iii) des phases Φ.
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IV.2.2.3 Modification du mode`le de signal
Il est possible de modifier le´ge`rement le mode`le de signal afin de formuler une proble`me
d’identification qui s’affranchit des phases Φ. En effet, en notant u(x, n) = u(xe,xc, n), on
remarque que :
u(xe,xc, n) = u(xe,xc0 +xc, n)+u(xe,xc0−xc, n) =
R∑
r=1
ar(n)exp(iker · xe) cos(kcr · xc) (IV.2.9)
ou` ar(n) = 2βr(n)cos(kcr · xc0 + φr(n)). En conse´quence, les variations de u(x, n) en fonction de
x et n sont de´couple´es.
La proprie´te´ ci-avant est utilise´e dans l’imple´mentation Real-Valued ESPRIT [132] pour
rendre le mode`le de signal inde´pendant des phases. La me´thode alors propose´e est toutefois
limite´e aux signaux unidimensionnels, compose´s de sinuso¨ıdes exclusivement. Cette proposition
est ici ge´ne´ralise´e afin de l’adapter au mode`le de signal choisi pour ce travail (IV.2.6).
Un nouveau mode`le de signal discret est formule´ sur la base de l’e´quation ci-dessus. En
particulier, le point xc0 est choisi tel qu’il co¨ıncide avec le centre de la grille X , soit xc0 = XL/2.
On obtient alors un mode`le de signal modifie´ dans lequel les phases φ ont disparu ; de fac¸on
ge´ne´rale, les grandeurs associe´es a` ce mode`le modifie´ sont note´es (•).
Definition IV.2.6 (Mode`le de signal modifie´). Soit U (a,K)(n) ∈ CL le mode`le de signal modifie´
de´finit comme suit, quelque soient les indices m ∈ ND tels que md ∈ [[ 0, . . . , Ld−1 ]], avec Le = Le
et Lc = Lc/2 :
U (a,K)[me,mc](n) = U (β,φ,K)[me, Lc−mc−1](n) + U
(β,φ,K)
[me, Lc+mc](n)
=
R∑
r=1
ar(n)exp
(
i>me diag (he) ker
)
cos
(>mc diag (hc) kcr) (IV.2.10)
avec a(n) = 2β(n) ◦ cos
(>(L− L− 1/2)diag (h) K + φ(n)) et A = [a(1) . . . a(N)].
Le nouveau mode`le de signal obtenu est de taille infe´rieure au mode`le de signal original
(e´quation (IV.2.6)) ; son utilisation posse`de en conse´quence le double avantage de la re´duction
du nombre de donne´es a` traiter et de parame`tres a` identifier (ce mode`le e´tant inde´pendant des
phases). Le proble`me d’identification des parame`tres du signal (IV.2.8) devient en effet :
(A˜, K˜) = arg min
A∈CRN
K∈CD×R
N∑
t
(
U˜(n)− U (a,K)(n)
)2
(IV.2.11)
ou` U˜(n) est la nie`me observation du signal mesure´e (IV.2.7) et modifie´e (IV.2.10) :
U˜ [me,mc] = U˜ [me, Lc−mc−1] + U˜ [me, Lc+mc] (IV.2.12)
On note que la modification du mode`le laisse inchange´es les grandeurs (•e) associe´es aux
dimensions des exponentielles. De fac¸on e´vidente, cette ope´ration n’est donc pas ne´cessaire si
Dc = 0, car dans ce cas U (a,K)(n) = 2U (a,0,K)(n).
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IV.2.3 E´criture matricielle
Dans ce qui suit, la formulation matricielle du mode`le de signal est de´veloppe´e. Cette e´criture
ge´ne´ralise celle donne´e dans le cas de la me´thode ESPRIT originale (IV.1.3). Un certain nombre
de matrices et vecteurs sont de´finis, dans le but de formuler par la suite les relations d’invariance
rotationnelle ainsi que les estimateurs de la covariance des donne´es.
L’e´criture matricielle est tout d’abord donne´e pour le mode`le de signal non modifie´. Celle-
ci sera utilise´e, une fois les vecteurs d’onde K identifie´s, pour estimer les amplitudes B et
phases Φ. Dans le meˆme temps sont de´finis le vecteur des donne´es et la matrice des donne´es
ainsi que leur mode`le. Dans un second temps est de´veloppe´e l’e´criture matricielle du mode`le
de signal modifie´ ; celle-ci sera utilise´e pour l’identification des vecteurs d’onde par invariance
rotationnelle.
Pour la suite, on pose le vecteur d’entiers ` = [`1 . . . `D] ∈ ND de´signant des longueurs
quelconques. Il est utilise´ pour formuler les de´veloppements dans un cadre ge´ne´ral et est utilise´
comme un parame`tre ; un objet note´ •(`) est de´finit pour tout choix de `. En effet, on aura besoin
dans ce qui suit de de´finir des grilles partielles de mesure, dont la taille peut eˆtre quelconque.
IV.2.3.1 Vecteur des donne´es
Afin de formuler le mode`le de signal sous forme matricielle, il est ne´cessaire de re´duire la
dimension de celui-ci. En effet, les donne´es non bruite´es disponibles sont pour l’instant de´finies
sous la forme de N tableaux U(n) a` D dimensions pour t = {1, . . . , N} (IV.2.7). On de´finit
alors le vecteur des donne´es comme suit.
Definition IV.2.7 (Vecteur des donne´es). Soit u(n) ∈ CbLc le vecteur des donne´es associe´es
a` la nie`me observation tel que :
u(n) = vec
{
U (β,φ,K)(n)
}
(IV.2.13)
Un vecteur de donne´es est donc de´fini pour chacune des N observations du signal. L’expres-
sion du vecteur des donne´es non bruite´es u(n) est connue, et s’exprime comme suit.
Proposition IV.2.2 (Mode`le de vecteur des donne´es). A partir du mode`le de signal (IV.2.6),
on peut e´crire chaque vecteur u(n) ∈ CbLc sous la forme suivante :
u(n) =
[
exp
(
iMLe diag (he) Ke
)
◦ cos
(
MLc diag (hc) Kc + 1bLc >φ(n)
)]
β(n) (IV.2.14)
ou` Ke = [ke1 . . . keR] ∈ CDe×R et Kc = [kc1 . . . kcR] ∈ CDc×R contiennent les vecteurs d’onde.
On a pose´ les matrices d’indices MLe ∈ NbLc×De et MLc ∈ NbLc×Dc relatant les positions dans la
grille X ; soit pour des longueurs ` ∈ ND quelconques :
M(`)e =
[
m(`)1 . . . m
(`)
De
]
M(`)c =
[
m(`)De+1 . . . m
(`)
De+Dc
] (IV.2.15)
avec m(`)d ∈ Nb`c le vecteur des indices selon la dimension d :
m(`)d = 1`1  . . .1`d−1 
>[
0 . . . `d − 1
]
1`d+1  . . .1`D (IV.2.16)
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Remarque IV.2.3. L’expression de m(`)d est he´rite´e de la proprie´te´ (IV.1.21) de la vectorisation,
cette ope´ration e´tant utilise´e pour former u(n) (IV.2.13).
L’expression du vecteur des donne´es (IV.2.14) obtenue prend la forme d’un produit matrice-
vecteur du type u(n) = V˜(n)β(n), ou` la matrice V˜ ∈ CbLc×R contient les fonctions exponen-
tielles et sinuso¨ıdales et est de´pendante de l’observation n, a` cause des phases φ(n) contenues
dans les sinuso¨ıdes. Les de´veloppements qui suivent donnent une factorisation de u(n) sous une
forme se´pare´e, c’est a` dire sous la forme d’un produit entre une matrice inde´pendante de n et
un vecteur des amplitudes ge´ne´ralise´es qui contient la de´pendance en n. Ces de´veloppements
ne sont ne´cessaires que dans le cas ou` Dc 6= 0. Dans le cas contraire, le signal n’est compose´ que
de fonctions exponentielles ; la matrice V˜ est alors toujours inde´pendante de n. L’e´criture du
mode`le des donne´es se simplifie ; on utilisera donc directement le mode`le des donne´es modifie´es
explicite´ plus bas.
Proposition IV.2.3 (Factorisation du vecteur des donne´es). Le vecteur u(n) peut se factoriser
en utilisant l’identite´ 2cos(x) = exp(ix) + exp(− ix) sous la forme suivante :
u(n) = VL±θ(n) (IV.2.17)
ou`, quelque soit ` ∈ ND, la matrice de Vandermonde V(`)± ∈ Cb`c×2R s’e´crit, si Dc 6= 0 :
V(`)± =
[
V(`)e ◦V(`)+ V(`)e ◦V(`)−
]
(IV.2.18)
avec les trois matrices de Vandermonde V(`)e , V
(`)
+ et V(`)− de taille b`c ×R telles que :
V(`)e = exp
(
iM(`)e diag (he) Ke
)
V(`)(+/−) = exp
(
(+/−) iM(`)c diag (hc) Kc
)
et les 2R amplitudes ge´ne´ralise´es θ(t) ∈ C2R telles que :
>θ(n) = [>θ+(n)
>θ−(n)]
2θ(+/−)(n) = exp((+/−) iφ(n)) ◦β(n)
La factorisation ci-dessus permet notamment, une fois que les vecteurs d’onde kr ont e´te´
identifie´s, de de´terminer le vecteur des amplitudes ge´ne´ralise´es θ(n) associe´es a` la nie`me obser-
vation du signal.
IV.2.3.2 Matrice des donne´es
Les de´veloppements se sont jusque-la` concentre´s sur l’expression d’un vecteur contenant les
donne´es associe´s a` une seule observation du signal. En re´alite´, N vecteurs de donne´es sont
disponibles pour l’identification des parame`tres du signal ; on de´finit alors la matrice de signal,
qui contient la totalite´ des donne´es disponibles. Comme dans le cas du vecteur des donne´es
non bruite´es, l’expression de cette matrice est connue ; elle permet d’expliciter la me´thode
d’estimation des amplitudes et des phases caracte´risant le signal.
Definition IV.2.8 (Matrice des donne´es). Soit U ∈ Cb`c×N la matrice contenant la totalite´
des donne´es non perturbe´es, dont les expressions sont :
U =
[
u(1) . . . u(N)
]
= VL±Θ (IV.2.19)
ou` Θ = [θ(1) . . . θ(N)] ∈ C2R×N contient les amplitudes ge´ne´ralise´es.
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Une fois que les vecteurs d’onde kr ont e´te´ identifie´s, la matrice VL± peut eˆtre construite
(e´quations (IV.2.18)) ; la matrice des donne´es est alors utilise´e pour estimer les amplitudes B
et les phases Φ au sens des moindres carre´s.
Proposition IV.2.4 (Estimation des amplitudes et phases). Les amplitudes ge´ne´ralise´es Θ˜ ∈
C2R×N peuvent eˆtre estime´es a` partir de la matrice des donne´es bruite´es U˜ :
Θ˜ =
(
VL±
)†
U˜ (IV.2.20)
d’ou` on peut estimer les amplitudes B˜ = [β˜(1) . . . β˜(N)] ∈ CR×N et les phases Φ˜ =
[φ˜(1) . . . φ˜(N)] ∈ CR×N :
B˜ = 2
√
Θ˜+ ◦ Θ˜−
Φ˜ = i2 ln
(
Θ˜−/Θ˜+
) (IV.2.21)
Remarque IV.2.4. Le mode`le matriciel formule´ ci-dessus double virtuellement le nombre de
composantes contenues dans le signal en transformant les composantes sinuso¨ıdales en deux
composantes exponentielles apparie´es (ce qui correspond a` R′ = 2R et D′e = De +Dc), dont les
vecteurs d’onde sont oppose´s (soit k′r = −k′R+r). On pourrait en l’occurrence croire que cette
simplification aurait pu eˆtre faite de`s le de´part ; les deux approches sont en re´alite´ diffe´rentes :
la prise en compte explicite des composantes sinuso¨ıdales dans le mode`le de signal contraint
l’appariement des vecteurs d’onde oppose´s dans le proble`me d’identification, ce qui n’est pas le
cas du mode`le a` 2R composantes ci-dessus.
IV.2.3.3 Prise en compte du mode`le modifie´
Pour l’identification des vecteurs d’onde K par la me´thode ESPRIT, le mode`le de signal
modifie´ (IV.2.10) est exprime´ sous forme matricielle. La construction du mode`le matriciel mo-
difie´ est re´alise´e a` l’aide d’une matrice de se´lection (du type (IV.1.25)), appele´e ici matrice de
modification des donne´es.
De nouveau, certains objets sont parame´tre´s par le vecteur d’entiers ` associe´ a` la taille de
sous-grilles de mesures ; on note ` = [`e `c]. On utilise e´galement le vecteur des tailles modifie´es
` tel que `e = `e et `c = `c/2.
Definition IV.2.9 (Matrice de modification des donne´es). Soit la matrice de se´lection J(`) ∈
Nb`c×b`c de´finie pour ` ∈ ND quelconque :
J(`) = I`1  · · · I`De 
(
J(`)+ + J
(`)
−
)
(IV.2.22)
J(`)+ = J
(`De+1)
+  . . .J
(`D)
+ , J
(`d)
+ = [O`d×`d I`d ]
J(`)− = J
(`De+1)
−  . . .J
(`D)
− , J
(`d)
− = [Y`d O`d×`d ]
ou` Y est la matrice anti-identite´ ; si Dc = 0, alors J
(`) = Ib`c.
La matrice de modification des donne´es ainsi obtenue permet d’exprimer simplement le
vecteur des donne´es modifie´es u(n) en fonction du vecteur des donne´es non modifie´es u(n).
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Definition IV.2.10 (Vecteur et matrice des donne´es modifie´s). On de´finit le vecteur des don-
ne´es modifie´ u(n) ∈ CbLc tel que :
u(n) = vec
{
U (a,K)(n)
}
= JLu(n) (IV.2.23)
ainsi que la matrice des donne´es modifie´e U ∈ CbLc×N :
U =
[
u(1) . . . u(N)
]
= JLU (IV.2.24)
Comme dans le cas du vecteur des donne´es non modifie´es, l’expression du vecteur et de la
matrice des donne´es modifie´es et non bruite´es est connue. Cette expression ne´cessite la de´finition
de la matrice pilote, qui joue le meˆme roˆle que la matrice de Vandermonde VL dans la me´thode
ESPRIT originale (voir e´quation (IV.1.3)).
Definition IV.2.11 (Matrice pilote). Quelque soit ` ∈ ND, on de´finit la matrice pilote V(`) ∈
Cb`c×R de la fac¸on suivante :
V(`) =
[
exp
(
iM(`)e diag (he) Ke
)
◦ cos
(
M(`)c diag (hc) Kc
)]
(IV.2.25)
ou` les matrices d’indices M(`)e et M(`)c ont e´te´ de´finies en (IV.2.15).
Remarque IV.2.5. Le nom de matrice pilote est choisi en accord avec l’appellation commune´ment
adopte´e dans la communaute´ du traitement de signal de steering matrix. Si Dc 6= 0, la matrice
V(`) n’est pas de type Vandermonde (progression strictement ge´ome´trique entre les lignes),
contrairement a` son homologue V(`)± de´finie en (IV.2.17). Toutefois, la lettre V est conserve´e
pour garder une certaine cohe´rence dans les de´veloppements.
Proposition IV.2.5 (Mode`le de matrice des donne´es modifie´e). On peut re´e´crire le vecteur
des donne´es modifie´ u(n) ainsi que la matrice associe´e U en utilisant la matrice pilote pre´ce´-
demment de´finie :
u(n) = VLa(n) et U = VLA (IV.2.26)
ou` les expressions de a(n) ∈ CR et A ∈ CR×N ont e´te´ donne´es en (IV.2.10).
En plus d’inte´grer la contrainte de parite´ des composantes (voir remarque IV.2.4), le mode`le
matriciel modifie´ utilise le vecteur des donne´es modifie´ u(n) de taille plus petite que u(n)
(bLc 6 bLc) ; cette formulation, comme on l’a fait remarquer lors de l’e´laboration du mode`le de
signal modifie´, posse`de le double avantage de diminuer a` la fois le nombre de donne´es a` traiter
dans le proble`me inverse et le nombre de parame`tres a` identifier.
IV.2.4 Invariance Rotationnelle
On de´veloppe dans cette sous-section les proprie´te´s d’invariance rotationnelle de la matrice
pilote V(`) (IV.2.25), utilise´es dans la me´thode ESPRIT propose´e pour estimer les vecteurs
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d’onde K de fac¸on inde´pendante des amplitudes B et phases Φ (voir mode`le de signal, e´quation
(IV.2.6)).
L’ide´e est de formuler des relations entre des couples de matrices pilotes tronque´es corres-
pondant a` l’observation du signal sur des grilles de mesure partielles, sous-parties de la grille
comple`te X . Ces relations, a` la manie`re de la me´thode ESPRIT originale, doivent permettre
d’identifier les vecteurs d’onde (voir e´quation (IV.1.6)). Les deux identite´s scalaires suivantes
sont utilise´es :
cos(kcr · (xc + tc)) + cos(kcr · (xc − tc)) = 2cos(kcr · xc) cos(kcr · tc) (IV.2.27)
exp(iker · (xe + te)) = exp(iker · xe) exp(iker · te) (IV.2.28)
Ces identite´s donnent le lien qui peut exister entre diffe´rentes observations du signal re´ali-
se´es sur des sous-grilles images les une des autres par translation selon des vecteurs t (voir
de´finition IV.2.3) ; elles sont caracte´rise´es par les termes inde´pendants de la position x, soit
pit
e
r = cos(kcr · tc) et pitcr = exp(iker · te). Sous certaines hypothe`ses sur le choix des vecteurs
translation t, ces identite´s peuvent s’exprimer sur la base des matrices pilotes tronque´es ; elles
permettent alors de formuler les relations correspondant aux proprie´te´s d’invariance rotation-
nelle ge´ne´ralise´e du signal. Ces relations passent par la de´finition de la matrice polaire associe´e
a` un vecteur translation t et qui contient les termes pitr sur sa diagonale.
Les paragraphes qui suivent de´taillent cette de´marche : tout d’abord sont de´finies des ma-
trices permettant d’extraire de la matrice des donne´es U les lignes correspondant aux informa-
tions mesure´es sur des sous-parties de la grille X . A partir de ces matrices de se´lection sont
ensuite exprime´es les matrices pilotes tronque´es, sur la base desquelles les relations d’invariance
rotationnelle ge´ne´ralise´e sont enfin formule´es.
IV.2.4.1 Matrices de se´lection
On de´finit tout d’abord un couple de matrices de se´lection sur la base du vecteur translation
a` valeurs entie`res q ∈ ZD, qui rentre dans l’expression de t a` l’e´quation (IV.2.5). Ces matrices
sont donc parame´tre´es par q et un vecteur de longueurs quelconques ` ∈ ND.
Definition IV.2.12 (Matrices de se´lection). Soient J(`)↓q ∈ Nb`−qc×b`c et J(`)↑q ∈ Nb`−qc×b`c , ou`
qed = |qed| et qcd = 2|qcd|, telles que :
J(`)↓q = J
e,(`)
↓1  · · ·Je,(`)↓De 
(
Jc,+,(`)↓De+1 . . .J
c,+,(`)
↓D + J
c,−,(`)
↓De+1 . . .J
c,−,(`)
↓D
)
J(`)↑q = J
e,(`)
↑1  · · ·Je,(`)↑De  2
(
Jc,(`)↑De+1 . . .J
c,(`)
↑D
) (IV.2.29)
Je,(`)↓d =

[
O(`d−qd)×qd I`d−qd
]
qd > 0[
I`d−qd O(`d−qd)×qd
]
qd 6 0
Je,(`)↑d =

[
I`d−qd O(`d−qd)×qd
]
qd > 0[
O(`d−qd)×qd I`d−qd
]
qd 6 0
Jc,+,(`)↓d = J
(`d−qd)×`d
1,0,... J
c,−,(`)
↓d = J
(`d−qd)×`d
02|qd|,1,0,... J
c,(`)
↑d = J
(`d−qd)×`d
0|qd|,1,0,...
ou` JK×Mj est une matrice de se´lection telle que de´finie en (IV.1.25). Dans le cas ou` qd = 0, les
matrices Je,(`)↑d , J
e,(`)
↓d , J
c,+,(`)
↓d , J
c,−,(`)
↓d et J
c,(`)
↑d sont e´gales a` I
`d.
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IV.2.4.2 Matrices pilotes tronque´es
A partir des matrices de se´lection de´finies ci-dessus, on peut de´finir deux matrices des
donne´es partielles U↑q et U↓q, qui correspondraient aux donne´es (IV.2.26) prises sur des sous-
parties de la grille de mesure comple`te X :
U(↑/↓)q = JL(↑/↓)q U = VL(↑/↓)q A (IV.2.30)
ou` les matrices VL↑q et VL↓q sont des matrices pilotes tronque´es, de´finies dans ce qui suit pour
` ∈ ND quelconque.
Definition IV.2.13 (Matrices pilotes tronque´es). Soient V(`)↓q ∈ Cb`−qc×R et V(`)↑q ∈ Cb`−qc×R
les matrices pilotes tronque´es telles que :
V(`)↓q = J
(`)
↓q V(`)
V(`)↑q = J
(`)
↑q V(`)
(IV.2.31)
C’est a` partir de ces matrices pilotes tronque´es que sont formule´es les proprie´te´s d’invariance
rotationnelle ge´ne´ralise´es, de fac¸on e´quivalente a` la me´thode ESPRIT originale (voir e´quation
(IV.1.6)).
IV.2.4.3 Invariance rotationnelle ge´ne´ralise´e
Les proprie´te´s d’invariance rotationnelle ont e´te´ a` l’origine formule´es sur un mode`le de signal
compose´ d’exponentielles uniquement ; ici e´tendues au mode`le de signal mixte exponentielles-
sinuso¨ıdes, elles sont en conse´quence dites ge´ne´ralise´es.
Proposition IV.2.6 (Invariance Rotationnelle). Les deux matrices pilotes tronque´es sont lie´es
par une relation de re´currence mettant en jeu la matrice polaire Πq = diag (piq) ∈ CR×R :
V(`)↓q = V
(`)
↑q Πq (IV.2.32)
>piq = exp
(
i>qe diag (he) Ke
)
cos
(>qc diag (hc) Kc) ∈ CR
De´monstration. Voir annexe G.1.1.
Les seules inconnues dans le vecteur polaire piq sont donc les composantes des vecteurs
d’onde K. Si la matrice pilote V(`) est connue, la formulation de la relation d’invariance rota-
tionnelle pour diffe´rents vecteurs translation q peut donc permettre de remonter a` K. On note
au passage que la matrice polaire est inde´pendante des longueurs de grille ` ; cette proprie´te´ est
utilise´e plus loin pour formuler un estimateur de la covariance utilisant la technique du lissage
spatial (voir (IV.1.15)).
Remarque IV.2.6. La me´thode ND-ESPRIT standard [188, 208, 191] utilise seulement les rela-
tions d’invariance rotationnelle exprime´es a` partir de vecteurs translation appartenant a` la base
canonique, c’est a` dire q ∈ {e1, . . . , eD}. Par la pre´sente formulation, de multiples invariances
en translation de la grille X peuvent eˆtre utilise´es par le biais de vecteurs q diffe´rents. La prise
en compte d’invariances supple´mentaires semble ame´liorer substantiellement les performances
de la me´thode [216]. La relation (IV.2.32) donne´e ci-dessus ge´ne´ralise en fait les propositions des
me´thodes ESPRIT dites a` invariances multiples (MI-ESPRIT) [239] ou re´solutions multiples
(MR-ESPRIT) [122] au mode`le de signal mixte exponentielles-sinuso¨ıdes.
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+ = 2Πq×
(a) q = [1 0], de = 1, dc = 2.
+ = 2Πq×
(b) q = [0 1], de = 1, dc = 2.
+ = 2Πq×
(c) q = [−2 3], de = [1 2], dc = ∅.
+ = 2Πq×
(d) q = [1 1], de = ∅, dc = [1 2].
+ = 2Πq×
(e) q = [1 2], de = ∅, dc = [1 2].
+ = 2Πq×
(f) q = [−1 2], de = ∅, dc = [1 2].
Figure IV.1 – Invariance rotationnelle : illustration sur une grille 2D avec ` = [8 6], pour
diffe´rents vecteurs q et mode`les de signal (donne´s par les dimensions de et dc).
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La figure IV.1 donne une repre´sentation graphique de la relation d’invariance rotationnelle.
Une grille en deux dimensions X de taille ` = [8 6] est conside´re´e, pour diffe´rents mode`les de
signal u(x, n) et vecteurs translation q.
(a) u(x, n) = ∑r ar(n)exp(k1,rx1) cos(k2,rx2) avec q = [1 0]. L’invariance rotationnelle s’ex-
prime sur deux sous-grilles translate´es de q, celui-ci portant sur la dimension des expo-
nentielles uniquement.
(b) u(x, n) = ∑r ar(n)exp(k1,rx1) cos(k2,rx2) avec q = [0 1]. Cette fois-ci q porte sur la di-
mension des sinuso¨ıdes uniquement. On voit que dans ce cas (q portant sur dc seulement),
la relation d’invariance rotationnelle est syme´trique, c’est a` dire que Π−q = Πq.
(c) u(x, n) = ∑r ar(n)exp(kr · x) avec q = [−2 3]. Cet exemple montre la possibilite´ d’utiliser
un vecteur q quelconque. On verra dans la suite que l’estimation des vecteurs d’onde kr
par un proble`me line´aire impose toutefois certaines contraintes sur le choix q.
(d) u(x, n) = ∑r ar(n)cos(kr · x) avec q = [1 1]. Meˆme remarque que pre´ce´demment, mais
dans le cas d’un signal sinuso¨ıdal.
(e,f) u(x, n) = ∑r ar(n)cos(kr · x) avec q = [1 2] et q = [−1 2]. Cet exemple montre que la
syme´trie de Πq montre´e a` l’exemple (b) est valable sur le vecteur q complet, et pas ses
composantes.
La repre´sentation graphique donne´e sur la figure IV.1 permet e´galement de montrer que cer-
tains points de mesure peuvent, avec un mauvais choix des vecteurs q, ne pas entrer en compte
dans la relation d’invariance rotationnelle. Les donne´es associe´es sont dans ce cas perdues, dans
le sens qu’elles n’entrent pas de le proble`me inverse d’estimation des vecteurs d’onde.
A ce stade, deux proble`mes restent a` re´soudre : (i) la de´pendance des composantes de piq
(e´quation (IV.2.32)) est en ge´ne´ral non-line´aire par rapport aux vecteurs d’onde K, ce qui peut
rendre difficile leur estimation ; (ii) la matrice pilote est suppose´e connue, ce qui est en re´alite´
impossible puisqu’elle est construite a` partir des vecteurs d’onde (e´quation (IV.2.25)). Ces deux
proble`mes sont aborde´s dans les sections qui suivent.
IV.2.5 Estimation des vecteurs d’onde
Comme dans le cas de la me´thode ESPRIT originale (IV.1.6), la relation d’invariance ro-
tationnelle (IV.2.32) est utilise´e dans la me´thode ESPRIT unifie´e propose´e ici pour estimer la
matrice Πq a` partir de matrices pilotes tronque´es.
Definition IV.2.14 (Estimation de la matrice polaire). L’estimation de la matrice polaire Πq
au sens des moindres carre´s s’obtient de la fac¸on suivante :
Πq =
(
V(`)↑q
)†
V(`)↓q (IV.2.33)
Remarque IV.2.7. L’estimation de Πq est ici faite au sens des moindres carre´s classiques, ce
qui correspond a` la proposition originale, dite LS-ESPRIT [189] (pour Least-Squares). D’autres
me´thodes d’estimation ont pu eˆtre propose´es, ame´liorant substantiellement les performances de
la me´thode ; on peut par exemple citer l’utilisation des moindres carre´s totaux (TLS-ESPRIT)
[156] ou des moindres carre´s ge´ne´ralise´s (GLS-ESPRIT) [206].
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Il est donc possible, a` partir de (IV.2.33), d’estimer les R composantes de piq directement
relie´es aux vecteurs d’onde kr recherche´s (IV.2.32). En conse´quence, pour extraire les R × D
nombres d’onde kd,rde fac¸on unique, il est ne´cessaire d’obtenir Q > D matrices Πqn . Celles-
ci sont estime´es graˆce a` Q relations d’invariance construites a` partir de Q vecteurs qn ∈ RD
distincts n ∈ 1 . . . Q.
La non-line´arite´ des composantes piq
n
r par rapport aux nombres d’onde kd,r (IV.2.32) pose
toutefois proble`me. Il est donc ici propose´ de de´coupler les relations d’invariance rotationnelle
portant sur les dimensions des exponentielles de de celles portant sur les dimensions des sinu-
so¨ıdes dc.
Definition IV.2.15 (Matrice des vecteurs translation). Soit la matrice Q ∈ RD×Q qui contient
les Q = Qe +Qc vecteurs translations qn :
Q =
>[
q1 . . . qQe qQe+1 . . . qQe+Qc
]
=
[
Qe OQe×Dc
OQc×De Qc
]
(IV.2.34)
C’est a` dire que les vecteurs qn appartiennent soit aux dimensions des exponentielles (Qe ∈
RQe×De), soit aux dimensions des sinuso¨ıdes (Qc ∈ RQc×Dc).
Au prix d’une contrainte peu limitante sur le choix des vecteurs qn, le proble`me d’estimation
des vecteurs d’onde se simplifie et devient un simple proble`me de re´gression line´aire.
Proposition IV.2.7 (Estimation des vecteurs d’onde). Soient Π̂e = [piq1 . . . piqQe ] ∈ CR×Qe
et Π̂c = [piqQe+1 . . . piqQ ] ∈ CR×Qc. L’estimation des R vecteurs d’onde kr est formule´e ainsi :
Ke = − i diag (he)−1 Qe† ln
(>Π̂e)
Kc = diag (hc)−1 Qc†arccos
(>Π̂c) (IV.2.35)
ou` l’on rappelle que Ke = [ke1 . . . keR] et Kc = [kc1 . . . kcR].
L’estimation de K n’est unique que si le choix des vecteurs qn est tel que rg(Q) > D. Le
cas Q = ID et Dc = 0 correspond d’ailleurs a` la me´thode ND-ESPRIT standard [191].
Remarque IV.2.8 (Crite`re de Nyquist). Les fonctions ln(x) et arccos(x) e´tant de´finies a` 2pi
pre`s, l’identification des composantes des vecteurs d’onde peut eˆtre ambigue¨. On limite en
l’occurrence ici le choix des vecteurs translation tels que, ∀d ∈ [[ 1, D ]], |qdhdkd,r| < pi. Ce
proble`me a de´ja` e´te´ e´voque´ lors de la proposition de l’algorithme MR-ESPRIT [122], ou` la
contrainte pre´ce´dente est relaˆche´e au prix d’un proble`me d’estimation un peu plus complexe ;
cette re´e´criture du proble`me n’est pas reproduite ici.
Remarque IV.2.9 (Ambigu¨ıte´ sur les composantes des kcr). Puisque arccos(cos(x)) = ±x, le
signe des composantes des vecteurs d’onde selon les dimensions des sinuso¨ıdes Kc ne peut
eˆtre de´termine´ avec la me´thode d’estimation propose´e. Le mode`le de signal avec Dc > 1 est
donc, dans l’e´tat, applicable seulement si la distribution des vecteurs d’onde est syme´trique par
rapport au repe`re de la grille (par exemple, si on cherche a` identifier les parame`tres d’ondes
planes se propageant dans une plaque orthotrope). Ce proble`me n’est toutefois pas limitant
pour les applications propose´es dans les chapitres qui suivent.
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Comme on l’a e´voque´ plus haut, la matrice pilote V(`) a e´te´ jusqu’ici suppose´e connue, ce
qui ne correspond pas a` un cas pratique. On a e´voque´ en introduction la possibilite´ d’utiliser
la covariance des donne´es pour estimer le sous-espace image de V(`) (e´quation (IV.1.4)). La
section qui suit s’inte´resse donc aux proprie´te´s de cette matrice de covariance, dans le cadre du
mode`le de signal formule´ ici.
IV.2.6 Covariance des donne´es
L’estimation des matrices Πq dans (IV.2.33) suppose la connaissance de la matrice pilote
V(`) (IV.2.25). Cependant, celle-ci est inconnue puisque donne´e par les vecteurs d’onde K que
l’on cherche a` de´terminer. La me´thode ESPRIT contourne le proble`me en se servant du second
moment des donne´es U˜(n) pour estimer le sous-espace image de VL.
Le second moment des donne´es est repre´sente´ sous la forme d’une matrice de covariance
dont on se propose d’e´tudier les proprie´te´s dans cette section.
Definition IV.2.16 (Matrice de Covariance). Soit Cyy ∈ C`×` la matrice de covariance des
variables y ∈ C` telle que :
Cyy = covar(y) = E
{
y(n)Hy(n)
}
(IV.2.36)
ou` n de´note les diffe´rentes observations de y.
Les paragraphes qui suivent sont divise´s en deux parties. Tout d’abord, on e´tudie les proprie´-
te´s du sous-espace signal, associe´ aux R vecteurs propres dominants de la matrice de covariance.
Ensuite, on pre´sente la me´thode qui permet d’identifier les vecteurs d’onde parame´trant le si-
gnal, qui passe par l’estimation de matrices spectrales a` partir de ce sous-espace.
IV.2.6.1 Sous-espace signal
On de´finit tout d’abord la de´composition en sous-espace d’une matrice de covariance associe´e
a` des donne´es quelconques y non bruite´es.
Proposition IV.2.8 (De´composition en sous-espaces). La matrice de covariance e´tant syme´-
trique hermitienne, elle accepte la de´composition aux valeurs propres suivante :
Cyy = WΛHW + W⊥Λ⊥HW⊥ (IV.2.37)
ou` W = [w1 . . . wR′ ] ∈ C`×R′ est le sous-espace principal lie´ aux valeurs principales strictement
positives λ = diag (Λ) ∈ RR′+ et W⊥ ∈ C`×(`−R′) est le sous-espace singulier lie´ aux valeurs
singulie`res nulles λ⊥ = diag (Λ⊥) = 0 ∈ R`−R′. R′ 6 ` est le rang effectif de Cyy.
Les valeurs propres λ⊥ sont ici nulles car les donne´es y sont suppose´es non bruite´es ; cela
entraˆıne e´galement le fait que le choix des vecteurs propres singuliers associe´s W⊥ est arbitraire.
Remarque IV.2.10. Ici, le rang effectif R′ correspond au nombre de sources de´corre´lle´es qui
contribuent aux variables y. En effet, la de´composition en valeurs principales de la matrice
de covariance se´pare les sources de´corre´lle´es : les vecteurs propres W sont orthogonaux. On
note que certaines versions de l’algorithme ESPRIT (Higher-Order ESPRIT [54]) utilisent le
moment statistique d’ordre 4 (type kurtosis), dont la de´composition en valeurs principales
se´pare les sources inde´pendantes.
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Le succe`s des me´thodes inverses base´es sur la de´composition en sous-espaces est en grande
partie due a` la faible perturbation du sous-espace W par un bruit additionnel gaussien.
Proprie´te´ IV.2.1 (Re´sistance au bruit blanc). Soit la matrice de covariance C˜yy construite a`
partir des variables bruite´es y˜ = y + ∆y. Si le processus ∆y(n) est gaussien centre´ uniforme
de variance σ2, alors C˜yy = Cyy + σ2I et on remarque que :
Hwr (Cyy − λr I) wr = Hwr
(
C˜yy − (λr + σ2)I
)
wr = 0 (IV.2.38)
d’ou` les R′ vecteurs propres principaux de Cyy et de C˜yy co¨ıncident et λ˜ = λ+ σ2.
Le sous-espace principal W est donc peu sensible a` un bruit gaussien additif ; associe´ aux R′
plus grandes valeurs propres λ, il est commune´ment appele´ sous-espace signal. Par opposition,
W⊥ est appele´ sous-espace bruit, meˆme si certains auteurs pre´fe`rent conserver l’appellation
de sous-espace orthogonal, car la proprie´te´ de re´sistance au bruit reste limite´e au cas d’une
perturbation ∆y(n) gaussienne centre´e uniforme.
Jusqu’ici, les variables y ont e´te´ suppose´es quelconques. On s’inte´resse maintenant a` la
matrice de covariance des donne´es u(n) disponibles pour l’identification des parame`tres du
mode`le de signal. Ces donne´es sont en l’occurrence re´gie par le mode`le de signal (IV.2.26) ; la
forme de la matrice de covariance associe´e est donc connue.
Proposition IV.2.9 (Mode`le de covariance). La matrice de covariance des donne´es non brui-
te´es Cuu = E
{
u(n)Hu(n)
}
∈ CbLc×bLc (IV.2.17) s’exprime sous la forme suivante :
Cuu = VLE
{
a(n)Ha(n)
}
HVL (IV.2.39)
La matrice Cuu est donc engendre´e par la matrice pilote VL, ce qui entraˆıne la proprie´te´
suivante.
Proprie´te´ IV.2.2 (Matrice de transfert). Si R′ = R, la matrice W des vecteurs principaux de
Cuu (IV.2.37) est une base orthonorme´e de l’espace image de la matrice pilote VL, autrement
dit span(W) = span
(
VL
)
. Il existe donc une relation de transfert entre ces deux matrices, soit
T ∈ CR×R :
WT = VL (IV.2.40)
La proprie´te´ ci-dessus est fondamentale pour l’application de la me´thode ESPRIT. Elle n’est
bien suˆr exacte seulement sur les donne´es non bruite´es ; dans le cas du sous-espace signal W˜
estime´ a` partir de la covariance des donne´es bruite´es u˜(n), elle constitue seulement une ap-
proximation. Toutefois, la faible sensibilite´ du sous-espace signal au bruit permet de conside´rer
que cette approximation est raisonnable.
IV.2.6.2 Matrices spectrales e´le´mentaires
La proprie´te´ (IV.2.40) est utilise´e dans ESPRIT pour estimer les vecteurs d’onde a` partir
de Q relations d’invariance rotationnelle (IV.2.33). En effet, on a l’expression :
Πq = diag (piq) =
(
VL↑q
)†
VL↓q = T−1
(
JL↑q W
)† (
JL↓q W
)
T (IV.2.41)
dans laquelle on reconnaˆıt une de´composition en valeurs propres. On de´finit alors les matrices
spectrales comme suit.
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Proposition IV.2.10 (Matrices spectrales). Soit Q matrices spectrales Fq telles que :
Fq =
(
JL↑q W
)† (
JL↓q W
)
= TΠq T−1 (IV.2.42)
ou` les valeurs propres de Fq ∈ CR×R donne´es par piq = diag (Πq) contiennent une projection
des vecteurs d’onde a` identifier (IV.2.6).
Il est donc possible d’estimer les matrices polaires Πq a` partir du sous-espace signal W.
Toutefois, l’utilisation directe de la relation (IV.2.42) pose deux proble`mes :
— L’ordre des valeurs propres piq de Fq est arbitraire. Puisque l’estimation finale des vecteurs
d’onde implique plusieurs vecteurs piq (IV.2.35), ceux-ci doivent eˆtre re´ordonne´s. Des
strate´gies base´es sur l’observation des vecteurs propres T ont e´te´ propose´es [97] mais
peuvent mener a` de faux re´sultats.
— Les vecteurs d’onde sont distincts, mais pas force´ment leurs composantes (∀i 6= j, ki−kj 6=
0) n’e´quivaut pas a` kd,i − kd,j 6= 0). Par conse´quent, les valeurs propres de Fq peuvent
eˆtre de multiplicite´ supe´rieure a` un, ce qui pose le proble`me de l’unicite´ de T.
Conse´quence de la possible multiplicite´ des composantes des vecteurs d’onde, les techniques
classiques de diagonalisation jointe ne peuvent s’appliquer dans le cas ge´ne´ral pour de´terminer
le vecteurs propres communs T. Il est donc ne´cessaire de recourir a` des techniques diffe´rentes.
IV.2.6.3 Matrice spectrale combine´e
La solution applique´e ici pour pallier au proble`me de multiplicite´ des composantes des
vecteurs d’onde suit celle propose´e dans [188]. Elle passe par la de´composition en valeurs propres
d’une combinaison des Q matrices spectrales Fq.
Proposition IV.2.11 (Matrice spectrale combine´e). Soit Γ ∈ CR×R une combinaison line´aire
des Q matrices spectrales Fq et les coefficients distincts et non nuls ξ ∈ RQ. Alors on a :
Γ =
Q∑
n
ξnFqn = T
 Q∑
n
ξnΠqn
 T−1 = Tdiag (γ) T−1 (IV.2.43)
Ainsi, la matrice T peut eˆtre estime´e par le biais de la de´composition en valeurs propres de
Γ, dont l’unicite´ est de´montre´e dans ce qui suit.
Proposition IV.2.12 (Unicite´ de T). La de´composition en valeurs propres de Γ est unique
( modulo l’agencement des vecteurs propres) si ∀i 6= j, on a γi 6= γj, avec :
γr =
Q∑
n
ξnpi
qn
r (IV.2.44)
De plus, un choix ale´atoire des ξ satisfait cette condition presque suˆrement.
De´monstration. On peut interpre´ter γr comme la projection de ξ sur χr =
>[piq1r . . . pi
qQ
r ]. D’ou`
γi − γj = >ξ
(
χi − χj
)
= 0 implique soit ki = kj, ce qui est impossible, soit l’orthogonalite´ de
ξ par rapport a` χi − χj, ce qui est tre`s peu probable.
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En conse´quence, la de´composition en valeurs propres de Γ est quasiment assure´e et permet
de de´terminer la matrice de passage T de fac¸on unique. On peut alors finalement estimer les
matrices polaires Πq = T−1Fq T (par inversion de (IV.2.42)) puis proce´der a` l’extraction des
vecteurs d’onde (IV.2.35).
Cette de´marche permet de re´gler les deux proble`mes souleve´s pre´ce´demment : (1) La matrice
T n’est de´termine´e qu’une seule fois, ce qui fait disparaˆıtre le proble`me d’appariement des
valeurs propres des diffe´rentes matrices spectrales ; (2) les valeurs propres γ de Γ sont toutes
distinctes, meˆme si certains vecteurs d’onde kr ont des composantes en commun.
L’estimation des vecteurs d’onde est donc formule´e dans l’algorithme ESPRIT sur le sous-
espace signal W calcule´ a` partir de la covariance Cuu des donne´es u(t). Cependant, la covariance
des donne´es n’est pas disponible en pratique ; il est donc ne´cessaire de l’estimer a` partir des
donne´es disponibles.
IV.2.7 Estimateurs de la covariance
Dans cette section sont de´finis trois estimateurs de la covariance des donne´es, adapte´s a`
l’estimation des vecteurs d’onde par la me´thode ESPRIT propose´e. Tout d’abord, l’estimation
directe de la covariance a` partir de la matrice des donne´es (IV.2.24) est e´tudie´e. Il est montre´
que cet estimateur de´ge´ne`re sous certaines conditions. La technique dite de lissage spatial est
alors introduite ; elle permet de re´tablir le rang de la covariance estime´e, voire d’estimer la
covariance a` partir d’une observation unique du signal (N = 1). Enfin, un nouvel estimateur
de´cime´ est propose´, qui permet de re´duire la taille de la matrice de covariance, afin de re´duire
la complexite´ de sa de´composition en valeurs principales (IV.2.37).
A chaque fois, les estimateurs propose´es sont exprime´s sur les donne´es non bruite´es U
(IV.2.26). Les mode`les associe´s ne sont donc exacts que lorsque le signal n’est pas perturbe´ ;
dans le cas contraire, ils constituent une approximation, justifie´e par la faible sensibilite´ de
l’espace signal a` un bruit gaussien uniforme additionnel.
IV.2.7.1 Estimation directe sur les re´alisations
La premie`re proposition consiste a` estimer la covariance directement sur les donne´es brutes
U (IV.2.26). L’espe´rance des variables u(n) dans l’expression de la matrice de covariance
(IV.2.36) est donc estime´e au sens de la moyenne sur les N observations {u(1), . . . ,u(N)}
obtenues a` partir de la mesure des diffe´rentes composantes du champ vectoriel u(x,p) en dif-
fe´rents points p (IV.2.2).
Definition IV.2.17 (Estimateur direct). On de´finit l’estimateur Cuu ∈ CbLc×bLc de la fac¸on
suivante :
Cuu =
1
N
UHU (IV.2.45)
qui, lorsque le nombre d’observations N →∞, est un estimateur non biaise´ de (IV.2.39).
En injectant le mode`le de signal (IV.2.26) dans (IV.2.45), il vient :
Cuu =
1
N
VLAHAHVL (IV.2.46)
Ce qui nous donne une indication sur le rang R′ de Cuu et donc de l’espace signal :
R′ = rg(Cuu) = rg(W) 6 min
(
rg
(
VL
)
, rg(A)
)
(IV.2.47)
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Si les R vecteurs d’onde kr sont distincts deux a` deux (∀j 6= i, ki − kj 6= 0) et bLc > R, alors
la matrice de Vandermonde VL est de rang R. Deux cas de figure se pre´sentent alors :
— rg(A) > R : alors il est possible d’obtenir un espace signal W d’ordre R et d’estimer les
R vecteurs d’onde kr.
— rg(A) < R : alors il est impossible de se´parer les R composantes du signal et d’en identifier
les parame`tres.
La deuxie`me situation est fre´quemment rencontre´e pour au moins deux raisons :
— Un nombre re´duit d’observations N < R est disponible : peu de composantes du signal
sont mesurables et/ou en peu de points p. Or rg(A) 6 min(R,N) d’ou` rg(A) < R.
— Les amplitudes a(n) sont corre´le´es : les coefficients ‖>a(n)a(m)‖/‖a(n)‖‖a(m)‖ tendent
vers 1. Dans ce cas A de´ge´ne`re et son rang diminue en conse´quence.
Si rg(A) < R, alors l’estimateur direct (IV.2.45) ne permet pas d’identifier correctement
les parame`tres du signal. Pour pallier a` ce proble`me, la technique de lissage spatial peut eˆtre
utilise´e.
IV.2.7.2 Lissage spatial
Le lissage spatial ou spatial smoothing [201] est une technique qui permet de re´tablir le rang
de la matrice de covariance des donne´es en pre´sence de peu d’observations N du signal ou de
sources fortement corre´le´es.
Cette technique utilise le fait que les relations d’invariance rotationnelle (IV.2.32) sont inde´-
pendantes de la taille ` de la grille de mesure utilise´e. Le lissage spatial consiste donc a` exprimer
ces relations d’invariance rotationnelle sur des grilles de mesure re´duites, de taille K 6 L. A
partir de la grille compe`te X de taille L, bMc grilles partielles chevauchantes de taille K peuvent
eˆtre de´finies, avec :
L = M + K− 1 (IV.2.48)
Les donne´es extraites de chaque grille sont alors prises conside´re´es comme des observations
inde´pendantes du signal, et utilise´es pour estimer la matrice de covariance.
Remarque IV.2.11. On veillera a` ne pas confondre le nombre Md de sous grilles prises dans
chaque dimension d, M = [M1 . . . MD], avec les matrices des indices M(`)e et M(`)c de´finies a`
l’e´quation (IV.2.15). De meˆme, on veillera a` ne pas confondre la taille Kd des sous grilles selon
chaque dimension d, K = [K1 . . . KD] avec la matrice K = [Ke Kc] contenant les vecteurs
d’onde a` identifier.
Matrice des donne´es lisse´e On de´finit tout d’abord les matrices de se´lection permettant
d’extraire de la matrice des donne´es U les lignes correspondant aux points appartenant aux dif-
fe´rentes grilles re´duites. Celles-ci sont parame´tre´es par les tailles quelconques `, qui permettront
plus loin de les utiliser avec la technique de de´cimation.
Definition IV.2.18 (Matrices de lissage). Soient les bMc = M1×. . .×MD matrices de se´lection
JSS,(`)m ∈ Nb`c×bLc, md ∈ 0 . . .Md − 1 de´finies comme suit :
JSS,(`)m = J1SS  . . .JDSS (IV.2.49)
JdSS =
[
O`d×md I`d O`d×(Ld−`d−md)
]
∈ N`d×Ld
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Ces matrices de lissage permettent de de´finir l’ope´rateur de lissage, qui transforme le vecteur
des donne´es u(n) (IV.2.13) en une matrice contenant les e´le´ments les vecteurs de donne´es pris
sur toutes les grilles re´duites.
Definition IV.2.19 (Matrice des donne´es lisse´e). Soit U(`)(n) ∈ Cb`c×bMc la matrice partielle
des donne´es, contenant le vecteur des donne´es non modifie´ u(n) pris sur les bMc grilles re´duites,
telle que :
U(`)(t) =
[
JSS,(`)[0,0,...,0,0]u(n) . . . J
SS,(`)
[0,0,...,0,MD−1]u(n) J
SS,(`)
[0,0,...,1,0]u(n) . . . J
SS,(`)
[M1−1,...,MD−1]u(n)
]
(IV.2.50)
d’ou` la matrice comple`te des donne´es lisse´e U(`)SS ∈ Cb`c×(bMcN), construite a` partir de l’assem-
blage des N matrices partielles, est telle que :
U(`)SS =
[
U(`)(1) . . . U(`)(N)
]
(IV.2.51)
Pour exprimer le mode`le correspondant, on se replace dans le cas ou` ` = K. On peut alors
construire la matrice des donne´es lisse´e et modifie´e USS = J
KUKSS ∈ CbKc×bMcN avec J(`) telle
que de´finie en (IV.2.24). L’expression de cette matrice peut alors eˆtre de´rive´e a` partir du mode`le
du vecteur des donne´es u(n) (IV.2.14).
Proposition IV.2.13 (Mode`le de signal lisse´). La matrice des donne´es lisse´e USS peut s’ex-
primer comme suit :
USS = VKASS (IV.2.52)
ASS =
[
ASS(1) . . . ASS(N)
]
∈ CR×bMcN
ASS(n) = diag (β(n))
>
VM(t) ∈ CR×bMc
ou` la matrice pilote modifie´e VM(t) ∈ CbMc×R est construite de la fac¸on suivante :
VM(n) = 2
[
exp
(
iMMe diag (he) Ke
)
◦ cos
((
1bMc>K
c
+ MMc
)
diag (hc) Kc + 1bMc >φ(n)
)]
De´monstration. Voir annexe G.1.2.
La matrice des donne´es lisse´e et modifie´e est donc ge´ne´re´e par une matrice de Vandermonde
compose´e de bKc 6 bLc lignes, qui posse`de en conse´quence toutes les proprie´te´s d’invariance
(IV.2.32) utiles pour l’estimation des vecteurs d’onde (IV.2.35).
Estimateur de covariance lisse´ L’utilisation des bMc grilles re´duites permet d’augmenter
virtuellement le nombre d’observations du signal disponibles (N ′ = N bMc). Il devient donc
possible de formuler un estimateur de la covariance des donne´es a` partir de ces N ′ observations.
Definition IV.2.20 (Estimateur lisse´). On de´finit l’estimateur lisse´ de la covariance CSSu¯u¯ ∈
CbKc×bKc comme suit :
CSSu¯u¯ =
1
bMcN USS
HUSS (IV.2.53)
ou` l’on rappelle que L = K + L− 1.
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La formulation de l’estimateur lisse´ est ge´ne´rale ; elle englobe notamment l’estimateur direct
(IV.2.45), qui est retrouve´ en posant M = 1, d’ou` K = L.
A partir du mode`le de la matrice des donne´es lisse´ (IV.2.52), il est possible de donner
l’expression de l’estimateur lisse´ applique´ aux donne´es non perturbe´es.
Proposition IV.2.14 (Mode`le de covariance lisse´e). L’estimateur CSSu¯u¯ s’exprime comme suit :
CSSu¯u¯ =
1
bMcN V
K
(
N∑
t
ASS(n)
H
ASS(t)
)
HVK (IV.2.54)
De nouveau, si R′ = R, l’expression ci-dessus montre que les vecteurs propres principaux
W (IV.2.37) de la matrice de covariance lisse´e et la matrice pilote VK de´crivent le meˆme sous-
espace. De fac¸on e´quivalente a` (IV.2.40), la proprie´te´ WT = VK, essentielle pour l’identification
des vecteurs d’onde, est ve´rifie´e.
Remarque IV.2.12. Puisque bKc 6 bLc, l’estimation des matrices spectrales Fq (IV.2.42) est
faite sur un nombre plus restreint d’e´quations, ce qui peut avoir des effets sur la performance
de l’algorithme. L’effet du lissage sur la performance de ESPRIT est e´tudie´e a` la section IV.3.
Proposition IV.2.15 (Rang de l’estimateur adouci). Si les R vecteurs d’onde kr sont distincts
deux a` deux, alors le rang R′ de CSSu¯u¯ est donne´ par l’ine´galite´ suivante :
R′ 6 min
(
R, bKc, NbMc
)
(IV.2.55)
De´monstration. L’estimateur adouci (IV.2.53) est le re´sultat du produit de la somme des ma-
trices ASS(t) et de la matrice pilote VK, soit rg
(
CSSuu
)
6 min
(
rg
(∑
t A
SS(n)
H
ASS(n)
)
, rg
(
VK
))
.
Si les vecteurs d’onde sont tous distincts, VK est de rang RV 6 min(R, bKc). La matrice ASS(n),
quant a` elle, est de´finie par le produit de la matrice diagonale diag
(
β(n)
)
et de la matrice pi-
lote modifie´e VM. Une matrice diagonale a` valeurs non nulles est toujours de rang plein, d’ou`
rg
(
ASS(n)
)
6 min(R, bMc). Finalement, on retrouve (IV.2.55) en utilisant le fait que le rang
d’une somme est infe´rieur ou e´gal a` la somme des rangs.
La conse´quence du re´sultat ci-dessus est le re´tablissement de l’ordre de l’estimateur de
la covariance, dans des situations ou l’estimateur direct (IV.2.45) est de´ge´ne´re´ (i.e N < R ou
rg(A) < R). La technique de lissage spatial permet donc d’appliquer la me´thode ESPRIT meˆme
lorsqu’une seule observation du signal U˜(n) est disponible. Cette caracte´ristique est primordiale
pour certaines des applications vise´es dans ce travail, pour lesquelles une seule composante du
champ vectoriel peut eˆtre mesure´e, a` un seul point p (c’est le cas de l’analyse en vecteurs d’onde
propose´e au chapitre VII).
Structure de Hankel par blocs Une particularite´ importante de la matrice des donne´es non
modifie´es lisse´e U(`)SS(n) (IV.2.50) re´side dans sa structure de Hankel par blocs [191]. La prise
en compte de cette structure particulie`re permet d’utiliser les proprie´te´s qui y sont associe´es.
Par exemple, le produit de deux matrices de Hankel construites a` partir du meˆme signal est
e´quivalent au calcul du produit d’auto-corre´lation de ce signal ; ou encore, un produit matrice
de Hankel-vecteur n’est rien d’autre qu’un produit de convolution re´alise´ entre deux vecteurs.
Ces proprie´te´s permettent de simplifier certaines expressions ; elles sont applique´es a` la section
IV.3, dans laquelle les performances de la me´thode ESPRIT sont e´tudie´es. Elles sont e´galement
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inte´ressantes du point de vue de l’imple´mentation, car un produit de convolution repre´sente
un nombre re´duit d’ope´rations par rapport a` un produit matrice-vecteur, d’autant plus s’il est
re´alise´ dans l’espace de Fourier.
Pour ces raisons, la structure de Hankel par blocs de la matrice des donne´es lisse´e est
explicite´e ici.
Definition IV.2.21 (Matrice de Hankel par blocs). A partir du tableau U(n) contenant les
donne´es de la nie`me observation du signal (IV.2.6), il est possible de de´finir une matrice de
Hankel par blocs de fac¸on re´cursive ; soient les (`1 × . . .× `D−1 × (L1 − `1 + 1)× . . .× (LD−1 −
`D−1 + 1)) matrices de Hankel H(`)(m1,...,mD−1)(n) associe´es a` la D
ie`me dimension de U(n) telles
que :
H(`)(m1,...,mD−1)(n) = H
`D×(LD−`D+1)
v(m1,...,mD−1)(n)
v(m1,...,mD−1)(n) = [U[m1,...,mD−1,0](n) . . . U[m1,...,mD−1,LD−1](n)]
ou on a de´finit la matrice de Hankel HM×Nh en (IV.1.24). Alors, par re´cursion, on construit
les (`1 × . . .× `d−1 × (L1 − `1 + 1)× . . .× (Ld−1 − `d−1 + 1)) matrices H(`)m1,...,md−1 a` partir des
matrices de Hankel associe´es a` la dimension d de U(n) :
H(`)m1,...,md−1(n) =

H(`)m1,...,md−1,0(n) · · · H(`)m1,...,md−1,Ld−`d(n)
... . .
. ...
H(`)m1,...,md−1,`d−1(n) · · · H
(`)
m1,...,md−1,Ld−1(n)
 (IV.2.56)
pour obtenir finalement la matrice de Hankel par blocs H(`)(n) ∈ Cb`c×bL−`+1c
Proprie´te´ IV.2.3 ([191]). La matrice de hankel par blocs H(n) de´finie en (IV.2.56) est e´gale
a` la matrice U(`)(n) (IV.2.50). De meˆme, on a l’e´galite´ suivante :
H(`)T = [H(`)(1) . . .H(`)(N)] = U
(`)
SS (IV.2.57)
ou` la matrice comple`te des donne´es lisse´e USS a e´te´ de´finie en (IV.2.51).
La structure de Hankel par blocs de la matrice des donne´es lisse´e est utilise´e dans les
sections suivantes, pour le calcul des variances des estimations (expression (IV.3.16)) ; elle peut
e´galement mise a` profit afin de diminuer le couˆt de calcul associe´ a` l’estimation de la matrice
de covariance [11].
La technique de lissage spatial permet donc d’identifier les parame`tres du signal meˆme
lorsque peu d’observations du signal sont disponibles ou lorsque les donne´es issues de ces obser-
vations sont tre`s corre´le´es les unes aux autres. Cependant, elle entraˆıne irre´me´diablement une
augmentation de la taille de la matrice des donne´es, due au fait que les grilles re´duites consi-
de´re´es comme des observations inde´pendantes se chevauchent ; les donne´es associe´es aux points
de chevauchement sont donc re´plique´es (d’ou` la structure de Hankel par blocs de la matrice
des donne´es lisse´e). Le couˆt de calcul ne´cessaire pour l’application de la me´thode ESPRIT peut
donc rapidement augmenter avec la quantite´ de donne´es disponibles, un cas de figure souvent
rencontre´ dan les mesures auxquelles ce travail s’inte´resse (fre´quence d’e´chantillonnage e´leve´e,
re´solution spatiale fine, etc.). Pour pallier a` cette augmentation du couˆt de calcul, une technique
de de´cimation est propose´e dans ce qui suit.
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IV.2.7.3 De´cimation
La recherche de l’espace signal W a` partir de la matrice de covariance estime´e (IV.2.37) est
une ope´ration qui peut devenir tre`s couˆteuse lorsque la taille celle-ci augmente. Tout d’abord,
le calcul de CSSu¯u¯ (IV.2.53) implique O(bKc2bMcN) multiplications. Ensuite, sa de´composition
en valeurs propres implique O(bKc3) multiplications. Le choix de K est donc critique en ce qui
concerne le couˆt de calcul de l’algorithme. En outre, il est montre´ dans la section suivante que,
dans un cas simple, le choix optimal de la taille des grilles re´duites est tel que K ∈ [L/3;L/2]
(voir section IV.3, figure IV.3). Le couˆt de calcul tend alors a` augmenter avec le cube du
nombre de points de mesure bLc. Puisque les applications envisage´es peuvent impliquer des
grilles de grande taille, il peut eˆtre ne´cessaire de mettre en œvre une strate´gie de de´cimation
de l’estimateur de covariance lisse´ (IV.2.53), permettant de re´duire le rapport bKc/bLc et ainsi
d’acce´le´rer l’identification des vecteurs d’onde par la me´thode ESPRIT.
Diffe´rentes strate´gies de de´cimation du signal ont pu eˆtre envisage´es dans de pre´ce´dentes
applications de l’algorithme ESPRIT. Il est par exemple propose´ dans [11, 70] de re´aliser un
pre´-filtrage (passe-bas) du signal, suivi d’une se´lection partielle des donne´es. Cette technique,
peu couˆteuse, pose cependant quelques proble`mes : (1) sur des signaux courts, les effets de
bords duˆs au pre´-filtrage peuvent entraˆıner un biais sur l’estimation des vecteurs d’onde ; (2) le
choix du filtre (ordre, fre´quence de coupure) est critique ; (3) seulement une partie des donne´es
est utilise´e in fine.
La de´marche de de´cimation propose´e ici est une ge´ne´ralisation de la proposition faite dans
[83] pour le cas d’un signal unidimensionnel. L’e´tape de pre´-filtrage n’est pas ne´cessaire si le
crite`re de Nyquist est respecte´ et la totalite´ du signal est utilise´e.
De´cimation des grilles L’ide´e principale consiste a` de´cimer les grilles re´duites utilise´es dans
la technique de lissage spatial afin de limiter le chevauchement de celles-ci et la duplication des
donne´es associe´es. De nouvelles grilles de´cime´es et re´duites sont de´finies a` partir du vecteur
de´cimation δ ∈ ND. Au total, bMc grilles de taille K sont de´finies a` partir de la grille comple`te
X de taille L (voir e´quation (IV.2.4)). Ces diffe´rentes tailles sont relie´es par la relation :
L = M + (K− 1) ◦ δ (IV.2.58)
celle-ci e´tant e´quivalente a` la relation (IV.2.48) pour δ = 1. Les grilles re´duites et de´cime´es
peuvent eˆtre construites a` partir de matrices de se´lection, dont le roˆle est d’extraire de la matrice
des donne´es non modifie´e U les lignes correspondant a` ces grilles particulie`res. Ces matrices
sont le produit des matrices de se´lection JSS,(`)m utilise´es pour le lissage spatial (en posant ` = K)
avec une matrice dite de de´cimation.
Definition IV.2.22 (Matrice de de´cimation). Soit δ ∈ ND le vecteur de´cimation tel que δd > 1.
On de´finit la matrice Jδ ∈ NbKc×bδcbKc telle que :
Jδ = Jδ1  . . .JδD (IV.2.59)
(
Jδd
)
ij
= [i× δd = j]
A partir de la matrice de de´cimation ainsi pose´e peuvent eˆtre de´finies les grilles de´cime´es.
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Definition IV.2.23 (Grilles de´cime´es). On de´finit bMc = M1× . . .×MD grilles chevauchantes
et de´cime´es X δm, md ∈ 0 . . .Md − 1 telles que :
vec
{
X δm
}
= JδJSS,Km vec{X} (IV.2.60)
Remarque IV.2.13 (Crite`re de Nyquist). Dans la pre´sente formulation de la me´thode, le signal
est virtuellement mesure´ sur une grille X δ de´cime´e de δ par rapport a` la grille originale X .
En conse´quence, le pas de cette grille est e´gal a` h ◦ δ. Le crite`re de Nyquist impose donc une
borne sur les composantes de vecteurs d’onde identifiables sans ambigu¨ıte´ qui est infe´rieure au
cas de´cime´ ; dans le cas de´cime´, ce crite`re devient :
∀d ∈ [[ 1, D ]] , |hdδdkd,r| < pi (IV.2.61)
Des exemples de ces grilles sont donne´s sur la figure IV.2, pour diffe´rentes positions a` l’origine
m et vecteurs de´cimation δ. Cette figure est commente´e plus bas.
Matrice des donne´es de´cime´e A partir des grilles de´finies ci-dessus peut eˆtre construite
une nouvelle matrice des donne´es, dite de´cime´e, qui prend en compte les donne´es extraites de
chacune des grilles comme des observations inde´pendantes.
Definition IV.2.24 (Matrice des donne´es de´cime´e). On pose UδSS ∈ CbKc×bMcN telle que :
UδSS = J
KJδUK ◦ δSS (IV.2.62)
ou` U(`)SS a e´te´ de´finie en (IV.2.51).
Encore une fois, l’expression de cette matrice, construite a` partir des donne´es non bruite´es,
peut eˆtre de´termine´e a` partir du mode`le de signal matriciel modifie´ (IV.2.26).
Proposition IV.2.16 (Mode`le signal de´cime´). La matrice UδSS peut s’exprimer comme suit :
UδSS = VKδ ASS (IV.2.63)
VKδ = JδVK ◦ δ =
[
exp
(
iMKe diag (he ◦ δe) Ke
)
◦ cos
(
MKc diag (hc ◦ δc) Kc
)]
(IV.2.64)
ou` ASS est telle que de´finie en (IV.2.51).
Estimateur de covariance de´cime´ De nouveau, un estimateur de la covariance des donne´es
peut eˆtre de´finit a` partir de la matrice des donne´es de´cime´e. Celui-ci conside`re que les diffe´-
rentes observations du signal extraites le long des grilles de´cime´es sont issues de re´alisations
inde´pendantes de la mesure.
Definition IV.2.25 (Estimateur de´cime´). On de´finit l’estimateur de´cime´ de la covariance
CSS,δu¯u¯ ∈ CbKc×bKc comme suit :
CSS,δu¯u¯ =
1
bMcN U
δ
SS
H
UδSS (IV.2.65)
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A partir des expressions (IV.2.51) et (IV.2.65), on peut donner le mode`le de l’estimateur
construit a` partir des donne´es non bruite´es.
Proposition IV.2.17 (Mode`le de covariance de´cime´e). L’estimateur CSS,δu¯u¯ s’exprime sous la
forme suivante :
CSS,δu¯u¯ =
1
bMcN V
K
δ
(
N∑
n
ASS(n)
H
ASS(n)
)
HVKδ (IV.2.66)
Le rang R′ de cet estimateur satisfait la meˆme ine´galite´ que celui de l’estimateur adouci
(IV.2.55). Encore une fois, si R′ = R, l’espace principal W de cet estimateur de´crit l’espace
image de la matrice de Vandermonde de´cime´e VKδ et il existe une matrice T telle que WT = VKδ .
Toutefois, la matrice de Vandermonde de´cime´e VKδ ne respecte pas tout a` fait les meˆmes
relations d’invariance rotationnelle utiles a` l’estimation des vecteurs d’onde (IV.2.33). On de´ve-
loppe donc dans ce qui suit les nouvelles proprie´te´s d’invariance, qui ge´ne´ralisent celles e´tablies
pour le cas sans de´cimation (IV.2.32).
Invariance rotationnelle Comme dans le cas non de´cime´, les proprie´te´s d’invariance rota-
tionnelle sont exprime´es sur la base de deux matrices pilote tronque´es (IV.2.32). Celles-ci sont
construites a` partir des matrices de se´lection JK(↑/↓)q. La convention choisie pour de´finir les grilles
de´cime´es (IV.2.58) permet de garder inchange´e l’expression des matrices pilotes tronque´es avec
l’introduction de la de´cimation ; celles-ci s’expriment donc comme suit :
VKδ,(↑/↓)q = JK(↑/↓)q VKδ (IV.2.67)
Il est donc possible d’obtenir leur expression en injectant dans les relations ci-dessus l’expression
de VKδ (IV.2.64). Les relations d’invariance rotationnelle peuvent finalement eˆtre obtenues ; la
de´monstration de celles-ci est en tout point identique au cas non de´cime de´montre´ en annexe
G.1.1, en effectuant le remplacement h→ h ◦ δ.
Proposition IV.2.18 (Invariance rotationnelle avec de´cimation). Les deux matrices pilotes
de´cime´es et tronque´es VKδ,↑q ∈ CbK−qc×R et VKδ,↓q ∈ CbK−qc×R sont lie´es par une relation de
re´currence mettant en jeu une nouvelle matrice polaire Πq,δ = diag
(
piq,δ
)
∈ CR×R :
VKδ,↓q = VKδ,↑q Πq,δ (IV.2.68)
>pi
q,δ = exp
(
i>qe diag (he ◦ δe) Ker
)
◦ cos
(>qc diag (hc ◦ δc) Kcr)
Cette matrice polaire de´cime´e Πq,δ contenant les valeurs propres de la matrice spectrale associe´e
Fq (IV.2.42) :
Fq =
(
JK↑q W
)† (
JK↓q W
)
= TΠq,δT−1 (IV.2.69)
Comme dans le cas de´cime´, la matrice de passage T est estime´e a` partir de la de´composition
en valeurs propres combinaison line´aire des matrices spectrales Γ = ξnFqn = Tdiag (γ) T−1
(IV.2.43).
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Estimation des vecteurs d’onde Les R vecteurs d’onde kr sont estime´s, comme dans le
cas non de´cime´ (e´quation (IV.2.35)), a` partir d’une collection de vecteurs piq,δ. La re´gression
line´aire utilise´e prend alors en compte la de´cimation de la grille.
Proposition IV.2.19 (Estimation des vecteurs d’ondes avec de´cimation). L’estimation des
vecteurs d’onde K = [k1 . . .kR] est formule´e a` partir de Q relations d’invariance rotationnelle
comme suit :
Ke = − iQeδ† ln
(
Π̂e
)
Kc = Qcδ†arccos
(
Π̂c
) (IV.2.70)
Qeδ = Qe diag (he ◦ δe)
Qcδ = Qc diag (hc ◦ δc)
ou` Qe, Qc sont de´finies en (IV.2.34), Π̂
e = [piq1,δ . . .piqQe ,δ] et Π̂c = [piqQe+1,δ . . .piqQ,δ].
Une nouvelle fois, la formulation de la me´thode ESPRIT base´e sur l’estimateur de covariance
de´cime´ est ge´ne´rale ; on retrouve en effet le cas non-de´cime´ en posant δ = 1 ; le cas de la me´thode
utilisant l’estimateur direct est quant a` lui retrouve´ en posant M = 1.
Pour finir, la contrainte sur le choix des vecteurs translations q permettant de respecter le
crite`re de Nyquist est exprime´e ; elle prend en compte les pas h de la grille de base dans les
diffe´rentes dimensions spatio-temporelles, le vecteur de´cimation δ choisi, et le vecteur d’onde
maximum pre´sent dans le signal (suppose´ connu).
Definition IV.2.26 (Choix des parame`tres). Pour e´viter l’ambigu¨ıte´ sur la de´termination des
composantes des vecteurs d’onde K, les vecteurs translation q et de´cimation δ doivent respecter
les D contraintes suivantes :
∀d ∈ [[ 1, D ]] , |qd × hd × δd × kmaxd | < pi (IV.2.71)
ou` kmax est le vecteur d’onde maximum que l’on souhaite identifier.
La figure IV.2 illustre les strate´gies lie´es au calcul des estimateurs adouci (IV.2.53) et de´cime´
(IV.2.65), pour une grille X de taille L = [9 8]. Les le´gendes X δm correspondent a` la de´finition
des grilles re´duites et de´cime´es (IV.2.60).
(a) Lissage spatial uniquement (δ = 1), avec K = [7 7] et M = [32]. Les six grilles par-
tielles repre´sente´es sont conside´re´es comme des observations inde´pendantes du signal. En
conse´quence, de nombreux points sont pris en compte plusieurs fois pour l’estimation de
la covariance. Le pas de la grille est conserve´, les vecteurs d’onde peuvent eˆtre identifie´s
sans ambigu¨ıte´ tant que |qdhdkd,r| < pi.
(b) De´cimation, avec δ = [3 2], K = [3 4] et M = [32]. Ce cas particulier correspond aux
six grilles pre´ce´dentes de´cime´es. La totalite´ des donne´es est utilise´e une seule fois, pour
un couˆt de calcul bien moins important (re´duction approximative de la complexite´ de
la de´composition en valeurs principales :
(
7×7
3×2
)3 ≈ 70). Toutefois, le pas de la grille
a artificiellement e´te´ augmente´ ; le crite`re de Nyquist interdit donc l’identification de
vecteurs d’onde tels que |qdhdk1,r| > pi/3 ou |qdhdk2,r| > pi/2.
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X δ[0,0]
X δ[0,1]
X δ[1,0]
X δ[1,1]
X δ[2,0]
X δ[2,1]
(a) Lissage spatial avec K = [7 7] et M = [3 2].
X δ[0,0]
X δ[0,1]
X δ[1,0]
X δ[1,1]
X δ[2,0]
X δ[2,1]
(b) De´cimation avec δ = [3 2], K = [3 4] et M = [3 2].
Figure IV.2 – Estimation de la covariance des donne´es. Illustration des diffe´rentes strate´gies,
pour une grille X de taille L = [9 8].
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IV.2.8 Imple´mentation
Dans cette dernie`re sous-section concernant la pre´sentation de la me´thode ESPRIT unifie´e,
le de´roulement de la me´thode propose´e est re´sume´. Celui-ci est divise´ en deux e´tapes : (i)
la pre´paration consistant a` choisir les parame`tres de la me´thode et a` formatter les donne´es
d’entre´e ; (ii) l’application de la me´thode.
Tous les de´veloppements de la pre´sente section ont e´te´ donne´s, sauf exception, en conside´rant
les donne´es non bruite´es U(n). Expe´rimentalement, seulement les donne´es bruite´es U˜(n) sont
disponibles. En conse´quence, tous les objets utilise´s dans la me´thode ESPRIT dont l’expression
est fonction des donne´es sont perturbe´s ; leur version perturbe´e est note´e •˜. Certains objets,
comme les matrices de se´lection, les tailles de grille ou encore les vecteurs translation sont des
parame`tres de la me´thode ; ils ne sont donc pas perturbe´s.
IV.2.8.1 Pre´paration
Choix du mode`le de signal La premie`re e´tape consiste a` choisir un mode`le de signal
(IV.2.2) qui puisse approximer la re´ponse de structure mesure´e. Ce choix ce mate´rialise par
le jeu de parame`tres De et Dc fixant respectivement les dimensions des exponentielles et des
sinuso¨ıdes. La dimension totale des variables spatio-temporelles parame´trant ces fonctions e´tant
D = De +Dc.
Choix de la grille de mesure La grille de mesure X doit ensuite eˆtre pose´e (IV.2.4),
correspondant au choix de ses D tailles L et D pas de grille h associe´es a` chaque variable
spatio-temporelle concerne´e par les fonctions harmoniques.
Formattage des donne´es Les mesures du signal sont re´alise´es en des points p diffe´rents ou
sur plusieurs de ses composantes si l’on s’inte´resse a` l’identification des parame`tres d’un signal
vectoriel. A la fin, une collection de N tableaux U˜(n) sont forme´s (IV.2.7), correspondant a`
N observations du signal le long de la grille X ; ils sont pris comme donne´es d’entre´e de la
me´thode ESPRIT.
Choix des sous-grilles Les parame`tres fixant la forme de l’estimateur de la covariance
(IV.2.65) des donne´es sont ensuite fixe´s. Ils se mate´rialisent par les tailles K et le vecteur
de´cimation δ permettant de de´finir les bMc grilles re´duites et de´cime´es X δm (IV.2.60) qui per-
mettent d’appliquer la technique de lissage spatial et la de´cimation. Le choix de ces parame`tres
est contraint par la relation (IV.2.58). Une fois ce choix fait, il est possible de construire la
matrice de de´cimation Jδ (IV.2.59) ainsi que les bMc matrices de se´lection JSS,(K ◦ δ)m (IV.2.49)
et la matrice de modification des donne´es JK (IV.2.22).
Choix des vecteurs translation Doivent e´galement eˆtre choisis les Q vecteurs translation
q sur la base desquels sont formule´es les relations d’invariance rotationnelle. Ceux-ci forment la
matrice Q (IV.2.34), qui doit eˆtre de rang D. Si le vecteur d’onde maximum a` identifier kmax
est connu, alors les contraintes lie´es au respect du crite`re de Nyquist (IV.2.71) doivent eˆtre
ve´rifie´es. une fois le choix des vecteurs translation effectue´, les 2Q matrices de se´lection JK(↑/↓)q
sont construites (IV.2.29).
212 Chapitre IV. ESPRIT
Choix des coefficients ξ Finalement, les coefficients ξ permettant de former la combinaison
line´aire des matrices spectrales Γ (IV.2.43) doivent eˆtre choisis. Ceux-ci doivent eˆtre choisis
distincts pour e´viter les proble`mes dus a` la multiplicite´ des composantes des vecteurs d’onde.
Pour e´viter de favoriser une matrice spectrale plus que les autres dans l’estimation de la matrice
de passage T, ces coefficients doivent toutefois eˆtre choisis du meˆme ordre de grandeur.
IV.2.8.2 Application de la me´thode
Les e´tapes de l’estimation des parame`tres du signal sur la base des observations expe´rimen-
tales U(n) par la me´thode ESPRIT propose´e sont les suivantes :
Estimation des vecteurs d’onde
1 construction des N matrices partielles lisse´es U˜(K ◦ δ)SS (n) (IV.2.50) a` partir des matrices de
se´lection JSS,(K ◦ δ)m construites pre´ce´demment, applique´es aux N vecteurs u˜(n) (IV.2.13)
obtenus par vectorisation des N tableaux U˜(t) (IV.2.7)
2 concate´nation des matrices partielles U˜(K ◦ δ)(n) pour former la matrice comple`te U(K ◦ δ)SS
(IV.2.51), puis de´cimation et modification a` partir des matrices Jδ et JK construites
pre´ce´demment pour former la matrice des donne´es finale U˜
δ
SS (IV.2.62)
3 calcul de l’estimateur de la covariance C˜SS,δuu (IV.2.65)
4 estimation de l’espace signal W˜ par de´composition en valeurs propres de C˜SS,δuu (IV.2.37)
5 pour chaque vecteur translation q choisi pre´ce´demment : estimation de la matrice spectrale
F˜q (IV.2.69) au sens des moindres carre´s a` partir de W˜ et des matrices de se´lection JK(↑/↓)q
6 a` partir des Q matrices spectrales obtenues, construction de la combinaison line´aire Γ˜
(IV.2.43) donne´e par les coefficients ξ choisis pre´ce´demment et estimation de la matrice
de passage T˜
7 estimation des Q matrices Π˜q,δ a` partir de la matrice de passage commune T˜ (IV.2.69)
et extraction de leur diagonale p˜iq,δ (IV.2.68)
8 construction des matrices Π̂e et Π̂c puis estimation des vecteurs d’onde K˜ (IV.2.70)
IV.2.8.3 Estimation des amplitudes et phases
Une fois que les vecteurs d’onde K ont e´te´ identifie´s, il est possible d’estimer les amplitudes.
Cette estimation est re´alise´e sur les donne´es directement. Les e´tapes sont les suivantes :
Estimation des vecteurs d’onde
1 construction de la matrice de Vandermonde e´tendue V˜L± a` partir des vecteurs d’onde
identifie´s (IV.2.18)
2 estimation des amplitudes ge´ne´ralise´es Θ˜ au sens des moindres carre´s (IV.2.20)
3 de´termination des amplitudes B˜ et phases Φ˜ par la relation (IV.2.21)
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IV.3 Performances de l’estimation
La pre´sente section est de´die´e a` l’e´tude des performances de la me´thode ESPRIT associe´es a`
l’estimation des parame`tres du mode`le de signal a` partir de mesures bruite´es : vecteurs d’onde,
amplitudes, phases. En effet, la me´thode ESPRIT est ici de´veloppe´e dans l’ide´e de formuler
un proble`me inverse sur les parame`tres identifie´s, afin d’en extraire des informations sur la
structure mesure´e. Une connaissance des incertitudes sur ces parame`tres semble en conse´quence
primordiale pour la justification des re´sultats obtenus. L’objectif de cette section est donc
d’e´tudier les performances de la me´thode ESPRIT propose´e pour l’estimation des parame`tres
(K˜, B˜, Φ˜) ((IV.2.70) et (IV.2.21)) a` partir de donne´es d’entre´e perturbe´es U˜(n) (IV.2.7).
Par rapport au mode`le des donne´es non perturbe´es U(n), les perturbations ∆U(n) peuvent
eˆtre le re´sultat de diffe´rentes sources d’incertitude. La premie`re qui vient a` l’esprit est le bruit de
capteur ; celui-ci peut ge´ne´ralement eˆtre conside´re´ de´corre´le´ du mode`le de signal : il est souvent
mode´lise´ par un processus gaussien. La deuxie`me source d’incertitude concerne la calibration
des capteurs (positionnement, directivite´,etc.) ; en effet, la ge´ome´trie de la grille de mesure X
joue un roˆle primordial dans la me´thode ESPRIT, qui se base sur les invariances de celle-ci par
translation. Un de´faut de calibration peut entraˆıner la perte des proprie´te´s d’invariance de la
grille, avec comme conse´quence l’apparition d’un biais sur les parame`tres estime´s. Cette source
d’incertitude est l’objet d’un certain nombre de travaux [240, 215, 78, 124, 204]. Enfin, une
troisie`me source d’incertitude peut venir du choix du mode`le de signal. Par exemple, un choix
de l’ordre du signal R errone´ entraˆıne un biais sur l’estimation des parame`tres du mode`le ;
l’e´tude de ce type de perturbation est a` la base de la de´rivation de crite`res pour le choix
de R [14]. Le mode`le de signal peut aussi repre´senter une vision trop approximative du signal
mesure´, celui-ci ne pouvant eˆtre de´crit de fac¸on correcte par une somme d’ondes planes amorties
(pre´sence de transitoires, front d’onde non plan,etc.).
La connaissance de l’effet des perturbations peut eˆtre utilise´e d’au moins deux fac¸ons dif-
fe´rentes : (i) a` posteriori : une fois les parame`tres du signal identifie´s, il est possible d’estimer
le bruit additionnel a` partir du mode`le de signal reconstruit et du signal mesure´. En connais-
sant l’effet de ce bruit sur l’estimation des parame`tres identifie´s, il est donc possible d’e´valuer
directement l’incertitude qui leur est associe´e. (ii) a` priori : l’e´cart-type des mesures peut dans
certaines situations eˆtre connu ; il peut avoir e´te´ postule´ ou estime´ en fonction de la me´thode de
mesure et/ou diffe´rentes re´alisations de celle-ci. Cet e´cart-type peut alors eˆtre utilise´ comme un
indicateur de confiance, permettant d’assigner un poids a` chaque mesure (souvent inverse de la
variance). Peuvent alors eˆtre formule´s des estimateurs optimaux (ou BLUE pour Best Linear
Unbiased Estimator) [206], utilisant par exemple la me´thode des moindres carre´s ge´ne´ralise´s [5,
chapitre 6] (GLS).
Pour toute les raisons e´voque´es ci-avant, l’e´tude des performances d’une me´thode d’iden-
tification est un de´veloppement qui accompagne classiquement sa pre´sentation a` la commu-
naute´ du traitement de signal. Celle-ci peut tout d’abord passer par une e´tude nume´rique
[189, 216, 239, 83, 188, 203] : un signal de parame`tres connu est pre´alablement bruite´ avant
d’eˆtre traite´ par la me´thode propose´e ; en re´sulte une perturbation des parame`tres estime´s. En
re´pe´tant l’expe´rience pour de multiples re´alisations du bruit, la variance de ces parame`tres
peut eˆtre estime´e. Puisque le signal de base est connu, il est alors possible d’en faire varier les
parame`tres pour e´tudier la performance de la me´thode propose´e en fonction de ceux-ci, mais
aussi des variables intrinse`ques de la me´thode. Cette me´thode du type me´thode de Monte-Carlo
posse`de l’avantage de donner une indication sur la distribution, au sens probabiliste, des erreurs
d’estimation des parame`tres. Toutefois, elle ne´cessite : (i) la connaissance du signal d’entre´e ;
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(ii) un grand nombre de re´alisations du bruit pour identifier de fac¸on pre´cise la distribution des
erreurs.
Une autre me´thode permettant d’e´tudier les performances d’une me´thode consiste a` de´ri-
ver l’expression du premier gradient des parame`tres estime´s par rapport aux donne´es d’entre´e ;
on peut aussi parler de perturbation au premier ordre : tous les termes d’ordre supe´rieur sont
ne´glige´s. Cette me´thode, qui repose l’hypothe`se que le rapport signal a` bruit (SNR pour Signal-
to-Noise Ratio) est grand, est e´galement tre`s utilise´e dans le cadre des approches type ESPRIT
[156, 216, 65, 16, 182, 208, 206, 191] ; elle permet en effet de pre´dire l’incertitude sur les para-
me`tres estime´s a` partir de la simple connaissance de la variance des donne´es mesure´es. Cette
variance pouvant eˆtre estime´e a` partir des re´sidus calcule´s comme la diffe´rence des donne´es avec
le mode`le de signal reconstruit, l’incertitude sur les parame`tres estime´s peut eˆtre faite sans la
connaissance des parame`tres exacts. De plus, contrairement a` la me´thode type Monte-Carlo,
aucun tirage n’est ne´cessaire pour estimer ces incertitudes. Toutefois, l’hypothe`se de fort SNR
qui permet d’approximer l’erreur sur les parame`tres en line´arisant la me´thode d’estimation peut
eˆtre limitante si l’objectif est d’estimer la distribution des parame`tres estime´s. En effet, la line´a-
rite´ suppose´e de la me´thode entraˆıne que la distribution des parame`tres estime´s est du meˆme
type que celle des donne´es, ce qui n’est pas force´ment le cas a` cause de la non-line´arite´ de la
me´thode d’estimation. Pour cela, certains travaux proposent une de´rivation des perturbations
a` l’ordre deux [207].
Pour pre´dire l’incertitude sur les parame`tres estime´s, il est e´galement possible d’utiliser
la borne de Cramer-Rao (CRB) [209, 205, 120, 121, 63] ; celle-ci donne une borne infe´rieure
sur la variance minimale des parame`tres d’un mode`le, identifie´s par un estimateur quelconque.
En effet, cette borne, de´rive´e sous certaines hypothe`ses de re´gularite´ de la distribution des
donne´es, ne se base que sur le mode`le du signal ; elle est donc inde´pendante de la me´thode
d’estimation utilise´e. En conse´quence, il est possible d’e´tudier la performance de diffe´rentes
me´thodes d’estimation relativement a` la borne de Cramer-Rao.
La section est organise´e de la fac¸on suivante : premie`rement, la borne de Cramer-Rao associe´e
a` un signal multidimensionnel compose´ d’exponentielles non amorties est rappele´e. Ensuite, la
propagation des incertitudes dans la me´thode ESPRIT propose´e par la perturbation au premier
ordre des parame`tres est de´veloppe´e. Dans un troisie`me temps, la variance des parame`tres
identifie´s, estime´e a` partir des perturbations au premier ordre, est donne´e. Finalement, les
re´sultats obtenus sont applique´s dans le cas d’un signal compose´ d’une seule exponentielle.
Une discussion est alors mene´e sur le choix optimal des parame`tres intrinse`ques a` la me´thode
ESPRIT propose´e.
IV.3.1 Borne de Cramer-Rao
La borne de Cramer-Rao fournit un repe`re de qualite´ concernant l’estimation qu’il est pos-
sible de faire des parame`tres d’un mode`le. Sous certaines hypothe`ses de re´gularite´ du mode`le
en fonction des parame`tres, cette borne donne la variance minimum d’un parame`tre en fonction
de la variance du bruit de mesure. La de´finition de la borne de Cramer-Rao passe par l’utilisa-
tion de la matrice d’information de Fisher ; celle-ci de´crit, de manie`re statistique, l’information
contenue dans un jeu de donne´es (les mesures) qui est relative a` un parame`tre a` identifier. Si
cette matrice est de´finie positive, il est possible de montrer que tous les e´le´ments de la matrice
de covariance des parame`tres identifie´s par un estimateur non biaise´ quelconque sont supe´rieurs
ou e´gaux aux e´le´ments de l’inverse de la matrice de Fisher [103]. Les e´le´ments diagonaux de
l’inverse de la matrice de Fisher repre´sentent donc une borne infe´rieure de la variance des para-
IV.3. Performances de l’estimation 215
me`tres d’un mode`le. Cette borne est en l’occurrence uniquement lie´e au mode`le de signal ; elle
est donc inde´pendante de l’estimateur employe´ (ici la me´thode ESPRIT).
Dans le cas e´tudie´ ici, la borne de Cramer-Rao correspondant au mode`le de signal (IV.2.6)
est connue si seules des exponentielles non amorties sont pre´sentes et que celles-ci ont des
vecteurs d’onde bien distincts [98, 11]. Le re´sultat pour le cas unidimensionnel asymptotique
(pour une taille de grille L tendant vers l’infini) est ici reproduit.
Definition IV.3.1 (Borne de Cramer-Rao). Soit le mode`le de signal unidimensionnel (IV.2.6)
avec Dc = 0 et De = D = 1 mesure´ sur un maillage de L capteurs. Soient les mesures u˜(n) ∈ CL
un processus gaussien, d’espe´rance u et de covariance σ2I. Si tous les nombres d’onde sont
re´els (Im{(kr)} = 0) alors la variance minimale sur l’identification des parame`tres du mode`le
s’exprime comme suit, pour bLc → ∞ :
var(kr) > CRB(kr) =
6
h2L3
σ2
|βr|2
var(|βr|) > CRB(βr) = 2σ
2
L
var(φr) > CRB(φr) =
2
L
σ2
|βr|2
(IV.3.1)
(IV.3.2)
(IV.3.3)
ou` φr = arg (βr) est la phase de l’exponentielle telle que βr = |βr|exp(iφr).
Ce premier re´sultat permet de noter certains aspects concernant l’estimation des parame`tres
de signaux harmoniques. En particulier : (1) La borne sur la phase φr et les nombres d’onde kr
est inde´pendante des parame`tres βi, φi et ki pour i 6= r. Cette borne est e´galement inversement
proportionnelle au rapport amplitude-sur-bruit |βr|2/σ2. (2) La borne sur kr converge de fac¸on
asymptotique en O(L−3), donc tre`s rapidement. Toutefois, a` longueur de signal L donne´e, l’in-
certitude sur les vecteurs d’onde augmente avec la diminution du pas de grille. (3) La borne sur
βr est inde´pendante de toutes les amplitudes ; (4) toutes les bornes sont inde´pendantes de φr et
kr. Ce re´sultat n’est cependant plus vrai en pre´sence d’exponentielles amorties (Im{(kr)} = 0)
car la syme´trie du signal est perdue [98].
IV.3.2 Propagation des Incertitudes
Une technique d’analyse de la performance d’un estimateur consiste a` e´tudier le gradient
de la me´thode d’estimation autour d’un point de fonctionnement (K, B, Φ). Le calcul des
perturbations au premier ordre fait l’hypothe`se sous-jacente d’un fort rapport signal sur bruit
(|βr|2/σ2 → ∞). Dans le cas de l’algorithme ESPRIT, on cherche finalement a` connaˆıtre la
perturbation (∆kr, ∆β(n) , ∆φ(n)) en fonction des perturbations sur les donne´es ∆U(n). Par
rapport a` la borne de Cramer-Rao, on obtient des indications plus pre´cises sur la performance
de la me´thode : (i) les re´sultats prennent en compte la structure de l’estimateur. Ils de´pendent
donc de la perturbation des mesures mais aussi des variables internes de l’algorithme (choix
de l’invariance rotationnelle, lissage spatial, de´cimation, etc.) ; (ii) aucune hypothe`se n’est faite
sur la distribution de ∆U(n), ce qui permet d’e´tudier la performance de l’estimateur face a` des
perturbations diverses.
Les de´veloppements de cette section sont tre`s inspire´s de [208, 191] ou` les perturbations
de l’algorithme ND-ESPRIT avec lissage spatial sont e´tudie´es. L’apport ici re´side en l’inte´gra-
tion des de´veloppements supple´mentaires introduits dans la section pre´ce´dente : pre´sence de
sinuso¨ıdes, invariance multiple et de´cimation.
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IV.3.2.1 Perturbation de l’espace signal
Dans la me´thode ESPRIT, l’espace signal est obtenu par la de´composition en valeurs propres
(IV.2.37) de la matrice de covariance estime´e CSS,δuu (IV.2.65). On rappelle que cet estimateur
inclut aussi la version non de´cime´e CSSuu (IV.2.53) lorsque δ = 1, laquelle inclut la version non
lisse´e Cuu (IV.2.45), lorsque M = 1.
L’estimation du sous-espace signal W a` partir de CSS,δuu e´quivaut en fait a` estimer l’espace
des vecteurs principaux de gauche de la matrice des donne´es UδSS (IV.2.62) par le biais d’une
de´composition en valeurs singulie`res (SVD) ; bien que W soir re´ellement estime´ a` partir de
CSS,δuu dans la me´thode ESPRIT (pour des raisons de cou`t de calcul), le formalisme de la SVD
est ge´ne´ralement pre´fe´re´ pour la de´rivation au premier ordre. La de´composition en valeurs
singulie`res de UδSS s’e´crit comme suit :
UδSS = WΣ
HWR + W⊥Σ⊥
HWR⊥ (IV.3.4)
ou` W ∈ CbKc×R et WR ∈ CbMc×R sont respectivement les sous-espaces principaux de gauche
et de droite et Σ = diag (σ) ∈ RR×R contient les R valeurs principales lie´es a` ce sous-espace.
L’espace orthogonal forme´ par W⊥ et WR⊥ est arbitraire, puisque les valeurs singulie`res σ⊥ =
diag (Σ⊥) sont nulles en l’absence de bruit.
Proposition IV.3.1 (Perturbation de l’espace signal). La perturbation de l’espace signal W
(IV.2.37) s’e´crit sous la forme :
∆W = W⊥HW⊥∆U
δ
SSWR Σ−1 =
(
I −WHW
)
∆UδSSWR Σ−1 (IV.3.5)
De´monstration. Voir annexe (D.7.33).
Cette perturbation est donc porte´e par l’espace orthogonal W⊥. Ce re´sultat peut s’interpre´-
ter comme une rotation de l’espace signal, dont la projection au premier ordre est porte´e par
les vecteurs orthogonaux.
IV.3.2.2 Perturbation des matrices spectrales
L’estimation des matrices spectrales Fq (IV.2.42) passe par la re´solution d’un syste`me li-
ne´aire au sens des moindres carre´s :
Fq =
(
JK↑q W
)† (
JK↓q W
)
(IV.3.6)
Il est conse´quence possible de propager les perturbations ∆UδSS dans cette ope´ration.
Proposition IV.3.2 (Perturbation des matrices spectrales). On peut e´crire la perturbation des
matrices spectrales Fq sous la forme suivante :
∆Fq =
(
JK↑q W
)† (
JK↓q G− JK↑q GFq
)
− FqHWG + HWGFq (IV.3.7)
ou` G = ∆UδSSWR Σ−1 = ∆U
δ
SS
HU
δ
SSWΛ
−1.
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De´monstration. En injectant dans (IV.3.6) le re´sultat (D.2.3) sur la perturbation d’une re´solu-
tion de syste`me line´aire aux moindres carre´s de´montre´ en annexe, on obtient :
∆Fq =
(
JK↑q W
)† (
JK↓q ∆W− JK↑q ∆WFq
)
=
(
JK↑q W
)† (
JK↓q
(
I −WHW
)
∆UδSSWR Σ−1 − JK↑q
(
I −WHW
)
∆UδSSWR Σ−1Fq
)
=
(
JK↑q W
)† (
JK↓q G− JK↑q GFq
)
− FqHWG + HWGFq
ou` on a utilise´
(
JK↑q W
)† (
JK↓q W
)
= Fq et
(
JK↑q W
)† (
JK↑q W
)
= I.
IV.3.2.3 Perturbation des matrices polaires
Les matrices polaires Πq,δ sont estime´es a` partir des matrices spectrales Fq de la fac¸on
suivante (IV.2.42) :
Πq,δ = T−1Fq T (IV.3.8)
ou` T est la matrice des vecteurs propres d’une combinaison line´aire Γ des matrices spectrales
(IV.2.43) :
Γ =
Q∑
n
ξnFqn (IV.3.9)
A partir de ces expressions peut eˆtre de´rive´e la perturbation des matrices polaires.
Proposition IV.3.3 (Perturbation des matrices polaires). La perturbation des Q matrices
polaires piq,δ = diag
(
Πq,δ
)
(IV.2.18) s’expriment sous la forme suivante :
∆piq,δr = >τ r
(
JK↑q W
)† (
JK↓q − piq,δr JK↑q
)
Gtr (IV.3.10)
ou` on a pose´ T =
[
t1 · · · tR
]
et T−1 =
>[
τ 1 · · · τR
]
.
De´monstration. On utilise le re´sultat de´montre´ en annexe (D.4.2) sur la perturbation des valeurs
propres pour exprimer la relation suivante :
∆γr = >τ r∆Γtr ⇒ ∀β , βn∆piqnr = >τ rβn∆Fqn tr ⇒ ∆piqr = >τ r∆Fq tr (IV.3.11)
En injectant (IV.3.7) dans (IV.3.11), on obtient la forme suivante :
∆piqr = >τ r
(
JK↑q W
)† (
JK↓q G− JK↑q GFq
)
tr − >τ rFqHWGtr + >τ rHWGFq tr
En remarquant que Fq tr = piqr tr et >τ rFq = >τ rpiqr , les deux termes de droite s’annulent et G
peut eˆtre mis en facteur dans le premier terme, d’ou` (IV.3.10).
Remarque IV.3.1. La perturbation des matrices polaires estime´es est inde´pendantes des coeffi-
cients β utilise´s pour estimer T. Les performances de l’algorithme sont donc inde´pendantes du
choix de ces coefficients.
218 Chapitre IV. ESPRIT
IV.3.2.4 Perturbation des vecteurs d’onde
Les vecteurs d’onde kr sont estime´s au sens des moindres carre´s par le biais des relations
(IV.2.70). La matrice des vecteurs translation Q (IV.2.34) ainsi que le vecteur de´cimation δ
(IV.2.59) sont des donne´es du proble`me ; ils ne sont donc pas source d’incertitude. Dans ce
travail, le pas de grille h (IV.2.4) est conside´re´ connu sans incertitude e´galement ; l’influence
d’une mauvaise calibration de la grille de mesure n’est donc pas e´tudie´e ici.
Proposition IV.3.4 (Perturbation des vecteurs d’onde). La perturbation des vecteurs d’onde
au premier ordre peut s’exprimer comme suit :
∆ker = − iQeδ†diag (exp(Qeδke))−1 ∆ψer
∆kcr = −Qcδ†diag (|sin(Qcδkc)|)−1 ∆ψcr
(IV.3.12)
ou` ∆ψer =
>
[∆piq1,δr . . . ∆pi
qQe ,δ
r ] et ∆ψcr =
>[∆piqQe+1,δr . . . ∆piqQe+Qc ,δr ] sont calcule´s a` partir
de (IV.3.10).
De´monstration. On de´duit (IV.3.12) a` partir de (IV.2.70) en remarquant que ∆ln(x) = ∆x/x
et ∆arccos(x) = −∆x/√1− x2.
Avec le re´sultat ci-dessus peut eˆtre obtenue la perturbation des vecteurs d’onde en fonction
de celle des donne´es, qui rentre dans l’expression des termes piqn,δr (IV.3.10). les paragraphes
qui suivent cherchent a` simplifier les relations obtenues.
IV.3.2.5 Line´arisation des perturbations
Dans ce paragraphe, deux formes des perturbations sont de´rive´es ; elles expriment une rela-
tion line´aire entre la perturbation des vecteurs d’onde ∆kr et la perturbation des donne´es. Tout
d’abord, l’expression (IV.3.12) est re´e´crite sous une forme biline´aire, de´duite des expressions de
G (IV.3.7), de ∆pi (IV.3.10) et ∆kr (IV.3.12).
Proposition IV.3.5 (Forme biline´aire). La perturbation des composantes des vecteurs propres
(IV.3.12) peut se mettre sous la forme biline´aire suivante :
∆ked,r = Hy
e
d,r∆UK ◦ δSS ∗xr
∆kcd,r = Hy
c
d,r∆UK ◦ δSS ∗xr
(IV.3.13)
∆UK ◦ δSS =
[
∆UK ◦ δ(1) . . . ∆UK ◦ δ(N)
]
∈ CbKcbδc×bMcN
Hyed,r =
− i
hdδd
>edQe†diag (exp(Qeδke))
−1 >[
µ
qe1
r . . . µ
qeQe
r
]
JKJδ ∈ CbKcbδc
Hycd,r =
−1
hdδd
>edQc†diag (sin(Qcδkc))
−1 >[
µ
qc1
r . . . µ
qcQc
r
]
JKJδ ∈ CbKcbδc
∗xr = WR Σ−1tr = HU
δ
SSWΛ
−1tr ∈ CbNMc
avec >µqr = >τ r
(
JK↑q W
)† (
JK↓q − piqr JK↑q
)
.
On remarque que les e´critures concernant les dimensions des exponentielles et des sinuso¨ıdes
sont identiques ; en conse´quence, les exposants •e et •c sont omis dans la suite.
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Utilisation de la proprie´te´ de la vectorisation La premie`re forme line´aire obtenue est ins-
pire´e de Steinwandt & al. [208] ; elle utilise la proprie´te´ de l’ope´ration de vectorisation (IV.1.20)
pour transformer la forme biline´aire ci-dessus en forme line´aire.
Proposition IV.3.6 (Forme line´aire - I). En utilisant la proprie´te´ (IV.1.20), la perturbation
des composantes des vecteurs d’onde peut se re´e´crire sous la forme :
∆kd,r = Hrd,rvec
{
∆UK ◦ δSS
}
(IV.3.14)
rd,r = xryd,r ∈ CbKcbδcbMcN
ou` ∆UK ◦ δSS a e´te´ de´finie en (IV.2.51).
Cette formulation, bien que simple a` premie`re vue, ne´cessite la construction de ∆UK ◦ δSS . De
plus, sa complexite´ peut vite devenir proble´matique : le calcul des kd,r induit bKcbδcbMcN ≈
O(bLc2N) multiplications (pour le produit de Kronecker puis le produit scalaire).
Utilisation de la structure de Hankel par blocs Une deuxie`me formulation propose´e
par Sahnoun & al. [191] passe par l’utilisation de la structure de Hankel par blocs des matrices
lisse´es UK ◦ δ(n), e´voque´e en (IV.2.56). En effet, le produit d’une matrice de Hankel (IV.1.24)
avec un vecteur quelconque peut se re´e´crire sous la forme d’un produit de convolution. En
particulier, pour trois vecteurs a ∈ CMA , b ∈ CMB et x ∈ CMA+MB−1 quelconques :
aHMA×MBx b = aixi+j bj = bk−iaixk = (b* a)x (IV.3.15)
Cette relation se ge´ne´ralise facilement au cas des matrices de Hankel par blocs [191]. Adapte´e
ici a` la me´thode ESPRIT propose´e, elle permet d’exprimer la perturbation des vecteurs d’onde
en fonction de la matrice des donne´es non lisse´e, non de´cime´e et non modifie´e U au moyen
d’un produit de convolution entre deux tenseurs X r et Yd,r, de dimension respective D + 1 et
D.
Proposition IV.3.7 (Forme line´aire - II). Soient les tensorisations de xr et yd,r respective-
ment note´es X r = tens{xr}N×M et Yd,r = tens
{
yd,r
}1×(K ◦ δ)
(IV.1.18). La perturbation des
composantes des vecteurs d’onde peut se re´e´crire sous la forme :
∆kd,r = Hzd,rvec{∆U} (IV.3.16)
zd,r = vec
{
X r*Yd,r
}
∈ CbLcN
ou` U est la matrice des donne´es originale (IV.2.19).
Cette seconde forme line´aire est donc l’extension de la formulation propose´e dans [191] pour
les cas de re´alisations multiples (N > 1), avec pre´sence de sinuso¨ıdes, de´cimation et invariance
multiple. Elle est avantageuse pour plusieurs raisons : (i) les perturbations des parame`tres
estime´s sont directement fonction de la perturbation des donne´es ∆U ; (ii) la convolution de
Xr avec yd,r est de complexite´ O(bLc2N) dans son imple´mentation la plus basique mais peut
eˆtre re´duite a` O(N bLc log(bLc)) en utilisant la transforme´e de Fourier rapide ; (iii) cette forme
rend plus simple la de´rivation des expressions analytiques de la variance des estimations donne´es
dans la suite. La formulation II (IV.3.16) est donc utilise´e prioritairement.
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IV.3.2.6 Formulation analytique
Le calcul de zd,r dans (IV.3.16) ne´cessite le calcul de yd,r et xr, de´finis en (IV.3.13).
Pour estimer nume´riquement la perturbation des parame`tres, on utilisera l’expression xr =
HU
δ
SSWΛ
−1tr. En effet, cette expression de xr et l’expression de yd,r sont fonctions d’objets
comple`tement connus apre`s le de´roulement de l’estimation des parame`tres par la me´thode ES-
PRIT (voir section IV.2.8) : (i) la matrice des donne´es lisse´e et de´cime´e
HU
δ
SS a e´te´ construite
pour estimer la covariance des donne´es ((IV.2.62) et (IV.2.65)) ; (ii) l’espace signal W et la ma-
trice des valeurs propres Λ ont e´te´ e´value´s par la de´composition en sous-espaces de l’estimateur
CSS,δuu (IV.2.37) ; (iii) les vecteurs τ r et tr sont connus par l’e´valuation de la matrice T ((IV.2.43)
et (IV.3.10)) ; (iv) les vecteurs d’onde kr ont e´te´ estime´s (IV.2.70), donnant les composantes
piq,δr (IV.2.18) ; (v) les matrices de se´lection JK↑q, JK↓q, de modification J
K
et de de´cimation Jδ, et
les matrices des vecteurs translation Qeδ et Qcδ sont construites de`s la pre´paration des donne´es.
Toutefois, ces objets ne peuvent pas eˆtre de´termine´s de fac¸on analytique. Dans l’ide´e d’e´tu-
dier la performance de la me´thode ESPRIT, une formulation analytique des vecteurs yd,r et xr
est de´rive´e dans ce qui suit. Elle est e´galement adapte´e des travaux de Sahnoun & al. [191].
Proposition IV.3.8 (Formulation analytique). On peut re´e´crire les vecteurs xr et µqr dans
l’expression (IV.3.13) sous la forme suivante :
∗xr =
(
ASS
)†
br
>µ
q
r =
>br
(
JK↑q VKδ
)† (
JK↓q − piqr JK↑q
) (IV.3.17)
(IV.3.18)
ou` on note le rie`me vecteur unite´ >br = [0r−1 1 0R−r] et ASS a e´te´ de´finie en (IV.2.52).
De´monstration. La nouvelle expression de >µqr se de´duit de (IV.3.13) en remarquant que :
>τ r
(
JK↑q W
)†
= >τ r
(
JK↑q VKδ T−1
)†
= >τ rT
(
JK↑q VKδ
)†
= >br
(
JK↑q VKδ
)†
On conside`re ensuite l’expression xr = WR Σ−1tr =
(
ΣHWR
)†
. Or on a UδSS = VKδ ASS =
WΣWR ((IV.2.63) et (IV.3.4)). On peut alors e´crire :
ΣHWR = W†VKδ ASS =
(
VKδT−1
)†
VKδ ASS = TASS
Finalement, on de´duit l’expression de xr (IV.3.17) en remarquant que T−1tr = br.
Cette dernie`re formulation n’utilise que des grandeurs de´pendantes des parame`tres a` esti-
mer : la connaissance des vecteurs d’onde kr permet de de´terminer les composantes des vecteurs
polaires piqr et les matrices de Vandermonde VKδ ; la connaissance des amplitudes βr permet
quant a` elle de former la matrice ASS. Les autre objets sont intrinse`ques a` la me´thode ESPRIT
(matrices de se´lection et matrices des vecteurs translation). En conse´quence, il est possible, a`
partir de cette expression, d’e´tudier la performance de la me´thode propose´e sans avoir a` de´rouler
l’algorithme. De nombreuses configurations peuvent eˆtre envisage´es, pour e´tudier l’influence de
la distribution des vecteurs d’onde et des amplitudes associe´es sur les performances, ou encore
de la forme des perturbations ∆U(n), etc.
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Remarque IV.3.2 (Inde´pendance des vecteurs d’onde identifie´s). Dans le cas ou` les vecteurs
translation q co¨ıncident avec les vecteurs directeurs de la grille, on a Qe = I et Qc = I.
L’expression des perturbations des composantes des vecteurs d’onde (IV.3.13) s’expriment alors
simplement avec les e´critures de yd,r et xr donne´es ci-dessus :
∆ked,r =
− i
hdδd
>br
(
JK↑edV
K
δ
)† (
JK↓ed/exp
(
i ked,rhdδd
)
− JK↑ed
)
∆H
(
ASS
)†
br
∆kcd,r =
−|sin
(
ked,rhdδd
)
|−1
hdδd
>br
(
JK↑edV
K
δ
)† (
JK↓ed − cos
(
kcd,rhdδd
)
JK↑ed
)
∆H
(
ASS
)†
br
(IV.3.19)
La premie`re e´quation correspond a` l’algorithme ND-ESPRIT standard et est conforme a` [208].
Dans ce cas particulier, on peut voir que les diffe´rentes composantes kd,r des vecteurs d’onde
sont perturbe´es de fac¸on inde´pendante : la perturbation d’une composante ne de´pend pas des
autres composantes identifie´es.
Remarque IV.3.3. Dans le cas ou` une seule observation de U(n) est disponible (N = 1), alors
la matrice des amplitudes s’e´crit simplement ASS = diag (β)
>
VM (IV.2.52), d’ou` :
(
ASS
)†
br =
1
βr
>
VM
†
(IV.3.20)
Cette forme, injecte´e dans (IV.3.13) et (IV.3.17), montre que l’identification du rie`me vecteur
d’onde kr de´pend de l’amplitude associe´e βr uniquement, et non des amplitudes βi, i 6= r des
autres composantes. Ce re´sultat rejoint l’observation similaire faite sur la borne de Cramer-Rao
associe´e aux amplitudes β (IV.3.2).
IV.3.2.7 Perturbation des amplitudes
Une fois les vecteurs d’onde kr estime´s, il est possible de reconstruire la matrice de Van-
dermonde e´tendue VL± (IV.2.17). Les amplitudes ge´ne´ralise´es Θ peuvent alors eˆtre estime´es au
sens des moindres carre´s (IV.2.21). Il est alors de nouveau possible de propager les perturba-
tions ∆U(n) dans cette estimation a` partir du re´sultat de la perturbation de l’estimateur aux
moindres carre´s de´montre´ en annexe (D.3.3).
Proposition IV.3.9 (Perturbation des amplitudes ge´ne´ralise´es). La perturbation ∆Θ des am-
plitudes ge´ne´ralise´es prend la forme suivante :
∆Θ = VL±
†
∆U− [(iMLdiag (h) [∆Ke ∆Ke∆Kc −∆Kc
])
◦VL±
]
Θ
 (IV.3.21)
ou` ML = [MLe MLc ] (IV.2.15).
Dans cette sous-section, on a propage´ par le calcul les perturbations sur les donne´es ∆U(n)
dans l’estimateur ESPRIT pour en de´duire la perturbation des composantes des vecteurs d’onde
∆kd,r. Jusqu’a` pre´sent, aucune hypothe`se statistique n’a e´te´ faite sur la perturbation des don-
ne´es. Il est donc possible d’e´tudier le comportement de la me´thode ESPRIT propose´e face a`
une perturbation quelconque des donne´es.
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IV.3.3 Variance des estimations
A partir des perturbations obtenues sur les parame`tres estime´s, il est possible de calculer
certains moments statistiques lie´s a` l’estimation, en faisant cette fois des hypothe`se sur la dis-
tribution du bruit. La variance des composantes des composantes des vecteurs d’onde var(kd,r)
est de´rive´e ici ; elle permet de donner une ide´e de l’incertitude associe´e a` ces parame`tres, et
donc des performances de la me´thode ESPRIT propose´e.
L’utilisation du calcul des perturbations pre´ce´demment de´veloppe´ permet de s’affranchir
d’une e´ventuelle quantification de l’incertitude par une me´thode type Monte-Carlo ; celle-ci
ne´cessiterait d’exe´cuter l’algorithme associe´ a` la me´thode de´veloppe´e un grand nombre de fois
avec des tirages du bruit diffe´rents, afin d’estimer un distribution des erreurs et en calculer les
moments statistiques.
La premie`re e´tape de la de´rivation de la variance des parame`tres estime´s consiste a` poser
un mode`le statistique pour les donne´es. Ce mode`le prend ge´ne´ralement la forme d’une loi
normale multivarie´e ; celle-ci est comple`tement caracte´rise´e par son espe´rance et sa matrice de
covariance.
Definition IV.3.2 (Mode`le statistique des donne´es). Soit la matrice des donne´es perturbe´e U˜
(IV.2.19) correspondant a` un processus complexe d’espe´rance U. Alors la matrice de covariance
des perturbations C∆u∆u ∈ CbLcN×bLcN est de´finie comme suit :
C∆u∆u = E
{
vec{∆U} Hvec{∆U}
}
(IV.3.22)
Remarque IV.3.4 (Estimation pratique de la covariance du bruit). Deux hypothe`ses sur la forme
du bruit permettent de donner une estimation de cette matrice de covariance a` partir de mesures
expe´rimentales :
— Bruit gaussien : C∆u∆u = diag (σ2). Les variances σ2 en chaque point peuvent eˆtre
estime´es a priori par diffe´rentes re´alisations de la mesure U˜.
— Bruit gaussien uniforme : C∆u∆u = σ2I. La variance globale σ2 peut eˆtre estime´e a
posteriori, a` partir du mode`le U reconstruit et des mesures U˜ : σ2 = var
(
vec
{
U˜−U
})
.
La covariance du bruit C∆u∆u pourrait aussi eˆtre estime´e par la mesure, sans a priori sur sa
forme. Toutefois, une estimation correcte ne´cessiterait un grand nombre de re´alisations de la
mesure, et le stockage de cette matrice pourrait devenir proble´matique.
Il a e´te´ remarque´ plus haut (remarque IV.3.2) que dans le cas de l’algorithme ND-ESPRIT
(soit Q = I), la perturbation d’une des composantes des vecteurs d’onde est inde´pendante des
autres composantes identifie´es. Il est donc raisonnable de supposer que ces composantes sont
de´corre´le´es les unes des autres. En conse´quence, seule la variance des composantes individuelles
est donne´e ici ; elle repre´sente les e´le´ments diagonaux de la covariance des parame`tres estime´s.
Proposition IV.3.10 (Variance des vecteurs d’onde). La variance des composantes kd,r des
vecteurs d’onde estime´s est telle que :
var(kd,r) = E
{
|∆kd,r|2
}
= Hzd,rC∆U∆Uzd,r (IV.3.23)
En particulier, si ∆U est un bruit gaussien uniforme de variance σ2, on a :
var(kd,r) = σ2‖zd,r‖2 (IV.3.24)
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Proposition IV.3.11 (Variance des parties imaginaires et re´elles). Si le bruit ∆U est circulaire
(parties re´elle et imaginaire de´correlle´es et de variance e´gale), alors on peut e´crire :
var(Re{kd,r}) = var(Im{kd,r}) = var(kd,r)2 (IV.3.25)
Les variances des partie re´elle et imaginaire de kr sont donc e´gales.
IV.3.4 Application a` un signal compose´ d’un seul poˆle
Dans ce qui suit, la performance de la me´thode ESPRIT propose´e est e´tudie´e dans le cas de
l’estimation des parame`tres d’un signal multidimensionnel u(x) (IV.2.2), compose´ d’une seule
exponentielle (R = 1, De = D, Dc = 0) et dont on ne posse`de qu’une unique observation t
(N = 1). La perturbation des donne´es est suppose´e gaussienne, centre´e et uniforme, de variance
σ2. Ces simplifications permettent de de´terminer analytiquement l’expression de la variance des
composante de l’unique vecteur d’onde parame´trant le signal ; celle-ci est parame´tre´e par ‖zd‖
uniquement (IV.3.24). Cette variance s’exprime en fonction des parame`tres intrinse`ques de la
me´thode (pas de grille h, lissage spatial K et M et de´cimation δ). L’influence de ceux-ci peut
alors eˆtre e´tudie´e de fac¸on a` guider leur choix en ge´ne´ral.
Le choix des parame`tres ci-dessus permet d’e´crire le mode`le de signal suivant :
u(x) = β exp(ik · x) (IV.3.26)
Ce signal est observe´ sous sa version discre´tise´e U ∈ CL sur une grille X de taille L (IV.2.6).
On utilise les techniques de lissage spatial (IV.2.51) et de de´cimation (IV.2.62) pour estimer
le vecteur d’onde k : M sous-grilles re´duites de taille (K ◦ δ) sont forme´es virtuellement, puis
de´cime´es de δ pour former les grilles re´duites et de´cime´es X δm.
Proposition IV.3.12. Dans le cas d’un signal compose´ d’une seule exponentielle, la variance
des composantes de l’unique vecteur d’onde s’expriment sous la forme suivante :
var(kd) =
σ2
|β|2
1
|νδdd |2
1
h2dδ2d
f(Kd,Md, δd)
∏
i 6=d
g(Ki,Mi, δi) (IV.3.27)
f(Kd,Md, δd) =
‖vMd1 *
(>Jδd (>JK↓d − ∗νδdd >JKd↑d ) vKd−1δd )‖2
‖vKd−1δd ‖4‖vMd1 ‖4
(IV.3.28)
g(Ki,Mi, δi) =
‖vMi1 *
(>JδivKiδi )‖2
‖vKiδi ‖4‖vMi1 ‖4
(IV.3.29)
avec v`dδd = [1 ν
δd
d . . . ν
(`d−1)δd
d ], ou` νd = exp(i hdkd).
De´monstration. Voir annexe G.2.1.
Cette expression ge´ne´ralise le re´sultat de´ja` obtenu en [191, 208] pour l’algorithme ND-
ESPRIT standard, qui peut-eˆtre retrouve´ en posant δ = 1. L’expression de la variance de kd
est caracte´rise´e par deux termes : (i) le terme f(Kd,Md, δd) qui donne la de´pendance en fonction
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des parame`tres selon la dimension d associe´e a` la composante kd ; (ii) les termes g(Ki,Mi, δi),
pour i 6= d, qui sont donc associe´s aux parame`tres selon les autres dimensions. Dans le cas multi-
dimensionnel et pour un vecteur d’onde complexe en ge´ne´ral, les fonction f et g correspondant
a` la me´thode ND-ESPRIT standard ont e´te´ de´rive´es analytiquement [191]. Cette de´rivation
analytique est ge´ne´ralise´e ici en prenant en compte la de´cimation, mais seulement dans le cas
de vecteurs d’onde re´els. Le cas complexe (exponentielle amortie) peut eˆtre traite´ en e´valuant
nume´riquement les termes f et g. On se propose dans ce qui suit d’e´tudier se´pare´ment ces deux
termes.
E´tude de f(Kd,Md, δd) Il est montre´ en annexe G.2.1 que dans le cas ou` le vecteur d’onde k
est re´el (soit |νδdd | = 1), f se met sous la forme suivante :
f(Kd,Md, δd) = 2
min(Md, (Kd − 1)δ)
(Kd − 1)2M2d
(IV.3.30)
On rappelle alors la relation qui lie les tailles L de la grille de mesure comple`te, les tailles K
des sous-grilles re´duites et de´cime´es et le nombre M de ces sous-grilles (IV.2.58) :
Ld = (Kd − 1)δd + Md (IV.3.31)
On de´finit e´galement le facteur de lissage spatial sd = Md/Ld. Cela permet de re´e´crire le terme
f sous la forme :
f(sd, Ld, δd) =
δ2d
L3d
min(sd, 1− sd)
s2d (1− sd)2
(IV.3.32)
De fac¸on remarquable, cette expression montre que f est syme´trique par rapport a` sd = 1/2
ou encore (Kd − 1)δd = Md. En conse´quence, il est possible de se limiter aux cas pour lesquels
(Kd − 1)δd 6 Md ; ceci permet de limiter la taille de la matrice de covariance CSS,δuu (e´quation
(IV.2.65), de taille bKc×bKc) et ainsi de re´duire la puissance de calcul ne´cessaire pour estimer
le sous-espace principal W.
Il est alors possible de trouver les parame`tres de lissage qui minimisent la fonction f(sd),
a` longueur Ld et de´cimation δd fixe´es, par l’expression et l’annulation de la de´rive´e ∂f(sd)/∂sd
pour sd ∈ [1/2, 1].
Proposition IV.3.13. Dans le cas ou` le vecteur d’onde est re´el, le choix du facteur de lissage
optimal correspond a`
soptd = 2/3 soit Moptd =
Ld
3 d’ou` f
opt(Ld, δd) =
27
4
δ2d
L3d
(IV.3.33)
Ce re´sultat est e´galement bien connu dans le cas de la me´thode ESPRIT standard ; on
montre donc ici que la technique de de´cimation n’influe pas sur celui-ci.
Dans le cas unidimensionnel (D = 1), seul le terme f entre en compte dans l’expression
de la variance du nombre d’onde k (IV.3.27) ; dans ce cas, celle-ci se met, dans le cas optimal
(IV.3.33), sous la forme suivante :
var(Re{k})opt = 274
σ2
|β|2
1
h2L3 =
9
8 CRB(k) (IV.3.34)
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En conse´quence, dans le cas d’un signal unidimensionnel compose´ d’une seule exponentielle non
amortie, la performance de la me´thode ESPRIT propose´e est inde´pendante du facteur de de´ci-
mation. Ce re´sultat important, de´montre´ ici, a e´te´ observe´ par une approche type Monte-Carlo
dans [145] ; il permet de justifier l’utilisation de la technique de de´cimation. En particulier, il
permet d’envisager de mettre a` profit une grille de mesure tre`s fine : (i) un grand nombre de
points L fait diminuer la variance des nombres d’onde estime´s ; (ii) la technique de de´cimation
permet de garder le couˆt de calcul raisonnable. L’expression (IV.3.34) donne aussi la perfor-
mance de l’estimation du nombre d’onde par la me´thode ESPRIT en fonction de la borne de
Cramer-Rao associe´e (IV.3.1) ; l’efficacite´ the´orique (inverse de la variance effective ramene´e au
CRB) est de 8/9. Elle ne de´pend ni du nombre d’onde, ni de l’amplitude de l’exponentielle.
Ce re´sultat est classique dans le cas de l’algorithme ND-ESPRIT standard [191, 208] et reste
inchange´ dans le cas de´cime´.
Sur la figure IV.3 est reporte´ le re´sultat analytique de la variance de la partie re´elle du
nombre d’onde k en fonction du facteur de lissage spatial s = M/L, sans de´cimation (δ = 1)
et pour diffe´rentes valeurs de la partie imaginaire du nombre d’onde τ (de´croissance spatiale
de l’onde). Cette variance est rapporte´e a` la borne de Cramer-Rao correspondante (IV.3.1) ; de
plus, les diffe´rentes courbes correspondant aux diffe´rentes de´croissances spatiales sont de´note´es
par des valeurs τ×h×L allant de 0 (cas non amorti) a` 10. Cet adimensionnement correspond a` la
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Figure IV.3 – Performances de l’estimation ESPRIT sans de´cimation (δ = 1) dans le cas
d’un signal unidimensionnel compose´ d’une seule exponentielle. Variance du nombre d’onde
relative a` la borne de Cramer-Rao (IV.3.1), en fonction du facteur de lissage spatial s, et pour
diffe´rentes valeurs de de´croissance spatiale de l’onde τ = Im{k}.
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de´croissance du signal entre les deux extre´mite´s du maillage, donne´e par (u1/uL = exp(τ hL)). Il
a e´te´ observe´ que cette repre´sentation ne de´pend pas de la taille du maillage choisi, pour L > 50 ;
il a e´galement e´te´ observe´ que la de´cimation laisse quasiment inchange´e cette repre´sentation
(δ 6= 1), tant que la taille des sous-grilles re´duites et de´cime´es reste raisonnable (cad. K > 5).
Elle pourra ainsi servir d’abaque dans le cas des signaux unidimensionnels. Dans le cas des
signaux multidimensionnels, elle est e´galement valable si on prend en compte l’influence des
termes g(Ki,Mi, δi).
Les trois re´sultats donne´s plus haut sont bien visibles sur la figure IV.3 : (i) la variance
de Re{k} est syme´trique par rapport a` s = 1/2 ; (ii) dans le cas re´el (τ = 0), le facteur
d’adoucissement spatial optimal est s = 2/3 (ou son syme´trique, moins inte´ressant d’un point
de vue computationnel) ; (iii) dans ce meˆme cas, la variance du nombre d’onde est e´gale a`
9/8 = 1.125 fois la borne de Cramer-Rao.
Par rapport a` ces re´sultats, la repre´sentation donne´e en figure IV.3 permet e´galement d’ob-
server l’influence de l’amortissement de l’onde sur les performances de l’estimation par la me´-
thode ESPRIT. En particulier, on remarque que l’amortissement de l’onde fait augmenter la
variance du nombre d’onde : l’e´nergie contenue dans le signal est inhomoge`ne. Avec l’augmen-
tation de l’amortissement, le facteur de lissage spatial s optimal semble se rapprocher de 1/2.
Toutefois, le choix s = 2/3 semble toujours tre`s correct ; on choisira donc syste´matiquement ce
facteur de lissage spatial.
Etude de g(Ki,Mi, δi) Dans le cas des signaux multidimensionnels compose´s d’une seule
composante exponentielle (R = 1, De = D, Dc = 0), l’expression de la variance de la die`me
composante du vecteur d’onde donne´e en (IV.3.27) fait apparaˆıtre un second terme g. Celui-ci
de´pend (voir e´quation (IV.3.29)) des parame`tres de la me´thode (lissage spatial, de´cimation)
dans les dimensions i 6= d ainsi que des composantes du vecteur d’onde dans ces meˆme dimen-
sions ; ceux-ci sont contenus dans les vecteurs pilotes v(`)δ .
L’expression analytique de g est de´rive´e en annexe G.2.1, dans le cas ou` le vecteur d’onde
est re´el et ou` les longueurs de grille sont des multiples de la de´cimation : Mi = δiM′i, soit
Li = (Ki + M′i − 1)δi. Elle prend la forme suivante :
g(Ki,Mi, δi) =
δiN2	
K2iM2i
(
N⊕ − N
2
	 − 1
3N	
)
(IV.3.35)
avec N⊕ = max(Ki,M′i) et N	 = min(Ki,M′i). On remarque alors directement que cette ex-
pression est syme´trique par rapport a` M′i = Ki ; une nouvelle fois, l’inte´reˆt e´tant de limiter Ki
pour limiter la taille de la matrice de covariance, on se sert de cette proprie´te´ de syme´trie pour
n’e´tudier g que pour les Ki 6 M′i. En posant si = Mi/Li le facteur de lissage spatial dans la
direction i, on e´tudie seulement g pour si > (1 + δi/Li)/2 ; l’expression de g se met alors sous
la forme :
g(si, Li, δi) =
1
siLi
1− (1− si)3si
1 + 1
(1− si) + δiLi
 (IV.3.36)
Le terme entre crochets [•] e´tant strictement supe´rieur a` 1 et croissant avec δi, la fonction g
de´croˆıt avec δi. En conse´quence, la de´cimation ne de´grade pas l’estimation des composantes du
vecteur d’onde.
On a pu remarquer lors de l’e´tude de f(sd, Ld, δd) que le choix optimal pour l’estimation de la
die`me composante du vecteur d’onde kd correspond a` sd = 2/3. Ici, g est strictement de´croissante
en fonction de si ; l’optimal consisterait donc a` choisir si = 1 pour i 6= d. Toutefois, ce choix est
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tre`s mauvais pour l’estimation des autres composantes du vecteur d’onde ki, puisque f(si, Li, δi)
deviendrait grand. En conse´quence, on choisit le facteur de lissage spatial tel que sj = 2/3 pour
toutes les dimensions j ∈ {1, . . . , D}. Ce choix est d’autant plus raisonnable que la fonction g
correspondant a` un vecteur d’onde re´el varie en fait tre`s peu pour si ∈ [1/2, 1] ; le choix donc
propose´ permet alors de conserver des performances proches de l’optimal.
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IV.4 Estimation de l’ordre du signal
La section qui suit s’inte´resse a` l’estimation de l’ordre du signal R a` partir des donne´es mesu-
re´es. Celui-ci, correspondant au nombre de composantes ne´cessaires pour mode´liser correctement
les donne´es mesure´es, a jusqu’ici e´te´ suppose´ connu. Il est souvent possible, a` partir d’argu-
ments physiques et/ou d’observations, d’en donner un encadrement du type R ∈ [[Rmin, Rmax ]] ;
toutefois, la valeur exacte de l’ordre du signal est, dans la majeure partie des cas, inconnue. Il
est donc ne´cessaire d’imple´menter un crite`re permettant d’estimer l’ordre du signal.
La me´thode ESPRIT n’est pas seule concerne´e par le crite`re du choix de l’ordre du signal ;
en re´alite´, toute me´thode d’identification base´e sur le principe du maximum de vraisemblance
(Maximum Likehood) et dont la finalite´ est l’identification des parame`tres d’un mode`le line´aire
est soumise a` cette proble´matique. Plus globalement, toutes les me´thodes utilisant la de´com-
position en sous-espaces de la matrice de covariance des donne´es (voir e´quation (IV.2.37)) sont
concerne´es [225]. Le de´veloppement de crite`res pour le choix de l’ordre du signal rec¸oit en
conse´quence un fort inte´reˆt de la part de la communaute´ scientifique ; la litte´rature qui leur est
consacre´e est conse´quente et les approches diversifie´es [210, 108].
Dans ce qui suit, quatre crite`res de se´lection de l’ordre du signal sont e´voque´s. Ceux-ci
appartiennent a` trois cate´gories, fonctions des approches qui justifient leur formulation : (i)
l’ordre de la matrice de covariance des donne´es (crite`re MDL [180]) ; (ii) la qualite´ de l’estimation
des matrices spectrales (crite`res ESTER [14] et SAMOS [159]) et (iii) la stabilite´ des parame`tres
du mode`le de signal identifie´s (crite`res de stabilisation).
IV.4.1 Influence d’une mauvaise estimation de l’ordre
Avant de de´velopper diffe´rents crite`res de se´lection d’ordre de signal adapte´s a` la me´thode
ESPRIT, il convient de rappeler deux re´sultats inte´ressants qui sont de´montre´s dans la the`se
de Roland Badeau [11]. Ceux-ci concernent l’influence d’une mauvaise estimation de l’ordre du
signal sur les performances de la me´thode ESPRIT standard (explicite´e en introduction , voir
section IV.1.3) applique´e a` des donne´es non perturbe´es. Ces re´sultats se ge´ne´ralisent bien au
cas de la me´thode ND-ESPRIT standard [126] (D = De > 1, Dc = 0).
Proprie´te´ IV.4.1. Soient P l’ordre choisi et R l’ordre vrai du signal. Alors l’estimation des
parame`tres a` partir des donne´es non perturbe´es est re´gie par les deux re´sultats suivants :
— Si P 6 R, une borne supe´rieure s’applique sur la norme de l’erreur sur les composantes
du vecteur polaire pi (e´quation (IV.2.6)). Cette borne est proportionnelle au re´sidu de
l’estimation des matrices spectrales F (IV.2.42) et au conditionnement de la matrice
de Vandermonde VL (e´quation (IV.2.25)).
— Si P > R, les P poˆles identifie´s p˜i ∈ CP contiennent les R poˆles vrais pi ∈ CR.
A priori, une surestimation de l’ordre du signal est donc pre´fe´rable a` une sous-estimation de
celui-ci. Toutefois, il est en pratique difficile de distinguer les composantes vraies, qui contiennent
les parame`tres du signal a` identifier, des composantes mathe´matiques, qui de´crivent le bruit des
mesures. Il est donc ne´cessaire de disposer de crite`res de se´lection de l’ordre du signal adapte´s.
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IV.4.2 Crite`re MDL : Minimum Description Length
Comme cela a pu eˆtre montre´ plus haut lors de la pre´sentation de la me´thode ESPRIT,
l’ordre du signal R est e´gal au nombre de valeurs propres non nulles λ de la matrice de covariance
des donne´es non perturbe´es (voir e´quation (IV.2.37)), celles-ci e´tant associe´es au sous-espace
signal ; les valeurs propres restantes de cette meˆme matrice, associe´es au sous-espace bruit, sont
nulles λ⊥ = 0.
Lorsqu’une perturbation de type bruit blanc uniforme de variance σ2 est introduite sur les
donne´es, il est montre´ en proprie´te´ IV.2.1 que les valeurs propres de la matrice de covariance
perturbe´e deviennent λ˜ = λ+σ2 et λ˜⊥ = λ⊥+σ2 ; en conse´quence, les valeurs propres associe´es
au sous-espace bruit deviennent non-nulles. Toutefois, puisque toutes les valeurs propres sont
translate´es de σ2, l’ordre de celles-ci reste inchange´ : les valeurs propres associe´es au sous-espace
signal restent dominantes, quelque soit la variance du bruit σ2.
De nombreux crite`res de se´lection de l’ordre du signal sont donc base´es sur l’e´tude des valeurs
propres λ˜ de la matrice de covariance des donne´es mesure´es. Ceux-ci partent de l’hypothe`se de
parcimonie, c’est a` dire que les donne´es observe´es peuvent eˆtre de´crites par un nombre re´duit de
parame`tres ; ici, un parame`tre correspond a` un vecteur propre de la matrice de covariance. En
particulier, les crite`res d’information de Akaike [3] (AIC pour Akaike Information Criterion) ou
de Bayes [108] (BIC pour Bayesian Information Criterion) peuvent eˆtre applique´s a` la se´lection
de l’ordre sur la base des valeurs propres λ˜.
Le crite`re MDL pour Minimum Description Length, propose´ par Rissanen [180, 181] fait
partie de cette cate´gorie de crite`res. Si le rapport signal a` bruit est raisonnable, la suite des
valeurs propres λ˜i, i = {1, 2, . . . , λ˜K} est caracte´rise´e par une cassure au passage de l’espace
signal a` l’espace bruit, c’est a` dire entre λ˜R et λ˜R+1.
Definition IV.4.1 (Crite`re MDL). Sachant λ˜i ∈ R+ et λ˜1 > λ˜2 > . . . > λ˜K, le crite`re MDL
s’e´crit comme suit :
MDL(r) = λ˜r − λ˜r+1
λ˜r
(IV.4.1)
et est strictement positif et infe´rieur a` 1. L’ordre du signal P , choisit tel qu’il maximise le
crite`re ci-dessus, correspond donc au plus fort contraste observe´ entre deux valeurs propres
successives de la matrice de covariance des donne´es perturbe´es.
Le crite`re MDL est avantageux par sa simplicite´ d’imple´mentation. En effet, les valeurs
propres λ˜ de la matrice de covariance sont calcule´es dans la me´thode ESPRIT au moment de
l’estimation de l’espace signal W˜ (e´quation (IV.2.37)). Le couˆt de calcul ajoute´ pour l’estimation
de l’ordre du signal par le crite`re MDL (IV.4.1) est en conse´quence ne´gligeable. De plus, ce
crite`re ne de´pend pas du mode`le de signal choisit ; il peut donc eˆtre applique´ a` une large varie´te´
de proble`mes.
Lorsque le rapport signal-sur-bruit (SNR) diminue, le contraste entre les valeurs propres
associe´es a` l’espace signal et celles associe´es a` l’espace bruit diminue e´galement. Le crite`re
MDL devient donc inope´rant lorsque le bruit de mesure augmente : l’ordre du signal est alors
surestime´ par ce crite`re. De plus, celui-ci est base´ sur le rang de la matrice de covariance
des donne´es seulement : ce rang n’a pas force´ment de lien direct avec la forme des fonctions
harmoniques dont on cherche a` identifier les parame`tres. En conse´quence, l’estimation de R par
le crite`re MDL est encore de´grade´e lorsque des contributions non-harmoniques sont pre´sentes
dans le signal (effets de bord, efforts ponctuels, etc.).
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Fort de ce constat, on s’inte´resse dans la suite a` des crite`res plus spe´cifiques a` la me´thode
ESPRIT ; ceux-ci sont base´s sur la qualite´ des estimations faites par la me´thode en fonction de
l’ordre du signal choisit P .
IV.4.3 Crite`re ESTER : ESTimation of ERror
Propose´ par Roland Badeau [14], le crite`re ESTER (ESTimation of ERror) s’appuie sur la
proprie´te´ IV.4.1 cite´e plus haut et qui correspond au cas ou` les donne´es ne sont pas perturbe´es. Le
crite`re est en effet justifie´ par la borne sur l’erreur des poˆles dans le cas d’une sous-estimation
de l’ordre du signal (P 6 R). Dans le cas de la me´thode ESPRIT standard explicite´e en
introduction (voir section IV.1.3), la borne s’e´crit comme suit.
Proprie´te´ IV.4.2. [11, Corrolaire IV.2.3, page 56] : Soient, pour p 6 R, les p valeurs propres
p˜ii de la matrice spectrale F(p) estime´e a` partir des p vecteurs propres W(p) de la matrice de
covariance des donne´es non perturbe´es. Alors il existe r ∈ {1, . . . , R} tel que :
|p˜ii − pir| 6 ζ ‖W↓(p)−W↑(p)F(p)‖ (IV.4.2)
ou` pi est le vecteur polaire exact. Le scalaire ζ est lie´ au conditionnement de la matrice de
Vandermonde VL associe´e au mode`le de signal exact ; il est inde´pendant de p.
L’erreur sur l’estimation des composantes polaires p˜i est donc directement proportionnelle
au re´sidu de l’estimation de la matrice F(p) = W↑(p)†W↓(p). L’ordre p qui minimise celui-ci
est donc, dans le cas de donne´es non perturbe´es, e´gal a` l’ordre du signal R ; ce constat est a`
l’origine de la proposition du crite`re ESTER.
Le re´sultat ci-dessus a plus tard e´te´ e´tendu au cas de la me´thode ND-ESPRIT standard
[126] pour des signaux de dimension D > 1. Dans ce cas, D bornes sont exprime´es sur les
composantes des vecteurs polaires pid, d ∈ [[ 1, D ]]. Ces bornes sont proportionnelles au re´sidu
de l’estimation des D matrices spectrales Fd(p), celle-ci e´tant re´alise´e a` partir des D relations
d’invariance rotationnelle utilise´es dans la me´thode standard.
La ge´ne´ralisation de ces re´sultats a` la me´thode ESPRIT propose´e dans ce travail est directe.
Proprie´te´ IV.4.3. Soient les p valeurs propres p˜iq,δi (IV.2.18) de la matrice spectrale Fq(p)
estime´e a` partir des p vecteurs propres W(p) de la matrice de covariance des donne´es non
perturbe´es (IV.2.69). Alors, quel que soit le vecteur translation q, il existe r ∈ {1, . . . , R} tel
que :
|p˜iq,δi − piq,δr | 6 ζq,δ ‖W↓q(p)−W↑q(p)Fq(p)‖ (IV.4.3)
ou` piq,δ est le vecteur polaire exact. Le scalaire ζq,δ est lie´ au conditionnement de la matrice
pilote VKδ associe´e au mode`le de signal exact (voir e´quation (IV.2.25)) ; il est inde´pendant de
p.
Dans le cadre de la me´thode propose´e, Q vecteurs translation q sont utilise´s pour formuler
autant de relations d’invariance rotationnelle, permettant au final d’estimer les vecteurs polaires
(IV.2.18). En conse´quence,Q bornes de la forme donne´e ci-dessus peuvent eˆtre formule´es. Celles-
ci sont proportionnelles aux re´sidus des estimations des matrices spectrales Fq(p). Ceux-ci
peuvent eˆtre calcule´s a posteriori.
Un nouvelle fois, ces bornes ne sont valables que dans le cas d’utilisation de donne´es non
perturbe´es. En pre´sence de donne´es perturbe´es, le re´sidu de l’estimation de F˜q(R), correspon-
dant a` l’ordre du signal exact R, est non-nul. Le crite`re ESTER multidimensionnel consiste
donc a` maximiser une fonctionnelle base´e sur l’inverse de ces re´sidus, et fonction de l’ordre p.
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Definition IV.4.2 (Crite`re ESTER). Dans le cadre du crite`re ESTER, l’ordre du signal estime´
P est choisit parmi une liste d’ordres candidats p ∈ [[Rmin, Rmax ]] tel qu’il maximise une com-
binaison Γ de l’inverse re´sidus de l’estimation des Q matrices spectrales F˜qn, n ∈ {1, . . . , Q} :
P = arg max
p∈[[Rmin,Rmax ]]
Γ
(
−11 (p), . . . , −1Q (p)
)
(IV.4.4)
n(p) = ‖W˜↑qn(p)− W˜↓qn(p)Fqn(p)‖
ou` Γ : RQ → R peut repre´senter la sommation (ESTER-I) ou le produit (ESTER-II) des
inverses des Q re´sidus n(p) [126].
Il est possible de montrer que, quelque soit p, n(p) 6 1. En conse´quence, la fonction Γ est
strictement supe´rieure a` 1.
Contrairement au crite`re MDL (IV.4.1) et la multitude de crite`res base´s sur l’e´tude des
valeurs propres de la matrice de covariance, le crite`re ESTER se sert des proprie´te´s d’invariance
rotationnelle du mode`le de signal. Cela le rend moins sensible a` une perturbation des donne´es
colore´e (densite´ spectrale du bruit non uniforme) et/ou corre´le´e (matrice de covariance du bruit
non diagonale).
Ce crite`re est donc performant lorsque les hypothe`ses sur le mode`le de signal sont respecte´es.
Dans le cas contraire, le re´sidu augmente et l’ordre du signal est souvent sous-estime´ [14]. Une
solution peut alors consister a` choisir un ordre Pα tel que la fonction Γ(Pα) soit supe´rieure a` sa
valeur maximale Γ(P ) (IV.4.4) multiplie´e par une valeur seuil α 6 1 :
Pα = arg max
p′∈[[Rmin,Rmax ]]
{
p | Γ(p) > αΓ(P )
}
(IV.4.5)
Cette strate´gie permet parfois d’ame´liorer les capacite´s de de´tection du crite`re ESPRIT [70].
Toutefois, le choix du coefficient α pose souvent proble`me, car le contraste entre les diffe´rentes
valeurs de Γ(p) de´pend d’un nombre de facteurs inconnus a priori (i.e niveau de bruit, nombre
de composantes pre´sentes dans le signal).
IV.4.4 Crite`re SAMOS : Subspace-based Automatic Model Order
Selection
Le crite`re ESTER est, comme on l’a vu, base´ sur le re´sidu des estimations des matrices
spectrales F˜q. Ces estimations sont re´alise´es au sens des moindres carre´s, a` partir des versions
tronque´es du sous espace signal W˜↑q(p) et W˜↓q(p). Or l’estimation aux moindres carre´s suppose
que seules les mesures soient bruite´es (ici W˜↓q(p)) ; la matrice des variables, ici W˜↑q(p), est
suppose´e connue exactement. Ce n’est e´videmment pas le cas, puisque ces deux matrices sont
forme´es a` partir de donne´es perturbe´es.
Lorsque le bruit ∆U(t) et le signal pur U(t) sont de´corre´le´s (cad. E
{
∆U(t)HU(t)
}
= O),
la de´composition en sous-espaces de la matrice de covariance des donne´es se´pare correctement
les deux contributions (cela vient de l’orthogonalite´ des sous-espaces signal W˜(p) et bruit
W˜⊥(p), voir e´quation (IV.2.37)). En conse´quence, l’influence du bruit sur les matrices W˜↑q(p)
et W˜↓q(p) est faible ; le crite`re ESTER est alors performant. Dans le cas ou` la perturbation des
donne´es est corre´le´e aux donne´es non perturbe´es, le sous-espace signal W˜ de´crit pour partie
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cette perturbation. En conse´quence, l’estimation aux moindres carre´s des matrices spectrales
F˜q(p) est biaise´e par la pre´sence de ces perturbations.
La situation ou` le bruit est corre´le´ aux donne´es pures est en re´alite´ rencontre´e fre´quemment :
elle peut par exemple venir d’un mode`le de signal trop approximatif (la partie du signal non
mode´lise´e est alors conside´re´e comme faisant partie des perturbations) ; elle peut e´galement
venir du dispositif de mesure (i.e. mauvais positionnement des capteurs, corre´lation entre les
capteurs). Un crite`re de choix de l’ordre du signal prenant en compte l’erreur sur la matrice des
variables W˜↑q(p) est en conse´quence ne´cessaire ; c’est la proposition du crite`re SAMOS, pour
Subspace-based Automatic Model Order Selection [159].
Le crite`re SAMOS s’inspire de la me´thode TLS-ESPRIT, dont l’ide´e est d’employer la tech-
nique des moindres carre´s totaux (Total Least Squares) pour estimer les matrices spectrales F˜q.
Cette technique particulie`re permet de prendre en compte le bruit sur les variables lors de l’es-
timation [224]. La re´solution de cette me´thode de re´gression line´aire passe par la de´composition
en valeurs singulie`res d’une matrice Sq(p) ∈ CbK−qc×2p compose´e des mesures et des variables :
Sq(p) =
[
W↑q(p) W↓q(p)
]
(IV.4.6)
Il est montre´ dans [159] que dans le cas de donne´es non perturbe´es, le rang de Sq(p) est
supe´rieur a` l’ordre du signal exact R pour p 6= R, et e´gal a` R pour p = R. En conse´quence,
la minimisation du rang de Sq(p) en fonction de p repre´sente un crite`re pour l’estimation
de R. Pour cela, la matrice Sq(p) peut s’e´crire sous la forme suivante, qui correspond a` sa
de´composition en valeurs singulie`res (SVD) :
Sq(p) = ΥLq(p)diag (γq(p))
HΥRq (p) (IV.4.7)
ou` ΥLq(p) et ΥRq (p) sont respectivement les sous-espaces de gauche et de droite de Sq(p). Le vec-
teur γq(p) ∈ RZ , avec Z = min(bK− qc, 2p), contient les valeurs singulie`res de cette matrice,
classe´es dans l’ordre de´croissant : γq1 > γq2 > . . . > γqZ . Le rang de Sq(p) correspond alors au
nombre de ses valeurs propres nulles. Puisque ce rang est supe´rieur a` R pour p < R et p > R,
la somme des p dernie`res valeurs propres [γqZ−p+1, . . . , γ
q
Z ] est nulle si et seulement si p = R.
Lorsque les donne´es sont perturbe´es, la matrice S˜q(p) est de rang plein, c’est a` dire que
quelque soit i ∈ [[ 1, Z ]], γ˜qi > 0. Le crite`re SAMOS consiste donc a` trouver l’ordre p qui
minimise la moyenne des p dernie`res valeurs propres de S˜q(p).
Definition IV.4.3 (Crite`re SAMOS). L’ordre du signal estime´ P par le crite`re SAMOS est
choisit parmi une liste d’ordres candidats p ∈ [[Rmin, Rmax ]] tel qu’il maximise une combinaison
Γ de l’inverse de la moyenne des p valeurs singulie`res les plus faibles des Q matrices S˜qn
(IV.4.6), n ∈ {1, . . . , Q} :
P = arg max
p∈[[Rmin,Rmax ]]
Γ
(
−11 (p), . . . , −1Q (p)
)
(IV.4.8)
n(p) =
1
p
Z∑
z=Z−p+1
γ˜qnz
ou` Γ : RQ → R peut repre´senter la sommation ou le produit des inverses des Q moyennes
n(p).
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Le crite`re SAMOS pre´sente, par une meilleure prise en compte de l’influence des donne´es per-
turbe´es sur l’espace signal W˜, des performances meilleures que le crite`re ESTER [159]. Dans la
communaute´ des te´le´communications, qui s’inte´resse fortement au de´veloppement des me´thodes
haute re´solution comme ESPRIT, ce crite`re semble toutefois peu utilise´. Cela est notamment
du a` la perte d’ouverture (relie´e au nombre de composantes maximum de´tectables) qu’il impose.
En effet, on a vu que le nombre de valeurs propres de Sq(p) est e´gal a` Z = min(bK− qc, 2p)
(IV.4.7). En conse´quence, l’ordre maximum du signal de´tectable est pmax = (bK− qc)/2. Dans
le cas du crite`re ESTER, l’ordre maximum correspond a` la taille comple`te de la grille de me-
sure tronque´e, soit pmax = bK− qc. Deux fois plus de composantes peuvent donc eˆtre de´tecte´es
par le crite`re ESTER. Dans les applications vise´es par les te´le´communications, le nombre de
capteurs bKc peut eˆtre assez re´duit (i.e antennes) ; dans ce cas, cette perte d’ouverture est
critique. Toutefois, dans les applications vise´es ici, la taille des grilles de mesure est beaucoup
plus conse´quente (e´chantillonnage temporel, mesures plein-champ, etc.) ; la perte d’ouverture
entraˆıne´e par le crite`re SAMOS est donc moins critique.
IV.4.5 Crite`res de stabilisation
Les deux crite`res pre´ce´dents (ESTER et SAMOS) sont base´s sur les proprie´te´s d’invariance
rotationnelle du mode`le de signal suppose´ par la me´thode ESPRIT. Par rapport au crite`re
MDL, ils sont particulie`rement performants lorsque le mode`le de signal de´crit bien les mesures.
Leurs capacite´s de de´tection de l’ordre du signal chute toutefois fortement lorsque les mesures
contiennent de l’information qui n’est ni du bruit, ni de´crite par le mode`le de signal. Cette
configuration est souvent rencontre´e dans un cadre expe´rimental : non-line´arite´ de la re´ponse
de la structure, chargement inconnu, etc.
Dans ce cas, une possibilite´ consiste a` observer le comportement des parame`tres identifie´s
pour des ordres de signal candidats p successifs et croissants. En effet, on a jusque la` justifie´
les crite`res de choix de P sur la base du premier e´le´ment de la proprie´te´ IV.4.1, qui concerne le
cas pour lequel l’ordre du signal est sous-estime´ (P < R). Dans le cas contraire ou` cet ordre est
sur-estime´ (P > R), le second e´le´ment s’applique, et nous informe que les parame`tres identifie´s
contiennent les parame`tres du signal (dans le cas de donne´es non perturbe´es).
Cette proprie´te´ particulie`re peut se formaliser comme suit : toujours dans le cas ou` les
donne´es sont non perturbe´es, on identifie a` partir d’un ordre de signal p = R+ e, ou` e > 0, les
p vecteurs d’onde K̂(p) ∈ CD×p tels que :
K̂(p) =
[
K K⊥
]
(IV.4.9)
ou` K ∈ RD×R contient les vecteurs d’onde vrais (qui parame`trent le signal) et K⊥ ∈ CD×e
contient des vecteurs d’onde mathe´matiques, qui de´crivent en fait une partie de la perturbation
des donne´es. Tant que p > R, les vecteurs K restent inchange´s, tandis que ceux contenus dans
K⊥ de´pendent de l’ordre du signal choisit. Ces derniers sont en effet calcule´s sur l’espace bruit
W⊥ compose´s de vecteurs arbitraires ; donc tre`s de´pendants du choix de l’ordre de troncature
p.
En conse´quence, il est possible de de´terminer l’ordre du signal R en observant la variation
des vecteurs d’onde identifie´s en fonction de p : les vecteurs d’onde vrais sont alors de´tecte´s
comme les vecteurs stables, inde´pendants de p. Lorsque de la perturbation est pre´sente sur
les donne´es, tous les vecteurs d’onde identifie´s sont influence´s par celle-ci ; tous les parame`tres
identifie´s de´pendent alors de l’ordre p. Toutefois, la proprie´te´ peut toujours eˆtre utilise´e pour
234 Chapitre IV. ESPRIT
discriminer les vecteurs d’onde vrais des vecteurs d’onde mathe´matiques sur la base de crite`res
de stabilisation.
Cette cate´gorie de crite`res se concentre donc sur l’e´volution, en fonction de l’ordre p, des
vecteurs d’onde K˜(p) identifie´s sur des donne´es perturbe´es, ou plus ge´ne´ralement tous les para-
me`tres identifie´s (qui comprennent aussi les amplitudes B˜(p) et les phases Φ˜(p)). De nombreuses
mesures de la stabilite´ des parame`tres identifie´es peuvent eˆtre propose´es, la difficulte´ majeure
consistant a` distinguer les jeux de parame`tres vrais (K˜, B˜, Φ˜) des jeux de parame`tres mathe´-
matiques (K˜⊥, B˜⊥, Φ˜⊥).
La mise en pratique des crite`res de stabilisation impose toutefois de de´rouler comple`tement
la me´thode ESPRIT pour une collection d’ordres candidats p ∈ [[Rmin, Rmax ]]. Le sur-couˆt de
calcul entraˆıne´ est donc largement supe´rieur aux autres crite`res. De plus, l’automatisation du
choix de l’ordre du signal sur la base de ce type de crite`re s’ave`re complique´e. Le choix de
l’ordre du signal impose donc souvent une ope´ration manuelle. Pour cette raison, les crite`res
de stabilisation ne sont utilise´s dans ce travail que dans le cadre de l’application de la me´thode
ESPRIT propose´e pour l’analyse modale (voir chapitre V, section V.2, ou` sont de´taille´s diffe´rents
crite`res de stabilite´).
IV.4.6 Conclusion
Dans cette section consacre´e a` l’estimation de l’ordre du signal R, trois types de crite`res ont
e´te´ expose´s.
1) Le crite`re MDL se base sur les valeurs propres de la matrice de covariance des donne´es
uniquement. Il tente de mesurer la cassure entre l’espace signal et l’espace bruit, qui est
caracte´ristique d’une perturbation des donne´es de type bruit blanc centre´ uniforme. Ce
crite`re est performant lorsque le mode`le de signal (fonctions harmoniques et bruit additif
blanc uniforme centre´) est exactement respecte´ par les donne´es. De plus, le sur-couˆt de
calcul entraˆıne´ est ne´gligeable. Cependant, lorsque le bruit est colore´ (densite´ spectrale
non uniforme) ou pre´sente une certaine corre´lation aux donne´es, le choix de l’ordre du
signal par le crite`re MDL peut eˆtre biaise´.
2) Les crite`res ESTER et SAMOS se basent sur le re´sidu de l’estimation des matrices spec-
trales, re´alise´e dans une phase amont de l’estimation des vecteurs d’onde. Par cela, l’in-
formation du mode`le de signal est ajoute´e pour l’estimation du l’ordre. Le crite`re ESTER
cherche a` minimiser le re´sidu de l’estimation des matrices spectrales au sens des moindres
carre´s, ce qui interdit la pre´sence de perturbations importantes sur le sous-espace signal.
Ce crite`re est donc performant face a` du bruit colore´, mais perd vite ses capacite´s de
de´tection lorsque les perturbations sont corre´le´es aux donne´es pures, car elles perturbent
le sous-espace signal. Le crite`re SAMOS tente de prendre en compte cette perturbation
en minimisant le re´sidu d’une estimation aux moindres carre´s totaux des matrices spec-
trales. Les performances accrues de se crite`re se font au prix d’une diminution de moitie´
du nombre de composantes de´tectables, ce qui ne pre´sente pas re´ellement une limitation
pour les applications concerne´es par ce travail. Ces crite`res entraˆınent un couˆt de calcul
qui est non ne´gligeable, car les matrices spectrales doivent eˆtre estime´es pour une col-
lection d’ordre candidats. Toutefois, ce sur-couˆt n’est pas critique pour les applications
envisage´es. Puisqu’ils sont formule´s sur les proprie´te´s du mode`le de signal, ces crite`res
perdent en performance lorsque les donne´es contiennent de l’information qui ne peut eˆtre
de´crite par celui-ci.
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3) Les crite`res de stabilisation sont alors une alternative. Ils se basent sur la de´pendance
des parame`tres identifie´s en fonction de l’ordre du signal choisit. Les parame`tres les plus
stables sont alors identifie´s comme les parame`tres vrais, et les autres e´carte´s. Plusieurs dif-
ficulte´s rendent cette famille de crite`res difficile a` mettre en œuvre : (i) la de´finition d’une
mesure de stabilite´ ; (ii) la ne´cessite´ de de´rouler la me´thode comple`tement pour chaque
ordre candidat, entraˆınant un sur-couˆt de calcul conse´quent ; (iii) la difficile automatisa-
tion du choix de l’ordre. Pour cela, ces crite`res ne sont utilise´s que pour l’application de la
me´thode ESPRIT propose´e pour l’analyse modale, ou` peu de re´alisations de la me´thode
sont ne´cessaires.
Ces trois familles de crite`res sont utilise´es dans les applications de la me´thode ESPRIT
unifie´e de´veloppe´es dans les chapitres qui suivent.
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IV.5 Conclusions
Cette section a e´te´ consacre´e au de´veloppement d’une me´thode ESPRIT cherchant a` uni-
fier diffe´rentes propositions de la litte´rature sous une formulation commune. Les propositions
retenues pre´sentent un inte´reˆt potentiel pour les applications de la me´thode sur les mesures
plein-champ en me´canique : (i) prise en compte de la totalite´ des donne´es, (ii) utilisation de
multiples invariances de la grille de mesure, (iii) application aux signaux multidimensionnels,
(iv) prise en compte des mode`les en sinuso¨ıdes, (v) strate´gie de lissage spatial et de de´cima-
tion, (vi) crite`res d’estimation de l’ordre du signal et enfin (vii) quantification de l’effet des
perturbations sur les parame`tres identifie´s.
Les diffe´rentes e´tapes de la construction de la me´thode unifie´e ont e´te´ de´veloppe´es dans
la premie`re section. Tout d’abord, le mode`le de signal continu, correspondant a` la de´finition
physique du champ mesure´, a e´te´ de´fini ; une version simplifie´e a ensuite e´te´ donne´e, correspon-
dant a` une observation de celui-ci. Ce mode`le a ensuite e´te´ discre´tise´ pour mode´liser l’e´tape
de mesure ; dans ce meˆme but ont e´galement e´te´ introduites les perturbations. Ensuite, sur la
base du proble`me de l’estimation des parame`tres du signal a e´te´ de´finie la version modifie´e du
mode`le de signal, qui permet d’e´carter les phases du proble`me et d’e´crire ensuite le mode`le ma-
triciel sous forme se´pare´e. Pour cela ont e´te´ introduite diffe´rentes matrices caracte´ristiques : la
matrice de Vandermonde e´tendue qui permet de formuler le proble`me d’estimation des phases
et des amplitudes ; la matrice pilote, qui prend en compte la modification du mode`le de si-
gnal et posse`de toutes les proprie´te´s d’invariance rotationnelle ne´cessaires a` l’estimation des
vecteurs d’onde. Deux sous-sections ont ensuite e´te´ consacre´es a` l’e´tude et l’estimation de la
covariance des donne´es. Il a tout d’abord e´te´ montre´ que l’estimation des vecteurs d’onde peut
eˆtre faite a` partir de cette covariance et que celle-ci confe`re a` l’estimation re´alise´e une certaine
re´sistance au bruit. Ensuite, diffe´rents estimateurs de la covariance des donne´es mesure´es ont
e´te´ propose´s. L’estimation directe sur les donne´es e´tant souvent de rang de´ge´ne´re´, la technique
de lissage spatial a e´te´ explicite´e : celle-ci conserve le rang de la matrice de covariance afin de
permettre l’estimation des vecteurs d’onde sur un nombre d’observations du signal tre`s re´duit.
Finalement, un estimateur de´cime´ a e´te´ propose´. Celui-ci permet de re´duire le couˆt de calcul
tout en prenant en compte la totalite´ des donne´es de mesure. Dans la dernie`re partie de cette
premie`re section, les e´tapes du de´roulement de la me´thode ESPRIT propose´e pour l’estimation
des parame`tres d’un signal ont e´te´ donne´es.
Dans la seconde section de ce chapitre, diffe´rentes me´thodes permettant de quantifier les
incertitudes sur les parame`tres estime´s ont e´te´ de´veloppe´es. Celles-ci se basent principalement
sur la propagation des perturbations au premier ordre dans les diffe´rentes ope´rations effectue´es
pour arriver a` l’estimation des parame`tres. On a montre´ que la perturbation des composantes des
vecteurs propres identifie´s peut se mettre sous une forme line´aire applique´e aux perturbations
des donne´es. La perturbation des vecteurs propres obtenus peut ainsi eˆtre estime´e pour une
distribution des perturbations quelconques. A partir de cette forme line´aire a e´te´ exprime´e la
variance des estimations, dont l’estimation passe par certaines hypothe`ses sur la forme de la
covariance des perturbations. Sous l’hypothe`se d’un bruit blanc, la variance de l’estimation des
vecteurs propres a e´te´ de´rive´e dans un cas tre`s simple, consistant en un signal compose´ d’une
seule composante exponentielle. Celui-ci a l’avantage (i) de permettre une de´rivation analytique
de la variance ; (ii) d’avoir e´te´ traite´ par de nombreux auteurs, ce qui permet de comparer les
re´sultats ; (iii) d’avoir une borne de Cramer-Rao associe´e, ce qui permet de donner une ide´e de
l’efficacite´ de l’estimateur ESPRIT par rapport a` une valeur de re´fe´rence. Cette e´tude a permis
de montrer que (i) la de´cimation ne de´grade pas l’estimation des vecteurs d’onde ; (ii) le facteur
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de lissage spatial optimal ne de´pend que de la de´croissance spatiale de l’onde ramene´e a` la taille
de la grille et peut raisonnablement eˆtre fixe´ a` s = 2/3 ; (iii) avec ce choix et dans le cas ou` la
de´croissance spatiale des ondes est nulle, la variance des estimations est tre`s proche (8/9) de la
borne de Cramer-Rao.
La troisie`me et dernie`re section de ce chapitre a e´te´ consacre´e a` l’estimation de l’ordre du
signal. Trois familles de crite`res ont e´te´ pre´sente´s, de la plus simple d’imple´mentation a` la plus
complexe. Le crite`re MDL, simpliste, permet l’estimation de l’ordre du signal dans les cas ou`
le bruit est blanc uniforme et les hypothe`ses sur le signal respecte´es. Les crite`res ESTER et
SAMOS permettent de prendre en compte une certaine coloration du bruit en utilisant les
proprie´te´s d’invariance rotationnelle du signal pour estimer son ordre. Le crite`re SAMOS prend
e´galement en compte la perturbation de l’espace signal par le bruit, qui peut donc eˆtre corre´le´
aux donne´es. Lorsque le mode`le de signal est insuffisant pour de´crire les donne´es mesure´es, les
crite`res de stabilisation semblent les plus ade´quats pour estimer l’ordre du signal ; ces crite`res
sont de´veloppe´s plus en de´tail au chapitre suivant pour leur mise en œuvre pour l’analyse
modale.

Chapitre V
Identification inverse par analyse
modale
Re´sume´
Ce chapitre est de´die´ a` la formulation d’une proce´dure d’identification de structures
utilisant la mesure du re´gime libre transitoire de celles-ci.
Premie`rement, la me´thode ESPRIT propose´e est spe´cialise´e pour sa mise en oeuvre dans
le cadre de l’analyse modale. Elle s’applique a` la totalite´ des donne´es mesure´es. Apre`s
application de la me´thode, une collection de donne´es re´duites est obtenue : fre´quences,
amortissement et de´forme´es modales. Le choix du nombre de composantes modales est rendu
difficile par leur grand nombre. Diffe´rents indicateurs base´s sur des crite`res de stabilite´
sont pre´sente´s. Les expressions permettant de quantifier les incertitudes sur les donne´es
modales sont de´rive´es.
Ensuite, un proble`me aux valeurs propres inverse est formule´ sur la base des don-
ne´es re´duites obtenues et d’un mode`le de la structure dont certains parame`tres doivent
eˆtre estime´s. La re´solution de ce proble`me passe par la minimisation d’une fonctionnelle,
portant sur la diffe´rence des donne´es modales expe´rimentales et nume´riques. A partir de
l’analyse de sensibilite´ des valeurs et vecteurs propres du mode`le, un algorithme de des-
cente de gradient analytique est formule´. La re´gularisation du proble`me de minimisa-
tion est discute´e. Diffe´rentes sources d’incertitude sont e´voque´es et un indicateur permettent
l’estimation de l’intervalle de confiance associe´ aux parame`tres identifie´s est propose´.
Enfin, la proce´dure est applique´e a` l’identification des proprie´te´s anisotropes vis-
coe´lastiques d’une planche d’e´pice´a, conside´re´e comme un mate´riau isotrope transverse.
L’observation conjointe des de´forme´es, fre´quences et amortissements modaux extraits de la
mesure permet de se´parer les diffe´rents me´canismes d’amortissement. Les parame`tres
mate´riaux sont identifie´s sur les premiers modes de l’e´chantillon. Un tre`s bon accord entre
les donne´es expe´rimentales et nume´riques est obtenu.
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V.1 Introduction
Le pre´sent chapitre est consacre´ a` la proposition, a` l’e´tude et a` l’application d’une me´thode
d’identification des structures, base´e sur des donne´es issues d’une analyse modale de celles-ci.
Analyse modale L’utilisation de l’analyse modale pour l’identification des structures pre´-
sente des avantages conside´rables. En particulier, les donne´es modales identifie´es (de´forme´es,
fre´quences, amortissements) repre´sentent une re´duction tre`s importante de la quantite´ de don-
ne´es disponibles, se focalisant sur les me´canismes dominants dans la re´ponse de la structure.
En cela, ces donne´es sont associe´es a` un rapport signal-sur-bruit optimal.
Toutefois, les donne´es modales obtenues sont lie´es au comportement global de la structure :
celles-ci contiennent les signatures de l’anisotropie des mate´riaux constitutifs, de l’he´te´roge´-
ne´ite´ de la structure ou encore des conditions aux limites applique´es, me´lange´es. De fac¸on a`
pouvoir identifier chaque aspect a` partir des donne´es modales expe´rimentales, il est ne´cessaire
de de´terminer celles-ci avec une pre´cision satisfaisante.
Les me´thodes de´die´es a` l’analyse modale des structures sont nombreuses on en trouvera par
exemple une revue dans [177]. Les approches base´es sur la de´composition en sous-espace, comme
la me´thode ESPRIT, sont e´galement diverses ; on peut par exemple e´voquer la me´thode ERA
[100] (pour Eigenvalue Realization Algorithm), base´e sur la formulation d’e´tat. Des applications
de la me´thode ESPRIT standard pour l’analyse modale ont e´te´ propose´es, base´es sur le travail
original de Ege [70, 174, 77]. L’application de ce type de me´thode aux mesures plein-champ
pose trois proble`mes principaux : (i) la prise en compte simultane´e des donne´es mesure´es ; (ii)
le choix du nombre de modes a` identifier ; (iii) la quantification des incertitudes.
Pour cela, la me´thode ESPRIT propose´e au chapitre pre´ce´dent est spe´cialise´e dans la pre-
mie`re section de ce chapitre pour sa mise en œuvre dans le cadre de l’analyse modale. Celle-ci
inte`gre les de´veloppements ne´cessaires a` la prise en compte de la totalite´ des donne´es mesu-
re´es pour l’identification des donne´es modales. Les diffe´rents crite`res de choix de l’ordre du
signal pre´sente´s avec la me´thode ESPRIT (section IV.4) sont utilise´s pour permettre d’estimer
le nombre de composantes dans le signal. De plus, des crite`res de stabilisation sont inte´gre´s
au de´roulement de la me´thode, permettant de juger de la pertinence des donne´es modales
identifie´es. Enfin, les incertitudes sur les donne´es identifie´es peuvent eˆtre estime´es a` partir des
de´veloppements de la section IV.3. L’utilisation des crite`res de stabilite´ pour la quantification
des incertitudes est e´galement propose´e.
Proble`me inverse aux valeurs propres Une fois les donne´es modales obtenues, un pro-
ble`me inverse doit eˆtre formule´ afin d’estimer le jeu de parame`tres de la structure que l’on
souhaite identifier. La me´thode employe´e prend la forme d’un proble`me aux valeurs propres in-
verse ; les parame`tres de la structure que l’on souhaite identifier sont estime´s par la minimisation
d’une fonctionnelle. Celle-ci est base´e sur la similarite´ des donne´es modales expe´rimentales avec
celles calcule´es a` partir d’un mode`le nume´rique de la structure.
La re´solution des proble`mes inverses aux valeurs propres en ge´ne´ral trouve des applications
dans des domaines de recherche varie´s : une revue des diffe´rentes me´thodes est pre´sente´e a` ce
sujet dans [55]. Dans le cas de l’identification des structures, ce type de proble`me est implique´
dans la formulation de me´thodes type FEMU [79] (pour Finite Element Model Updating).
Ces me´thodes formulent la re´solution du proble`me de minimisation de fac¸on ite´rative, sur la
base d’un algorithme de descente de gradient : les donne´es modales correspondant a` un jeu
de parame`tres test sont calcule´es et compare´es aux donne´es modales expe´rimentales. La mise
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a` jour des parame`tres est alors donne´e par la re´solution d’un proble`me line´aire, base´ sur la
sensibilite´ des donne´es modales face a` une perturbation des parame`tres a` identifier. Le calcul
de cette sensibilite´ est un point cle´ des me´thodes FEMU. L’estimation locale du gradient des
donne´es modales par rapport aux parame`tres peut eˆtre re´alise´e de fac¸on discre`te ; cela ne´cessite
toutefois de calculer la base modale nume´rique un grand nombre de fois. La seconde possibilite´,
retenue ici, consiste a` utiliser la perturbation des donne´es modales au premier ordre ; on pourra
a` ce sujet consulter le tutorial propose´ dans [146].
Dans la deuxie`me section de ce chapitre, la formulation du proble`me inverse aux valeurs
propres associe´ a` l’analyse modale d’une structure est de´crite. Celui-ci est formule´ dans un cadre
ge´ne´ral, permettant de prendre en compte diffe´rents comportements mate´riau (i.e. viscoe´las-
tique, dispersif). Ensuite la re´solution de ce proble`me est discute´e. La sensibilite´ des donne´es
modales est de´rive´e analytiquement dans le cas des plaques stratifie´es uniformes compose´es de
mate´riaux anisotropes viscoe´lastiques mode´lise´s par un comportement hyste´re´tique. Diffe´rentes
strate´gies permettant la re´gularisation de la me´thode de re´solution sont ensuite donne´es. Enfin,
une discussion sur la quantification des incertitudes est mene´e, re´sultant en la proposition d’un
indicateur simplifie´, celui permettant d’estimer grossie`rement l’intervalle de confiance associe´
aux parame`tres identifie´s.
Cas d’application Dans la dernie`re section de ce chapitre, une application de la me´thode
pre´sente´e est illustre´e. Celle-ci s’inte´resse a` l’identification des proprie´te´s viscoe´lastiques d’une
planche d’e´pice´a, dont le mate´riau constitutif est suppose´ isotrope transverse. La mesure de la
re´ponse transitoire libre de l’e´chantillon, re´alise´e a` l’aide du dispositif de vibrome´trie pre´sente´
au chapitre III, est utilise´e pour extraire les donne´es modales de la structure avec la me´thode
ESPRIT spe´cifique. Ensuite, le mode`le de structure utilise´ pour l’inversion du proble`me aux
valeurs propres est pre´sente´. Enfin, l’identification des proprie´te´s viscoe´lastiques de l’e´pice´a est
re´alise´e. Sur la base de diffe´rents indicateurs, un bon accord entre les donne´es modales expe´ri-
mentales et nume´riques est observe´ dans la configuration des parame`tres estime´s, permettant
de valider la pertinence de ceux-ci.
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V.2 Analyse modale haute re´solution
Dans les paragraphes qui suivent, la me´thode ESPRIT propose´e au chapitre IV est spe´cialise´e
afin d’eˆtre mise en œvre dans le cadre de l’analyse modale. Le mode`le de signal est explicite´. Les
parame`tres a` identifier ainsi que les incertitudes qui sont associe´es a` leur estimation sont donne´s.
Des possibilite´s de pre´-traitement des donne´es sont e´voque´es. L’inte´gration des diagrammes de
stabilite´ a` la me´thode ESPRIT est discute´e, s’accompagnant de la formulation de diffe´rents
indicateurs d’aide au choix des parame`tres identifie´s a` retenir.
V.2.1 Spe´cialisation de la me´thode ESPRIT
La spe´cialisation de la me´thode ESPRIT unifie´e propose´e au chapitre pre´ce´dent passe par
le choix du mode`le de signal adapte´ a` l’analyse modale des structures. Ensuite, les expressions
parame`tres a` identifier (de´forme´es modales, fre´quences modales et amortissement modaux) en
fonction des donne´es identifie´es par la me´thode ESPRIT sont explicite´es.
V.2.1.1 Mode`le de signal
On suppose que la mesure u˜ d’une ou plusieurs composantes d’un champ vectoriel instantane´
u(t,y) (i.e. de´placement, vitesse) correspondant a` la re´ponse libre d’une structure a e´te´ re´alise´e.
Pour un cas ide´al dans lequel le signal serait obtenu sans bruit, la mesure effectue´e peut se
mode´liser sous la forme suivante :
u(t,y) =
2R∑
r
φ
r
(y) eiωr t (V.2.1)
ou` φ
r
est le vecteur des amplitudes complexes, dont la de´pendance en y de´crit la rie`me de´forme´e
modale associe´e a` la pulsation modale complexe ωr. L’entier 2R est l’ordre du signal, contraint
a` un multiple de 2. En effet, la re´ponse transitoire mesure´e est un signal re´el, entraˆınant les
relations suivantes :
φ
R+r(y) =
∗φ
r
(y) et ωR+r = −∗ωr (V.2.2)
qui sont he´rite´es des proprie´te´s de parite´ du spectre d’un signal re´el (partie re´elle paire, partie
imaginaire impaire).
Remarque V.2.1. Les identite´s ci-dessus restent vraies quelque soit la forme et le niveau du
bruit sur les mesures, celui-ci e´tant de toute fac¸on re´el. On ne s’inte´resse donc dans ce qui suit
qu’a` la moitie´ des parame`tres identifie´s, correspondant a` une fre´quence fr et un amortissement
ξr positifs.
Il apparaˆıt clairement que le mode`le de signal pur ci-dessus correspond au mode`le ge´ne´ral
de signal continu de la me´thode ESPRIT propose´e, avec x = t, kr = ωr, D = De = 1 et Dc = 0
(voir chapitre IV, e´quation (IV.2.2)). Les aspects lie´s a` l’imple´mentation de l’algorithme associe´
ne sont donc pas de´veloppe´s dans ce qui suit : en tant que cas particulier, ils constitueraient
une redite par rapport au chapitre pre´ce´dent.
En pratique, le signal est mesure´ pour un nombre L de temps discrets t, qui doivent ne´ces-
sairement eˆtre re´gulie`rement espace´s afin de permettre l’application de la me´thode ESPRIT.
La re´ponse temporelle peut e´galement eˆtre mesure´e en une collection de points y, qui peuvent
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quant a` eux eˆtre place´s de fac¸on quelconque. Contrairement a` l’application de la me´thode
ESPRIT standard pour l’analyse modale propose´e par Ege & al. [70], la me´thode ESPRIT
de´veloppe´e au chapitre IV permet d’estimer les parame`tres du signal ci-dessus par traitement
simultane´ de toutes les composantes de la re´ponse u mesure´es aux diffe´rentes positions y. En
effet, dans les applications pre´ce´dentes, une seule composante de la re´ponse en un seul point
ne peut eˆtre traite´e a` la fois. En conse´quence, les pulsations modales obtenues en chaque point
peuvent diffe´rer ; une e´tape de regroupement est alors ne´cessaire pour reconstruire le mode
complet. Ici, l’application de la me´thode sur la totalite´ des donne´es mesure´es suppose de fac¸on
intrinse`que l’inde´pendance des pulsations en fonction du point y. Ceci consiste en une re´duction
des donne´es supple´mentaire.
Les composantes du champ u mesure´es en diffe´rents points y sont suppose´es dans la me´thode
ESPRIT propose´e comme une collection d’observations de la mesure d’un signal temporel u(t)
(voir mode`le d’une re´alisation, e´quation (IV.2.3)) ; cette supposition est e´galement faite ici, en
de´signant la nie`me observation u(t, n) mode´lise´e de la fac¸on suivante :
u(t, n) =
2R∑
r
φr(n) eiωr t (V.2.3)
ou` n = 1 . . . N , avec N le nombre d’observations disponibles. Il convient de noter que la me´thode
ESPRIT applique´e au mode`le de signal ci-dessus n’impose pas de mesurer plusieurs composantes
de la re´ponse d’une structure en plusieurs points. Elle peut tout a` fait s’appliquer sur une
observation unique d’une mesure (N = 1) et n’est donc pas re´serve´e au traitement de mesures
plein-champ.
V.2.1.2 Parame`tres identifie´s
L’application de la me´thode ESPRIT me`ne a` l’estimation de 2R vecteurs modaux φr ∈ CN
contenant la re´ponse du rie`me mode aux N points observe´s :
φr =
>[φr(1), . . . , φr(N)] (V.2.4)
a` partir desquels la base modale expe´rimentale Φ est forme´e :
Φ = >[φ1 . . . φR] (V.2.5)
Ces modes sont associe´s aux pulsations modales ωr = 2pi fr(1 + i ξr), e´galement estime´es par la
me´thode ESPRIT. Les fre´quences fr et amortissement modaux ξr sont alors donne´s par :
fr =
1
2pi Re{ωr} et ξr =
Im{ωr}
Re{ωr} (V.2.6)
Au total, 2R triplets modaux (φr, fr, ξr) sont estime´s par la me´thode ESPRIT. La proce´dure
d’identification de´veloppe´e dans la suite ne se sert que des R premiers, les autres e´tant donne´s
par les relations (V.2.2). Ces R premiers triplets modaux sont caracte´rise´s par une fre´quence fr
et un amortissement ξr positifs.
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V.2.2 Choix de l’ordre du signal
La mise en oeuvre de l’analyse modale par des techniques base´es sur la de´composition en
sous-espace pose force´ment le proble`me du choix de l’ordre du signal R, de´terminant la taille
du sous-espace signal W (voir chapitre pre´ce´dent, de´composition de la matrice de covariance
en sous-espaces, expression (IV.2.37)). La me´thode ESPRIT propose´e n’e´chappe bien suˆr pas
a` ce proble`me.
Dans la section IV.4 ont e´te´ donne´s diffe´rents crite`res permettant d’aiguiller le choix de
l’ordre du signal R : (i) le crite`re MDL (IV.4.1), base´ sur le contraste entre les valeurs propres
de la matrice de covariance associe´es a` l’espace signal et l’espace bruit ; (ii) le crite`re ESTER
(IV.4.4), qui repose sur le re´sidu de l’estimation aux moindres carre´s des matrices spectrales ;
(iii) le crite`re SAMOS (IV.4.8) qui s’inspire du crite`re ESTER en proposant une meilleure prise
en compte de la perturbation de l’espace signal ; (iv) les crite`res de stabilisation, qui se basent
sur l’observation des parame`tres identifie´s en fonction de l’ordre du signal choisi.
Les trois premiers crite`res, dont l’imple´mentation implique un couˆt de calcul raisonnable,
sont performants lorsque : (i) les hypothe`ses sur le mode`le de signal sont respecte´es ; (ii) la
perturbation des donne´es est peu corre´le´e ; (iii) peu de composantes sont pre´sentes dans le
signal. Ils permettent dans ces conditions d’automatiser le choix de l’ordre du signal R. Le
crite`re ESTER est pour cette raison mis en oeuvre dans le cadre de l’analyse en vecteur d’onde
propose´e dans les deux chapitres qui suivent (voir chap. VI et VII).
Dans le cas de l’analyse modale large bande, ces hypothe`ses sont difficiles a` garantir : (i) le
mode`le de signal peut ne pas eˆtre assez riche ; (ii) la perturbation des donne´es peut eˆtre d’une
forme quelconque ; (iii) un grand nombre de composantes sont souvent pre´sentes dans le signal
mesure´.
Dans cette sous-section sont pre´sente´es deux techniques classiques permettant le choix du
nombre de composantes a` retenir dans le cadre de l’analyse modale.
V.2.2.1 Division du domaine fre´quentiel
Lorsque le signal est compose´ d’un nombre important de composantes, il est souvent propose´
par les utilisateurs de la me´thode ESPRIT de mettre en oeuvre des techniques de filtrage
[11, 70, 174, 77]. Le domaine fre´quentiel est tout d’abord divise´ en bandes de fre´quence, chacune
d’entre elles contenant un nombre re´duit de composantes. Chaque sous-domaine fre´quentiel est
alors isole´ par filtrage passe-bande. La me´thode ESPRIT est enfin applique´e sur chacune des
bandes choisies.
Puisque le signal est divise´ en sous-bandes fre´quentielles, chacune de ces bandes peut eˆtre
traite´e d’une fac¸on particulie`re, en appliquant par exemple de la de´cimation ou en ajustant la
longueur du signal de fac¸on a` optimiser le rapport signal-a`-bruit [70, 174]. De cette fac¸on, la
quantite´ de donne´es a` traiter est re´duite. Cela permet e´galement l’utilisation des crite`res MDL,
ESTER et SAMOS qui retrouvent une certaine capacite´ de de´tection avec la diminution du
nombre de composantes.
Toutefois, la technique de traitement par sous-domaines oblige a` faire des choix supple´men-
taires. Ceux-ci concernent tout d’abord le choix des sous-bandes. Pour cela, la densite´ modale
approximative de la structure mesure´e peut eˆtre utilise´e pour estimer le nombre de modes pre´-
sents dans un domaine de fre´quence. Les sous-bandes sont alors choisies de fac¸on a` ce qu’un
nombre re´duit de composantes soit pre´sentes (usuellement de l’ordre de la dizaine).
Les choix supple´mentaires concernent e´galement l’ordre du filtre a` appliquer. Celui-ci doit
faire le compromis entre un isolement satisfaisant des sous-bandes (garanti par un ordre e´leve´),
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le sur-couˆt de calcul entraˆıne´ et un e´talement temporel re´duit de fac¸on a` minimiser les effets de
bord inde´sirables.
V.2.2.2 Crite`res de stabilisation
Une alternative aux techniques de choix classiques de l’ordre du signal consiste en l’utili-
sation de crite`res de stabilisation, que l’on a de´ja` e´voque´ au chapitre pre´ce´dent, section IV.4.
Ces crite`res se basent sur la de´pendance des parame`tres modaux identifie´s (fre´quences, amor-
tissements et de´forme´es modales) en fonction de l’ordre du signal. Les crite`res de stabilite´ sont
classiquement mis en œuvre dans le cadre de me´thodes d’analyse modale : on en trouvera une
revue assez comple`te dans [178].
Typiquement, la collection des duplets modaux {(φ˜r, λ˜r), r = 1 . . . P} est estime´e pour un
nombre conse´quent d’ordres P ∈ Rmin . . . Rmax ; l’ordre maximum Rmax e´tant choisi de fac¸on
a` sur-estimer largement l’ordre re´el du signal mesure´. On sait par la proprie´te´ IV.4.1 que les
parame`tres physiques du signal sont, lorsque l’ordre est surestime´ (P > R) et les donne´es
non perturbe´es, contenus dans l’ensemble des parame`tres estime´s : ces parame`tres sont donc
inde´pendants de l’ordre du signal choisi. Au contraire, les parame`tres mathe´matiques, qui sont
estime´s sur un espace de vecteurs singuliers arbitraire, sont tre`s de´pendant de l’ordre choisi. Avec
la perturbation des donne´es, ces deux proprie´te´s ne sont pas exactement respecte´es. Toutefois,
les composantes physiques se distinguent des composantes mathe´matiques par leur meilleure
stabilite´.
L’utilisation des crite`res de stabilisation en lieu et place des crite`res MDL, ESTER et SA-
MOS permet de de´velopper une strate´gie particulie`rement diffe´rente de choix des parame`tres.
En effet, ces trois derniers crite`res permettent de choisir l’ordre du signal R afin estimer le jeu
complet de parame`tres {(φ˜r, f˜r, ξ˜r), r = 1 . . . R}. Ils sont en ce sens globaux : ils ne permettent
pas de juger de la validite´ d’un parame`tre estime´ a priori, puisqu’ils interviennent avant l’esti-
mation des parame`tres. Au contraire, les crite`res de stabilisation interviennent un fois que tous
les parame`tres sont estime´s, et pour une collection importante d’ordres du signal candidats
P ∈ Rmin . . . Rmax. En conse´quence, il n’est pas seulement possible de se´lectionner l’ordre du
signal, mais bien les parame`tres individuellement. Cela permet d’e´carter de l’analyse modale,
et donc du reste de la proce´dure d’identification propose´e, les parame`tres juge´s trop instables.
De plus, cela permet de choisir des parame`tres correspondant a` des estimations re´alise´es a` des
ordres P diffe´rents. On verra plus bas que ce changement de strate´gie empeˆche toutefois de
quantifier l’incertitude sur les parame`tres estime´s par l’approche perturbative de´veloppe´e au
chapitre pre´ce´dent.
Des proble´matiques apparaissent cependant lors de la mise en œuvre des crite`res de stabilite´ :
(i) un sur-couˆt de calcul important, puisqu’il est ne´ce´ssaire de de´rouler entie`rement la me´thode
d’estimation pour un grand nombre d’ordre de signal candidats ; (ii) la ne´cessite´ de de´finir des
mesures pertinentes de la stabilite´ des composantes robustes face aux nombreuses configura-
tions possibles ; (iii) une difficile automatisation du choix de l’ordre, qui ne´cessite un choix
final manuel base´ sur une certaine expertise. Ce dernier point est crucial ; les de´veloppements
concernant les crite`res de stabilite´ se concentrent d’ailleurs principalement sur la formulation
de mesures permettant l’aide au choix. Ces mesures sont alors ge´ne´ralement repre´sente´es sur
un diagramme fre´quence-ordre de signal, dit diagramme de stabilisation.
Dans ce qui suit, diffe´rents crite`res de stabilite´ sont explicite´s. Ils permettent d’aider le choix
des composantes estime´es a` conserver, sur la base de diffe´rents indicateurs de confiance. Ces
crite`res sont de deux types : locaux, qui se basent sur les parame`tres estime´s a` un ordre donne´ ;
globaux, formule´s sur la diffe´rence entre des jeux de parame`tres identifie´s a` des ordres diffe´rents,
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ne´cessitant en conse´quence le suivi des diffe´rents parame`tres en fonction de l’ordre. Ces diffe´-
rents crite`res sont mis en œuvre lors de l’application de la proce´dure propose´e a` l’identification
des proprie´te´s d’une planche d’e´pice´a dans la dernie`re section de ce chapitre.
Complexite´ des modes Il est propose´ dans [231] de mesurer la complexite´ des modes iden-
tifie´s. Dans le cas d’une structure conservative, les modes sont re´els. En conse´quence, les N
composantes complexes formant les vecteurs modaux φr correspondant sont sur une droite du
plan complexe :
aRRe{φr}+ aI Im{φr} = 0 (V.2.7)
les parties re´elle et imaginaire de φr sont donc line´airement de´pendantes. La matrice Φ̂r =
[Re{φr} Im{φr}] est alors d’ordre 1 : une de ses valeurs singulie`res est nulle. Soit la de´com-
position suivante :
Crφφ =
>Φ̂r Φ̂r = >Ardiag (αr) Ar (V.2.8)
avec αr les deux valeurs propres de Crφφ et Ar les deux vecteurs propres associe´s. Alors, dans
le cas conservatif, une des valeurs propres est nulle.
La prise en compte des me´canismes de perte rend les modes complexes : un de´phasage
apparaˆıt entre le mouvement des diffe´rents points de´crivant le mode (soit entre les compo-
santes des vecteurs modaux φr). Toutefois, certaines hypothe`ses permettent de supposer que
les modes sont faiblement complexes, c’est a` dire que les composantes d’un vecteur modal sont
peu de´phase´es les unes par rapport aux autres. Ces suppositions rejoignent l’hypothe`se de Ba-
sile (voir annexe B.2 sur le comportement viscoe´lastique, proprie´te´ (B.2.7)) : si les me´canismes
de perte sont faibles et re´partis uniforme´ment sur la structure, alors les modes de celle-ci sont
peu perturbe´s.
En conse´quence, les deux valeurs propres αri sont non nulles. Il est donc possible de´finir une
mesure de la complexite´ ζr du mode φr comme suit :
ζr =
min(αr)
max(αr) (V.2.9)
Lorsque le mode est re´el, min(αr) = 0 et ζr = 0. Au contraire, si les parties re´elle et imaginaire
de φr sont comple`tement de´corre´le´es (bruit circulaire), alors α
r
1 = αr2, d’ou` ζr = 1. Dans le cas
ge´ne´ral, 0 6 ζr 6 1. Les modes mathe´matiques e´tant caracte´rise´s par une forte de´corre´lation
des diffe´rents points φr, ils peuvent eˆtre de´tecte´s par l’observation de l’indicateur ζr.
Un exemple pratique de l’utilisation du crite`re de complexite´ est pre´sente´ dans le cadre du
cas d’application de´veloppe´ dans la dernie`re section de ce chapitre (voir figure V.6).
Stabilite´ des parame`tres Les deux premiers crite`res cite´s plus haut correspondent a` une
strate´gie de mesure locale de la pertinence de parame`tres modaux identifie´s. Une seconde stra-
te´gie consiste a` e´tudier la stabilite´ des parame`tres identifie´s pour des ordres du signal successifs.
Il est pour cela ne´cessaire de suivre l’e´volution de ces parame`tres (pulsations, modes) en fonc-
tion de l’ordre choisi. Dans ce but, diffe´rentes possibilite´s ont e´te´ propose´es, comme l’utilisation
de techniques de partitionnement des donne´es (k -moyennes, c-moyennes ou histogrammes, voir
[178]).
Plus classiquement, les crite`res de MAC (pour Modal Assurance Criterion, voir annexe A.2,
e´quation (A.2.38)) peuvent eˆtre utilise´s pour le suivi des parame`tres. Soient les deux bases
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modales Φp−1 ∈ CN×(p−1) et Φp ∈ CN×p qui contiennent les modes identifie´s a` l’ordre p et
l’ordre p − 1. Le suivi des modes, qui consiste a` faire correspondre p − 1 vecteurs de Φp a` un
vecteur de Φp−1, se base sur la matrice MACp ∈ Rp×(p−1) telle que :
MACpij(Φp,Φp−1) =
|Hφpi φp−1j |
‖φpi ‖ ‖φp−1j ‖
(V.2.10)
Le suivi des parame`tres correspondant aux ordres successifs est donc re´alise´ en faisant cor-
respondre les modes associe´s aux plus grandes valeurs de la matrice de MAC. Le re´sultat du
suivi est repre´sente´ sur le diagramme de stabilisation par des branches, liant les parame`tres
e´quivalents estime´s aux ordres successifs.
Le crite`re de MAC entre deux modes appartenant a` la meˆme branche et estime´s a` deux
ordres successifs repre´sente un indicateur inte´ressant pour e´valuer la stabilite´ des parame`tres. En
effet, un crite`re de MAC faible entre deux estimations successives indique un mode de´pendant
fortement de l’ordre du signal ; ce mode peut alors eˆtre conside´re´ comme non-physique. Au
contraire, un crite`re de MAC proche de 1 de´note une bonne stabilite´ du mode face a` l’ordre
du signal choisi. Le mode concerne´ peut alors eˆtre conside´re´ comme physique. On peut en
conse´quence formuler le crite`re de stabilite´ σ̂MAC(φpr) de la fac¸on suivante :
σ̂MAC(φpr) = 1−MAC(φpr,φp−1r ) (V.2.11)
ou` σ̂MAC = 0 correspond a` un mode comple`tement stable et σ̂MAC → 1 lorsque le mode est tre`s
instable.
Il est toutefois ne´cessaire de noter que, quelque soit le vecteur φ et l’angle θ, on a MAC(φ,φ ei θ) =
1. En conse´quence, la rotation homoge`ne dans le plan complexe d’un vecteur modal estime´ a`
deux ordres successifs n’est pas prise en compte par le crite`re ci-dessus, alors qu’elle peut eˆtre
le signe d’une certaine instabilite´. Pour pallier a` cela, on peut utiliser le crite`re σ̂φ(φpr) suivant :
σ̂φ(φpr) =
1
2‖φ
p
r − φp−1r ‖ (V.2.12)
qui, si les vecteurs modaux ont pre´alablement e´te´ norme´s, prend potentiellement des valeurs
entre 0 (vecteurs e´gaux, stabilite´ ide´ale) et 1 (vecteurs oppose´s).
Une fois les branches reconstruites, il est e´galement possible de de´finir des crite`res de stabilite´
base´s sur les fre´quences fr et amortissement modaux ξr identifie´s a` des ordres successifs. Ceux-ci
peuvent prendre la forme suivante :
σ̂f(fpr ) =
|fpr − fp−1r |
max
(
|fpr |, |fp−1r |
) (V.2.13)
σ̂ξ(ξpr ) =
|ξpr − ξp−1r |
max
(
|ξpr |, |ξp−1r |
) (V.2.14)
et prennent des valeurs entre 0 et 1.
Les diffe´rents crite`res de stabilite´ pre´sente´s ci-avant permettant la se´lection des composantes
du signal a` conserver. Dans le cas d’application pre´sente´ en fin de chapitre, le crite`re de com-
plexite´ des modes ζr est mis en œuvre. Les crite`res associe´s a` la stabilite´ des parame`tres σ̂(fpr )
et σ̂(ξpr ) sont quand a` eux utilise´s dans leur forme ge´ne´ralise´e pour l’estimation des incertitudes
sur ces parame`tres comme pre´sente´ dans les paragraphes qui suivent (voir expression (V.3.38)).
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V.2.3 Quantification des incertitudes
Sur la base de la propagation des perturbations des donne´es dans la me´thode ESPRIT, la
section IV.3 du chapitre pre´ce´dent de´veloppe un moyen de quantifier les incertitudes sur les
parame`tres ωr et φr du mode`le de signal ci dessus (voir e´quations (IV.3.12) et (IV.3.21)). Afin
de permettre la quantification des incertitudes sur les triplets modaux identifie´s lors de l’analyse
modale des structures par la me´thode ESPRIT propose´e, la meˆme technique est applique´e ici.
La sensibilite´ des parame`tres estime´s est de´rive´e, valable quelque soit la forme de la pertur-
bation des donne´es, tant que le rapport signal-a`-bruit reste d’un ordre au moins supe´rieur a`
1. La variance des parame`tres est ensuite de´rive´e, celle-ci faisant certaines hypothe`ses sur la
statistique des mesures. Les expressions de´rive´es e´tant associe´es a` un couˆt de calcul conse´quent,
le dernier paragraphe propose l’utilisation du diagramme de stabilisation pour la quantification
des incertitudes.
V.2.3.1 Sensibilite´
La quantification des incertitudes de´bute de fac¸on analogue au travail re´alise´ au chapitre
pre´ce´dent par la de´rivation au premier ordre des parame`tres modaux identifie´s, associe´e a` la
sensibilite´ des estimations. On rappelle la convention a˜ = a+ ∆a, ou` ∆a est la perturbation de
l’estimation a˜ du parame`tre dont la valeur exacte est a.
La perturbation au premier ordre des fre´quences et amortissements modaux est directement
de´rive´e de leurs expressions respectives (V.2.6) :
∆fr =
∆Re{ωr}
2pi (V.2.15)
∆ξr = ∆
(
Im{ωr}
Re{ωr}
)
= Re{ωr} Im{∆ωr} − Im{ωr} Re{∆ωr}
Re{ωr}2
(V.2.16)
ou` la perturbation ∆ωr des pulsations modales est obtenue a` partir de l’expression ge´ne´rale
(IV.3.12) ou de sa version line´arise´e (IV.3.16).
La sensibilite´ de la base modale estime´e Φ˜ est e´galement de´rive´e du chapitre pre´ce´dent,
en reprenant l’expression de la perturbation des amplitudes (IV.3.21). Avec VLe la matrice de
Vandermonde utilise´e pour l’estimation des amplitudes (voir expression (IV.2.17)) et mL =
>[0 . . . L− 1] le vecteur des indices, la perturbation de la base modale s’e´crit :
∆Φ = (VLe)
† (∆U− i diag (mL) VLe diag (∆ω) Φ) (V.2.17)
et de´pend donc de la perturbation ∆ω des pulsations modales ainsi que de celle de la matrice
des donne´es non modifie´e ∆U (voir expression (IV.2.19)).
Remarque V.2.2. La perturbation des pulsations e´tant line´airement de´pendante de ∆U, l’ex-
pression ci dessus peut se mettre sous la forme :
∆Φ = α(VLe)
†∆U (V.2.18)
Au cours de nombreux essais nume´riques de validation, on a remarque´ que α ≈ 2. La raison de
cette observation n’est pas plus approfondie ici ; l’utilisation de l’expression (V.2.18) au lieu de
(V.2.17) pour le calcul de ∆Φ permettrait toutefois de simplifier grandement le calcul.
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V.2.3.2 Variance
Les expressions des sensibilite´s (V.2.16) et (V.2.17) sont valables quelle que soit la forme
des perturbations des donne´es ∆U. Dans ce qui suit, la variance des parame`tres estime´s lors
de l’analyse modale est de´rive´e. Celle-ci ne de´pend plus de la perturbation des donne´es mais de
leur covariance : l’utilisation de ces expressions s’accompagne donc d’hypothe`ses sur la forme
de la perturbation des donne´es. Ces hypothe`ses correspondent au choix de la covariance des
perturbations C∆u∆u (voir chapitre pre´ce´dent, e´quation (IV.3.22)).
Dans ce qui suit, on suppose que les parties imaginaires et re´elles de la perturbation de ωr
sont de´corre´lle´es et de meˆme variance, ce qui entraˆıne 2var(Re{ωr}) = 2var(Im{ωr}) = var(ωr)
(voir (IV.3.25)).
En utilisant ce principe, la variance des fre´quences modales devient simplement :
var(fr) =
var(ωr)
8pi2 (V.2.19)
et la variance des amortissements modaux est telle que :
var(ξr) =
var(fr)
f2r
(
1 + ξ2r
)
(V.2.20)
cette expression e´tant de´rive´e de :
var(ξr) = E
{
∆ξ2r
}
= E
{
Re{ωr}2 ∆Im{ωr}2 − 2Re{ωr} Im{ωr} ∆Re{ωr} ∆Im{ωr}+ Im{ωr}2 ∆Re{ωr}2
Re{ωr}4
}
= var(ωr)
2Re{ωr}4
(
Re{ωr}2 + Im{ωr}2
)
L’incertitude sur les amortissements modaux ξr, donne´e par l’e´cart-type σ(ξr) =
√
var(ξr), est
donc inversement proportionnelle a` la fre´quence fr. On note que le terme multiplicatif (1+ξ2r ) est
en re`gle ge´ne´ral tre`s proche de 1 lorsque les structures e´tudie´es sont raisonnablement amorties
(cad. ξr  1).
La de´rivation de la variance des amplitudes modales Φrn a` partir de l’expression des per-
turbations de la base modale (V.2.17) fait intervenir des termes de couplage entre la variance
des donne´es et la variance des pulsations. En conse´quence, on se propose ici d’utiliser l’expres-
sion compacte (V.2.18) avec α = 2, meˆme si celle-ci n’a pu eˆtre qu’observe´e sur des re´sultats
nume´riques et me´riterait une e´tude plus approfondie. La variance des amplitudes prend alors
la ofrme suivante :
var(Φrn) = HaC∆u∆ua (V.2.21)
ou` Ha = 2bNn 
[>b2Rr (VLe)†] avec bji = >[0i−1 1 0j−i].
Remarque V.2.3. Si la perturbation des donne´es est postule´e sous la forme d’un bruit blanc uni-
forme de variance σ2, la matrice de covariance associe´e est telle que C∆u∆u = σ2I. L’expression
ci-dessus devient donc :
var(Φrn) = σ2‖a‖2 = 4‖>b2Rr (VLe)†‖2 (V.2.22)
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ou` on a utilise´ ‖xy‖ = ‖x‖ × ‖y‖ et ‖bNn ‖ = 1. L’expression ci-dessus permet d’e´viter
le calcul du produit de Kronecker  dans l’expression de a, diminuant largement le nombre
d’ope´rations ne´cessaires a` l’estimation des incertitudes sur la base modale identifie´e. On re-
marque e´galement que l’hypothe`se de bruit blanc uniforme entraˆıne logiquement une variance
de l’amplitude modale inde´pendante du point d’observation n.
V.2.3.3 Utilisation du diagramme de stabilisation
Les dispositifs de mesure plein-champs permettent actuellement l’acquisition d’un grand
nombre de donne´es. L’ordre de grandeur de la taille du maillage de mesure N est classiquement
du millier de points, tandis que le nombre de points en temps L peut eˆtre de l’ordre de plusieurs
dizaine de milliers. Pour pallier a` cela, on a inte´gre´ au chapitre pre´ce´dent une strate´gie de
de´cimation du signal en temps, qui permet de prendre en compte la totalite´ des mesures tout
en conservant un couˆt de calcul raisonnable. On a e´galement montre´, dans un cas tre`s simple,
que cette de´cimation ne de´grade pas les performances de la me´thode, tant que le crite`re de
Nyquist est respecte´. Pour l’identification des pulsations, il est e´galement possible de de´cimer le
maillage de mesures spatial, afin de limiter la complexite´ du calcul de la matrice de covariance
des donne´es. Une fois les pulsations estime´es, la matrice de Vandermonde peut eˆtre construite
pour estimer les amplitudes modales sur la totalite´ du maillage de mesure.
Toutefois, meˆme en utilisant la de´cimation, la totalite´ des donne´es entre en compte dans
l’estimation des incertitudes. En effet, celles-ci sont toutes contenues dans la matrice de Hankel-
Hankel par blocs H, entrant en compte dans la quantification des perturbations (voir section
IV.3, expression (IV.3.12)). En conse´quence, l’estimation de (∆φr,∆ωr) par les expressions
de´rive´es ci-dessus peut demander une puissance de calcul importante. Lorsque la quantite´ de
donne´es disponible est trop conse´quente, la quantification des incertitudes par l’approche per-
turbative devient non ope´rationnelle.
On e´voque donc ici la possibilite´ de quantifier l’incertitude sur les parame`tres estime´s a`
partir de leur valeur identifie´e pour des ordres successifs. Cela revient en fait a` utiliser les
crite`res de stabilite´ σ̂φ, σ̂f et σ̂ξ de´finis respectivement en (V.2.12), (V.2.13) et (V.2.14) pour
quantifier l’incertitude.
Ces crite`res de stabilite´ peuvent eˆtre ge´ne´ralise´s de fac¸on a` repre´senter une estimation de
l’e´cart-type des parame`tres. Cet estimation de l’e´cart-type d’un parame`tre quelconque χp =
{fpr , ξpr , φpn,r} identifie´ a` l’ordre p peut prendre la forme suivante, re´alise´e sur les M − 1 ordres
pre´ce´dents :
σ˜2M(χp) = E
{
∆χ2p
}
≈ 1
M
p∑
m=p−M+1
(
χm − µM(χp)
)2
(V.2.23)
avec µ˜M(χp) la moyenne de χm pour m ∈ [[ p −M + 1, p ]]. L’indicateur global σ˜M peut eˆtre
utilise´ non seulement comme crite`re de se´lection des triplets modaux (φ˜r, f˜r, ξ˜r) les plus stables,
mais e´galement pour quantifier l’incertitude lie´e a` l’estimation de ceux-ci.
L’e´cart-type σ˜M(χp) obtenu correspond en fait a` une incertitude sur l’ordre du signal. En
cela, il est assez diffe´rent des sensibilite´s ∆χ et variances var(χ) de´rive´es ci-avant, qui quantifient
plutoˆt les incertitudes dues a` la perturbation des donne´es. Par exemple, une estimation biaise´e
d’un parame`tre χ quelconque peut tout a` fait eˆtre tre`s stable en fonction de l’ordre du signal.
Dans ce cas, l’e´cart-type estime´ σ˜M(χ) est tre`s faible, et peut meˆme eˆtre infe´rieur au biais
de l’estimation sur χ. L’incertitude estime´e a` partir de σ˜M(χ) n’est donc pas repre´sentative
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de l’incertitude re´elle. Par opposition, il est possible que la sensibilite´ ∆χ soit a` meˆme de
mieux de´crire le biais de l’estimation. Au contraire, si l’ordre de signal choisit est grand, des
phe´nome`nes de surapprentissage peuvent apparaˆıtre : les parame`tres estime´s de´crivent alors
les oscillations du bruit de mesure. Dans ce cas, les re´sidus de l’estimation sont tre`s faibles.
Ceux-ci permettant l’estimation des variances dues a` la perturbation des donne´es, l’incertitude
sur les parame`tres donne´e par l’approche perturbative peut eˆtre largement sous-estime´e. Par
opposition, un parame`tre χ de´crivant le bruit est instable ; il est caracte´rise´ par une valeur de
σ˜M(χ) assez importante, donc plus repre´sentative de l’incertitude re´elle.
La quantification des incertitudes par les expressions des variances des fre´quences (V.2.19)
et amortissement modaux (V.2.20) et par l’estimateur σ˜M associe´ est illustre´e dans le cas
d’application pre´sente´ en fin de chapitre (voir figure V.9).
Dans cette premie`re section, la me´thode ESPRIT propose´e au chapitre pre´ce´dent a e´te´
spe´cialise´e de fac¸on a` la mettre en œuvre pour l’analyse modale des structures. La me´thode
se base sur la mesure d’une ou plusieurs composantes d’un champ correspondant a` la re´ponse
libre de la structure, re´alise´e ou non en diffe´rents points. Par rapport aux applications de la
me´thode ESPRIT standard pour l’analyse modale pre´ce´demment propose´es dans la litte´rature,
la me´thode ESPRIT unifie´e de´veloppe´e au chapitre suivant permet : (i) la prise en compte
de la totalite´ des donne´es mesure´es pour l’estimation d’un seul jeu de parame`tres modaux ;
(ii) la quantification des incertitudes. De plus, des techniques permettant le choix de l’ordre
du signal, classiquement utilise´es dans le cadre de me´thodes d’analyse modale diffe´rentes, ont
e´te´ pre´sente´es. Enfin, les expressions ne´cessaires a` la quantification de l’incertitude sur les
parame`tres modaux obtenus ont e´te´ de´rive´es.
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V.3 Proble`me aux valeurs propres inverse
Cette seconde section est consacre´e a` la formulation et la re´solution d’un proble`me inverse
a` partir des R premiers duplets modaux (φ˜r, ω˜r) estime´s par analyse modale. Le proble`me
inverse formule´ permet l’estimation d’un jeu de parame`tres p entrant dans la construction des
ope´rateurs ge´ne´ralise´s (K, M) d’un mode`le de la structure mesure´e.
La section est organise´e en quatre parties. Tout d’abord, le proble`me inverse a` re´soudre
est exprime´. Dans un second temps, une me´thode de re´solution est donne´e, passant par la
formulation d’un algorithme de descente de gradient. La troisie`me partie est de´die´e a` des pro-
positions permettant d’aborder la re´gularisation de la me´thode inverse. Enfin, la quantification
des incertitudes lie´es a` l’estimation des parame`tres est discute´e.
V.3.1 Formulation
Les paragraphes qui suivent me`nent a` la formulation d’un proble`me de minimisation, dont
les arguments sont les parame`tres p a` identifier et les donne´es d’entre´e les duplets modaux
(φ˜r, ω˜r) obtenus apre`s analyse modale de la structure mesure´e.
Pour la suite, on suppose qu’un mode`le de la structure mesure´e est disponible. La construc-
tion de celui-ci peut passer par la me´thode des e´le´ments finis ou tout autre me´thode de re´solu-
tion permettant, sur la base du vecteur des degre´s de liberte´ q, la construction des ope´rateurs
ge´ne´ralise´s de raideur et de masse K et M (voir annexe A.2, expression (A.2.10)).
V.3.1.1 Proble`me aux valeurs propres direct
Dans le cadre de la viscoe´lasticite´ line´aire, les modes d’une structure non conservative
peuvent eˆtre obtenus par la re´solution du proble`me aux valeurs propres ge´ne´ralise´es non li-
ne´aire direct associe´ (voir annexe B.2, expression (B.2.31)). Les duplets modaux solution de ce
proble`me (qr, ωr) sont de´finis comme suit :(
K(ωr)− ω2r M
)
qr = 0 (V.3.1)
ou` la de´pendance de K en fonction de ω est he´rite´e de celle du tenseur ope´rationnel des rai-
deurs complexes C∼ (ω) = R∼ (ω) + iR∼ (ω) (expression (B.2.9)). Les relations de Kramers-Kronig
(expression (B.2.20)), de´rive´es de la causalite´ des syste`mes, stipulent que cette de´pendance en
fre´quence doit the´oriquement eˆtre prise en compte lorsque des me´canismes dissipatifs sont mis
en jeu.
En posant λr = ω2r et A(λr) = K − λrM, la de´finition ci-dessus prend la forme ge´ne´rale
suivante :
[A(λr)] qr = 0 (V.3.2)
soit un proble`me aux valeurs propres non line´aire caracte´rise´ par une matrice de fonctions A(λ)
dont le de´terminant s’annule pour λ = λr.
La re´solution de ce type de proble`me a de´ja` e´te´ aborde´e au chapitre I, section I.5, pour
la re´solution du proble`me de propagation des ondes dans les guides d’onde plans avec prise
en compte du couplage acoustique. De nombreuses me´thodes permettent la re´solution de ce
proble`me direct. Les de´tails concernant leur imple´mentation ne sont pas donne´es ici ; on pourra
par exemple se re´fe´rer a` la revue des diffe´rentes me´thodes disponibles propose´e dans [87].
Dans le pre´sent travail, on cherche a` identifier un jeu de P parame`tres p ∈ CP sur la base
des donne´es modales extraites de la re´ponse d’une structure. Ces parame`tres entrent en compte
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dans l’ope´rateur ge´ne´ralise´ du mode`le associe´ a` cette structure, de la forme A(λ,p). Les valeurs
propres λr et vecteurs propres qr correspondantes de´pendent e´galement de ces parame`tres, de
sorte que la de´finition de ceux-ci devient :
A(λr(p),p)qr(p) = 0 (V.3.3)
soit un proble`me aux valeurs propres non-line´aire parame´tre´ par p.
V.3.1.2 Proble`me aux valeurs propres inverse
L’identification des parame`tres p que l’on souhaite estimer passe par l’inversion du proble`me
aux valeurs propres direct de´finit ci-avant (V.3.3). Cette inversion prend la forme d’un proble`me
de minimisation mettant en jeu une fonction objectif.
La re´solution de proble`mes inverses aux valeurs propres n’est pas cantonne´e a` l’analyse
modale des structures ; on en trouve en effet des applications pour l’identification et le controˆle
des syste`mes, en spectroscopie mole´culaire ou encore en ge´ophysique. Une revue des diffe´rentes
me´thodes associe´e a` la re´solution de ce type de proble`mes est donne´e dans [55].
La fonction objectif ou fonctionnelle J a` minimiser prend en compte les duplets modaux ex-
pe´rimentaux (φ˜r, λ˜r) ainsi que le jeu test de parame`tres p¯. Elle est positive et s’annule lorsqu’elle
est calcule´e sur les donne´es non perturbe´es et le jeu de parame`tres exact, soit J(φr,λr,p) = 0.
Sur la base d’une telle fonctionnelle, l’estimation p˜ des P parame`tres re´alise´e sur des donne´es
perturbe´es peut se formaliser comme le proble`me de minimisation suivant :
p˜ = arg min
p¯∈CP
J(φ˜r, λ˜r, p¯) (V.3.4)
Les paragraphes qui suivent me`nent a` la formulation d’une fonctionnelle J base´e sur la distance
entre les duplets modaux expe´rimentaux et nume´riques.
Matrice d’observation Les vecteurs propres modaux expe´rimentaux φ˜r sont obtenus a` par-
tir de la mesure de certaines composantes de la re´ponse libre u(t,y) de la structure a` identifier
sur un maillage de points y. Les composantes φn,r contiennent alors les N observations du mode
disponibles pour la formulation du proble`me inverse.
De fac¸on a` mesurer une erreur entre vecteurs propres modaux expe´rimentaux φr ∈ CN et
nume´riques qr(p) ∈ CQ (avec Q le nombre de degre´s de liberte´ du mode`le), il est ne´cessaire de
de´finir une matrice d’observation Y ∈ RN×Q telle que φr(p) = Yqr(p). Cette matrice contient
les fonctions de forme n(x) utilise´es pour la formulation du mode`le de structure (voir annexe
A.2, e´quation (A.2.4)) et e´value´es au niveau des points du maillage de mesure y
n
. Elle prend
la forme suivante :
>Y =
[
n(y1) . . . n(yN)
]
(V.3.5)
et permet de projeter les vecteurs propres the´oriques qr dans le meˆme espace que les vecteurs
expe´rimentaux φ˜r afin de pouvoir les comparer.
Crite`re de MAC Une fois les vecteurs propres nume´riques projete´s sur le maillage de points
de mesure, il est ne´cessaire de trouver les modes expe´rimentaux qui leur correspondent. Pour
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cela, le crite`re de MAC est classiquement utilise´ ; la matrice de MAC est calcule´e entre la base
modale expe´rimentale Φ˜ et la base modale nume´rique Φ(p) :
MACij(Φ˜,Φ(p)) =
H
φ˜i · φj(p)
‖φ˜i‖‖φj(p)‖
(V.3.6)
Ainsi de´finit, le crite`re de MAC est complexe ; sa valeur absolue, infe´rieure ou e´gale a` 1, de´note
la corre´lation entre les deux bases modales ; son argument de´note la rotation uniforme dans le
plan complexe d’une base par rapport a` l’autre. Sur la base du crite`re de MAC peuvent donc
eˆtre mis en correspondance certains vecteurs modaux nume´riques avec les vecteurs modaux
expe´rimentaux.
Fonctionnelle a` minimiser La fonctionnelle J implique´e dans le proble`me inverse (V.3.4)
est choisie ici comme une mesure de la distance entre les duplets modaux expe´rimentaux (φ˜r, λ˜r)
et nume´riques (qr(p), λr(p)). La distance en question est exprime´e au sens des moindres carre´s ;
J prend donc la forme suivante :
J(φ˜r, λ˜r, p¯) =
 R∑
r=1
(
λ˜r − λr(p¯)
)2
+ β
R∑
r=1
‖φ˜r −Yqr(p¯)‖2
 (V.3.7)
ou` β ∈ R est un parame`tre intrinse`que permettant d’assigner un poids diffe´rent a` l’erreur sur
les valeurs propres et vecteurs propres.
La difficulte´ majeure de la proce´dure d’identification par analyse modale consiste a` re´soudre
le proble`me d’estimation (V.3.4) incluant la fonctionnelle (V.3.7). Ce proble`me est re´solu dans la
sous-section suivante par la formulation d’une me´thode de type descente de gradient analytique.
V.3.2 Re´solution
Les paragraphes qui suivent concernent la re´solution du proble`me de minimisation formule´
ci-avant. Pour cela, une me´thode de descente de gradient analytique est formule´e a` partir de la
sensibilite´ des valeurs et vecteurs propres.
V.3.2.1 Descente de gradient
Soit le jeu de parame`tres p˜ qui minimise ide´alement la fonctionnelle J et un jeu de para-
me`tres p¯ initial. Au premier ordre, on peut e´crire le de´veloppement suivant :
J(φ˜r, λ˜r, p˜) = J(φ˜r, λ˜r, p¯) + δp
∂J(φ˜r, λ˜r, p¯)
∂p¯ = 0 (V.3.8)
avec δp = p˜ − p¯ la direction de descente que l’on cherche a` de´terminer. Cette e´quation est
e´quivalente au syste`me suivant :
G(p¯)δp = δµ(p¯) (V.3.9)
avec >G(p¯) =
[
>Gλ(p¯) >Gq1(p¯) . . . >GqR(p¯)
]
qui contient les de´rive´es partielles des valeurs
propres et vecteurs propres du mode`le e´value´es en p¯ :
Gλri(p¯) =
∂λr(p)
∂pi
∣∣∣∣∣
p=p¯
et Gqrji (p¯) = βYjk
∂qk,r(p)
∂pi
∣∣∣∣∣
p=p¯
(V.3.10)
V.3. Proble`me aux valeurs propres inverse 255
et δµ(p¯) qui contient les erreurs sur ces meˆmes grandeurs :
>δµ(p¯) =
[
δλ(p¯) >δφ1(p¯) . . .
>δφR(p¯)
]
(V.3.11)
δλ(p¯) = λ˜− λ(p¯) et δφr(p¯) = β
[
φ˜r − φr(p¯)
]
(V.3.12)
Dans le cas ou` β = 0, les vecteurs propres n’entrent pas dans le proble`me de minimisation, et
la recherche de la direction de descente devient :
δp =
(
Gλ(p¯)
)†
δλ(p¯) (V.3.13)
La re´solution du proble`me de minimisation qui me`ne a` l’estimation des parame`tres p˜ est
donc re´alise´e de fac¸on ite´rative. Les diffe´rentes e´tapes d’une ite´ration sont les suivantes :
1. la base modale nume´rique Φ(p¯) est calcule´e a` partir des parame`tres p¯
2. chaque mode nume´rique φr(p¯) est associe´ a` un mode expe´rimental φ˜r par le biais du
crite`re de MAC (e´quation (V.3.6))
3. le vecteur des erreurs δµ(p) est calcule´
4. la matrice des sensibilite´s G(p¯) est construite
5. la direction de descente δp est de´termine´e au sens des moindres carre´s
6. le jeu de parame`tres p¯ est mis a` jour en y ajoutant δp
Ces e´tapes sont re´pe´te´es jusqu’a` convergence. Le crite`re de convergence est classiquement base´
sur la norme de la direction de descente ‖δp‖.
V.3.2.2 Sensibilite´ des valeurs et vecteurs propres
Le calcul de la matrice des de´rive´es partielles G(p¯) pour l’estimation de la direction de des-
cente δp est la difficulte´ majeure des me´thodes de descente de gradient. La matrice G(p) peut
eˆtre estime´e de fac¸on discre`te par diffe´rences finies, en calculant les duplets modaux nume´riques
pour diffe´rentes jeux de parame`tres au voisinage de p¯. Toutefois, cette strate´gie ne´cessite de
calculer la base modale un grand nombre de fois, ce qui entraˆıne un cout de calcul conse´quent.
De fac¸on a` e´viter cela, on utilise ici l’approche perturbative. Celle-ci permet de de´river analy-
tiquement le premier gradient des duplets modaux (φr, λr) en se basant sur la sensibilite´ de
ceux-ci a` une perturbation des parame`tres p.
Restriction du mode`le Pour de´river la sensibilite´ des valeurs et vecteurs propres nume´riques
(λr(p),qr(p)) en fonction de la perturbation des parame`tres p, il est ne´cessaire de connaˆıtre
la de´pendance de la matrice caracte´ristique A(λ,p) en fonction de λ. Pour cela, on se limite
ici au cadre de l’analyse modale d’une structure dont les dissipations sont prises en compte par
un mode`le hyste´re´tique (voir annexe B.2, e´quation (B.2.52)). Ce mode`le est caracte´rise´ par une
matrice ope´rationnelle des raideurs complexe inde´pendante de la fre´quence, soit :
K(p) = K′(p) + iK′′(p) (V.3.14)
Supposant l’inde´pendance de K′ et K′′ en fre´quence, le mode`le hyste´re´tique viole les relations
de Kramers-Kronig. Il est toutefois montre´ en annexe B.2 que les structures faiblement amorties
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peuvent raisonnablement eˆtre mode´lise´es de cette fac¸on, sur un domaine de fre´quence plus ou
moins restreint (voir expression (B.2.21)).
On rappelle la de´finition des valeurs et vecteurs propres associe´s a` un mode`le de structure
avec comportement hyste´re´tique :(
K(p)− λr(p)M
)
qr(p) = 0 (V.3.15)
soit un proble`me line´aire en λr = ω2r parame´tre´ par p. L’ope´rateur de masse ge´ne´ralise´e est
suppose´ connu exactement et n’est donc pas fonction des parame`tres a` identifier ; il serait
toutefois aise´ de prendre en compte une certaine de´pendance de M en fonction de p. Cela
pourrait par exemple eˆtre mis en oeuvre pour l’identification de l’effet de masse ajoute´e de
conditions aux limites.
Le mode`le hyste´re´tique est choisit ici pour sa simplicite´ d’imple´mentation. Il simplifie e´ga-
lement l’expression des sensibilite´s des valeurs et vecteurs propres associe´s. Toutefois, les ex-
pressions qui suivent peuvent e´galement eˆtre obtenues dans le cas des mode`les visqueux, et
meˆme pour des mode`les viscoe´lastiques non-visqueux en ge´ne´ral. On se re´fe´rera pour cela aux
re´sultats correspondant de´rive´s dans [2].
Perturbation des valeurs propres Dans le cas d’un syste`me conservatif (soit K′′ = O),
les ope´rateurs ge´ne´ralise´s K et M sont re´els syme´triques. La perturbation des valeurs propres
associe´e est de´rive´e en annexe D (e´quation (D.4.8)). Elle prend la forme suivante, ou` pi est un
des parame`tres a` identifier :
∂λr
∂pi
=
Hqr
∂K
∂pi
qr
HqrMqr
(V.3.16)
Lorsque des dissipations sont introduites, l’ope´rateur K n’est plus hermitien car K′′ = Im{K}
est syme´trique. Toutefois, le faible amortissement des structures conside´re´es permet de supposer
que K′′ est d’un ordre au moins plus petit que K′ = Re{K}. Elle peut alors eˆtre vue comme
une perturbation du proble`me conservatif ; cela correspond l’hypothe`se de Basile. Sous cette
hypothe`se, on peut montrer que l’expression de la perturbation des valeurs propres ci-dessus
reste valable, et devient complexe (voir annexe E.1).
La de´rive´e partielle ci-dessus, injecte´e dans le proble`me de minimisation (V.3.9) permet d’es-
timer une direction de descente δp complexe. Ainsi, sous le meˆme formalisme, des parame`tres
p re´els ou complexes peuvent eˆtre identifie´s.
Dans le cas d’un comportement viscoe´lastique ge´ne´ral (de´pendance en fre´quence, fort amor-
tissement), l’expression de la perturbation des valeurs propres λr(p) est de´rive´e dans [2, e´quation
(1.76) page 25].
Perturbation des vecteurs propres De nouveau, l’expression de la perturbation des vec-
teurs propres qr correspondant a` un syste`me conservatif est de´rive´e en annexe D (e´quation
(D.6.4)). Elle prend la forme suivante, valable si les valeurs propres λr sont distinctes deux a`
deux :
∂qr
∂pi
=
∑
k 6=r
Hqk
∂K
∂pi
qr
(λr − λk)HqrMqr
qk (V.3.17)
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De fac¸on analogue a` la perturbation des valeurs propres, l’hypothe`se de Basile permet d’utiliser
cette meˆme expression pour les syste`mes peu amortis. L’expression concernant les mode`les
viscoe´lastiques en ge´ne´ral peut eˆtre trouve´e dans [2, e´quation (1.102) page 30].
La perturbation du rie`me vecteur propre qr fait donc intervenir les autres vecteurs de la
base modale qk, k 6= r. Cependant, en pratique la base modale nume´rique comple`te n’est pas
disponible, pour des raisons d’e´conomie de temps de calcul. Toutefois, le terme (λr − λk) au
de´nominateur permet d’utiliser seulement les modes voisins pour calculer cette perturbation,
ceux-ci repre´sentant la contribution dominante de la perturbation du mode.
V.3.2.3 Cas des plaques stratifie´es uniformes
Jusque la`, la de´pendance de l’ope´rateur ge´ne´ralise´ des raideurs K en fonction de p n’a pas
e´te´ explicite´e. Il est donc possible d’imaginer l’identification de parame`tres varie´s.
Dans le paragraphe qui suit, on explicite la de´pendance de K dans le cas d’une plaque
e´paisse stratifie´e uniforme. Les parame`tres p a` identifier sont alors les composantes du tenseur
ope´rationnel des raideurs en contrainte planes Q et de cisaillement hors-plan Cα3β3, avec (α, β) ∈
{1, 2}2.
On conside`re donc une plaque compose´e de C couches, de´crite par un mode`le de plaque
e´paisse construit a` partir de la cine´matique de Hencky-Mindlin (voir chapitre II, section II.2).
La se´quence d’empilement des couches ainsi que leur orientation est suppose´e invariante sur la
totalite´ de la surface de la plaque. L’ope´rateur de raideur ge´ne´ralise´ associe´ au mode`le se met
sous la forme (C.2.29) suivante, en supposant les mate´riaux monocliniques (voir annexe B.1 sur
le comportement anisotrope, expression (B.1.16)) :
Π =
A BB D
F
 (V.3.18)
ou` les tenseurs des raideurs apparentes en membrane A, en flexion D, de couplage B et en
cisaillement hors-plan F s’expriment comme suit :
(
A|B|D
)
=
∫
z
(
1|z|z2
)
Q(z) dz =
C∑
c
(
g1c |g2c |g3c
)
Qc (V.3.19)
Fαβ = ξ2
∫
z
Cα3β3(z) dz = ξ2
C∑
c
hcCcα3β3 (V.3.20)
avec gnc = (znc,+ − znc,−)/n pour la cie`me couche, d’e´paisseur hc et comprise entre zc,− et zc,+.
Le coefficient ξ permet de corriger le comportement en cisaillement hors-plan du stratifie´ (voir
chapitre II, section II.2). L’homoge´ne´ite´ de l’empilement sur la surface de la plaque permet
d’exprimer l’ope´rateur ge´ne´ralise´ des raideurs du mode`le de la fac¸on suivante :
K =
∫
y
HB(y)ΠB(y) dy =
∑
i,j,c
QcijK
ijc
Q +
∑
α,β,c
FcαβK
αβc
F (V.3.21)
ou` les matrices e´le´mentaires KijcQ et K
αβc
F sont donne´es par la se´quence d’empilement, le coeffi-
cient correcteur en cisaillement, la ge´ome´trie de la plaque et les conditions aux limites.
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La matrice K e´tant exprime´e comme une combinaison line´aire de matrices e´le´mentaires, les
perturbations associe´es s’expriment sous la forme :
∂K
∂Qcij
= KijcQ et
∂K
∂Fcαβ
= KαβcF (V.3.22)
La matrice des de´rive´es partielles G(p) (V.3.9), avec p le vecteur qui contient les composantes
Qcij et Ccα3β3 , peut donc eˆtre de´termine´e analytiquement en injectant les de´rive´es partielles
ci-dessus dans l’expression des sensibilite´s des valeurs propres (V.3.16) et vecteurs propres
(V.3.17). Cela permet de diminuer grandement la puissance de calcul ne´cessaire par rapport a`
une estimation du gradient par diffe´rences finies.
Remarque V.3.1. Le mode`le de plaque utilise´ ici permet de donner une de´pendance line´aire de
K en fonction des parame`tres a` identifier. La de´marche propose´e ne se limite toutefois pas a` ce
type de de´pendance ; tant que la de´rive´e partielle reveˆt une forme connue. On peut par exemple
e´voquer l’utilisation du comportement en cisaillement hors-plan correspondant a` la borne de
Reuss FR (voir chapitre II, expression (II.2.35)) :
FR = h2
 C∑
c
hcZc
−1 = h2Ψ−1 (V.3.23)
ou` Zcαβ = Scα3β3 contient les composantes des souplesses en cisaillement hors-plan et Ψ est la
matrice des souplesses ge´ne´ralise´es associe´es. La perturbation de FR peut alors eˆtre de´duite de
celle de l’inverse d’une matrice, de´rive´e en annexe D (expression (D.1.2)) :
∂FR
∂Scα3β3
= −h2Ψ−1 ∂Ψ
∂Zcαβ
Ψ−1 = −h2hcΨ−1ΛαβΨ−1 (V.3.24)
avec Λαβγη = δαγδβη une matrice de se´lection. De nouveau, la de´rive´e partielle de K par rapport
aux souplesses Scα3β3 dans chaque couche est facile a` calculer. Il est donc possible d’identi-
fier ce type de comportement avec la me´thode propose´e, en ajoutant les souplesses Scα3β3 aux
parame`tres a` identifier.
V.3.3 Re´gularisation
L’estimation de la direction de descente δp lors d’une ite´ration de la me´thode de descente
de gradient propose´e (e´quation (V.3.13)) passe par le produit de la pseudo-inverse de la matrice
G(p) avec le vecteur des erreurs δµ(p). Le conditionnement de cette ope´ration est critique ;
un mauvais conditionnement peut amener un fort biais sur l’estimation finale des parame`tres
p˜ obtenue, voire empeˆcher la convergence de l’algorithme de descente.
De fac¸on a` ame´liorer la robustesse des estimations, certaines pistes de re´gularisation du
proble`me inverse sont propose´es dans les lignes qui suivent.
V.3.3.1 Taux de corre´lation des vecteurs propres
Au de´but d’une ite´ration, la base modale nume´rique est calcule´e ; chaque vecteur propre
nume´rique est alors associe´ a` un vecteur propre expe´rimental de fac¸on unique. De fac¸on a`
ne pas laisser de coˆte´ un mode expe´rimental dans la proce´dure d’identification, on calcule
V.3. Proble`me aux valeurs propres inverse 259
ge´ne´ralement les K > R premiers vecteurs propres nume´riques, avec R le nombre de vecteurs
propres expe´rimentaux disponibles.
Sans re´gularisation, chaque vecteur expe´rimental est associe´ a` un vecteur nume´rique. Cela
peut alors entraˆıner un biais, du au fait qu’un mode nume´rique et un mode expe´rimental
ont e´te´ associe´s, alors que ceux-ci repre´sentent en fait deux me´canismes de de´formation de la
structure diffe´rents. La minimisation alors re´alise´e entre les valeurs propres associe´es me`ne a`
une estimation fausse de la direction de descente.
Souvent, certains vecteurs de la base modale expe´rimentale ne sont suffisemment corre´le´s
avec aucun vecteur propre nume´rique. Cela peut avoir plusieurs raisons : (i) ce vecteur expe´ri-
mental n’est en fait pas physique ; (ii) les parame`tres p¯ sont trop e´loigne´s de leur valeur exacte,
les modes nume´riques ne sont donc pas corrects ; (iii) le mode`le de structure est incapable de
de´crire le mode expe´rimental (mauvaise discre´tisation, anisotropie non prise en compte, de´pla-
cement 3D, etc.).
Pour re´gulariser ce phe´nome`ne qui peut fortement compromettre la qualite´ de l’estimation
des parame`tres voire de sa convergence, on introduit le taux de confiance τ tel que 0 < τ 6 1.
Ce taux correspond a` la corre´lation minimum acceptable entre les modes expe´rimentaux et
nume´riques. Un mode expe´rimental dont la ligne de la matrice de MAC correspondante a des
coefficients strictement infe´rieurs a` τ est e´carte´, pour l’ite´ration en cours, de la fonctionnelle de
minimisation.
Ce parame`tre τ doit eˆtre manie´ avec pre´caution : lorsqu’il est choisit trop faible, des
modes expe´rimentaux peu corre´le´s sont inclus dans l’estimation de la direction de descente. Au
contraire, choisir τ trop grand peut trop limiter le nombre de modes expe´rimentaux disponibles
et rendre l’estimation de la direction de descente sous-de´termine´e. En re`gle ge´ne´ral, on choisit
τ compris entre 50% et 90%, en fonction de la qualite´ des de´forme´es modales expe´rimentales
obtenues par analyse modale.
V.3.3.2 Moindres carre´s ponde´re´s
Dans la fonctionnelle des moindres carre´s classiques, un poids uniforme est donne´ a` toutes
les mesures de distance δµi(p) que l’on cherche a` minimiser. La fonctionnelle J de´finie ci-avant
(e´quation (V.3.7)) introduit le facteur β qui permet de´ja` de jouer sur le poids alloue´ aux vecteurs
propres par rapport aux valeurs propres. Une ge´ne´ralisation de ceci consiste en la me´thode des
moindres carre´s ponde´re´s. Soit la matrice carre´e des poids W ∈ R(1+Q)R×(1+Q)R de´finie positive.
Celle-ci est inte´gre´e dans l’estimation de δp pour exprimer le proble`me aux moindres carre´s
ponde´re´s suivant :
δp =
(
HG(p¯)WG(p¯)
)−1HG(p¯)Wδµ(p¯) (V.3.25)
qui, pour W = kI avec k quelconque, correspond a` une estimation au sens des moindres
carre´s classiques. Toute la proble´matique consiste alors a` choisir les poids Wij ∈ R de fac¸on a`
re´gulariser le proble`me d’estimation. Ces poids correspondent a` un degre´ de confiance que l’on
attribue a` une mesure d’erreur δµi(p¯) (par le biais des composantes diagonales Wii) ainsi qu’aux
mesures croise´es (par le biais des composantes extra-diagonales Wij, i 6= j). Les paragraphes
qui suivent donnent des pistes pour aider ce choix.
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Moindres carre´s ge´ne´ralise´s Les moindres carre´s ge´ne´ralise´s inte`grent, par le biais de la
matrice W, la covariance du re´sidu  de l’estimation aux moindres carre´s :
 = G(p¯)δp− δµ(p¯) (V.3.26)
Dans cette me´thode particulie`re, la matrice des poids est choisie telle que W = C−1 , avec
C = E
{
H
}
.
La principale difficulte´ de ce type d’approche est l’estimation de C ; en effet, une seule
re´alisation de  est disponible. On peut alors choisir de ne pas conside´rer les termes extra-
diagonaux de la covariance. Dans ce cas, la matrice des poids est diagonale, telle que :
W−1ii = |i|2 (V.3.27)
Cela en fait donc une me´thode ite´rative, le re´sidu  e´tant calcule´ a` partir d’une estimation
δp, puis injecte´ dans la matrice W pour re´-estimer un nouveau δp, etc., jusqu’a` convergence.
Cet aspect ite´ratif peut toutefois tre`s bien eˆtre inte´gre´ aux ite´rations de l’algorithme de descente
afin d’e´viter des ope´rations supple´mentaires.
Utilisation de la variance des donne´es d’entre´e Les moindres carre´s ponde´re´s permettent
d’inte´grer, par le biais de la matrice W, l’incertitude sur les duplets modaux estime´s (λ˜r, φ˜r)
par la me´thode d’analyse modale. En particulier, si l’on applique ce principe a` la fonctionnelle
J (V.3.7) avec β = 0, la matrice des poids est telle que W = C−1λλ , avec Cλλ la matrice
de covariance des valeurs propres λ˜. La me´thode ESPRIT propose´e inte´grant la possibilite´
d’estimer la variance des pulsations ω˜ estime´es, les e´le´ments diagonaux de cette matrice de
covariance peuvent eˆtre disponibles ; dans ce cas, la matrice des poids prend la forme diagonale
suivante, si β = 0 :
W−1rr = var
(
λ˜r
)
= 2|ω˜r|2 var(ω˜r) (V.3.28)
Cette e´criture pouvant bien suˆr se ge´ne´raliser au cas β 6= 0, en inte´grant la variance des vecteurs
modaux φ˜r pre´alablement estime´e.
Ponde´ration en fre´quence Dans le cas ou` la variance des pulsations expe´rimentales identi-
fie´es n’est pas disponible, il est possible d’utiliser la borne de Cramer-Rao sur l’estimation des
pulsations ωr donne´e au chapitre pre´ce´dent (voir section IV.3, expression (B.2.35)). Ce re´sultat
stipule en effet que dans le cas ide´al ou` l’amortissement est nul, la variance var(ω˜r) est inde´pen-
dante de ωr (ce re´sultat est d’ailleurs retrouve´ dans un cas simple pour la me´thode ESPRIT,
voir expression (IV.3.34)). En reprenant l’expression (V.3.28), on peut donc se servir de ce
re´sultat pour justifier l’utilisation de poids du type Wrr = 1/ω˜2r . En rappelant que λr = ω2r , la
ge´ne´ralisation de ce choix devient :
W−1rr = |λ˜r|α (V.3.29)
avec α ∈ R+ un re´el positif proche de 1, qui permet de favoriser les modes basse fre´quence
(α > 1) ou haute fre´quence (α 6 1) dans le calcul de la direction de descente δp et donc de
l’estimation des parame`tres finaux p˜.
Puisqu’elle s’appuie sur une proprie´te´ bien e´tablie des me´thodes d’estimations de compo-
santes harmoniques dans un signal (variance de ωr inde´pendante de la valeur de ωr), cette
ponde´ration est utilise´e par de´faut dans ce travail.
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Ponde´ration des modes Dans la fonctionnelle J de´finie en (V.3.7), le parame`tre β inter-
vient. Celui-ci permet de re´gler la ponde´ration de l’erreur sur les vecteurs propres δφr(p¯) par
rapport a` l’erreur sur les valeurs propres δλr(p¯). En effet, les erreurs sur les vecteurs propres φr
repre´sentent R×N lignes de la matrice G(p¯) (voir e´quation (V.3.9)), contre R lignes seulement
pour les valeurs propres λr. La pre´sence des modes dans la fonction objectif du proble`me de
minimisation est inte´ressante pour diffe´rentes raisons : (i) ceux-ci pre´sentent une sensibilite´ dif-
fe´rente aux parame`tre p que les valeurs propres [137] (ce phe´nome`ne est d’ailleurs illustre´ en fin
de chapitre dans un cas pratique, voir figure V.14). (ii) la minimisation de l’erreur des vecteurs
propres, exprime´e en chaque point du maillage de mesure, augmente grandement le nombre
d’e´quations disponibles pour le proble`me inverse, soit sa sur-de´termination. En conse´quence,
il est the´oriquement possible d’identifier (N + 1) parame`tres a` partir d’un seul duplet modal
expe´rimental (φ˜r, λr).
V.3.3.3 Amortissement de l’algorithme
L’utilisation de la direction de descente telle qu’estime´e au sens des moindres carre´s peut
poser des proble`mes de convergence de l’algorithme de minimisation. En effet, si la sensibilite´
des grandeurs a` mode´liser est forte au point p¯, la norme de δp peut eˆtre importante. Dans
ce cas, le minimum de la fonctionnelle peut eˆtre difficile, voire impossible a` atteindre. Pour
pallier a` ce proble`me, on introduit un scalaire γ infe´rieur ou e´gal a` 1, tel que la mise a` jour des
parame`tres a` la iie`me ite´ration soit re´alise´e de la fac¸on suivante :
pi+1 = pi + γδp (V.3.30)
Ce parame`tre d’amortissement peut, s’il est choisit tre`s faible, fortement ralentir la convergence
de l’algorithme ; on ne l’utilise donc que lorsque l’estimation des parame`tres ne semble pas
pouvoir converger.
De nombreuses autres pistes peuvent envisage´es pour la re´gularisation de la me´thode d’iden-
tification expose´e, comme l’utilisation de sche´mas de Levenberg-Marquardt [123, 136]. De plus,
il pourrait eˆtre inte´ressant d’inte´grer des contraintes dans l’estimation des parame`tres. Ces
contraintes pourraient par exemple s’inspirer des bornes sur les composantes du tenseur des
raideurs de´finit positif C∼ (voir annexe B.1, expressions B.1.26) : elles permettraient alors de
garantir la validite´ des parame`tres identifie´s sur des crite`res ayant un fondement physique.
V.3.4 Quantification des incertitudes
La dernie`re partie de cette section concerne la quantification des incertitudes lie´es a` l’estima-
tion des parame`tres p˜ par la re´solution du proble`me inverse aux valeurs propres. Elle repre´sente
un travail encore a` l’e´tat prospectif ; ce qui suit est donc plus de l’ordre de la discussion. Sur la
base de la forme ge´ne´rale de la sensibilite´ des parame`tres identifie´s, diffe´rentes sources d’incerti-
tudes sont e´voque´es. Finalement, un indicateur simplifie´ est propose´, permettant une estimation
grossie`re des incertitudes lie´es aux parame`tres identifie´s.
V.3.4.1 Sensibilite´ des parame`tres identifie´s
Les parame`tres p˜ sont estime´s au sens des moindres carre´s (ou moindres carre´s ponde´re´s), si
bien que leur sensibilite´ ∆p peut eˆtre de´rive´e des expressions correspondantes donne´es en annexe
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(voir annexe D sur la perturbation des ope´rateurs matriciels, re´sultat (D.3.3)). La sensibilite´
des parame`tres identifie´s face a` une donne´e du proble`me quelconque a se met sous la forme
suivante, dans le cas des moindres carre´s classiques (W = I) et en ne´gligeant les termes du
second ordre :
∂p˜
∂a
= G(p˜)†
[
∂δµ(p˜)
∂a
− ∂G(p˜)
∂a
p˜
]
(V.3.31)
=
(
HG(p˜)G(p˜)
)−1[
HGλ(p˜)
(
∂λ˜
∂a
+ ∂λ(p)
∂a
∣∣∣∣∣
p˜
)
+
R∑
r
HGqr(p˜)
(
∂φ˜r
∂a
+ ∂φr(p)
∂a
∣∣∣∣∣
p˜
)
− HG(p˜)
(
∂G(p)
∂a
∣∣∣∣∣
p˜
)
· p˜
]
(V.3.32)
Cette expression ge´ne´rale permet de prendre en compte diffe´rents types d’incertitude par le
biais de donne´es incertaines a, qui peuvent repre´senter : (i) les donne´es de la re´ponse de la
structure mesure´e ; (ii) des parame`tres du mode`le de la structure, que l’on ne cherche pas a`
identifier mais qui entrent dans la construction du mode`le. Malgre´ le fait qu’on ne les inte`gre
pas dans l’identification, ces derniers peuvent eˆtre connus de fac¸on approximative, et donc avoir
une incertitude associe´e.
V.3.4.2 Sources d’incertitude
Dans l’expression (V.3.32) de la sensibilite´ des parame`tres identifie´s p˜, diffe´rents types
de termes sont pre´sents, correspondant aux sensibilite´s associe´es aux donne´es expe´rimentales
(φ˜r, λ˜r), aux donne´es nume´riques (φr(p), λr(p)) ou encore a` la matrice des sensibilite´s G(p).
ceux-ci permettent de se´parer diffe´rentes sources d’incertitudes : en supposant que les donne´s
incertaines a sont de´corre´le´es, on peut approximer l’e´cart-type σ(p˜i) sur les parame`tres identifie´s
de la fac¸on suivante :
σ(p˜i) =
√
var(p˜i) '
√√√√var(H∆a ∂p˜i
∂a
)
'
∑
j
σ(aj)
∣∣∣∣∣∂p˜i∂aj
∣∣∣∣∣ (V.3.33)
ou` les e´carts-types σ(aj) repre´sentent l’incertitude sur les variables a, chacune e´tant associe´e a`
une sensibilite´ des parame`tres p˜. L’hypothe`se de de´corre´lation des diffe´rentes sources d’incerti-
tude, qui revient a` supposer que Caa = E
{
aHa
}
est diagonale, pourrait eˆtre discute´e. Toutefois,
elle permet de simplifier grandement la quantification de l’incertitude sur les parame`tres iden-
tifie´s.
Sur la base de l’expression (V.3.32), diffe´rentes sources d’incertitude sont e´voque´es dans les
lignes qui suivent.
Duplets modaux expe´rimentaux La sensibilite´ des prame`tres due a` l’estimation inexacte
des duplets modaux (φ˜r, λ˜r) peut eˆtre de´rive´e de l’expression (V.3.32) et devient :
∂p˜i
∂λ˜r
= >bPi
(
HG(p˜)G(p˜)
)−1
HGλ(p˜)bRr (V.3.34)
∂p˜i
∂φ˜n,r
= >bPi
(
HG(p˜)G(p˜)
)−1
HGqr(p˜)bNn (V.3.35)
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ou` on rappelle que les vecteurs unitaires de se´lection sont tels que bji = [0i−1 1 0j−i].
Ces expressions pourront eˆtre injecte´es dans (V.3.33) en les multipliant par l’e´cart-type des
duplets modaux expe´rimentaux, qui auront e´ventuellement e´te´ estime´es lors de la mise en œvre
de l’analyse modale.
Parame`tres intrinse`ques au mode`le Dans l’expression (V.3.32) interviennent les sensibi-
lite´s ∂λr(p)/∂a et ∂φr(p)/∂a, e´value´es en p˜. Celles-ci de´notent une incertitude sur des para-
me`tres a intrinse`ques au mode`le.
On peut par exemple prendre le cas d’une plaque homoge`ne isotrope d’e´paisseur h en flexion.
Celle-ci est de´crite par la raideur de flexion Diso = Qiso × h3/12 et l’inertie M = ρh. Les valeur
propres du proble`me de flexion associe´ sont de la forme λ ∝ Diso/M ; les incertitude associe´e a`
h et ρ s’e´crivent alors :
∂λ
∂h
∝ 2h12
Qiso
ρ
= 2λ
h
,
∂λ
∂ρ
∝ λ
ρ
(V.3.36)
L’identification des proprie´te´s planes Q
∼
d’une plaque mince (h→ 0) est donc fortement condi-
tionne´e par l’incertitude sur son e´paisseur. La masse volumique ρ injecte´e dans le proble`me
d’identification peut e´galement repre´senter une certaine source d’incertitude. De nombreuses
autres donne´es peuvent eˆtre sources d’incertitude, comme la ge´ome´trie de la structure ou les
conditions aux limites.
Maillage de mesure L’expression de la sensibilite´ des parame`tres identifie´s (V.3.32) fait
e´galement apparaˆıtre le terme ∂G(p)/∂a, e´value´ en p˜. Celui-ci contient notamment le terme
∂Gqr(p)/∂a, dont l’expression fait intervenir la matrice d’observation Y (voir expression (V.3.10).
La matrice d’observation de´finie en (III.4.4) contient les fonctions de forme n(x), utilise´es pour
la formulation du mode`le, e´value´es au points de mesure. Les N positions y
n
de ceux-ci sont des
sources supple´mentaires d’incertitude ; elles peuvent donc eˆtre prises en compte dans la quan-
tification de l’incertitude finale sur les parame`tres estime´s par le biais du terme ∂G(p)/∂a.
V.3.4.3 Un indicateur simplifie´
La mise en œuvre de l’expression (V.3.32) pour la quantification des incertitudes ne´cessite
la connaissance des incertitudes lie´es a` toutes les donne´es a du proble`me, qui sont en pratique
rarement disponibles.
De fac¸on a` permettre une quantification rapide des incertitudes, une estimation grossie`re
peut eˆtre faite sur les re´sidus de la dernie`re ite´ration de l’algorithme de descente. En ne´gligeant
l’incertitude sut les variables intrinse`ques au mode`le discute´e au paragraphe pre´ce´dent, les
expressions (V.3.33), (V.3.34) et (V.3.35) permettent d’e´crire :
σ˜(Re{pi}) = σ˜(Im{pi}) = 12 σres‖
>bPi G(p˜)
†‖ (V.3.37)
ou` l’e´cart-type des re´sidus est estime´ par σres = ‖G(p˜)p˜− δµ(p˜)‖.
On peut critiquer l’indicateur ainsi obtenu pour plusieurs raisons : (i) il ne de´crit pas
l’interde´pendance des parame`tres identifie´s (qui serait donne´ par les termes extra-diagonaux
de la matrice de covariance Cpp = E
{
pHp
}
) ; (ii) il fait l’hypothe`se que la distribution des
re´sidus sont est circulaire gaussienne (leur covariance est telle que Cres = σ2resI). Toutefois, il
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reveˆt un certain inte´reˆt ope´rationnel, de par le fait qu’il ne ne´cessite aucune connaissance des
incertitudes sur les donne´es d’entre´e a priori.
L’indicateur σ˜(pi) ainsi de´finit est utilise´ dans le cas d’application donne´ dans la section
suivante de ce chapitre. En particulier, les parame`tres sont donne´s sous la forme suivante :
Re{pi} = Re{p˜i} ± σ˜(pi) , η{pi} = η{p˜i} ± σ˜(pi)Re{p˜i} (V.3.38)
ou` η{pi} = Im{pi} /Re{pi} est le facteur de perte associe´ au parame`tre pi. Le format donne´ ci-
dessus correspond, en supposant que la distribution des estimations de pi suit une loi normale,
a` l’intervalle de confiance a` 67%.
Dans cette seconde section a e´te´ pre´sente´ une me´thode permettant l’identification de pa-
rame`tres d’un mode`le de structure a` partir de donne´es issues de l’analyse modale de celle-ci.
Le proble`me aux valeurs propres inverse formule´ s’exprime comme un proble`me de minimisa-
tion d’une fonctionnelle base´e. Cette fonctionnelle porte sur la distance des donne´es modales
obtenues a` partir du mode`le par rapport aux donne´es modales expe´rimentales.
Un algorithme de descente de gradient ite´ratif permettant la re´solution du proble`me inverse
a e´te´ pre´sente´. La direction de descente, permettant de mettre a` jour l’estimation des parame`tres
a` chaque ite´ration, est de´termine´e a` partir de la sensibilite´ des donne´es modales nume´riques face
a` une perturbation des parame`tres. Il a e´te´ montre´ que ces sensibilite´s peuvent eˆtre de´termine´es
analytiquement ; celles-ci ont e´te´ explicite´es dans le cas des plaques multicouche uniformes.
La re´gularisation de la me´thode inverse a ensuite e´te´ discute´e. Diffe´rentes pistes ont e´te´ e´vo-
que´es, consistant notamment en le choix d’une matrice de ponde´ration des erreurs a` minimiser.
La ponde´ration des valeurs propres propose´e sera utilise´e par de´faut dans le reste ce travail. La
possibilite´ d’amortir l’algorithme a e´galement e´te´ e´voque´e.
Enfin, une discussion sur la quantification des incertitudes a e´te´ mene´e. Diffe´rentes sources
d’incertitude ont e´te´ e´voque´es. Enfin, un indicateur simplifie´ a e´te´ propose´, permettant une
estimation grossie`re des incertitudes sur les parame`tres estime´s.
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V.4 Caracte´risation d’une planche d’e´pice´a
Dans cette section, la de´marche d’identification propose´e dans ce chapitre est applique´e a`
l’identification des proprie´te´s me´caniques d’une planche d’e´pice´a.
La section est divise´e en quatre parties. Tout d’abord, la mesure de la re´ponse libre de
l’e´chantillon est de´crite. Une discussion est mene´e autour de l’optimisation de cette mesure, en
vue d’obtenir une re´ponse la plus proche possible des conditions de mode´lisation.
La seconde partie de´veloppe l’analyse modale effectue´e a` partir de la mesure obtenue. Apre`s
une discussion sur la me´thode de choix de l’ordre du signal utilise´e, les re´sultats de l’analyse mo-
dale sont repre´sente´s. Finalement, les incertitudes estime´es a` partir de la me´thode perturbative
et du diagramme de stabilisation sont e´galement illustre´es et discute´es.
La troisie`me partie concerne la formulation du mode`le nume´rique associe´ a` l’e´chantillon
choisi. Le comportement du mate´riau, choisi du type isotrope transverse, permet de donner la
de´composition de la matrice caracte´ristique du mode`le utilise´e dans l’algorithme d’identification
pour le calcul des sensibilite´s. La validite´ du comportement hyste´re´tique utilise´ pour de´crire les
me´canismes de dissipation est discute´e.
la quatrie`me et dernie`re partie est consacre´e a` l’identification des proprie´te´s me´caniques
de l’e´chantillon a` partir des donne´es modales extraites de la mesure et du mode`le formule´.
Deux cas d’identification sont pre´sente´s, s’inte´ressant a` l’identification des proprie´te´s planes de
l’e´chantillon puis a` la quantification du cisaillement roulant. Les re´sultats de l’identification
sont ensuite discute´s sur la base de la comparaison entre les donne´es modales expe´rimentales
et nume´riques obtenues.
Description de l’e´chantillon L’e´chantillon retenu pour cette application est une planche
d’e´pice´a de dimensions L× `×h = 675×130×7 millime`tres. Une photographie de l’e´chantillon
est donne´e en figure V.1. Les fibres du bois sont oriente´es dans la grande longueur L de la
plaque. Fournie par le facteur de pianos Stephen Paulello, cette planche fait partie d’un lot qui
pourrait eˆtre utilise´ pour la fabrication de tables d’harmonie. Elle a notamment e´te´ choisie pour
sa remarquable homoge´ne´ite´ (absence de noeuds, alignement des fibres).
Figure V.1 – Prise de vue de l’e´chantillon. Dimensions : L× `× h = 675× 130× 7
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V.4.1 Mesure
L’identification des proprie´te´s me´caniques de l’e´pice´a composant l’e´chantillon par la pro-
ce´dure propose´e dans ce chapitre ne´cessite de mesurer la re´ponse libre de celui-ci. De cette
re´ponse, on espe`re pouvoir extraire les modes et pulsations naturelles de la structure et, a` par-
tir de celles-ci, identifier les proprie´te´s me´caniques du mate´riau constitutif par re´solution du
proble`me aux valeurs propres inverse.
V.4.1.1 Dispositif expe´rimental
L’identification des proprie´te´s me´caniques par analyse modale oblige a` mesurer une re´ponse
de l’e´chantillon la moins perturbe´e possible par les conditions expe´rimentales. Cela concerne
deux aspects : (i) les conditions aux limites applique´es et (ii) le dispositif de mise en mouvement,
qui permet d’imposer des conditions initiales. Pour illustrer les propos qui suivent, des vues du
dispositif expe´rimental sont donne´es en figure V.2.
Conditions aux limites Le choix classique consiste a` suspendre la structure mesure´e a` l’aide
de fils tre`s souples et le´gers. Ainsi, l’inertie et la raideur apparente de ces conditions aux limites
est tre`s faible ; le travail des efforts dynamiques exte´rieurs peut donc eˆtre ne´glige´. C’est ce choix
qui est e´galement fait ici : l’e´chantillon est suspendu a` deux fils de nylon. Le mouvement hors-
plan (ici horizontal, voir photo du dispositif) est donc laisse´ comple`tement libre. Cela permet
de supposer que l’influence des conditions aux limites sur les modes de flexion est ne´gligeable.
Remarque V.4.1. Il est inte´ressant de noter que la me´thode propose´e dans ce chapitre per-
mettrait, par l’ajout de parame`tres p spe´cifiques aux conditions aux limites (masse, raideur,
amortissement ajoute´s), de formuler un proble`me d’identification incluant des conditions aux
limites inconnues.
(a) Vue ge´ne´rale (b) Placement du HP
Figure V.2 – Vues du dispositif expe´rimental
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Mise en mouvement Le choix du dispositif permettant la mise en mouvement de la struc-
ture est e´galement critique ; il n’est en effet pas souhaitable que celui-ci influe sur les modes et
pulsations mesure´es. De plus, la structure a` caracte´riser est particulie`rement le´ge`re, comme la
plupart des structures auxquelles ce travail s’inte´resse. En conse´quence, l’ajout d’un dispositif
d’excitation couple´ a` la structure (type pot vibrant) ne peut eˆtre envisage´ seulement si son in-
fluence est correctement prise en compte dans le mode`le. Dans ce travail, ce type de de´marche
n’est pas mis en œuvre. Une attention toute particulie`re est donc porte´e au dispositif de mise
en mouvement.
La re´alisation de la mesure a` l’aide du dispositif de vibrome´trie robotise´ pre´sente´ au cha-
pitre III oblige e´galement la mise en place d’un moyen d’excitation permettant une tre`s bonne
re´pe´tabilite´ de l’expe´rience : la mesure doit en effet pouvoir eˆtre faite de fac¸on comple`tement
automatique, sans intervention exte´rieure. Il n’est donc pas possible d’envisager une excitation
au marteau de choc manuelle.
La solution retenue consiste donc a` exciter l’e´chantillon sans contact, par couplage acous-
tique. Un haut-parleur est place´ face a` l’e´chantillon (voir vues du dispositif, figure V.2) ; dans
celui-ci est envoye´ le signal e´lectrique d’excitation (dont le choix est discute´ ci-apre`s). Le champ
de pression acoustique ainsi ge´ne´re´ impacte la structure, la mettant en mouvement. De cette
fac¸on, il est possible de mettre en mouvement la structure de fac¸on non-intrusive et fortement
re´pe´table.
Ce type de dispositif de mise en mouvement a e´te´ utilise´ durant ce travail de the`se pour
bon nombre d’essais, et paraˆıt une bonne solution pour la mesure de la re´ponse de structures
le´ge`res et raides. En effet, celles-ci ont une fre´quence de co¨ıncidence assez faible (pour laquelle
le couplage acoustique devient fort, voir la section I.3.3 de´die´e). Plusieurs aspects permettant
l’optimisation de l’excitation sont a` noter : (i) la petite taille du haut-parleur (25 mm de dia-
me`tre environ), permettant d’exciter convenablement les modes haute fre´quence (fre´quence de
coupure plus haute et e´talement spatial de la force de couplage re´duit) ; (ii) son placement pre`s
d’un coin de l’e´chantillon (ici le coin infe´rieur droit, voir figures V.2), position the´orique d’un
maximum local de de´placement pour tous les modes de la structure, permettant l’excitation de
ceux-ci ; (iii) sa proximite´ avec la surface de l’e´chantillon (de l’ordre du millime`tre), permettant
d’assurer un couplage convenable.
Il faut noter que l’utilisation de ce dispositif d’excitation ne permet pas de quantifier direc-
tement l’excitation, comme cela est possible avec un pot vibrant par l’ajout d’un capteur de
force. De fac¸on a` obtenir un signal de re´fe´rence, il est possible de mesurer le champ acoustique
proche a` l’aide d’un microphone. Cette technique n’est pas utilise´e ici ; aucun signal de re´fe´rence
n’est ne´cessaire pour mettre en oeuvre la proce´dure d’identification par analyse modale, tant
que l’excitation est suffisamment re´pe´table.
V.4.1.2 Signal d’excitation
Un des avantages de l’utilisation d’un haut parleur pour exciter la structure que l’on sou-
haite mesurer re´side dans la liberte´ offerte concernant le choix du signal d’excitation. Ici, la
mesure concerne la re´ponse transitoire de la structure ; le signal d’excitation est donc lui aussi
ne´cessairement transitoire.
De fac¸on a` mesurer la re´ponse libre de la structure, un signal impulsif bref est donc envoye´
dans le haut-parleur place´ face a` l’e´chantillon. Une fois l’excitation arreˆte´e, on peut supposer
que la structure est libre de tout chargement exte´rieur. Pre´cisons que cela suppose un certain
nombre d’hypothe`ses que l’on ne discutera pas ici, comme le fait de ne´gliger l’influence des
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conditions aux limites ou du champ acoustique re´siduel (e´chos dans la pie`ce, comportement
propre du haut-parleur, etc.).
Le choix du signal d’excitation est guide´ par diffe´rentes conside´rations : (i) le domaine
fre´quentiel que l’on souhaite caracte´riser ; (ii) la dure´e de l’expe´rience ; (iii) le positionnement
du haut parleur.
Forme du signal Classiquement, un signal impulsionnel de type dirac peut eˆtre utilise´ :
celui-ci posse`de une bande passante the´oriquement uniforme. En re´alite´, cette bande-passante
est limite´e par la re´ponse en fre´quence du haut parleur choisi. De plus, il n’est pas souhaitable
d’exciter des fre´quences trop hautes, au risque de de´passer le crite`re de Nyquist, entraˆınant des
phe´nome`nes de repliement spectral.
Pour cette raison, on utilise ici un signal d’excitation sous la forme d’une gaussienne ; ce
type de fonction posse`de l’avantage de ne pas pre´senter de lobes secondaires sur son spectre :
s(t) ∝ exp
(
−b2 (t− t0)2
)
→ |s(f)| ∝ 1|b| exp
(
−pi
2f 2
b2
)
(V.4.1)
avec t0 le de´lai de l’excitation. Le choix du parame`tre b permet de maˆıtriser la bande passante
du signal d’excitation.
Dure´e d’une expe´rience Il est e´galement ne´cessaire de choisir la dure´e de l’acquisition,
conditionnant l’espacement entre deux re´pe´titions de la mesure. De fac¸on a` assurer la repro-
ductibilite´ des observations de la re´ponse libre de la structure, le mouvement de celle-ci doit eˆtre
nul lors du de´but de l’excitation. La dure´e de l’acquisition est donc conditionne´e par l’amor-
tissement de la structure : l’e´talement spatial de la re´ponse libre d’une structure amortie est
court, autorisant une re´pe´tition rapide de l’expe´rience.
Annulation des mouvements de corps rigide La proximite´ du haut-parleur avec la sur-
face de l’e´chantillon permet d’exciter celui-ci de fac¸on satisfaisante. Toutefois, le risque de
contact entre ces deux objets est accru par cette proximite´. Cela est d’autant plus critique
lorsque, comme ici, de larges mouvements hors-plan de l’e´chantillon sont laisse´s libres par les
conditions aux limites. Il est alors possible que l’excitation imprime un mouvement de balancier
a` l’e´chantillon. Celui-ci, ge´ne´ralement tre`s basse fre´quence, n’en est pas moins compromettant
pour la qualite´ de la mesure : (i) ce mouvement peut entraˆıner le contact entre le haut-parleur
et l’e´chantillon ; (ii) il est responsable du changement de la distance entre les deux objets,
modifiant en conse´quence l’amplitude de la stimulation, cela cre´ant de forts e´carts entre deux
re´pe´titions de l’expe´rience.
Pour diminuer ce mouvement de balancier, deux strate´gies peuvent eˆtre envisage´es. La pre-
mie`re part du constat que le mouvement en question peut eˆtre amplifie´ par re´sonance lorsque
l’espacement entre deux re´pe´titions de la mesure est proche d’une pe´riode du balancier. La
strate´gie peut alors consister a` mesurer approximativement cette pe´riode et choisir une dure´e
d’expe´rience e´gale a` un multiple impair de la moitie´ de cette pe´riode. Cela entraˆıne donc l’an-
nulation, en moyenne, du mouvement de balancier. Toutefois, cette strate´gie comporte le risque
d’exciter un autre mode de corps solide basse fre´quence (i.e. rotation).
La deuxie`me strate´gie permettant de diminuer les mouvements de corps solide part du
constat qu’un signal de type gaussien a une moyenne non nulle ayant donc une projection sur
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les mouvements de corps solide. La solution consiste alors a` choisir un signal d’excitation a`
moyenne nulle, comme par exemple, la premie`re de´rive´e d’une gaussienne :
s′(t) ∝ (t− t0)exp
(
−b2 (t− t0)2
)
→ |s′(f)| ∝ f|b| exp
(
−pi
2f 2
b2
)
(V.4.2)
ce choix permet d’annuler la force d’excitation moyenne (s(f = 0) = 0) et ainsi de re´duire le
mouvement de balancier. Cette deuxie`me strate´gie pre´sente l’avantage de couper tous les mouve-
ments de corps solide de l’e´chantillon ; toutefois, l’excitation des premiers modes de l’e´chantillon
peut eˆtre difficile a` assurer, a` cause de la faible amplitude du spectre de ce type d’excitation en
basse fre´quence.
Pour le cas d’application donne´ ici, la premie`re strate´gie est utilise´e pour diminuer le mouve-
ment de balancier de l’e´chantillon. Une dure´e d’acquisition de 1 seconde est choisie, correspon-
dant a` l’extinction observe´e du mouvement de l’e´chantillon. L’e´talement b du signal gaussien
d’excitation est choisi de fac¸on a` exciter convenablement la structure jusqu’a` 5 KHz.
V.4.1.3 Donne´es mesure´es
La mesure du champ de vitesse instantane´e de la plaque est re´alise´e a` l’aide du vibrome`tre
robotise´ de´crit au chapitre III. Seule la composante hors-plan du champ de vitesse est mesure´e :
on ne s’inte´resse en effet ici qu’aux modes de flexion de la plaque.
De fac¸on a` re´duire au maximum la contribution du mouvement de balancier de l’e´chantillon
sur la mesure, un filtre passe-haut analogique est applique´. Celui-ci, inte´gre´ au vibrome`tre
Polytec PDV-100 utilise´, posse`de une fre´quence de coupure a` 100Hz, supe´rieure a` la fre´quence
du premier mode de l’e´chantillon ; ce choix n’est donc pas optimal mais son influence sur les
re´sultats est, comme on le verra, finalement assez faible.
La mesure de la re´ponse de l’e´chantillon est re´alise´e sur un maillage re´gulier de 41×21 = 861
points. La fre´quence d’e´chantillonnage est choisie a` 51.2 kHz, de fac¸on a` assurer largement le
respect du crite`re de Nyquist. En chaque point, la mesure est re´pe´te´e 5 fois ; est ensuite prise
la me´diane des 5 re´alisations. Cette technique permet d’e´viter les bruits impulsifs de grande
amplitude caracte´ristiques d’une mesure vibrome´trique sur une surface non traite´e optiquement
(voir le chapitre III au sujet de l’effet de ce type de perturbations sur la moyenne).
La re´alisation de la mesure comple`te s’e´tale sur une heure et demie, en prenant en compte
la dure´e ne´cessaire au robot pour changer de position. Une illustration de la mesure obtenue
est donne´e en figure V.3. La figure V.3a montre une re´ponse ponctuelle typique obtenue (sans
unite´s), apre`s prise de la me´diane sur les 5 re´alisations. Apre`s une seconde d’acquisition, le
niveau du signal obtenu est assez faible pour conside´rer que la structure ne bouge plus. Le
spectre de vitesse moyenne quadratique (sans unite´s) est e´galement donne´ en figure V.3b.
Seulement la partie utilisable de celui-ci est repre´sente´e (entre 60 Hz et 5 kHz), c’est a` dire
pour laquelle le niveau de signal est suffisant pour mener a` bien l’analyse modale.
Les figures V.3c et V.3d donnent deux de´forme´es instantane´es mesure´es, pour des instants
tre`s proches de l’excitation (centre´e sur t0). La premie`re est prise juste apre`s (t− t0 = 0.2ms) ;
la source, situe´e dans le coin infe´rieur droit, est bien visible. Le front des ondes contient de´ja`
la signature de l’anisotropie : la progression est beaucoup plus rapide dans le sens des fibres
(longueur de la planche) que dans le sens transverse (largeur). La seconde de´forme´e instantane´e
repre´sente´e est prise une milliseconde apre`s, alors qu’une partie des ondes ge´ne´re´es a de´ja` pu
faire quelques aller-retour sur l’e´chantillon. Encore une fois, l’anisotropie de l’e´pice´a est bien
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Figure V.3 – Mesure de l’e´chantillon d’e´pice´a obtenue
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visible : la longueur d’onde apparente dans la direction des fibres est bien plus grande que celle
dans la direction transverse.
V.4.2 Analyse Modale
La seconde partie de cette section a pour but de pre´senter l’application de la me´thode
d’analyse modale sur la mesure de la re´ponse libre de l’e´chantillon d’e´pice´a obtenue.
V.4.2.1 Pre´-traitements
Dans l’application pre´sente´e ici, le spectre fre´quentiel est traite´ en une fois : la technique
de division du spectre en sous-domaines fre´quentiels, e´voque´e a` la premie`re section, n’est pas
utilise´e. De fac¸on a` limiter la quantite´ de donne´es a` traiter, seulement une partie du signal
temporel est prise en compte ; l’intervalle de temps concerne´ est de´note´ sur la figure V.3a
par un domaine en ligne pointille´e rouge. En tout, 10000 e´chantillons temporels sont utilise´s
(soit approximativement 0.2 secondes sur la seconde d’acquisition). Les donne´es e´carte´es sont
en re´alite´ peu inte´ressantes : elles ne contiennent que la re´ponse des tout premiers modes, les
modes plus haute fre´quence e´tant rapidement amortis. De plus, ces e´chantillons supple´mentaires
sont de faible amplitude ; en conse´quence, le rapport signal a` bruit y est moins bon. Il est donc
pre´fe´rable de ne pas les inclure pour l’analyse modale.
Au vu de la fre´quence d’e´chantillonnage utilise´e (51.2 kHz) et de la faible re´ponse en fre´-
quence mesure´e apre`s 5 kHz, trois choix sont possibles : (i) traiter les donne´es brutes avec la
me´thode ESPRIT sans de´cimation ; (ii) appliquer la me´thode ESPRIT sur ces meˆmes donne´es,
mais avec inte´gration de la technique de de´cimation propre a` ESPRIT ; (iii) filtrer le signal sur
la partie utilisable du domaine de fre´quence (environ 60 Hz a` 5 kHz), de´cimer le signal par
choix d’un nombre re´duit de points puis appliquer ESPRIT.
Le premier choix permet de prendre la totalite´ des donne´es en compte, sans se soucier
d’e´ventuels parame`tres supple´mentaires concernant la de´cimation et en assurant que le crite`re
de Nyquist est respecte´. La deuxie`me solution permet de re´duire largement le temps de calcul
ne´cessaire a` l’estimation de l’espace signal (estimation de la matrice de covariance des donne´es
puis de´composition en valeurs propres de celle-ci). Toutefois, la totalite´ des donne´es est utilise´e
pour l’estimation des incertitudes. Le troisie`me choix re´duit encore le temps de calcul ne´cessaire
et de´cimant les donne´es avant leur traitement par ESPRIT.
De fac¸on a` donner un ordre d’ide´e du gain de temps entraˆıne´ par l’application de filtrage,
les temps de calcul correspondant au premier choix (donne´es brutes) et au troisie`me choix
(filtrage puis de´cimation avant l’application d’ESPRIT) sont reporte´s dans le tableau V.1.
E´tape Donne´es brutes
Donne´es filtre´es
et de´cime´es
Covariance Cuu 9790 sec. 96 sec.
Sous-espace W 66 sec. 1 sec.
MDL, ESTER, SAMOS 67 sec. 33 sec.
Stabilisation 498 sec. 30 sec.
Incertitudes 6890 sec. 520 sec.
Table V.1 – Temps de calcul ne´cessaires aux diffe´rentes e´tapes selon le choix des donne´es
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Pour ce troisie`me choix, le signal est filtre´ au dessus de 5 kHz puis de´cime´ 5 fois. Le rapport
entre les temps ne´cessaire a` l’obtention des parame`tres modaux est d’environ 25, ce qui est
non ne´gligeable. Dans le cadre d’une mise en oeuvre ope´rationnelle de la me´thode propose´e,
il serait donc pre´fe´rable de pre´-filtrer puis de´cimer le signal avant l’application d’ESPRIT.
Toutefois, l’objectif recherche´ ici n’e´tant pas en premier lieu la performance, la me´thode ESPRIT
est applique´e a` la totalite´ des donne´es brutes sans de´cimation ; ceci permet de s’affranchir
d’e´ventuels biais dus au filtrage.
V.4.2.2 Choix de l’ordre du signal
Pour la se´lection de l’ordre du signal, les crite`res de stabilisation peuvent eˆtre utilise´s conjoin-
tement avec les crite`res MDL, ESTER ET SAMOS de fac¸on a` guider au mieux le choix. Du
point de vue de la simple observation du spectre obtenu en figure V.3b, un quarantaine de pics
peuvent eˆtre compte´s. De fac¸on a` mettre en œuvre les crite`res de stabilisation, on cherche a`
estimer les parame`tres du signal pour des ordres P allant jusqu’a` une large sur-estimation de
l’ordre exact R. Le choix est donc fait de tester les ordres P = 1 . . . 150 ; on rappelle que le signal
e´tant re´el, l’ordre du signal est toujours pair : on identifie donc a` chaque fois 2P composantes
couple´es deux a` deux.
Crite`res MDL, ESTER et SAMOS Les crite`res MDL (bleu), ESTER (orange) et SAMOS
(jaune) correspondant a` l’application de la me´thode ESPRIT sur les donne´es brutes mesure´es
sont repre´sente´s sur la figure V.4, en fonction de l’ordre candidat P . Afin de comparer les
diffe´rents crite`res, ceux-ci sont normalise´s par leur valeur maximale.
On remarque que ces crite`res sont maximaux pour des ordres de signal faibles : le crite`re
ESTER est maximal pour P = 2 et les crite`res MDL et SAMOS sont maximaux pour P = 5.
Ces valeurs e´tant bien en-dessous du nombre de composantes attendues, cela montre de fac¸on
pratique les difficulte´s lie´es a` l’automatisation du choix de l’ordre exact R. Le crite`re ESTER
normalise´ de´croˆıt rapidement, pour devenir tre`s proche de 0 a` partir de P = 25. Au contraire,
les crite`res MDL et SAMOS semblent pouvoir donner des indications sur la validite´ des ordres
plus e´leve´s (en particulier pour 45 < P < 70), mais le contraste entre les diffe´rents pics reste
faible.
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Figure V.4 – Crite`res MDL, ESTER et SAMOS pour le choix de l’ordre du signal R
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Ces crite`res ne donnent donc pas d’indication claire sur l’ordre de signal le mieux adapte´ a`
la description des mesures. Les crite`res de stabilite´ doivent alors eˆtre utilise´s de fac¸on a` aider
au choix de R.
Diagramme de stabilisation Comme cela a e´te´ e´voque´ plus haut, les crite`res de stabilite´
sont utilise´s ici comme une aide au choix de l’ordre du signal, et non en vue d’automatiser cette
e´tape. Pour cela, la de´marche classiquement adopte´e consiste a` repre´senter les re´sultats sur
un diagramme fre´quence-ordre de signal, qui permet de superposer une partie des parame`tres
estime´s sur le spectre du signal.
Le diagramme de stabilisation associe´ a` l’analyse modale mene´e ici est donne´ en figure V.5.
Les fre´quences identifie´es (en ordonne´e) sont de´note´es par des points, pour chaque ordre candi-
dat P (en ordonne´e). Il devient par cette repre´sentation possible de distinguer les branches de
stabilite´ : certaines composantes identifie´es sont stables face a` un changement d’ordre candidat
et forment des lignes verticales sur le diagramme. Au contraire, d’autres composantes semblent
tre`s sensibles a` un changement d’ordre : voir par exemple les re´sultats compris entre le deuxie`me
et le troisie`me pic de re´sonance.
Cette repre´sentation des parame`tres identifie´s, observe´e conjointement avec le spectre du
signal en arrie`re-plan, permet de´ja` une distinction rapide entre les composantes du signal et les
composantes qui semblent de´crire le bruit. Toutefois, on peut voir que sur le haut du spectre
(a` partir de 1 kHz), la distinction des diffe´rentes branches devient moins claire. On choisit ici
de se baser sur le crite`re de complexite´ des modes.
Complexite´ des modes Le crite`re de complexite´ des modes ζr, de´finit en (V.2.9), se base
sur le de´phasage des diffe´rentes amplitudes modales estime´es sur les points du maillage de me-
sure. Sur une structure faiblement amortie, les amplitudes modales sont sense´es eˆtre quasiment
en phase : le crite`re de complexite´ mesure l’alignement de ces diffe´rents points dans le plan
complexe.
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Figure V.5 – Diagramme de stabilisation
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Sur la figure V.6 est repre´sente´ le diagramme de stabilisation auquel on a ajoute´, par la
coloration des diffe´rents points, le crite`re de complexite´ des modes. On observe clairement que
les composantes identifie´es entre deux pics de re´sonance sont caracte´rise´es par un crite`re ζr
qui tend vers 1 (couleurs chaudes). Au contraire, les composantes situe´es pre`s des pics sont
associe´es a` une faible valeur du crite`re ζr (couleurs froides).
Deux cas particuliers sont e´galement ajoute´s, de´note´s par les labels A et B , tous deux
correspondant a` des modes identifie´s vers 260 Hz. Les fre´quences associe´es a` ces deux modes
identifie´s sont tre`s proches ; de plus, elles sont toutes deux assez stables en fonction de l’ordre
du signal. Sans crite`re supple´mentaire, il serait difficile de savoir si ces deux composantes sont
a` conserver. Dans ce cas pre´cis, le crite`re ζr est tre`s clair : le mode A est tre`s faiblement
complexe : la distribution des amplitudes modales complexes est tre`s proche d’une droite. Au
contraire, le mode B est caracte´rise´ par une phase quasiment ale´atoire ; il peut donc eˆtre
conside´re´ instable.
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Figure V.6 – Crite`re de complexite´ des modes ζr (expression (V.2.9)) en couleur, avec deux
cas particuliers A et B qui correspondent a` deux modes identifie´s a` 260 Hz.
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Re´sultats et interpre´tation A partir du crite`re de complexite´, 27 modes sont finalement
choisis, pour des fre´quences propres allant de 83 Hz a` 2821 Hz. Le re´sultat de l’identification
est illustre´ sur la figure V.7 : les fre´quences et amortissement modaux estime´s sont reporte´s
respectivement en abscisse et ordonne´e de fac¸on a` montrer la de´pendance particulie`re de ξr en
fonction de fr.
A titre indicatif, le spectre de vitesse moyenne quadratique est repre´sente´ en arrie`re plan
(ligne noire), ainsi que celui qui correspond au mode`le reconstruit a` partir des parame`tres
identifie´s (ligne rouge pointille´e). Lorsque tous les mode ont e´te´ conserve´s (entre 200 Hz et
1500 Hz), le mode`le de signal est tre`s proche du signal mesure´. Par opposition, lorsqu’une
partie des modes est retire´e de l’identification (au-dessus de 1500 Hz), on observe une diffe´rence
importante entre les deux spectres. En basse fre´quence, la diffe´rence observe´e au niveau des
zones entre les modes 1, 2 et 3 est l’effet du filtrage passe-haut analogique utilise´ pour diminuer
l’influence du mouvement de balancier de l’e´chantillon sur les mesures.
Les de´forme´es modales identifie´es correspondant aux modes nume´rote´s de 1 a` 27 sur la figure
V.7 sont repre´sente´es en figure V.8. Celles-ci permettent d’interpre´ter les amortissement modaux
obtenus. Tout d’abord, il faut noter que la forme de l’e´chantillon, rectangulaire, et l’orientation
des fibres paralle`lement a` ses dimensions (orthotropie dite spe´ciale), cre´e une se´paration des
diffe´rents me´canismes longitudinaux et transverses : les modes obtenus sont le plus souvent
domine´s par un me´canisme de de´formation particulier.
Par exemple, les modes 1, 3, 8, 11, 17 et 22 sont caracte´rise´s par une de´formation lon-
gitudinale : la courbure de la plaque est pratiquement puˆre dans la direction des fibres. Les
amortissement modaux ξr associe´s sur la figure V.7 sont syste´matiquement faibles (de 0.3%
a` 0.4%) ; l’amortissement dans la direction des fibres est donc re´duit. Les modes 2, 4, 7, 10,
14 et 19 sont quant a` eux caracte´rise´s par un amortissement un peu plus fort ; on peut voir
sur les de´forme´es modales correspondantes que ces modes sont principalement responsables de
cisaillement (que l’on peut comparer a` de la torsion). Le me´canismes de pertes cisaillement
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Figure V.7 – Re´sultat de l’analyse modale : modes conserve´s nume´rote´s de 1 a` 27 (point
bleus) et signal reconstruit a` partir de ceux-ci uniquement (pointille´s rouges).
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Figure V.8 – De´forme´es modales identifie´es
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peuvent eˆtre donc attendus un peu plus forts. Enfin, les modes 5, 6, 9, 12 et 16 pre´sentent
une oscillation marque´e dans la direction transverse (largeur de la plaque). L’amortissement
modal associe´ e´tant globalement plus fort, on peut en conclure que la de´formation transverse
de l’e´chantillon est responsable de pertes encore plus fortes. On peut finalement noter la simi-
larite´ des modes 5 et 13, caracte´rise´s par un mode dont la courbure est contenue dans direction
transverse. Les amortissements associe´es sont quasiment e´gaux (resp. 0.85% et 0.86%) ; on peut
s’attendre a` ce que l’amortissement duˆ a` la de´formation transverse soit associe´ a` ces valeurs.
Incertitudes Dans la premie`re section de ce chapitre ont e´te´ donne´es deux strate´gies permet-
tant l’estimation des incertitudes sur les parame`tres modaux estime´s : (i) le calcul de variance
utilisant la the´orie des perturbations (expressions (V.2.19) et (V.2.20)) ; (ii) l’utilisation du
diagramme de stabilisation de par l’estimateur σ˜M (expression (V.3.38)).
Sur la figure V.9 sont repre´sente´s les e´carts-type estime´s a` l’aide des deux strate´gies pro-
pose´es, et correspondant aux fre´quences (a` gauche) et amortissements (a` droite). L’estimateur
σ˜M (en rouge) est e´value´ sur les M = 15 ordres du signal pre´ce´dents. En noir sont donne´s les
e´carts-types de´rive´es des expressions des variances des parame`tres.
On rappelle que ces deux indicateurs donnent une ide´e de la sensibilite´ des estimations
face a` deux perturbations diffe´rentes : les variances de´rive´es par la the´orie des perturbations
quantifient la sensibilite´ face a` une perturbation des mesures ; l’estimateur σ˜M quantifie quand
a` lui l’incertitude associe´e au choix de l’ordre de signal.
Les diffe´rentes valeurs prises par les deux indicateurs sont asses difficiles a` interpre´ter. On
peut de´ja` remarquer qu’elles sont tre`s faibles : l’e´cart-type maximal obtenu en fre´quence est
pour le mode 27, et est estime´ a` moins de 1 Hz. la meˆme remarque peut eˆtre faite sur les
amortissements, dont l’e´cart-type maximal est de 10−4. On peut donc remettre en question la
validite´ des incertitudes obtenues.
La quantification des incertitudes associe´es a` l’estimation des parame`tres modaux est donc
un proble`me qui ne´cessiterait d’eˆtre approfondi.
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Figure V.9 – Estimation des incertitudes (e´cart-type) sur les fre´quences (a` gauche) et
amortissement (a` droite) modaux identifie´s. En noir : expressions de´rive´es des perturbations ;
en rouge : crite`re de stabilite´ σ˜M calcule´ sur M = 15 ordres voisins.
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Figure V.10 – Maillage e´le´ments finis utilise´ pour la construction du mode`le de l’e´chantillon.
Croix rouges : points de mesure.
V.4.3 Mode`le
De fac¸on a` mener a` bien l’identification des proprie´te´s de l’e´chantillon de l’e´pice´a par la
me´thode propose´e, un mode`le e´le´ments finis de la plaque est construit. La formulation de celui-
ci ainsi que les diffe´rentes hypothe`ses permettant la re´duction du nombre de parame`tres a`
identifier sont e´voque´es dans les lignes qui suivent.
V.4.3.1 Formulation
La formulation du mode`le permettant l’identification de certaines proprie´te´s me´caniques de
l’e´chantillon conside´re´ est faite sur la base du mode`le de plaque e´paisse de Hencky-Mindlin (voir
chapitre II, section II.2). La plaque e´tant suppose´e homoge`ne dans l’e´paisseur, le comportement
ge´ne´ralise´ en cisaillement hors-plan F est corrige´ par le coefficient de correction en cisaillement
ξF = pi2/12 (la justification de cette correction est e´galement donne´e en section II.2).
Des e´le´ments quadrangulaires a` 8 noeuds sont utilise´s, avec inte´gration re´duite (4 points
de Gauss). La convergence de ce type d’e´le´ment est classiquement admise pour λ 6 6, ou` λ
est la longueur d’onde apparente et e la longueur caracte´ristique des e´le´ments. Le mode le
plus haute fre´quence identifie´ expe´rimentalement est le mode 27, sur lequel environ 3 longueurs
d’onde peuvent eˆtre compte´es dans la longueur et la largeur. Un maillage de NL×N` = 80×20
e´le´ments est donc choisi ; celui-ci est repre´sente´ en figure V.10. Le choix du nombre d’e´le´ments
est e´galement guide´ par le maillage de mesures (de´note´ par les croix rouges). La co¨ıncidence
des noeuds du maillage e´le´ments finis avec les points de mesure facilite en effet la construction
de la matrice d’observation Y.
A partir de ce maillage, les matrices de raideur ge´ne´ralise´es e´le´mentaires KijQ et K
αβ
F (voir
expression (V.3.21)) et de masse M sont construites par assemblage du mode`le e´le´ments finis
(voir annexe A.2). Celles-ci permettent le calcul de la base modale nume´rique Φ(p), ne´cessaire
a` chaque ite´ration de l’algorithme de descente, ainsi que de la matrice des sensibilite´s G(p)
(expressions (V.3.10)).
V.4.3.2 Isotropie radiale-transverse
L’e´pice´a peut en premie`re approximation eˆtre conside´re´ isotrope transverse (voir annexe
B.1, expression (B.1.19)) : il est compose´ de fibres aligne´es, qui lui donnent une grande raideur
dans la direction longitudinale L. Les directions radiale R et tangentielle T peuvent alors eˆtre
conside´re´es e´quivalentes.
L’hypothe`se d’isotropie transverse de l’e´chantillon peut eˆtre assez forte dans le cas du bois.
De nombreux biais peuvent en effet eˆtre induits par le sciage ayant amene´ a` la production
de l’e´chantillon (i.e. orientation de la planche dans le tronc). On peut e´galement e´voquer le
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Figure V.11 – Tranche d’un e´chantillon d’e´pice´a dont l’orientation des cernes ne permettrait
pas de faire l’hypothe`se d’un comportement isotrope transverse homoge`ne.
caracte`re circulaire des cernes, qui peut entraˆıner une certaine inhomoge´ne´ite´ des proprie´te´s
me´caniques. Une photographie de la tranche d’un e´chantillon diffe´rent d’e´pice´a est donne´e en
figure V.11. Celle-ci est caracte´rise´e par une orientation des cernes (alternance de bois sombre
d’hiver et clair d’e´te´) inhomoge`ne et non normale a` la surface de l’e´chantillon. Dans ce cas, le
comportement du mate´riau peut ne plus eˆtre monoclinique : des couplages entre les mouvement
plans et hors-plan apparaissent.
Une attention toute particulie`re a donc e´te´ porte´e au choix de l’e´chantillon caracte´rise´,
retenu pour sa remarquable homoge´ne´ite´ et l’orientation perpendiculaire des cernes : l’hypothe`se
d’isotropie transverse peut donc eˆtre conside´re´e correcte.
En utilisant le comportement postule´, le cas des plaques stratifie´es donne´ plus haut (voir
sous-section V.3.2.3) est repris avec C = 1 (plaque homoge`ne). Sur les constantes de l’inge´nieur,
l’isotropie transverse selon L se traduit par :
ER = ET , νTR = νRT et GLR = GLT (V.4.3)
avec L, T et R de´notant les directions Longitudinale, Transverse et Radiale du bois. Les relations
ci-dessus permettent de re´e´crire la de´composition de la matrice de raideur ge´ne´ralise´e K en
matrices e´le´mentaires (voir expression (V.3.21)) sous la forme suivante :
K = KQLL QLL + KQRR QRR + KQLR QLR +
(
KGLR + KGLT
)
GR + KGTRGTR (V.4.4)
Le vecteur des parame`tres a` identifier est donc le suivant :
>p =
[
QLL QRR QLR GLR GTR
]
(V.4.5)
V.4.3.3 Comportement hyste´re´tique
De fac¸on a` simplifier la mise en œuvre du proble`me inverse, on utilise le mode`le hyste´re´tique
pour de´crire le comportement viscoe´lastique du mate´riau sur le domaine complet de fre´quences
e´tudie´ (voir annexe B.2). Ce mode`le suppose que les parties re´elle R∼ et imaginaire T∼ du tenseur
ope´rationnel des raideurs C∼ sont inde´pendantes de la fre´quence. On a vu que cela n’est en the´orie
pas correct, et que l’inter-de´pendance de R∼ et T∼ en fre´quence est donne´e par les relations de
Kramer-Kronig (expression (B.2.20) en annexe).
Il est donne´ dans cette meˆme annexe une borne supe´rieure sur la variation des composantes
de la partie re´elle Rijkl maximale possible sur un domaine fre´quentiel [ωmin;ωmax] donne´, fonction
du facteur de pertes maximum ηmaxijkl (voir expression (B.2.21)). Cette borne, fonction du rapport
r = ωmax/ωmin, est trace´e sur la figure B.3 en fonction de ηmaxijkl et pour diffe´rentes valeurs de r.
Ce re´sultat s’applique e´galement au tenseur en contraintes planes Q que l’on cherche a` identifier
ici.
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Les modes conserve´s apre`s mise en œuvre de l’analyse modale s’e´talent sur un domaine de
fre´quences compris entre 80 Hz et 3000 Hz, soit r ≈ 38. L’amortissement modal maximum
estime´ est celui du treizie`me mode, soit ξ13 = 0.86% = 8.6 × 10−3. Ce mode, comme on l’a
fait remarquer ci-avant, est majoritairement responsable de de´formation transverse, donne´e par
la composante QRR du tenseur ope´rationnel des raideurs en contrainte plane. On peut donc
supposer que ηRR = Im{QRR} /Re{QRR} est quasiment e´gal au facteur de perte associe´ a` mode
13, soit ηRR ≈ 2ξ13 = 1.72× 10−2.
Sur la base de ces suppositions, on peut donner une ide´e de la variation maximale possible
pour le coefficient QRR sur le domaine de fre´quence e´tudie´. La figure B.3 et l’expression (B.2.21)
permettent de conclure que la variation maximale relative de cette constante sur le domaine
fre´quentiel conside´re´ ici est de l’ordre de :
∆QRR
QRR
6 r 2pi ηRR − 1 ≈ 4% (V.4.6)
L’utilisation du mode`le hyste´re´tique peut donc repre´senter un biais d’environ 4% sur l’identifi-
cation des proprie´te´s en raideur transverse de l’e´pice´a. Ce biais de nature e´piste´mique (erreur
syste´matique duˆe a` une mode´lisation incorrecte) est a` ajouter aux autres sources d’incertitude.
V.4.4 Identification
Cette dernie`re sous-section pre´sente les re´sultats d’identification des proprie´te´s me´caniques
de l’e´chantillon d’e´pice´a obtenus. Deux cas d’identifications sont propose´es, permettant l’iden-
tification des cinq parame`tres caracte´risant l’isotropie transverse du mate´riau. Le premier cas
concerne l’identification des proprie´te´s planes du mate´riau. Le second cas s’inte´resse a` la quan-
tification du cisaillement roulant. Sur la base de ce dernier cas, la base modale expe´rimentale
est compare´e avec la base modale nume´rique obtenue apre`s estimation des parame`tres. Un bon
accord est trouve´ entre les valeurs propres expe´rimentales et nume´riques. La matrice de MAC
associe´e montre une bonne corre´lation entre ces deux bases. Enfin, la sensibilite´ diffe´rente des
valeurs propres et vecteurs propres est discute´e.
V.4.4.1 Cas 1 : Proprie´te´s planes
On s’inte´resse dans un premier temps a` l’identification des proprie´te´s planes de l’e´chantillon,
donne´es par les composantes tenseur des raideurs Q. Le module de cisaillement roulant GTR
est donc retire´ des parame`tres a` identifier. De fac¸on a` conserver le comportement isotrope
QLL QRR QLR GLR GTR
Initial. Re{•} 10000 300 72 1000 115
Cas 1
Re{•} 11250± 20 250± 1 110± 30 910± 4 . . .
η(•) 0.68± 0.2 1.69± 0.3 7± 25 1.11± 0.4 . . .
Cas 2
Re{•} 11245± 20 247± 1 . . . 903± 3 120± 10
η(•) 0.68± 0.2 1.69± 0.35 . . . 1.11± 0.35 1.82± 8
Table V.2 – Re´sume´ des re´sultats d’identification. Raideurs en MPa et facteurs de perte en
%.
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transverse, celui-ci est pris en compte a` l’aide de la relation suivante, associe´e a` cette forme de
comportement :
GTR =
ER
2(1 + νRT)
= QRR(1− νRLνLR)2(1 + νRT) '
QRR
2(1 + νRT)
(V.4.7)
ou` on a conside´re´ que (1 − νRLνLR) = (1 − ν2LRER/EL) ≈ 1, ce qui se justifie par la forte
anisotropie du mate´riau attendue (ER tre`s infe´rieur a` EL). La matrice de raideur ge´ne´ralise´e
K peut alors se de´composer sous la forme suivante :
K = KQLL QLL +
(
KQRR + K
GTR
2(1 + νRT)
)
QRR + KQLR QLR +
(
KGLR + KGLT
)
GLR (V.4.8)
Le coefficient de Poisson associe´ a` l’effet radial-transverse est choisit tel que νTR = 0.3. Les
parame`tres a` identifier sont donc finalement les raideurs planes QLL, QRR, QLR, et GLR.
Le re´sultat d’identification pre´sente´ se base sur la minimisation de l’e´cart sur les valeurs
propres δλ uniquement ; ce cas correspond a` β = 0 dans la fonctionnelle J (e´quation (V.3.7)).
L’algorithme de descente est utilise´ sans amortissement (cad. γ = 1 pour la mise a` jour des pa-
rame`tres, expression (V.3.30)). De fac¸on a` e´quilibrer l’influence de chaque mode, la ponde´ration
en fre´quence est utilise´e avec α = 1 (voir moindres carre´s ponde´re´s, expression (V.3.29)).
Les 27 modes expe´rimentaux identifie´s par analyse modale sont injecte´s dans la proce´dure
d’identification. De manie`re a` assurer que chaque mode puisse avoir son e´quivalent nume´rique,
deux fois plus de modes nume´riques sont calcule´s a` chaque ite´ration. Pour faire correspondre
modes nume´riques et expe´rimentaux, le crite`re de MAC est utilise´ : deux modes sont conside´re´s
e´quivalents si le crite`re de MAC associe´ est supe´rieur a` 70%.
L’initialisation des parame`tres est faite sur les proprie´te´s approximatives d’un e´pice´a : QLL =
10 GPa, QRR = 300 MPa, QLR = 70 MPa, GLR = 1 GPa (soit νLR = 0.23). Ces valeurs sont
reporte´s en table V.2. Elles sont re´elles : aucune connaissance des me´canismes d’amortissement
n’est ne´cessaire a priori. En effet, l’amortissement e´tant faible, il peut eˆtre conside´re´ comme
une perturbation des constantes de raideur. La premie`re ite´ration de l’algorithme de descente
est donc faite sur un mode`le conservatif. La direction de descente δp est alors complexe car les
valeurs propres expe´rimentales λ˜ le sont. De`s la seconde ite´ration, les parame`tres a` identifier
deviennent complexes.
Cinq ite´rations suffisent pour atteindre la convergence, dont le crite`re correspondant est
base´ sur la direction de descente, tel que ‖δp‖ < 0.1 MPa. Les parame`tres finalement identifie´s
sont reporte´s en table V.2 (ligne ”Cas 1”) : la partie re´elle de chaque parame`tre identifie´ est
donne´e ainsi que le facteur de pertes η(pi) = Im{pi} /Re{pi} qui leur est associe´. Les intervalles
de confiance correspondant sont estime´s a` l’aide des formules simplifie´es donne´es plus haut
(expressions (V.3.38)).
On remarque imme´diatement que l’incertitude sur la composante QLR est bien plus forte
que celle lie´e aux autres composantes du tenseur des raideurs planes. Notamment, le facteur de
perte η(QLR) associe´ reste inde´termine´, puisque l’incertitude qui lui est associe´e (±25%) est bien
supe´rieure a` sa valeur nominale (7%). Ce phe´nome`ne est du a` la faible sensibilite´ des valeurs
propres λr a` l’effet Poisson (voir plus bas, figure V.14). Le coefficient de Poisson Longitudinal-
Transverse peut d’ailleurs eˆtre estime´ a` partir des parame`tres identifie´s : νLR = QLR/QRR ≈
0.44. Cette valeur n’est pas aberrante mais me´riterait d’eˆtre croise´e avec une me´thode de test
diffe´rente pour validation.
Les valeurs choisies pour l’initialisation sont en fait assez proches des valeurs obtenues apre`s
minimisation des re´sidus sur les valeurs propres. On peut alors se poser la question de l’influence
de ce choix d’initialisation sur le re´sultat de l’optimisation. En re´alite´, ce proble`me ne se pose
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pas vraiment pour la forme d’e´chantillon choisie ici. En effet, la forme des modes ne change pas
beaucoup avec la modification des proprie´te´s me´caniques du mate´riau constitutif. Cela est duˆ
a` la forme rectangulaire de la structure et l’orthotropie spe´ciale du mate´riau. Pour illustrer cet
aspect, le meˆme proble`me d’identification a e´te´ pose´ mais avec une initialisation correspondant
a` un mate´riau type acier (QLL = QRR = 230 GPa, QLR = 70 GPa et GLR = 80 GPa) ; cela a
mene´, apre`s une quinzaine d’ite´rations, au meˆme re´sultat.
V.4.4.2 Cas 2 : Cisaillement roulant
Le deuxie`me cas d’identification pre´sente´ s’inte´resse a` l’identification de la raideur en ci-
saillement roulant GTR de la planche d’e´pice´a. Au cours des diffe´rents essais re´alise´s, il s’est
ave´re´ que l’identification simultane´e de la composante associe´e a` l’effet Poisson QLT et de GTR
est difficile. En conse´quence, le coefficient de Poisson νLR identifie´ dans le premier cas pre´sente´
est utilise´ ici, et devient un parame`tre suppose´ connu. La matrice de raideur ge´ne´ralise´e K du
mode`le est alors de´compose´e sous la forme suivante, en remarquant que νLR = QLR/QRR (voir
expression de Q en annexe, section B.1, expression (B.1.31)) :
K = KQLL QLL +
(
KQRR + νLR KQLR
)
QRR + KGLRGLR + KGLTGLT + KGTRGTR (V.4.9)
les parame`tres p a` identifier e´tant finalement QLL, QRR, GLR, GTR et GLT.
De nouveau, la minimisation est re´alise´e sur les valeurs propres λ uniquement. L’initialisa-
tion de l’algorithme de descente est faite sur les proprie´te´s mate´riau identifie´es dans le premier
cas (voir table V.2, ”Cas 1”). Encore une fois, peu d’ite´rations de l’algorithme sont ne´cessaires
pour atteindre le crite`re de convergence. Les valeurs identifie´es sont liste´es dans le tableau V.2,
ligne ”Cas 2”.
On remarque que la raideur en cisaillement roulant GTR identifie´e est bien plus faible que
celle associe´e au cisaillement plan GLR, ce qui est justifie´ par la forte anisotropie due aux fibres
du bois. Le facteur de perte η associe´ au cisaillement roulant est identifie´ supe´rieur aux autres
me´canismes de de´formation. Toutefois, la forte incertitude associe´e a` son estimation ne permet
pas de valider une telle identification.
V.4.4.3 Comparaison des donne´es modales
Une fois l’identification effectue´e, il est possible de donner des indications sur la similarite´
des donne´es modales expe´rimentales et nume´riques. Cela passe par deux indicateurs : (i) les
erreurs sur les valeurs propres ; (ii) la matrice de MAC correspondant a` la dernie`re ite´ration.
Les re´sultats qui suivent sont quasiment identiques pour les deux identifications propose´es ci-
dessus ; en conse´quence, on ne pre´sente que ceux qui sont associe´s a` la deuxie`me identification
(incluant le cisaillement roulant dans les parame`tres a` identifier). La similarite´ des re´sultats
obtenus vient d’ailleurs confirmer la faible influence du coefficient de Poisson νLR et du module
de cisaillement GTR sur les donne´es modales utilise´es pour l’identification.
Comparaison des valeurs propres La comparaison des valeurs propres λr expe´rimentales
et nume´riques correspondant a` la dernie`re ite´ration de l’algorithme de descente est propose´e en
figure V.12. Sur la figure V.12a sont trace´es les points expe´rimentaux nume´rote´s (en noir) et
nume´riques (en rouge) correspondant aux fre´quences fr et amortissements modaux ξr associe´es
a` λr. Les erreurs relatives correspondant a` ces parame`tres sont donne´es en figure V.12b. On
remarque que l’erreur relative en fre´quence est infe´rieure a` 1%. Concernant l’amortissement
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(a) Comparaison : valeurs expe´rimentales (points noirs) et nume´riques (ronds rouges). Modes
expe´rimentaux nume´rote´s de 1 a` 27.
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Figure V.12 – Re´sultat de l’identification effectue´e (Cas 2) : comparaison des fre´quences et
amortissement modaux.
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Figure V.13 – Matrice de MAC apre`s minimisation des erreurs sur les valeurs propres (Cas 2)
modal, les erreurs relatives sont infe´rieures a` 10%, mis a` part pour le mode 22. Le bon accord
observe´ entre les valeurs nume´riques et expe´rimentales permet donc de valider l’identification
faite des proprie´te´s mate´riau.
Matrice de MAC La matrice de MAC entre les bases modales expe´rimentale et nume´rique
calcule´e a` la dernie`re ite´ration permet de donner une indication sur la co¨ıncidence de celles-ci.
Cette matrice est donne´e en figure V.13. On peut voir que ces deux bases sont en ade´quation :
chaque mode expe´rimental est fortement corre´le´ a` un seul mode nume´rique. On remarque e´ga-
lement que cette matrice n’est pas force´ment diagonale ; cela est duˆ a` deux raisons : (i) les 6
premiers modes nume´riques, correspondant aux modes de corps solide, n’ont pas leur e´quivalent
expe´rimental ; (ii) certains modes n’ont pas e´te´ conserve´ lors de l’e´tape de l’analyse modale :
on observe donc un saut sur la diagonale de la matrice de MAC entre les modes 18 et 19, puis
a` partir du mode 25.
V.4.4.4 Sensibilite´ des vecteurs propres
L’identification propose´e ici ne s’est base´e que sur la minimisation de l’erreur sur les valeurs
propres λr, ce qui correspond au choix β = 0 dans la fonctionnelle a` minimiser J (voir expression
(V.3.7). Il s’ave`re en fait que les sensibilite´s des valeurs propres sont diffe´rentes de celles des
vecteurs propres. Pour illustrer ce phe´nome`ne, on a trace´ sur la figure V.14 les sensibilite´s des
valeurs propres (a` gauche) et vecteurs propres (a` droite) calcule´es sur la configuration identifie´e.
Ces sensibilite´s sont donne´es pour le cas ou` les cinq parame`tres QLL, QRR, QLR, GLR et GTR
seraient conside´re´s inconnus. De fac¸on a` pouvoir les comparer, ces sensibilite´s sont normalise´es
(leur somme, pour chaque mode, fait 1).
Cette repre´sentation permet de confirmer le sensibilite´ diffe´rente des vecteurs propres φr et
valeurs propres λr face aux parame`tres a` identifier. En particulier, les valeurs propres montrent
une faible sensibilite´ face au module QLR (en vert) associe´ a` l’effet Poisson dans le plan de
la plaque. Cela explique la forte incertitude sur l’identification de ce parame`tre par une la
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Figure V.14 – Sensibilite´s normalise´es des donne´es modales dans la configuration finale
identifie´e, et face aux parame`tres QLL (rouge), QRR (jaune), QLR (vert), GLR (bleu) et GTR
(violet).
minimisation des erreurs sur les valeurs propres seules (voir tableau V.2, Cas 1). Au contraire,
la sensibilite´ des vecteurs propres est domine´e par l’effet Poisson.
Cette repre´sentation montre l’avantage qu’il y aurait a` inclure l’erreur sur les modes dans la
fonctionnelle a` minimiser. Quoique formalise´e dans la section pre´ce´dente, cette possibilite´ n’a
pas e´te´ utilise´e ici. En effet, sa mise en pratique impose certaines pre´cautions sur le choix du
poids donne´ a` l’erreur sur les vecteurs propres (soit le choix du coefficient β dans la fonctionnelle
J). L’introduction des vecteurs propres de fac¸on correcte dans la fonctionnelle a` minimiser
repre´sente une perspective de travail inte´ressante.
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V.5 Conclusion et perspectives
Dans ce chapitre a e´te´ pre´sente´ une me´thode permettant l’identification d’un jeu de para-
me`tres a` partir de la mesure de la re´ponse transitoire libre d’une structure.
Tout d’abord, la me´thode ESPRIT propose´e au chapitre IV a e´te´ spe´cialise´e pour sa mise
en œuvre dans le cadre de l’analyse modale. Diffe´rents crite`res permettant le choix des donne´es
modales a` conserver ont e´te´ pre´sente´s. En particulier, des crite`res de stabilite´ ont e´te´ donne´s.
L’observation conjointe de ceux-ci permet de juger de la pertinence des donne´es expe´rimentales
obtenues : stabilite´, incertitude associe´e, complexite´ du mode. Enfin, deux strate´gies permettant
la quantification des incertitudes ont e´te´ de´veloppe´es.
Dans un second temps, la me´thode d’identification base´e sur les donne´es modales identifie´es
a e´te´ explicite´e. Apre`s la formulation du proble`me aux valeurs propres inverses sous une forme
ge´ne´rale, une me´thode de re´solution de celui-ci a e´te´ pre´sente´e. Celle-ci utilise un algorithme
de descente de gradient analytique. Diffe´rentes pistes permettant la re´gularisation du proble`me
ont ensuite e´te´ pre´sente´es. Enfin, une discussion a e´te´ mene´e sur la quantification des incerti-
tudes associe´es aux parame`tres identifie´s. Un indicateur permettant une estimation grossie`re
de l’intervalle de confiance des estimations obtenues a e´te´ propose´.
Finalement, un cas d’application a e´te´ propose´, concernant l’identification des proprie´te´s
constitutives d’un e´chantillon d’e´pice´a, le mate´riau e´tant suppose´ isotrope transverse et mode´-
lise´ a` l’aide d’un comportement hyste´re´tique. Une discussion a e´te´ mene´e sur l’optimisation de
l’e´tape de mesure, permettant l’obtention d’une re´ponse libre la moins possible influence´e par
des e´le´ments inconnus (i.e. conditions aux limites). Le mode`le de structure permettant l’iden-
tification des parame`tres a ensuite e´te´ pre´sente´e, et les hypothe`ses concernant sa formulation
discute´es. Enfin, les re´sultats de l’identification ont e´te´ pre´sente´s, montrant un excellent accord
entre les donne´es modales expe´rimentales et nume´riques.
Perspectives
Incertitudes La quantification des incertitudes reste assez complexe a re´aliser : elles repose
en ge´ne´ral sur des hypothe`ses fortes sur la nature des perturbations (i.e. bruit blanc uniforme).
Dans le cadre de l’analyse modale, les incertitudes donne´es par les expressions des variances et
par le crite`re de stabilite´ donnent des valeurs tre`s faibles, de fac¸on e´vidente sous-estime´es (voir
figure V.9). Concernant les incertitudes lie´es a` l’estimation des parame`tres de la structure, une
forme ge´ne´rale des sensibilite´s de ceux-ci par rapport a` des donne´es incertaines du mode`le a
e´te´ donne´e (voir expression (V.3.32)). A partir de cette expression ont e´te´ e´voques diffe´rentes
sources d’incertitudes. L’indicateur propose´ (expression (V.3.38)) se base sur les re´sidus de
l’estimation de la direction de descente uniquement. Un travail inte´ressant consisterait donc a`
identifier et quantifier les autres sources d’incertitudes : on a donne´ l’exemple e´le´mentaire de la
mesure de l’e´paisseur d’une plaque que l’on cherche a` caracte´riser, et de l’effet de l’incertitude
associe´e a` cette mesure sur l’incertitude associe´e aux parame`tres identifie´s. D’autres sources
d’incertitudes seraient a` investiguer, comme l’effet des conditions aux limites, de l’incertitude
sur la position des points de mesure, ou encore sur la ge´ome´trie de la structure en ge´ne´ral.
Minimisation sur les vecteurs propres Lors de la formulation de la me´thode d’identifi-
cation inverse, l’erreur sur les vecteurs propres a e´te´ incluse dans la fonctionnelle a` minimiser.
Toutefois, celle-ci n’a pas e´te´ mise en œuvre dans le cas d’application, alors qu’elle pre´sente
un inte´reˆt notoire pour l’identification de l’effet Poisson (voir figure V.14). Cette inte´gration
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n’a pas e´te´ applique´e pour deux raisons : (i) le choix de la ponde´ration de ces erreurs par rap-
port aux erreurs sur les valeurs propres ne´cessite certaines pre´cautions afin d’e´viter d’introduire
un biais dans les parame`tres identifie´s ; (ii) l’erreur sur les vecteurs propres de´finie comme la
somme des diffe´rences au carre´ (norme de la diffe´rence des vecteurs), n’est en fait pas une me-
sure de distance robuste. En effet, une rotation du mode expe´rimentale dans le plan complexe
(de´phasage du mode) induit une forte norme des erreurs, meˆme si le mode expe´rimental et son
e´quivalent nume´rique sont fortement de´correle´s. Une piste inte´ressante pourrait alors consister
a` maximiser le crite`re de MAC entre ces deux vecteurs, ce qui consisterait en une mesure plus
robuste face au de´phasage des modes.
Formulation ge´ne´rale du proble`me aux valeurs propres La formulation du proble`me
(V.3.2) permet aussi de traiter les proble`mes exprime´s lors de l’e´tude de la propagation des
ondes planes (voir par exemple chapitre I, section I.5), de la forme :(
kji,rKij(ωr)− ω2r M
)
qr = 0 (V.5.1)
ou` kr est le vecteur d’onde. Dans les deux chapitres qui suivent est pre´sente´e l’analyse en
vecteurs d’onde, applique´e aux poutres puis aux plaques. Cette analyse permet d’obtenir des
vecteurs d’onde k˜r ainsi que les pulsations ω˜r et modes φ˜r associe´s. La de´marche pre´sente´e dans
ce chapitre pour l’analyse modale pourrait donc eˆtre adapte´e a` l’identification des proprie´te´s
de mate´riaux par analyse en vecteurs d’onde.

Chapitre VI
High Resolution Wavenumber Analysis
Re´sume´
Ce chapitre reproduit un article publie´ au Journal of Sound and Vibration, intitule´
High Resolution Wavenumber Analysis (HRWA) for the Mechanical Characterisation of
Viscoelastic Beams. Pour cette raison, il est en anglais. Il consiste en l’application de la
me´thode ESPRIT propose´e au chapitre pre´ce´dent pour l’analyse en nombre d’onde.
La me´thode d’analyse en nombre d’onde haute re´solution (HRWA) est pre´sente´e.
Elle permet d’extraire les nombres d’onde complexes et amplitudes des ondes com-
posant la re´ponse d’une poutre en re´gime harmonique. A partir de la de´pendance de ces
nombres d’onde en fonction de la fre´quence, les branches de dispersion expe´rimentales
associe´es a` diffe´rents me´canismes de mouvement des poutres (i.e flexion, torsion) peuvent
eˆtre reconstruites. La me´thode HRWA est compare´e aux me´thode de Mc. Daniel et a` l’IWC
(pour Inhomogeneous Wave Correlation). En particulier, diffe´rents inconve´nients de ces
dernie`res sont re´solus par la me´thode propose´e : (i) par rapport a` l’IWC, la re´solution
spectrale est ame´liore´e ; (ii) par opposition aux deux autres me´thodes qui sont base´es sur
un proble`me de minimisation non line´aire, le proble`me de recherche des nombres d’onde
complexes est exprime´ dans la HRWA comme un proble`me de re´gre´ssion line´aire, rendant
la me´thode avantageuse en terme de couˆt de calcul ; (iii) l’ordre du signal, fixe dans les
me´thodes existantes, est ici automatiquement de´tecte´ a` partir d’un crite`re statistique
(le crite`re ESTER).
Dans un premier temps, la sensibilite´ au bruit de chaque me´thode est e´tudie´e, sur
la base d’un signal synthe´tique dont on maˆıtrise le niveau de bruit. il est montre´ que les
performances de la HRWA et de la me´thode de Mc Daniel sont proches, et largement
supe´rieures a` la me´thode IWC. Il est e´galement montre´ que la me´thode propose´e est, en
fonction de la taille du maillage de mesure, 5 a` 20 fois plus efficace en terme de temps de
calcul que les me´thodes existantes. Dans un second temps, une application expe´rimentale
de la me´thode est propose´e sur une poutre a` section carre´e. Il est montre´ que l’identifica-
tion des nombres d’onde complexes peut eˆtre re´alise´e sur des expe´riences faites en re´gime
transitoire (excitation impulsive) et/ou en re´gime permanent (excitation par un bruit
colore´). Les nombres d’onde correspondant aux ondes de flexion et de torsion sont extraits
et se´pare´s simultane´ment ; cela permet d’identifier les modules de Young et de
cisaillement complexes apparents du mate´riau isotrope constituant la poutre, de fac¸on
inde´pendante des conditions aux limites applique´es.
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VI.1 Introduction
With the apparition of full-field contactless measurement devices (e.g. scanning doppler
laser vibrometers or high-speed cameras), displacement or velocity measurements can be per-
formed on fine meshes, with a large number of points. Thanks to this major improvement,
non-destructive structural characterisation methods have been developed [10, 161, 119, 238].
Some of them focus on the identification of structural waves in the medium frequency domain
[26, 27, 139, 158, 171]. These methods aim at filling the gap between low-frequency methods,
(Oberst [151, 150], modal analysis [30, 28, 29, 70, 174] or Dynamical Mechanical Analysis (DMA)
[99]) and ultrasonic testing [94, 8, 105].
The present work focuses on applications to beam, considered as waveguides. Waves travel-
ling in these structures are representative of the beam section motions : for example bending,
twist or longitudinal motion. In these unidimensionnal structures, the wavenumbers are cha-
racteristic of the local structural behaviour : far from singularities, boundary conditions and
sources have an influence on the wave amplitudes only. These wavenumbers are given by reduced
beam models (e.g. Euler or Timoshenko models) or more elaborated schemes like Wave Finite
elements [68]. The experimentally extracted wavenumbers can be used to identify apparent
viscoelastic parameters of reduced models via an inverse problem [171].
The existing Mc Daniel [139] and IWC [26, 27] (Inhomogeneous Wave Correlation) methods
are two candidate for the extraction of waves in the harmonic response of beams. However, these
methods have some drawbacks (i) in low frequency, the Fourier based IWC method suffers from
resolution limitations ; (ii) in practice, the beam response is composed of multiple wave types
(e.g. twist, compression, shear) and both existing methods fail to separate the different wave
contributions, as they postulate the number of waves present in the signal ; (iii) the formulation
of these methods leads to a computationally expensive non-linear problem that has to be solved,
with a complex wavenumber as parameter.
The aim of the High Resolution Wavenumber Analysis (HRWA) presented in this paper is to
overcome the limitations of the existing wavenumber extraction techniques. It makes use of the
subspace-based identification algorithm ESPRIT [189] (Estimation of Signal Parameters via
Rotational Invariance Techniques). Subspace-based methods are widely-used in linear system
identification, using for example the state-variable framework [90, 225]. Another example is the
ERA [100] (Eigenvalue Realisation Algorithm), which is devoted to the identification of the
modal parameters of a measured system. Thanks to the use of the ESPRIT algorithm, some
limitations of the Mc Daniel and IWC methods are overcome : (i) the algorithm resolution
is high, as it uses a recurrence property of the signal to identify the wave parameters ; (ii) by
using the subspace decomposition, the number of waves contained in the signal can be estimated
automatically with the ESTER criterion [14] ; (iii) the complex wavenumbers are the solution
of an optimisation-free problem thus the computational cost is lightened.
With the HRWA, a discrete number of complex wavenumbers is identified in the harmonic
response of a beam with a high resolution. Based on the dependence of the extracted wave-
numbers on frequency, experimental dispersion branches are retrieved. From these branches
are identified the beam viscoelastic properties. Thanks to the high resolution aspects of the
HRWA, the low-frequency limit of wavenumber extraction is lowered. Also, with the automated
identification of multiple wavenumbers, strain mechanisms can be well separated, extending the
upper frequency limit.
The paper is organised as follows. Firstly, theoretical wavenumbers are derived from the
Euler and the Timoshenko beam models. The ability to identify beam properties from the
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wavenumbers is illustrated. Then, a common framework of wavenumber extraction methods is
given, and the existing IWC method and McDaniel method reformulated in this framework.
Secondly, the HRWA is developed in details. A summary of the algorithm is given, that allows
to identify viscoelastic properties of the beam. Thirdly, a numerical study based on synthesised
harmonic responses of an Euler beam in bending motion only is developed, where the Mc Daniel
method is taken as reference. The Mc Daniel method, IWC method and the proposed HRWA are
compared in terms of sensitivity to noise ratio and computation time. Finally, an experimental
result is given on the simultaneous identification of frequency-dependent apparent viscoelastic
Young and shear modulus, for both beam models.
VI.2 Natural wavenumbers in a beam
All along the paper, the beam section is considered as homogeneous and made of a linear
viscoelastic isotropic material with density ρ, Young modulus E and shear modulus G. However,
the present method is applicable to higher-order beam models and more complex material
configurations. The axis and the geometry of the beam are presented in Fig. VI.1 (x being
the beam’s direction). Not considering the bending motion along y, the beam neutral axis is
assumed to remain in the (O, x, z) plane.
b
h
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z
Figure VI.1 – Beam geometry and coordinate axis
VI.2.1 The Euler model
For the sake of simplicity, the Euler beam model is used for the numerical case considered
in this paper. The linearised displacement field u is given by :
u(x, y, z, t) = V (x, t) ex +W (x, t) ez − z W ′(x, t) ex + Θ(x, t) (y ez − z ez ) (VI.2.1)
where V and W are respectively the longitudinal and transverse displacements, Θ is the rotation
angle of the beam section with respect to the x axis, and •′ denotes the partial derivative with
respect to x.
Along the paper, the harmonic dependence on time of real physical quantities is accounted
for by making them complex according to the eiωt convention (where i denotes the imaginary
unit). The local harmonic response of the beam at the angular frequency ω (except on sources
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or at boundaries locations) obeys the following uncoupled linear homogeneous equations :
E V ′′ = −ω2ρ V (VI.2.2a)
IbEW
′′′′ = −ω2MW (VI.2.2b)
ItGΘ′′ = −ω2J Θ (VI.2.2c)
with A = b h, Ib = b h3/12, J = ρ (b h3 + h b3)/12, It = κ J/ρ , M = ρA and κ being a
correction factor for twist inertia momentum, related to the shape of the beam’s section.
By taking exponential solutions as function of x, the displacement components are expressed
as a sum of the solutions of the previous equations :
V (x) = v1 eikvx +v2 e−ikvx (VI.2.3a)
W (x) = w1 eikbx +w2 e−ikbx +w3 ekbx +w4 e−kbx (VI.2.3b)
Θ(x) = θ1 eiktx +θ2 e−iktx (VI.2.3c)
where the wave amplitudes vr, wr and θr are given by boundary conditions.
According to the eiωt convention specified above, the e−ikx waves are forward-propagating
waves. The three following dispersion laws are obtained :
k2v = ω2
ρ
E
, k4b = ω2
M
EIb
and k2t = ω2
J
GIt
(VI.2.4)
It is of common practice to account for the viscoelastic behaviour of the material by taking
complex moduli E = E(1+i ηE) and G = G(1+i ηG) with positive (and small) imaginary parts,
according to the eiωt convention. The wavenumbers become complex too :
k = k(1− i γ) (VI.2.5)
generically, with k = Re{(} k). Specifically, the three groups of wavenumbers given by Eq. (VI.2.4)
become :
kv = ±kv(1− i γv) (VI.2.6a)
kb = ±kb(1− i γb) and kb = ±ikb(1− i γb) (VI.2.6b)
kt = ±kt(1− i γt) (VI.2.6c)
where these expressions are physical (waves attenuating along their direction of propagation)
only if the generic coefficient γ defined above is positive. The second group of bending waves
(kb = ±ikb(1− i · γb)) correspond to fast decaying and slowly oscillating waves.
Finally, Young and shear moduli can be identified from bending and twist wavenumbers
composing the harmonic response of the beam. Considering the Euler model, the Young and
shear moduli are given :
Eeul(ω) = M
Ib
ω2
k4b
and G(ω) = J
It
ω2
k2t
(VI.2.7)
The coefficients that are obtained are apparent Young and shear moduli, in the sense that
they refer to an underlying theory of the Euler beam behaviour and not directly to elasticity.
Consequently, they may vary in frequency.
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VI.2.2 The Timoshenko model
One can define one equivalent slenderness ratio µ as the bending wavelength divided by the
beam thickness :
µ(ω) = λb(ω)
h
= 2pi
kb(ω)h
(VI.2.8)
When the frequency increases, µ decreases. As a consequence, out-of-plane shear and rotary
inertia effects are no longer negligible and the beam behaves as a thick beam. The Timoshenko
model aims at taking into account these effects. The governing equation for bending motion in
the harmonic regime (Eq. (VI.2.2b)) can be found in [31] :
IbEW
′′′′ − ω2MW + ω2ρIb
(
1 + E
ξG
)
W ′′ + ω4ρ2 Ib
ξG
= 0 (VI.2.9)
with ξ = pi2/12 the shear correction factor. As in Eq. (VI.2.4), the bending wave dispersion law
is derived :
k4b IbE − ω2M − ω2k2b ρIb
(
1 + E
ξG
)
+ ω4ρ2 Ib
ξG
= 0 (VI.2.10)
As in the preceding case, this fourth order equation in k gives four solutions, of which two
are almost real and two are almost imaginary. Finally, an apparent Young modulus Etim that
takes both out-of-plane shear effects and rotary inertia into account can be identified from the
bending wavenumber kb and the shear moduli G(ω) (Eq. (VI.2.7)) :
Etim(ω) =
ω2M + ω2k2b ρIb − ω4ρ2 IbξG(ω)
k4bIb − ω2k2b ρ IbξG(ω)
= Eeul(ω)
 1
1− ω2k2b
ρ
ξG(ω)
+ k2b
Ib
A
 (VI.2.11)
The next section presents the signal model of a measurement performed on the beam, which
parameters are identified by means of the proposed HRWA and of two existing methods suited
for wavenumber identification : the Mc Daniel method [139] and the Inhomogeneous Wave
Correlation [26].
VI.3 Signal model
The harmonic response of a beam is measured on a domain away from sources and boun-
daries, along a regularly ∆-spaced mesh x of N points, aligned with the beam neutral axis :
xu = x1 + (u− 1)∆ , u ∈ [[ 1, N ]] (VI.3.1)
A typical setup is schematised in Fig. VI.2.
For a beam structure vibrating in the linear regime, the measurement of a component of
u(x, y, z) along the mesh x is expected to provide the spatially discrete signal s formed by a
sum p = ui(x, y0, z0) of R damped exponentials and noise n :
su = ui(xu, y0, z0) + nu = pu + nu =
R∑
r=1
arz
u
r + nu (VI.3.2)
where ar are the amplitudes corresponding to the poles zr = eikr∆, kr = kr(1− i · γr).
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x0 Lx1 x2 · · · xN
∆F
xF
Figure VI.2 – Typical setup for wavenumber identification methods.
The p part of the signal can be expressed as :
p = VN(zR) · aR (VI.3.3)
where aR = [a1, . . . , aR]>, zR = [z1, . . . , zR] and VN(zR) is the Vandermonde matrix :
VN(zR) =

1 · · · 1
z1 · · · zR
...
. . .
...
zN−11 · · · zN−1R
 (VI.3.4)
The main problem is to find the poles zR. Once the poles are known, the complex amplitudes
aR can be estimated in the measured noisy signal s in the least-square sense :
aR = (V ∗N(zR) · VN(zR))−1 (V ∗N(zR) · s) (VI.3.5)
where •∗ denotes complex conjugate or hermitian transpose.
VI.4 Two existing wavenumber identification methods
As well as the HRWA method presented in this paper, the Mc Daniel and IWC methods
make use of a Vandermonde matrix, but with different R and N values.
VI.4.1 One pole : Inverse Wave Correlation
The Inverse Wave Correlation method [26, 27] aims at finding the wavenumber k wich
maximises the normalised scalar product CIWC(k) between the Vandermonde vector vN(k) =
VN(eik∆) and the noisy signal s :
CIWC(k) =
s · vN(k)
‖s‖‖vN(k)‖ (VI.4.1)
One can notice that the IWC correlation coefficient CIWC(k) can be seen as a normalised
z-transform on the complex wavenumber k. Therefore, it suffers the same resolution limitations
as any method based on a Fourier transform.
VI.4.2 Bending waves’s four poles : the Mc Daniel method
Mc Daniel suggested [139, 158] to identify simultaneously the four waves derived from the
bending operator (Eq. (VI.2.2b), Eq. (VI.2.3b) and Eq. (VI.2.4b)). The four poles are imposed
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to be z4(k) = [eik∆, e−ik∆, ek∆, e−k∆], where k only has to be determined. A signal reconstruction
s˜(k) is made :
s˜(k) = VN(z4(k)) · a4 (VI.4.2)
with the amplitudes a4 estimated by Eq. (VI.3.5). If only bending waves are present in the
measured signal s, its normalised correlation CMcDan(k) with the reconstructed signal s˜(k) :
CMcDan(k) =
s · s˜(k)
‖s‖‖s˜(k)‖ (VI.4.3)
is maximum when k matches the natural bending wavenumber.
Both methods are based on the maximisation of a correlation coefficient (CIWC or CMcDan).
This is a non-linear problem on two unknowns : the real and imaginary parts of k. For the
comparisons given in the present paper, the procedure proposed by Rak [171] was adopted,
using a Nelder-Simplex research algorithm.
VI.5 High Resolution Wavenumber Analysis (HRWA)
method : implementation for the characterisation
of beams
The HRWA method makes use of the ESPRIT algorithm [189] (Estimation of Signal Pa-
rameters via Rotational Invariance Techniques) to extract wavenumbers from the harmonic
response of a beam. It is inspired from the pioneer works of Prony [168], who stated that
signals composed of complex poles follows a recurrence relation. This led, at the end of the
twentieth century, to the development of a family of identification methods such as Matrix
Pencil [98], Pisarenko method [165], MUSIC algorithm [199] and ESPRIT algortihm. The main
goal of these methods consists in identifying, in a measured signal, complex poles with their
associated amplitudes. These methods are widely used in array processing and radar appli-
cations [200, 188], musical applications [74, 70, 13] and high-resolution spectral analysis [15].
Some applications have been developed for the impact localisation on plates [169].
A Prony method has been already used in the past for the retrieval of dispersion relations
in cylindrical shells [166][236]. However, it was limited by the sensibility to noise, the unknown
number of travelling waves and the number of measurement points required to retrieve evanes-
cent waves [82]. The ESPRIT algorithm, used here, applies subspace decomposition to improve
the resistance to noise. In addition, the ESTER criterion [14] (ESTimation or ERror) is used
to estimate the signal order (number of poles contained in the signal). Finally, the procedure
is here applied to full-field measurements, which allows to make measurement over fine meshes
and overcome the limitations due to a limited number of points.
VI.5.1 The ESPRIT algorithm
VI.5.1.1 Signal and noise subspaces
The first step of the algorithm consists in the decomposition of the signal between signal
and noise subspaces. First, a Hankel matrix H is formed with the measured signal s of length
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N :
H =

s1 s2 · · · sN−K
s2 s3 · · · sN−K+1
...
. . .
...
sK · · · sN
 (VI.5.1)
where the integer parameter K corresponds to the sum of the dimensions of signal and noise
subspaces. The HRWA method makes use of the autocovariance matrix Rss :
Rss = HH∗ = W ∗DW (VI.5.2)
which eigenvectors W spans the same subspace as the Hankel matrix singular vectors, and
has the advantage to be an asymptotically non-biased estimator of the signal autocovariance,
in presence of white gaussian noise. The eigenvectors matrix W spans the entire subspace of
the noisy signal s. This total subspace can be decomposed into signal subspace Wp and noise
subspaceWn, withWp built with the eigenvectors corresponding to the R dominant eigenvalues
(with the number of poles R supposed known here) :
W =
[
[Wp]K×R [Wn]K×(K−R)
]
K×K (VI.5.3)
It can be seen, with this last equation, that the parameter K has to be larger than R. Also,
the dimension of the noise subspace is given by this parameter. In fact, the (K −R) additional
poles contained in the noise subspace permits to sample an hypothetical correlated part of the
noise [111], to separate it from the signal pole extraction. Numerous studies investigates this
parameter influence on the errors of pole estimation [114, 12], and a common strategy consists
in choosing this parameter so that K ≈ N/2.
VI.5.1.2 Rotational Invariance
Thanks to the regularity of the uniform measurement mesh x of Eq. (VI.3.1), a rotational
invariance property is expressed via two Vandermonde matrices, related to two subparts of the
signal :
V ↓(N−1)(zR) = V
↑
(N−1)(zR) ·Z (VI.5.4)
with Z = diag(zR) and the two matrices V ↑(N−1) and V
↓
(N−1) respectively corresponding to
the (N − 1) first and last samples of the signal. The ESPRIT algorithm strategy consists in
estimating the signal poles zR via the signal subspace matrix Wp. As this last matrix and
the Vandermonde matrix spans close subspaces, they are related by a transfer matrix T :
VN(zR) = Wp T . The rotational invariance property is then expressed as a function of the
signal subspace matrix : W ↓p = W ↑p F , with F = T Z T−1 and :
W ↑p =
[
I(K−1) 0(K−1)×1
]
Wp
W ↓p =
[
0(K−1)×1 I(K−1)
]
Wp
(VI.5.5)
Consequently, the matrix F is estimated in the Least-Square sense :
F = (W ↑p )−1W ↓p (VI.5.6)
Finally, the poles zR are extracted from the diagonalisation of F .
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VI.5.1.3 Estimation of the number of poles
In the previous steps, the number of poles R, or signal order, has been supposed known.
However, the number of dominant waves in the signal is unknown in most of the practical
applications. As a wrong estimated signal order would drastically decrease the poles extrac-
tion accuracy, a signal order estimation method is needed. A number of signal order selection
criterion have been proposed [210], as it is a common issue encountered in subspace-based iden-
tification methods. The HRWA method makes use of the ESTER criterion [14] (ESTimation
or ERror), which is particularly adapted to the ESPRIT algorithm.
The estimation of matrix F (Eq. (VI.5.6)) is sensitive to the assumed signal order R used to
extract the signal subspace (Eq. (VI.5.3)). The ESTER criterion consists in finding the signal
order R that minimises the F estimation residual, so that :
R = arg min
r∈ [[ rmin,rmax ]]
∥∥∥W ↑p (r)F (r)−W ↓p (r)∥∥∥2 (VI.5.7)
With this criterion, the signal order R can be estimated automatically in a given range of signal
orders r ∈ [[ rmin, rmax ]].
VI.5.2 HRWA Implementation
For applying the HRWA to the characterisation of beams, any type of excitation may be used
(impulse, random noise or sweep), with any type of actuator (e.g. shaker at xF , exerting a point
force F on the beam). The method has no requirement with regard to boundary conditions,
provided that they are not applied too close to the measured zone. The displacement, velocity or
acceleration S(x, t) is measured along a regularly spaced mesh x of Eq. (VI.3.1), as in Fig. VI.2.
A collection of harmonic responses is obtained by computing the Fourier Transform S(x,ω)
of the measured signal over the time dimension for a given number of individual frequencies
ωi. The HRWA procedure consists in applying the following steps to each obtained harmonic
response s(ωi) = S(x, ωi) :
1. A Hankel matrix H is built, based on the array s(ωi) (see Eq. (VI.5.1)).
2. The Covariance Matrix Rss is computed and diagonalised yielding the matrix of eigen-
vectors W (see Eq. (VI.5.2)).
3. The ESTER method is applied to estimate the signal order, in other words the number
of detectable waves in the (noisy) signal. Then, for each r ∈ [[ rmin, rmax ]] :
(a) the r eigenvectors corresponding to the r dominant eigenvalues are extracted to form
the approximated signal subspace matrix Wp (Eq. (VI.5.3))
(b) the truncated signal subspace matrices W ↑p and W
↓
p are built (Eq. (VI.5.5))
(c) the Least-Squares estimation of F is computed (Eq. (VI.5.6))
(d) the ESTER criterion as function of r is evaluated (Eq. (VI.5.7))
Finally, the signal order R is chosen to minimise the ESTER criterion.
4. The eigenvalues of the matrix F (see Eq. (VI.5.6)) are computed, yielding the wavenum-
bers kr of all the waves which can be detected with the HRWA at the angular frequency
ωi :
kr(ωi) =
ln(() i · zr(ωi))
∆ (VI.5.8)
5. If a signal reconstruction is needed, the Vandermonde matrix VN(zR) is computed (Eq. (VI.3.4)),
and the complex amplitudes aR are estimated (Eq. (VI.3.5)).
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VI.6 Comparison of methods for a simulated cantilever
bending-only beam
This section is devoted to a comparison between the Mc Daniel method, the IWC method
and the HRWA, regarding the sensitivity to noise and the computation time. For this purpose,
a simple case is investigated numerically. Using synthesised data for the comparison makes
possible the exploration of various parameters (e.g. mesh size, material characteristics, etc.).
A thin aluminium cantilever Euler beam of length L is harmonically excited at the pulsation
ω with a force F = 1N at (xF , yF , zF ) = (L, 0, h/2) (Fig. VI.3), in order to be submitted to
bending only. In this situation, the signal model of the Mc Daniel method is exact : the harmonic
response of the beam is composed of four bending waves, with wavenumbers kb solutions of the
fourth root of Eq. (VI.2.4b). It is thus the reference method for this case study.
The characteristics of the beam are summarised in Tab. VI.1. The beam is excited between
10 Hz and 5 kHz. Eleven resonance peaks appear in this bandwidth (see Fig. VI.4, top frame).
The first modal frequency is around 14 Hz.
x0 Lx1 x2 · · · xN
∆ F
Figure VI.3 – The simulated cantilever beam.
The response of the beam is derived analytically since the four complex amplitudes wj
in Eq. (VI.2.3) are determined by the boundary conditions. The response yields the virtual
measurements on the mesh x of Eq. (VI.3.1) along a sub-part of the beam (xu ∈ [0.1, 0.9]×L).
The beam response is computed at 100 equally-spaced frequencies in the desired bandwidth,
and for 100 regularly spaced points over the sub-part of the beam.
L h b E η ν ρ
60 cm 6 mm 40 mm 70 GPa 0.5% 0.3 2500
Table VI.1 – Characteristics of the beam.
VI.6.1 Noise Sensitivity
To study the sensitivity to noise of each wavenumber identification method, a white gaus-
sian noise is added to the signal s. The amplitude of this noise is determined by a given Signal
to Noise Ratio (SNR). For each of the 100 SNR values ranging from 100 to 104 and each of
the 100 computed beam harmonic responses, 100 realisations of the noisy signal are computed.
Altogether, the estimation of the bending wavenumber is done one million times for each me-
thod. Based on these 100 realisations of the noise the mean and variance of the wavenumber
estimation error are computed, as a function of frequency and SNR.
The Mc Daniel method and IWC method identify only one wavenumber k. By contrast,
the HRWA identifies a varying number of wavenumbers. Consequently a valid wavenumber
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Figure VI.4 – Synthesised Mean Square Velocity without noise (top frame). Contour plots
of the relative errors in the determination of the real part of the wavenumber k (middle
frame) and the spatial decay γ (bottom frame) for different SNR levels (ordinates) as a
function of the frequency. Comparison of the HRWA (black), Mc Daniel (red) and IWC (blue)
methods. Contour lines display the 10% (continuous lines), 1% (dashed lines) and 0.1%
(dotted lines) limits for the relative identification errors. The results are obtained as the mean
of the estimation over 100 virtual tests.
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(a) 1000 Hz, between two modal frequencies
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(b) 4400 Hz, on a modal frequency
Figure VI.5 – Relative error in the identification of the complex wavenumber k = k(1− i · γ)
as a function of the SNR for two fixed frequencies. Mean ± Standard Deviation. Comparison
between HRWA (black), Mc Daniel (red) and IWC (blue) methods. (a) at 1 kHz, between two
modal frequencies. (b) at 4.5 kHz, on a modal frequency.
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selection strategy has to be chosen to perform the comparison. All along this numerical inves-
tigation, the maximum signal order rmax of the HRWA procedure is given by the equilibrium
(Eq. (VI.2.3)). The algorithm is then free to identify from one to eight waves of different wave-
numbers (R ∈ [[ 1, 8 ]]). The choice is automated with the ESTER criterion. The chosen strategy,
which was observed to work the best among several options, consists in isolating the P propa-
gative wavenumbers kp so that 0 < γp < 1. The mean of these wavenumbers is then computed
as follows :
k = 1
P
√√√√ P∑
p=1
Re(kp)2 − i
√√√√ P∑
p=1
Im(kp)2
 (VI.6.1)
the square power allowing to take into account both forward and backward propagating waves.
This strategy eliminates the identified evanescent (fast decreasing) waves, the identification of
which is sensitive to noise.
In Fig. VI.4 and Fig. VI.5, average relative errors on the identification of the real part k of
the wavenumber and the spatial decay γ are represented for the IWC method, the Mc Daniel
method and the HRWA. In Fig. VI.4, three contour lines are plotted, corresponding on three
levels of performance (relative error of 10%, 1% and 0.1%). The wavenumber identification
turns out to be sensitive to the number of spatial periods contained in the measurement mesh.
As the wavelength depends on frequency, it has been chosen to represent the relative error on
the complex bending wavenumber estimation as a function of frequency and of Signal to Noise
Ratio.
Regarding the real part of the bending wavenumber, both HRWA and Mc Daniel method
give an estimation with less than 1% of relative error, above 500 Hz and for small signal to noise
ratios (SNR > 3). The Mc Daniel method provides a relative error of 0.1% in the estimation, up
to a 102 SNR, whereas the HRWA delivers such an estimation above 3kHz. The HRWA and the
Mc Daniel methods display comparable abilities to provide an estimation of the spatial decay
with less than 10% of relative error. For high signal to noise ratios (SNR> 103), the Mc Daniel
method can give an estimation of the spatial decay with less than 1% of relative error, above
2.5 kHz, whereas this frequency bound is higher for the HRWA (4kHz).
In contrast, the estimate of the IWC method depends on the frequency. This behaviour is
related to its resolution limitations. Except for few high frequencies, no estimation of the real
part of the wavenumber with IWC can be made with less than 0.1% or relative error. Moreover,
the estimation of the spatial decay γ is not possible to the IWC method in this SNR and
frequency ranges. These results agree with those of Rak [171].
The HRWA method exhibits a frequency-dependent behaviour for the fine estimation of real
part of wavenumber (0.1% of relative error) and spatial decay (1% of relative error) : both real
and imaginary parts of the wavenumber are better identified at modal frequencies. In order to
explain this particular behaviour, results of the study for two given frequencies are plotted in
Fig. VI.5. It shows the results of complex bending wavenumber identification as a function of
SNR, for the three methods. First, Fig. VI.5a shows the results at 1000 Hz, between two modal
frequencies (see Fig. VI.4, top frame, marker a ). For this particular frequency, the HRWA
converges shortly to a first plateau at 0.5% of relative error in k identification, for SNR higher
than 101. Then, one can observe a jump at SNR of 2000, HRWA finally reaching a very fine
estimation of the real part k of the wavenumber, comparable to the Mc Daniel method. The
level and the extension of the plateau are due to the variable estimation of the number of waves
in the signal by the ESTER criterion, an effect which appears to be stronger between modal
frequencies. The spatial decay estimation is affected by this plateau effect too, the relative error
converging to a value of 3%, below a SNR of 2000. By comparison, the error of the estimation of k
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with the IWC method reaches a plateau too, which is higher (0.9% of relative error) and related
to its resolution limitation. Furthermore, the Mc Daniel method shows a uniform convergence
rate, with a relative error fifty times smaller than the noise ratio on k (∆k/k ≈ (50 SNR)−1) and
twenty times larger on the spatial decay (∆γ/γ ≈ 20 (SNR)−1). In Fig. VI.5b, the same data
has been plotted, but for a higher frequency of 4400Hz which coincides with a modal frequency
(see Fig. VI.4, top frame, marker b ), where the three methods provides a good estimation of
the real part of the wavenumber. Here, the plateau reached by the HRWA error is much lower
(≈ 6× 10−5 of relative error) than in the previous case. The HRWA, before this plateau, shows
the same convergence rate as Mc Daniel method, both for k and γ estimation. It has to be
noted that IWC method, in this case, estimates the spatial decay with approximately 15% of
relative error.
The plateau effect of HRWA shown previously is due to the possibility given to the ESPRIT
algorithm, to select the number of waves in the signal (thanks to the ESTER criterion), and
by making no assumption on a relation between each wavenumber. This is the main difference
with Mc Daniel method’s signal model, which confers to this last method its stability against
the noise level, when only bending waves are present. However, this plateau appears below 1%
of relative error on the real part of the wavenumber and 10% of relative error on the spatial
decay, which is are good estimations, altogether.
VI.6.2 Comparison of Computation Times
In addition to noise sensitivity, the computation time of each method has been investigated.
As these methods extract wavenumbers from one single frequency component, the computation
time is independent from frequency. It is only dependent on the size N of the measurement
mesh. From 10 to 1000 measurement points have been exported from the synthesised forced
response’s shape. The computation time has been averaged on 20 frequency points and 10
iterations. The results of the study are plotted in Fig. VI.6.
This figure illustrates the advantages of HRWA in terms of computational cost : it is, de-
pending on the mesh size, five to twenty times faster than the two other methods. This makes
wavenumber analysis suitable for real-time applications, such as structural health monitoring.
The computational cost of Mc Daniel and IWC methods is mainly caused by the amount of
iterations needed in the two dimensional non-convex minimisation problem in k.
VI.7 Experimental Results
An experimental application is performed on a simple rigid PVC (polyvinyl chloride) beam.
The beam’s section is square of side 15mm, and its length of 1m. The velocity is measured
with a Doppler laser vibrometer along a regular mesh of 500 points over the top surface of the
beam. Consequently, the mesh is shifted from the beam neutral axis (y 6= 0 in Eq. (VI.2.1)).
Hence both bending and twist motion contributes in the measured velocity. A shaker is fixed
at one end of the beam ((xF , yF , zF ) = (0,−b/2,−h/2), see Fig. VI.1), whereas the other end
is supported by a silicon block.
A first measurement is performed with an impulse excitation, achieved by sending an electri-
cal pulse to the shaker. A second measurement is made with a random noise excitation filtered
between 5 kHz and 22 kHz. In both cases, the frequency response is estimated from the average
of 20 realisations, respectively below 6 kHz and between 5 and 22 kHz. For both experiments,
a sampling frequency of 50 kHz was used.
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Figure VI.6 – Computation time of each wavenumber identification method as a function of
the measurement mesh size, averaged on 200 wavenumbers extractions. Comparison between
methods.
The HRWA is applied to the computed frequency transfer estimator H1 between the mea-
sured velocity and the electrical excitation signal (no force measurement). As the measurement
mesh is shifted from the neutral axis, it contains both the bending and twist motion’s contribu-
tions. Fig. VI.7a shows the HRWA results, for both excitation type. It shows that the HRWA is
able to identify both bending (blue) and twist (red) wavenumbers, at each frequency. It can be
observed that both the real and imaginary parts of the identified wavenumbers are independent
of the excitation type : the wavenumbers extracted in the overlapping frequency band (between
5Hz and 6kHz) are identical. By combining different excitations, a wavenumber extraction can
be achieved in a very wide frequency domain. The minimum identified wavelength λ = 2pi/k
is approximately 3.7 cm, which means that at least 18 measurement points are contained in
each wavelength. Following the Nyquist criterion, a coarser measurement mesh could have been
taken (≈ 8 times less points). However, taking a finer mesh improves the identification accuracy,
as the parameter identification is made in the least-square sense (Eq. (VI.5.6)).
Observing the wavenumber dependence as a function of frequency, two dispersion branches
can be built, related to the bending and to the twist motions. Within the frame of the Eu-
ler beam theory, one can connect wavenumbers to the Young and shear moduli according to
Eq. (VI.2.7). The results of the identification of the apparent Young modulus Eeul (in blue, from
bending branch) and shear modulus G (in red, from twist branch) are shown in Fig. VI.7b (with
κ = 0.845 for a square section and the PVC density ρ = 1380 kg/m3). The low-frequency es-
timation is noisier because of the plateau effects of the HRWA related to the modal behaviour
of the beam (see preceding section). As the frequency increases, the beam’s response tends
to be smoother and the number of spatial periods increases, leading to a better wavenumber
estimation.
The dependency on frequency of the identified complex apparent Young modulus Eeul is
mainly due to the transverse shear effects generated by the bending motion, that increases with
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Figure VI.7 – Experimental application of the HRWA to a PVC beam of length L = 1 m
and square section of side h = b = 15 mm, for frequencies between 0 and 22 kHz. (a)
Identification of wavenumbers on the measured beam with the proposed HRWA, for two
excitation types : impulse (dashed lines) and steady noise (solid line). Bending wavenumber kb
(blue) and twist wavenumber kt (red). (b) Apparent complex moduli identification from the
extracted wavenumbers : With the Euler model (Eeul (blue) and G (red) from Eqs. (VI.2.7))
and the Timoshenko model (Etim (green) from Eq. (VI.2.11))).
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the frequency. To explain these effects, one can use the equivalent slenderness ratio defined in
Eq. (VI.2.8). At low frequencies, this ratio is large (µ(100 Hz) ' 42) and the beam behaves as
a thin beam. As the frequency increases, µ decreases (µ(5 kHz) ' 6.5, µ(20 kHz) ' 2.7) and
the beam behaves as a thick beam. In order to take these effects into account, the Timoshenko
model is used to better estimate the Young modulus. By injecting the identified shear modulus
G in the equation (VI.2.11) leads to the estimation of an other Young modulus, Etim (in green).
The result is shown on Fig. VI.7b in yellow. It can be observed that the identified modulus is
almost constant (' 5.5 GPa) in the considered frequency range. The resulting Poisson ratio is
estimated as ν = E/(2G) − 1 ' 0.4. In addition, the identified Young loss factor ηEtim seems
very close to the shear loss factor ηG.
VI.8 Conclusion and Perspectives
A common framework for wavenumber extraction methods has been presented and the High
Resolution Wavenumber Analysis has been proposed. This new method aims at overcoming
three following drawbacks of the IWC and the Mc Daniel methods : (a) IWC suffers from
resolution limitations (b) the nonlinear wavenumber search problem is computationally heavy
and (c) the number of identified waves is fixed and small.
The HRWA procedure includes a linear search of wavenumbers. Thus, the computation cost
is reduced and the wavenumber identification is free from any initialisation. Moreover, it allows
an automated determination of wavenumbers in a noisy signal without a priori assumption on
their number. The detected waves are not limited to bending waves but can be associated with
twist, compression, shear, etc.
Firstly, numerical investigations and comparisons of HRWA with the two other methods has
been led in simple cases, including that of a thin prismatic Euler beam. When only bending
waves are present, the Mc Daniel method can be taken as a reference method. In this simple
case, this method is the least sensitive to noise. The IWC method fails to identify a spatial
decay, in the frequency band studied. The HRWA exhibits a convergence rate as function of
the signal to noise ratio comparable to the Mc Daniel method (∆k/k ≈ 0.02 SNR−1), with
certain fluctuations for a very precise determination of the real part of the wavenumber (0.1%
of relative error). These fluctuations are mainly due to the fact that the method has no a priori
assumptions with regard to the number of wavenumbers present in the signal, as opposed
to the Mc Daniel method. The spatial decay has a reduced influence on the measured beam
harmonic response, compared to the real part of the wavenumber. Therefore, its determination
is more sensitive to noise. An estimation with a relative error of 10% can be achieved with both
Mc Daniel and HRWA methods, for good signal to noise ratios (SNR> 100). Moreover, the
comparison of computational times shows that HRWA can be twenty times faster than the two
other methods.
Secondly, the HRWA has been applied to experimental data. It emphasises the ability of the
HRWA to simultaneously identify apparent complex Young and shear modulus, as a function
of frequency, independently from boundary conditions or excitation type. Identified with the
Euler model, the Young modulus vary in frequency. To account for the out-of-plane shear and
rotary inertia effects, the Timoshenko model is finally used and leads to the identification of a
Young modulus which is almost constant in the frequency range of interest.
It has been observed that most of the identification errors of the HRWA results are related
to a wrong signal order estimation. Indeed, the ESTER criterion performs well only if the signal
model is correct. In order to improve the robustness of the HRWA, other signal order selection
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criterion could be investigated. For example, the use of a stabilisation diagram [18, 178] to
estimate the order of the signal could improve the accuracy of the wavenumber estimation, at
the price of a reasonable increase of the computational burden.
At this point, it appears clearly that no hypothesis has been made on the nature of the
waves : the HRWA is not limited to the simple beam models presented here. For example, a
different section or material configuration may induce coupled strain mechanisms and coupling
the characteristic in equations (VI.2.2) and (VI.2.3). The detected wavenumbers would be dif-
ferent, but still be representative of the structural behaviour, reasonably far from the boundary
conditions.
The present paper is focused on material characterisation but the HRWA can also be used
for the identification of boundary conditions (not presented here). Moreover, multidimensional
versions of ESPRIT [188] and ESTER [127] have been developed and can be applied to the
experimental identification of wavevectors in the harmonic response of plates. This will be the
object of a forthcoming paper.
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Chapitre VII
High Resolution Wavevector Analysis
Re´sume´
Ce chapitre reproduit un article soumis au Journal of Sound and Vibration et
intitule´ The High-Resolution Wavevector Analysis for the characterization of the dynamic
response of composite plates. Il est donc en anglais. L’analyse en vecteur d’onde pre´sente´e
consiste e´galement en une application de la me´thode ESPRIT pre´sente´e au chapitre
IV.
La me´thode d’analyse en vecteur d’onde haute re´solution (HRWA) est pre´sente´e
et son application illustre´e. Par l’extension de l’analyse en nombre d’onde aux signaux
bidimensionnels, cette analyse permet la caracte´risation large bande du comportement
e´lastique des plaques anisotropes multicouches. Apre`s une pre´sentation de la me´thode,
trois applications expe´rimentales sont propose´es, inte´resse´es par la caracte´risation de di-
verses plaques composites.
Tout d’abord, la mesure du champ de de´placement transverse d’une plaque sandwich
constitue´e d’une aˆme en mousse et de peaux en carbone est traite´e par la me´thode pro-
pose´e. Diffe´rents types d’onde sont extraits et se´pare´s : modes de flexion et modes
de membrane. Les donne´es expe´rimentales obtenues sont compare´es avec les re´sultats
d’un sche´ma e´le´ments finis spectraux, permettant de juger de leur pertinence et d’in-
terpre´ter leur de´pendance en fonction de l’angle de propagation des ondes et de la fre´quence.
Ensuite, le cas d’une plaque sandwich dont l’aˆme est une structure type nid d’abeille
est illustre´. Les contributions des couches individuelles sont se´pare´es. Un phe´nome`ne
d’augmentation rapide de l’amortissement est e´galement observe´, assimile´ au phe´nome`ne
de band-gap. Enfin, le cas d’une plaque stratifie´e he´te´roge`ne est aborde´. La possibi-
lite´ de re´aliser une extraction locale des vecteurs d’onde est montre´e. Celle-ci permet
finalement de formuler une me´thode de´die´e a` l’estimation des composantes du ten-
seur des raideurs en flexion spe´cifique local. les re´sultats obtenus sont compare´s a` des
valeurs the´oriques.
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VII.1 Introduction
An advanced knowledge of the dynamical behavior of composite materials is needed for a
number of applications, ranging from damage identification [214, 104, 102, 84] to material repla-
cement [163, 61] or structural optimization [92, 144, 235]. More specifically, the non-destructive
evaluation (NDE) of the linear viscoelastic dynamical behavior of composite structures is an
active research field [218].
The whole spectrum of frequencies for which composite structures has to be characterized
is usually divided in three regions : (i) the low frequency regime, where the response of the
structure can be well described by a reduced number of modes ; (ii) the high frequency regime,
where the wavelength is so small that the structure can be considered infinite ; (iii) the me-
dium frequency regime in which the modal overlap is high and boundary conditions cannot be
neglected.
Usually, NDE techniques involves modal analysis in low frequencies [70, 174, 28] while
ultrasonic testing is performed in the high frequency regime [48, 105]. In the last decades, the
development of full-field measurement techniques (i.e high-speed cameras [52, 22] or scanning
Doppler laser vibrometers [187, 19]) allowed for the development of NDE methods that perform
well in the medium frequency range. Among these methods, some are based on the knowledge
of the properties of the field. One example is the Force Analysis Technique [1, 118, 73] where
the partial derivatives of the field are estimated by means of finite difference schemes. Hence
they are injected in the governing equations of a structure model to identify its parameters.
The variationnal formulation of such approach is the Virtual Fields Method [24, 164], which
uses test functions with the principle of virtual works to characterize the structure.
Some other medium frequency methods approximate the measured field with a set of func-
tions. The parameters of these functions usually contains key data for the identification of the
structure. For example, Hankel functions are used with the Image Source Method (ISM) to
characterize isotropic plates in the steady harmonic regime [60, 184]. As the Green functions
of anisotropic plates are not analytic anymore, plane waves are used to approximate the field
measured on composite plates. A method based on this principle is the Inhomogeneous Wave
Correlation (IWC) method [27, 53].
The latter type of methods is focusing on the identification of guided waves propagating
in plates. Indeed, in the medium frequency range (i) the wavelength can be considered large
compared to the plate thickness and (ii) the sources as well as the boundary conditions can be
considered far enough from the observed location to have a reduced impact on the geometry
of the wavefront. Hence the plate can be considered as a waveguide : the wave propagation
direction is confined in the plane of the plate and the wavefront is be assumed to be contained
in a plane orthogonal to the plate. Under these assumptions, it is possible to derive the dis-
persion equation relating wavevectors to the frequency directly from the constitutive materials
and the lay-up of the composite plate (see for instance [202]). It turns out that the parameters
of plane waves travelling in a plate (the complex wavevectors and the amplitudes of the corres-
ponding waves) can be extracted from a full-field measurement of the plate steady harmonic
response. Such extracted wavevectors reflect the dispersive properties of the plate. By means
of an inverse problem, some of its mechanical properties may be identified from experimentally
extracted wave parameters. Contrary to modal analysis, the smaller sensitivity of the proce-
dure to boundary conditions and sources makes it a good candidate for in-situ evaluation of
structures, when the geometry and the applied loads are not completely known.
The IWC method can be summarized as follows. At a given frequency, a distribution of
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wave propagation angles is chosen a priori. For each given angle, a trial plane wave can be
synthesized with a complex wavenumber as parameter. The wavevector is then searched as
the complex wavenumer that maximizes the correlation coefficient between the measured plate
harmonic response and the synthesized wave. Consequently the identification problem leads to
a non-linear optimization scheme, that has to be solved for each wave propagation direction,
with the real and imaginary part of the complex wavenumber as optimization parameters. As
it is closely related to the Fourier transform, it suffers from the same limitation in terms of
wavenumber resolution. This limits the accuracy of the wavevector extraction when only a few
wavelengths are contained in the signal. Moreover, as the distribution of the wave propagation
angles is fixed a priori, the method may return invalid results, when actually no wave propagates
in the searched direction.
In the past few decades, some improved signal processing methods suited for the extraction
of the complex poles (decaying exponentials) of a measured signal have been developed, such as
MUSIC (MUltiple SIgnal Classification) [199], Matrix Pencil [98] and ESPRIT (Estimation of
Signal Parameters via Rotational Invariance Techniques) [189]. Built on a signal model, these
methods are named high-resolution, in the sense that they overcome the intrinsic resolution
limitation of the Fourier transform. In particular, the ESPRIT algorithm takes advantage of
an invariance property of the signal model to express the wavenumber extraction as the solu-
tion of a closed-form problem. In addition, it makes use of the subspace-decomposition tech-
nique [225] which allows to predict the signal order (number of waves contained in the signal).
Subspace-based methods are widely-used in linear system identification, using for example the
state-variable framework [90, 225]. Another example is the ERA [100] (Eigenvalue Realisation
Algorithm), which is devoted to the identification of the modal parameters of a measured sys-
tem. A wide range of applications of the ESPRIT algorithm can be found in array processing and
radar applications [200, 188], audio processing [74, 13], characterization of structures through
modal analysis [70, 174, 73], musical acoustics applications [51, 46, 71, 77] and high-resolution
spectral analysis [15]. To be fully efficient, the ESPRIT algorithm must be combined with a
criterion dedicated to the the estimation of the signal order, such as the ESTER criterion [14]
(ESTimation of ERror)
In a recent article [? ], the authors proposed the High Resolution Wavenumber Analysis
method (HRWA). Using the ESPRIT algorithm with the ESTER criterion, it allows to extract
wavenumbers in the harmonic response of a beam. From these wavenumbers, some equivalent
mechanical properties of the beam can be identified. The enhanced performances of this expe-
rimental wavenumber-based characterization method are demonstrated : the frequency range
of validity is wider, a number of beam motions can be separated (bending and twist), and the
wavenumber extraction is faster than in existing methods. However, its application is limited
to wavenumber extraction in 1D structures.
In the present work, the method is extended in order to be applied on 2D signals thus
is renamed High-Resolution Wavevector Analysis. At a given frequency, it assumes that the
harmonic response of a plate is a finite sum of decaying plane waves. Using the 2D version of the
ESPRIT algorithm [188], the complex wavevectors are extracted from the measured harmonic
response of a plate (e.g. velocity or displacement field), or a portion of its domain. The signal
order is estimated thanks to the 2D version of the ESTER criterion [126]. In comparison to
Fourier based wavevector estimation methods, the high-resolution properties of the ESPRIT
algorithm allow the extraction of wavevectors in low frequencies, where the wavelengths are
usually large. In addition, the size of the observation window (partial zone of the measured
plate field used as input) can be reduced to extract local wavevectors that can be used to
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characterize a local plate behavior. The automated estimation of the signal order allows the
identification and the separation of multiple wave types : bending, shear or longitudinal waves.
No assumption has to be made on the distribution of the wave propagation angles, as these
angles are part of the estimated parameters. Finally, by formulating the wavevector extraction
problem as a closed-form problem, no optimization scheme is involved and thus the wavevector
extraction is computationally efficient and robust.
When the method is applied on beams [? ] the signal model corresponds exactly to the
harmonic response of he structure, as long as it can be considered as a waveguide in the
frequency range of interest. In two dimensions, the wavefront is not necessarily a straight line.
Therefore, the local 2D signal may not be represented exactly by a finite sum of decaying plane
waves. The influence of this approximation on the extracted wavevectors is not clear at this
time. It has been experimentally observed that the impact of a non-straight wavefront is mostly
contained in the imaginary part of the extracted wavevectors. As a consequence, a criterion
based on the spatial decay of the extracted waves is proposed to discard the wavevectors with
a dominant imaginary part and thus diminish the influence of the signal model approximation
error on the identification results.
The paper is organized as follows : in the first section the HRWA is presented. In the
second section, several experimental applications of the method to different composite plates are
presented to illustrate its possibilities. First, from an orthotropic sandwich plate, several kinds of
waves are extracted (bending, in plane shear and compression), and the results are compared to
numerical predictions. Second, on a honeycomb sandwich plate, the bending waves are studied
and a particular frequency-dependent anisotropic behavior is observed, related to the mechanical
properties of individual layers. Third, a local wavevector extraction is performed on a spatially
inhomogeneous composite plate made of 36 patches with various fiber orientations. Using the
Classical Lamination Theory, an inverse problem is formulated, leading to the identification
of the equivalent specific bending stiffness of the plate at many different patch locations. The
potential of the method to identify local structural behaviors, given by fiber direction, stacking
sequence and material properties is illustrated.
VII.2 High Resolution Wavevector Analysis
Both ESPRIT algorithm and ESTER criterion are well-established in the signal processing
community [188, 190]. As a consequence, minimal details about them are given in this section.
However, both algorithms are developed in VII.5.1 in order to give all the content needed for
the implementation of the HRWA.
Along this paper, the HRWA is applied to the harmonic response of a plate. Basically, a
collection of harmonic response fields can be obtained by computing the Fourier transform of
the measurement of the time-dependent response field of a plate. The wavevector extraction
procedure is then performed for each given frequency. For the sake of readability, the dependence
on ω is omitted in the following, unless required for clarity.
VII.2.1 Signal model
The harmonic response field s(x) of a plate, or a sub-domain of a plate, is modeled as a
sum u(x) of R plane waves and some uncorrelated noise b(x). The signal model is expressed as
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Figure VII.1 – Schematic representation of a measurement mesh grid xnm suited for the
HRWA. A decaying plane wave is represented, with its complex wavevector kr = κr + i τr.
follows :
s(x) = u(x) + b(x) =
R∑
r=1
ar eikr·x + b(x) (VII.2.1)
where R is the signal order and the ar are the complex amplitudes related to the waves. The
related complex wavevector kr is written as :
kr = k1,r e1 + k2,r e2 = κr − i τr (VII.2.2)
where the two complex numbers k1,r and k2,r are the wavenumbers in each dimension of the
signal (see Fig. VII.1). The phase velocity vector c can be retrieved from the wavevector and
the frequency :
cr =
ω
|kr|2k
∗
r (VII.2.3)
as well as the wavelength vector :
λr =
2pi
|κr|2κr (VII.2.4)
where •∗ denotes the complex conjugate.
The decay of the plane waves along their propagation is related to the imaginary part τr of
the wavevector. Since the decay is not necessarily maximum in the wave propagation direction
[9], the real and imaginary parts κr and τr of the complex wavevector are not necessarily
colinear. However, it is of common use to define the spatial decay ratio γ :
γr =
|τr|
|κr| (VII.2.5)
The extracted spatial decay may have several causes. Indeed, three main contributions can
be expected : the first contribution is the energy loss along the propagation of the wave, due
to viscous materials or fluid-structure interaction. Second, some evanescent waves are present
close to boundaries, accounting for the boundary conditions. Third, τr is influenced by the
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geometry of the sources. For example, a point source located at xp in an isotropic conservative
plate generates a circular wavefront with a spatially-dependent amplitude ar(x) ∝ |x−xp|−1/2,
which has an influence on the identified wave decay. Evaluating how these effects contribute to
τr is beyond the scope of this article. Therefore, the imaginary part of the extracted wavevectors
is not considered in the applications of the HRWA presented in this paper, except when the
signal corresponds closely to a plane wave (see 3.2).
VII.2.2 Regular grid mesh of measurements
In order to be able to apply the 2D ESPRIT algorithm [188] (Estimation of Signal Para-
meters via Rotational Invariances Techniques), the signal s(x) has to be measured along a 2D
regular mesh grid xnm of step {∆1,∆2} (see Fig. VII.1) :
xnm = x00 + n∆1e1 +m∆2e2 (VII.2.6)
with (n,m) ∈ [[ 0, L1−1 ]]× [[ 0, L2−1 ]]. The signal matrix S is formed withe the acquired data :
Snm = s(xnm) (VII.2.7)
and is processed by the ESPRIT algorithm (see VII.5.1.1).
Aliasing can lead to an ambiguity about the magnitude of the extracted wavevector. As
a consequence, the Nyquist criterion has to be fulfilled to avoid ambiguities : each individual
wave contained in the signal must have a wavelength larger than twice the grid spacing :
κr · e1 < pi∆1
κr · e2 < pi∆2
(VII.2.8)
VII.2.3 Signal preprocessing
Before the application of the wavevector extraction procedure, additional preprocessing steps
can be performed. Indeed, the subspace decomposition technique used by the ESPRIT makes
the underlying assumption of the signal parsimony : it is assumed to be composed by a reduced
number of eigenfunctions. As a consequence, only the dominant components in terms of energy
(corresponding to the highest eigenvalues of the covaraince matrix) are identified when noise
is added to the signal. Hence only the waves with a high amplitude are extracted from the
measurements.
However, waves with a lower amplitude may be separated in the spatial Fourier domain
because of their distinc wavevector. In order to allow their identification, a spatial filtering can
be applied to the signal S by means of the convolution of a 2D Finite Impulse Response filter
F (FIR) with the signal :
S˜ = S ∗ F (VII.2.9)
By tuning the filter parameters, it is possible to force the extraction of some wavevectors of
interest. This preprocessing step, performed for the example of section VII.3.1, can be used to
separate two wave types with distinct wavevectors.
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Figure VII.2 – Signal order estimation. The signal S(ω,x) (a) is measured on the
orthotropic sandwich plate of section VII.3.1, at the frequency of 250 Hz. The ESTER
criterion is computed (eqs. VII.5.15 and VII.5.16) for r ∈ [[ 1, 30 ]], and the signal order R
chosen at the local maximum r = 4. Finally, four wavevectors are extracted with the HRWA
(markers in (b))
VII.2.4 Wavevector extraction
In the ESPRIT algorithm (summarized in VII.5.1.1), the invariance properties of the signal
are used to estimate the wavevectors thanks to matrix operations. As a consequence, the wa-
vevector extraction is formulated as the solution of a closed-form problem. Knowing the signal
order R, the application of the ESPRIT algorithm results in the identification of the parameters
of R decaying plane waves. However, the signal order is unknown in practice. A wrong estima-
tion of it would compromise the estimation of the wavevectors. For the estimation of the signal
order R without a priori knowledge, Badeau [14] devised of the ESTER criterion (ESTimation
of ERror), for a 1D signal.
The ESTER criterion is based on the error made on the estimation of the invariance property
of the signal by the ESPRIT algorithm, for a given signal order r. By estimating this error for
r ∈ [[ 1, rmax ]], the signal order R is chosen so that it minimizes the estimation error of the
invariance property. Multidimensional extensions of this criterion have been proposed [126],
computing the arithmetic or geometric mean of the errors in the different signal dimensions.
Further details concerning the computation of the criterion are given in VII.5.1.2. In the signal
order determination procedure, the higher hypothetical signal order rmax has to be chosen. In
practice, this parameter must remain low : a high rmax would involve a high computational
burden. All along the examples shown in this paper, the parameter rmax has been chosen equal
to 30.
Thanks to the ESTER criterion, which uses the same matrices as the ESPRIT algorithm,
an automated estimation of the signal order R is obtained, if the truncation error is sufficiently
contrasted.
The wavevector extraction procedure, implemented in order to achieve the High Resolution
Wavevector Analysis, is summarized in VII.5.1.3. An example of application is illustrated in
Figure VII.2. The procedure is applied to the harmonic response of the orthotropic composite
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plate sample, studied in VII.3.1, at the frequency of 250 Hz (Figure VII.2.(a)). The ESTER
criterion (inverse of the geometrical mean of the estimation errors) is computed for r ∈ [[ 1, 30 ]]
(Figure VII.2). A maximum of the criterion can be observed for R = 4. Finally, four wavevectors
are extracted with the ESPRIT algorithm (dot markers in Figure VII.2.(b)).
VII.2.5 Wavevector selection
Most of the energy related to nearly evanescent waves (such that |τr| > |κr|) is contained in
the boundary layer close to sources and boundaries, which represents a small part of the overall
processed signal. Also, τr is sensitive to noise. In addition, as discussed above, τr has several
contributions that may be difficult to separate and may be related to signal model errors. As a
consequence, a selection step can be performed to keep only the wavevectors with a dominant
real part. Assuming an equivalent decay factor γr Eq. (VII.2.5), a selection criterion is given :
γr ≤ γmax (VII.2.10)
This strategy can be used when the observed zone of the plate is small, or close to any
source or boundary, where spurious evanescent waves may be present. It is applied in the local
wavevector extraction performed in section VII.3.3, with γmax = 10 %.
S(ω)
FIR
2D-ESPRIT2D-ESTER
γ < γmax
kr(ω)
rmax
γmax
S˜(ω)
k˜r(ω)
R
Figure VII.3 – Block diagram of the HRWA. Optional processing steps are in blue.
A block diagram representing the High-Resolution Wavevector Analysis steps is shown in
Figure VII.3. The procedure can be summarized as follows : The harmonic response field s(ω,x)
of a plate, or a subpart of a plate, is measured on a regular grid of points xnm (Eq. (VII.2.6)),
giving the signal matrix S(ω) (Eq. (VII.2.7)). Before the application of ESPRIT algorithm,
some spatial filtering can be achieved (Eq. (VII.2.9)) to separate different kinds of waves which
wavevectors are distinct. Next, the wavevector extraction procedure (see VII.5.1.3), performed
at a given given frequency ω, leads to the extraction of a discrete spectrum of R complex wave-
vectors kr (Eq. (VII.2.2)), where R depends on the frequency. Finally, in order to characterize
the properties of the plate with a good accuracy, the evanescent wavevectors can be discarded
(Eq. (VII.2.10)).
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Material Thickness EL ET GLT νLT ρ
HD PVC Foam 5.2 mm 80 MPa 80 MPa 32 MPa 0.25 86 kg/m3
Prepreg Carbon 150 µm 120 GPa 6.5 GPa 3.5 GPa 0.35 1300 kg/m3
Table VII.1 – Indicative mechanical properties of the materials of plates.
Finally, from the collection of obtained wavevectors at all frequencies, discrete experimental
dispersion laws are obtained, which contain the signature of the local plate behavior.
In comparison with Fourier-based wavevector extraction analysis, the HRWA presents some
improvements :
1. High-resolution : the HRWA overcomes the resolution limitations of Fourier-based me-
thods. This improvement allows for the extraction of plane waves of which wavelength is
comparable or even larger than the observing window size. As a consequence :
(a) the low-frequency limit of wavevector-based observations is reduced, allowing for the
characterization of plates in a wide frequency range, from the first modal frequencies
and without a priori limitation on high frequencies (as long as it can be considered
as a waveguide).
(b) the observation window can be reduced to characterize local plate behavior by means
of locally extracted wavevectors. Plates with slowly spatially varying mechanical
properties can be characterized.
2. Automated signal order choice : thanks to the ESTER criterion, the number R of waves
necessary to approximate the signal is estimated, in the range [[ 1, rmax ]]. As a consequence :
(a) the wave propagation direction distribution is directly identified : 2R poles are ex-
tracted simultaneously and paired to form wavevectors, with given propagation di-
rections.
(b) multiple wave types (e.g. bending, in-plane motions) can be separated. This allows
for the characterization of multiple plate strain mechanisms.
3. Linear problem : The wavevector extraction is formulated as a closed-form problem. As
a consequence :
(a) the robustness of wavevector extraction is ensured.
(b) no assumption is needed on the wavevector nature (real, complex, real and imaginary
part colinearity) or on their number.
VII.3 Applications
Throughout three application cases, this part illustrates the interest of the HRWA as a
characterization tool of the linear dynamic behavior of composite plates. The plates have been
fabricated at the Navier laboratory : two homogeneous sandwich plates with Carbon Fiber
Reinforced Polymer (CFRP) skins and different core materials (HD PVC foam for plate 1 and
Honewcomb for plate 2), and one inhomogeneous 4-layer laminated CFRP plate consisting of
36 spatially distributed patches with varying fiber directions. Carbon prepreg was used. The
in-plane mechanical engineering constants of the materials, identified with static tensile tests,
are summarized in Table VII.1.
For all plate specimens, the out-of-plane velocity field was measured along regular grids
with a Scanning Laser Doppler Vibrometer (SLDV model Polytec PSV-400). The instantaneous
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velocity of the surface of the plate is measured by repeating the experience for each point of
the grid. A stationary signal (band pass filtered noise) has been used as excitation signal, in
order to stimulate a wide range of frequencies. To improve the signal to noise ratio, the transfer
function between the measured velocity and the electrical signal is taken. Furthermore, multiple
realizations of the measurement are performed at each point. The average over the realizations
is taken as data to build the signal matrix.
VII.3.1 Sandwich Plate with foam core
VII.3.1.1 Plate Configuration
180/
270/
90/
0/
135/
T
CFRP (90°)
PVC foam
CFRP (90°)
Lb
h
b
N
Figure VII.4 – Orthotropic sandwich plate with HD PVC foam core. Scheme of the plate
stacking. The two CFRP skins are oriented at 90◦. h = 5.5 mm, b = 60 cm.
The first experimental study focuses on the characterization of a sandwich square plate of
60 cm side, with a High Density PVC foam core and two thin carbon skins of one layer each.
The fibers are oriented in the 90◦ direction. A scheme of the plate is shown in Figure VII.4.
Indicative material properties of the HD PVC foam and carbon prepreg are summarized in
Table VII.1. Only in-plane engineering constants are shown : out-of plane constants can be
deduced for the HD PVC core, which is isotropic. The transversely isotropic carbon prepreg is
used for the skins (assuming νTT = 0.3), in which in-plane strains and stresses are dominant.
This particular sandwich plate architecture is chosen because of its high anisotropy and the high
contrast between the stiffness of its core and skins. In addition, it is homogeneous in the plate
directions, which allows the comparison of experimental results with numerical predictions of
the propagation of plane waves in multilayered plates.
VII.3.1.2 Measurement setup
The plate is excited simultaneously by a shaker and a piezoelectric disk attached at opposite
corners in order to excite a wide range of frequencies : from 100 Hz to 40 kHz. The measuring grid
is 175× 175 points (∆ = 3.4 mm), fulfilling the Nyquist criterion (Eq. (VII.2.8)) at the higher
observed wavenumber (kmax ≈ 600 rad.m−1, λmin ≈ 10 mm from Eq. (VII.2.4)). Repeating the
measurement 10 times at each point, the total measuring time duration is approximately two
hours. After the computation of the time Fourier transform of the signal, 1600 plate harmonic
responses are available, for frequencies between 100 Hz and 40 kHz.
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VII.3.1.3 SFEM scheme
In this section, the experimental HRWA results are compared with the results of a Spectral
Finite Element Method (SFEM) scheme. Introduced by Shorter [202] for isotropic laminated
plates, the SFEM has been extended to laminated plates made of orthotropic layers with ar-
bitrary orientation [20]. A more general scheme, for waveguides of arbitrary cross-section, can
be found in [21]. At a given frequency ω, and for a given wave propagation angle φ, the plate
displacement field u is assumed of the form :
u(x, t) = U(x3) ei(ωt−k(cos(()φ)x1+sin(()φ)x2)) (VII.3.1)
The SFEM uses finite elements to compute the guided modes U(x3), as the result of a quadratic
eigenvalue problem in the wavenumber k. The SFEM predictions shown in this section are
computed with the material properties in Table VII.1 as input. These properties are assumed
independent from the frequency. The SFEM convergence has been verified in the frequency
range of interest, with a mesh composed of 3 elements in each skin and 100 elements in the core
(element length ≈ 50 µm).
VII.3.1.4 Results
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Figure VII.5 – Orthotropic sandwich plate with HD PVC foam core. 2D Fourier Transform
S(ω,k) of the measured harmonic velocity field, at 28 kHz, as a function of the wavevector.
Four wave types can be seen : in-plane (compression and shear), bending and air-coupled
waves.
The result of a 2D spatial Fourier transform of the measured harmonic field, at the frequency
of 28 kHz, is shown in Figure VII.5. Four high intensity regions can be distinguished and related
to different wave types. From low to high wavenumber : two types of in-plane motion, bending
motion, and air-coupled waves. More details are given in the discussion below.
This first study focuses on the conservative behavior of the sandwich plate. Since the dam-
ping is low in this plate, only the real part κ of each wavevector is taken into account in
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Eq. (VII.2.3) to compute the vectorial phase velocity c of each extracted wave. All the ex-
perimental results discussed below are extracted from the same collection of measured plate
harmonic responses.
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Figure VII.6 – Orthotropic sandwich plate with HD PVC foam core. Vectorial phase
velocities c of bending waves (m/s). Dot markers : HRWA results applied on measurements.
Solid lines : numerical wavevector results computed with a SFEM scheme ([20]). (a) Phase
velocities at 10 different frequencies between 100 Hz and 40 kHz, as function of the
propagation direction. (b) Magnitude of all extracted phase velocities as function of the
frequency. Highest and lowest velocities computed with SFEM (resp. at 90◦ and 0◦) are
plotted as solid black lines.
Bending motion The dominant source of out-of-plane velocity comes from the bending
motion. As a consequence, in the studied frequency range, applying the HRWA to the measured
signal without spatial filtering (Eq. (VII.2.9)) leads to the extraction of bending wavevectors.
The phase velocity c of these waves is plotted in Figure VII.6. In Figure VII.6a, c is represented
in a polar diagram for 10 frequencies covering the frequency range. Hence the dependence of the
wave velocity as a function of its propagation direction can be studied. Numerical predictions
(solid lines) are added to the HRWA results (dot markers). In Figure VII.6b, the magnitude
of the phase velocity of all extracted waves is plotted as red markers. Numerical lowest and
highest phase velocities (SFEM results at 0◦ and 90◦) are added as black lines.
To interpret the results, the slenderness ratio is defined as the ratio of the wavelength λ
over the plate thickness h. It is is large at low frequencies (λ/h ≈ 160 at 500 Hz) thus the
plate behaves as a thin plate. In this regime, the bending wave velocity is proportional to the
square root of the frequency. Moreover, the bending motion is source of in-plane stresses which
are mostly contained in the carbon fiber skins. As a consequence, the anisotropy of the phase
velocity diagram is high and has symmetry planes corresponding to the fiber direction (90◦).
As the frequency increases, the wavelength decreases and the slenderness ratio as well (λ/h ≈ 8
at 10 kHz, ≈ 4.5 at 20 kHz, ≈ 2.3 at 40 kHz). The plate consequently behaves as a thick plate :
out-of-plane shear strains, mostly contained in the foam core, become more and more significant
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[116]. As the foam can be considered isotropic in the frequency range of interest, the bending
wavevector magnitude tends to be independent of the wave propagation angle. In addition, as
the shear effects are not dispersive, the bending velocity tends asymptotically toward a constant
value.
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Figure VII.7 – Orthotropic sandwich plate with HD PVC foam core. Vectorial phase
velocities of in-plane motion waves, as a function of the wave propagation direction and for
frequencies between 28 kHz and 40 kHz : shear horizontal SH waves (inner contour) and
primary P waves (outer contour). Dot markers : HRWA results applied to measurements, with
colors corresponding to frequency. Solid lines : numerical wavevector results computed with
the SFEM scheme at 34 kHz ([20]).
In-plane motions Laminated plates can exhibit coupled behavior between in-plane and out-
of-plane motions, when the symmetry to the neutral plane is not exactly satisfied. Imperfect
fabrication or piezoelectric disk used as source can break the plate mirror symmetry. In addition,
longitudinal waves can be the source of out-of-plane displacement, because of the out-of-plane
Poisson effect. Moreover, the SLDV velocity measurement may contain contributions from the
in-plane components of the plate motion, when the laser beam is not exactly normal to the plate
surface. In modal analysis, these contributions can be an issue, as they are not separable from
the out-of-plane kinematic field, without a proper 3D velocity measurement. With the proposed
HRWA, bending and in-plane motions can be separated because of their distinct wavevectors.
To perform the extraction of in-plane motion waves with the HRWA, the contribution of the
bending waves in the signal has to be removed. To this end, a 2D spatial low-pass filter is applied
on the signal (Eq. (VII.2.9)). As the bending wavevectors have been extracted previously, they
are used to tune the cutoff wavenumber of the filter : at each frequency, the cutoff wavenumber
is chosen as a fraction of the minimum bending wavevector extracted at this frequency. Using
this strategy, in-plane motion wavevectors are extracted for frequencies between 28 kHz and
40 kHz.
In Figure VII.7, the experimentally extracted phase velocities Eq. (VII.2.3) are plotted as
colored dot markers, the color denoting frequency. The experimental results are compared to
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velocities computed with the SFEM scheme (at 34 kHz). Two kinds of waves can be separated :
longitudinal waves (or Primary P waves) and shear horizontal SH waves. In a first approxima-
tion, the in-plane motion waves can be considered as non dispersive in the frequency range of
interest : their phase velocity depends only on the wave propagation direction. Again, the polar
diagram displays two symmetry planes at 0◦ and 90◦, representative of the plate orthotropy.
Looking closer, some dispersion can be observed in the diagram of the P waves. At the lowest
frequencies (blue shade markers), the phase velocity magnitude is larger than at the highest
frequencies (red shade markers). This dependence is related to the out-of-plane Poisson effect,
which tends to increase with the frequency.
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Figure VII.8 – Orthotropic sandwich plate with HD PVC foam core. Sound velocity ca
(m/s) measured from extracted wavevector for different frequencies. HRWA results : dot
markers ; mean value : solid line
Air-Coupled Waves The out-of-plane motion of the plate is transmitted to the surrounding
air, resulting in an acoustical field which in turn loads the plate. It is well known in acoustics
that the coupling becomes strong when the speed of the bending waves becomes larger than
the sound speed. The low mass per unit surface of the sandwich plate (840 g/m2) increases
the coupling also. In Figure VII.6b, the approximate sound velocity is denoted by a horizontal
dashed line. Between 5 kHz and 10 kHz, identified bending wave phase velocities (red dots)
seems to differ from SFEM numerical results, some of the experimental results being lower than
the lowest predicted phase velocity. At these frequencies, the sound velocity coincides with the
velocity of some of the bending waves. As a consequence, some extracted wavevectors may be
related to waves travelling in the surrounding air. At higher frequencies (>10 kHz), bending
wave velocity is higher than sound velocity. As a consequence, their different wavevector can be
separated (see, for example, the result at 28 kHz in figure VII.5). By applying an appropriate
2D high-pass spatial filter to the velocity field (Eq. (VII.2.9)), the wavevectors ka related to
air-coupled waves can be isolated. The resulting experimental sound velocity is represented in
Figure VII.8. The mean identified velocity is ca = 345± 3 m/s.
VII.3. Applications 323
This study shows how different kinds of waves can be separated and identified with the
HRWA. Thanks to its high-resolution aspects, the bending wavevectors are extracted in a wide
frequency range (100 Hz to 40 kHz), even when only a few wavelengths are contained in the
measured signal. In-plane motion waves can be extracted and analyzed. Finally, the sound speed
is retrieved, as a consequence of the plate coupling with the surrounding air.
All these experimental results are compared with SFEM predictions computed from the
mechanical properties of the plate constitutive materials and match closely. In this example,
no inverse identification of the mechanical properties has been done. However, the good fit
between the HRWA and numerical results gives an insight into the potential of wavevector
extraction for anisotropic plate characterization. The wavevectors can be used to identify the
plate constituent properties via an inverse problem, without much attention paid to excitation
sources or boundary conditions. In particular, the ability to separate various plate wave types
may allow to identify each layer properties, as the contribution of individual layers to the overall
stiffness and inertia is different for each wave type.
VII.3.2 Sandwich plate with honeycomb core
180/
270/
90/
0/
T
L
b N
CFRP (0°)
Honeycomb
CFRP (0°)
h
b
Figure VII.9 – Sandwich plate with honeycomb core. Scheme of the plate stacking. The two
CFRP skins are oritented at 0◦. h = 5.3 mm, b = 60 cm.
A second experimental study is performed on a square sandwich plate 60 cm wide, with
carbon fiber skins oriented at 0° and a honeycomb core (see Figure VII.9). The light honeycomb
core separate the two stiff skins, leading to a plate with high bending stiffness to weight ratio
(the mass per unit surface is 290 g/m2). This architecture is chosen in order to illustrate the
ability of the HRWA to capture individual layer properties : the distinct anisotropic properties
of the carbon fiber skins and the honeycomb core result in a particular dependence of the
wavevectors as a function of frequency and wave propagation direction.
The velocity field measurement is achieved with a SLDV on a grid of 157× 157 points. The
Nyquist criterion, verified a posteriori, is satisfied. As excitation source, a piezoelectric disk is
glued near the center of the plate, which is suspended with two thin rubber bands. Figure VII.10
gives the measured velocity field at 25 kHz. Because of the significant damping of the plate,
few reflections occur and the field is dominated by the direct emission of the source.
Placing the excitation at the plate center allows the extraction of wavevectors in the sur-
rounding of the source. Here, the wavenumber extraction procedure is applied on 100 reduced
zones of the measured field. In Figure VII.10, 20 of these zones are represented. The wavevector
extraction is performed for each individual zone. As the zones are chosen at a certain distance
of the source, the field in each zone corresponds closely to a plane wave. Choosing zones closer
to the excitation would yield an imaginary part of the extracted wavevectors more influenced
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Figure VII.10 – Sandwich plate with honeycomb core. Measured harmonic velocity field at
25 kHz. 20 of the 100 zones used for the wavevector extraction are represented with dashed
lines.
by the rather circular source wavefront. Sufficiently far from the source, the HRWA allows to
identify the decay of a plane wave along its propagation direction.
Complex wavevector obtained with the HRWA are plotted as dot markers in Figure VII.11,
for 9 frequencies covering the frequency range. Focusing on the real part of the extracted
wavevectors (left of Figure VII.11), the principal directions of anisotropy shift of 90° as frequency
increases : at low frequencies, the bending behavior is governed by the carbon fiber skins,
oriented in the 0° direction ; the low-frequency wavevector is smallest in this direction. Out-
of-plane shear effects increase with frequency and thus the polar profile of the real part of
wavevectors is more and more influenced by the honeycomb core properties. According to the
results, the core seems to have its stiffest direction oriented at 90◦.
By contrast, the spatial decay of waves given by the imaginary part τ of the wavevectors
seems to be nearly isotropic (see Figure VII.11, on the right). As the signal in each reduced zone
is close to a plane decaying wave, the real and imaginary parts of the wavevectors are nearly
colinear. The decay factor of the plane waves γr(ω) (see Eq. (VII.2.5)) can be studied. The
Figure VII.12 displays the mean and standard deviation of this decay factor for all orientations
as a function of frequency. Whereas γ is comprised between 3 and 5 % on the major part
of the spectrum, a singularity around 34 kHz is observed, as it increases up to 30 %. At this
frequency, the waves no longer propagate. Because of the periodic shape of the honeycomb core,
this singularity can be related to a band-gap phenomenon : at these frequencies, the extracted
wavevector magnitudes are around 420 rad/m, which corresponds to a wavelength of 15 mm.
The half-wavelength being close to the size of the honeycomb pattern, the band-gap seems to
be related to a local resonance of the cells of the honeycomb sandwich plate. As the problem
of wave propagation in periodic plates is more complex [17] than the problem solved in the
previous study, no theoretical results are given here to confirm this observation.
VII.3.3 Inhomogeneous composite plate
The preceding experience shows the possibility of the HRWA to perform a local wavevector
extraction on small zones of the signal. For this third experimental study, this feature is used to
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Figure VII.12 – Sandwich plate with honeycomb core. Decay factor of the extracted waves,
as a function of frequency. Mean (solid black line) and confidence interval (gray domain) for
all investigated zones in the response field.
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identify the local specific bending stiffness. For this purpose, a laminated CFRP square plate
with varying fiber directions has been fabricated. The 30 width plate is made of 36 patches with
various fiber directions. Figure VII.13a shows a top view of the plate, where the fiber directions
θ are denoted by thin white lines. The stacking sequence is 4 ply, symmetric : [θ, 90◦]S. The
two central plies at 90°, continued on the entire plate, work as a substrate for the mechanical
cohesion of the patches. Material properties of the carbon prepreg, identified from tensile tests,
are summarized in Table VII.1.
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Figure VII.13 – Inhomogeneous CFRP plate. Identification of the local specific bending
stiffness from HRWA results. (a) Top view of the plate (stacking sequence : [θ, 90◦]S), which
shows the fiber directions θ of the top carbon layer. The zone relative to the figure VII.13b is
surrounded in red. (b) Local specific bending stiffness B(φ) (Eq. (VII.3.2)) : HRWA results
(dot markers) ; least-Square fit of eq. VII.3.2 (black line) ; indicative theoretical diagram from
material engineering constants of Table VII.1 (blue line).
For the measurements, the plate is excited from 500 Hz to 22 kHz with a shaker located in
the bottom left corner. The velocity response is measured with a SLDV on a regular 100× 100
mesh grid of points, sufficient to respect the Nyquist criterion.
The HRWA is applied to reduced zones of the measured signal, that correspond to each
patch location. Indeed, the mechanical properties of the plate are homogeneous in each zone.
The wavevector extraction is performed for each of the 1600 available harmonic response fields
between 500 Hz and 22 kHz. Hence a collection of wavevectors is obtained for each patch, as a
function of the frequency.
As the zones used for wavevector extraction are small and may be close to plate boundaries,
evanescent waves can be detected. Theoretically such waves may be solutions of the dispersion
laws, so could be used for the identification of the plate. However, in practice, the extraction of
evanescent wavevectors is sensitive to noise. In order to enhance the identification performed
afterwards, evanescent waves are removed with γmax = 10 % (Eq. (VII.2.10)).
The largest wavevector magnitude extracted over all patches being around 580 rad/m, the
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minimum involved wavelength λ is approximately 11 mm, which gives a slenderness ratio λ/h ≈
18. As a consequence, the plate can be considered as a thin plate in the frequency range of
interest. The dispersion equation of the bending waves of an anisotropic thin plate can be
computed analytically. Assuming frequency-independent material properties, it is given by the
local equation of motion of the Classical Lamination Plate Theory (CLPT) (see VII.5.2) :
B(φ) = ω
2
|κ(ω, φ)|4 =
D(φ)
M
= c4B11 + s4B22 + 2c2s2(B12 + 2B66)
+ 4c3sB16 + 4cs3B26
(VII.3.2)
with
κ(ω, φ) = |κ(ω, φ)| · [c, s]
= |κ(ω, φ)| · [cos(()φ), sin(()φ)] (VII.3.3)
and
Dij =
1
3
∑
c
(h3c+ − h3c−)Qcij
M =
∑
c
(hc+ − hc−)ρc
(VII.3.4)
where c denotes the layer, Qcij are the components of the layer plane stress stiffness matrix, given
by the carbon fiber mechanical properties and the fiber orientations, hc+ and hc− respectively
the position of the top and bottom boundaries of the layer, and φ is the wave propagation
direction. The components of B are assumed independent of the frequency. From eq. VII.3.2,
an inverse problem can be formulated : given a collection of real wavevectors κr = κ(ωr, φr),
extracted with the HRWA in a local zone z, the vector bz = [Bz11, Bz22, Bz12 + 2Bz66, Bz16, Bz26]> is
solution of the system :
Az bz = dz
Az = [c4r s4r 2c2rs2r 4c3rsr 4crs3r]
dz =
ω2r
|κr|4
(VII.3.5)
As the system is over-determined, bz is estimated in the Least-Square sense. Since dz is strictly
positive B11 and B22 are strictly positive too. By contrast, the off-diagonal components can be
negative. An example of this local identification is shown in Figure VII.13b : for all frequencies,
the wavevectors are extracted with the HRWA in the zone of the plate surrounded in red in
Figure VII.13a. Experimental values of ω2/|κ|4 are denoted with dot markers in the polar
diagram. The result of B(φ) obtained with LS fitting (eq. VII.3.5) is plotted in black solid line.
The identified specific bending stiffness is in good agreement with theoretical values (blue solid
line), computed from material constants given in Table VII.1. The scattering in the values of B
is mostly due to the amplification of the uncertainty by the fourth power of |κ| in Eq. VII.3.2.
In addition, it can be observed that the dispersion of the experimental values is larger in the
directions of high bending stiffness : indeed, in these directions, waves have long wavelengths
(corresponding to small wavenumbers) compared to the width of the zone of interest : as
consequence, the wavevector extraction is more sensitive to noise in these directions.
The same procedure has been repeated for each patch location of the plate, in order to
identify the local specific bending stiffness tensor components. The results are shown in Figure
VII.14 : experimental values (a) are compared with theoretical values (b), and relative errors
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Figure VII.14 – Inhomogeneous CFRP plate. Components of the local specific bending
stiffness tensor B, for each patch of the plate (see figure VII.13a). (a) Identified values from
HRWA results (eq VII.3.5) ; (b) theoretical predictions from material properties in Table
VII.1 ; (c) rounded relative errors (%), black is more than 100%.
are given (c). Globally it can be observed that the identification errors are smaller when the
components are larger : for example, coupling components B16 and B26 are more sensitive to
noise than diagonal constants (B11 and B22). The relative error is particularly high (>200%)
when theoretical components are equal to zero (black squares in Figure VII.14(c)). In addition,
some differences can be explained by the uncertainties in the plate fabrication (patch angles
and positions), and mechanical properties that differs from samples used for tensile tests in
table VII.1.
This last study shows the possibility to identify a local mechanical behavior on inhomoge-
neous anisotropic plates with a simple linear inverse problem, using least-square estimator.
VII.4 Conclusions and Perspectives
The High-Resolution Wavevector Analysis (HRWA) was presented. It allows to characterize
the elastic behavior of composite plates. The implementation of the method, that makes use of
the well-established signal processing ESPRIT algorithm and ESTER criterion, was summari-
zed. By means of three experimental applications, the ability of the method to extract useful
information from a measured kinematic field was illustrated. With the dependence of wavevec-
tors as a function of the propagation direction and the frequency, the anisotropic behavior of the
plate can be characterized for frequencies as low as the first modal frequencies. Various strain
mechanisms such as bending, in plane shear or compression can be separated because of their
distinct wavevectors and the ability of the algorithm to estimate the number of waves contained
in the signal. In addition, the possibility to identify a local behavior in inhomogeneous plates
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with an inverse problem using extracted wavevectors in a small zone of the plate thanks to the
high resolution of the procedure is shown.
Various applications can be considered. In particular, the extracted wavevectors can be used
to formulate an inverse identification problem of the material properties, with refined plate
models. The wide-frequency domain of validity of the method could be used to identify refined
layer and inter-layer properties (individual lamina behavior, interface stiffness, delamination,
etc.). The local wavevector extraction could be used as a characterization tool in emerging
laying technologies, e.g. in Automatic Fibre Placement (AFP) process [64, 179]. In addition,
it could be used to detect local defects in a fabricated plate, like damages or delaminations.
Indeed, the extraction zones in the third example have been chosen here to correspond to patch
geometries ; in a plate with continuously curved fibers, it could be possible to identify the local
equivalent bending stiffness, by making the extraction zone slide continuously over the plate
domain. At the end, a map of the mechanical properties of the plate could be represented, in
order to find its defects.
As for now, a proper estimation of the wave decay can be achieved only in cases where the
response field is close to a plane wave in its shape. This limits the ability to characterize the
plate viscous behavior. This limitation is due to the signal model, which considers plane waves
only (or far-field source). High-resolution algorithms suited for the identification of near-field
sources has been developed [244, 243, 170], and could be used to identify the parameters of
waves with a wavefront which is not plane. Moreover, uncertainties in the wavevector could be
quantified by using results of the perturbation analysis of the ESPRIT algorithm [190].
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VII.5 Appendices
VII.5.1 Wavevector extraction procedure
VII.5.1.1 The 2D-ESPRIT method
The 2D-ESPRIT methods deals with the estimation of the parameters kr and ar of the signal
model s(x) of equation VII.2.1. In this section, the signal order R is supposed to be known (see
VII.5.1.2). The corresponding signal matrix S, of which components are the sampling of s(x)
along the grid xnm (equation VII.2.6, VII.2.7 and Fig. VII.1), can be expressed as follows :
S = U +B (VII.5.1)
with
Snm = u(xnm) + b(xnm)
=
R∑
r=1
ar z
n
1,r z
m
2,r + b(xnm)
(VII.5.2)
where U and B matrices respectively denote the pure sum of decaying plane waves and the
noise contribution in the signal and zd,r = eikd,r∆d the complex signal poles.
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Rotational Invariance Property If the pure signalU is read by line u =
[
U11 , ... , U1L2 , U21 , ... , UL1L2
]>
,
it can be written in the form :
u = V a (VII.5.3)
with a =
[
a1, a2, . . . , aR
]>
. The Vandermonde matrix V used here is expressed as :
V = V1  V2 (VII.5.4)
where  denotes the Khatri-Rao (column-wise Kronecker) product and :
Vd =

1 1 · · · 1
zd,1 zd,2 · · · zd,R
...
...
. . .
...
zLd−1d,1 z
Ld−1
d,2 · · · zLd−1d,R

Ld×R
(VII.5.5)
The Vandermonde matrix respects a rotational invariance property. In the 2D-ESPRIT
method, it is expressed as two recurrence relations between Vandermonde matrices built from
two sub-parts of the signal. For each of the signal dimensions d ∈ {1, 2} :
V ↑d = V ↓dZd (VII.5.6)
where Zd = diag({zd,1, zd,2, . . . , zd,R}). The superscripts ↓ d and ↑ d respectively denote the
truncation of the first and the last index in the signal, in the direction d. As an example, the
V ↑1 = V ↑1  V2, where the V ↑1 matrix is built from the (L1 − 1) first lines of S.
As S is a noisy version of U , this invariance property is not exactly satisfied by the measured
signal. However, it can be estimated, which is the main purpose of the ESPRIT algorithm.
Autocovariance Matrix From the nth line of the signal S, one can build the Hankel matrix
hn as follows :
hn =

Sn0 Sn1 · · · Sn(K2−1)
Sn1 Sn2 · · · SnK2
...
...
. . .
...
Sn(N2−1) SnN2 · · · Sn(L2−1)

N2×K2
(VII.5.7)
where N2 = L2 −K2.
From the signal S, a Hankel-block-Hankel (HbH) matrix H is built, composed by the L1
matrices hn :
H =

h0 h1 · · · hK1−1
h1 h2 · · · hK1
...
...
. . .
...
hL1−K1−1 hL1−K1 · · · hL1−1

(N1N2)×(K1K2)
(VII.5.8)
The role of the parameters Kd is discussed in the next section.
This HbH matrix is used to compute the autocovariance matrix of the signal :
CSS =
1
L1L2
H∗H (VII.5.9)
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Subspace decomposition By computing the eigenvalue decomposition of the hermitian
autocovariance matrix, signal and noise subspaces can be selected :
CSS = P ΓP−1 (VII.5.10)
Without noise, the matrix CSS would be rank R, but is full rank in the presence of noise.
However, as it is an asymptotically unbiased estimator of the signal autocovariance, its eigen-
vectors are poorly sensitive to an uncorrelated noise b. As a consequence, by isolating the R
first eigenvectors pr of CSS, corresponding to its R dominant eigenvalues Γrr, the signal sub-
space W = [p1,p2, . . . ,pR] can be selected. The matrix W spans a signal subspace close to the
subspace spanned by the Vandermonde matrix V .
In the HbH matrix construction, (Eq. (VII.5.7)) and (Eq. (VII.5.8)), two parameters {Kd, d ∈
{1, 2}} have to be chosen. Observing CSS and W leads to the constraint R ≤ K1K2. Kumare-
san and Tufts [111] suggested to use these parameters to add P = K1K2 − R virtual poles in
the extraction, their role being to sample a potentially correlated noise contribution in B, thus
permitting to separate its influence in the extracted poles. In practice, the best strategy [192]
consists in choosing a shape of H so that it is almost square, Kd ≈ Ld/2.
Poles extraction Since V andW matrix span close subspaces (not exactly the same because
of noise), the transfer relation V = W T between them can be estimated. By integrating this
relation in the rotational invariance (Eq. (VII.5.6)), it comes :
Zd = T−1 Fd T (VII.5.11)
with
Fd = (W ↓d)†W ↑d (VII.5.12)
where •† denotes the pseudo-inverse matrix. Therefore, the extraction of the poles zd,r could
be achieved thanks to the diagonalization of the matrices Fd. If the two diagonalizations were
made independently, a supplementary pairing step of the poles in the two directions would be
necessary. Rouquette [188] suggested to jointly diagonalize the two matrices Fd related to the
two signal dimensions, by the diagonalization of a single matrix K :
K = β F1 + (1− β)F2 = T DT−1 (VII.5.13)
where the parameter β, arbitrary, is chosen different from 1/2 (typically 0.55), in order to allow
eigenvalues of multiplicity larger than 1. The wavevector extraction proved to be not sensitive
to the parameter β.
Once T has been evaluated from K, the equations VII.5.11 are used to retrieve Zd, and
finally the wavevectors :
kr = −i
[
ln(() z1,r)
∆1
,
ln(() z2,r)
∆2
]
(VII.5.14)
If needed, the amplitudes ar can be approximated by building the Vandermonde matrix V
and solving the linear system of equations VII.5.3 in the least-squares sense.
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VII.5.1.2 The 2D-ESTER criterion
The estimations of the two matrices Fd (equation VII.5.12), made in the least-square sense,
are sensitive to a wrong estimation of the signal order R. The ESTER criterion consists in
searching the signal order R that minimizes the two errors of truncation Σd(r), r being a
candidate for the signal order :
Σd(r) = ||W ↓d(r)Fd(r)−W ↑d(r)||2 (VII.5.15)
In the present work, the geometrical mean of the two errors is used, so the two-dimensional
ESTER criterion is expressed as :
R = arg max
r∈[[ 1,rmax ]]
(∏
d
Σd(r)
)−1/2
(VII.5.16)
In some applications of the ESTER criterion [14, 70, 77], a threshold parameter is added : the
signal order is chosen as the largest value r for which the criterion reaches a local maximum
larger than a fraction of the global maximum. In the present work, this strategy has not been
used.
VII.5.1.3 Implementation of the wavevector extraction procedure
1. The Hankel-block-Hankel matrixH is built (Eq. (VII.5.8)) from the signal S (Eq. (VII.2.7)),
with Kd ≈ Ld/2
2. The autocovariance matrix CSS is computed (Eq. (VII.5.9)) and diagonalized
3. For each trial signal order r ∈ [[ 1, rmax ]] :
(a) The signal subspace matrix W is built from the r dominant eigenvectors of CSS
(b) The matrices Fd, d ∈ {1, 2} are computed (Eq. (VII.5.12))
(c) The two estimation errors Σd(r) are evaluated (Eq. (VII.5.15))
The signal order R is finally estimated thanks to the ESTER criterion (Eq. (VII.5.16)).
4. In order to evaluate the transfer matrix T , the matrix K is assembled and diagonalized
(Eq. (VII.5.13))
5. The signal poles Zd are extracted (Eq. (VII.5.11))
6. Finally, the R complex wavevectors are deduced (Eq. (VII.5.14)
VII.5.2 Bending wave dispersion laws given by the Classical Lami-
nation Plate theory.
The fourth-order differential equation of bending motion of a thin anisotropic plate, given
by the Classical Lamination Plate Theory, with the out-of-plane displacement u3 as unknown,
is as follows :
Dαβγδu3,αβγδ +Mu¨3 = 0 (VII.5.17)
with Einstein notation for indices, (α, β, γ, δ) ∈ {1, 2} and D and M defined by equations
VII.3.4. In order to get the dispersion law, the plane-wave approximation is taken. u3 is then
expressed as :
u3(x, t) = U3 ei(ωt−κ·x)
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Equation VII.5.17 becomes :
κακβκγκδDαβγδ − ω2M = 0 (VII.5.18)
By taking Voigt notation and equation VII.3.3, the bending stiffness can be expressed in function
of the wave propagation φ :
D(φ) = M ω
2
|κ(ω, φ)|4
= c4D11 + s4D22 + 2c2s2(D12 + 2D66)
+ 4c3sD16 + 4cs3D26
(VII.5.19)
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Chapitre VIII
Application a` la caracte´risation de la
table d’harmonie du SP190//
Re´sume´
Ce chapitre pre´sente l’application des travaux propose´s dans cette the`se a` la table
d’harmonie du piano a` queue Stephen Paulello SP190//.
Tout d’abord, le dispositif de vibrome´trie robotise´ propose´ au chapitre III est mis
en œuvre dans le but d’obtenir la re´ponse transitoire libre de la structure. L’installation
expe´rimentale est de´crite, ainsi que la de´finition de l’environnement virtuel ne´cessaire a`
la pre´-visualisation des mouvements du bras robot et a` la de´finition du maillage de mesures.
Finalement, le champ de vitesse hors-plan instantane´e correspondant a` la re´ponse libre
de la structure est obtenu sur un maillage de 1630 points, avec un rapport signal-a`-bruit
satisfaisant jusqu’a` 1800 Hz.
Ensuite la me´thode d’analyse modale de´crite au chapitre V, section V.2, est applique´e
a` la mesure obtenue. Sur la base du crite`re de stabilite´ de l’amortissement modal, 80
modes sont conserve´s. Un re´sultat sur la quantification des incertitudes sur les parame`tres
estime´s est illustre´.
Dans un troisie`me temps, l’identification des proprie´te´s de raideur de l’e´pice´a com-
posant la table, suppose´ orthotrope homoge`ne, est re´alise´e a` l’aide de la me´thode inverse
propose´e au chapitre V, section V.3, base´e sur les donne´es modales extraites. Le mode`le
de la structure imple´mente´ pour la re´solution de ce proble`me est de´crit. L’identification re´a-
lise´e est critique´e sur la base de diffe´rents indicateurs permettant de juger de la similarite´
des bases modales expe´rimentales et nume´riques.
Enfin, l’analyse en vecteurs d’onde propose´e au chapitre VII est mise en œuvre. Une
extraction locale des vecteurs d’onde est re´alise´e, caracte´ristique de la dispersion locale
des ondes de flexion dans la structure. Il est ensuite propose´ d’identifier, a partir des
collections de vecteurs d’onde obtenues, les parame`tres d’un mode`le de plaque mince
de´couple´e. Finalement, la cartographie des raideurs e´quivalentes anisotropes lo-
cales en flexion de la table d’harmonie est donne´e. Sur la base de la comparaison avec
des re´sultats the´oriques est montre´e la ne´cessite´ de prendre en compte le couplage
membrane-flexion.
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VIII.1 Introduction
Ce dernier chapitre concerne l’application du travail pre´sente´ dans les chapitres pre´ce´dents
a` la caracte´risation d’une table d’harmonie de piano a` queue. Conc¸ue par le facteur de pianos
franc¸ais Stephen Paulello, cette table d’harmonie est destine´e a` e´quiper ses nouveaux mode`les
de 190 centime`tres a` cordes paralle`les SP190//.
Pre´sentation Sur la table d’harmonie du SP190//, les barres de renfort traditionnellement
pre´sentes sur les tables d’harmonie de piano servant a` reprendre la charge normale des cordes ont
disparu. Elles sont remplace´es par une seconde couche d’e´pice´a (couche infe´rieure), qui vient
s’ajouter a` la premie`re (couche supe´rieure). La table d’harmonie devient en conse´quence un
multicouche. De plus, Stephen Paulello cherche a` re´gler localement la raideur de la table. Dans
ce but, la couche infe´rieure ajoute´e est re´alise´e par la de´coupe et l’assemblage d’un patchwork de
planches d’e´pice´a, dont la direction des fibres est rendue variable (ou plus exactement, constante
par morceaux).
Une photographie de la face infe´rieure de la table d’harmonie du SP190// est donne´e en
figure VIII.1. Le contraste a e´te´ volontairement accentue´ pour mettre en valeur les diffe´rentes
directions de fibres. On peut donc remarquer que celles-ci sont dispose´es en forme de soleil,
avec des angles allant de −80◦ a` 30◦. La couche de bois situe´e sur la face supe´rieure de la table
d’harmonie, non visible ici, est homoge`ne : les fibres sont toutes paralle`les et oriente´es d’un
angle de 43◦.
Proble´matique La caracte´risation de cette structure pose e´videmment un certain nombre
de proble`mes. Tout d’abord, celle-ci doit ide´alement eˆtre re´alise´e sur un domaine de fre´quences
Angle couche sup.
43◦
Figure VIII.1 – Photographie de la face infe´rieure de la table d’harmonie du SP190//
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e´tendu, correspondant au re´gime fre´quentiel dans lequel la table est responsable de la grande
partie du son produit par l’instrument.
Ensuite, l’aspect multicouche de la structure introduit une complexite´ particulie`re. En effet,
le bi-couche cre´e´ ne pre´sente pas de syme´trie par rapport a` son plan neutre : en conse´quence,
les me´canismes de de´formation en membrane et flexion sont couple´s.
Enfin, la configuration variable de la section caracte´ristique doit absolument eˆtre prise en
compte dans les proce´dures d’identification.
De´marche Les diffe´rentes contributions du travail de the`se sont applique´es a` la caracte´risa-
tion de la structure. Tout d’abord, le dispositif de vibrome´trie robotise´ pre´sente´ au chapitre III
est utilise´ pour mesurer la re´ponse transitoire de la structure. Ensuite, la technique d’analyse
modale de´veloppe´e au chapitre V est mise en œuvre. Celle-ci permet ensuite la formulation et la
re´solution d’un proble`me aux valeurs propres, utilisant e´galement les de´veloppements du cha-
pitre V, section V.3. Enfin, la me´thode d’analyse en vecteurs d’onde pre´sente´e au chapitre VII
est applique´e. Est alors propose´e l’identification locale du mode`le de plaque mince e´quivalent,
permettant d’obtenir la cartographie des proprie´te´s anisotropes de la structure en flexion.
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VIII.2 Mesure de la re´ponse transitoire libre
La section qui suit pre´sente la mesure effectue´e sur la table d’harmonie du SP190//, uti-
lise´e dans la suite pour appliquer les me´thodes d’identification propose´es dans les chapitres
pre´ce´dents. Pour cela, le dispositif de vibrome´trie robotise´ pre´sente´ au chapitre III est uti-
lise´. Ce dispositif particulier, qui permet la mesure du champ de vitesse instantane´e de fac¸on
automatise´e, ne´cessite toutefois une re´flexion sur la conception e l’expe´rience. En particulier,
l’automatisation de la mesure contraint celle-ci a` eˆtre suffisamment re´pe´table ; c’est a` dire avec
un e´cart-type entre les re´alisations raisonnable par rapport au niveau du signal mesure´. Ce
dispositif ne´cessite e´galement de de´finir un mode`le ge´ome´trique virtuel de l’expe´rience. La de´fi-
nition du maillage de mesure ainsi que la correction de celle-ci sont e´galement discute´e, et enfin
les re´sultats illustre´s.
VIII.2.1 Dispositif expe´rimental
Deux vues du dispositif expe´rimental ayant permis la mesure de la structure sont propose´es
en figure VIII.2, permettant d’illustrer la description qui suit.
Conditions libres De fac¸on a` pouvoir appliquer la proce´dure d’identification utilisant les
donne´es modales telle que pre´sente´e au chapitre V, on cherche a` mesurer la re´ponse transi-
toire libre de la structure. Dans l’ide´al, cette re´ponse implique des conditions aux limites dont
l’influence sur la re´ponse peut eˆtre ne´glige´e : une discussion a de´ja` e´te´ donne´e a` ce sujet au cha-
pitre V, dans le cadre du cas d’application propose´ en section V.4. La me´thode classiquement
employe´e consiste alors a` suspendre la structure mesure´e par des fils de raideur tre`s faible par
rapport a` celle-ci ; c’est cette technique qui est utilise´e ici. Toutefois, ici le poids de la table
d’harmonie (∼ 7.4 kg) oblige a` la suspendre a` des cordes ayant une raideur non ne´gligeable.
Celles-ci peuvent donc avoir un effet dans la re´ponse mesure´e.
Moyen d’excitation La mesure de la re´ponse transitoire libre impose e´galement l’utilisation
d’un moyen d’excitation de´couple´ de la structure. Le choix pris ici consiste a` placer un pot
vibrant a` proximite´ de la surface de la table, dans le coin infe´rieur gauche (voir figure VIII.2).
L’envoi d’un signal impulsif dans le pot vibrant permet d’utiliser celui-ci comme un marteau de
choc automatise´. L’optimisation de diffe´rents parame`tres (i.e. dure´e de l’impulsion e´lectrique,
distance de l’impacteur a` la surface) permet finalement d’assurer une excitation correcte de la
structure jusqu’a` 2 kHz (voir figure VIII.5b plus bas).
Mouvement de balancier La bonne re´pe´tabilite´ de l’excitation impose toutefois que la dis-
tance entre le pot vibrant et la table au moment de l’impact soit constante. Cette ne´cessaire
condition est malheureusement compromise par le mouvement de balancier imprime´ a` la table
lors de l’impact. En effet, l’attente de l’amortissement complet de ce mouvement naturel entre
chaque re´pe´tition de la mesure entraˆınerait une augmentation du temps de mesure total consi-
de´rable. Pour pallier a` ce proble`me, on choisit d’amortir ce mouvement de balancier a` l’aide de
fils supple´mentaires, liant les coins de la table a` des points fixes de l’installation expe´rimentale.
On espe`re alors que l’influence de ceux-ci sur la re´ponse de la structure soit re´duite ; on peut
toutefois s’attendre a` une le´ge`re modification des premiers modes de la structure. Finalement,
le mouvement de balancier peut eˆtre conside´re´ amortit deux secondes apre`s le choc (voir figure
VIII.5a plus bas).
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Figure VIII.2 – Vues du dispositif expe´rimental (photo : Stephen Paulello)
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Placement du capteur Une fois la table d’harmonie a` mesurer suspendue, on place le
dispositif de vibrome´trie robotise´ face a` celle-ci, a` une distance d’environ deux me`tres. En effet,
le bras robot utilise´ (ABB IRB 120) ne dispose pas de l’amplitude de de´placement qui serait
ne´cessaire pour pouvoir assurer l’incidence normale du rayon laser du capteur ve´locime´trique
(Polytec PDV-100) par rapport a` la surface de la table. En conse´quence, on est oblige´ d’effectuer
la mesure a` partir d’une incidence oblique du rayon laser. Cet angle d’incidence doit toutefois
eˆtre re´duit au maximum de manie`re a` assurer un retour de signal optique satisfaisant au capteur.
Dans ce but, le robot est place´ a` distance de la structure mesure´e.
VIII.2.2 Mode´lisation des ge´ome´tries
L’utilisation du dispositif de vibrome´trie robotise´ impose tout d’abord la mode´lisation de
la ge´ome´trie de l’expe´rience dans un environnement virtuel. Cela permet ensuite de de´finir
les diffe´rentes cibles du vibrome`tre laser (point de mesure et rayon incident). Une fois les
diffe´rentes ge´ome´tries de´finies, les mouvements du robot peuvent eˆtre pre´visualise´s afin d’assurer
le bon de´roulement de l’expe´rience. Notamment, les diffe´rentes collisions qui peuvent avoir lieu
doivent eˆtre clairement identifie´es afin d’eˆtre e´vite´es lors de la phase de mesure automatise´e.
Ici, la de´finition des cibles vise´es par le vibrome`tre laser (discute´e plus bas) permet de mettre
comple`tement de coˆte´ les proble´matiques lie´es aux collisions, en limitant fortement l’amplitude
des mouvements du robot. En conse´quence, seules les ge´ome´tries du bras robot, du vibrome`tre
laser et de la table d’harmonie sont de´finies dans l’environnement virtuel, dont une vue est
propose´e en figure VIII.3.
La difficulte´ principale rencontre´e lors de cette application concerne la connaissance pre´cise
de la position des divers e´le´ments composant le dispositif expe´rimental, de manie`re a` ce que
le mode`le virtuel de l’expe´rience soit le plus fide`le possible a` la re´alite´. En particulier, il est
ne´cessaire de placer correctement la structure a` mesurer dans le re´fe´rentiel du bras robot, de
manie`re a` ce que la de´finition du maillage de mesure dans l’environnement virtuel corresponde
Figure VIII.3 – Vue de l’environnement expe´rimental virtuel
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au maillage de points re´ellement mesure´s.
La calibration de l’environnement virtuel est une perspective importante de travail autour
du dispositif de vibrome´trie robotise´ : dans la mesure pre´sente´e ici, une incertitude importante
existe sur la position re´elle de la structure (∼ 2 cm) : cette incertitude peut se traduire par un
de´calage global des points de mesure par rapport a` leur position the´orique.
On note toutefois que si la position du maillage de mesure est incertaine, l’espacement entre
les diffe´rents points de ce maillage l’est moins : l’incertitude associe´e a` cet espacement serait en
effet due a` une mauvaise connaissance de la distance entre le bras robot et la table d’harmonie
mesure´e ; celle-ci peut eˆtre de´termine´e avec un bonne pre´cision.
VIII.2.3 De´finition du maillage
De manie`re a` pouvoir appliquer l’analyse en vecteurs d’onde propose´e au chapitre VII pour
la caracte´risation de la structure, le maillage de mesure est construit a` partir d’une grille
uniforme de points re´partis sur la surface de la table. L’espacement de la grille est choisit de 3
centime`tres ; en tout, 1630 points sont de´finis. Une vue du maillage obtenu est donne´e en figure
VIII.4.
De fac¸on a` e´viter les collisions, on cherche a` re´duire les mouvements du robot. Pour cela,
il est choisi de faire converger les rayons incidents du laser vers un point situe´ sur le coˆte´ du
bras robot ; ce choix est bien visible sur la figure VIII.3. La contrainte qui reste alors a` re´soudre
consiste a` rendre la distance table d’harmonie-capteur fixe ; en effet, celui-ci ne´cessite d’eˆtre
place´ a` une distance constante de la surface a` mesurer car son syste`me optique est manuel
(la distance focale est donc fixe). En conse´quence, les mouvements de translation du robot
ne peuvent pas eˆtre comple`tement annule´s. Toutefois, il est simple de trouver un point de
convergence des rayons qui assure une faible amplitude des mouvements.
Figure VIII.4 – Maillage de mesure
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VIII.2.4 Correction de la mesure
Pour l’e´tude mene´e ici, on ne s’inte´resse qu’au de´placement hors-plan de la structure ; les
autres composantes du de´placement sont suppose´es ne´gligeables. De fac¸on a` garder le temps
total de mesure raisonnable, on choisit de ne mesurer la vitesse qu’a` partir d’une seule incidence
du vibrome`tre laser en chaque point (contrairement au cas d’application du chapitre III, ou la
vitesse tridimensionnelle est mesure´e a` partir de K > 3 incidences du laser en chaque point).
Dans ce cas, le signal acquis correspond a` la vitesse de la structure projete´e dans la direction
du laser. Puisque celle-ci fait un angle qui n’est pas droit avec la surface de la structure, il
est ne´cessaire de corriger la vitesse obtenue (avec le cosinus de l’angle). Cela est simplifie´ par
la de´finition des ge´ome´tries de l’expe´rience dans un environnement virtuel, qui permet donc
d’automatiser la correction.
VIII.2.5 Re´sultat
Les choix pris sur le moyen d’excitation et l’amortissement du mouvement de balancier
permettent d’obtenir une mesure suffisamment re´pe´table toutes les 2 secondes ; la fre´quence
d’e´chantillonnage est choisie de 10 kHz, de manie`re a` respecter largement le crite`re de Nyquist
(l’excitation est efficace jusqu’a` 2 KHz). En chaque point du maillage, la mesure est re´pe´te´e
20 fois ; ensuite, la me´diane des 20 re´alisations est prise. Cette technique, comme on l’a vu au
chapitre III, est robuste face au bruit optique impulsif caracte´ristique du vibrome`tre laser, ce
que la moyenne sur les re´alisations ne serait pas. En tout, un peu plus de 18 heures de signal
sont acquises (1630 points × 2 sec × 20 re´alisations) ; en comptant la mise en mouvement du
robot entre chaque point mesure´, l’expe´rience s’e´tale au total sur une vingtaine d’heures.
La figure VIII.5 donne quelques re´sultats repre´sentatifs obtenus. Tout d’abord, la vitesse
transverse instantane´e de la structure en un point (sans unite´) est trace´e sur la figure VIII.5a.
Juste en dessous, la figure VIII.5b repre´sente le spectre de vitesse moyenne quadratique
(sans unite´), pris entre 2 Hz et 2 kHz. On peut observer que l’amplitude de celui-ci chute apre`s
1500 Hz. Un comptage des pics permet d’estimer grossie`rement l’ordre du signal a` une centaine
de modes avant 1 kHz ; au-dessus, il devient difficile de discerner les diffe´rents pics. Le premier
mode observe´ se situe aux alentours de 5 Hz.
Enfin, deux de´forme´es instantane´es sont trace´es sur les figures VIII.5c et VIII.5d. La pre-
mie`re est prise 1.7 ms apre`s l’impact ; on peut y observer le front d’onde. Celui-ci pre´sente un
profil qui peut s’apparenter a` une ellipse. Par rapport au cas de la plaque d’e´pice´a (voir chapitre
V, figure V.3c), l’anisotropie de la structure est visiblement moins forte : cela est duˆ a` l’orienta-
tion diffe´rente des deux couches d’e´pice´a qui composent la table. La meˆme remarque peut eˆtre
faite au sujet de la deuxie`me de´forme´e instantane´e repre´sente´e sur la figure VIII.5d : il n’est
alors pas possible de discerner une direction selon laquelle les longueurs d’ondes apparentes
serait plus courtes.
Dans les sections qui suivent, les proce´dures d’identification propose´es dans les chapitres
pre´ce´dents sont applique´es a` la mesure obtenue. Dans le cas de l’analyse modale, le signal
obtenu est utilise´ directement. Dans le cas de l’analyse en vecteurs d’onde, la transforme´e de
Fourier en temps est prise de manie`re a` obtenir une collection de re´ponses harmoniques de la
structure.
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Figure VIII.5 – Mesure re´alise´e sur la table d’harmonie du SP190//
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VIII.3 Analyse modale
La section qui suit de´crit l’application de la me´thode d’analyse modale propose´e au cha-
pitre V a` la mesure de la re´ponse transitoire libre obtenue. Tout d’abord, une discussion sur
la se´lection des donne´es pertinentes est mene´e. Ensuite, l’utilisation d’un crite`re de stabilite´
pre´sente´ au chapitre V est faite. A partir de l’observation de ce crite`re, 80 modes sont extraits
de la re´ponse mesure´e. Les donne´es modales identifie´es sont illustre´es. Enfin, un re´sultat sur la
quantification des incertitudes associe´es a` ces estimations est donne´.
VIII.3.1 Donne´es utilise´es
Comme dans le cas de l’application de la me´thode a` l’analyse modale de l’e´chantillon d’e´pice´a
(voir chapitre V, section V.4), la totalite´ des donne´es mesure´es n’est pas utilise´e. En effet, le
de´but du signal (avant impact) ne contient pas d’information sur les modes de la structure ;
de fac¸on analogue, la vitesse mesure´e une seconde apre`s l’impact contient principalement la
contribution des premiers modes de la structure, qui peuvent de´ja` eˆtre extraits a` partir des
premiers instants de la mesure. En conse´quence, une feneˆtre de 600 ms est conserve´e : le
domaine temporel correspondant est encadre´ sur la figure VIII.5a (ligne rouge pointille´e). Celui-
ci correspond a` 6000 e´chantillons temporels.
Les 1630 mesures ponctuelles obtenues sont ensuite injecte´es dans la me´thode ESPRIT
propose´e dans le but de re´aliser l’analyse modale de la structure. Une nouvelle fois, aucune
technique de de´cimation ou de filtrage n’est applique´e au signal ; les donne´es de mesure brutes
sont utilise´es.
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Figure VIII.6 – Diagramme de stabilisation. Crite`re σ˜M(ξr) normalise´, avec M = 10 (eq.
(V.3.38)). E´chelle de couleurs : log(σ˜M(ξr)/ξr). Composantes conserve´es : croix rouges.
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VIII.3.2 Diagramme de stabilisation
On a vu que dans le cas de l’analyse modale, deux choix sont possibles pour l’estimation
de l’ordre du signal (voir chapitre V). Le premier consiste a` diviser le domaine fre´quentiel en
sous-bandes et d’appliquer la me´thode ESPRIT a` chaque signal obtenu ; dans ce cas, les crite`res
MDL, ESTER ou SAMOS peuvent eˆtre applique´s car le nombre de composantes pre´sentes dans
le signal est re´duit. La deuxie`me solution consiste a` injecter la totalite´ des donne´es dans la
me´thode et utiliser les crite`res de stabilisation ; c’est cette solution qui est retenue ici.
Sur le spectre repre´sente´ en figure VIII.5b, une centaine de pics peuvent eˆtre compte´s entre
2 Hz et 1 kHz ; on choisit donc de de´rouler la me´thode ESPRIT comple`tement pour des ordres
de signal candidats P ∈ [[ 1, 150 ]] (en prenant en compte la parite´ du spectre, jusqu’a` 300
composantes sont extraites). Ce calcul me`ne a` la de´termination d’une grande quantite´ de triplets
modaux estime´s pour des ordres P diffe´rents (φ˜Pr , f˜Pr , ξ˜Pr ), avec r ∈ [[ 1, P ]].
Au chapitre V a e´te´ montre´e dans un cas d’application la pertinence du crite`re de complexite´
des modes ζr (expression (V.2.9), voir figure V.6). Dans le cas pre´sent, l’observation des re´sultats
sur le diagramme de stabilisation montre une forte instabilite´ de l’amortissement ξ˜Pr en fonction
de l’ordre P ; on choisit donc ici de juger la stabilite´ des modes identifie´s sur cet amortissement.
Pour aider au choix des composantes a` conserver, le crite`re σ˜M(ξr) est calcule´, avec M = 10 (voir
chapitre V, expression V.2.23). Cet indicateur donne une ide´e de l’incertitude sur l’estimation
de l’amortissement modal.
Le diagramme de stabilisation correspondant est repre´sente´ sur la figure VIII.6. Le crite`re
σ˜M(ξr) est normalise´ (divise´ par ξ˜r), de fac¸on a` repre´senter sur l’e´chelle de couleur une estimation
de l’incertitude relative sur ξ˜r. L’e´chelle de couleurs, logarithmique, est d’ailleurs borne´e : on a
conside´re´ qu’une incertitude relative de 10−3 sur l’amortissement correspond a` une composante
stable ; a` l’oppose´, une incertitude de 10−1 sur celui-ci est suppose´e associe´e a` une composante
instable.
VIII.3.3 Re´sultat
Sur la base du crite`re de stabilisation propose´, 80 triplets modaux sont finalement conserve´s ;
les points correspondant sur le diagramme de stabilisation sont de´note´s par des croix rouges
sur la figure VIII.6. On peut remarquer que les modes conserve´s ne correspondent pas tous au
meˆme ordre de signal candidat P ; ceci est une particularite´ du choix des composantes sur la base
des crite`res de stabilisation. Par rapport a` l’utilisation des crite`res MDL, ESTER et SAMOS,
cette technique offre donc une liberte´ supple´mentaire concernant le choix des composantes a`
conserver. Toutefois, ce choix entraˆıne l’impossibilite´ de quantifier les incertitudes par l’approche
perturbative ; celle-ci ne´cessite en effet que tous les triplets modaux aient e´te´ extraits pour un
meˆme ordre de signal.
La figure VIII.7 repre´sente les re´sultats de l’analyse modale effectue´e sur un diagramme
fre´quence-amortissement. Les points bleus correspondent aux modes conserve´s (fre´quences mo-
dales f˜r et amortissements modaux ξ˜r). En arrie`re plan, le spectre mesure´ a e´te´ repre´sente´ (ligne
noire) de fac¸on a` permettre de visualiser la place de chaque mode sur celui-ci. Enfin, le spectre
correspondant au mode`le de signal reconstruit a` partir des modes identifie´s est superpose´ (ligne
pointille´e rouge).
On remarque que le mode`le de signal reconstruit est tre`s proche du signal mesure´ jusqu’a`
500 Hz (mode 72). Plus haut en fre´quence, des composantes n’ont pas e´te´ conserve´es et/ou
l’ordre du signal mal estime´. Le mode`le de signal s’e´carte alors nettement du signal mesure´.
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Figure VIII.7 – Re´sultats de l’analyse modale. Modes conserve´s (points bleus) nume´rote´s de
1 a` 80. Signal utilise´ (ligne noire) et mode`le de signal reconstruit (ligne rouge pointille´e).
Il est possible de noter sur la figure VIII.7 que les amortissements modaux identifie´s sont forts
en basse fre´quence (jusqu’a` 3 % pour le premier mode) ; a` partir du mode 14, l’amortissement
modal ne de´passe pas 1 %. Le fort amortissement identifie´ sur les premiers modes peut eˆtre
interpre´te´ comme l’effet des conditions aux limites applique´es a` la structure, et notamment
l’influence des fils ajoute´s pour amortir le mouvement de balancier de la structure au cours de
la mesure.
Les 80 de´forme´es modales φ˜r identifie´es sont repre´sente´es sur les figures VIII.8 et VIII.9,
accompagne´es de la fre´quence f˜r et de l’amortissement modal ξ˜r associe´s. On note qu’il est
difficile, contrairement au cas de la planche d’e´pice´a (voir figure V.8), de de´terminer la direction
principale d’anisotropie sur la seule observation des de´forme´es.
Un phe´nome`ne particulie`rement inte´ressant observe´ est la pre´sence de modes localise´s ; ceux-
ci sont caracte´rise´s par une de´forme´e pre´sentant des ventres localise´s a` certains endroits de la
structure. On peut par exemple citer les de´forme´es modales 22 , 53 et 62 qui pre´sentent une
vibration confine´e sur la partie infe´rieure de la plaque. Il est amusant de noter que ce phe´no-
me`ne est e´galement caracte´ristique des tables d’harmonie de piano classiques, pour lesquelles
la localisation est attribue´e a` la pre´sence des raidisseurs [69, 222].
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1 5.0 Hz | 2.73 % 2 11.0 Hz | 1.02 % 3 16.3 Hz | 1.15 % 4 23.1 Hz | 1.95 % 5 24.2 Hz | 0.93 %
6 28.1 Hz | 2.53 % 7 33.0 Hz | 0.72 % 8 41.8 Hz | 0.94 % 9 46.0 Hz | 1.32 % 10 47.4 Hz | 1.01 %
11 51.6 Hz | 0.84 % 12 60.8 Hz | 0.78 % 13 67.3 Hz | 1.90 % 14 73.7 Hz | 0.64 % 15 77.6 Hz | 0.59 %
16 82.1 Hz | 0.77 % 17 87.9 Hz | 0.88 % 18 96.1 Hz | 0.90 % 19 97.6 Hz | 0.92 % 20 103.7 Hz | 0.61 %
21 115.7 Hz | 0.77 % 22 117.3 Hz | 0.59 % 23 125.4 Hz | 0.65 % 24 128.0 Hz | 0.77 % 25 135.2 Hz | 0.75 %
26 140.8 Hz | 0.67 % 27 147.4 Hz | 0.69 % 28 160.6 Hz | 0.65 % 29 163.8 Hz | 0.56 % 30 166.6 Hz | 0.77 %
31 169.3 Hz | 0.72 % 32 179.0 Hz | 0.72 % 33 200.3 Hz | 0.64 % 34 208.9 Hz | 0.59 % 35 214.2 Hz | 0.73 %
36 215.9 Hz | 0.80 % 37 220.2 Hz | 0.59 % 38 226.1 Hz | 0.63 % 39 230.6 Hz | 0.69 % 40 242.3 Hz | 0.70 %
Figure VIII.8 – De´forme´es modales identifie´es - I
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41 251.1 Hz | 0.66 % 42 257.8 Hz | 0.59 % 43 267.2 Hz | 0.69 % 44 270.6 Hz | 0.59 % 45 273.9 Hz | 0.59 %
46 277.3 Hz | 0.62 % 47 281.8 Hz | 0.67 % 48 298.8 Hz | 0.64 % 49 303.4 Hz | 0.68 % 50 314.9 Hz | 0.67 %
51 328.2 Hz | 0.65 % 52 333.4 Hz | 0.65 % 53 340.8 Hz | 0.60 % 54 348.6 Hz | 0.62 % 55 354.6 Hz | 0.66 %
56 363.3 Hz | 0.63 % 57 371.7 Hz | 0.66 % 58 373.4 Hz | 0.57 % 59 382.3 Hz | 0.68 % 60 387.8 Hz | 0.65 %
61 403.0 Hz | 0.55 % 62 413.6 Hz | 0.63 % 63 417.3 Hz | 0.63 % 64 428.4 Hz | 0.65 % 65 432.9 Hz | 0.67 %
66 440.8 Hz | 0.61 % 67 449.8 Hz | 0.68 % 68 489.7 Hz | 0.68 % 69 497.8 Hz | 0.71 % 70 507.2 Hz | 0.62 %
71 520.0 Hz | 0.72 % 72 528.2 Hz | 0.70 % 73 629.5 Hz | 0.66 % 74 646.3 Hz | 0.73 % 75 671.6 Hz | 0.72 %
76 687.8 Hz | 0.70 % 77 712.5 Hz | 0.72 % 78 769.8 Hz | 0.66 % 79 791.2 Hz | 0.74 % 80 810.5 Hz | 0.69 %
Figure VIII.9 – De´forme´es modales identifie´es - II
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VIII.3.4 Incertitudes
Le dernier re´sultat pre´sente´ ici au sujet de l’analyse modale effectue´e sur la table d’harmonie
du SP190// concerne la quantification des incertitudes associe´es a` l’estimation des fre´quences et
amortissements modaux. Comme on l’a e´voque´ plus haut, l’emploi des crite`res de stabilite´ pour
le choix des composantes a` conserver interdit l’utilisation de l’approche perturbative de´veloppe´e
au chapitre IV, section IV.3 pour le cas de la me´thode ESPRIT ge´ne´rale puis spe´cialise´e dans le
cadre de l’analyse modale au chapitre V, expression (V.2.16). En effet, l’approche perturbative
se base sur une estimation classique par la me´thode ESPRIT, qui suppose l’extraction des para-
me`tres d’un signal dont l’ordre est connu. Dans le cas des crite`res de se´lection des composantes
modales correspondant a` des ordres diffe´rents peuvent eˆtre conserve´es, empeˆchant l’utilisation
de cette approche.
Cependant, on a e´galement e´voque´ au chapitre V la possibilite´ d’utiliser le crite`re de stabi-
lite´ σ˜M (expression (V.2.23)) pour quantifier les incertitudes. Cette indicateur, contrairement
a` l’approche perturbative qui s’inte´resse a` l’incertitude due a` une perturbation des donne´es,
quantifie l’incertitude due a` une mauvaise estimation de l’ordre du signal. On a pu montrer
dans un cas d’application que ces deux indicateurs peuvent donner des re´sultats diffe´rents (voir
chapitre V, figure V.9).
Sur la figure VIII.10 sont trace´es les incertitudes associe´es aux fre´quences f˜r et amortissement
modaux ξ˜r identifie´s, estime´es a` partir de l’indicateur σ˜M avec M = 10 et en fonction du
nume´ro du mode. En noir sont repre´sente´es l’incertitude relative sur les fre´quences σ˜M(f˜r)/f˜r
et l’incertitude absolue sur les amortissements σ˜M(ξ˜r). Comme dans le cas de l’e´chantillon
d’e´pice´a, ces incertitudes sont tre`s faibles : il est difficile de croire que l’incertitude relative sur
les fre´quences soit infe´rieure a` 10−3.
Un point peut eˆtre note´ : l’incertitude relative en fre´quence (en noir) et l’incertitude absolue
en amortissement (en rouge) semblent, dans la plupart des cas, eˆtre du meˆme ordre de grandeur.
Cela rejoint alors la formule de la variance des estimations de l’amortissement (voir expression
(V.2.20)), de´rive´e dans le cadre de l’approche perturbative, et s’e´crit sous la forme σ(ξ˜r) =
σ(f˜r)/fr.
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Figure VIII.10 – Incertitudes. E´cart-type relatif en fre´quence (noir) et absolu en
amortissement (rouge), estime´s par le biais de l’indicateur σ˜M avec M = 10 (eq. (V.3.38)).
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VIII.4 Identification sur les modes
La pre´sente section pre´sente le re´sultat de l’identification des proprie´te´s me´caniques de
l’e´pice´a constituant la table a` partir des re´sultats de l’analyse modale pre´sente´e ci-avant. Tout
d’abord, le mode`le de la strucuture permettant de formuler le proble`me inverse aux valeurs
propres est de´crit. Ensuite, le choix des inconnues, qui repre´senteront les parame`tres a` identifier,
est justifie´. Enfin, le re´sultat de l’identification est pre´sente´ ; diffe´rents indicateurs sont illustre´s
(matrice de MAC, erreurs en fre´quence, sensibilite´ des donne´es modales), permettant de juger
de la pertinence des re´sultats obtenus. Enfin, la comparaison des modes expe´rimentaux et
nume´riques est pre´sente´e.
VIII.4.1 Mode`le associe´
La premie`re e´tape consiste a` formuler un mode`le de la structure adapte´ a` la me´thode de
re´solution d’un proble`me aux valeurs propres propose´e au chapitre V, section V.3. En particulier,
il est ne´cessaire que la sensibilite´ des donne´es modales nume´riques qr et λr par rapport aux
parame`tres a` identifier puisse eˆtre de´rive´e analytiquement.
Pour le besoin de l’application pre´sente´e ici, un mode`le e´le´ment fini de la table d’harmonie
du SP190// est imple´mente´. Celui-ci se base sur la ge´ome´trie de la table fournie par Stephen
Paulello. Une proble´matique lie´e a` l’imple´mentation de ce mode`le concerne la de´finition du
maillage : la topologie de celui-ci est fortement contrainte par la forme de la structure, ainsi
que par la ne´cessite´ de suivre le patchwork forme´ par les diffe´rentes planches d’e´pice´a sur
la face infe´rieure de la table. Cela entraˆıne la pre´sence de singularite´s ge´ome´triques sur la
structure, empeˆchant la de´finition d’un maillage de quadrangles. En conse´quence, des e´le´ments
de type P1 triangulaires sont utilise´s pour discre´tiser la structure. Ce type d’e´le´ments converge
malheureusement plus lentement que les e´le´ments quadrangulaires. De plus, les longueurs d’onde
implique´es sont finalement assez re´duites (voir mode 80 de la figure VIII.9). De fac¸on a` assurer
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Figure VIII.11 – Maillage e´le´ments finis utilise´ pour l’application de la me´thode
d’identification. Couleur : angle des fibres de l’e´pice´a sur la couche infe´rieure.
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la convergence, le maillage est compose´ d’un peu plus de 40 000 e´le´ments triangulaires, ce qui
entraˆıne un couˆt de calcul conse´quent. Une vue du maillage e´le´ments finis re´alise´ est donne´e sur
la figure VIII.11. Le mode`le re´duit utilise´ est le mode`le de plaque e´paisse (ou Hencky-Mindlin).
VIII.4.2 Choix des inconnues
Dans ce qui suit, on souhaite identifier les composantes du tenseur des raideurs en contraintes
planes Q ainsi que les modules de cisaillement hors-plan GTR et GLR de l’e´pice´a constituant
la table d’harmonie. Trois difficulte´s majeures doivent eˆtre surmonte´es : (i) la ge´ome´trie de
la structure et l’orientation des fibres du bois ne permettent pas de postuler une quelconque
orthotropie spe´ciale du mate´riau ; (ii) plusieurs couches de bois sont pre´sentes ; (iii) l’orientation
des fibres du bois (et donc des axes d’orthotropie de celui-ci) varie dans l’espace, et cela est
re´alise´ a` partir de planches d’e´pice´a diffe´rentes. La prise en compte de la totalite´ des parame`tres
en tant qu’inconnues (orientation locale des fibres, proprie´te´s des diffe´rentes planches et des
diffe´rentes couches) ne semble pas un choix raisonnable. En conse´quence, on choisit ici de
re´duire le nombre de parame`tres.
En particulier, on suppose que le mate´riau employe´ est homoge`ne, c’est a` dire que toutes les
planches utilise´es pour la confection de la table ont les meˆmes proprie´te´s me´caniques. De plus,
on conside`re que les angles des diffe´rentes couches sont connus exactement. En conse´quence,
seulement 6 parame`tres restent a` de´terminer ; la matrice de raideur ge´ne´ralise´e du mode`le
formule´ prend alors la forme suivante :
K = QLLKQLL + QRR KQRR + QLR KQLR +GLR KGLR +GLTKGLT +GTR KGTR (VIII.4.1)
ou` les matrices Kp prennent en compte la rotation des tenseurs de raideur en contraintes planes
(voir annexe B.1, expressions (B.1.14) et (B.1.15)), la forme des diffe´rents tenseurs de raideurs
ge´ne´ralise´s A, B, D et F du mode`le de plaque e´paisse (voir annexe C.2, expressions (C.2.25),
(C.2.26), (C.2.27) et (C.2.28)) ainsi que la me´thode d’assemblage de la matrice du mode`le
e´le´ments finis (voir annexe A.2, expression A.2.27).
VIII.4.3 Identification
L’identification propose´e ici se concentre, comme dans le cas de la planche d’e´pice´a pre´-
sente´e au chapitre V, sur la minimisation des e´carts entre les valeurs propres nume´riques et
expe´rimentales : les modes propres nume´riques et expe´rimentaux identifie´s ne sont quant a` eux
utilise´s seulement pour faire correspondre les deux bases modales par le crite`re de MAC.
Par rapport au cas e´le´mentaire pre´sente´ au chapitre V, des diffe´rences importantes doivent
eˆtre souligne´es : (i) les conditions aux limites applique´es ont un effet plus important sur la
re´ponse transitoire libre mesure´e : les premiers modes sont particulie`rement influence´s par ces
conditions aux limites, ce qui se cararcte´rise par un fort amortissement de ces modes ; (ii) les
contributions des diffe´rents parame`tres sont beaucoup moins bien se´pare´es que dans le cas de
l’e´chantillon d’e´pice´a, pour lequel certains modes correspondaient a` une de´formation purement
longitudinale, d’autres une de´formation purement transverse, etc. Dans le cas pre´sent, l’aspect
multicouche et la variation des proprie´te´s me´caniques tend a` me´langer toutes les contributions.
Le proble`me inverse est dons beaucoup moins bien conditionne´.
En conse´quence, plusieurs choix supple´mentaires concernant la re´gularisation du proble`me
sont pris. Le premier consiste a` e´carter l’amortissement du proble`me et a` re´aliser l’identi-
fication de parame`tres re´els a` partir de la minimisation des e´carts en fre´quence seulement
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QLL QRR QLR GLR GLT GTR
Initial Re{•} 11245 247 110 903 903 120
Identifie´ Re{•} 12710± 340 215± 30 25± 130 880± 40 660± 100 260± 60
Table VIII.1 – Re´sultat de l’identification. Raideurs en MPa.
(sans l’amortissement). Le deuxie`me consiste, pour pallier au proble`me de conditionnement, a`
amortir l’algorithme de descente (voir section V.3, expression (V.3.30)). A chaque ite´ration de
l’algorithme, seulement 10 % de la direction de descente est utilise´e lors de la mise a` jour des
parame`tres. Cela permet d’e´viter les oscillations de l’algorithme autour d’une minimum local
faiblement contraste´. Enfin, on choisit de favoriser les modes plus haute fre´quence en utilisant
la ponde´ration propose´e en fre´quence (expression (V.3.29)). Dans cette dernie`re expression, le
parame`tre de ponde´ration est choisit tel que α = 0.8. Ensuite, la forme complexe des modes ex-
pe´rimentaux (agencement des ventres et lignes nœudales) peut entraˆıner une faible corre´lation
de ceux-ci avec les modes nume´riques ; pour cela, il est choisi de conside´rer deux modes corre´le´s
a` plus de 50 % (crite`re de MAC) comme e´quivalents. Enfin, il a e´te´ remarque´ lors de l’analyse
modale que certains modes de la structure avaient e´te´ manque´s ; dans l’objectif d’assurer que
chaque mode expe´rimental puisse avoir son e´quivalent nume´rique, on choisit de calculer 140
modes nume´riques a` chaque ite´ration (pour 80 modes expe´rimentaux disponibles). Ces choix
influent bien suˆr sur les re´sultats de l’identification ; quantifier cette influence repre´sente une
perspective de travail ne´cessaire.
Les 80 modes expe´rimentaux identifie´s sont injecte´s dans le proble`me de minimisation afin
d’identifier les 6 parame`tres QLL, QRR, QLR, GLR, GLT et GTR. L’initialisation est faite sur
les proprie´te´s mate´riau identifie´es sur l’e´chantillon d’e´pice´a (voir section V.4, tableau V.2).
Seules la partie re´elle de ces valeurs est prise en compte. Le crite`re de convergence est fixe´ tel
1 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100105110115120125130135140
1
5
10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
Mode nume´rique
M
o
d
e
ex
p
e´r
im
en
ta
l
Figure VIII.12 – Matrice de MAC apre`s identification.
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Figure VIII.13 – E´carts relatifs en fre´quence apre`s identification.
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Figure VIII.14 – Sensibilite´s normalise´es des donne´es modales dans la configuration finale
identifie´e, et face aux parame`tres QLL (rouge), QRR (jaune), QLR (vert), GLR (cyan), GLT
(bleu) et GTR (violet).
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1 11.0 | 9.1 (84.1%) 2 16.3 | 13.2 (84.9%) 3 23.1 | 23.9 (93.2%)
4 24.2 | 22.4 (71.2%) 5 28.1 | 25.9 (77.3%) 6 33.0 | 33.6 (97.5%)
7 41.8 | 40.4 (87.9%) 8 46.0 | 45.7 (87.3%) 9 47.4 | 47.6 (92.9%)
10 51.6 | 51.5 (93.2%) 11 60.8 | 61.8 (93.9%) 12 67.3 | 65.0 (91.0%)
13 73.7 | 74.9 (96.5%) 14 77.6 | 78.5 (97.8%) 15 82.1 | 83.6 (94.8%)
16 87.9 | 87.1 (93.3%) 17 96.1 | 95.0 (68.3%) 18 97.6 | 98.6 (75.8%)
19 103.7 | 105.7 (95.7%) 20 115.7 | 116.8 (88.9%) 21 117.3 | 119.5 (90.9%)
22 125.4 | 124.4 (88.4%) 23 128.0 | 130.9 (94.2%) 24 135.2 | 135.7 (97.1%)
25 140.8 | 142.4 (90.3%) 26 147.4 | 149.2 (95.2%) 27 160.6 | 162.3 (78.1%)
Figure VIII.15 – Comparaison des modes - I. Le´gende : fexpr | fnumr (MAC).
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28 163.8 | 164.8 (83.0%) 29 166.6 | 167.2 (64.8%) 30 169.3 | 171.4 (74.1%)
31 179.0 | 179.8 (92.7%) 32 200.3 | 203.6 (96.4%) 33 208.9 | 209.0 (87.6%)
34 214.2 | 215.3 (65.4%) 35 215.9 | 218.5 (68.6%) 36 220.2 | 221.3 (91.3%)
37 226.1 | 228.6 (97.2%) 38 230.6 | 234.3 (87.5%) 39 242.3 | 244.7 (93.2%)
40 251.1 | 249.1 (92.0%) 41 257.8 | 260.7 (83.8%) 42 267.2 | 269.9 (81.2%)
43 270.6 | 271.4 (77.7%) 44 273.9 | 277.1 (85.6%) 45 277.3 | 279.4 (79.1%)
46 281.8 | 283.4 (88.7%) 47 298.8 | 301.0 (74.9%) 48 303.4 | 304.9 (83.9%)
49 314.9 | 321.4 (81.1%) 50 328.2 | 327.9 (67.2%) 51 333.4 | 337.5 (68.9%)
52 340.8 | 345.5 (90.9%) 53 348.6 | 351.3 (81.2%) 54 354.6 | 355.0 (81.4%)
Figure VIII.16 – Comparaison des modes - II. Le´gende : fexpr | fnumr (MAC).
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55 363.3 | 367.2 (74.6%) 56 371.7 | 372.9 (78.4%) 57 373.4 | 376.3 (86.9%)
58 382.3 | 385.1 (80.2%) 59 387.8 | 393.1 (79.9%) 60 403.0 | 405.5 (74.9%)
61 413.6 | 419.9 (71.7%) 62 417.3 | 417.0 (52.7%) 63 432.9 | 433.5 (77.6%)
64 440.8 | 442.9 (69.2%) 65 449.8 | 455.4 (61.8%) 66 489.7 | 494.2 (74.7%)
67 497.8 | 500.7 (83.7%) 68 507.2 | 515.1 (81.9%) 69 520.0 | 531.1 (78.2%)
70 528.2 | 525.8 (68.7%) 71 629.5 | 630.4 (72.6%) 72 646.3 | 650.1 (66.1%)
73 671.6 | 678.4 (76.6%) 74 687.8 | 689.6 (57.9%) 75 712.5 | 719.2 (55.4%)
76 769.8 | 771.0 (54.5%) 77 791.2 | 801.8 (61.8%)
Figure VIII.17 – Comparaison des modes - III. Le´gende : fexpr | fnumr (MAC).
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que ‖δp‖ < 0.1 MPa. Ce crite`re est atteint apre`s 24 ite´rations et me`ne a` l’identification des
parame`tres liste´s dans le tableau VIII.1.
Les diffe´rentes figures qui suivent permettent de donner une ide´e de la pertinence des pa-
rame`tres identifie´s ainsi que d’expliquer l’incertitude qui leur est associe´e. Tout d’abord, sur
la figure VIII.12 est repre´sente´e la matrice de MAC correspondant a` la dernie`re ite´ration de
l’algorithme de descente. La comparaison de cette matrice avec celle obtenue dans le cas de
l’e´chantillon d’e´pice´a (chapitre V, figure V.13) permet d’observer que plus de termes significa-
tifs sont pre´sents en dehors de la diagonale (au sens de la valeur la plus forte a` chaque ligne).
Ceci est du a` la forte complexite´ des modes expe´rimentaux, ceux-ci pouvant en conse´quence
eˆtre corre´le´s de fac¸on significative avec plusieurs modes nume´riques. Ensuite, on peut observer
que certains modes expe´rimentaux ont e´te´ manque´s, notamment entre les modes 32, 33 et 49,
50. A partir du mode 62, de nombreux modes ont e´te´ manque´s. Ce re´sultat est inte´ressant car
il montre la possibilite´ d’ite´rer : sur la base de la connaissance des modes manque´s, il serait
possible de re-travailler sur le diagramme de stabilisation afin d’extraire ceux-ci expe´rimenta-
lement.
La figure VIII.13 repre´sente les erreurs relatives en fre´quence apre`s identification. On peut
remarquer que ces erreurs sont globalement infe´rieures a` 2 %, les modes 1 a` 8 et 13 mis a` part.
Ces derniers sont, comme on l’a e´voque´ plusieurs fois, influence´s par les conditions aux limites,
qui ne sont pas prises en compte dans le mode`le ; cela explique en partie l’erreur observe´e.
Sur la figure VIII.14 sont re´pre´sente´es les sensibilite´s des donne´es modales nume´riques face
a` la perturbation des parame`tres a` identifier, correspondant a` la dernie`re ite´ration de l’algo-
rithme de descente. L’observation de la sensibilite´ des valeurs propres λr est e´vocatrice : cette
sensibilite´ est quasiment inde´pendante du mode. En conse´quence, la matrice des sensibilite´ est
mal conditionne´e. Cela explique les fortes incertitudes relatives estime´es sur les parame`tres QLR
(520 %), GLT (15 %) et GTR (23 %). Une fois de plus, on remarque que la sensibilite´ des vecteurs
propres qr est diffe´rente de celle des valeurs propres : inte´grer ceux-ci dans la fonction objectif
pourrait de nouveau permettre d’ame´liorer la qualite´ des estimations.
Enfin, les figures VIII.15, VIII.16 et VIII.17 donnent la comparaison entre les modes expe´-
rimentaux (a` gauche) et nume´riques (a` droite), ainsi que les fre´quences qui leur sont associe´es.
Malgre´ leur forme complexe, certains modes sont tre`s similaires (voir modes 13 , 19 , 24 , 37
a` 39 , etc.). La corre´lation moyenne des modes expe´rimentaux et nume´riques est de 81 %.
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VIII.5 Analyse en vecteurs d’onde
Cette dernie`re section pre´sente les re´sultats de l’application de l’analyse en vecteurs d’onde
propose´e au chapitre VII sur la re´ponse de la table d’harmonie du SP190// mesure´e. Une analyse
locale est re´alise´e, permettant de mesurer la dispersion des ondes sur un sous-domaine de la
structure. La surface de dispersion obetnue est utilise´e pour identifier les raideurs ge´ne´ralise´es
locales du mode`le de plaque mince anisotrope. Les re´sultats obtenus sont compare´s avec des
re´sultats the´oriques.
Dans les de´veloppements qui suivent, les de´tails concernant l’analyse en vecteurs d’onde sont
succinctement e´voque´s. Pour des explications plus pre´cises du fonctionnement de la me´thode,
le lecteur est renvoye´ au chapitre VII.
VIII.5.1 Extraction locale
De fac¸on a` appliquer L’analyse en vecteurs d’onde, la transforme´e de Fourier en temps de
la re´ponse transitoire libre mesure´e est prise ; cela permet d’obtenir une collection de re´ponses
harmoniques de la structure. Sur chacune de ces re´ponses harmonique est ensuite applique´e
l’analyse en vecteurs d’onde. On choisit ici de limiter le domaine de l’e´tude entre 50 Hz et
1750 Hz : plus bas en fre´quence, les grandes longueurs d’onde implique´es entraˆınent une forte
incertitude sur la de´termination des vecteurs d’onde a` l’aide de la me´thode ESPRIT. Plus haut
sur le spectre (au dessus de 1800 Hz), le niveau de signal-a`-bruit est juge´ insuffisant. Finalement,
3400 re´ponses harmoniques de la table sont disponibles, la me´thode s’appliquant sur chacune
d’entre elles. L’application locale de la me´thode d’analyse en vecteurs d’onde se de´roule en trois
e´tapes : (i) choix des dimensions de la feneˆtre d’e´tude ; (ii) extraction des vecteurs d’onde avec
la me´thode ESPRIT ; (iii) se´lection des donne´es pertinentes a` l’aide de crite`res de confiance.
Choix de la feneˆtre d’e´tude De manie`re a` re´aliser une analyse locale de la dispersion des
ondes dans la structure, l’analyse en vecteurs d’onde est applique´e par sous-domaines. Le choix
de la taille de ce sous-domaine (feneˆtre d’analyse) est un compromis entre : (i) le souhait de
caracte´riser localement la structure (donc sur la base d’une feneˆtre re´duite) ; (ii) la ne´cessite´
d’estimer les vecteurs d’onde avec une re´solution satisfaisante (celle-ci augmentant avec la taille
de le feneˆtre d’e´tude).
Ici, c’est l’aspect local de la caracte´risation qui est privile´gie´. La taille du sous-domaine
choisie est donc une feneˆtre carre´e de 6 × 6 points de mesure, ce qui repre´sente une zone
d’environ 15 cm de coˆte´ (voir maillage de mesure en figure VIII.4).
Le choix d’une feneˆtre aussi re´duite entraˆıne l’identification de vecteurs d’onde non physiques
(cad. trop e´loigne´s de la surface de dispersion). On donne donc plus bas trois crite`res permettant
de se´lectionner les vecteurs d’onde physiques a` conserver pour l’identification des proprie´te´s
locales de la structure.
Application de la me´thode ESPRIT Une fois les dimensions de la feneˆtre d’analyse choi-
sies, la me´thode ESPRIT est applique´e : (i) sur chacune des 3400 re´ponses harmoniques dis-
ponibles ; (ii) pour chacune des 1060 feneˆtres de 6 × 6 points qui peuvent eˆtre de´finies sur le
maillage de mesure.
De fac¸on a` juger de la pertinence des vecteurs d’onde extraits, l’incertitude sur ceux-ci est
quantifie´e par l’approche perturbative (voir chapitre IV, section IV.3).
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Pour le choix de l’ordre du signal, c’est le crite`re SAMOS qui est utilise´ (voir chapitre IV,
section IV.3). Celui-ci ne´cessite de fixer les ordres de signal candidats P parmis lesquels l’ordre
du signal R est choisi. Au vu de la taille de la feneˆtre d’analyse utilise´e, on se limite a` l’extraction
de 5 vecteurs d’onde au maximum. Les ordres candidats choisis sont donc tels que P ∈ [[ 1, 5 ]].
En tout, l’extraction des vecteurs d’onde locaux et de l’incertitude qui leur est associe´e est
donc re´alise´e pre`s de 4 millions de fois, pour un temps total de calcul de l’ordre de la dizaine
d’heure (sur un ordinateur personnel). Finalement, une collection de vecteurs d’onde est obtenue
pour chaque feneˆtre d’analyse de´finie, la taille de cette collection e´tant typiquement de l’ordre
de la dizaine de milliers.
Se´lection des donne´es pertinentes Sur la collection des vecteurs d’onde k˜r obtenus, une
partie contient des estimations non physiques ou tre`s incertaines : (i) correspondant a` des ondes
e´vanescentes (bords, sources) qu’il ne vaut mieux pas prendre en compte dans la proce´dure
d’identification qui suit ; (ii) e´tant associe´s a` une incertitude trop e´leve´e ; (iii) correspondant a`
des longueurs d’onde λ = 2pi/|k˜r| en dehors d’un domaine acceptable.
Trois crite`res de confiance peuvent alors eˆtre mis en œuvre pour se´lectionner les vecteurs
d’onde pertinents parmi la collection de vecteurs d’onde identifie´s. Tout d’abord, on se pro-
pose d’utiliser le crite`re sur le taux de de´croissance spatiale γr = Im
{
k˜r
}
/Re
{
k˜r
}
des ondes
identifie´es propose´ au chapitre VII, expression VII.2.10. Un taux de de´croissance spatiale trop
important de´note alors une onde fortement e´vanescente, que l’on de souhaite pas conserver.
Dans les re´sultats pre´sente´s ici, on a applique´ ce crite`re tel que γmax = 30%.
Ensuite, l’incertitude sur les vecteurs d’onde identifie´s, estime´e par le biais de l’approche
perturbative, est utilise´e pour ne conserver que les donne´es associe´es a` une incertitude rai-
sonnable. En particulier, on utilise ici l’e´cart-type relatif σ(k˜r)/‖k˜r‖ comme crite`re. Seuls les
vecteurs d’onde associe´s a` un e´cart-type relatif de moins de 30% sont conserve´s.
Enfin, un crite`re sur les longueurs d’onde λr = 2pi/‖k˜r‖ est formule´. En effet, on peut
conside´rer que les ondes identifie´es doivent se situer dans un domaine de longueur d’onde
acceptable. Ici, on conside`re qu’un vecteur d’onde associe´ a` une longueur d’onde plus grande
que la taille de la structure (inscrite dans un carre´ d’environ 1.5 m de cote´) n’est pas valide ;
cela permet de poser la borne infe´rieure |k˜r| > kmin, avec kmin = 4.2 rad/m. Pour la borne
supe´rieure, on utilise le crite`re de Nyquist : un vecteur d’onde trop proche de ce crite`re est
conside´re´ comme trop incertain. Pour cela, on se base sur l’espacement des points du maillage
de mesure (environ 3 cm). On choisit alors d’e´carter les vecteurs d’onde associe´s a` une longueur
d’onde infe´rieure ou e´gale a` trois fois le pas du maillage ; cela correspond au crite`re |k˜r| 6 kmax,
avec kmax = 63 rad/m.
Re´sultat Sur la figure VIII.18 sont illustre´s deux re´sultats obtenus sur deux feneˆtres d’analyse
diffe´rentes. La figure VIII.18a est un sche´ma de la table d’harmonie du SP190//, ou` l’orientation
des fibres de bois est de´note´e par des lignes (couche infe´rieure en lignes pleines et couche
supe´rieure en lignes pointille´es). La collection de vecteurs d’onde obtenue sur les feneˆtres bleue
et rouge sont repre´sente´es sur la figure VIII.18b. On suppose que sur le domaine conside´re´,
la structure se comporte comme une plaque mince ; la norme des vecteurs d’onde est donc
proportionnelle a` la racine carre´e de la fre´quence. De manie`re a` rendre les re´sultats plus lisibles,
on a repre´sente´ sur cette figure les re´sultats correspondant aux vecteurs d’onde normalise´s
k˜r(ω)/
√
ω ; cet indicateur est normalement invariant en fre´quence et permet de superposer
tous les re´sultats sur un meˆme diagramme polaire.
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(a) Orientation des fibres et position des
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Figure VIII.18 – Exemple de collection de vecteurs d’onde obtenue.
Les deux zones bleue et rouge correspondent a` deux configurations diffe´rentes de l’orientation
des couches d’e´pice´a. En particulier, la zone rouge correspond a` un cas pour lequel les fibres
se croisent quasiment perpendiculairement ; les vecteurs d’onde normalise´s identifie´s semblent
distribue´s sur un cercle. Au contraire, les vecteurs d’onde normalise´s associe´s a` la zone rouge
pre´sentent une certaine anisotropie : cela est duˆ au fait qu’a` cette position, les deux couches de
bois sont mieux aligne´es.
L’extraction locale des vecteurs d’onde par l’analyse propose´e permet donc d’obtenir une
collection de vecteurs d’onde comme celles repre´sente´es en figure VIII.18b pour chacune des
1060 feneˆtres que l’on a de´finit sur le maillage de mesure. Cette extraction ne ne´cessite aucune
hypothe`se sur le comportement de la structure ; en conse´quence, on peut imaginer identifier les
parame`tres de mode`les de plaques varie´s a` partir des collections de vecteurs d’onde obtenues.
VIII.5.2 Identification du comportement de plaque mince
On se restreint ici a` l’identification du comportement de plaque mince anisotrope e´quivalent
en flexion. On reprend pour cela la proce´dure propose´e au chapitre VII. Cette proce´dure formule
l’identification des composantes du tenseur de raideur spe´cifique en flexion de plaque mince sous
la forme d’une simple re´gression line´aire.
Cette proce´dure suppose toutefois que les comportements en flexion et en membrane de la
plaque soient de´couple´s ; cela permet notamment de rendre l’e´quation de dispersion des ondes
de flexion scalaire (voir chapitre II, expression II.3.12). Dans le cas de la table d’harmonie du
SP190//, ce n’est absolument pas le cas : la dissyme´trie des couches d’e´pice´a couple ces deux
me´canismes de de´formation. La conse´quence de ce couplage est un assouplissement global de
la plaque en flexion ; on peut donc s’attendre a` identifier, par cette proce´dure, des raideurs en
flexions sous-estime´es.
Seule la partie re´elle κ˜r des vecteurs d’onde identifie´s est utilise´e pour l’identification du
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comportement de plaque mince e´quivalent. On rappelle la formule de la raideur de plaque mince
de´couple´e en flexion spe´cifique e´quivalente B˜(θ), ou` θ est l’angle de propagation de l’onde, tel
que κ = k(θ)[c s], avec c = cos(θ) et s = sin(θ) :
B˜(θ) = ω
2
k(θ)4 =
c4 D11 + s4 D22 + 2c2s2 (D12 + 2D66) + 4c3sD16 + 4cs3 D26
M
(VIII.5.1)
ou` M = ρh est la masse surfacique de la plaque. Par une simple re´gression line´aire (ici effectue´e
au sens des moindres carre´s), les composantes de raideur en flexion e´quivalente normalise´es
D11/M , D22/M , D16/M , D26/M et le terme (D12+2D66)/M peuvent eˆtre estime´s sur la collection
de nombres d’onde k et angles θ associe´s vecteurs d’onde extraits k˜r. Cette proce´dure n’est pas
plus de´taille´e ici ; on trouvera de plus amples informations au chapitre VII.
La figure VIII.19 illustre l’identification du mode`le de plaque mince de´couple´e local a` partir
d’une des collections de vecteurs d’onde obtenues. Tout d’abord, les composantes Dαβ/M sont
identifie´es a` partir des vecteurs d’onde conserve´s (points rouges). A partir de ces composantes
est ensuite calcule´e la surface de dispersion associe´e au mode de flexion associe´ au mode`le de
plaque mince identifie´.
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Figure VIII.19 – Exemple de surface de dispersion reconstruite a` partir de l’identification
d’un mode`le de plaque mince de´couple´e sur une collection de vecteurs d’onde extraits
localement (points rouges).
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Figure VIII.20 – D11/M
Figure VIII.21 – D22/M
Figure VIII.22 – (D12 + 2D66)/M
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Figure VIII.23 – D16/M
Figure VIII.24 – D26/M
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Cette proce´dure est re´pe´te´e pour chacune des 1060 feneˆtres de´finies sur le maillage de mesure.
A la fin, une carte des 5 parame`tres D11/M , D22/M , D16/M , D26/M et le terme (D12 +2D66)/M
est obtenue. Sur certaines collections de vecteurs d’onde, les crite`res de se´lection propose´s ci-
avant ne suffisent pas a` e´carter les vecteurs d’onde non-physiques. En conse´quence, l’estimation
de ces parame`tres peut eˆtre entache´e d’une erreur importante en certains points de la carte
obtenue. Ici, l’identification est re´alise´e sur une structure dont la variation des proprie´te´s me´ca-
niques est relativement lente ; de plus, la largeur de la feneˆtre utilise´e pour l’analyse en vecteurs
d’onde ne justifie pas une variation tre`s localise´e des proprie´te´s me´caniques identifie´es, puisque
deux jeux de parame`tres identifie´s sur des feneˆtres voisines le sont a` partir de donne´es tre`s simi-
laires (un grande partie des deux feneˆtres est commune). En conse´quence, il est raisonnable de
mettre en œuvre une technique de moyennage pour re´duire l’effet des parame`tres mal estime´s.
Pour cela, on emploie ici un filtre me´dian, qui a l’avantage d’eˆtre robuste au bruit impulsif (ici,
une estimation des parame`tres localement tre`s diffe´rente des parame`tres estime´s aux points
voisins). Ce filtre me´dian est choisi de la taille de la feneˆtre et est applique´ directement sur la
carte des parame`tres identifie´s.
Les cartes des parame`tres sont repre´sente´es sur les figures de VIII.20 a` VIII.24. Les valeurs
identifie´es par analyse en vecteurs d’onde sont repre´sente´es a` chaque fois sur l’image de gauche ; a`
droite, on a repre´sente´ la raideur spe´cifique en flexion calcule´e a` partir des proprie´te´s me´caniques
identifie´es sur l’e´chantillon d’e´pice´a au chapitre V.
On remarque directement, a` partir des e´chelles de couleurs, que les valeurs the´oriques et
expe´rimentales diffe`rent sensiblement. Cela est d’autant plus visible sur la figure VIII.22, qui
correspond eu terme couple´ (D12 + 2D66)/M : celui-ci de´crit pour partie l’effet Poisson, qui a
en re´alite´ peu d’influence sur les vecteurs d’onde. L’incertitude qui lui est associe´e est donc tre`s
importante. Cette observation rejoint d’ailleurs l’application pre´sente´e au chapitre VII sur une
plaque mince stratifie´e (voir figure VII.14).
Les diffe´rences observe´es sont en fait en grande partie dues a` la non prise en compte du
couplage membrane-flexion dans le proble`me d’identification : le mode`le de plaque identifie´ est
un mode`le e´quivalent, dans lequel seul le tenseur des raideurs en flexion D intervient. En re´alite´,
le couplage entraˆıne le fait que les trois tenseurs A, B et D (voir chapitre II, expression II.3.6)
entrent en compte dans l’e´quation de dispersion des ondes de flexion. En particulier, le cou-
plage membrane-flexion entraˆıne un assouplissement global du comportement en flexion : cela
correspond bien a` ce qui est identifie´, les valeurs expe´rimentales e´tant globalement infe´rieures
aux valeurs the´oriques. Pour identifier correctement les proprie´te´s locales du mate´riau, il serait
donc indispensable de prendre le couplage en compte.
Malgre´ les fortes diffe´rentes observe´es sur les composantes du tenseur de raideur identifie´es,
les tendances de l’e´volution spatiale de ces parame`tres semblent respecte´es.
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VIII.6 Conclusion
Dans ce chapitre ont e´te´ applique´es a` la table d’harmonie du piano a` queue Stephen Paulello
SP190// les diffe´rentes contributions propose´es tout au long du manuscrit. Tout d’abord, la me-
sure de la re´ponse transitoire de la structure a e´te´ re´alise´e a` l’aide du dispositif de vibrome´trie
robotise´ propose´ au chapitre III. Celui-ci a permis l’acquisition de la vitesse hors-plan instan-
tane´e de la structure le long d’un maillage de 1630 points re´partis uniforme´ment sur la surface
de celle-ci. Les diffe´rentes e´tapes menant a` la re´alisation de cette mesure ont e´te´ discute´es.
Ensuite, la proce´dure d’analyse modale de´veloppe´e au chapitre V et utilisant la me´thode
ESPRIT propose´e au chapitre IV a e´te´ applique´e afin d’extraire les donne´es modales de la struc-
ture : modes, fre´quences et amortissement modaux. Pour le choix des composantes a` conserver,
un crite`re base´ sur la stabilisation de l’amortissement a e´te´ mise en œuvre ; ce meˆme indica-
teur a e´galement e´te´ utilise´ pour estimer les incertitudes sur les fre´quences et amortissements
identifie´s. En tout, 80 modes ont e´te´ extraits de la re´ponse transitoire libre de la structure.
Dans un troisie`me temps, les donne´es modales expe´rimentales obtenues ont e´te´ utilise´es
pour exprimer un proble`me inverse, comme propose´ au chapitre V, section V.3. La re´solution
de ce proble`me inverse aux valeurs propres a permis de montrer la possibilite´ d’identifier les
six composantes du tenseur des raideurs associe´es au comportement suppose´ orthotrope de
l’e´pice´a. Il a e´te´ montre´ que la sensibilite´ des valeurs propres entrant dans la fonction objectif
du proble`me inverse est, dans le cas de la table d’harmonie du SP190//, tre`s peu de´pendante du
nume´ro du mode. Cela entraˆıne donc un mauvais conditionnement du proble`me inverse, d’ou`
une forte incertitude sur les parame`tres identifie´s.
Enfin, l’analyse en vecteurs d’onde locale, pre´sente´e au chapitre VII, a e´te´ applique´e a` la
collection de re´ponses harmoniques de la structure disponibles. Diffe´rents crite`res permettant le
choix des vecteurs d’onde a` conserver ont e´te´ donne´s et mis en œuvre. Il a ensuite e´te´ propose´
d’identifier localement un mode`le de plaque mince de´couple´e. Les cartographies spatiales des
parame`tres identifie´es ont e´te´ illustre´es et compare´es a` des valeurs the´oriques. On a souligne´
l’importance de prendre en compte le mode`le de plaque mince complet dans le but d’identifier
correctement les proprie´te´s mate´riau locales.

Conclusion ge´ne´rale et perspectives
Pour conclure, on propose un re´sume´ succinct de chaque chapitre du manuscrit, suivi a`
chaque fois de perspectives de travail plus ou moins avance´es et qui pourraient consister en une
poursuite inte´ressante des travaux propose´s.
Partie A : Etude et mode´lisation
La premie`re partie du manuscrit a e´te´ consacre´e a` l’e´tude et la mode´lisation de la propagation
des ondes dans les structures e´lance´es dont la section caracte´ristique est he´te´roge`ne et compose´e
de mate´riaux viscoe´lastiques anisotropes. Cela a permis de caracte´riser l’effet des diffe´rentes
complexite´s de la structure sur les me´canismes re´gissant le transport de l’information me´canique
a` travers celle-ci.
Propagation des ondes dans les structures e´lance´es
Le chapitre I a consiste´ en la synthe`se des diffe´rentes solutions de re´fe´rence associe´es a` la
propagation des ondes dans les structures. La complexite´ des structures d’inte´reˆt a e´te´ introduite
progressivement, menant au final a` l’imple´mentation de deux sche´mas e´le´ments finis spectraux
permettant le calcul des surfaces de dispersion caracte´ristiques des plaques composites et des
poutres de section quelconque. La dernie`re section du chapitre a e´te´ consacre´e a` des e´tudes de
cas, permettant de mettre en lumie`re, sur la base de l’observation des surfaces de dispersion
et des profils des champs me´caniques associe´s a` chaque mode, l’influence des complexite´s de la
structure (anisotropie, stratification, me´canismes de perte).
L’e´tude mene´e a permis d’aborder les autres aspects du travail (formulation de mode`les
re´duits, conception de dispositifs expe´rimentaux, proposition de me´thodes inverses) d’un regard
averti. En effet, la connaissance des phe´nome`nes associe´s a` la propagation des ondes dans les
structure permet de formuler et critiquer des mode`les re´duits de structure, qui se basent sur
une identification des me´canismes dominants du mouvement. Ensuite, l’estimation qu’il est
possible de faire des longueurs d’onde implique´es dans la re´ponse en dynamique d’une structure
sur un domaine fre´quentiel donne´ permet de dimensionner les maillages mis en œuvre dans les
mesures plein-champ. Enfin, la connaissance acquise sur la ge´ome´trie caracte´ristique des surfaces
de dispersion associe´es a` chaque type d’onde permet d’interpre´ter les re´sultats expe´rimentaux
obtenus par la me´thode d’analyse en vecteurs d’onde pre´sente´e dans les chapitres VI et VII.
Surfaces de dispersion et correction des mode`les re´duits
Dans le chapitre II ont e´te´ de´rive´es les e´quations de dispersion caracte´ristiques des mode`les
de plaque e´paisse (Hencky-Mindlin), plaque mince (Kirchhoff), poutre e´paisse (Timoshenko) et
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poutre mince (Euler-Bernouilli). La comparaison de ces surfaces de dispersion avec les re´sultats
de re´fe´rence obtenus par le biais des sche´mas e´le´ments finis pre´sente´s au chapitre I a permis
d’aborder la proble´matique de la correction de ces mode`les. En particulier, on a montre´ la
ne´cessite´ de corriger le comportement en cisaillement hors-plan obtenu lors de la formulation
des mode`les de plaque et poutre e´paisses. Dans le cas des structures caracte´rise´es par une section
homoge`ne, ce comportement est corrige´ de fac¸on satisfaisante avec l’utilisation du coefficient
correcteur ξ2 = pi2/12. Dans le cas des plaques sandwich, on a montre´ que l’utilisation d’une
loi de me´lange formule´e comme l’inverse de l’inte´grale des souplesses sur la section permet de
corriger le comportement du mode`le a` la fois en raideur et en amortissement. On a e´galement
montre´ la ne´cessite´ de corriger le comportement en torsion des mode`les de poutres.
La de´marche adopte´e (comparaison des surfaces de dispersion caracte´ristiques des mode`les
re´duits avec les re´sultats de re´fe´rence) peut s’appliquer a` la formulation et la correction de
nombreux mode`les de structures. En particulier, il pourrait eˆtre inte´ressant d’appliquer ce
travail a` la validation de mode`les plus e´labore´s, comme les mode`les multiparticulaires (ou layer-
wise). Ceux-ci pre´sentent en effet des avantages inte´ressants pour l’identification des structures,
car ils pourraient permettre d’identifier correctement les proprie´te´s de diffe´rentes couches d’un
stratifie´, voir de caracte´riser le comportement des interfaces entre ces couches.
Lors de la de´rivation des e´quations de dispersion associe´es au mode`le de plaque mince
a e´galement e´te´ e´voque´e la possibilite´ d’utiliser la formulation polaire de l’e´lasticite´ plane.
Les e´quations obtenues montrent alors de fac¸on explicite la de´pendance du vecteur d’onde en
fonction de l’angle de propagation de l’onde. Les re´sultats pre´sente´s a` ce sujet concernent un
travail en cours.
Partie B : Dispositif de mesure plein champ robotise´
La seconde partie du manuscrit a e´te´ consacre´e a` la pre´sentation d’un dispositif de mesure
robotise´. Celui-ci permet d’acque´rir le champ de vitesse tridimensionnel instantane´ le long d’un
maillage de points sur la surface d’une structure. Le dispositif propose´ introduisant l’utilisation
d’un bras robot industriel 6 axes, une discussion sur les implications de ce type de manipulateur
dans le cadre d’expe´rimentations a e´te´ donne´e. De fac¸on a` faciliter la conception des expe´riences
utilisant ce dispositif, une solution logicielle a e´te´ imple´mente´e et de´crite. Celle-ci permet la
mode´lisation et la pre´-visualisation de l’expe´rience dans un environnement virtuel ainsi que
l’acquisition et le traitement des signaux de fac¸on automatise´e. Graˆce a` la solution propose´e,
la mesure de la re´ponse de structures de ge´ome´tries varie´es peut eˆtre re´alise´e sans intervention
manuelle de l’utilisateur. Un cas d’application a e´te´ pre´sente´, concernant la mesure du champ
de vitesse tridimensionnel d’une poutre apre`s impact. Les de´forme´es modales, extraites a` l’aide
de la me´thode d’analyse modale propose´e au chapitre V, ont e´te´ compare´es a` leur e´quivalent
nume´rique. La corre´lation entre re´sultats expe´rimentaux et nume´riques a permis de juger de la
pertinence des mesures obtenues.
Ce dispositif, a` l’origine de´veloppe´ pour un besoin ponctuel, a finalement fournit la quasi-
totalite´ des donne´es expe´rimentales pre´sente´es dans ce manuscrit. Quelques pistes de travail
peuvent eˆtre e´voque´es. Tout d’abord, il est dore´navant possible d’estimer la variance des mesures
a` partir des diffe´rentes re´pe´titions de celles-ci. Cette possibilite´ n’a pas e´te´ illustre´e ici, mais
permettrait, dans les me´thodes inverses, d’accorder un degre´ de confiance a` chaque point de
mesure associe´ a` la variance estime´e. Cela pourrait permettre de re´duire le biais duˆ, par exemple,
au bruit optique caracte´ristique du vibrome`tre laser doppler utilise´.
Une autre perspective de travail consiste en la ge´ne´ralisation de l’utilisation de bras robots
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pour la conception des expe´riences en ge´ne´ral. En effet, les robots industriels permettent de
placer les capteurs avec une bonne pre´cision (avec une incertitude sur la position typiquement
infe´rieure au millime`tre). De nombreux dispositifs expe´rimentaux pourraient profiter de ce gain
de pre´cision et de l’automatisation du positionnement ; on peut par exemple citer, pour rester
dans le domaine de l’acoustique, la mesure intensime´trique, ou encore de puissance acoustique
rayonne´e. On peut e´galement e´voquer la possibilite´ d’utiliser ce moyen de positionnement en
ste´re´ovision. Et pour aller plus loin, on peut e´galement e´voquer l’ide´e de concevoir des essais
quasi-statiques multiaxiaux a` l’aide de bras robots.
Partie C : Formulation de me´thodes inverses
La troisie`me partie du manuscrit, compose´e de quatre chapitres, a e´te´ consacre´e a` la formu-
lation de me´thodes inverses permettant d’aborder l’identification des structures auxquelles ce
travail s’inte´resse. Un mode`le de signal ge´ne´ral de la re´ponse libre des structures a e´te´ formule´
(re´ponse transitoire libre, zone sans chargement en re´gime harmonique), base´ sur une de´com-
position en fonctions exponentielles oscillantes. Les proce´dures inverses propose´es ont alors e´te´
formule´es comme l’inversion du proble`me aux valeurs propres de´finissant les parame`tres de ces
exponentielles.
Me´thode ESPRIT unifie´e
Tout d’abord, une me´thode ESPRIT unifie´e a e´te´ propose´e, permettant d’identifier sur une
re´ponse mesure´e de structure les parame`tres du mode`le de signal (vecteurs d’onde complexes et
amplitudes complexes). Celle-ci tente de prendre en compte un certain nombre de de´veloppe-
ments propose´s par la communaute´ du traitement de signal afin de permettre son application
aux mesures plein-champ : prise en compte de la totalite´ des donne´es expe´rimentales, possibilite´
de traiter des signaux multidimensionnels, strate´gie de de´cimation. La question de la quantifica-
tion des incertitudes a e´galement e´te´ aborde´e, par la de´rivation de la sensibilite´ des parame`tres
estime´s aux perturbations du mode`le de signal. Cette e´tude a e´galement e´te´ le moyen d’e´tudier
l’influence de diffe´rents parame`tres intrinse`ques a` la me´thode (i.e facteur de lissage spatial,
de´cimation) sur les performances de celle-ci. Enfin, diffe´rents crite`res de se´lection de l’ordre du
mode`le de signal ont e´te´ pre´sente´s.
Les perspectives de travail autour de cette me´thode sont nombreuses. Tout d’abord, celle-ci
inte`gre la possibilite´ d’utiliser de multiples invariances de la grille de mesure pour estimer les
vecteurs d’onde. Les expressions de la sensibilite´ des vecteurs propres de´rive´es dans la section
IV.3 permettent de prendre en compte ces invariances, mais aucun re´sultat sur le gain en perfor-
mance duˆ a` cette strate´gie n’a e´te´ pre´sente´ ; de plus, l’utilisation de multiples invariances n’est
pas mise en œuvre dans le travail pre´sente´. Un travail inte´ressant consisterait en conse´quence
a` e´tudier l’effet de l’utilisation de plusieurs invariances sur les performances de la me´thode.
Un des proble`mes souleve´s lors des de´veloppements consacre´s a` la pre´sentation de la me´-
thode ESPRIT unifie´e concerne l’ambigu¨ıte´ quant au signe des composantes du vecteur d’ondes
associe´es aux dimensions du mode`le en cosinus. Un travail reste a` effectuer pour re´soudre cette
ambiguite´.
Enfin, la formulation de la me´thode ESPRIT pre´sente´e passe par un mode`le de signal ma-
triciel, qui oblige a` vectoriser le tableaux des donne´es (pour former le vecteur des donne´es,
voir expression IV.2.13). Or cette manipulation entraˆıne la perte de la structure du tableau ;
complexifiant fortement les de´veloppements et l’imple´mentation de la me´thode. Il existe en
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re´alite´ des formulation tensorielles de la me´thode ESPRIT [182], qui permettraient suˆrement
de simplifier la de´rivation de la me´thode.
Analyse modale et identification inverse
Ensuite, une premie`re application de la me´thode pour l’analyse modale a e´te´ pre´sente´e dans
le chapitre V. Dans ce cas pre´cis, les crite`res de se´lection de l’ordre du signal sont difficiles
a` appliquer ; on a donc pre´sente´ quelques crite`res de stabilite´ permettant d’aiguiller le choix
des modes a` conserver. Ensuite, on a pre´sente´ une proce´dure d’identification formule´e sur la
base d’un proble`me aux valeurs propres inverse. Les parame`tres a` identifier, qui entrent dans
la construction des matrices caracte´risant le proble`me inverse, sont estime´s par la minimisation
des e´carts entre les donne´es modales expe´rimentales et nume´riques. Cette minimisation est
re´alise´e a` l’aide d’une me´thode de descente de gradient. L’expression analytique de ce gradient
a e´te´ de´rive´e d’une e´tude de sensibilite´. La re´gularisation du proble`me a e´te´ discute´e, base´e
notamment sur la ponde´ration des diffe´rentes erreurs et/ou l’amortissement de l’algorithme de
descente. Tout au long de la pre´sentation, une discussion sur la quantification des incertitudes
a e´te´ mene´e. Un indicateur permettant d’estimer l’intervalle de confiance associe´ a` chaque
parame`tre identifie´ a e´te´ donne´. Enfin, le chapitre s’est termine´ par l’application de la me´thode
propose´e a` l’identification des proprie´te´s viscoe´lastiques d’un e´chantillon d’e´pice´a, mode´lise´ a`
l’aide d’un comportement isotrope transverse hyste´re´tique. Un tre`s bon accord entre les donne´es
modales expe´rimentales et nume´riques a e´te´ obtenu.
Plusieurs perspectives de travail peuvent eˆtre e´voque´es concernant cette me´thode. Tout
d’abord, il semble primordial de prendre en compte l’erreur sur les modes dans la fonctionnelle
a` minimiser. On a en effet montre´ que la sensibilite´ des modes est diffe´rente de la sensibilite´
des valeurs propres, et permettrait par exemple de re´duire l’incertitude sur l’identification des
composantes du tenseur des raideurs associe´es a` l’effet Poisson. Toutefois, la prise en compte
des erreurs sur les modes doit eˆtre faite de fac¸on correcte, de fac¸on a` ne pas privile´gier ceux-ci
par rapport a` l’e´cart sur les valeurs propres. Les me´thodes de quantification des incertitudes
propose´es consistent en un travail en cours ; l’identification des diffe´rentes sources d’incertitudes
ainsi que la formulation d’estimateurs permettant de quantifier leur effet consiste donc en une
perspective de travail inte´ressante. On a e´galement e´voque´ l’ide´e d’inte´grer des parame`tres spe´-
cifiques aux conditions aux limites dans le proble`me, de fac¸on a` pouvoir appliquer la me´thode
dans des conditions expe´rimentales plus re´alistes (applications in-situ). L’ajout de ces para-
me`tres permettrait en effet de se´parer l’effet des condition aux limites de l’effet des proprie´te´s
mate´riau a` identifier sur les donne´es modales obtenues.
Analyse en nombres d’onde
Dans le chapitre VI, reproduisant un article paru au Journal of Sound and Vibration, a e´te´
pre´sente´e une me´thode d’analyse en nombres d’onde utilisant la me´thode ESPRIT propose´e.
Celle-ci s’applique a` la re´ponse harmonique des poutres, et permet l’identification des modules
de Young et de cisaillement complexes apparents de celle-ci. Contrairement a` l’analyse mo-
dale, l’identification est re´alise´e inde´pendamment des conditions aux limites applique´es sur la
structure. La me´thode propose´e a e´te´ compare´e a` deux me´thodes d’analyse en nombre d’onde
existantes (IWC et Mc.Daniel), ce qui a permis de montrer (i) son pouvoir de se´paration des
diffe´rents types d’onde ; (ii) son efficacite´ computationnelle.
La me´thode ESPRIT formule´e au chapitre IV permet de prendre en compte un mode`le
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en cosinus ; ce mode`le pre´sente un avantage important pour l’analyse en nombre d’onde, car
il permet de contraindre les nombres d’onde associe´es a` deux ondes de meˆme nature et se
propageant en sens inverse a` eˆtre e´gaux. Dans le mode`le en exponentielles amorties utilise´ dans
ce chapitre, cette contrainte est absente ; cela est responsable du comportement instable de
l’identification re´alise´e en basse fre´quence (voir figure VI.7b). Il a e´te´ observe´ que l’utilisation
du mode`le en cosinus ame´liore les performances de la me´thode propose´e en basse fre´quence ; ce
re´sultat n’a toutefois, faute de temps et d’espace, pas e´te´ pre´sente´ ici.
Analyse en vecteurs d’onde
Le chapitre VII a consiste´ en la reproduction d’un article soumis au Journal of Sound and
Vibration pre´sentant une me´thode originale d’analyse en vecteurs d’onde utilisant e´galement
la me´thode ESPRIT propose´e. Cette analyse s’applique a` la re´ponse harmonique des plaques
en ge´ne´ral. La pre´sentation a principalement consiste´ en l’illustration des possibilite´s offertes
par la me´thode en terme de caracte´risation du comportement dynamique de plaques compo-
sites. Trois cas expe´rimentaux ont e´te´ propose´. Le premier a concerne´ la caracte´risation d’une
plaque sandwich carbone/mousse haute densite´. La possibilite´ de se´parer les diffe´rents types
d’ondes se propageant dans la plaque (i.e. flexion, membrane) a e´te´ de´montre´e. La comparai-
son des vecteurs d’onde extraits a e´te´ mene´e avec des re´sultats nume´riques obtenus a` partir
des sche´mas e´le´ments finis spectraux de´veloppe´s au chapitre I. La concordance des pre´dictions
et des re´sultats expe´rimentaux a permis de juger de la pertinence de ces derniers. Dans un
deuxie`me cas, on s’est inte´resse´ a` l’illustration des phe´nome`nes intervenant dans la propagation
des ondes dans une plaque sandwich dont l’aˆme est une structure en nid d’abeille. En fonction
du domaine fre´quentiel, l’influence des diffe´rentes couches de la plaque sur le comportement de
celle-ci a pu eˆtre observe´e. Enfin, une troisie`me application s’est inte´resse´e a` l’identification des
composantes du tenseur des raideurs spe´cifiques e´quivalentes en flexion sur une plaque mince
stratifie´e he´te´roge`ne. Sur la base de comparaison avec des re´sultats the´oriques, la possibilite´
d’identifier le comportement en flexion anisotrope local, inde´pendamment des conditions aux
limites, a e´te´ montre´e.
Concernant la me´thode d’analyse en vecteurs d’onde propose´e, trois perspectives majeures
peuvent eˆtres envisage´es.
La premie`re consisterait a` e´tudier l’effet de la forme du front d’onde dans le champ proche des
sources sur l’estimation. En effet, l’analyse en vecteurs d’onde identifie les parame`tres d’ondes
planes. Le caracte`re ponctuel des sources entraˆıne le fait qu’en champ proche, le front d’onde
ne peut eˆtre conside´re´ plan. Dans ce cas, le mode`le de signal utilise´ pour formuler la me´thode
ESPRIT n’est qu’une approximation tre`s grossie`re de la re´ponse de la structure. Il a e´te´ observe´
que la partie imaginaire des vecteurs d’onde extraits est particulie`rement sensible a` la forme du
front d’onde ; ce qui empeˆche d’ailleurs l’identification du comportement visqueux des plaques
par la me´thode d’analyse en vecteurs d’onde.
La deuxie`me perspective de travail concerne le de´veloppement de me´thodes d’identification
base´es sur des mode`les re´duits de structures plus e´volue´s que le mode`le de plaque mince. En
effet, celui-ci a pu eˆtre utilise´ pour formuler une me´thode d’identification base´e sur les vecteurs
d’onde extraits localement graˆce a` la simplicite´ de l’e´quation de dispersion associe´e (scalaire).
L’utilisation du mode`le de plaque e´paisse permettrait d’identifier les proprie´te´s en cisaillement
transverse des plaques composite. Toutefois, les e´quations de dispersion caracte´ristiques de ce
mode`le sont bien plus complexes : elles sont exprime´es sous la forme d’un proble`me aux valeurs
propres quadratique. La me´thode d’identification associe´e ne´cessiterait alors la mise en œuvre
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d’un proble`me aux valeurs propres quadratique inverse. La formulation de ce type de me´thode
est une perspective inte´ressante.
La troisie`me perspective associe´e a` ce travail est repre´sente´e par la possibilite´ d’identifier
les parame`tres du mode`le suivant :
u(p, x, t) =
R∑
r
a(p) ei(ωr t−kr x) (VIII.6.1)
qui repre´sente l’analyse en nombre d’onde des modes propres d’une poutre. En plus de consister
en une re´duction tre`s importante des donne´es, l’identification associe´e permettrait d’identifier
une pulsation ωr et un nombre d’onde kr complexes.
Application a` la table d’harmonie du SP190//
La dernie`re partie du manuscrit a consiste´ en l’application des travaux propose´s a` la table
d’harmonie du piano a` queue Stephen Paulello SP190//. Tout d’abord, le dispositif de vibro-
me´trie robotise´ pre´sente´ au chapitre III a e´te´ utilise´ pour obtenir la re´ponse transitoire libre de
la structure. Le champ de vitesse hors-plan instantane´e a e´te´ obtenu, avec un rapport signal-
a`-bruit satisfaisant jusqu’a` 1800 Hz et le long d’un maillage spatial de 1630 points. Ensuite, la
proposition du chapitre V a e´te´ applique´e a` la re´ponse obtenue. L’analyse modale de la struc-
ture a e´te´ re´alise´e, permettant l’extraction de 80 modes expe´rimentaux. Ensuite, la proce´dure
incluant la re´solution du proble`me aux valeurs propres associe´ a e´te´ mise en œuvre. Sur la base
de diffe´rents indicateurs permettant de juger de la similarite´ des bases modales expe´rimentales
et nume´riques, les re´sultats obtenus ont pu eˆtre critique´s. Il a notamment e´te´ montre´ que la
complexite´ de la structure de´gradait le conditionnement du proble`me inverse. Enfin, l’analyse
en vecteurs d’onde propose´e au chapitre VII a e´te´ applique´e localement. A partir de chacune
des collections de vecteurs d’onde obtenues, il a e´te´ propose´ d’identifier les parame`tres d’un mo-
de`le de plaque mince anisotrope de´couple´e en flexion. Finalement, la cartographie des raideurs
de flexion e´quivalentes obtenue a e´te´ repre´sente´e, ainsi que les valeurs the´oriques correspon-
dantes. Il a e´te´ montre´ que la non prise en compte du couplage membrane-flexion, globalement
assouplissant, entraˆıne la sous-estimation des proprie´te´s de raideur.
Concernant le travail pre´sente´ dans ce dernier chapitre, au moins deux perspectives impor-
tantes peuvent eˆtre e´voque´es. La premie`re concerne un travail ne´cessaire sur l’identification
des proprie´te´s dissipatives de la structure. En effet, on s’est inte´resse´ ici aux seules proprie´-
te´s de raideur du mate´riau, la cause e´tant la forte influence des conditions aux limites sur
l’amortissement. Plusieurs pistes peuvent eˆtre envisage´es. La premie`re consisterait a` inte´grer,
dans le proble`me aux valeurs propres inverse base´ sur les donne´es modales, l’identification de
parame`tres associe´s aux conditions aux limites. Par exemple, il serait possible d’ajouter un
parame`tre complexe repre´sentant le couplage d’un syste`me ressort-amortisseur a` chaque point
d’attache des fils auxquels la structure est suspendue. Il pourrait ainsi eˆtre possible de se´parer,
dans les amortissements modaux identifie´s, la contribution des conditions aux limites et des
pertes intrinse`ques au comportement viscoe´lastique de l’e´pice´a. La deuxie`me possibilite´, pour
identifier les proprie´te´s dissipatives de l’e´pice´a, consisterait a` de´couper des e´chantillons en forme
de poutres et d’appliquer la me´thode d’analyse en nombres d’onde propose´e au chapitre VI.
Celle-ci pourrait alors permettre d’identifier des modules de Young et de cisaillement complexes
de´pendants de la fre´quence.
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La deuxie`me perspective de travail concerne la prise en compte du couplage flexion-membrane
dans l’identification du mode`le de plaque mince local propose´e. Cette prise en compte pourrait
permettre l’estimation correcte des proprie´te´s de raideur du mate´riau. Pour cela, une reformu-
lation du proble`me utilisant la de´composition polaire pourrait pre´senter un certain avantage,
en re´duisant le nombre de parame`tres a` identifier.
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A.1 Dynamique du solide de´formable
Cette section rappelle les concepts de me´canique du solide de´formable ne´cessaires a` la com-
pre´hension des de´veloppements the´oriques de ce qui suit. On pourra ainsi se re´fe´rer aux diffe´-
rentes de´finitions tout au long du manuscrit. L’objectif n’est donc pas de donner un cours de
me´canique des milieux continus, qui exigerait une rigueur bien plus grande. Les concepts de
base sont introduits, sans s’attarder sur leur justification. Le lecteur en queˆte d’approfondisse-
ments trouvera un nombre d’excellents ouvrages tre`s de´taille´s sur le sujet ; on peut par exemple
citer [193, 194, 75].
Tout d’abord, on rappelle les diffe´rents champs tensoriels (ou vectoriels) utiles a` la descrip-
tion me´canique d’un solide de´formable. Ensuite, on rappelle les e´quations locales qui lient ces
champs et permettent de formuler le proble`me a` re´soudre.
A.1.1 Cadre de travail
Le formalisme Lagrangien est adopte´. Le proble`me a` re´soudre y est de´crit sur la base d’une
configuration de re´fe´rence, sur laquelle la position d’un point mate´riel est note´e X. A chaque
instant t, la position x de ce point est donne´e par une transformation bijective φ :
x(t) = φ(X, t) (A.1.1)
avec x(t0) = X. Pour cette premie`re section, la de´pendance des grandeurs d’inte´reˆt en fonction
du temps t est omise car implicite. Elle sera re´introduite plus tard, avec les notions portant sur
le comportement viscoe´lastique.
On se place dans l’hypothe`se des petites perturbations (HPP). En effet, on s’inte´resse dans
ce manuscrit aux petits mouvements autour de l’e´tat naturel, pris comme configuration de re´-
fe´rence. L’hypothe`se HPP nous permet de conside´rer que la ge´ome´trie du proble`me est peu
modifie´e au cours du mouvement : tous les champs caracte´ristiques du proble`me sont exprime´s
dans la configuration de re´fe´rence. Les e´quations re´gissant la variation des champs caracte´ris-
tiques du proble`me sont donc line´arise´es, pour ce qui est de leur de´pendance aux variables de
l’espace.
A.1.2 Champs tensoriels caracte´ristiques
On rappelle ici les diffe´rents champs qui entrent en compte dans l’e´tude de la dynamique
d’un solide de´formable.
A.1.2.1 De´placements
On de´finit le vecteur de´placement u = >[u1, u2, u3] comme la diffe´rence entre les positions
d’un point dans la configuration de re´fe´rence et la configuration actuelle :
u = x−X = φ(X)−X (A.1.2)
On peut alors de´finir, a` partir de u, la vitesse u˙ et l’acce´le´ration u¨.
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A.1.2.2 De´formations
Dans tout le manuscrit, on utilise le tenseur des de´formations line´arise´ ε comme mesure des
de´formations. On donne sa forme en fonction des de´placements (A.1.2) :
ε(x) = 12
(
grad (u(x)) + >grad (u(x))
)
(A.1.3)
C’est un tenseur d’ordre 2 syme´trique, qui s’annule pour toute transformation de solide rigide
(ou isome´trique, cad. compose´e d’une translation et d’une rotation) infinite´simale.
A.1.2.3 Contraintes
Le tenseur des contraintes de Cauchy σ est utilise´. Il est e´galement syme´trique d’ordre 2 :
σ = >σ (A.1.4)
A.1.3 E´quations locales du mouvement
On rappelle ici les diffe´rentes e´quations locales qui lient les champs de de´placement, de de´-
formations et de contraintes. La formulation locale du proble`me complet est finalement donne´e
a` titre de re´sume´.
On conside`re un solide de´formable de´crit par le volume Ω, de frontie`re ∂Ω.
A.1.3.1 Conservation de la quantite´ de mouvement
Le principe fondamental de la dynamique applique´ a` un petit prisme de matie`re homoge`ne
permet de montrer les e´quations de la dynamique suivantes, qui doivent eˆtre respecte´es en
chaque point x ∈ Ω, a` condition que le champ de vitesse ne pre´sente pas de saut (onde de
choc) :
div
(
σ(x)
)
+ f(x) = ρ(x)u¨(x) (A.1.5)
ou` f est la densite´ volumique des efforts exte´rieurs et ρ la masse volumique du mate´riau.
A.1.3.2 Conditions aux limites
La frontie`re ∂Ω est divise´e en deux parties : sur ∂Ωu on impose un champ de de´placement
u∂ ; sur ∂Ωf est impose´ une densite´ surfacique de force T. On a alors :
∀x ∈ ∂Ωu u(x) = u∂(x) (A.1.6)
∀x ∈ ∂Ωf σ(x) · n(x) = T(x) (A.1.7)
ou` n(x) est la normale sortante au point x. Pour que le proble`me soit correctement pose´, on
ve´rifie que :
∂Ωu ∪ ∂Ωf = ∂Ω (A.1.8)
∂Ωu ∩ ∂Ωf = ∅ (A.1.9)
Les conditions aux limites doivent en effet eˆtre impose´es (nulles si besoin) sur toute la frontie`re,
et on ne peut imposer a` la fois un de´placement et un chargement.
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A.1.3.3 Comportement
On s’inte´resse ici au solide e´lastique line´aire, dont la description des efforts internes est
caracte´rise´e par une relation contraintes-de´formations line´aire, appele´e loi ou relation de com-
portement. L’application line´aire qui en re´sulte s’exprime sous la forme de deux tenseurs du
quatrie`me ordre :
σ(x) = C∼ (x) : ε(x) (A.1.10)
ε(x) = S∼(x) : σ(x) (A.1.11)
ou` C∼ et S∼ = C∼
−1 sont respectivement appele´s tenseur des raideurs et tenseur des souplesses.
A.1.3.4 Conditions initiales
Les e´quations pre´ce´dentes re´gissent l’e´volution du syste`me conside´re´. Afin de garantir l’uni-
cite´ de la solution, il est ne´cessaire de de´finir l’e´tat initial du syste`me. Celui-ci est comple`tement
de´finit par les champs de vitesse v0 et de de´placement u0 a` l’instant d’origine t0 :
u(t = t0) = u0 (A.1.12)
u˙(t = t0) = v0 (A.1.13)
A.1.3.5 Formulation locale du proble`me de dynamique
On re´sume ici le proble`me de dynamique dans le cadre de l’e´lasticite´ line´aire. On en profite
pour donner les notations indicielles des e´quations.
Definition A.1.1 (Formulation locale du proble`me de dynamique). Les champs u, σ et ε sont
solution du proble`me de dynamique si toutes les e´quations suivantes sont ve´rifie´es :
cine´matique : εij =
1
2 (ui,j + uj,i) [Ω]
comportement : σij = Cijklεkl [Ω]
e´quilibre : σij,j + fi = ρ u¨i [Ω]
C.L. cine´matiques : ui = u∂i [∂Ωu]
C.L. statiques : σij nj = Ti [∂Ωf ]
C.I. :
ui|t=t0 = u0,i
u˙i|t=t0 = v0,i
[Ω]
(A.1.14)
A.1.3.6 Conditions de continuite´
L’utilisation des champs tensoriels dans des e´quations diffe´rentielles sous-entend une certaine
re´gularite´ spatio-temporelle de ceux-ci (continuite´, de´rivabilite´). On s’inte´resse toutefois dans
ce travail a` la mode´lisation de structures pre´sentant de fortes discontinuite´s a` l’inte´rieur meˆme
du volume conside´re´. Dans ce cas, une fac¸on de relaˆcher les contraintes sur la re´gularite´ des
champs consiste a` diviser le proble`me en plusieurs sous-proble`mes dans lesquels les champs sont
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continus. Les champs deviennent donc continus par morceaux et il est ne´cessaire d’ajouter des
conditions aux limites entre les sous-domaines.
Definition A.1.2 (Conditions de continuite´). Soient deux domaines Ω+ et Ω− se´pare´s par une
interface ∂Ω˜ de normale n (dont l’orientation est arbitraire). Alors les conditions aux limites
exprime´es de chaque coˆte´ de l’interface imposent, ∀x ∈ ∂Ω˜ :
σ+(x) · n(x) = σ−(x) · n(x)
u+(x) = u−(x)
(A.1.15)
(A.1.16)
Remarque A.1.1. La continuite´ est impose´e sur le vecteur contrainte σ · n. Certaines compo-
santes du tenseur σ peuvent donc pre´senter un saut a` l’interface. Par exemple, si n = e3, les
composantes σ11, σ22 et σ12 ne sont pas ne´cessairement continues a` l’interface.
A.1.4 Le principe des travaux virtuels
Les e´quations de la dynamique pre´ce´demment exprime´es (A.1.14) sont de´finies au sens
local, c’est a` dire qu’elles doivent eˆtre ve´rifie´es en tout point x ∈ Ω. On parle en l’occurrence
de formulation forte. Par opposition, les principes variationnels de´veloppent un point de vue
global, exprimant les e´quations du mouvement sous forme inte´grales. On parle dans ce cas de
formulation faible.
Le Principe des Travuax Virtuels (PTV) fournit une approche rigoureuse pour la construc-
tion d’un mode`le en me´canique. Il e´tablit une loi de bilan qui porte sur le travail qui serait
fourni par des efforts applique´s a` un champ de de´placement virtuel arbitraire u∗.
Trois travaux virtuels sont de´finis : (1) le travail virtuel de la quantite´ d’acce´le´ration ; (2)
le travail virtuel des efforts exte´rieurs ; (3) le travail virtuel des efforts inte´rieurs. Chacun de
ces travaux est de´fini comme une forme line´aire inte´grale portant sur le champ vectoriel u∗
de´fini sur une partition quelconque du domaine Ω. La construction d’un mode`le sur la base du
PTV se fait selon deux e´tapes : (1) postulat d’une forme line´aire de´finissant chaque travail ; (2)
identification des cofacteurs de cette forme, qui deviennent alors les variables duales du mode`le
au sens de l’e´nergie.
Les champs u∗ peuvent eˆtre vus comme des fonctions tests, dont le choix est arbitraire ; ils
ne doivent pas eˆtre confondus avec le de´placement re´el u. L’identification des variables duales
se fait donc par le choix de champs virtuels u∗ spe´cifiques, qui permettent d’annuler certaines
inte´grales pour isoler les cofacteurs d’inte´reˆt.
Cette de´marche rigoureuse est e´galement inte´ressante par la flexibilite´ qu’elle offre dans le
choix du mode`le (choix de la forme line´aire). Elle est assez ge´ne´rale pour englober une grande
varie´te´ de mode`les, meˆme si l’inte´reˆt ici porte sur la mode´lisation de la dynamique des solides
de´formables.
A.1.4.1 Travail de la quantite´ d’acce´le´ration
La quantite´ d’acce´le´ration est de´finie a` partir d’un petit volume dΩ de masse e´le´mentaire
dm(x) = ρ(x) dΩ.
Definition A.1.3 (Travail virtuel de la quantite´ d’acce´le´ration). On de´finit le travail de la
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quantite´ d’acce´le´ration u¨(x) dm(x) = u¨(x)ρ(x) dΩ de la fac¸on qui suit :
A(u∗) =
∫
Ω
u∗(x) · u¨(x)ρ(x) dΩ (A.1.17)
ou` u¨ est l’acce´le´ration due au de´placement re´el u.
A.1.4.2 Travail des efforts exte´rieurs
Le syste`me forme´ par la partition Ω d’un solide de´formable peut eˆtre soumis a` des efforts ex-
te´rieurs, qui peuvent prendre deux formes : (1) une densite´ surfacique d’efforts T qui s’exercent
sur son contour ∂Ω, comme un champ de pression ; (2) une densite´ volumique de force f qui
s’exerce a` distance dans Ω, comme la force de gravite´ ou un champ e´lectromagne´tique.
Definition A.1.4 (Travail virtuel des efforts exte´rieurs). On de´finit le travail virtuel des efforts
exte´rieurs a` partir des champs vectoriels T de´fini sur la frontie`re ∂Ω et f de´fini dans tout
l’inte´rieur de Ω :
W(v∗) =
∫
Ω
u∗(x) · f(x) dΩ +
∫
∂Ω
u∗(x) ·T(x) dS (A.1.18)
A.1.4.3 Travail des efforts inte´rieurs
La troisie`me forme de travail concerne les interactions entre les diffe´rents points mate´riels
a` l’inte´rieur de Ω. On de´finit la densite´ de travail des efforts inte´rieurs wi, dont la forme doit
eˆtre postule´e lors de la construction d’un mode`le. Cette forme doit eˆtre repre´sentative des
me´canismes d’interaction internes au mate´riau, qui re´gissent la fac¸on dont sont transmises les
sollicitations a` travers le continuum mate´riel.
Une proprie´te´ particulie`rement importante du travail des efforts inte´rieurs est he´rite´e du
principe d’action-re´action et concerne le cas particulier des transformations isome´triques (ou
rigidifiantes), qui correspondent a` un mouvent sans de´formation (mouvement de corps solide).
Proprie´te´ A.1.1. Soit un champ de de´placement virtuel correspondant a` un mouvement rigi-
difiant : u∗r (x) = τ ∗0 + θ∗0 ∧x et wi la densite´ de travail des efforts inte´rieurs. Alors l’e´galite´
suivante doit eˆtre ve´rifie´e :
U(u∗r ) =
∫
Ω
wi(u∗r (x)) dΩ = 0 (A.1.19)
autrement dit, le travail des efforts inte´rieurs duˆ a` un mouvement de corps rigide est nul.
Cette proprie´te´ restreint le choix de la densite´ de travail wi. Ge´ne´ralement, on la postule
sous une forme line´aire qui s’applique au de´placement virtuel et a` ses gradients successifs. Dans
le cadre de la me´canique du solide de´formable classique, on s’arreˆte au premier gradient ; wi se
met alors sous la forme :
wi(u∗(x)) = A(x) · u∗(x)−B(x) : grad(u∗(x)) (A.1.20)
En injectant cette forme dans (A.1.19), on montre que le cofacteur A doit eˆtre nul et que B est
le tenseur syme´trique σ, qui s’applique a` la partie syme´trique ε du gradient du de´placement.
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Definition A.1.5 (Travail virtuel des efforts inte´rieurs). Dans le cadre d’une mode´lisation au
premier gradient, le travail des efforts inte´rieurs se met sous la forme :
U(u∗) = −
∫
Ω
σ : ε(u∗(x)) dΩ (A.1.21)
A.1.4.4 E´quation de bilan
Le principe des travaux virtuels s’exprime comme une e´quation de bilan forme´e a` partir des
trois travaux e´le´mentaires de´finis en (A.1.17), (A.1.18) et (A.1.21). Il s’e´nonce comme suit.
Definition A.1.6 (Principe des travaux virtuels). Soit un champ de de´placement virtuel u∗
arbitraire, de´finit sur un domaine quelconque Ω, de frontie`re ∂Ω. Soient les travaux des efforts
exte´rieurs W(u∗), des efforts inte´rieurs U(u∗) et de la quantite´ d’acce´le´ration A(u∗) ; alors on
peut e´crire :
∀u∗,∀Ω W(u∗) + U(u∗) = A(u∗) (A.1.22)
La force de ce principe re´side dans le fait qu’il est valable pour tout domaine Ω de frontie`re
∂Ω continue par morceaux, et quelque soit le champ de de´placement virtuel u∗. Selon le choix
de celui-ci, on peut en effet :
— se´parer les diffe´rents types d’inte´grales (choix d’un champ virtuel nul sur ∂Ω, ou nul
partout sauf sur la frontie`re, etc.).
— multiplier le nombre d’e´quations disponibles. En effet, le PTV est une e´quation scalaire
unique, insuffisante telle quelle pour re´soudre des proble`mes a` plusieurs inconnues.
A.1.4.5 Formulation faible du proble`me de dynamique
Si on remplace dans l’e´quation de bilan (A.1.22) les diffe´rentes expressions des travaux
virtuels (A.1.17), (A.1.18) et (A.1.21), on obtient la formulation inte´grale du proble`me de la
dynamique suivante.
Definition A.1.7 (Formulation faible). Le principe des puissances virtuelles permet d’e´crire
l’e´quation inte´grale suivante, ve´rifie´e pour tout champ virtuel u∗ et tout domaine Ω de frontie`re
∂Ω :
∀(u∗,Ω)
∫
Ω
σ : ε(u∗) dΩ +
∫
Ω
ρu¨ · u∗ dΩ =
∫
Ω
f · u∗ dΩ +
∫
∂Ω
T · u∗ dS (A.1.23)
ou` f et T sont les densite´s d’efforts exte´rieurs volumique et surfacique.
A.1.4.6 Equivalence des approches globales et locales
On de´veloppe ici le re´sultat classique qui montre l’e´quivalence du principe des travaux
virtuels et des e´quations locales de la dynamique. Pour commencer, la syme´trie de σ et ε nous
permet d’e´crire σ : ε(u∗) = σ : grad(u∗). On remarque alors que :
div(σ · u∗) = σ : grad(u∗) + div(σ) · u∗ (A.1.24)
404 Annexe A. Ge´ne´ralite´s
Apre`s utilisation du the´ore`me de la divergence, le principe des travaux virtuels (A.1.23)
produit l’expression suivante, ou` la de´pendance des champs en fonction de la position x et du
temps t est omise car implicite :
∀u∗,∀Ω
∫
Ω
(
div(σ) + f
)
· u∗ dΩ +
∫
∂Ω
(
T− σ · n
)
· u∗ dS =
∫
Ω
ρu¨ · u∗ dΩ (A.1.25)
En choisissant une fonction test u∗ de la bonne forme, on peut annuler l’inte´grale sur la
frontie`re ∂Ω, pour ne conserver que l’inte´grale dans le volume Ω. Puisque l’e´galite´ des inte´grales
est vraie ∀Ω, alors les inte´grandes sont e´gales. On obtient donc les conditions d’e´quilibre dyna-
mique (A.1.5). De fac¸on e´quivalente, on peut annuler l’inte´grale de volume avec une fonction
u∗ adapte´e. Sous certaines conditions de continuite´ par morceaux de la frontie`re ∂Ω, on obtient
les e´quations aux limites en contraintes (A.1.7).
A.2 Quelques me´thodes de re´solution
Cette section explicite rapidement quelques me´thodes qui sont utilise´es dans ce travail pour
re´soudre des proble`mes de dynamique. On distingue notamment les me´thodes base´es sur une
formulation forte (re´solution des e´quations locales (A.1.14)) de celles base´es sur une formulation
faible (re´solution d’e´quations inte´grales base´es sur le PTV (A.1.22) ou tout autre principe
variationnel).
A.2.1 Re´duction de l’espace des solutions
Sauf dans de rares cas, il est ne´cessaire, pour re´soudre le proble`me de la me´canique du
solide, de re´duire l’espace des solutions disponibles. En effet, les e´quations du proble`me de la
dynamique e´tant de´finies en tout point, et a` chaque instant, l’espace des solutions est de dimen-
sion infinie. La re´solution nume´rique d’un proble`me implique donc le passage d’une description
continue des champs a` une description discre`te, de taille finie.
Dans le cadre de ce travail, seules des approches en de´placement sont formule´es ; en conse´-
quence, on raisonne dans ce qui suit sur le champ de de´placement. Toutefois, les de´marches
donne´es ci-dessous peuvent s’appliquer a` tous les champs tensoriels caracte´ristiques du pro-
ble`me de la dynamique (contraintes, de´formations, de´placements).
A.2.1.1 Se´paration des variables
Une premie`re strate´gie consiste a` se´parer les variables de temps et d’espace, c’est a` dire
e´crire les composantes du champ de de´placement u sous la forme d’une combinaison de fonctions
se´parables en temps et en espace :
ui(x, t) =
∑
n
Xn,i(x)Tn,i(t) (A.2.1)
ou` les fonctions Xn,i sont a` de´terminer ; elles sont souvent choisies dans l’espace des solutions
du proble`me homoge`ne associe´ aux e´quations de la dynamique. Ce choix permet notamment
d’exprimer, dans les e´quations diffe´rentielles (A.1.14), les de´rive´es partielles en temps et en
espace de fac¸on de´couple´es. On utilise largement cette e´criture dans ce travail.
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Remarque A.2.1 (Se´paration des variables d’espace). De fac¸on e´quivalente, on peut chercher
des solutions comple`tement se´pare´es, c’est a` dire de la forme :
ui(x, t) =
∑
n
Xn,i(x1)Yn,i(x2)Zn,i(x3)Tn,i(t) (A.2.2)
ce qui constitue une approximation supple´mentaire. Cette e´criture est abondamment employe´e
dans ce travail, par exemple pour calculer les solutions du proble`me de propagation des ondes
planes (chapitre I) ou pour approximer un champ de de´placement mesure´ (voir chapitre IV)
sur le de´veloppement de la me´thode ESPRIT unifie´e).
A.2.1.2 Parame´trage ge´ne´ralise´
Une deuxie`me de´marche de re´duction de l’espace des solutions ge´ne´ralement adopte´e consiste
a` projeter les fonctions Xn,i de (A.2.1) sur une base tronque´e n(x) de N fonctions connues ni(x)
de l’espace :
>n(x) =
[
n1(x) . . . nN(x)
]
(A.2.3)
La se´paration des variables (A.2.1) s’e´crit alors de la fac¸on suivante :
u˜(x, t) = N(x)q(t) avec N(x) = >n(x) IP (A.2.4)
ou` q(t) ∈ RPN est le vecteur des degre´s de liberte´, ou parame`tres ge´ne´ralise´s. Le nombre
P de´note le nombre de composantes du champ de de´placement vectoriel u ; dans le cas des
e´quations de la dynamique du solide 3D, P = 3. Toutefois, les mode`les de structures e´lance´es
peuvent donner lieu a` un champ de de´placement dont le nombre de composantes est diffe´rent
(P = 5 pour le mode`le de plaque e´paisse, P = 4 pour la poutre d’Euler et P = 6 pour la
poutre de Timoshenko, etc.). La suite est donc formule´e dans un cadre ge´ne´ral, utilisant P
composantes pour le de´placement.
Le gradient du de´placement est donc approxime´ de la fac¸on qui suit :
∂u˜i
∂xj
∣∣∣∣∣
x
= >bij(x)q(t) avec bij(x) =
∂n
∂xj
∣∣∣∣∣
x

0
i−1
1
0P−i
 (A.2.5)
La re´duction de l’espace des solutions pose des questions fondamentales sur la qualite´ de la
base de projection n(x) choisie pour approximer les champs :
— re´gularite´ : les fonctions de base et leurs de´rive´es successives sont-elles de´finies et conti-
nues ?
— comple´tude : la base est-elle suffisante pour de´crire toutes les solutions ? C’est a` dire,
est-ce-que lim
N→∞
u˜ = u ?
— parcimonie : combien de fonctions sont ne´cessaires pour de´crire de fac¸on correcte le champ
de de´placement, ou a` quelle vitesse tend la limite pre´ce´dente vers 0 ?
— conditionnement : a` quel point les fonctions de la base sont interde´pendantes ?
Ces questions sont a` la base du choix des fonctions, qui caracte´rise chaque me´thode de re´so-
lution. La me´thode de Ritz privile´gie la re´gularite´ des fonctions, de´finies de fac¸on globale et
tre`s parcimonieuses dans certains cas pre´cis (se´rie de Navier pour les plaques rectangulaires
appuye´es, fonctions de Bessel pour les membranes circulaires, etc.). La me´thode des e´le´ments
finis privile´gie plutoˆt une base de fonctions de´finies par morceaux ; la comple´tude et le condi-
tionnement sont plus facilement garantis, mais la continuite´ peut poser proble`me au passage
entre deux morceaux (ou e´le´ments).
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A.2.2 Formulation forte
Les me´thodes utilisant la formulation forte cherchent a` re´soudre toutes les e´quations locales
du proble`me de dynamique (A.1.14), en chaque point et a` tout instant. On pre´sente ici deux
de ces me´thodes, que sont la me´thode des diffe´rences finies et la me´thode des re´sidus.
A.2.2.1 Me´thode des diffe´rences finies
La me´thode des diffe´rences finies est assez particulie`re car elle n’utilise pas la projection
du champ de de´placement sur une base (A.2.4) mais une approximation locale des de´rive´es
partielles sur un maillage de points re´gulier. En effet, le de´veloppement limite´ du champ de
de´placement s’e´crit sous la forme suivante :
u(x + dxiei, t) = u(x, t) +
N∑
n=1
dxni
n!
∂nu
∂xni
∣∣∣∣∣
x,t
+O(dxN+1i ) (A.2.6)
ou` N de´note l’ordre du de´veloppement. On peut construire a` partir de celui-ci des noyaux de
de´rivation, qui servent a` approximer les de´rive´es partielles en un point a` partir du de´placement
aux points voisins ; on en donne ici quelques exemples :
∂u
∂xi
∣∣∣∣∣
x,t
' u(x + dxiei, t)− u(x− dxiei, t)2 dxi (A.2.7)
∂2u
∂x2i
∣∣∣∣∣
x,t
' u(x + dxiei, t)− 2u(x, t) + u(x− dxiei, t)(dxi)2 (A.2.8)
On peut donc obtenir le champ de de´formations a` partir de l’approximation du premier
gradient du de´placement, puis le champ de contraintes et ses de´rive´es a` partir de l’approximation
des de´rive´es d’ordre e´leve´ du champ de de´placement. L’assemblage des e´quations obtenues en
chaque point du maillage uniforme donne alors un syste`me d’e´quations a` re´soudre, dont la
solution est le de´placement instantane´ des points de la grille.
Cette me´thode est en pratique assez peu ope´rationnelle, pour plusieurs raisons :
— La qualite´ de l’approximation des de´rive´es partielles de´pend beaucoup de l’espacement
dx des points du maillage ; le couˆt en calcul peut en eˆtre affecte´.
— Les de´rive´es d’ordre supe´rieur sont difficiles a` approximer, notamment sur les bords du
maillage ; elles impliquent l’utilisation de noyaux de grande taille (prise en compte de
nombreux voisins), ce qui a tendance a` de´grader le caracte`re creux des matrices caracte´-
ristiques du syste`me line´aire.
— La contrainte d’un maillage uniforme de point limite beaucoup la ge´ome´trie des proble`mes
qui peuvent eˆtre traite´s.
La me´thode des diffe´rences finies n’est donc pas utilise´e dans ce travail a` des fins de re´solution
directe.
A.2.3 Formulation faible
Les me´thodes de re´solution reposant sur une formulation faible sont base´es sur des e´quations
inte´grales. Le principe des travaux virtuels (A.1.22) est utilise´ ici, mais d’autres formulations
variationnelles peuvent eˆtre empolye´es.
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A.2.3.1 Utilisation du principe des travaux virtuels
On rappelle l’e´quation inte´grale donne´e par le PTV, qui de´finit le proble`me de dynamique
a` re´soudre (A.1.23) :
∀(u∗,Ω) ,
∫
Ω
ε(u) ·C · ε(u∗) dΩ +
∫
Ω
ρu¨ · u∗ dΩ =
∫
Ω
f · u∗ dΩ +
∫
∂Ω
T · u∗ dS (A.2.9)
ou` on a utilise´ la notation de Voigt explicite´e dans la section suivante (B.1.1).
L’ide´e est alors d’utiliser l’approximation (A.2.4) pour donner une version discre`te de cette
e´quation. Notamment, on projette les champs re´els et virtuels dans la meˆme base. Cela impose
l’utilisation de fonctions de base cine´matiquement admissibles, c’est a` dire qu’elles respectent
toutes les conditions aux limites en de´placement (A.1.6).
La version discre´tise´e du PTV, utilisant la projection du de´placement sous la forme (A.2.4),
se met sous la forme :
∀q∗ ∈ RPN , >q∗Kq(t) + >q∗Mq¨(t) = >q∗ f(t) (A.2.10)
qui est ve´rifie´e pour tout choix de vecteurs de degre´s de liberte´ virtuels q∗. On peut donc, en
choisissant diffe´rents vecteurs virtuels, obtenir au maximum P × N e´quations inde´pendantes,
car P × N vecteurs q∗n inde´pendants seulement existent. En particulier, si on choisit >q∗n =
[0n−1 1 0PN−n] (nie`me vecteur unite´), on obtient la version discre´tise´e des e´quations du
mouvement qui suit.
Definition A.2.1 (E´quations d’e´quilibre dynamique affaiblies ge´ne´ralise´es). Les e´quations
d’e´quilibre dynamique portant sur les de´placements ge´ne´ralise´s q et formule´es a` partir du prin-
cipe des travaux virtuels s’e´crivent sous la forme suivante :
Kq(t) + Mq¨(t) = f(t) (A.2.11)
avec :
K =
∫
Ω
>B(x)C(x)B(x) dΩ (A.2.12)
M =
∫
Ω
ρ(x)>N(x)N(x) dΩ (A.2.13)
f =
∫
Ω
>N(x)f(x) dΩ +
∫
∂Ω
>N(x)T(x) dS (A.2.14)
respectivement note´s matrices de raideur ge´ne´ralise´e, matrice de masse ge´ne´ralise´e et vecteur
force ge´ne´ralise´. K et M sont syme´triques. La matrice B est de´finie comme suit :
>B =
[
b11 b22 b33 b23 + b32 b13 + b31 b12 + b21
]
(A.2.15)
ou` les bij ont e´te´ de´finis en (A.2.5). Elle permet de donner une approximation des de´formations
en notation de Voigt (B.1.1) : ε˜ = Bq.
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A.2.3.2 Me´thode de Ritz
Comme on l’a e´voque´ plus haut, la me´thode de Ritz est l’application du principe pre´ce´dent
dans le cas de fonctions de base n(x) de´finies de fac¸on globale sur tout le domaine Ω.
Les fonctions choisies doivent eˆtre cine´matiquement admissibles (respecter les conditions aux
limites en de´placement). Cette contrainte restreint assez fortement la ge´ome´trie des proble`mes
qui peuvent eˆtre traite´s. Pour pallier a` cela, certains auteurs [221, 223] proposent de formuler
le PTV sur un domaine Ω̂ e´tendu, dont la ge´ome´trie est simple. Les conditions aux limites
cine´matiques sur la frontie`re ∂Ω sont alors force´es en faisant travailler les de´placements sur
∂Ωu (par l’ajout de raideurs et masses ponctuelles). Cette technique a ses invonve´nients : (i)
la raideur et la masse virtuelles ajoute´es influencent le re´sultat ; (ii) les matrices de raideur et
de masse ge´ne´ralise´es associe´es a` ces ajouts ponctuels sont pleines, donc lourdes a` calculer et a`
stocker.
La me´thode de Ritz est donc utilise´e pour la re´solution de proble`mes dont la ge´ome´trie
est e´le´mentaire (rectangles, disques, etc.) et les conditions aux limites simples. Dans ce cas, le
nombre de degre´s de liberte´ (taille de q) ne´cessaires pour approximer correctement la solution
est re´duit. Le proble`me a` re´soudre est donc de petite taille, et souvent bien conditionne´.
Dans certains cas, on peut meˆme connaˆıtre une base de fonctions orthogonales, c’est a`
dire qui rendent les ope´rateurs de raideur et de masse ge´ne´ralise´es K et M diagonaux. Dans
ce cas pre´cis, le syste`me d’e´quations a` re´soudre est alors comple`tement de´couple´, et il suffit
de re´soudre 3N e´quations scalaires aux de´rive´es partielles pour re´soudre le proble`me. C’est le
cas, par exemple, de la se´rie en double sinus (se´rie de Navier) pour les plaques rectangulaires
simplement appuye´es dont les axes de syme´trie du mate´riau co¨ıncident avec les directions
principales de la plaque.
La me´thode de Ritz est donc utilise´e dans ce travail pour re´soudre les proble`mes impliquant
une ge´ome´trie simple.
A.2.3.3 Me´thode des e´le´ments finis
La me´thode des e´le´ments finis prend le parti de de´finir des fonctions de base n(x) par
morceaux. Celles-ci sont choisies suffisamment simples pour faciliter les e´tapes d’inte´gration
dans le but d’obtenir les ope´rateurs ge´ne´ralise´s K, M et f . De plus, le sous-domaine sur lequel
sont de´finies ces fonctions peut eˆtre ramene´ a` une ge´ome´trie de re´fe´rence e´le´mentaire par une
transformation simple. Le calcul des inte´grales (A.2.12), (A.2.13) et (A.2.14) est re´alise´ sur cette
ge´ome´trie e´le´mentaire.
La construction d’un mode`le aux e´le´ments finis est donc re´alise´e de fac¸on assez standardise´e,
ce qui, avec la grande varie´te´ de ge´ome´tries qu’il est possible de traiter par cette me´thode, en
fait une solution tre`s majoritairement adopte´e par les codes de calcul actuels.
Coordonne´es locales On approxime le champ de de´placement sur un sous-domaine e´le´men-
taire Ω̂e de ge´ome´trie simple (en 2D : carre´, triangle rectangle ; en 3D : cube, te´trae`dre,etc.), a`
partir de Q fonctions de base ne(ξ) dans les coordonne´es locales ξ. Chacune de ces fonctions
de base est relie´e a` un point caracte´ristique du domaine Ω̂e, appele´ noeud : la qie`me fonction de
base est e´gale a` 1 en ξ
q
et nulle aux Q− 1 coordonne´es ξ
m
, m 6= q.
On se restreint dans ce travail aux e´le´ments finis isoparame´triques ; le passage des coordon-
ne´es locales ξ aux coordonne´es globales x se fait par le biais de la transformation ge´ome´trique
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utilisant les fonctions de base ne(ξ) :
x(ξ) = Ne(ξ)xe (A.2.16)
ou` Ne est de la forme (A.2.4) et xe est le vecteur des positions des Q noeuds dans les coordonne´es
globales. Sur l’e´le´ment e (sous-domaine Ω̂e), le de´placement est approxime´ de la fac¸on suivante :
∀x ∈ Ω̂e , u(x) = Ne(ξ(x))qe (A.2.17)
ou` qe ∈ RQP est le vecteur des degre´s de liberte´s de l’e´le´ment. La Jacobienne de la transfor-
mation est utilise´e pour passer des de´rive´es dans les coordonne´es globales aux de´rive´es dans les
coordonne´es locales :
∂f
∂ξ
= Je(ξ) ∂f
∂x avec J
e
ij(ξ) =
∂xj
∂ξi
∣∣∣∣∣
ξ
= >xej
∂ne
∂ξi
∣∣∣∣∣
ξ
(A.2.18)
ou` Je ∈ RD×D, avec D = dim (x) la dimension du proble`me. On peut alors exprimer les beij qui
servent a` approximer le gradient du de´placement (A.2.5) dans les coordonne´es locales :
beij(ξ) =
∂ne
∂ξ
∂ξ
∂xj
∣∣∣∣∣
ξ

0
i−1
1
0P−i
 =
 ∂ne
∂ξ
∣∣∣∣∣
ξ
[
Je(ξ)
]−1 0
j−1
1
0D−j


0
i−1
1
0P−i
 (A.2.19)
On peut e´galement exprimer le petit e´le´ment de volume dans les coordonne´es globales et locales :
dΩ = det
[
Je(ξ)
]
dΩ̂e (A.2.20)
ce qui permet d’exprimer une inte´grale sur le domaine e´le´mentaire Ω̂e dans les coordonne´es
locales : ∫
Ω̂e
f(x) dΩ =
∫
Ω̂e
f e(ξ)det
[
Je(ξ)
]
dΩ̂e (A.2.21)
d’ou` on de´duit les matrices de raideur, de masse et vecteur force e´le´mentaires :
Ke =
∫
Ω̂e
>Be(ξ)CeBe(ξ)det
[
Je(ξ)
]
dΩ̂e (A.2.22)
Me =
∫
Ω̂e
ρe>Ne(ξ)Ne(ξ)det
[
Je(ξ)
]
dΩ̂e (A.2.23)
f e =
∫
Ω̂e
>N(ξ)f(ξ)det
[
Je(ξ)
]
dΩ̂e +
∫
∂Ω̂e
>N(ξ)T(ξ)det
[
Je(ξ)
]
dS (A.2.24)
ou` on a conside´re´ les proprie´te´s me´caniques C et ρ constantes sur l’e´le´ment. Ces ope´rateurs
permettent d’e´valuer les diffe´rents travaux e´le´mentaires sur Ω̂e associe´es aux Q × P degre´s de
liberte´ qe.
Assemblage des matrices Les inte´grales sur le domaine entier Ω peuvent s’e´crire comme
une somme d’inte´grales par morceaux sur les domaines e´le´mentaires Ω̂e (A.2.21) :
∫
Ω
f(x) dΩ =
E∑
e
∫
Ω̂e
f(x) dΩ (A.2.25)
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ou` E est le nombre de sous-domaines (ou d’e´le´ments). Le calcul des ope´rateurs ge´ne´ralise´s
K (A.2.12), M (A.2.13) et f (A.2.14) consiste en conse´quence en l’assemblage des ope´rateurs
e´le´mentaires Ke, Me et f e.
Soit Se ∈ RQP×NP la matrice de se´lection qui permet de passer des N ×P degre´s de liberte´
q du syste`me complet aux Q× P degre´s de liberte´ qe associe´s a` l’e´le´ment e :
qe = Seq (A.2.26)
On e´crit alors l’ope´ration d’assemblage des ope´rateurs ge´ne´ralise´s de la fac¸on suivante :
K =
E∑
e
>SeKeSe (A.2.27)
M =
E∑
e
>SeMeSe (A.2.28)
f =
E∑
e
>Se f e (A.2.29)
Des e´le´ments voisins partageant des noeuds, il est possible de garantir, dans certains cas, la
continuite´ C0 de l’approximation du de´placement. Cependant, les continuite´s d’ordre plus e´leve´
ne sont assure´es que si les fonctions de base le permettent. Il est ne´cessaire, dans certains pro-
ble`mes, d’enrichir les e´le´ments (en ajoutant des noeuds) pour assurer la continuite´ des de´rive´es
aux passage entre les e´le´ments. En effet, le non-respect de cette continuite´ peut entraˆıner des
effets de verrouillage duˆs a` la discontinuite´ des gradients.
Il faut noter que les inte´grales e´le´mentaires ne sont analytiques que pour des e´le´ments finis
tre`s simples, souvent pas assez riches pour donner une approximation correcte du proble`me.
Dans les autres cas, on utilise l’inte´gration re´duite (par points de Gauss), qui permet d’e´valuer
les inte´grandes qu’en un nombre re´duit de points.
La me´thode des e´le´ments finis est tre`s populaire par sa simplicite´ ope´rationnelle : (i) les
inte´grales de´finissant les ope´rateurs ge´ne´ralise´s sont simples a` calculer ; (ii) la visualisation des
re´sultats est facilite´e par la de´finition locale des degre´s de liberte´ ; (iii) lles conditions aux limites
homoge`nes en de´placement sont impose´es par suppression des degre´s de liberte´ correspondants ;
(iv) le couplage de diffe´rents types de structures (poutres, plaques) est assure´e simplement par
l’e´galite´ des degre´s de liberte´ aux points d’assemblage. Une grande varie´te´ de ge´ome´tries et de
proble`mes peut donc eˆtre traite´e.
Un deuxie`me avantage non ne´gligeable de ce type de me´thode est de former des ope´rateurs
ge´ne´ralise´s en structure par bandes. En conse´quence, beaucoup de composantes de ces matrices
sont nulles, rendant leur stockage et les ope´rations sur celles-ci optimise´s (utilisation de matrices
creuses).
A.2.4 De´composition modale
L’hypothe`se de se´paration des variables (A.2.1) a conduit a` conside´rer les de´pendances des
champs en temps et en espace de´couple´es. La discre´tisation du proble`me spatial par la projection
sur la base de fonctions N(x) permet la formulation des e´quations d’e´quilibre ge´ne´ralise´es
(A.2.11), qui doivent eˆtre respecte´es a` chaque instant.
Toutefois, la de´pendance des champs en temps est toujours continue. La re´solution des
e´quations d’e´quilibre permet de de´terminer les parame`tres ge´ne´ralise´s q(t) a` l’instant t, si leur
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de´rive´e seconde instantane´e q¨(t) est connue. Afin de simuler nume´riquement l’e´volution du
syste`me dans le temps, il est donc ne´cessaire de discre´tiser ces e´quations en temps.
Pour cela, les diffe´rences finies peuvent eˆtre utilise´s pour e´valuer les de´rive´es temporelles ;
cela conduit a` la formulation de sche´mas d’inte´gration type Euler explicite ou Newmark impli-
cite. On calcule alors la configuration du syste`me q a` l’instant t en fonction des configurations
pre´ce´dentes (aux instants t− n∆t).
Dans ce travail, on ne cherche pas force´ment a` obtenir l’histoire du mouvement des struc-
tures, mais plutoˆt les fonctions propres (ou modes) qui composent le mouvement naturel de
celles-ci. Ces fonctions, caracte´ristiques du proble`me homoge`ne de la dynamique line´aire (sans
efforts exte´rieurs applique´s), sont intrinse`ques a` la structure. Elles sont donne´es par la ge´ome´-
trie, la composition mate´rielle et les conditions aux limites en de´placement qui sont applique´es.
A.2.4.1 Base modale
Le syste`me d’e´quations (A.2.11) est associe´ au syste`me diffe´rentiel homoge`ne suivant :(
K + M ∂
2
∂t2
)
q(t) = 0 (A.2.30)
Tous les coefficients e´tant constants, on peut chercher les solutions sous la forme :
q = φ eiω t (A.2.31)
ce qui revient a` re´soudre le proble`me aux valeurs propres ge´ne´ralise´es suivant :(
K− ω2M
)
φ = 0 (A.2.32)
Definition A.2.2 (Base modale). Les P × N vecteurs propres Φ = [φ1 . . . φPN ] sont les
modes propres et sont de´finis comme suit :
Kφn = ω2nMφn (A.2.33)
ou` les ωn sont les pulsations propres lie´es a` chaque mode.
Les modes propres Φ forment donc une base sur laquelle on peut projeter les e´quations pour
calculer l’e´volution spatio-temporelle du syste`me. On e´crit le vecteur des parame`tres ge´ne´ralise´s
instantane´ sous la forme d’une combinaison line´aire des modes propres :
q(t) = Φa(t) (A.2.34)
ou` a est le vecteur des amplitudes modales instantane´es.
En re´gime conservatif, les matrices K et M sont syme´triques (hermitiennes), ce qui entraˆıne
presque suˆrement des proprie´te´s importantes sur la base modale ; en effet, la proprie´te´ qui suit
est ve´rifie´e si les pulsations propres ωn sont distinctes deux a` deux. Dans le cas d’une plaque
carre´e par exemple, deux modes coexistent a` la meˆme fre´quence ; ils sont donc couple´s.
Proprie´te´ A.2.1 (Orthogonalite´ des modes). Si les matrices K et M sont syme´triques hermi-
tiennes, et que les pulsations ω sont distinctes deux a` deux, alors la base des vecteurs propres
est M-orthogonale, c’est a` dire :
HΦMΦ = diag (m) et HΦKΦ = diag (k) (A.2.35)
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ou` le vecteur k contient les raideurs modales ge´ne´ralise´es et le vecteur m les masses modales
ge´ne´ralise´es, qui sont relie´es aux pulsations par la relation suivante :
ωn =
√
kn
mn
(A.2.36)
On dit aussi que Φ diagonalise conjointement K et M.
Remarque A.2.2. Les vecteurs propres φn sont de´finis a` une constante multiplicative pre`s. Il
peut eˆtre commode de choisir une norme pour de´finir une base modale unique. Une convention
commune´ment adopte´e consiste a` normer les vecteurs propres par rapport a` la masse modale
ge´ne´ralise´e, c’est a` dire :
mn = HφnMφn = 1 (A.2.37)
Dans ce cas, on a HφnKφn = ω2n.
A.2.4.2 Modal Assurance Criterion
On verra que dans le cas ou` les travaux des efforts inte´rieurs, des efforts exte´rieurs ou de
l’acce´le´ration entraˆınent des dissipations, on peut perdre la proprie´te´ d’orthogonalite´ des modes
propres (voir la section B.2 sur la mode´lisation du comportement viscoe´lastique). Il est alors
fre´quent de chercher a` mesurer l’alignement des vecteurs propres de la base. Pour cela, le crite`re
de MAC (pour Modal Assurance Criterion) est commune´ment employe´.
Proprie´te´ A.2.2 (Modal Assurance Criterion (MAC)). Soient deux bases modales Φ et Ψ.
On de´finit la matrice de MAC comme suit :
MACij(Ψ,Φ) =
√√√√ |Hψiφj|
‖ψi‖ ‖φj‖
(A.2.38)
qui correspond a` la corre´lation entre Φ et Ψ et prend des valeurs entre 0 et 1.
On peut interpre´ter les composantes de la matrice de MAC comme la valeur absolue du
cosinus de l’angle entre les vecteurs des bases. Ce crite`re est tre`s utilise´ en analyse modale, pour
comparer une base modale mesure´e a` une base modale pre´dite par un mode`le (voir chapitre V,
section V.3).
Remarque A.2.3 (Auto-MAC et M-orthogonalite´). Une mesure de l’alignement des vecteurs
d’une base Φ consiste a` calculer la matrice d’auto-MAC, c’est a` dire MAC(Φ,Φ). Toutefois,
une matrice d’auto-MAC calcule´e sur une base M-orthogonale n’est pas force´ment l’identite´ ;
en effet, cela supposerait que la matrice des masses ge´ne´ralise´es M soit l’identite´, ce qui n’est
pas le cas en ge´ne´ral. On fera notamment attention lorsque la masse volumique est variable sur
la structure.
A.2.4.3 Re´ponse force´e
On re´e´crit le syste`me d’e´quations ge´ne´ralise´es (A.2.11) en y injectant la forme (A.2.34) :
KΦa(t) + MΦa¨(t) = f(t) (A.2.39)
En multipliant a` gauche par HΦ , on obtient P × N e´quations de´couple´es portant sur les
amplitudes modales.
A.2. Quelques me´thodes de re´solution 413
Proprie´te´ A.2.3 (E´quations dans la base modale). Les e´quations d’e´quilibre dynamique conser-
vatif projete´es sur la base modale s’expriment comme un syste`me d’e´quations de´couple´es :
knan(t) + mn a¨n(t) = Hφn f(t) (A.2.40)
et donnent la re´ponse d’un syste`me conservatif a` une sollicitation quelconque.
La re´solution du proble`me dans la base modale consiste donc en la re´solution de P × N
e´quations diffe´rentielles scalaires.
Une fois que l’histoire de l’e´volution des amplitudes modales a a e´te´ de´termine´e, on recons-
truit les parame`tres ge´ne´ralise´s par la superposition modale (A.2.34).
A.2.4.4 Oscillations libres
On s’inte´resse a` l’e´volution du syste`me que l’on a lache´ au temps t0, soit f(t > t0) = 0.
La configuration du syste`me a` l’instant t0 est donne´e par q0 = q(t0) et q˙0 = q˙(t0) (conditions
initiales).
Les e´quations (A.2.40) sont alors homoge`nes :
∀t > t0 knan(t) + mn a¨n(t) = 0 (A.2.41)
ce qui donne l’e´volution temporelle des amplitudes modales :
∀t > t0 an(t) = αn eiωn (t−t0) +βn e− iωn (t−t0) (A.2.42)
Les conditions initiales permettent de de´terminer les 2× P ×N amplitudes α et β :
Φ (α+ β) = q0 (A.2.43)
Φdiag (iω) (α− β) = q˙0 (A.2.44)
en multipliant a` gauche par HΦM puis en combinant les deux e´quations :
2α = diag (m)−1 HΦMq0 − i diag (ω ◦m)−1 HΦMq˙0 (A.2.45)
2β = diag (m)−1 HΦMq0 + i diag (ω ◦m)−1 HΦMq˙0 (A.2.46)
on obtient finalement l’e´volution de l’e´tat du syste`me.
Definition A.2.3 (Oscillations libres). La re´ponse libre d’un syste`me dynamique conservatif
dont les conditions initiales sont q(t0) = q0 et q˙(t0) = q˙0 se met sous la forme, ∀t > t0 :
q(t) =
P×N∑
n
φn
HφnM
mn
q0 cos(ωn(t− t0))−
P×N∑
n
φn
HφnM
mnωn
q˙0 sin(ωn(t− t0)) (A.2.47)
Remarque A.2.4. La forme des oscillations libres ci-dessus reveˆt une importance primordiale
pour le travail pre´sente´ ici. En effet, cette re´ponse en somme de fonctions sinuso¨ıdales est une
des hypothe`ses encourageant le de´veloppement de me´thodes base´es sur l’extraction de ce type
de fonctions a` partir de re´ponses de structures mesure´s (voir chapitre IV).
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A.2.4.5 Re´gime harmonique permanent
On impose maintenant un second membre f harmonique :
f(t) = f˜ cos(ωt+ ψF ) (A.2.48)
Apre`s un re´gime transitoire, le mouvement du syste`me est lui aussi harmonique, de meˆme
fre´quence :
q(t) = q˜cos(ωt+ ψq) = Φa˜cos(ωt+ ψq) (A.2.49)
L’e´quation d’e´quilibre (A.2.11) s’e´crit alors :(
K− ω2M
)
Φa˜cos(ωt+ ψq) = f˜ cos(ωt+ ψF ) (A.2.50)
ce qui nous informe que ψq = ψF . En multipliant par HΦ a` gauche :(
kn − ω2 mn
)
a˜n = Hφn f˜ (A.2.51)
qui n’est rien d’autre que la transforme´e de Fourier de (A.2.40). On note finalement que kn/mn =
ω2n, ce qui nous permet d’e´crire ce qui suit.
Definition A.2.4 (Re´ponse harmonique). La re´ponse d’un syste`me conservatif soumis a` une
force harmonique de pulsation ω se met sous la forme suivante :
q˜(ω) =
P×N∑
n
φn
Hφn
(1− (ω/ωn)2)kn f˜(ω) (A.2.52)
ou` q˜ et f˜ sont les amplitudes des champs associe´s.
Remarque A.2.5 (Modes de corps solide). Dans certains cas, il existe des modes correspondant
a` un mouvement rigidifiant ; ils ne ge´ne`rent pas d’e´nergie potentielle (car le tenseur des de´for-
mations est nulle pour tout mouvement rigidifiant infinise´timl), leur fre´quence modale est en
conse´quence nulle. C’est le cas lorsque l’on mode´lise une structure libre, sur laquelle seules des
conditions limites en efforts sont applique´es ((A.1.6), ∂Ωu = ∅). Dans ce cas, on remarque que
q(ω = 0) n’est pas de´fini : la structure s’en va vers l’infini si la moyenne des efforts n’est pas
nulle. Ce type de condition ne correspond en fait pas a` la re´alite´ expe´rimentale ; un syste`me ne
peut eˆtre comple`tement de´couple´ du monde exte´rieur. Toutefois, on utilise largement les condi-
tions libres dans ce travail a` des fins de caracte´risation (voir par exemple chapitre V, section
V.4).
Remarque A.2.6 (Comportement asymptotique). En conside´rant le cas d’une structure a` un de-
gre´ de liberte´, posse´dant en conse´quence un mode unique. Deux comportements asymptotiques
sont a` noter :
— ω → 0 : la relation force-de´placement tend vers une valeur constante, proportionnelle a`
1/kn. Cela est cohe´rent avec le cas statique (effet de raideur seul).
— ω →∞ : en conse´quence (1− (ω/ωn)2)kn → −ω2 mn ; les effets d’inertie sont dominants.
Si on conside`re un syste`me qui posse`de plusieurs modes, ces remarques restent valides. La rai-
deur statique est proportionnelle a` la somme de l’inverse des raideurs modales ; le comportement
a` l’infini est donne´ par la somme des inverses des masses modales. Cela peut eˆtre vu comme un
assemblage de couples masse-ressort en se´rie.
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B.1 E´lasticite´ Anisotrope
Les e´quations du comportement (A.1.10) et (A.1.11) de´finissent les deux tenseurs d’ordre 4 C∼
et S∼ respectivement appele´s tenseur des raideurs et tenseur des souplesses. L’un des grands axes
du travail pre´sente´ dans ce manuscrit porte sur l’identification de composantes de ces tenseurs
sur la base de donne´es expe´rimentales. La connaissance a priori de certaines relations d’inter-
de´pendance entre ces composantes permet de re´duire le nombre de parame`tres a` identifier.
On rappelle dans cette section les syme´tries de ces tenseurs qui permettent de re´duire le
nombre de composantes inde´pendantes. On rappelle e´galement la notation de Voigt, qui permet
de visualiser (et mettre en œuvre) ces tenseurs sous forme de matrices 6× 6.
Dans un deuxie`me temps, on rappelle la formule de changement de base d’un tenseur d’ordre
4, qui permet de changer le repe`re d’observation d’un mate´riau et d’en exprimer le compor-
tement dans n’importe quel syste`me de coordonne´es. On se sert ensuite de la transformation
pour montrer l’effet des syme´tries mate´rielles sur la forme de la relation de comportement. Des
bornes sur la valeur des composantes de ces tenseurs sont donne´es. Enfin, les constantes de
l’inge´nieur sont introduites.
On donne finalement le cas qui correspond a` l’hypothe`se des contraintes planes, qui permet
de re´duire encore le nombre de composantes du tenseur.
B.1.1 Syme´tries de la relation de comportement
Les tenseurs des raideurs et des souplesses satisfont des proprie´te´s de syme´trie.
Proprie´te´ B.1.1 (Syme´tries de la loi de comportement). Les composantes de C∼ et S∼ sont lie´es
par deux types de relations de syme´trie :
— Syme´tries majeures : Cijkl = Cklij et Sijkl = Sklij
— Syme´tries mineures : Cijkl = Cjikl = Cijlk et Sijkl = Sjikl = Sijlk
ce qui re´duit le nombre de composantes inde´pendantes a` 21.
Les syme´tries mineures sont lie´es a` la syme´trie des tenseurs de contrainte σ et de de´forma-
tion ε. Elles re´duisent le nombre de composantes inde´pendantes a` 36. Les syme´tries majeures
viennent de l’existence d’une e´nergie potentielle positive. Elles ame`nent 15 relations supple´men-
taires.
B.1.2 Notation de Voigt
Les tenseurs d’ordre 4 de´finis plus haut sont difficiles a` repre´senter, meˆme re´duits a` 21 com-
posantes inde´pendantes. La notation de Voigt propose une alternative inte´ressante. En utilisant
les proprie´te´s de syme´trie des relations de comportement, des contraintes et des de´formations,
on peut re´e´crire (A.1.10) sous la forme matricielle σ = C · ε, soit :
σ1
σ2
σ3
σ4
σ5
σ6

=

C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C23 C33 C34 C35 C36
C14 C24 C34 C44 C45 C46
C15 C25 C35 C45 C55 C56
C16 C26 C36 C46 C56 C66


ε1
ε2
ε3
2ε4
2ε5
2ε6

(B.1.1)
B.1. E´lasticite´ Anisotrope 417
ou` on utilise la transformation des indices suivante :
11→ 1 22→ 2 33→ 3 23→ 4 13→ 5 12→ 6
Les facteurs 2 devant ε4, ε5 et ε6 sont la pour prendre en compte les syme´tries mineures du
tenseur d’origine C∼ .
De la meˆme fac¸on, on de´finit la matrice des souplesses S comme l’inverse de la matrice des
raideurs, S = C−1. On e´crit ε = S · σ, avec :

S11 S12 S13 S14 S15 S16
S12 S22 S23 S24 S25 S26
S13 S23 S33 S34 S35 S36
S14 S24 S34 S44 S45 S46
S15 S25 S35 S45 S55 S56
S16 S26 S36 S46 S56 S66

=

S1111 S1122 S1133 2S1123 2S1113 2S1112
S1122 S2222 S2233 2S2223 2S2213 2S2212
S1133 S2233 S3333 2S3323 2S3313 2S3312
2S1123 2S2223 2S3323 4S2323 4S2313 4S2312
2S1113 2S2213 2S3313 4S2313 4S1313 4S1312
2S1112 2S2212 2S3312 4S2312 4S1312 4S1212

(B.1.2)
ou` les facteurs 2 et 4 compensent les facteurs 2 devant les composantes des de´formations en
cisaillement.
B.1.3 Contraintes planes
La construction d’un mode`le de structure e´lance´e ame`ne souvent a` conside´rer certaines
composantes du tenseur de contrainte ne´gligeables. Sur la base de ces hypothe`ses, de nouvelles
lois de comportement peuvent eˆtre formule´es, base´es sur un nombre de composantes re´duit.
Les hypothe`ses classiques employe´es pour la construction d’un mode`le de plaque ou de
poutre consiste a` de´coupler les me´canismes plans (indices 1 et 2) des me´canismes hors-plan
(indice 3).
Conside´rons que la structure a` mode´liser pre´sente une dimension petite e devant les deux
autres (i.e. plaques), ici prise dans la direction e3. Si les faces infe´rieure et supe´rieure de la
structure e´tudie´e sont libres, alors la contrainte σ33 s’y annule. Il est alors courant de supposer
que σ33 = 0 sur toute l’e´paisseur.
Dans le cas ou` le mate´riau est monoclinique (Cα333 = 0, voir e´quation (B.1.16) dans ce qui
suit), cette hypothe`se entraˆıne :
ε33 = −Cαβ33C3333 εαβ (B.1.3)
Les contraintes planes s’expriment alors comme suit :
σαβ = Cαβγδ εγδ + Cαβ33ε33 (B.1.4)
= Qαβγδ εγδ (B.1.5)
ou` Q
∼
est le tenseur des raideurs en contraintes planes, et dont les composantes prennent la
forme suivante :
Qαβγδ = Cαβγδ − Cαβ33 Cγδ33C3333 (B.1.6)
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En notation de Voigt, la relation de comportement en contraintes planes se met sous la forme :σ11σ22
σ12
 =
Q11 Q12 Q16Q12 Q22 Q26
Q16 Q26 Q66

 ε11ε22
2ε12
 (B.1.7)
[
σ23
σ13
]
=
[
C44 C45
C45 C55
] [
2ε23
2ε13
]
(B.1.8)
Remarque B.1.1. L’utilisation de la loi de comportement en contraintes planes suppose le de´-
couplage des me´canismes plans (σαβ, εαβ) des me´canismes de cisaillement hors-plan (σα3, εα3).
Toutefois, elle n’impose pas la nullite´ de ces derniers. Par exemple, le mode`le de plaque e´paisse
utilise la loi de comportement en contraintes planes pour de´crire les me´canismes plans, tout en
prenant en compte les termes de cisaillement hors-plan qui jouent un roˆle dans la flexion.
B.1.4 Changement de base
Conside´rons deux bases orthonorme´es (ei)i=1,2,3 et (e′i)i=1,2,3 lie´es par la transformation P
de la fac¸on suivante :
ei = Pij e′j (B.1.9)
Les deux bases e´tant orthonorme´es, P est une matrice orthonorme´e e´galement. On e´tudie l’effet
d’un changement de base sur le tenseur des raideurs :
C∼ = Cijkl ei⊗ ej ⊗ ek⊗ el
= Cijkl Pime′m⊗Pjne′n⊗Pkpe′p⊗Plqe′q
= CijklPimPjnPkpPlq e′m⊗ e′n⊗ e′p⊗ e′q
(B.1.10)
Definition B.1.1 (Changement de base pour la relation de comportement). Soit C∼
′, l’expres-
sion dans la base (e′i) de C∼ , originellement exprime´ dans la base (ei). Alors les composantes de
C∼
′ s’e´crivent :
C′nmpq = CijklPimPjnPkpPlq (B.1.11)
ou` P est la matrice de passage de (e′i) vers (ei).
On donne ici la formule qui correspond a` une rotation du mate´riau d’un angle θ autour de
e3. La matrice P est de la forme :
P =
 c s 0−s c 0
0 0 1
 (B.1.12)
ou` c = cos(θ) et s = sin(θ).
Proprie´te´ B.1.2 (Rotation de la loi de comportement). Soit un mate´riau dont la loi de com-
portement e´lastique s’e´crit C, en notation de Voigt, dans la base (eθi ) tourne´e par rapport a` (ei)
d’un angle θ autour de e3. On peut alors e´crire Cθ, le tenseur des raideurs dans la base (ei),
B.1. E´lasticite´ Anisotrope 419
comme suit :
Cθ = PθC>Pθ
Pθ =

c2 s2 0 0 0 2cs
s2 c2 0 0 0 −2cs
0 0 1 0 0 0
0 0 0 c −s 0
0 0 0 s c 0
−cs cs 0 0 0 c2 − s2

(B.1.13)
avec c = cos(θ) et s = sin(θ).
Cette formule est utilise´e pour la mode´lisation des plaques composites stratifie´es : celles-ci
sont compose´es de multiples plis dont le mate´riau constitutif peut dans la majorite´ des cas
eˆtre conside´re´ orthotrope (voir ci-dessous, e´quation (B.1.17)). Ces plis sont tourne´s les uns
par rapport aux autres avec des angles θ qui varient d’une couche a` l’autre afin d’obtenir un
empilement dont le comportement est adapte´ aux besoins. La matrice de changement de base
Pθ permet donc d’exprimer le comportement de chaque couche dans le repe`re principal du
stratifie´.
De fac¸on e´quivalente, on donne la matrice de rotation adapte´e au changement de base de la
relation de comportement en contraintes planes d’un mate´riau orthotrope. On exprime celle-ci
entre deux versions vectorise´es de la matrice de comportement en contraintes planes Q.
Proprie´te´ B.1.3 (Rotation de la loi de comportement en contraintes planes). Soit Q la matrice
des raideurs en contraintes planes (B.1.7) d’un mate´riau orthotrope, exprime´e dans la base (eθi ),
celle-ci e´tant tourne´e d’un angle θ autour de e3 par rapport a` la base (ei). Dans la base (ei),
cette matrice est de´note´e Qθ et est relie´ a` Q par la relation suivante :

Qθ11
Qθ22
Qθ12
Qθ16
Qθ26
Qθ66

=

c4 s4 2s2c2 4s2c2
s4 c4 2s2c2 4s2c2
s2c2 s2c2 c4 + s4 −4s2c2
c3s −s3c s3c− c3s 2(s3c− c3s)
s3c −c3s c3s− s3c 2(c3s− s3c)
s2c2 s2c2 −2s2c2 c4 + s4 − 2s2c2


Q11
Q22
Q12
Q66
 (B.1.14)
La partie du comportement lie´e au cisaillement hors-plan peut eˆtre exprime´e dans la base (ei)
de la fac¸on suivante : C
θ
44
Cθ55
Cθ45
 =
 c
2 s2
s2 c2
−cs cs
 [C44C55
]
(B.1.15)
Ces deux dernie`res relations sont en pratique beaucoup utilise´es car elles expriment la rota-
tion du repe`re comme une relation line´aire entre les composantes des tenseurs dans les diffe´rentes
bases. Elles sont notamment employe´es pour la construction de mode`les de plaques composites
stratifie´es, compose´es de plis orthotropes.
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B.1.5 Syme´tries mate´rielles
Le tenseur des raideurs (A.1.10) ou (B.1.1) complet de´crit un mate´riau triclinique, qui est
le cas le plus ge´ne´ral. Un tel mate´riau ne posse`de que la syme´trie centrale, c’est a` dire que son
comportement est invariant par les transformations P = {I,−I} seulement.
Dans ce qui suit, on se sert de la formule de changement de base (B.1.11) pour donner des
indications sur la forme de C lorsque le mate´riau posse`de certaines syme´tries. En effet, la loi de
comportement doit eˆtre invariante pour les transformations qui correspondent a` ces syme´tries ;
cela ajoute de nouvelles relations entre les composantes des tenseurs de comportement. Le
nombre de composantes inde´pendantes diminue en conse´quence.
On pre´cise que les formes de C valent e´galement pour les souplesses S.
B.1.5.1 Syme´trie monoclinique
On conside`re le cas d’un mate´riau pour lequel le plan horizontal (e1, e2) est un plan de
syme´trie. Dans ce cas, C∼ se doit d’eˆtre invariant face a` la transformation P = [e1, e2,−e3]. On
a P33 = −1, ce qui impose que toute composante Cijkl avec un nombre impair d’indices e´gaux
a` 3 est nulle (car cense´e changer de signe au cours de la transformation). En notation de Voigt,
la matrice des raideurs prend donc la forme suivante :
C =

C11 C12 C13 0 0 C16
C12 C22 C23 0 0 C26
C13 C23 C33 0 0 C36
0 0 0 C44 C45 0
0 0 0 C45 C55 0
C16 C26 C36 0 0 C66

(B.1.16)
qui est caracte´rise´ par 13 composantes inde´pendantes.
B.1.5.2 Orthotropie
L’orthotropie caracte´rise un mate´riau qui posse`de au moins deux plans de syme´trie ortho-
gonaux. Soient un solide orthotrope dont les trois plans ont des normales qui coincident avec
la base canonique (ei). Alors le comportement se doit d’eˆtre invariant aux transformations
P1 = [−e1, e2, e3], P2 = [e1,−e2, e3] et P3 = [e1, e2,−e3]. En conse´quence, toute composante
Cijkl dont un indice est re´pe´te´ un nombre impair de fois s’annule. La matrice des raideurs
devient :
C =

C11 C12 C13 0 0 0
C12 C22 C23 0 0 0
C13 C23 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C55 0
0 0 0 0 0 C66

(B.1.17)
qui est caracte´rise´ par 9 composantes inde´pendantes. L’observation de la formule de rotation de
la loi de comportement (B.1.13) permet de noter qu’une rotation d’un comportement orthotrope
autour de e3 re´sulte en un comportement moniclinique (B.1.16).
B.1. E´lasticite´ Anisotrope 421
B.1.5.3 Syme´trie quadratique
La syme´trie quadratique [230] est caracte´rise´e par l’invariance du comportement par une
rotation du repe`re de pi/2 autour d’un des vecteurs de la base canonique. Dans le cas de e3,
les indices des Cijkl e´gaux a` 1 et 2 peuvent eˆtre intervertis, d’ou` C22 = C11, C55 = C44 et
C23 = C13 :
C =

C11 C12 C13 0 0 0
C12 C11 C13 0 0 0
C13 C13 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C66

(B.1.18)
qui est caracte´rise´ par 6 composantes inde´pendantes.
B.1.5.4 Isotropie transverse
L’isotropie transverse est caracte´rise´e par l’invariance du comportement pour toute rotation
du repe`re autour d’un vecteur de la base. Dans le cas ou` e3 est l’axe de re´volution, la nouvelle
contrainte est 2C66 = (C11 − C12), soit :
C =

C11 C12 C13 0 0 0
C12 C11 C13 0 0 0
C13 C13 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C11 − C122

(B.1.19)
qui est caracte´rise´ par 5 composantes inde´pendantes.
B.1.5.5 Syme´trie cubique
Un mate´riau a` syme´trie cubique posse`de un comportement invariant face a` une rotation
d’un angle de pi/2 autour de n’importe lequel des vecteurs de (ei). Les trois axes deviennent
donc indiscernables, soit :
C =

C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C66 0 0
0 0 0 0 C66 0
0 0 0 0 0 C66

(B.1.20)
qui est caracte´rise´ par 3 composantes inde´pendantes.
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B.1.5.6 Isotropie
Un mate´riau isotrope est invariant pour toute transformation de rotation puˆre. En l’occu-
rence, seulement deux constantes inde´pendantes suffisent a` le caracte´riser :
C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C11−C122 0 0
0 0 0 0 C11−C122 0
0 0 0 0 0 C11−C122

=

λ+ 2µ λ λ 0 0 0
λ λ+ 2µ λ 0 0 0
λ λ λ+ 2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

(B.1.21)
ou` λ et µ sont les coefficients de lame´, dont on rappelle la correspondance avec le module de
Young E, de cisaillement G et le coedfficient de Poisson ν :
λ = νE(1 + ν)(1− 2ν) =
G(E − 2G)
3G− E
µ = G = E2(1 + ν)
E = µ(3λ+ 2µ)
λ+ µ
ν = λ2(λ+ µ)
(B.1.22)
On retrouve alors bien la loi de Hooke, exprime´e sur les tenseurs :
σ = λTr
(
ε
)
I + 2µε (B.1.23)
On donne e´galement ici la forme de la matrice des raideurs en contraintes planes associe´e a`
un comportement isotrope. Celle-ci prend la forme :
Q =
a b 0b a 0
0 0 µ
 (B.1.24)
a = 4µ λ+ µ
λ+ 2µ =
E
1− ν2
b = 2λµ
λ+ 2µ =
νE
1− ν2
B.1.6 Bornes sur les composantes des matrices de comportement
La de´formation d’un solide ne pouvant pas eˆtre source d’e´nergie, le travail des de´formations
est toujours positif. On a alors la relation :
∀Ω,∀ε
∫
Ω
σ · ε dΩ > 0 → ∀ε ε ·C · ε > 0 (B.1.25)
Cette dernie`re expression exprime le fait que la matrice des raideurs C doit eˆtre de´finie positive,
c’est a` dire que toutes ses valeurs propres sont strictement supe´rieures a` 0.
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Au lieu de chercher a` trouver les racines du de´terminant de C, on utilise plutoˆt la condition
ne´cessaire et suffisante qui impose aux de´terminant des sous-matrices successives d’eˆtre stric-
tement positifs [230, e´quation (2.111)]. Dans le cas du mate´riau orthotrope (B.1.17), cela se
traduit par les relations suivantes :
Cii > 0 ∀i ∈ {1, 2, 3, 4, 5, 6}
C11C22 − C212 > 0
C11C22C33 − C33C212 − C11C23 − C22C312 + 2C12C13C23 > 0
(B.1.26)
Ces bornes peuvent eˆtre utilise´es dans un cadre expe´rimental pour valider un jeu de com-
posantes identifie´es ; elles pourraient e´galement eˆtre introduites directement dans le proble`me
inverse sous la forme de contraintes d’ine´galite´.
B.1.7 Constantes de l’inge´nieur
La notation des tenseurs de comportement sous forme de matrices permet, comme on l’a vu,
de visualiser la relation contrainte-de´formation et l’effet des diffe´rentes syme´tries mate´rielles.
Toutefois, les composantes des matrices ainsi de´finies ne sont souvent pas utilise´es pour qualifier
les proprie´te´s d’un mate´riau. On pre´fe`re employer les constantes de l’inge´nieur, qui de´coulent
d’un point de vue expe´rimental.
En effet, il est assez aise´ de soumettre expe´rimentalement un e´chantillon a` un champ de
contrainte uniaxial uniforme. Suffisamment loin des ancrages, le principe de Saint-Venant nous
permet de conside´rer que la section transversale d’un barreau en traction simple est charge´e
uniaxialement et uniforme´ment. Prenons le cas d’une traction selon e1, qui impose un champ
de contrainte dont seule la composante σ11, constante sur la section, est non nulle. Le mate´riau,
orthotrope, a ses plans de syme´trie oriente´s selon le repe`re carte´sien. Le champ de de´formation
est alors de la forme :
ε12 = ε13 = ε23 = 0
ε11 = S1111σ11 , ε22 = S2211σ11 , ε33 = S3311σ11
Trois jauges de de´formation permettent de mesurer ε11, ε22 et ε33. Un capteur de force permet
quand a` lui de mesure la re´sultante F1 = Sσ11 et donc d’en de´duire la contrainte. Trois compo-
santes du tenseur des souplesses peuvent donc eˆtre caracte´rise´es lors d’un test de traction. Les
souplesses s’exprimant en Pa−1, on pre´fe`re introduire une constante homoge`ne a` une pression ;
le module de Young E1 = σ11/ε11 = S−11111 en Pa ; et les coefficients de Poisson ν12 = −S1122/S1111
sans unite´. On comprend alors aise´ment que deux essais de traction selon deux plans de sy-
me´trie du mate´riau permettent d’identifier les 6 composantes inde´pendantes du bloc supe´rieur
droit de la matrice des souplesses.
Un deuxie`me essai e´le´mentaire consiste a` imposer un e´tat de contrainte en cisaillement
uniforme. On peut faire cela par la mise en torsion d’un e´chantillon tubulaire. Par exemple,
la torsion d’un tube d’axe de re´volution e3 soumet localement le mate´riau a` un champ de
contrainte dont seule la composante σ12 est non nulle. On peut alors identifier la composante
S1212 du tenseur des souplesses. De nouveau, on pre´fe`re de´finir une constante en Pascals ; soit
le module de cisaillement G12 = σ12/ε12 = S−11212.
Ces essais de traction et de torsion permettent donc d’identifier la matrice des souplesses du
mate´riau orthotrope comple`te, qui s’exprime en fonction des constantes de l’inge´nieur comme
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suit, dans le repe`re qui conincide avec les axes d’orthotropie du mate´riau :
S =

1
E1
−ν21
E2
−ν31
E3
0 0 0
−ν12
E1
1
E2
−ν32
E3
0 0 0
−ν13
E1
−ν23
E2
1
E3
0 0 0
0 0 0 1
G23
0 0
0 0 0 0 1
G13
0
0 0 0 0 0 1
G12

(B.1.27)
La syme´trie de S impose certaines contraintes sur le choix des constantes :
Sij = Sji → νijEj = νjiEi (B.1.28)
Bien que fastidieuse, l’inversion de la matrice des souplesses ainsi formule´e peut eˆtre re´alise´e.
On obtient alors l’expression de la matrice des raideurs en fonction des constantes de l’inge´nieur :
C =

1− ν23ν32
∆ E1
ν12 − ν13ν32
∆ E2
ν13 − ν12ν23
∆ E3 0 0 0
ν21 − ν23ν31
∆ E1
1− ν13ν31
∆ E2
ν23 − ν21ν13
∆ E3 0 0 0
ν31 − ν32ν21
∆ E1
ν32 − ν31ν12
∆ E2
1− ν12ν21
∆ E3 0 0 0
0 0 0 G23 0 0
0 0 0 0 G13 0
0 0 0 0 0 G12

(B.1.29)
avec ∆ = 1− ν12ν21 − ν13ν31 − ν32ν23 − 2ν32ν21ν13.
De la meˆme fac¸on, la loi de comportement en contraintes planes d’un mate´riau orthotrope
peut se mettre sous la forme suivante :
σ11
σ22
σ12
 =

E1
1− ν12ν21
ν12E2
1− ν12ν21 0
ν21E1
1− ν12ν21
E2
1− ν12ν21 0
0 0 G12


ε11
ε22
2ε12
 (B.1.30)
σ23
σ13
 =
G23 0
0 G13
 2ε23
2ε13
 (B.1.31)
Remarque B.1.2 (Phe´nome´nologie). En reprenant l’expe´rience du barreau en traction, les coef-
ficients de Poisson ν12 et ν13 caracte´risent l’effet de re´duction de section face a` une de´formation
ε11 positive. Meˆme si les expressions donne´es ici sont de´pendantes du repe`re, on utilisera de fa-
c¸on ge´ne´rale cette analogie pour parler de l’effet Poisson, qui se manifeste lors de la de´formation
d’un milieu continu.
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Remarque B.1.3 (Notations). Les indices alphanume´riques {1, 2, 3} attache´s aux constantes de
l’inge´nieur dans les expressions ci-dessus correspondent aux directions de la base choisie. Tou-
tefois, on rencontre au moins deux autres types de notation, qui de´pendent de la communaute´
scientifique :
— Mate´riaux composites : on utilise plutoˆt les indices {L,T,N} en rapport a` l’orientation lo-
cale des renforts utilise´s (directions Longitudinale et Tangentielle respectivement paralle`le
et perpendiculaire aux fibres) et de l’e´paisseur de la couche unitaire (direction Normale).
— Sciences du bois : les indices {L,T,R} sont utilise´s, pour les directions paralle`les aux
rayons ligneux (Longitudinal), et par rapport aux cernes forme´s par l’alternance bois
d’e´te´/de printemps (directions Tangentielle au cerne et Radiale).
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B.2 Viscoe´lasticite´ line´aire
On a vu dans les sections pre´ce´dentes que la loi de comportement e´lastique fait intervenir une
relation contraintes-de´formations. Dans le cadre de l’e´lasticite´ line´aire, celle-ci prend la forme
d’une application line´aire caracte´rise´e par deux tenseurs d’ordre 4, le tenseur des raideurs C∼ et le
tenseur des souplesses S∼. Cette application porte sur les valeurs instantane´es des de´formations
et contraintes.
Lorsque l’on cherche a` e´tudier le comportement e´lastique d’un solide de´formable, on peut
effectuer quatre expe´riences e´le´mentaires (de fac¸on pratique ou par la pense´e), exprime´es dans
une configuration uniaxiale : les expe´rience de retard, de relaxation, de recouvrance et d’effa-
cement (voir figure B.1).
(a) Relaxation : on soumet l’e´chantillon a` un e´chelon de de´formation ε(t) = H(t)ε0, ou` H est
la fonction de Heaviside. La contrainte atteint σ0 instantane´ment, puis de´croˆıt de fac¸on
monotone vers une asymptote σ∞. Cette contrainte asymptotique peut eˆtre nulle si la
relaxation est comple`te.
(b) Retard ou fluage : on soumet l’e´chantillon a` un e´chelon de contrainte σ(t) = H(t)σ0.
la re´ponse instantane´e du mate´riau est alors caracte´rise´e par la de´formation finie ε0.
Ensuite, la de´formation croit de fac¸on monotone. La valeur ε∞ (voir figure B.1b) n’est
pas force´ment finie, comme cela peut eˆtre le cas avec le fluage (ou des me´canismes de
vieillissement en ge´ne´ral).
(c) Effacement : on soumet l’e´chantillon a` un cre´neau de de´formation de dure´e t1. Par rap-
port a` l’expe´rience de relaxation, on peut caracte´riser : (1) la re´ponse instantane´e sous
contraintes, diffe´rence entre σ+1 et σ
−
1 (voir figure B.1c), les deux e´tats de contrainte avant
et apre`s arreˆt du stimulus ; (2) l’effacement, caracte´rise´ par la valeur asymptotique σ∞,
qui peut eˆtre non nulle lorsqu’un phe´nome`ne non re´versible est en jeu.
(d) Recouvrance : on soumet l’e´chantillon a` un cre´neau de contrainte de dure´e t1. En plus
de l’expe´rience de retard, on peut caracte´riser : (1) le retour instantane´, entre ε+1 et ε
−
1
(voir figure B.1d), les deux e´tats de de´formation avant et apre`s arreˆt du stimuli ; (2) la
recouvrance de´note´e par ε∞, celle-ci pouvant eˆtre non-nulle si l’expe´rience donne lieu a
des de´formations re´siduelles.
La description de ces expe´riences e´le´mentaires permet d’introduire un concept fondamental
dans l’e´laboration d’un mode`le de comportement viscoe´lastique : la contrainte ne de´pend plus
seulement de la valeur instantane´e de la de´formation, mais bien de l’histoire de celle-ci ; et re´ci-
proquement. Dans le cadre de ce travail, on se limitera aux phe´nome`nes re´versibles, caracte´rise´s
par une recouvrance et un effacement complets.
Les diffe´rents de´veloppements qui suivent tentent de dresser un tableau des diffe´rents aspects
lie´s a` la mode´lisation d’un comportement viscoe´lastique line´aire. Ils sont en partie inspire´s de
l’excellent ouvrage pe´dagogique de Jean Salenc¸on [195]. Les diffe´rents principes fondamentaux
sont e´galement tire´s des travaux de Onsager [155, 154] de Biot [32, 36, 34, 35] (proprie´te´s du
tenseur ope´rationnel) et de ceux de O’Donnell [152] (relations de Kramers-Kronig).
La section est organise´e comme suit. Tout d’abord, on rappelle les principes qui permettent
d’e´laborer un mode`le de comportement viscoe´lastique et de re´soudre le proble`me de me´canique
qui en de´coule. Ensuite, on pre´sente certaines proprie´te´s qui re´gissent le comportement visco-
e´lastique line´aire et qui devraient eˆtre respecte´es par la loi de comportement. Enfin, on pre´sente
quelques mode`les adapte´s a` la mode´lisation de structures dont les mate´riaux constitutifs pre´-
sentent un comportement viscoe´lastique line´aire.
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ε0
t
ε
σ0
σ∞
t
σ
(a) Relaxation : stimulation par un e´chelon de de´formation
σ0
t
σ
ε0
ε∞
t
ε
(b) Retard : stimulation par un e´chelon de contrainte
ε0
t1
t
ε
t1
σ−1
σ+1 σ∞
t
σ
(c) Effacement : stimulation par un cre´neau de de´formation
σ0
t1
t
σ
t1
ε−1
ε+1
ε∞
t
ε
(d) Recouvrance : stimulation par un cre´neau de contrainte
Figure B.1 – Expe´riences uniaxiales e´le´mentaires.
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B.2.1 Principe de superposition de Boltzmann
On a vu en introduction que la loi de comportement devait, pour prendre en compte les effets
viscoe´lastiques, eˆtre fonction non plus des valeurs instantane´es des contraintes et de´formations,
mais bien de leur histoire.
Le comportement viscoe´lastique line´aire est en conse´quence de´crit par une relation line´aire
entre l’histoire des contraintes et l’histoire des de´formations. Plus pre´cise´ment, on parle de ma-
te´riau Boltzmannien lorsque la re´ponse peut eˆtre de´crite par la superposition des sollicitations
passe´es.
Definition B.2.1 (Principe de Boltzmann). On peut e´crire la relation contraintes-de´formations
d’un mate´riau Boltzmannien de la fac¸on suivante :
σ(x, t) =
t∫
−∞
C∼ (x, τ) : ε(x, t− τ) dτ (B.2.1)
ou` C∼ est le tenseur des fonctions de relaxation.
Le principe de superposition ge´ne´ralise en fait la loi de comportement e´lastique : la contrainte
n’est plus une fonction line´aire de la de´formation instantane´e, mais bien une fonction line´aire
de l’ensemble des e´tats de de´formations passe´s.
B.2.2 Principe de correspondance
L’utilisation du principe de superposition pour re´soudre le proble`me de dynamique (A.1.14)
paraˆıt complique´. On introduit alors le principe de correspondance, qui pre´sente un re´el attrait
ope´rationnel.
On remarque en effet que le choix d’un tenseur des relaxations tel que ∀τ > t, C∼ (τ) = 0
permet de re´e´crire le principe de superposition (B.2.1) sous la forme d’un produit de convolu-
tion :
σij(t) = Cijkl(t)* εkl(t) (B.2.2)
De cette re´e´criture et du the´ore`me de la convolution de´coule le principe de correspondance.
B.2.2.1 Le tenseur ope´rationnel
Definition B.2.2 (Tenseur ope´rationnel des raideurs). On de´finit le tenseur ope´rationnel des
raideurs C∼ (ω) comme la transforme´e de Fourier du tenseur des relaxations C∼ (t) :
C∼ (x, ω) =
∞∫
−∞
C∼ (x, t) e
− iωt dt et C∼ (x, t) =
1
2pi
∞∫
−∞
C∼ (x, ω) e
iωt dω (B.2.3)
Le tenseur ope´rationnel des raideurs est alors utilise´ pour lier la transforme´e de Fourier des
contraintes σ(ω) avec la transforme´e de Fourier des de´formations ε(ω).
Definition B.2.3 (Relation contraintes-de´formations dans l’espace de Fourier). Dans l’espace
de Fourier, la relation contraintes-de´formations s’e´crit comme suit :
σ(x, ω) = C∼ (x, ω) : ε(x, ω) (B.2.4)
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Dans l’espace de Fourier, la loi de comportement d’un mate´riau viscoe´lastique line´aire est
donc e´quivalente a` la loi de comportement e´lastique line´aire (A.1.10).
Le tenseur ope´rationnel des raideurs ainsi formule´ posse`de des proprie´te´s particulie`res qui
sont e´tudie´es plus loin.
B.2.2.2 Formulation forte
Le principe de correspondance stipule que le proble`me de la dynamique (A.1.14) incluant
un solide viscoe´lastique line´aire peut eˆtre re´solu dans l’espace de Fourier.
Proprie´te´ B.2.1 (E´quations locales). La formulation forte du proble`me de dynamique line´aire
(A.1.14) se re´e´crit de la fac¸on suivante :
cine´matique : εij(ω) =
1
2 (ui,j(ω) + uj,i(ω))
comportement : σij(ω) = Cijkl(ω)εkl(ω)
e´quilibre : σij,j(ω) + fi(ω) + ρω2 ui(ω) = 0
C.L. cine´matiques : ui(ω) = u∂i (ω)
C.L. statiques : σij(ω)nj = Ti(ω)
(B.2.5)
ou` la de´pendance des variables en les coordonne´es x de l’espace est implicite.
Remarque B.2.1. Dans les e´quations qui pre´ce`dent, les conditions initiales n’apparaissent plus.
En effet, la transforme´e de Fourier s’applique a` une fonction de´finie pour t ∈] − ∞,∞[. De
fac¸on a` faire apparaˆıtre clairement les conditions initiales dans le proble`me, on peut utiliser la
transforme´e de Laplace [195].
La re´solution d’un proble`me viscoe´lastique line´aire dans l’espace de Fourier est e´quivalente
a` la re´solution d’un proble`me e´lastique line´aire statique ; on peut voir que les effets d’inertie
ρu¨ ont un effet analogue aux efforts volumiques f . L’utilisation du principe de correspondance
simplifie donc grandement la re´solution du proble`me de dynamique non-conservatif.
B.2.2.3 Formulation faible
L’application du principe de correspondance aux e´quation inte´grales donne´es par le prin-
cipe des travaux virtuels (A.1.23) passe par l’application de l’e´galite´ de Parseval. Soient deux
fonctions du temps f1 et f2 a` valeurs re´elles et leur transforme´e de Fourier respective F1 et F2.
Alors l’e´galite´ suivante et ve´rifie´e :
+∞∫
−∞
f1(t)f2(t) dt =
1
2pi
+∞∫
−∞
∗F1(ω)F2(ω) dω = 12pi
+∞∫
−∞
F1(ω)∗F2(ω) dω (B.2.6)
Elle exprime la conservation de l’e´nergie par la transforme´e de Fourier.
Proprie´te´ B.2.2 (E´quation inte´grale). La formulation faible d’un proble`me de dynamique
incluant une loi de comportement viscoe´lastique line´aire, exprime´e a` partir du principe des
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travaux virtuels (A.1.23), se met sous la forme :
∀(u∗,Ω)
∫
Ω
∗ε(u∗) : σ dΩ− ω2
∫
Ω
ρ∗u∗ · u dΩ =
∫
Ω
∗u∗ · f dΩ +
∫
∂Ω
∗u∗ ·T dS (B.2.7)
ou` les champs re´els et virtuels sont exprime´s dans le domaine de Fourier.
B.2.2.4 Me´thodologie
La re´solution d’un proble`me de dynamique incluant un mate´riau viscoe´lastique line´aire se
de´roule donc de la fac¸on suivante :
1. Transformation des donne´es connues du proble`me u∂i (t), Ti(t) et fi(t) dans le domaine de
Fourier
2. Re´solution des e´quations (B.2.5) dans le domaine de Fourier.
3. Prise de la transforme´e inverse des champs tensoriels obtenus afin d’obtenir la solution
dans le domaine temporel.
Dans ce qui suit, on se propose d’e´tudier les proprie´te´s du tenseur ope´rationnel qui per-
mettent de restreindre les possibilite´s de lois de comportement qui peuvent eˆtre formule´es.
B.2.3 Proprie´te´s du tenseur ope´rationnel
On a de´fini pre´ce´demment le tenseur ope´rationnel des raideurs C∼ (ω) (B.2.3), transforme´e
de Fourier du tenseur des fonctions de relaxation C∼ (t) (B.2.1), lui-meˆme ge´ne´ralisant la loi de
comportement du mate´riau e´lastique line´aire (A.1.10).
B.2.3.1 Inversion
Il parait difficile de de´finir l’inverse S∼(t) du tenseur des relaxations C∼ (t) a` partir du seul
principe de superposition (B.2.1). On peut toutefois e´crire :
σij(t) = Cijkl(t)* εkl(t) = Cijkl(t)*Sklpq(t)*σpq(t)
d’ou` Cijkl(t)*Sklpq(t) = δijkl δ(t). On a donc une de´finition de l’inverse dans l’espace de Fourier :
S∼(ω) = C∼ (ω)
−1 (B.2.8)
ou` le tenseur ope´rationnel des souplesses S∼(ω) est la transforme´e de Fourier du tenseur des
fonctions de retard S∼(t).
Dans la suite de ce document, les approches de´veloppe´es sont des approches cine´matiques.
En conse´quence, on s’inte´ressera uniquement au tenseur ope´rationnel des raideurs, qui per-
met de calculer les contraintes a` partir d’un champ de de´formation donne´. On de´signera donc
ge´ne´ralement par tenseur ope´rationnel le tenseur C∼ (ω).
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B.2.3.2 E´criture complexe
Les composantes du tenseur ope´rationnel sont complexes. La communaute´ scientifique adopte
a` ce sujet plusieurs e´critures.
Definition B.2.4. On peut e´crire le tenseur ope´rationnel sous les formes suivantes :
Cijkl(ω) = Rijkl(ω) + iTijkl(ω)
= Rijkl(ω)
(
1 + i ηijkl(ω)
)
= Rijkl(ω) ei δijkl(ω)
(B.2.9)
(B.2.10)
(B.2.11)
ou` R∼ est le tenseur des raideurs dynamiques, T∼ le tenseur des pertes. Les composantes ηijkl
sont les facteurs de pertes (pertes ramene´es aux raideurs) et les composantes δijkl les angles de
pertes.
Proprie´te´ B.2.3 (Parite´). Le tenseur des fonctions de relaxation C∼ (t) e´tant une fonction re´elle
du temps, le tenseur ope´rationnel C∼ (ω) posse`de les proprie´te´s de parite´ suivantes :
Rijkl(−ω) = Rijkl(ω) (partie re´elle paire)
Tijkl(−ω) = −Tijkl(−ω)
ηijkl(−ω) = −ηijkl(−ω)
δijkl(−ω) = −δijkl(−ω)
(partie imaginaire impaire)
(B.2.12)
qui sont he´rite´es des proprie´te´s de la transforme´e de Fourier d’une fonction re´elle.
B.2.3.3 Interpre´tation
Une interpre´tation des composantes complexes du tenseur ope´rationnel peut eˆtre donne´e
dans le cas ou` le syste`me est anime´ par un mouvement harmonique (re´gime permanent).
εkl(t) = Akl cos(ωt+ φkl)
σij(t) =
∑
k,l
AklRijkl(ω)cos(ωt+ φkl + δijkl(ω))
Cijkl
δijkl
Rijkl
Tijkl
εkl
σij
Figure B.2 – Interpre´tation graphique des composantes du tenseur ope´rationnel
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ou` on a utilise´ les proprie´te´s de parite´ du tenseur ope´rationnel. Les effets visqueux introduisent
donc les de´phasages δijkl entre les contraintes σij et les de´formations εkl. Ce phe´nome`ne est
repre´sente´ sur la figure B.2 ; dans le cas conservatif (en bleu), le tenseur ope´rationnel est pu-
rement re´el (δijkl = 0) et le diagramme contraintes-de´formations suit une droite ; quand le
comportement est dissipatif (en rouge), le de´phasage est non nul et le diagramme contraintes-
de´formations suit une ellipse, signature du comportement hyste´re´tique line´aire du mate´riau.
L’aire de cette ellipse est d’ailleurs e´gale a` l’e´nergie dissipe´e au cours d’un cycle :
∆U =
∮
σ : dε =
t0+2pi/ω∫
t0
σ : ε˙ dt = piAijTijkl(ω)Akl (B.2.13)
qui met en avant le roˆle du tenseur des pertes T∼ . De fac¸on e´quivalente, on donne l’e´nergie
potentielle stocke´e :
U =
t0+2pi/ω∫
t0
σ : ε dt = 12 AijRijkl(ω)Akl (B.2.14)
qui est fonction du tenseur des raideurs dynamiques R∼ . On voit alors que le rapport entre les
e´nergies e´le´mentaires dissipe´es et les e´nergies potentielles e´le´mentaires stocke´es fait apparaˆıtre
les des facteurs de perte ηijkl et des angles de perte δijkl :
1
2pi
∆Uijkl
Uijkl =
Tijkl
Rijkl
= ηijkl = tan(δijkl) (B.2.15)
ou` ∆U =
∑
i,j,k,l
∆Uijkl et U =
∑
i,j,k,l
Uijkl.
B.2.3.4 Syme´tries
On a vu pre´ce´demment B.1.1 que le tenseur caracte´risant la loi de comportement e´lastique
line´aire posse`de des syme´tries mineures et majeures. Il est possible de montrer que les tenseurs
des raideurs dynamiques R∼ et des pertes T∼ posse`dent les meˆmes syme´tries.
Les syme´tries mineures sont justifie´es par les meˆmes arguments que dans le cas e´lastique :
les contraintes et les de´formations e´tant des tenseurs syme´triques (σij = σji et εij = εji), le
tenseur ope´rationnel C∼ peut eˆtre limite´ au groupe des tenseurs d’ordre 4 complexes posse´dant
toutes les syme´tries mineures (Cijkl = Cjikl = Cijlk).
Les syme´tries majeures de C∼ doivent eˆtre justifie´es par des arguments thermodynamiques
e´labore´s, que l’on ne de´veloppe pas ici. Les hypothe`ses de la the´orie de Biot [32, 34, 36, 35]
permettent, a` partir du principe de re´ciprocite´ d’Onsager [154, 155], de justifier les syme´tries
majeures du tenseur ope´rationnel (Cijkl = Cklij). De fac¸on e´quivalente au cas e´lastique, Auld
[9] se base sur l’existence d’une e´nergie de dissipation strictement positive pour justifier ces
syme´tries.
On peut comple`tement transposer les re´sultats de section B.1 sur l’e´lasticite´ anisotrope au
comportement viscoe´lastique anisotrope :
— La matrice C de´signe le tenseur ope´rationnel en notation de Voigt (B.1.1). De fac¸on
e´quivalente, on de´finit les matrices des raideurs dynamiques R et des pertes T.
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— Les diffe´rentes formes de la loi de comportement, conse´quences des diffe´rentes syme´tries
du mate´riau, sont identiques dans le cas e´lastique et le cas viscoe´lastique.
— Puisque l’e´nergie potentielle (B.2.14) et l’e´nergie dissipe´e (B.2.13) sont strictement posi-
tives, les bornes donne´es en (B.1.26) dans le cas du mate´riau orthotrope restent valables,
exprime´es sur les composantes de R et T inde´pendemment.
Remarque B.2.2. Les syme´tries du tenseur ope´rationnel montrent que C(ω) est syme´trique non
Hermitienne, soit HC(ω) = ∗C(ω) 6= C(ω). En conse´quence, cet ope´rateur ne posse`de pas
les proprie´te´s classiques des matrices hermitiennes (valeurs propres re´elles, sous-espace propre
orthogonal, etc.).
B.2.3.5 De´pendance des parties re´elles et imaginaires
Pour formuler le principe de correspondance (B.2.5), on a eu besoin de donner la loi de
comportement du solide viscoe´lastique dans l’espace de Fourier (B.2.4). Celle-ci utilise le fait
que le principe de superposition de Boltzmann (B.2.1) peut eˆtre exprime´ sous la forme d’un
produit de convolution, a` condition que le tenseur des fonctions de relaxations soit nul pour
chaque instant succe´dant a` l’instant actuel :
∀τ < 0 C∼ (τ) = 0 (B.2.16)
On parle de condition de causalite´ (lien cause a` effet) : la contrainte a` l’instant actuel n’est
fonction que des e´tats de de´formation ante´rieurs.
La condition de causalite´ a des conse´quences sur la de´pendance en fre´quence des composantes
du tenseur ope´rationnel. Cette de´pendance en fre´quence est lie´e aux relations de Kramer-Kronig
(ou de Bayard-Bode), qui caracte´risent tout syste`me causal. Notamment, elles stipulent que les
parties imaginaires et re´elles du tenseur ope´rationnel (le tenseur des raideurs dynamiques et le
tenseur des pertes) ne sont pas inde´pendantes.
On re´sume dans ce paragraphe les re´sultats donne´s par O’Donnell [152] sur les conse´quences
de la causalite´ des fonctions de relaxation sur la de´pendance en fre´quence du tenseur ope´ra-
tionnel.
On a de´ja` utilise´ le fait que les fonctions de relaxation sont mesurables (re´elles) pour donner
les proprie´te´s de parite´ du tenseur ope´rationnel (B.2.12). En utilisant ces proprie´te´s et l’e´criture
de C∼ (ω) sous la forme (B.2.9), on re´e´crit (B.2.3) comme suit :
C∼ (τ) =
1
pi
∞∫
0
(
R∼ (ω)cos(ωτ) + T∼ (ω)sin(ωτ)
)
dω (B.2.17)
La causalite´ (B.2.16) conduit alors aux relations de Kramer-Kronig suivantes [152] :
R∼ (ω) =
2
pi
v.p
∞∫
0
λ
λ2 − ω2 T∼ (λ) dλ (B.2.18)
T∼ (ω) = −
2
pi
v.p
∞∫
0
ω
λ2 − ω2 R∼ (λ) dλ (B.2.19)
ou` ”v.p” de´note la valeur principale de Cauchy. Ces relations lient donc les parties re´elle et
imaginaire de C∼ (ω). De fac¸on e´quivalente, les relations de Bayard-Bode sont exprime´es sur
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l’amplitude et la phase du tenseur ope´rationnel (elles ont e´te´ e´tablies a` l’origine pour l’e´tude
de la re´ponse des amplificateurs).
Conse´quence directe des relations de Kramer-Kronig, les tenseurs R∼ et T∼ ne sont pas des
fonctions de ω inde´pendantes ; la connaissance de l’une d’entre elles sur le domaine fre´quentiel
complet permet de de´terminer la seconde.
En particulier, O’Donnell montre (par un de´veloppement en se´rie) que si C∼ est une fonction
suffisamment lisse, alors l’inte´grale devient locale.
Proprie´te´ B.2.4 (De´pendance des parties re´elles et imaginaires). La forme locale et line´arise´e
des relations de Kramer-Kronig s’exprime de la fac¸on suivante :
T∼ (ω) ≈
pi
2ω
dR∼ (ω)
dω ou η∼(ω) ≈
pi
2
dlog
(
R∼ (ω)
)
dlog(ω) (B.2.20)
a` condition que C∼ (ω) soit une fonction suffisamment re´gulie`re.
On note ici quelques implications importantes des relations ci-dessus :
— D’apre`s les bornes sur les composantes des matrices de comportement (B.1.26), on a
Tii(ω) > 0, d’ou` les Rii(ω) sont des fonctions strictement positives et croissantes.
— Puisque T∼ prend des valeurs finies, la pente de R∼ (ω) tend vers une valeur nulle quand
ω → ∞. En conse´quence, R∼ est borne´e. De plus, on peut montrer que T∼ tend vers des
valeurs faibles en haute fre´quence.
— On remarque que T∼ est nul pour ω = 0. La remarque pre´ce´dente permet alors de conclure
que T∼ (ou η∼) atteint au moins un maximum.
Pour finir, la proposition suivante donne une indication sur la variation des composantes du
tenseur des raideurs dynamiques.
Proposition B.2.1 (Variations du tenseur des raideurs). Soit ηmaxijkl tel que ∀ω ∈ [ω1, ω2],
ηijkl 6 ηmaxijkl , alors :
Rijkl(ω2)
Rijkl(ω1)
6
(
ω2
ω1
) 2
pi
ηmaxijkl
(B.2.21)
Dans le cas ou` ηmaxijkl est petit, on pourra ne´gliger la variation de R∼ avec la fre´quence si le
domaine fre´quentiel d’e´tude est relativement restreint.
La figure B.3 donne la variation maximale de R∼ en fonction du l’extension r = ωmax/ωmin
du domaine de fre´quence d’e´tude. Dans le cadre de l’e´tude des structures rayonnantes pour les
applications dans le domaine de l’audible, on a r = 1000 (fre´quences de 20 Hz a` 20 kHz). Par
exemple, si on prend le cas du bois, qui pre´sente des me´canismes de perte de l’ordre de 2% dans
la direction transverse (CTTTT ), on peut s’attendre a` une variation de 10% de la composante
RTTTT associe´e entre le bas et le haut du spectre.
Remarque B.2.3. Puisque les composantes des matrices de comportement ope´rationnelles sont
de´pendantes de la fre´quence, on peut imaginer que les syme´tries d’un mate´riau puissent changer
en fonction du domaine fre´quentiel conside´re´ [35].
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Figure B.3 – Borne supe´rieure de la variation des composantes du tenseur des raideurs R∼ (ω)
en fonction de la valeur maximale du facteur de pertes associe´, pour diffe´rents rapports
r = ωmin/ωmax.
B.2.3.6 Constantes de l’inge´nieur complexes
L’utilisation du tenseur ope´rationnel donne lieu a` l’expression de constantes de l’inge´nieur
complexes, qui permettent de construire la matrice C(ω) de fac¸on e´quivalente au cas e´lastique
(B.1.29). La construction ainsi faite est commode car elle est relie´e a` un contexte expe´rimental
(essais de traction simple e´le´mentaires).
On peut citer les travaux de Pritz qui e´tudie dans [167] la de´pendance the´orique du module
d’Young et du coefficient de Poisson complexe. Il se place dans le cadre de l’expe´rience de
relaxation (figure B.1a), dans lequel l’e´chantillon est soumis a` un e´chelon de de´formation. Il
conclut que le module d’Young, a` la manie`re du tenseur des raideurs dynamiques, est une
fonction de la fre´quence positive et strictement croissante. Le coefficient de Poisson, pour sa
part, est une fonction strictement de´croissante.
Toutefois, la de´finition des constantes de l’inge´nieur complexes pose des proble`mes, surtout
pour ce qui est du coefficient de Poisson. On peut pour alimenter le propos citer le travail
de Hilton [89], qui conside`re diffe´rentes de´finitions du coefficient de Poisson prises dans la
litte´rature. Conside´rant par exemple la de´finition νij(t) = −εjj(t)/εii(t), il fait remarquer que
le principe de correspondance est applicable seulement si εii(t) = ε0ii, ce qui correspond a`
l’expe´rience de relaxation, un cas tre`s particulier de chargement.
Afin de se placer dans les hypothe`ses qui permettent l’application du principe de corres-
pondance (causalite´, superposition, parite´ du tenseur ope´rationnel), il semble plus rigoureux
de raisonner sur des fonctions reliant deux grandeurs duales au sens de l’e´nergie. C’est le cas
des composantes Cijkl du tenseur ope´rationnel (reliant les contraintes et les de´formations), et
de ses versions ge´ne´ralise´es (ou homoge´ne´ise´es), que l’on pourra rencontrer avec les mode`les
re´duits de structure dans ce qui suit (voir chapitre II). Ainsi, les modules complexes (coefficients
de Lame´ λ et µ, Young Ei, compression isostatique K, cisaillement Gij) pourront parfois eˆtre
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utilise´s lorsqu’ils relient deux grandeurs ge´ne´ralise´es duales (comme dans le cas des poutres,
par exemple).
B.2.4 Discre´tisation
Dans le but de re´soudre les proble`mes de dynamique non conservatifs, on cherche a` re´duire
l’espace des solutions qui respectent les e´quations locales (B.2.5) ou globales (B.2.7), comme
dans le cas e´lastique (voir section A.2).
B.2.4.1 Formulation discre`te
Le principe de correspondance s’applique tout aussi bien au proble`me discre´tise´ (A.2.10),
qui se reformule comme suit.
Proprie´te´ B.2.5 (Syste`me d’e´quations). La version discre`te du proble`me de me´canique ex-
prime´ dans l’espace de Fourier, portant sur les de´placements ge´ne´ralise´s q s’e´crit comme suit :
(
K(ω)− ω2M
)
q(ω) =
(
K0 + KR(ω) + iωD(ω)− ω2M
)
q(ω) = f(ω) (B.2.22)
avec l’ope´rateur de raideur ge´ne´ralise´e qui de´pend de la fre´quence :
K(ω) =
∫
Ω
HB(x)C(x, ω)B(x) dΩ (B.2.23)
M =
∫
Ω
ρ(x)HN(x)N(x) dΩ (B.2.24)
f =
∫
Ω
HN(x)f(x) dΩ +
∫
∂Ω
HN(x)T(x) dS (B.2.25)
ou` la matrice B a e´te´ de´finie en (A.2.15).
Si on pose C(ω) = R0 + RR(ω) + iT(ω), on peut exprimer les trois matrices K0, KR et D
de la fac¸on suivante :
K0 =
∫
Ω
HB(x)R0(x)B(x) dΩ (B.2.26)
KR =
∫
Ω
HB(x)RR(x, ω)B(x) dΩ (B.2.27)
D = 1
ω
∫
Ω
HB(x)T(x, ω)B(x) dΩ (B.2.28)
Cette e´criture permet de remarquer que la matrice K0 correspond au cas conservatif ; KR
de´crit la variation des raideurs ge´ne´ralise´es entraˆıne´e par les effets non conservatifs ; D repre´sente
les me´canismes dissipatifs ge´ne´ralise´s. Elle est de fac¸on classique introduite devant un facteur ω,
qui correspond au mode`le de dissipation visqueux traditionnellement utilise´. Ces trois matrices
sont, par construction, syme´triques hermitiennes (puisque les matrices R et T sont syme´triques
re´elles).
B.2. Viscoe´lasticite´ line´aire 437
Il est possible d’appliquer les relations de Kramer-Kronig sur les ope´rateurs ge´ne´ralise´s. On
de´veloppe l’expression de la matrice des dissipations ge´ne´ralise´es en y injectant les relations de
dispersion entre T et R (B.2.20) :
D(ω) = 1
ω
∫
Ω
HB(x)T(x, ω)B(x) dΩ
= pi2
∫
Ω
HB(x) dR(x, ω)dω B(x) dΩ
= pi2
d
dω
∫
Ω
HB(x)RR(x, ω)B(x) dΩ

(B.2.29)
Proprie´te´ B.2.6 (Dispersion des ope´rateurs ge´ne´ralise´s). La de´pendance the´orique des matrices
KR et D s’exprime comme suit :
D(ω) = pi2
dKR(ω)
dω (B.2.30)
et de´coule directement des e´quations de Kramer-Kronig (B.2.20).
L’introduction des effets dissipatifs devraient donc force´ment s’accompagner d’une disper-
sion fre´quentielle de la raideur ge´ne´ralise´e. Malgre´ le fondement physique de ces relations (de´-
rive´es de la causalite´ du syste`me), de nombreux mode`les s’en affranchissent.
B.2.4.2 Valeurs propres ge´ne´ralise´es
On a vu qu’il est possible, dans le cas conservatif, de trouver une base sur laquelle projeter
le proble`me afin de rendre les e´quations d’e´volution de´couple´es ((A.2.33), (A.2.34) et (A.2.40)).
La possibilite´ de de´coupler les e´quations vient alors des proprie´te´s d’orthogonalite´ des vecteurs
propres ge´ne´ralise´s composant la base modale (A.2.35). Ces proprie´te´s sont dues au fait que les
matrices de raideur et masse ge´ne´ralise´es sont, dans le cas conservatif, syme´triques hermitiennes
de´finies positives et que les valeurs propres du syste`me sont distinctes.
Dans le cas qui nous inte´resse ici, le tenseur C∼ (ou la matrice C en notation de Voigt)
est complexe, et on a montre´ que ses parties re´elle R et imaginaire T sont syme´triques. En
conse´quence, C n’est pas syme´trique hermitienne (pour qu’elle le soit, T devrait eˆtre antisy-
me´trique) ; l’ope´rateur de raideur ge´ne´ralise´e K ne l’est en conse´quence pas. Il n’est donc pas
possible, dans le cas ge´ne´ral, d’obtenir un syste`me d’e´quations de´couple´es.
Il est tout de meˆme possible de de´finir les vecteurs propres de droite φ de l’ope´rateur
d’e´quilibre dynamique non conservatif.
Definition B.2.5 (Proble`me aux valeurs propres non line´aire). Le proble`me aux valeurs propres
correspondant a` la recherche des solutions du proble`me de dynamique non conservatif homoge`ne
s’e´crit comme suit : (
K0 + iωnD˜(ω˜n)− ω˜2nM
)
φ˜n = 0 (B.2.31)
ou` on a pose´ :
D˜(ω) = D(ω)− i
ω
KR(ω) (B.2.32)
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Cela repre´sente un proble`me aux valeurs propres non line´aire ; la collection Φ des vecteurs
propres n’est dans le cas ge´ne´ral pas M-orthogonale (voir (A.2.35)).
Le de´couplage des e´quations est toutefois tre`s souhaitable d’un point de vue ope´rationnel ;
on verra qu’il est d’ailleurs a` la base de la construction des mode`les de comportement majoritai-
rement imple´mente´s dans les codes de calcul. Certaines conditions sur les ope´rateurs ge´ne´ralise´s
permettent de garantir le de´couplage des e´quations d’e´volution d’un syste`me non conservatif.
Les deux paragraphes qui suivent donnent deux principes largement utilise´s pour chercher a`
diagonaliser le syste`me d’e´quations homoge`ne associe´ a` l’e´quilibre dynamique non conservatif.
B.2.4.3 Condition de Caughey
On reprend la base Φ, qui rend diagonales les matrices K0 et M (A.2.40). En utilisant la
projection q(ω) = Φa(ω) (A.2.33), les e´quations (B.2.23) deviennent :(
diag (k)− ω2 diag (m)
)
a + iωHΦD˜(ω)Φa = HΦF(ω) (B.2.33)
En conse´quence, les termes extra-diagonaux de HΦD˜(ω)Φ couplent les e´quations d’e´volution de
la structure viscoe´lastique. On donne alors une condition pour que cette matrice soit diagonale ;
autrement dit, que Φ diagonalise D˜(ω) pour tout ω.
Definition B.2.6 (Condition de Caughey). Il est possible de trouver une base qui de´couple les
e´quations d’e´quilibre du proble`me de dynamique non conservatif a` condition que ∀ω :
D˜(ω)M−1K0 = K0M−1D˜(ω) (B.2.34)
qui est de´rive´e de la possibilite´ d’une diagonalisation jointe de D˜(ω), K0 et M (assure´e si les
diffe´rents produits matriciels commutent).
Meˆme si elle donne un crite`re permettant d’assurer le de´couplage des e´quations pour un
mode`le de comportement donne´, la condition de Caughey est en pratique peu utilise´e pour
construire un mode`le de comportement, car elle n’est pas relie´e a` un phe´nome`ne physique
particulier.
B.2.4.4 Hypothe`se de Basile
L’hypothe`se de Basile concerne l’e´tude des syste`mes peu amortis. Dans ce cas, la matrice D˜
est d’un ordre au moins infe´rieur a` la matrice des raideurs du syste`me conservatif K0. Elle peut
en conse´quence eˆtre conside´re´e comme une perturbation du syste`me conservatif. L’influence de
cette perturbation sur la base modale peut alors eˆtre e´tudie´e, en posant ω˜n = ωn + ∂Ωn et
φ˜n = φn + ∆φn.
On montre en annexe E.1 que la perturbation de la base modale du syste`me conservatif par
l’introduction des me´canismes de perte est connue. Notamment, on remarque que la perturba-
tion de la nie`me pulsation modale est de la forme (E.1.8) :
∂Ωn =
i
2mn
HφnD˜(ωn)φn (B.2.35)
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et ne de´pend donc pas des modes k 6= n. Les pertes n’introduisent donc pas, au premier ordre,
de couplage entre les pulsations modes ωn ; le terme de correction ne de´pend pas des de´forme´es
et pulsations correspondant aux autres modes.
On montre de plus que la perturbation du nie`me mode propre est de la forme (E.1.12), a`
condition que les pulsations ω du syste`me conservatif soient bien distinctes :
∆φn = i
ωn
mn
∑
k 6=n
Hφk D˜(ωn)φn
(ω2n − ω2k)
φk (B.2.36)
On voit que la perturbation est uniquement fonction des termes anti-diagonaux de la matrice
HΦD˜(ωn)Φ, qui repre´sente les termes de couplage du nie`me mode avec ses voisins. Cette matrice
de couplage ne de´pend d’ailleurs que de la matrice de dissipation e´value´e a` la pulsation ωn. Le
couplage est donc localise´ en fre´quence.
Proprie´te´ B.2.7 (Hypothe`se de Basile). Pour les structures faiblement amorties, si la se´-
paration des modes en fre´quence est satisfaisante et les termes de couplage modal faibles, les
e´quations modales du mouvement sont dynamiquement de´couple´es. De plus, les bases modales
du syste`me conservatif et du syste`me incluant les pertes sont presque confondues.
L’hypothe`se de Basile est largement utilise´e pour la justification des mode`les d’amortisse-
ment imple´mente´s dans les codes de calcul.
On donne dans les paragraphes qui suivent quelques mode`les de comportement viscoe´lastique
utilise´s dans la mode´lisation de la re´ponse dynamique des structures. Deux types de mode`les
sont expose´s ; (i) les mode`les rhe´ologiques, base´s sur une construction de la relation contrainte-
de´formation uniaxiale a` partir d’e´le´ments visqueux et e´lastiques e´le´mentaires ; (ii) les mode`les
empiriques, base´s sur certaines hypothe`ses et/ou observations et qui cherchent a` simplifier la
re´solution du proble`me de dynamique non conservatif.
B.2.5 Mode`les rhe´ologiques
Pour mode´liser le comportement viscoe´lastique des solides, une approche classique consiste
a` partir d’un comportement uniaxial σ(t) = c(t)* ε(t), que l’on ge´ne´ralise ensuite aux com-
posantes des tenseurs de comportement. Ce comportement uniaxial est mode´lise´ a` l’aide d’e´le´-
ments e´lastiques (ressorts) et visqueux (amortisseurs). Le montage en se´rie ou en paralle`le de
ces e´le´ments donne des comportements diffe´rents (voir figure B.4).
(a) Kelvin
(b) Maxwell
(c) Maxwell ge´ne´ralise´
(d) Kelvin ge´ne´ralise´
Figure B.4 – Mode`les rhe´ologiques.
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B.2.5.1 Mode`le de Kelvin-Voigt
Le mode`le de Kelvin-Voigt (ou d’amortissement visqueux ) mode´lise le comportement uni-
axial par un ressort et un amortisseur en se´rie (figure B.4a). La contrainte additionnelle σd
due aux effets visqueux est donc proportionnelle au taux de de´formation instantane´, soit
σd(t) = τ∼ : ε˙(t). On e´crit alors σ(ω) + σ
d(ω) = C∼ (ω) : ε(ω).
Definition B.2.7 (Comportement de Kelvin-Voigt). Dans le cas du mode`le de Kelvin-Voigt,
le tenseur ope´rationnel prend la forme suivante :
C∼ (ω) = R∼ + iωτ∼ (B.2.37)
soit T∼ = ωτ∼.
L’e´quilibre dynamique ge´ne´ralise´ prend la forme :(
K0 + iωD− ω2M
)
q = f (B.2.38)
avec D = ∫Ω HBτB dΩ (B.2.28) inde´pendante de ω, par de´finition syme´trique hermitienne.
Dans le cas ge´ne´ral, rien ne garantit que D commute avec K0 et M simultane´ment ; la condition
de Caughey (B.2.34) n’est donc pas ve´rifie´e et il n’existe pas de base permettant de diagonaliser
le syste`me tel quel. Afin d’exprimer la re´ponse du syste`me sous forme d’e´quations de´couple´es,
on re´e´crit le syste`me pre´ce´dent sous une forme line´arise´e.
Proprie´te´ B.2.8 (Mode`le de Kelvin-Voigt). Le syste`me (B.2.38), quadratique en ω et de taille
N (ou` N est le nombre de degre´s de liberte´ du syste`me), est e´quivalent au syste`me suivant :
([
K0 O
O −M
]
+ iω
[
D M
M O
]) [
q
iωq
]
=
[
f
0
]
(B.2.39)
soit (A + λB)q′ = f ′, le syste`me de taille 2N line´aire en λ = iω, caracte´rise´ par des matrices
A et B re´elles et syme´triques.
Le syste`me ainsi obtenu posse`de une base propre orthogonale, a` condition que les valeurs
propres ge´ne´ralise´es λ soient distinctes deux a` deux.
Ce mode`le est en re´alite´ peu utilise´ car la de´pendance line´aire en ω suppose de tre`s fortes
dissipations en haute fre´quence. Formule´ autrement, ce mode`le ne posse`de pas d’e´lasticite´ ins-
tantane´e ; le comportement est infiniment raide dans les premiers instants (C∼ (t = 0)→∞). Il
est en ce point plutoˆt adapte´ a` la description des me´canismes visqueux dans les fluides.
B.2.5.2 Mode`le de Maxwell
Le mode`le de Maxwell est compose´ d’un ressort et d’un amortisseur monte´s en se´rie (figure
B.4b). Dans le domaine de Fourier, la fonction de relaxation uniaxiale qui en de´coule peut
s’e´crire c(ω) = k/(1+(k/ iωα)), avec k la raideur du ressort et α la constante d’amortissement
de l’e´le´ment visqueux. Pris tel quel, ce mode`le posse`de une e´lasticite´ instantane´e (c(ω →∞) =
k) mais n’est pas stable : c(ω = 0) = 0 (l’amortisseur se de´tend inde´finiment). Il n’est donc pas
utilise´ pour mode´liser le comportement viscoe´lastique des solides de´formables.
B.2. Viscoe´lasticite´ line´aire 441
B.2.5.3 Mode`le de Maxwell ge´ne´ralise´
En ajoutant un ressort en paralle`le du mode`le de Maxwell, on obtient un mode`le stable car
l’amortisseur ne peut plus se de´tendre inde´finiment. On ge´ne´ralise alors ce mode`le en proposant
un assemblage en paralle`le de couples ressort-amortisseur et d’un ressort seul (figrure B.4c). La
fonction de relaxation d’un solide viscoe´lastique ainsi mode´lise´ prend la forme suivante :
Cijkl(ω) = C0ijkl +
N∑
n=1
Cnijkl
1
1 + (iωτnijkl)−1
(B.2.40)
ou` les Cnijkl sont les constantes d’e´lasticite´ et les τnijkl sont les temps de relaxation.
A titre d’information, on peut donner la fonction de relaxation dans le domaine temporel :
Cijkl(t) = δ(t)
N∑
n=0
Cnijkl +H(t)
N∑
n=1
Cnijkl exp
(
− t
τnijkl
)
(B.2.41)
ou` H(t) est l’e´chelon unite´ ou` fonction de Heaviside. La fonction se pre´sente donc sous la forme
d’un spectre discret de temps de relaxation, qui peuvent caracte´riser diffe´rents comportements
dont les constantes de temps diffe`rent (i.e fluage, viscoe´lasticite´ rapide, etc.).
Remarques :
— On peut montrer [195] que n’importe quel mode`le rhe´ologique peut se mettre sous la
forme d’un mode`le de Maxwell ge´ne´ralise´.
— De fac¸on e´quivalente, le mode`le de Kelvin ge´ne´ralise´ mode´lise le comportement uniaxial
par un assemblage en se´rie de couples ressort-amortisseur et d’un amortisseur seul (figure
B.4d). Ce mode`le est en fait e´quivalent a` un mode`le de Maxwell ge´ne´ralise´. Il est toutefois
plus adapte´ a` une formulation en contraintes, la sommation des comportements e´le´men-
taires se faisant sur les souplesses dynamiques. Dans ce travail, l’approche cine´matique
uniquement est utilise´e, le mode`le de Kelvin ge´ne´ralise´ ne sera donc pas utilise´.
— Une ge´ne´ralisation supple´mentaire peut consister a` transformer le spectre discret de fonc-
tions de relaxations e´le´mentaires (B.2.41) en un spectre continu.
B.2.6 Mode`les empiriques
Les mode`les qui suivent partent d’observations expe´rimentales ou du souhait de simplifier
la re´solution d’un proble`me de dynamique non conservatif.
B.2.6.1 Amortissement modal
Il est possible de raisonner directement sur les e´quations d’e´quilibre. On fait l’hypothe`se
qu’il existe une base modale Φ qui rend le syste`me diagonal, telle que :
Hφn
(
K0 + iωD− ω2M
)
φn = kn + iωdn − ω2 mn = 0 (B.2.42)
ou` la matrice des dissipations D est inde´pendante de la pulsation. Les racines de ces e´quations
caracte´ristiques sont les pulsations complexes du syste`me dissipatif.
Definition B.2.8 (Pulsation et coefficient d’amortissement modaux). Les fre´quences propres
ω˜n d’un syste`me de´crit par un mode`le utilisant l’amortissement modal s’expriment comme suit :
ω˜n = i ξnωn ± ωn
√
1− ξ2n (B.2.43)
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ou` on pose le coefficient d’amortissement modal ξn = dn/(2
√
knmn) et ou` ωn =
√
kn/mn est la
pulsation modale du syste`me conservatif associe´.
Remarque B.2.4. Dans les cas que l’on traite dans ce travail, les effets visqueux sont pre´sents
mais faibles ; dans ce cas, on postule que ξn < 1. Les pulsations modales du syste`me non
conservatif posse`deront donc toujours une partie re´elle.
Les e´quations d’e´quilibre du syste`me non conservatif s’e´crivent donc dans la base modale :
(
ω2n + 2 iωξnωn − ω2
)
an(ω) =
1
mn
Hφn f(ω) (B.2.44)
desquelles on de´duit la re´ponse du syste`me en re´gime harmonique permanent par une de´marche
identique a` celle de´veloppe´e dans le cas conservatif (A.2.52). On conside`re alors le syste`me
comme un syste`me line´aire, caracte´rise´ par une fonction de transfert.
Definition B.2.9 (Fonction de transfert). Dans le cas du mode`le d’amortissement modal, la
re´ponse d’un syste`me non conservatif se met sous la forme :
q(ω) = H(ω)f(ω) (B.2.45)
ou` Hij(ω) =
∑
nHinj(ω) est la matrice de transfert caracte´ristique du syste`me. La composante
Hinj est telle que :
Hinj(ω) =
Φin∗Φjn
(1 + i(ω/ωn)ξn − (ω/ωn)2) kn (B.2.46)
et repre´sente la contribution du nie`me mode dans l’influence de la jie`me composante des forces
ge´ne´ralise´es sur le mouvement du iie`me de´placement ge´ne´ralise´.
Le mode`le d’amortissement modal conside`re donc le syste`me amorti comme compose´ de 3N
sous syste`mes a` un degre´ de liberte´, comple`tement de´couple´s les uns des autres. Les re´ponses de
chaque sous-syste`me s’ajoutent pour former la re´ponse du syste`me complet a` une sollicitation.
La figure B.5 donne la forme des composantes Hinj en fonction de la fre´quence sur un
diagramme de Bode, pour diffe´rentes valeurs du coefficient d’amortissement modal ξn.
De fac¸on analogue au cas conservatif, on peut passer les e´quations d’e´quilibre (B.2.44) dans
le domaine temporel pour donner la forme ge´ne´rale de l’e´volution du syste`me libre.
Definition B.2.10 (Re´ponse libre). Dans le cas du mode`le d’amortissement modal, l’e´volution
temporelle d’un syste`me non conservatif pre´alablement mis en mouvement et libre de toute
sollicitation prend la forme :
q(t) =
∑
n
φnan e−ξnωn t cos
(
ωn
√
1− ξ2n t+ ψn
)
(B.2.47)
ou` les amplitudes a sont donne´es par les conditions initiales.
Cette forme ge´ne´rale est a` la base des me´thodes de caracte´risation des syste`mes par ana-
lyse modale ope´rationnelle, dont on propose dans ce travail une version haute re´solution (voir
chapitre IV).
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Figure B.5 – Forme des composantes de la fonction de transfert (B.2.46) pour diffe´rentes
valeurs du coefficient d’amortissement modal ξn.
Le mode`le d’amortissement modal part d’une de´finition qui n’a pas de lien direct avec le
comportement viscoe´lastique tridimensionnel du mate´riau (ou des mate´riaux) composant le
syste`me. Apre`s choix (ou identification) des pulsations modales ω˜n (B.2.43), il est possible de
reconstruire la matrice des dissipations ge´ne´ralise´es D :
D = dnφnHφn =
(
2ξn
√
knmn
)
φn
Hφn (B.2.48)
dont le lien avec le comportement viscoe´lastique tridimensionnel est donne´ par construction
(B.2.28).
B.2.6.2 Amortissement proportionnel ou de Rayleigh
Contrairement au mode`le d’amortissement modal, le mode`le d’amortissement de Rayleigh
[172] part d’une de´finition de la matrice D. Celle-ci est choisie de fac¸on a` pouvoir eˆtre diago-
nalise´e dans la meˆme base que K0 et M.
Definition B.2.11 (Amortissement proportionnel). Dans le cas du mode`le d’amortissement
de Rayleigh, la matrice de dissipation ge´ne´ralise´e se met sous la forme :
D = αK0 + βM (B.2.49)
et respecte la condition de Caughey (B.2.34).
On peut, a` partir de cette de´finition, donner les coefficients d’amortissement modal lie´s a` ce
mode`le.
Definition B.2.12 (Coefficient d’amortissement modal de Rayleigh). Dans le cas du mode`le
d’amortissement proportionnel, les coefficients d’amortissement modal ξn sont de la forme :
2ξn = αωn +
β
ωn
(B.2.50)
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et respecte la condition de Caughey (B.2.34).
Le mode`le d’amortissement de Rayleigh consiste en une forte perte de ge´ne´ralite´ par rap-
port au mode`le d’amortissement modal. En effet, les parame`tres α et β fixent comple`tement
les coefficients ξn, qui deviennent tre`s importants quand la fre´quence augmente ou quand elle
tend vers 0. Ce mode`le n’est donc valable que sur un domaine de fre´quences re´duit. De plus,
l’amortissement est suppose´ homoge`ne : il n’est pas possible de mode´liser une quelconque he´te´-
roge´ne´ite´ spatiale du comportement visqueux (dissipations locales par les conditions aux limites,
anisotropie des me´canismes de pertes, etc.). On ne l’utilise donc pas dans ce travail.
Il faut noter qu’une ge´ne´ralisation du mode`le de Rayleigh a e´te´ propose´e sous la forme d’une
combinaison de matrices respectant la condition de Caughey (B.2.34) :
D = M
D−1∑
d=0
αd (M−1K0)d (B.2.51)
Le mode`le en se´rie de Caughey permet de mode´liser une plus grande varie´te´ de comportements
que le mode`le de Rayleigh ; toutefois, ce mode`le non plus n’autorise pas la prise en compte
d’he´te´roge´ne´ite´s.
B.2.6.3 Amortissement hyste´re´tique
Le mode`le hyste´re´tique part de l’observation du diagramme contraintes-de´formations en re´-
gime harmonique B.1, qui montre bien un de´phasage entre les deux grandeurs duales. De plus,
l’e´quation (B.2.21) et son illustration sur la figure B.3 permettent de supposer que les compo-
santes du tenseur de comportement varient peu avec la fre´quence lorsque les dissipations sont
faibles. On conside`re alors un mode`le simpliste qui suppose un tenseur ope´rationnel constant.
Definition B.2.13 (Amortissement hyste´re´tique). Le mode`le du solide hyste´re´tique s’exprime
par un tenseur ope´rationnel de la forme :
Cijkl(ω) = Rijkl + iTijkl (B.2.52)
ou` R et T sont des constantes.
Cette construction particulie`re ne peut eˆtre interpre´te´e qu’en re´gime harmonique : elle ne
respecte pas les conditions de causalite´ et les proprie´te´s de parite´ du tenseur ope´rationnel.
La discre´tisation d’un proble`me de dynamique utilisant le comportement hyste´re´tique donne
le syste`me d’e´quations suivant : (
K0 + iKI − ω2M
)
q = f (B.2.53)
ou` KI =
∫
Ω
HBTB dΩ.
Ce mode`le est tre`s utilise´ en me´canique des structures peu amortissantes. En effet, sa formu-
lation simple permet l’inte´gration dans de nombreuses me´thodes de re´solution : la loi correspond
a` une loi e´lastique exprime´e avec une loi de comportement complexe. On utilise principalement
le mode`le hyste´re´tique dans ce travail.
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B.2.6.4 Amortissement Structurel
Le mode`le d’amortissement structurel conside`re que les dissipations ge´ne´ralise´es du mode`le
hyste´re´tique sont proportionnelles aux raideurs ge´ne´ralise´es, soit KI = ηK. Dans ce cas, la base
Φ des modes du syste`me conservatif diagonalise le membre de gauche de (B.2.53).
Definition B.2.14 (Pulsations modales). Dans le cas du mode`le d’amortissement structurel,
les pulsations modales sont de la forme :
ω˜n = ωn
√
1 + i η (B.2.54)
Dans le cas ou` les pertes sont faibles η  1, on peut e´crire ω˜n ≈ ωn(1 + i η/2). Il est alors
possible d’e´tablir le lien avec les coefficients d’amortissement modal.
Definition B.2.15 (Coefficient d’amortissement modal). Dans le cas ou` les dissipations sont
faibles, le mode`le d’amortissement structurel donne les coefficients d’amortissement modal sui-
vants :
ξn =
η
2 (B.2.55)
De nouveau, le mode`le d’amortissement structurel ne permet pas de mode´liser l’he´te´roge´-
ne´ite´ spatiale des me´canismes de perte dans une structure. C’est ce qui, avec le facteur de pertes
η fixe´ constant, en fait le mode`le d’amortissement le plus simple.
B.2.6.5 E´nergie de de´formation modale
Le mode`le d’amortissement MSE (pour Modal Strain Energy) se sert de l’hypothe`se de
Basile (proprie´te´ B.2.7).
En effet, lorsque les me´canismes de perte peuvent eˆtre conside´re´s comme des perturbations
du syste`me conservatif, on peut faire l’hypothe`se que les termes de couplage inter-modaux
associe´s sont faibles.
Cette hypothe`se, associe´e a` l’expression de la perturbation des modes propres (B.2.36),
entraˆıne le fait que la base modale du syste`me conservatif et du syste`me amorti co¨ıncident. De
plus, les pulsations modales sont de´couple´es, et leur perturbation est connue (B.2.35).
Un mode`le hyste´re´tique est utilise´ (B.2.53), utilisant une matrice des dissipations D syme´-
trique et re´elle et qui peut de´pendre de la pulsation.
Dans la base modale, le comportement hyste´re´tique est de´crit par des facteurs de pertes
modaux ηn (B.2.54), qui peuvent donc cette fois eˆtre fonction de la fre´quence (en cela, le mode`le
d’amortissement MSE consiste en une extension du mode`le d’amortissement structurel).
La base modale du syste`me conservatif Φ est tout d’abord calcule´e :
(K0 − ω2nM)φn = 0 (B.2.56)
Ce calcul est fait dans les re´els, sur des matrices syme´triques de´finies positives et constantes ; il
est donc beaucoup moins couˆteux que le calcul des vecteurs propres du syste`me amorti (B.2.31).
La connaissance des pulsations propres ωn permet de construire les matrices de dissipation
D(ωn).
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Definition B.2.16 (Facteurs de pertes modaux). Dans le mode`le d’amortissement MSE, les
facteurs de pertes modaux ηn sont e´value´s comme le rapport des e´nergies de dissipation et
potentielle, calcule´es a` partir de la base re´elle Φ des vecteurs propres du syste`me conservatif :
ηn =
1
2pi
HφnD(ωn)φn
HφnK0φn
(B.2.57)
qui permettent de reconstruire les pulsations du syste`me amorti ω˜n = ωn
√
1 + i ηn. Les pertes
e´tant suppose´es faibles, on a e´galement ηn = 2ξn (B.2.55).
Le mode`le MSE permet donc de de´coupler comple`tement les aspects lie´s a` l’amortissement
du proble`me d’e´quilibre dynamique. En cela, il est facile d’imple´mentation et assez optimise´, le
calcul de la base modale se faisant sur des matrices re´elles et constantes.
De plus, un comportement dissipatif riche peut eˆtre pris en compte par l’interme´diaire de
la matrice D, qui peut de´pendre de la fre´quence et prendre en compte l’he´te´roge´ne´ite´ des
me´canismes d’amortissement sur la structure. Cela en fait un mode`le tre`s appre´cie´.
Annexe C
De´rivation des mode`les re´duits
classiques de structures e´lance´es
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C.1 De´marche de formulation d’un mode`le de structure
L’objectif de cette premie`re section est de pre´senter une de´marche de formulation d’un
mode`le de structure qui s’appuie sur une approche cine´matique : le mode`le est obtenu a` partir
du postulat d’un champ de de´placement. Cette approche est tre`s largement re´pandue pour la
formulation de mode`les en dynamique des structures.
Dans ce qui suit, on omet la de´pendance des variables en fonction du temps ou` de la
fre´quence ; on justifie ce choix par le principe de correspondance explicite´ dans l’annexe B.2
sur le comportement viscoe´lastique line´aire des mate´riaux. Ce principe stipule en effet que les
e´quations exprime´es dans l’espace de Fourier ou du temps sont e´quivalentes.
C.1.1 Cadre de travail
La construction d’un mode`le de structure e´lance´e ne´cessite la formulation d’un certain
nombre d’hypothe`ses. Celles-ci permettent de re´duire le proble`me de dynamique tridimension-
nel, de´crit par les e´quations de la dynamique 3D (dans le cas e´lastique (A.1.14) ou viscoe´lastique
(B.2.5)) a` un proble`me exprime´ sur une varie´te´ ge´ome´trique de dimension infe´rieure (surface
ou courbe) et gouverne´ par des e´quations dites ge´ne´ralise´es.
E´lancement e´quivalent En statique, l’e´lancement est de´finit comme le rapport entre la taille
de la section caracte´ristique h de la structure (e´paisseur de la plaque ou largeur caracte´ristique
de la section d’une poutre) et son e´talement spatial L (cote´s d’une plaque carre´e, longueur
d’une poutre). En dynamique, on peut de´finir l’e´lancement e´quivalent adimensionne´ µ comme
le rapport de la demie longueur d’onde λ sur la taille de la section caracte´ristique h :
µ = λ2h (C.1.1)
Lorsque la demie longueur λ/2 d’onde co¨ıncide avec h, l’e´lancement e´quivalent µ est unitaire ;
ce cas correspond a` l’apparition des premiers modes d’ordre supe´rieur dans les plaques homo-
ge`nes (voir section I.4). Ainsi de´fini, l’e´lancement e´quivalent permet de de´finir le re´gime basse
fre´quence comme le domaine pour lequel l’e´lancement est tre`s grand devant 1, soit µ 1.
Se´paration des variables La re´duction du proble`me passe par une strate´gie de changement
d’e´chelle. Lorsque le rapport d’e´lancement e´quivalent µ est grand devant 1, la structure peut
eˆtre suppose´e vue de loin, sous la forme d’une ge´ome´trie re´duite : une plaque s’apparente a`
une surface et une poutre a` un segment de courbe. La de´pendance des champs tensoriels de
la me´canique peut en conse´quence eˆtre exprime´e sous forme se´pare´e : soient, en reprenant le
parame´trage propose´ au chapitre pre´ce´dent (voir de´finition I.1.1), les variables d’espace z qui
parame`trent la position d’un point sur la section et les variables y qui parame`trent la position
d’un point le long de la ge´ome´trie re´duite. L’hypothe`se de se´paration des variables consiste alors
a` e´crire, pour tous les champs χ(x) scalaires (composantes des champs tensoriels) implique´s dans
le proble`me de me´canique :
χ(x) = ζ(z)υ(y) (C.1.2)
Cette se´paration permet donc de de´coupler la de´pendance des champs sur la section, de´crite
par la fonction ζ(z), de la de´pendance de ces champs sur la ge´ome´trie re´duite, de´crite par υ(y).
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Elle permet e´galement la se´paration des inte´grales sur les deux sous-domaines :∫
x
χ(x) dx =
∫
y
υ(y) dy
∫
z
ζ(z) dz (C.1.3)
A partir de cette e´criture peuvent en particulier eˆtre de´finies les densite´s de travail virtuel des
efforts inte´rieurs dU et d’acce´le´ration dA telles que :(
U ,A
)
=
∫
y
(
dU(y), dA(y)
)
dy (C.1.4)
De´composition e´le´mentaire La formulation d’un mode`le de structure e´lance´e par une ap-
proche cine´matique consiste a` postuler un champ de de´placement sous la forme suivante :
u(z,y) = Φ(n)(z) ·U(n)(y) (C.1.5)
ou` la sommation est faite sur les indices n ∈ {1, . . . , N}, avec N l’ordre de la mode´lisation.
Les fonctions e´le´mentaires de´crivant la variation du champ de de´placement le long de la section
sont contenues dans les matrices Φ(n). Les vecteurs U(n) contiennent quant a` eux les degre´s de
liberte´ du mode`le ; on les appelle aussi de´placements ge´ne´ralise´s.
Les matrices des fonctions e´le´mentaires Φ(n) constituent donc le fondement de la construc-
tion d’un mode`le de structure par une approche cine´matique. Une fois ces matrices choisies,
la de´rivation du mode`le consiste a` (i) exprimer les champs me´caniques ge´ne´ralise´s : de´place-
ments, de´formations, contraintes et efforts exte´rieurs ; (ii) de´river les comportements de raideur
et d’inertie ge´ne´ralise´s ; (iii) e´tablir les e´quations d’e´quilibre dans leur formulation faible puis
forte. Ces diffe´rentes e´tapes sont de´veloppe´es dans ce qui suit pour un cadre ge´ne´ral.
C.1.2 Champs me´caniques ge´ne´ralise´es
C.1.2.1 De´placements
La premie`re e´tape consiste a` postuler un champ de de´placement de la forme (C.1.5) ; cela
consiste a` choisir N matrices Φ(n) contenant les fonctions de forme e´le´mentaires et associe´es
aux N vecteurs de degre´s de liberte´ U(n). Pour eˆtre en mesure d’appliquer le principe des
travaux virtuels pour la de´rivation du mode`le, les fonctions Φ(n) doivent eˆtre cine´matiquement
admissibles, c’est a` dire qu’elles doivent permettrent de respecter les conditions aux limites et
de continuite´ (voir annexe A.1, e´quations (A.1.6) et (A.1.16)). A la fin, le vecteur complet des
degre´s de liberte´ ou de´placements ge´ne´ralise´s est mis sous la forme :
>U = [U(0)1 . . . U
(0)
M0 U
(1)
1 . . . U
(N−1)
MN−1 ] (C.1.6)
ou` les Mn repre´sentent le nombre de degre´s de liberte´ associe´ a` chaque ordre ; au total, le mode`le
est caracte´rise´ par P = ∑nMn degre´s de liberte´ cine´matiques.
Remarque C.1.1 (Exemple). Pour e´claircir le formalisme adopte´, on donne l’exemple d’un mo-
de`le de plaque dont la cine´matique serait postule´e sous la forme d’ordre N = 2 suivante :
u(z,y) = U(0)(y) + zU(1)(y) (C.1.7)
ou` l’ordre n = 0 correspondrait donc aux translations uniformes de la section ; Φ(0) = I ne
contiendraient que des constantes. L’ordre n = 1 serait quant a` lui associe´ aux rotations de
section ; la matrice Φ(1) = zI contiendrait alors des termes affines en z. La cine´matique du
mode`le serait donc de´crite a` partir des six degre´s de liberte´ U(n)p .
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C.1.2.2 De´formations
Une fois le champ de de´placement u postule´, celui-ci peut eˆtre injecte´ dans les e´quations
cine´matiques pour de´terminer le champ de de´formation tridimensionnel ε associe´ ainsi que les
de´formations ge´ne´ralise´es correspondantes E(n) :
ε(u(x)) = sym{u(x)⊗∇} (C.1.8)
= sym
{(
Φ(n)(z)⊗∇
)
·U(n)(y) + Φ(n)(z) ·
(
U(n)(y)⊗∇
)}
(C.1.9)
= Υ∼
(n)(z) : E(n)
(
U(y)
)
(C.1.10)
ou` les tenseurs syme´triques E(n) sont les tenseurs de de´formation ge´ne´ralise´s. L’identification
des composantes des Υ∼
(n) et E(n) se fait terme-a`-terme avec les composantes des U(n) et Φ(n).
Elles ne peuvent eˆtre e´crites dans le cas ge´ne´ral et ne seront rendues explicites que lors des
de´veloppements spe´cifiques a` chaque mode`le re´duit.
C.1.2.3 Contraintes
L’e´tape suivante consiste a` identifier les variables duales des de´formations ge´ne´ralise´es au
sens du travail virtuel des efforts inte´rieurs. Pour cela, le champ de de´formation tridimensionnel
obtenu est injecte´ dans la densite´ des efforts inte´rieurs (C.1.4) :
− dU(y) =
∫
z
Hε(u∗(z,y)) : σ(z,y) dz (C.1.11)
=
∫
z
HΥ∼
(n)(z) : HE(n)
(
U∗(y)
)
: σ(z,y) dz (C.1.12)
= HE(n)
(
U∗(y)
)
: Σ(n)(y) (C.1.13)
avec les tenseurs Σ(n) des contraintes ge´ne´ralise´es qui s’e´crivent :
Σ(n)(y) =
∫
z
HΥ∼
(n)(z) : σ(z,y) dz (C.1.14)
ou` on a utilise´ la syme´trie des diffe´rents tenseurs.
Remarque C.1.2. L’expression des contraintes ge´ne´ralise´es fait intervenir une projection du
champ de contrainte tridimensionnel σ sur les fonctions Υ∼
(n). L’utilisation de la densite´ de
travail des efforts inte´rieurs ci-dessus dans le principe des travaux virtuels ne garantit pas
l’admissibilite´ statique du champ de contraintes tridimensionnel : celui-ci peut ne pas respecter
les conditions aux limites et de continuite´.
C.1.2.4 Efforts exte´rieurs
L’identification des efforts exte´rieurs ge´ne´ralise´s est re´alise´e en injectant la forme du champ
de de´placement postule´ dans le membre de droite du principe des travaux virtuels (A.1.22).
En supposant que les efforts volumiques f(x) sont nuls, on de´finit deux frontie`res ∂y et ∂z,
qui de´notent respectivement la frontie`re de la ge´ome´trie re´duite (i.e contour d’une plaque) et
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la frontie`re de la section caracte´ristique (i.e les faces supe´rieure et infe´rieure de la plaque). Le
travail virtuel des efforts exte´rieurs s’e´crit :
W =
∫
∂x
Hu∗(x) ·T(x) d∂x
=
∫
∂y
HU(n),∗(y) ·
∫
z
HΦ(n)(z) ·T(z,y) dz
 d∂y + ∫
y
HU(n),∗(y) ·
∫
∂z
HΦ(n)(z) ·T(z,y) d∂z
 dy
=
∫
∂y
HU(n),∗(y) ·Θ(n)(y) d∂y +
∫
y
HU(n),∗(y) · F(n)(y) dy
ou` on a pose´ les vecteurs des chargements ge´ne´ralise´s F(n) s’exerc¸ant sur ∂z et des efforts aux
limites ge´ne´ralise´s Θ(n) qui s’exercent ∂y. Ceux-ci s’e´crivent comme suit :
F(n)(y) =
∫
∂z
HΦ(n)(z)f(z,y) d∂z (C.1.15)
Θ(n)(y) =
∫
z
HΦ(n)(z)T(z,y) dz (C.1.16)
Il est bien suˆr possible de mode´liser des structures dont la conformation de la section caracte´-
ristique varie le long de la ge´ome´trie re´duite ; ceci correspond a` une frontie`re ∂z(y) qui de´pend
de la position y sur la ge´ome´trie re´duite.
C.1.3 Comportement ge´ne´ralise´
Une fois que tous les champs de la me´canique ge´ne´ralise´s ont e´te´ obtenus, il est ne´cessaire
de de´river les relations donnant leur interde´pendance. En particulier, l’objectif est de formuler
des lois de comportement en raideur et en inertie ge´ne´ralise´es.
C.1.3.1 Raideurs
L’expression des contraintes ge´ne´ralise´es donne´es a` l’e´quation (C.1.14) contient le champ
de contraintes tridimensionnel σ(x). Celui-ci peut alors eˆtre remplace´ en utilisant la loi de
comportement locale σ(x) = C∼ (x) : ε(x) et la forme du champ de de´formation en fonction
des de´formations ge´ne´ralise´es (C.1.10). Les relations de comportement en raideur ge´ne´ralise´es
peuvent alors eˆtre obtenues :
Σ(n)(y) =
∫
z
HΥ∼
(n)(z) : C∼ (z,y) : ε(z,y) dz (C.1.17)
=
∫
z
HΥ∼
(n)(z) : C∼ (z,y) : Υ∼
(m)(z) : E(m)
(
U∗(y)
)
dz (C.1.18)
= Π∼
(n,m)(y) : E(m)
(
U∗(y)
)
(C.1.19)
avec les N2 tenseurs ope´rationnels des raideurs ge´ne´ralise´es Π∼
(n,m) construits comme suit :
Π∼
(n,m)(y) =
∫
z
HΥ∼
(n)(z) : C∼ (z,y) : Υ∼
(m)(z) dz (C.1.20)
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et qui posse`dent les meˆme proprie´te´s de syme´trie que le tenseur ope´rationnel local C∼ (les
tenseurs Υ∼
(n) sont re´els). De plus, ces tenseurs respectent les syme´tries majeures, soit Π∼
(n,m) =
Π∼
(m,n).
Les tenseurs de comportement de´finis ci-avant peuvent eˆtre a` l’origine de couplages entre
les diffe´rents me´canismes de de´formation correspondant a` des ordres n et m diffe´rents. Pour
citer un cas concret, ce genre de couplage apparaˆıt dans les plaques multicouches entre les
me´canismes de membrane (ordre 0) et de flexion (ordre 1) lorsque la distribution des proprie´te´s
me´caniques dans l’e´paisseur n’est pas syme´trique par rapport au plan z = cst sur lequel le
mode`le est exprime´ (plan moyen).
C.1.3.2 Inerties
La de´rivation du comportement inertiel ge´ne´ralise´ passe par l’injection du champ d’acce´le´-
ration associe´ au champ de de´placement postule´ dans la densite´ de travail virtuel des efforts
d’acce´le´ration dA (C.1.4).
Tout d’abord, le champ d’acce´le´ration est note´ a(x) ; il s’exprime directement en fonction
du de´placement, suivant l’espace dans lequel le proble`me est formule´ : a(x, t) = u¨(x, t) ou
a(x, ω) = −ω2u(x, ω). En conse´quence, ce champ se projette dans la meˆme base que u :
a(z,y) = Φ(n)(z)A(n)(y) (C.1.21)
La densite´ de travail virtuel des efforts d’acce´le´ration peut alors se re´e´crire sous la forme
suivante (voir e´quation (A.1.17)) :
dA(y) =
∫
z
Hu∗(x)ρ(x)a(x) dz (C.1.22)
=
∫
z
[
HU(n),∗(y)HΦ(n)(z)
]
ρ(z,y)
[
Φ(m)(z)A(m)(y)
]
dz (C.1.23)
= HU∗(y) Γ(n,m)(y) A(y) (C.1.24)
avec les N2 tenseurs des inerties ge´ne´ralise´es Γ(n,m) forme´s comme suit :
Γ(n,m)(y) =
∫
z
ρ(z,y)HΦ(n)(z)Φ(m)(z) dz (C.1.25)
ces tenseurs respectant e´galement les syme´tries majeures, soit Γ(n,m) = Γ(m,n). L’e´criture ci-
dessus montre que le comportement inertiel peut e´galement eˆtre la source de couplages entre
les diffe´rents degre´s de liberte´ associe´s a` des ordres n et m diffe´rents. Ces couplages viennent
couramment d’une distribution dissyme´trique de la densite´ ρ sur la section caracte´ristique de
la structure.
C.1.4 E´quilibre ge´ne´ralise´
Une fois les champs me´caniques et les relations de comportement ge´ne´ralise´s obtenus, la
dernie`re e´tape de la formulation d’un mode`le consiste a` de´river les e´quations du mouvement
ge´ne´ralise´es. Celles-ci peuvent eˆtre exprime´es sous la forme faible, utilise´e notamment pour la
re´solution des proble`mes par e´le´ments finis ou me´thode de Ritz (voir la section A.2 qui pre´sente
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succinctement ces deux me´thodes). Les e´quations d’e´quilibre du mode`les peuvent aussi eˆtre
de´rive´es dans leur forme forte ; cette formulation permet l’utilisation de me´thodes de re´solution
diffe´rentes, comme la me´thode des diffe´rences finies (e´galement pre´sente´e en section A.2). Dans
ce travail, elles sont utilise´es pour de´river les e´quations de dispersion associe´es aux mode`les
re´duits. Ces e´quations locales s’accompagnent e´galement de conditions aux limites ge´ne´ralise´es.
C.1.4.1 Forme faible
Dans sa forme ge´ne´ralise´e, le principe des travaux virtuels s’e´crit comme suit, ou` Ω̂ de´signe
une ge´ome´trie re´duite quelconque et ∂Ω̂ sa frontie`re :
∀(U∗, Ω̂)
∫
Ω̂
HE(n)
(
U∗(y)
)
: Σ(n)(y) dy +
∫
Ω̂
HU(n),∗(y) Γ(n,m)(y) A(m)(y) dy
=
∫
Ω̂
HU(n),∗(y)F(n)(y) dy +
∫
∂Ω̂
HU(n),∗(y)Θ(n)(y) d∂y
(C.1.26)
Cette e´criture permet plus tard de de´river les e´quations locales. Pour son utilisation dans des
sche´mas de re´solution nume´riques, le principe des travaux virtuels est classiquement re´e´crit en
injectant les relations de comportement ge´ne´ralise´es (C.1.20).
Pour cela, la notation de Voigt est utilise´e (voir annexe B.1) ; a` la manie`re du vecteur
complet des de´placements ge´ne´ralise´s U (e´quation (C.1.6)), toutes les de´formations ge´ne´ralise´es
sont concate´ne´es pour former le vecteur des de´formation ge´ne´ralise´es E. Cela permet d’e´crire
les identite´s suivantes :
HE ·Π · E = HE(n) : Π∼ (n,m) · E(m) (C.1.27)
HU · Γ ·A = HU(n) · Γ(n,m) ·A(m) (C.1.28)
ou` suivant l’espace dans lequel le proble`me est formule´, A(y, t) = U¨(y, t) ou A(y, ω) =
−ω2U(y, ω). Les matrices ge´ne´ralise´es Π et Γ ∈ RP×P sont syme´triques (la partie imaginaire
de Π est, comme pour le tenseur ope´rationnel C∼ , e´galement syme´trique).
De fac¸on e´quivalente, les vecteurs complets des chargements ge´ne´ralise´s F et des efforts
aux limites ge´ne´ralise´s Θ sont respectivement construits a` partir de la concate´nation des F(n)
et Θ(n) (expressions (C.1.15) et (C.1.16)). Finalement, la formulation faible des e´quations du
mouvement ge´ne´ralise´es associe´e au mode`le qui permet une mise en œuvre dans les me´thodes
de re´solution nume´rique s’e´crit sous la forme :
∀(U∗, Ω̂)
∫
Ω̂
HE(U∗) ·Π · E(U) dy +
∫
Ω̂
HU∗(y) Γ(y) A(y) dy
=
∫
Ω̂
HU∗(y)F(y) dy +
∫
∂Ω̂
HU∗(y)Θ(y) d∂y
(C.1.29)
Les me´thodes de re´solution pre´sente´es en section A.2 permettent de re´soudre cette e´quation :
les de´placements ge´ne´ralise´s peuvent a` leur tour eˆtre projete´s sur une base de fonctions n(y)
(voir e´quation (A.2.3)), qui permet de discre´tiser le proble`me. A la fin, un syste`me matriciel du
type (A.2.11) (proble`me e´lastique en temps) ou (B.2.22) (proble`me viscoe´lastique en fre´quence)
est construit et permet la re´solution du proble`me de structure en dynamique.
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C.1.4.2 Forme forte
Comme on l’a vu dans le cas des e´quations de la dynamique du solide tridimensionnel, le
principe des travaux virtuels donne une formulation inte´grale qui est e´quivalente aux e´quations
locales (voir section A.1.4). De la meˆme manie`re, il est possible de de´terminer les e´quations
d’e´quilibre locales et les conditions aux limites qu’un mode`le re´duit doit satisfaire (formulation
forte) a` partir du PTV.
La formulation forte des e´quations du mouvement ge´ne´ralise´es associe´es a` un mode`le est
classiquement de´rive´e en trois e´tapes : (i) expression du travail des efforts inte´rieurs U(y)
sous la forme d’une application line´aire entre les tenseurs des contraintes ge´ne´ralise´es Σ(n) aux
diffe´rents ordres n et les gradients successifs du vecteur virtuel des de´placements ge´ne´ralise´s
U∗ ; (ii) application du the´ore`me de la divergence pour transformer certaines des inte´grales
sur le domaine Ω̂ en inte´grales de contour portant sur ∂Ω̂ ; (iii) choix de champs virtuels de
de´placement U∗ qui permettent de se´parer les inte´grales de surface et de volume et de localiser
les e´quations en autorisant a` e´galiser les inte´grandes des diffe´rents travaux virtuels.
Afin de mener a` bien cette de´marche, il est toutefois ne´cessaire de connaˆıtre explicitement
les fonctions Φ(n) afin de de´terminer les Υ∼
(n) et les de´formations ge´ne´ralise´es associe´es E(n)(U).
Cela n’est donc pas possible dans le cas ge´ne´ral donne´ ici ; cette de´marche sera explicite´e dans
la suite pour chaque mode`le re´duit.
C.1.5 Correction du comportement
L’approche cine´matique donne´e ci-dessus, classiquement utilise´e pour la re´solution des pro-
ble`mes de dynamique des structures, repose sur le postulat d’un champ cine´matique re´duit. Ce
postulat se base naturellement sur l’identification empirique des me´canismes du mouvement
dominants (i.e fle`che due a` la flexion d’une plaque). Les fonctions Φ(n) sur la base desquelles le
de´placement est de´veloppe´ (voir (C.1.5)) sont donc choisies de fac¸on a` de´crire ces me´canismes
e´le´mentaires.
L’identification des me´canismes de de´placement e´le´mentaires est souvent satisfaisante pour
la description du comportement inertiel de la structure. Toutefois, le comportement en rai-
deur du mode`le est de´crit par les fonctions Υ∼
(n), qui contiennent les de´rive´es des fonctions
Φ(n). Celles-ci interviennent dans les de´formations ge´ne´ralise´es E(n) (C.1.10). La de´rivation des
fonctions de base appauvrit encore la description spatiale des champs de de´formation et de
contrainte dans la section caracte´ristique. En conse´quence, le comportement de´rive´ tel quel est
raidissant : la description insuffisante du champ de de´formation entraˆıne une surestimation de
la raideur de la structure.
Deux solutions sont alors envisageables : la premie`re consiste a` enrichir le mode`le en ajoutant
des fonctions de base et des degre´s de liberte´ associe´s. Cette premie`re solution posse`de toute-
fois l’inconve´nient d’augmenter la dimension des proble`mes a` re´soudre. La deuxie`me solution
consiste a` utiliser les degre´s de liberte´ cine´matiques d’origine, mais d’introduire des corrections
sur le comportement, voire un comportement obtenu d’une fac¸on comple`tement diffe´rente. C’est
la deuxie`me solution qui est retenue dans ce travail.
En particulier, trois strate´gies de correction du comportement peuvent eˆtre retenues : (i)
postulat d’un e´tat de contraintes particulier ; (ii) correction par un coefficient multiplicateur ;
(iii) utilisation d’une loi de me´lange particulie`re. Ces trois strate´gies font l’objet des paragraphes
qui suivent.
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C.1.5.1 E´tat de contraintes particulier
Une premie`re strate´gie de correction du comportement obtenu peut consister a` relaˆcher
certaines des e´quations cine´matiques (qui donnent le lien de´placement-deformations). Ce relaˆ-
chement est classiquement fait sur une composante du champ de de´formation εij donne´e nulle
par le champ de de´placement postule´ (ui,j +uj,i = 0). L’argument du relaˆchement consiste alors
a` conside´rer non pas la composante de de´formation εij nulle, mais le travail e´le´mentaire associe´
Uij = ∗εijσij ne´gligeable. Cela permet de supposer la contrainte correspondante σij nulle.
Cette strate´gie me`ne notamment a` l’utilisation du comportement en contraintes planes
(B.1.6) dans le cas des plaques et au comportement en contraintes uniaxiales σii = Eiεii dans
le cas des poutres.
C.1.5.2 Coefficients de correction
Une seconde strate´gie de correction consiste a` assigner un coefficient multiplicateur au com-
portement. Le proble`me devient alors de choisir ce coefficient afin que le comportement re´duit
re´sultant de´crive au mieux le comportement tridimensionnel de la structure.
Le choix de ce coefficient peut eˆtre fait sur la base de solutions de re´fe´rences, pouvant e´ga-
lement eˆtre obtenues a` partir du mode`le. Les deux re´sultats peuvent alors permettre, lorsqu’ils
sont parame´tre´s par le comportement a` corriger, de choisir le coefficient de correction.
Cette strate´gie est par exemple adopte´e dans le cas de la correction du comportement en
cisaillement hors-plan du mode`le de plaques e´paisses homoge`nes. Pour cela, les fre´quences de
coupure des deux premiers modes d’ordre supe´rieur sont utilise´es. Le coefficient de correction
est alors exprime´ comme le rapport des fre´quences de coupure de re´fe´rence sur les fre´quences
de coupure de´rive´es du mode`le.
C.1.5.3 Choix d’une loi de me´lange
Les deux strate´gies donne´es ci-avant permettent de corriger le comportement lorsque les
proprie´te´s mate´riau sont homoge`nes dans la section caracte´ristique. Toutefois, la complexite´
supple´mentaire apporte´e par l’introduction d’une distribution he´te´roge`ne des proprie´te´s me´ca-
niques dans la section oblige a` chercher une fac¸on diffe´rente de corriger le comportement.
Lorsque l’on souhaite mode´liser avec peu de variables cine´matiques U le comportement
d’une section dont les proprie´te´s me´caniques sont he´te´roge`nes, il est ne´cessaire de de´terminer
un comportement e´quivalent ; celui-ci est ici repre´sente´ dans la formulation de base par le
tenseur ope´rationnel ge´ne´ralise´ Π∼ (e´quation (C.1.20). Les composantes de celui-ci consistent en
la projection de la distribution des proprie´te´s me´caniques C∼ (z) sur les fonctions cine´matiques
Υ∼
(n). Dans le cas ou` plusieurs mate´riaux constituent la section, le comportement ge´ne´ralise´
obtenu est donc une combinaison line´aire des proprie´te´s me´caniques de chaque constituant ; on
parle de loi de me´lange.
En particulier, deux lois de me´lange simples peuvent eˆtre e´voque´es, inspire´es des bornes de
Voigt et Reuss formule´es dans le cadre de la the´orie de l’homoge´ne´isation. La premie`re de ces
lois de me´lange, note´e Π∼
V, fait simplement la somme des raideurs sur la section caracte´ristique
de la structure, soit :
Π∼
V =
∫
z
C∼ (z) dz (C.1.30)
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La seconde loi de me´lange simple qui peut eˆtre utilise´e consiste a` prendre l’inverse de la somme
des souplesses :
Π∼
R = Ω2
∫
z
S∼(z) dz

−1
(C.1.31)
avec Ω =
∫
z 1 dz est la taille caracte´ristique de la section (Ω = h pour un plaque et Ω = S
pour une poutre). Ces deux formulations sont utilise´es dans ce travail pour la correction du
comportement en cisaillement hors-plan du mode`le de plaque e´paisse dans le cas des structures
sandwiches.
Puisque les de´veloppements de cette section ont e´te´ re´alise´s dans un cadre ge´ne´ral, la forme
explicite du champ de de´placement n’e´tait pas connue.Dans les sections qui suivent, la de´-
marche pre´sente´e ci-avant est applique´e pour de´river les diffe´rents mode`les de structure e´lance´e
classiques, sur la base d’un champ de de´placement postule´.
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Mode`les de plaques
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Figure C.1 – Formulation d’un mode`le de plaque : re´duction par inte´gration dans l’e´paisseur
h du domaine volumique Ω de frontie`re ∂Ω en un domaine surfacique S de contour ∂S.
La formulation d’un mode`le de plaque consiste a` re´duire un proble`me tridimensionnel, carac-
te´rise´ par une structure dont une des dimensions (e´paisseur) est re´duite par rapport aux autres,
en un proble`me bidimensionnel (voir figure C.1). Typiquement, l’inte´gration du comportement,
des efforts et des inerties dans l’e´paisseur permet de transformer un proble`me exprime´ sur un
volume Ω de frontie`re ∂Ω en un proble`me exprime´ sur un surface S de contour ∂S. En ge´ne´ral,
la surface S est choisie de fac¸on a` co¨ıncider avec le plan moyen du volume Ω, si ce plan peut eˆtre
de´finit (i.e syme´trie de la plaque). L’inte´gration du proble`me dans l’e´paisseur passe, selon la
de´marche pre´sente´e ci-avant, par le choix d’une cine´matique de´crivant la variation des champs
le long d’une section caracte´ristique. Celle-ci permet alors d’inte´grer les efforts exte´rieurs T±
sur les surfaces supe´rieure et infe´rieure pour obtenir les chargements ge´ne´ralise´s F ; ainsi que
d’inte´grer les efforts T∂ sur la frontie`re ∂Ω de fac¸on a` obtenir les efforts aux limites ge´ne´ralise´s
θ.
C.2 Cine´matique de Hencky-Mindlin
Les paragraphes qui suivent de´veloppent la construction du mode`le de plaque e´paisse, selon
la de´marche propose´e dans la section pre´ce´dente.
C.2.1 Champs me´caniques ge´ne´ralise´s
C.2.1.1 Cine´matique
Le champ de de´placement u est postule´ de la forme :
uα(z) = Ψα + zΦα (C.2.1)
u3(z) = U3 (C.2.2)
ou` les de´placements ge´ne´ralise´s sont les translations planes Ψ, la fle`che U3 et les rotations de
section Φ de la plaque. Le vecteur U contenant tous les de´placements ge´ne´ralise´s (ou degre´s de
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liberte´) du mode`le s’exprime comme suit :
>U =
[
Ψ1 Ψ2 U3 Φ1 Φ2
]
(C.2.3)
Le mode`le de plaque e´paisse consiste donc en la re´duction d’un domaine tridimensionnel
Ω de frontie`re ∂Ω a` trois degre´s de liberte´ u en un domaine bidimensionnel S de contour ∂S
a` cinq degre´s de liberte´ U. Le mode`le est donc caracte´rise´ par cinq e´quations du mouvement
de´finies sur le domaine 2D S et cinq conditions aux limites statiques de´finies sur le contour ∂S
de celui-ci.
C.2.1.2 De´formations
A partir de la forme du champ de de´placement, les e´quations cine´matiques sont applique´es
pour obtenir la forme du champ de de´formation :
εαβ(z) = ωαβ + zκαβ (C.2.4)
2εα3(z) = γα (C.2.5)
ε33(z) = 0 (C.2.6)
avec les tenseurs de de´formation membranaire ω, de courbure κ et de cisaillement hors-plan γ
de la forme :
ωαβ =
1
2 (Ψα,β + Ψβ,α) (C.2.7)
καβ =
1
2 (Φα,β + Φβ,α) (C.2.8)
γα = Φα + U3,α (C.2.9)
Il s’ave`re que le champ de de´formation tridimensionnel obtenu ne permet pas de de´crire
correctement le comportement d’une plaque, pour deux raisons : (i) l’effet Poisson transverse
est bloque´ (ε33 = 0) ; (ii) les contraintes de cisaillement hors-plan σα3 associe´es aux de´formations
εα3 sont non nulles sur les faces supe´rieure et infe´rieure (pour γα 6= 0). Le premier aspect est
traite´ par l’utilisation de la loi de comportement en contraintes planes, qui suppose σ33 = 0
soit :
ε33(z) = −Cαβ33C3333 εαβ (C.2.10)
Le deuxie`me aspect est quant a` lui traite´ par la correction du comportement ge´ne´ralise´ en
cisaillement hors-plan du mode`le ; cette correction est introduite plus loin.
C.2.1.3 Contraintes
La forme du champ de de´formation e´tablie pre´ce´demment est injecte´e dans la densite´ de
travail des efforts inte´rieurs comme un champ virtuel de de´formation :
− dU =
∫
h
ε∗ij(z)σij(z) dz (C.2.11)
=
∫
h
[
ε∗αβ(z)σαβ(z) + 2ε∗α3(z)σα3(z)
]
dz (C.2.12)
= ω∗αβNαβ + κ∗αβMαβ + γ∗αVα (C.2.13)
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ou` les tenseurs des efforts membranaires N, des moments M et des efforts de cisaillement
hors-plan V s’expriment comme suit :
Nαβ =
∫
h
σαβ(z) dz (C.2.14)
Mαβ =
∫
h
σαβ(z)z dz (C.2.15)
Vα =
∫
h
σα3(z) dz (C.2.16)
C.2.1.4 Efforts exte´rieurs
Le travail des efforts exte´rieurs s’e´crit comme suit, en ne´gligeant les efforts volumiques f :
W =
∫
∂Ω±
u∗ ·T± dx +
∫
∂Ω∂
u∗ ·T∂ dx =
∫
S
U∗ · F dy +
∫
∂S
U∗ ·Θ d` (C.2.17)
ou` T±, F et Θ sont note´s sur la figure C.1. Le vecteur des efforts exte´rieurs ge´ne´ralise´s F,
associe´ aux chargements applique´s sur les faces infe´rieure et supe´rieure de la plaque, s’e´crit
comme suit :
>F =
[
p1 p2 F3 m1 m2
]
(C.2.18)
pα = T+α + T−α , F3 = T+3 + T−3 , mα =
h
2
(
T+α − T−α
)
(C.2.19)
avec p et F3 les re´sultantes exte´rieures et m les moments exte´rieurs. De la meˆme fac¸on, le
vecteur des efforts aux limites ge´ne´ralise´s Θ, associe´ aux chargements applique´s sur la frontie`re
∂S de la plaque, s’e´crit comme suit :
>Θ =
[
pi1 pi2 Θ3 µ1 µ2
]
(C.2.20)
piα =
∫
h
T∂α(z) dz , Θ3 =
∫
h
T∂3(z) dz , µα =
∫
h
T∂α(z)z dz (C.2.21)
C.2.2 Comportement ge´ne´ralise´
C.2.2.1 Raideurs
On reprend les expressions des contraintes ge´ne´ralise´es N, M et V afin d’en extraire le
comportement ge´ne´ralise´ caracte´ristique du mode`le :
Nαβ =
∫
h
Qαβγδ(z)εγδ(z) dz = Aαβγδωγδ + Bαβγδκγδ (C.2.22)
Mαβ =
∫
h
Qαβγδ(z)εγδ(z)z dz = Bαβγδωγδ + Dαβγδκγδ (C.2.23)
Vα =
∫
h
Cα3β3(z)εβ3(z) dz = Fαβ γβ (C.2.24)
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ou` on a suppose´ un tenseur C∼ correspondant a` un mate´riau monoclinique (Cαβγ3 = Cα333 = 0,
voir (B.1.16)). Le comportement s’exprime donc a` partir des tenseurs du quatrie`me ordre A∼ ,
B∼ et D∼ et du second ordre F, respectivement de´nomme´s tenseurs de raideurs en membrane, de
couplage, en flexion et en cisaillement hors-plan. Leurs expressions sont :
Aαβγδ =
∫
h
Qαβγδ(z) dz
Bαβγδ =
∫
h
Qαβγδ(z)z dz
Dαβγδ =
∫
h
Qαβγδ(z)z2 dz
Fαβ = ξ2
∫
h
Cα3γ3(z) dz
(C.2.25)
(C.2.26)
(C.2.27)
(C.2.28)
ou` le coefficient ξ2 inclut dans le comportement en cisaillement hors-plan F permet de corriger
celui-ci de fac¸on a` prendre en compte la forme incorrecte des de´formations de cisaillement
hors-plan γ.
En notation de Voigt, la relation de comportement du mode`le de plaque e´paisse se met sous
la forme :
Σ = Π · ENM
V
 =
A BB D
F

ωκ
γ


N11N22
N12

M11M22
M12

[
V1
V2
]

=

A11 A12 A16A12 A22 A26
A16 A26 A66

B11 B12 B16B12 B22 B26
B16 B26 B66

B11 B12 B16B12 B22 B26
B16 B26 B66

D11 D12 D16D12 D22 D26
D16 D26 D66

[
F11 F12
F12 F22
]


 ω11ω22
2ω12

 κ11κ22
2κ12

[
γ1
γ2
]

(C.2.29)
Cette formulation montre de fac¸on claire le roˆle de B, qui agit comme un couplage entre les
me´canismes plans (N et ω) et les me´canismes hors-plan (M, V, κ et γ). L’expression de B
montre d’ailleurs que celle-ci est nulle pour une plaque dont la distribution des raideurs planes
Q
∼
(z) est syme´trique ; dans ce cas, il n’y a pas de couplage membrane-flexion. On note e´galement
que dans le cas des plaques homoge`nes, les matrices A et D posse`dent par construction la
meˆme forme que la matrice des raideurs en contraintes planes Q ; si le mate´riau est au moins
orthotrope dans le repe`re (ei), les termes de couplage s’annulent (Aα6 = Dα6 = 0).
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Finalement, le travail des efforts inte´rieurs peut s’e´crire sous les formes suivantes :
− dU = ω∗ : N + κ∗ : M + γ∗ ·V (C.2.30)
= ω∗ ·N + κ∗ ·M + γ∗ ·V (C.2.31)
= ω∗ ·A · ω + κ∗ ·B · ω + ω∗ ·B · κ+ κ∗ ·D · κ+ γ∗ · F · γ (C.2.32)
= E∗ ·Π · E (C.2.33)
Ces quatre formes diffe´rentes ont leur utilite´ : la premie`re (C.2.30) conserve la structure des ten-
seurs et permettra de de´river la formulation forte (ou locale) des e´quations du mouvement ; les
trois suivantes, utilisant la notation de Voigt, sont plutoˆt adapte´es a` une formulation matricielle
du mode`le, utile pour la discre´tisation des e´quations inte´grales.
C.2.2.2 Inerties
En reprenant le champ cine´matique u postule´ pour la construction du mode`le, on exprime
la densite´ de travail de la quantite´ d’acce´le´ration en fonction des de´placements ge´ne´ralise´s U :
dA =
∫
h
u∗α(z)ρ(z)u¨α(z) dz +
∫
h
u∗3(z)ρ(z)u¨3(z) dz (C.2.34)
=
∫
h
(Ψ∗α + zΦ∗α)ρ(z)(Ψ¨α + z Φ¨α) dz +
∫
h
U∗3ρ(z)U¨3 dz (C.2.35)
= MΨ∗α Ψ¨α +MU∗3 U¨3 + IΦ∗α Φ¨α + JΨ∗α Φ¨α + JΦ∗α Ψ¨α (C.2.36)
= U∗ · Γ · U¨ (C.2.37)
ou` on a pose´ :
M =
∫
h
ρ(z) dz J =
∫
h
ρ(z)z dz I =
∫
h
ρ(z)z2 dz
Γ =

M 0 0 J 0
0 M 0 0 J
0 0 M 0 0
J 0 0 I 0
0 J 0 0 I

(C.2.38)
(C.2.39)
Une nouvelle fois, on remarque que l’inertie ge´ne´ralise´e J , qui couple les translations planes Ψ
et les rotations de section Φ, est nulle si la distribution de la densite´ ρ est syme´trique.
C.2.3 Equilibre ge´ne´ralise´
C.2.3.1 Formulation faible
Le PTV associe´ au choix de la cine´matique de Hencky-Mindlin s’e´crit comme suit :∫
S
(
dA(y)− dU(y)
)
dy =W (C.2.40)
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soit, en injectant les diffe´rentes formes compactes et en omettant la de´pendance en y :
∫
S
U∗ · Γ · U¨ dy +
∫
S
E∗ ·Π · E dy =
∫
S
U∗ · F dy +
∫
∂S
U∗ ·Θ d` (C.2.41)
Cette formulation est notamment utilise´e dans ce travail pour la construction de mode`les e´le´-
ments finis sur la base desquels sont formule´s et re´solus des proble`mes inverses aux valeurs
propres (voir chapitres V et VIII).
C.2.3.2 Formulation forte
On note les e´quivalences suivantes :
ω∗ : N = grad(Ψ∗) : N
= div
(
Ψ∗ ·N
)
−Ψ∗ · div(N) (C.2.42)
κ∗ : M = grad(Φ∗) : M
= div
(
Φ∗ ·M
)
−Φ∗ · div(M) (C.2.43)
γ∗ ·V =
(
Φ∗ + grad(U∗3)
)
·V
= Φ∗ ·V + div(U∗3 V)− U∗3 div(V)
(C.2.44)
les diffe´rents termes du principe des travaux virtuels applique´ a` la cine´matique de Hencky-
Mindlin (C.2.40) deviennent, apre`s application du the´ore`me de la divergence :∫
S
ω∗ : N dy =
∫
∂S
Ψ∗ ·N · n∂ d`−
∫
S
Ψ∗ · div(N) dy (C.2.45)
∫
S
κ∗ : M dy =
∫
∂S
Φ∗ ·M · n∂ d`−
∫
S
Φ∗ · div(M) dy (C.2.46)
∫
S
γ∗ ·V dy =
∫
S
Φ∗ ·V dy +
∫
∂S
U∗3 V · n∂ d`−
∫
S
U∗3 div(V) dy (C.2.47)
L’e´tape suivante consiste a` choisir des champs de de´placement virtuels U∗ de fac¸on a` se´parer
les inte´grales sur le domaine S de celles sur la frontie`re ∂S. En choisissant un champ de de´pla-
cement virtuel nul sur la frontie`re et quelconque sur le reste du domaine, on isole les inte´grales
de surface. On fait alors un choix supple´mentaire, consistant a` annuler toutes les composantes
du de´placement virtuel ge´ne´ralise´ sauf une.
Par exemple, si on choisit U∗ tel que seule U∗3 est non nulle sur S (cad. Ψ = Φ = 0) et nulle
sur ∂S, on obtient l’e´quation suivante a` partir du PTV :
−
∫
S
U∗3 div(V) dy +
∫
S
MU∗3 U¨3 dy =
∫
S
U∗3 F3 dy (C.2.48)
Cette e´quation e´tant vraie pour tout choix de U∗3 et tout choix de domaine S, l’e´quation doit
aussi eˆtre valable sur les inte´grandes. On obtient donc une des e´quations du mouvement, lie´e
au de´placement ge´ne´ralise´ U3 :
div(V) + F3 = M U¨3 (C.2.49)
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En prenant maintenant un champ de de´placement virtuel U∗ nul partout sauf sur le contour
∂S, ou` seule U∗3 prend des valeurs non nulles, le PTV devient :∫
∂S
U∗3 V · n∂ d` =
∫
∂S
U∗3 Θ3 d` (C.2.50)
qui est ve´rifie´e pour quelque soit ∂S et U∗3, d’ou` on obtient :
V · n∂ = Θ3 (C.2.51)
soit la condition aux limites statique en cisaillement hors-plan sur la frontie`re ∂S. L’application
de cette me´thode aux 4 autres composantes du de´placement ge´ne´ralise´ permet d’obtenir les 4
e´quations du mouvement et les 4 conditions aux limites restantes.
On re´sume ici les cinq e´quations locales re´gissant le mouvement d’une plaque mode´lise´e a`
l’aide de la cine´matique de Hencky-Mindlin, en notation indicielle :
Nαβ,β + pα = M Ψ¨α + J Φ¨α
Vβ,β + F3 = M U¨3
Mαβ,β − Vα + mα = J Ψ¨α + I Φ¨α
(C.2.52)
Les cinq conditions aux limites statiques du mode`le a` respecter sur le contour ∂S, de normale
n∂, sont :
N · n∂ = pi V · n∂ = Θ3 M · n∂ = µ (C.2.53)
La formulation forte et plus particulie`rement les e´quations d’e´quilibres qui y sont associe´es
sont utilise´es au chapitre II pour de´river les e´quations de dispersion du mode`le de plaque
e´paisse.
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C.3 Cine´matique de Kirchhoff
Dans la section qui suit, est de´rive´ le mode`le de plaque mince ou CPT pour Classical Plate
Theory ou encore mode`le de Kirchhoff. L’approche de construction du mode`le est donne´e par
l’ajout d’une liaison cine´matique dans le mode`le de plaque e´paisse. Elle correspond a` l’hypothe`se
consistant a` supposer que la section de la plaque reste perpendiculaire la fibre neutre lors du
mouvement et se traduit par la relation suivante :
Φ = −grad(U3) (C.3.1)
La liaison cine´matique formule´e permet ainsi de passer du mode`le de plaque e´paisse a` cinq
degre´s de liberte´ au mode`le de plaque mince a` trois degre´s de liberte´.
Le champ de de´placement tridimensionnel devient :
uα = Ψα − zU3,α (C.3.2)
u3 = U3 (C.3.3)
et le vecteur des de´placements ge´ne´ralise´s ou degre´s de liberte´s est >U = [Ψ1 Ψ2 U3].
La de´marche de construction du mode`le de plaque mince est identique a` celle de´veloppe´e
pour le mode`le de Hencky-Mindlin. On ne redonne donc pas la forme des diffe´rentes grandeurs
ge´ne´ralise´es, qui, lorsqu’elles ne sont pas ne´glige´es, sont identiques.
De´formations Le champ des de´formations de´formations planes est de´rive´ du champ de de´-
placement, et est donc line´aire dans l’e´paisseur. De fac¸on analogue au mode`le de plaque e´paisse,
on postule un e´tat de contraintes plan (σ33 = 0), qui permet de de´terminer la composante hors-
plan des de´formations ; une nouvelle fois, le tenseur des raideurs en contraintes planes est utilise´.
Le champ de de´formation tridimensionnel est donc de la forme :
εαβ(z) = ωαβ + zκαβ , εα3(z) = 0 , ε33(z) = −Cαβ33C3333 (ωαβ + zκαβ) (C.3.4)
avec ω et κ les tenseurs de de´formation membranaire et de courbure respectivement de´finis en
(C.2.7) et (C.2.8).
Comportement L’injection des de´formations tridimensionnelles dans la densite´ de travail
virtuel des efforts interne dU montre que les tenseurs duaux de ω et κ sont respectivement le
tenseur des efforts membranaires N et des moments de flexion M. La relation de comportement
s’exprime alors comme suit :
Σ = Π · E[
N
M
]
=
[
A B
B D
] [
ω
κ
] (C.3.5)
La densite´ de travail virtuel des efforts inte´rieurs s’e´crit donc sous les formes suivantes :
− dU = ω∗ : N + κ∗ : M (C.3.6)
= ω∗ ·N + κ∗ ·M (C.3.7)
= ω∗ ·A · ω + κ∗ ·B · ω + ω∗ ·B · κ+ κ∗ ·D · κ (C.3.8)
= E∗ ·Π · E (C.3.9)
C.3. Cine´matique de Kirchhoff 465
De fac¸on e´quivalente au mode`le de Hencky-Mindlin, les formulations tensorielles sont pre´fe´re´es
pour la de´rivation de la formulation forte, tandis que les formes utilisant la notation de Voigt
permettent, sur la base de la formulation faible, de sche´mas de re´solution utilisant le formalisme
matriciel.
Inertie Une nouvelle fois, les inerties ge´ne´ralise´es associe´es au mode`le de plaque mince sont
de´rive´es de l’injection du champ cine´matique postule´ (C.3.3) dans la densite´ de travail de la
quantite´ d’acce´le´ration dA. Une hypothe`se supple´mentaire du mode`le de plaque mince, tre`s
largement utilise´e, consiste a` ne´gliger les termes associe´s aux rotations de section Φ. En conse´-
quence, les inerties ge´ne´ralise´es J et I n’entrent plus en compte ; on e´crit alors :
dA = MU∗ · U¨ (C.3.10)
Seules les translations de section U ont donc un roˆle inertiel.
Efforts exte´rieurs L’expression du travail virtuel des efforts exte´rieurs associe´e au mode`le
de plaque e´paisse (C.2.17) est re´e´crite en incluant la liaison cine´matique :
W =
∫
S
U∗ · F dS +
∫
∂S
U∗ ·Θ d` (C.3.11)
=
∫
S
[
Ψ∗ · p + U∗3 · F3 − grad(U∗3) ·m
]
dy
+
∫
∂S
[
Ψ∗ · pi + U∗3 ·Θ3 − grad(U∗3) · µ
]
d`
(C.3.12)
ou` F et Θ sont respectivement de´finis en (C.2.18) et (C.2.20).
Formulation Faible On re´e´crit le principe des travaux virtuels (C.2.40) en inte´grant les
formes des diffe´rents travaux virtuels associe´s au mode`le de Kirchhoff, ce qui permet d’obtenir
la formulation faible des e´quations du mouvement :
∫
S
MU∗ · U¨ dy +
∫
S
E∗ ·Π · E dy =
∫
S
[
Ψ∗ · p + U∗3 · F3 − grad(U∗3) ·m
]
dy
+
∫
∂S
[
Ψ∗ · pi + U∗3 ·Θ3 − grad(U∗3) · µ
]
d`
(C.3.13)
Formulation forte Comme dans le cas du mode`le de Hencky-Mindlin, les e´quations fortes du
mouvement son de´rive´es par application du the´ore`me de la divergence sur la formulation faible,
puis choix de champs de de´placement virtuels permettant d’isoler les diffe´rentes inte´grales. Dans
le cadre du mode`le de plaque mince, l’e´quation portant sur les moments est un peu modifie´e
afin de mettre en relation les efforts externes hors-plan F3 avec les moments internes M. En
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re´e´crivant le terme du travail virtuel des efforts inte´rieurs associe´ aux moments M :∫
S
κ∗ : M dy = −
∫
S
grad(grad(U∗3)) : M dy (C.3.14)
=
∫
S
[
div
(
U∗3div(M)
)
− U∗3 div
(
div(M)
)
− div
(
grad(U∗3) ·M
) ]
dy
(C.3.15)
=
∫
∂S
U∗3div(M) · n∂ d`
−
∫
∂S
grad(U∗3) ·M · n∂ d`
−
∫
S
U∗3 div
(
div(M)
)
dy
(C.3.16)
on obtient, apre`s injection dans le principe des travaux virtuels et choix des champs de de´pla-
cements virtuels approprie´s, les e´quations du mouvement et les conditions aux limites associe´es
aux moments. Trois e´quations du mouvement sont obtenues :
Nαβ,β + pα = M Ψ¨α
Mαβ,αβ = M U¨3
(C.3.17)
ainsi que cinq e´quations aux limites statiques :
N · n∂ = pi , M · n∂ = µ , div(M) · n∂ = θ3 (C.3.18)
Les e´quations d’e´quilibre ci dessus, associe´es a` la formulation forte des e´quations du mouve-
ment des plaques minces, sont utilise´es au chapitre II pour de´river les e´quations de dispersion
du mode`le de Kirchhoff.
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C.4 Cine´matique de Timoshenko
Dans les paragraphes qui suivent est de´rive´, sur la base de la de´rmache de formulation d’un
mode`le propose´e au de´but de cette annexe, le mode`le de poutre e´paisse de Timoshenko.
C.4.1 Champs me´caniques ge´ne´ralise´s
C.4.1.1 Cine´matique
Le champ de de´placement est postule´ sur la section S de tel fac¸on que celle-ci, plane a` l’e´tat
naturel, reste plane au cours du mouvement. Les sections sont donc autorise´es a` se translater
de U3 dans la direction de l’axe neutre, de Ψ dans les deux directions du plan de la section et
a` tourner selon les angles Φ autour des trois axes (ei). Le champ de de´placement sur la section
est en conse´quence postule´ sous la forme line´arise´e suivante :u1(z)u2(z)
u3(z)
 =
Ψ1Ψ2
U3
+
Φ1Φ2
Φ3
∧
z1z2
0
 (C.4.1)
∣∣∣∣∣∣ uα = Ψα + (−1)
αz3−αΦ3
u3 = U3 + (−1)β zβΦ3−β
(C.4.2)
ou` on a omis la de´pendance de toutes les variables en fonction de l’abscisse y. Le vecteur des
de´placements ge´ne´ralise´s ou degre´s de liberte´ du mode`le de Timoshenko U est donc :
>U =
[
Ψ1 Ψ2 U3 Φ1 Φ2 Φ3
]
(C.4.3)
C.4.1.2 De´formations
L’application des e´quations cine´matiques (A.1.3) sur le champ de de´placement postule´
(C.4.2) me`ne a` l’expression du champ de de´formation tridimensionnel :∣∣∣∣∣∣∣∣
ε11 = ε22 = ε12 = 0
ε33 = + (−1)β+1 z3−βκβ
2εα3 = γα + (−1)αz3−αυ
(C.4.4)
ou` , κ, γ et υ sont respectivement les de´formations ge´ne´ralise´es de traction, de courbure, de
cisaillement transverse et de torsion. Ils s’expriment en fonction des degre´s du liberte´ du mode`le
comme suit : ∣∣∣∣∣∣∣∣∣∣∣
 = U3,3
κα = Φα,3
γα = Ψα,3 + (−1)αΦ3−α
υ = Φ3,3
(C.4.5)
Le champ cine´matique postule´ interdit l’effet Poisson : les de´formations εαα sont nulles. Ce
choix de u est en fait tre`s raidissant ; pour pallier a` ce proble`me, on relaˆche dans la suite
certaines relations cine´matiques, comme dans le cas de la formulation des mode`les de plaque.
De fac¸on e´quivalente, la forme affine des de´formations de cisaillement hors-plan εα3 n’est pas
assez riche pour de´crire le comportement de l’objet tridimensionnel mode´lise´ comme une poutre.
Des coefficients ξt et ξs seront donc, comme dans le cas des plaques e´paisses, inte´gre´s aux
comportements ge´ne´ralise´s en torsion et en cisaillement transverse de la poutre.
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C.4.1.3 Contraintes
Au lieu de conside´rer des composantes de de´formation εαβ nulles, on ne´glige le travail des
efforts inte´rieurs associe´ Uαβ. Cela, associe´ aux conditions aux limites statiques sur le contour
de la section ∂S, permet de conside´rer un e´tat de contrainte uniaxial, c’est a` dire σαβ = 0.
En conside´rant de plus que les mate´riaux constitutifs de la section sont orthotropes (e´quation
(B.1.17) soit Sαβγ3 = Sii12 = S1323 = 0), on peut e´crire, en fonction du tenseur local des
souplesses S∼ : ∣∣∣∣∣∣∣∣
εαβ = Sαβ33σ33
εα3 = Sα3α3σα3
ε33 = S3333σ33
(C.4.6)
ce qui permet, en utilisant l’expression du tenseur des souplesses (e´quation (B.1.27)) de donner
la relation liant les contraintes et les de´formations hors-plan, et celle donnant les de´formations
planes en fonction de la de´formation hors-plan en fonction des constantes de l’inge´nieur (ou` le
plan conside´re´ est celui de la section de la poutre) :∣∣∣∣∣∣∣∣
σ33 = E3ε33
σα3 = Gα3εα3
εαα = −ν3αε33
(C.4.7)
La densite´ de travail virtuel des efforts inte´rieurs dU s’e´crit comme suit :
− dU =
∫
S
[ε∗33(z)σ33(z) + 2ε∗α3(z)σα3(z)] dz = N3 + καMα + Vαγα + M3υ (C.4.8)
ou N3, M, V et M3 sont respectivement l’effort de traction ge´ne´ralise´, les moments ge´ne´ralise´s,
les efforts de cisaillement ge´ne´ralise´s et le couple de torsion ge´ne´ralise´ ; leur expressions sont :
N3 =
∫
S
σ33(z) dz
Mα =
∫
S
(−1)α+1 z3−ασ33(z) dz
Vα =
∫
S
σα3(z) dz
M3 =
∫
S
(−1)βz3−βσβ3(z) dz
(C.4.9)
C.4.1.4 Efforts exte´rieurs
Le travail virtuel des efforts exte´rieurs W est re´e´crit en injectant le champ cine´matique du
mode`le de Timoshenko et en ne´gligeant les forces volumique f :
W =
∫
∂Ω
u∗ ·T dx
= U∗(y = 0) ·Θ0 + U∗(y = L) ·ΘL +
∫
L
U∗ · F dy
(C.4.10)
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ou les chargements line´iques F sont de la forme :
>F =
[
p1 p2 F3 m1 m2 m3
]
(C.4.11)
pα =
∫
∂S
T∂α(z) d`
F3 =
∫
∂S
T∂3(z) d`
mα =
∫
∂S
(−1)α+1 z3−αT∂3(z) d`
m3 =
∫
∂S
(−1)αz3−αT∂α(z) d`
et les efforts aux limites Θi sont tels que :
>Θi =
[
pii1 pi
i
2 Θi3 µi1 µi2 µi3
]
(C.4.12)
piiα =
∫
S
Tiα(z) dz
Θi3 =
∫
S
Ti3(z) dz
µiα =
∫
S
(−1)α+1 z3−αTi3(z) dz
µi3 =
∫
S
(−1)αz3−αTiα(z) dz
C.4.2 Comportement ge´ne´ralise´
C.4.2.1 Raideurs
Le comportement en raideur ge´ne´ralise´ du mode`le de Timoshenko est de´rive´ de l’injection des
de´formations ge´ne´ralise´es (C.4.5) dans l’expression des efforts ge´ne´ralise´s (C.4.9) en conside´rant
le comportement des mate´riaux constitutifs orthotrope (B.1.17) :
N3 =
∫
S
E3(z)
[
+ (−1)β+1 z3−βκβ
]
dz = A+ Bβκβ (C.4.13)
Mα =
∫
S
E3(z)(−1)α+1 z3−α
[
+ (−1)β+1 z3−βκβ
]
dz = Bα + Dαβκβ (C.4.14)
Vα =
∫
S
Cα3β3(z)
[
γβ + (−1)β z3−β υ
]
dz = Fαβ γβ + Sαυ (C.4.15)
M3 =
∫
S
Cα3β3(z)(−1)αz3−α
[
γβ + (−1)β z3−β υ
]
dz = Sβ γβ +Kυ (C.4.16)
470 Chapitre C. Mode`les re´duits
ou` les comportements ge´ne´ralise´s A, B, D, F, S et K sont de la forme :
A =
∫
S
E3(z) dz
Bα =
∫
S
(−1)α+1 z3−αE3(z) dz
Dαβ =
∫
S
(−1)α+β z3−αz3−βE3(z) dz
Fαα = ξ2s
∫
S
Gα3(z) dz
Sα = ξsξt
∫
S
(−1)αz3−αGα3(z) dz
K = ξ2t
∫
S
z23−αGα3(z) dz
(C.4.17)
ou` les coefficients de correction en torsion ξt et en cisaillement transverse ξs ont e´te´ inte´gre´s
pour prendre en compte le bais du a` la mauvaise description des composantes de de´formation
tridimensionnelle en cisaillement par la cine´matique du mode`le. La loi de comportement peut
finalement se mettre sous la forme matricielle suivante :
Σ = Π · E
N
M1
M2
V1
V2
M3

=

A B1 B2 0 0 0
B1 D11 D12 0 0 0
B2 D12 D22 0 0 0
0 0 0 F11 0 S1
0 0 0 0 F22 S2
0 0 0 S1 S2 K



κ1
κ2
γ1
γ2
υ

(C.4.18)
ou` l’on note que le comportement orthotrope des mate´riaux permet de de´coupler le compor-
tement en cisaillement (F, S et K) du comportement axial (A, B et D). De plus, lorsque la
distribution des proprie´te´s de raideur C∼ (z) posse`de deux plans de syme´trie centre´s sur l’axe
neutre z = 0, tous les termes de couplage (B, D12 et S) s’annulent ; la matrice Π devient alors
diagonale.
Dans le cas ge´ne´ral, l’expression de la densite´ de travail virtuel des efforts inte´rieurs peut
prendre les formes suivantes :
− dU = ∗N + κ∗ ·M + γ∗ ·V + υ∗M3 (C.4.19)
= E∗ ·Π · E (C.4.20)
C.4.2.2 Inerties
Afin d’obtenir les inerties ge´ne´ralise´es du mode`le de poutre e´paisse, on injecte le champ de
de´placement tridimensionnel postule´ (C.3.3) dans la densite´ de travail de la quantite´ d’acce´le´-
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ration :
dA =
∫
S
ρ(z)u∗(z) · u¨(z) dz
= MΨ∗α Ψ¨α + Jα
(
Φ∗3 Ψ¨α + Ψ∗α Φ¨3
)
+ I3 Φ∗3 Φ¨3
+MU∗3 U¨3 − Jα
(
Φ∗α U¨3 + U∗3 Φ¨α
)
+ IαβΦ∗α Φ¨β
= U∗ · Γ · U¨
(C.4.21)
ou` on a pose´ les inerties ge´ne´ralise´es suivantes :
M =
∫
S
ρ(z) dz
Jα =
∫
S
(−1)αz3−αρ(z) dz
Iαβ =
∫
S
(−1)α+β z3−αz3−β ρ(z) dz
I3 = I11 + I22
Γ =

M 0 0 0 0 J1
0 M 0 0 0 J2
0 0 M −J1 −J2 0
0 0 −J1 I11 I12 0
0 0 −J2 I12 I22 0
J1 J2 0 0 0 I3

(C.4.22)
Il est inte´ressant de remarquer que les termes de couplage J et I12 s’annulent si la distribution
des densite´s ρ(z) n’est pas syme´trique par rapport a` l’axe neutre z = 0.
C.4.3 Equilibre ge´ne´ralise´
C.4.3.1 Formulation faible
La de´rivation de la formulation faible se fait a` partir du principe des travaux virtuels ;
l’e´quation du mouvement obtenue est alors de la forme :∫
L
E∗ ·Π · E dy +
∫
L
U∗ · Γ · U¨ dy = U∗(y = 0) ·Θ0 + U∗(y = L) ·ΘL +
∫
L
U∗ · F dy (C.4.23)
Cette forme permet la re´solution de proble`mes incluant des poutres par une me´thode de type
Ritz ou e´le´ments finis.
C.4.3.2 Formulation forte
Comme dans le cas des plaques e´paisses, la de´rivation des e´quations locales du mouvement
passe par l’application du the´ore`me de la divergence (ou ici par inte´gration par parties) sur la
forme faible des e´quations d’e´quilibre (C.4.23). En de´veloppant pour chaque terme du travail
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des efforts inte´rieurs U :∫
L
∗N dy =
∫
L
U∗3,3N dy =
[
U∗3N
]L
0
−
∫
L
U∗3N,3 dy (C.4.24)
∫
L
κ∗αMα dy =
∫
L
Φ∗α,3 Mα dy =
[
Φ∗αMα
]L
0
−
∫
L
Φ∗αMα,3 dy (C.4.25)
∫
L
γ∗αVα dy =
∫
L
(
Ψ∗α,3 + (−1)αΦ∗3−α
)
Vα dy
=
[
Ψ∗αVα
]L
0
−
∫
L
Ψ∗αVα,3 dy +
∫
L
(−1)αΦ∗3−αVα dy
(C.4.26)
∫
L
υ∗M3 dy =
∫
L
Φ∗3,3 M3 dy =
[
Φ∗3 M3
]L
0
−
∫
L
Φ∗3 M3,3 dy (C.4.27)
et en choisissant les bons champs de de´placement virtuel tests (annulation sur le domaine L,
annulation aux extre´mite´s), les e´quations re´gissant le comportement d’une poutre e´paisse selon
le mode`le de Timoshenko sont obtenues.
Pour re´sumer, six e´quations du mouvement sont obtenues :
Vα,3 + pα = M Ψ¨α + Jα Φ¨3
N,3 + F3 = M U¨3 − Jβ Φ¨β
Mα,3 + (−1)αV3−α + mα = Iαβ Φ¨β − Jα U¨3
M3,3 + m3 = I3 Φ¨3 + Jβ Ψ¨β
(C.4.28)
ainsi que douze conditions aux limites statiques, pour y = 0 ou y = L :
N(y) = Θy3 , Mα(y) = µαy , V(y) = piy , M3(y) = µy3 (C.4.29)
Les e´quations d’e´quilibre ge´ne´ralise´es locales sont utilise´es au chapitre II pour de´river les
e´quations de dispersion associe´es au mode`le de Timoshenko.
Annexe D
Perturbation des ope´rateurs matriciels
On donne ici quelques re´sultats sur la perturbation des ope´rations matricielles utilise´es dans
ce manuscrit. Ces re´sultats fournissent la base pour la calcul de la propagation des incertitudes
dans les diffe´rents algorithmes de re´solution inverse.
De fac¸on ge´ne´rale, on note l’objet non perturbe´ •, sa version perturbe´e •˜ ainsi que la
perturbation lie´e ∆• tels que :
•˜ = •+ ∆• (D.0.1)
Sous l’hypothe`se des petites perturbations, on de´veloppe dans ce qui suit au premier ordre
seulement le gradient de l’ope´rateur Y = F(X) :
∆Y = F(X˜)−Y = ∇F(X)∆X +O(‖∆X‖2) ' ∇F(X)∆X (D.0.2)
ou` ‖•‖ est une norme sous-multiplicative quelconque, c’est a` dire que :
‖AB‖ 6 ‖A‖‖B‖ (D.0.3)
Ainsi, les effets du second ordre par rapport aux perturbations sont ne´glige´s.
D.1 Inverse
Soit Y = X−1. On a alors :
Y + ∆Y = (X + ∆X)−1 =
(
I + X−1 ∆X
)−1
X−1 (D.1.1)
En utilisant le de´veloppement de Taylor de
(
I + X−1 ∆X
)−1
au premier ordre, on obtient
finalement :
∆
(
X−1
)
= −X−1 ∆XX−1 (D.1.2)
D.2 Pseudo-inverse
Soit Y = X† =
(
HXX
)−1 HX. On a alors :
∆Y = ∆
( (
HXX
)−1 )HX + (HXX)−1 H∆X (D.2.1)
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En utilisant le re´sultat pre´ce´dent (D.1.1) :
∆Y =
(
HXX
)−1 H∆X− (HXX)−1 (H∆XX + HX∆X) (HXX)−1 HX (D.2.2)
qui se simplifie finalement :
∆
(
X†
)
=
(
HXX
)−1 H∆X (I −XX†)−X†∆XX† (D.2.3)
On remarque que si X est carre´e, alors XX† = XX−1 = I et on retrouve bien le re´sultat
(D.1.1).
D.3 Moindres carre´s
Soit AY = B + ε, ou ε est l’erreur sur les mesures B. L’estimation aux moindres carre´s de
Y est donne´e par A†B. Par chaˆınage, on a :
∆Y = ∆
(
A†
)
B + A†∆B (D.3.1)
En injectant (D.2.3) dans (D.3.1), on obtient :
∆
(
A†B
)
=
(
HAA
)−1 H∆A (I −AA†) B−A†∆AA†B + A†∆B (D.3.2)
En remarquant que
(
I −AA†
)
B = B − AY = ε, on observe que premier terme de (D.3.2)
est du second ordre. Finalement, au premier ordre :
∆
(
A†B
)
= A†
(
∆B−∆AA†B
)
(D.3.3)
D.4 Valeurs propres
Soit X une matrice de taille N et de rang R 6 N acceptant la de´composition en valeurs
propres suivante :
X = TΛT−1 (D.4.1)
ou` Y = diag (λ) contient les N valeurs propres λi de X. La perturbation de Y peut alors
s’exprimer comme suit :
∆Λ = ∆
(
T−1XT
)
= −T−1 ∆TT−1XT + T−1 ∆XT + T−1X∆T
= T−1 ∆XT + ΛT−1 ∆T−T−1 ∆TΛ (D.4.2)
dont des termes extra-diagonaux peuvent apparaˆıtre. Si on s’inte´resse aux valeurs propres uni-
quement, on utilise λi = >biΛbi, avec bi = >[0i−1 1 0N−i] le iie`me vecteur unite´. On pose
alors :
T =
[
t1 · · · tN
]
, T−1 =
>[
τ 1 · · · τN
]
(D.4.3)
ce qui nous permet d’e´crire :
∆λi = >τ i∆Xti + >biΛT−1 ∆Tbi − >bi∆TΛbi (D.4.4)
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Sachant que >biΛ = >biλi et Λbi = λibi, les deux termes lie´s a` ∆T s’annulent et la pertur-
bation des valeurs propres s’e´crit finalement :
∆λi = >τ i∆Xti , ∀i ∈ [[ 1, N ]] (D.4.5)
On cherche souvent, dans le cadre de ce manuscrit, a` de´composer en valeurs propres une
matrice hermitienne Xh = HXh, soit :
Xh = UΩHU et Ω = HUXhU (D.4.6)
ou` Ω = diag (ω) et U est une matrice orthogonale :
HUU = I (D.4.7)
d’ou` U−1 = HU. En substituant dans (D.4.5), avec U =
[
u1 · · · uN
]
:
∆ωi = Hui∆Xhui (D.4.8)
Au premier ordre, les valeurs propres d’une matrice ne sont donc pas perturbe´es par la rotation
de ses vecteurs propres.
D.5 Valeurs propres ge´ne´ralise´es
On ge´ne´ralise (D.4.8) aux valeurs propres ge´ne´ralise´es λ, de´finies comme suit :
Kui = λiMui (D.5.1)
ou` K et M sont deux matrices hermitiennes. La perturbation au premier ordre s’exprime ainsi :
∆Kui + K∆ui = ∆λiMui + λi∆Mui + λiM∆ui (D.5.2)
L’astuce consiste alors a` projeter la perturbation des vecteurs propres sur l’espace des vecteurs
propres non perturbe´s :
∆U = UE (D.5.3)
avec ‖E‖ petit. En utilisant cette projection, (D.5.2) devient :
∆Kui + KukEki = ∆λiMui + λi∆Mui + λiMukEki (D.5.4)
On multiplie alors a` gauche par Hui ; en utilisant HuiKuj = HuiMuj = 0 pour j 6= i :
Hui (K− λiM) uiEii = Hui∆λiMui + Huiλi∆Mui − Hui∆Kui (D.5.5)
Le terme de gauche de cette dernie`re expression s’annulant par de´finition (D.5.1), on obtient
finalement la perturbation des valeurs propres ge´ne´ralise´es :
∆λi =
Hui (∆K− λi∆M) ui
HuiMui
(D.5.6)
On retrouve bien le re´sultat (D.4.8) en posant M = I. De nouveau, les valeurs propres ge´ne´ra-
lise´es ne sont pas perturbe´es par la rotation des vecteurs propres.
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D.6 Vecteurs propres ge´ne´ralise´s
On s’inte´resse ici a` la perturbation des vecteurs propres ge´ne´ralise´s lie´s a` la de´finition (D.5.1).
On utilise (D.5.3), ou` les Eij sont a` de´terminer. En multipliant (D.5.4) par Huk, on a :
Huk∆Kui + HukKukEki = Hukλi∆Mui + HukλiMukEki (D.6.1)
En utilisant Kuk = λkMuk, on obtient les termes extra-diagonaux de E :
Eij =
Hui (∆K− λj∆M) uj
(λj − λi)HuiMui (D.6.2)
Enfin, on utilise la proprie´te´ d’orthogonalite´ de l’espace propre perturbe´ :
U˜−1 = HU˜ ⇔ (E + I)−1 = H(E + I) ⇔ HE ' −E (D.6.3)
Au premier ordre, E est donc anti-hermitienne, c’est a` dire que Eii ' 0. La perturbation d’un
vecteur propre est donc, au premier ordre, orthogonale a` celui-ci. On a donc finalement :
∆ui =
∑
k 6=i
Huk (∆K− λi∆M) ui
(λi − λk)HuiMui uk (D.6.4)
Ce de´veloppement n’est cependant valable que lorsque les valeurs propres ge´ne´ralise´es λ sont
bien distinctes. Dans le cas contraire, il faudrait prendre en compte des termes d’ordre plus
e´leve´s.
D.7 De´composition en sous-espaces
Soit la matrice rectangulaire X ∈ CK×M de rang R 6 N = min(K,M) admettant la
de´composition en sous-espaces suivante :
X =
[
U U⊥
] [Σ
Σ⊥
] [ HV
HV⊥
]
= UΣHV + U⊥Σ⊥HV⊥ (D.7.1)
avec Σ = diag (σ) ou` σ ∈ RR contient les valeurs principales lie´es au sous espace principal
de gauche U et de droite V, et Σ⊥ = diag
(
0N−R
)
contient les valeurs singulie`res lie´es au
sous-espace orthogonal U⊥ et V⊥. Ce dernier sous-espace, lie´ a` des valeurs singulie`res nulles,
est forme´ de vecteurs arbitrairement choisis dans l’espace des vecteurs orthogonaux a` X. Les
vecteurs de ces sous-espaces respectent les proprie´te´s suivantes :
HUU = I (D.7.2)
HVV = I (D.7.3)
HU⊥U⊥ = I (D.7.4)
HV⊥V⊥ = I (D.7.5)
HU⊥U = UU⊥ = O (D.7.6)
HV⊥V = VV⊥ = O (D.7.7)
D.7. De´composition en sous-espaces 477
De plus, la de´composition (D.7.1) donne les proprie´te´s suivantes :
XV = UΣ (D.7.8)
XV⊥ = U⊥Σ⊥ (D.7.9)
On cherche alors a` de´terminer les variations ∆U, ∆U⊥, ∆V, ∆V⊥, ∆Σ et ∆Σ⊥ en fonction
de la perturbation ∆X. Pour cela, une astuce [242] consiste a` projeter la perturbation des
sous-espaces sur les sous-espaces non perturbe´s :
[
∆U ∆U⊥
]
=
[
U U⊥
] [EU,pp EU,ps
EU,sp EU,ss
]
(D.7.10)
[
∆V ∆V⊥
]
=
[
V V⊥
] [EV,pp EV,ps
EV,sp EV,ss
]
(D.7.11)
On commence par diffe´rencier les relations exprimant l’orthogonalite´ des vecteurs propres et en
tirer des conse´quences sur les matrices EI,jk. A commencer par la relation (D.7.2) :
HUU = I ⇔ H∆UU + HU∆U = 0 ⇔ HEU,pp = −EU,pp (D.7.12)
La matrice EU,pp est donc anti-hermitienne. De meˆme, on obtient avec les autres relations :
HEV,pp = −EV,pp (D.7.13)
HEU,ss = −EU,ss (D.7.14)
HEV,ss = −EV,ss (D.7.15)
HEU,ps = −EU,sp (D.7.16)
HEV,ps = −EV,sp (D.7.17)
La diffe´rentiation des relation (D.7.8) et (D.7.9) donne :
∆XV + X∆V = ∆UΣ + U∆Σ (D.7.18)
∆XV⊥ + X∆V⊥ = ∆U⊥Σ⊥ + U⊥∆Σ⊥ (D.7.19)
En injectant (D.7.10) et (D.7.11) dans (D.7.18) et (D.7.19), on obtient :
∆XV + UΣEV,pp + U⊥Σ⊥EV,sp = UEU,ppΣ + U⊥EU,spΣ + U∆Σ (D.7.20)
∆XV⊥ + UΣEV,ps + U⊥Σ⊥EV,ss = UEU,psΣ⊥ + U⊥EU,ssΣ⊥ + U⊥∆Σ⊥ (D.7.21)
ou` on a utilise´ les proprie´te´s (D.7.8) et (D.7.9). En multipliant par HU, on obtient :
HU∆XV + ΣEV,pp = EU,ppΣ + ∆Σ (D.7.22)
HU∆XV⊥ + ΣEV,ps = EU,psΣ⊥ (D.7.23)
On se concentre en premier lieu sur la premie`re e´quation (D.7.22). On peut en re´alite´ diviser
celle-ci en deux parties : celle qui concerne les termes diagonaux (portant sur ∆Σ) et celle
qui concerne les termes extra-diagonaux (portant sur les matrices anti-hermitiennes EI,jk). La
premie`re nous donne directement la perturbation des valeurs principales :
∆σ = diag (∆Σ) = diag
(
HU∆XV
)
(D.7.24)
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et la second sur les termes extra-diagonaux de (D.7.22) permet d’e´crire :
ΣEV,pp = EU,ppΣ ⇔ EU,ppij = σiEV,ppij σ−1j (D.7.25)
ou` on a ne´glige´ les termes extra-diagonaux de HU∆XV. Cette hypothe`se est discute´e dans
[125] et semble raisonnable si les valeurs principales sont assez distinctes. Ensuite, en utilisant
le fait que les matrices EI,jk sont anti-hermitiennes :
σ2i E
V,pp
ij = σ2j E
V,pp
ij (D.7.26)
Ce qui donne EU,pp = EV,pp = O si les valeurs principales σ sont distinctes. On utilise mainte-
nant le fait que Σ⊥ = O dans (D.7.23), ce qui donne :
EV,ps = −Σ−1HU∆XV⊥ (D.7.27)
En utilisant (D.7.17), on obtient finalement la perturbation de l’espace principal de droite :
∆V = V⊥HV⊥H∆XUΣ−1 (D.7.28)
En multipliant maintenant les equations (D.7.20) et (D.7.21) par HU⊥ :
HU⊥∆XV + Σ⊥EV,sp = EU,spΣ (D.7.29)
HU⊥∆XV⊥ + Σ⊥EV,ss = EU,ssΣ⊥ + ∆Σ⊥ (D.7.30)
En utilisant le meˆme raisonnement que ci-dessus sur l’e´quation (D.7.30), on obtient la pertur-
bation des valeurs singulie`res :
∆σ⊥ = diag (∆Σ⊥) = diag
(
HU⊥∆XV⊥
)
(D.7.31)
Finalement, on de´duit de (D.7.29) la perturbation de l’espace principal de gauche :
∆U = U⊥HU⊥∆XVΣ−1 (D.7.32)
Quelques remarques :
— (D.7.32) et (D.7.32) montrent que la perturbation de l’espace des vecteurs principaux est,
au premier ordre, porte´e par les vecteurs de l’espace orthogonal. On peut faire le paralle`le
avec la rotation d’un vecteur dans l’espace, qui est porte´e par les vecteurs orthogonaux a`
celui-ci au premier ordre (avec sin(α) ' α). Une variation coline´aire a` celui-ci n’apparaˆıt
alors qu’au second ordre (avec cos(α) ' 1− α2).
— De nombreux algorithmes ne calculent que l’espace principal au moyen d’une de´compo-
sition en valeurs principales tronque´e. Dans ce cas, il est toujours possible de calculer les
perturbations (D.7.32) et (D.7.32) en utilisant U⊥HU⊥ = I−UHU et V⊥HV⊥ = I−VHV :
∆U =
(
I −UHU
)
∆XVΣ−1 (D.7.33)
∆V =
(
I −VHV
)
H∆XUΣ−1 (D.7.34)
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— L’espace des vecteurs principaux de gauche peut avoir e´te´ calcule´ a` partir de la matrice
de covariance Cxx = 1M X
HX = UΩHU, avec Ω = 1
M
Σ2. Dans ce cas, on peut vouloir
calculer la perturbation de l’espace principal de gauche sans avoir a` calculer V. sachant
que X† = VΣ−1HU, on a :
∆U =
(
I −UHU
)
∆XX†U (D.7.35)
Si le calcul de la pseudo-inverse de X n’est pas souhaitable, on peut toujours utiliser la
proprie´te´ HXU = VΣ. Dans ce cas-la`, la perturbation de l’espace principal de gauche
devient :
∆U = 1
M
(
I −UHU
)
∆XHXUΩ−1 (D.7.36)

Annexe E
Viscoe´lasticite´
E.1 Hypothe`se de Basile
On donne ici la perturbation des valeurs propres et vecteurs propres de l’ope´rateur d’e´qui-
libre d’un syste`me entraˆıne´e par l’introduction des effets viscoe´lastiques.
On rappelle la de´finition des vecteurs propres Φ˜, solutions des e´quations homoge`nes du
syste`me non conservatif : (
K0 + i ω˜nD˜(ω˜n)− ω˜2nM
)
φ˜n = 0 (E.1.1)
ou` les pulsations ω˜ sont les pulsations complexes du syste`me dissipatif et la matrice D˜, de´pen-
dante de la fre´quence, de´crit les me´canismes de dissipation.
Dans le cas conservatif (D˜ = O), la base modale Φ diagonalise les e´quations ; cette proprie´te´
s’e´crit, ∀(k, n) :
HφkK0φn = δknkn et HφkMφn = δknmn (E.1.2)
On cherche a` de´terminer les perturbations ∆ωn et ∆φn telles que :
ω˜n = ωn + ∆ωn et φ˜n = φn + ∆φn (E.1.3)
qui apparaissent avec l’introduction des dissipations D˜.
En injectant ces perturbations dans la de´finition des valeurs propres du syste`me dissipatif,
on obtient : (
i(ωn + ∆ωn)D˜(ω˜n)− (2ωn∆ωn + ∆ωn2)M
)
(φn + ∆φn) = 0 (E.1.4)
ou` on a pris en compte la de´finition des vecteurs propres du syste`me conservatif, soit (K0 −
ω2nM)φn = 0.
La premie`re hypothe`se consiste a` conside´rer les perturbations comme faibles devant leur
valeur initiale ; cela nous autorise a` tronquer les termes d’ordre supe´rieur a` 1 en les perturba-
tions :(
i(ωn + ∆ωn)D˜(ω˜n)− 2ωn∆ωnM
)
φn +
(
K0 + iωnD˜(ω˜n)− ω2nM
)
∆φn = 0 (E.1.5)
La deuxie`me hypothe`se conside`re que la matrice des dissipations D˜ est d’un ordre infe´rieur
aux matrices M et K0 caracte´risant le syste`me conservatif. Dans ce cas, on peut ne´gliger
les termes ∆ωnD˜ et D˜∆φn, conside´re´s comme des termes du second ordre, et supposer que
D˜(ω˜n) ≈ D˜(ωn) : (
iωnD˜(ωn)− 2ωn∆ωnM
)
φn +
(
K0 − ω2nM
)
∆φn = 0 (E.1.6)
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On commence par multiplier a` gauche par Hφn, soit :
iωn
HφnD˜(ωn)φn − 2mnωn∆ωn = 0 (E.1.7)
ou` on a utilise´ Hφn (K0−ω2nM) = 0 et les relations d’orthogonalite´. On obtient alors la pertur-
bation des valeurs propres du syste`me :
∆ωn =
i
2mn
HφnD˜(ωn)φn (E.1.8)
qui ne de´pendent que de la diagonale de la matrice modale des dissipations HΦD˜Φ.
On multiplie ensuite (E.1.6) a` gauche par Hφk, pour k 6= n :
iωn
Hφk D˜(ωn)φn + (ω2k − ω2n)HφkM∆φn = 0 (E.1.9)
ou` on a de nouveau utilise´ les proprie´te´s d’orthogonalite´ et la de´finition des vecteurs propres.
La dernie`re e´tape consiste a` projeter la perturbation des vecteurs propres ∆φn sur la base
modale du syste`me conservatif :
∆φn = αnjφj (E.1.10)
et a` l’injecter dans l’e´quation pre´ce´dente, pour obtenir :
iωn
Hφk D˜(ωn)φn + (ω2k − ω2n)mkαnk = 0 (E.1.11)
ce qui permet de de´duire les coefficients α. Finalement, on obtient la perturbation des vecteurs
propres :
∆φn = iωn
∑
k 6=n
Hφk D˜(ωn)φn
(ω2n − ω2k)mn
φk (E.1.12)
qui ne de´pendent donc que des termes anti-diagonaux de la matrice modale des dissipations.
On remarque que la perturbation des vecteurs propres est inversement proportionnelle a` la
diffe´rence des valeurs propres ; la formule ci-dessus n’est d’ailleurs valable que si celles-ci sont
toutes distinctes deux a` deux.
Annexe F
E´le´ments finis spectraux
Cette annexe de´crit tre`s succinctement l’imple´mentation des sche´mas e´le´ments finis spec-
traux utilise´s dans ce travail, et notamment dans le cadre du chapitre I, section I.5. Les cas des
guides d’onde plans et uniaxiaux sont traite´s.
F.1 Guides d’onde plans
Les fonctions de forme utilise´es dans ce travail pour l’approximation de la fonction de pola-
risation U(x3) sont choisies line´aires par morceaux ; sur l’e´le´ment e, on a pour x3 ∈ [xe−13 , xe3] :
U(x3) = Ne(x3)
[
qe−1
qe
]
(F.1.1)
Ne(x3) =
[>ne(x3) I3] (F.1.2)
ne1(x3) =
xe3 − x3
he
, ne2(x3) =
x3 − xe−13
he
, he = xe3 − xe−13 (F.1.3)
>qe = [qe1 qe2 qe3] (F.1.4)
On exprime alors le vecteur des de´formations en notation de Voigt (B.1.1) sur le nie`me
e´le´ment :
E(x3) = Be(x3)
[
qe−1
qe
]
(F.1.5)
Be(x3) = G(x3)Ne(x3) (F.1.6)
ou` la matrice G a e´te´ de´finie en (I.3.18).
On conside`re que les proprie´te´s me´caniques du mate´riau constitutif sont constantes sur l’e´le´-
ment ; on les de´note par le tenseur ope´rationnel en notation de Voigt Ce et la masse volumique
ρe. On se limite d’ailleurs ici au cas du mate´riau monoclinique (B.1.16), ce qui est tout a` fait
ge´ne´ral pour les applications vise´es.
L’ope´rateur de masse ge´ne´ralise´ lie´ a` l’e´le´ment e s’e´crit donc de la fac¸on suivante :
Me =
xn3∫
xn−13
ρe>Ne(x3)Ne(x3) dx3 (F.1.7)
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et prend donc la forme :
Me = ρ
ehe
6

2 · · 1 · ·
· 2 · · 1 ·
· · 2 · · 1
1 · · 2 · ·
· 1 · · 2 ·
· · 1 · · 2

(F.1.8)
L’ope´rateur de raideur ge´ne´ralise´ lie´ a` l’e´le´ment e s’exprime comme suit :
Ke =
xn3∫
xn−13
>Be(x3)CeBe(x3) dx3 (F.1.9)
dont on propose la de´composition (I.5.7) ; celle-ci met en jeu les matrices e´le´mentaires Ke,klij
dont la forme est donne´e au paragraphe F.1.1.
L’assemblage des matrices de masse et de raideur comple`tes est classique ; on se reportera
pour les de´tails a` l’annexe A.2, expressions (A.2.27) et (A.2.28).
F.1.1 Matrices e´le´mentaires
Ke11(k) =
k21he
6

2 · · 1 · ·
· · · · · ·
· · · · · ·
1 · · 2 · ·
· · · · · ·
· · · · · ·

Ke12(k) =
k1 k2he
6

· 2 · · 1 ·
2 · · 1 · ·
· · · · · ·
· 1 · · 2 ·
1 · · 2 · ·
· · · · · ·

Ke22(k) =
k22he
6

· · · · · ·
· 2 · · 1 ·
· · · · · ·
· · · · · ·
· 1 · · 2 ·
· · · · · ·

Ke13(k) =
i k1
2

· · −1 · · 1
· · · · · ·
1 · · 1 · ·
· · −1 · · 1
· · · · · ·
−1 · · −1 · ·

Ke33(k) =
1
he

· · · · · ·
· · · · · ·
· · 1 · · −1
· · · · · ·
· · · · · ·
· · −1 · · 1

Ke23(k) =
i k2
2

· · · · · ·
· · −1 · · 1
· 1 · · 1 ·
· · · · · ·
· · −1 · · 1
· −1 · · −1 ·

Ke16(k) =
hek21
6

· 2 · · 1 ·
2 · · 1 · ·
· · · · · ·
· 1 · · 2 ·
1 · · 2 · ·
· · · · · ·

+ hek1 k23

2 · · 1 · ·
· · · · · ·
· · · · · ·
1 · · 2 · ·
· · · · · ·
· · · · · ·

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Ke26(k) =
hek22
6

· 2 · · 1 ·
2 · · 1 · ·
· · · · · ·
· 1 · · 2 ·
1 · · 2 · ·
· · · · · ·

+ hek1 k23

· · · · · ·
· 2 · · 1 ·
· · · · · ·
· · · · · ·
· 1 · · 2 ·
· · · · · ·

Ke36(k) =
i k1
2

· · · · · ·
· · −1 · · 1
· 1 · · 1 ·
· · · · · ·
· · −1 · · 1
· −1 · · −1 ·

+ i k22

· · −1 · · 1
· · · · · ·
1 · · 1 · ·
· · −1 · · 1
· · · · · ·
−1 · · −1 · ·

Ke66(k) =
hek21
6

· · · · · ·
· 2 · · 1 ·
· · · · · ·
· · · · · ·
· 1 · · 2 ·
· · · · · ·

+ hek
2
2
6

2 · · 1 · ·
· · · · · ·
· · · · · ·
1 · · 2 · ·
· · · · · ·
· · · · · ·

+ hek1 k26

· 2 · · 1 ·
2 · · 1 · ·
· · · · · ·
· 1 · · 2 ·
1 · · 2 · ·
· · · · · ·

Ke44(k) =
1
he

· · · · · ·
· 1 · · −1 ·
· · · · · ·
· · · · · ·
· −1 · · 1 ·
· · · · · ·

+ i k22

· · · · · ·
· · 1 · · 1
· −1 · · 1 ·
· · · · · ·
· · −1 · · −1
· −1 · · 1 ·

+ hek
2
2
6

· · · · · ·
· · · · · ·
· · 2 · · 1
· · · · · ·
· · · · · ·
· · 1 · · 2

Ke55(k) =
1
he

1 · · −1 · ·
· · · · · ·
· · · · · ·
−1 · · 1 · ·
· · · · · ·
· · · · · ·

+ i k12

· · 1 · · 1
· · · · · ·
−1 · · 1 · ·
· · −1 · · −1
· · · · · ·
−1 · · 1 · ·

+ hek
2
1
6

· · · · · ·
· · · · · ·
· · 2 · · 1
· · · · · ·
· · · · · ·
· · 1 · · 2

Ke45(k) =
1
he

· 1 · · −1 ·
1 · · −1 · ·
· · · · · ·
· −1 · · 1 ·
−1 · · 1 · ·
· · · · · ·

+ i k12

· · · · · ·
· · 1 · · 1
· −1 · · 1 ·
· · · · · ·
· · −1 · · −1
· −1 · · 1 ·

+ i k22

· · 1 · · 1
· · · · · ·
−1 · · 1 · ·
· · −1 · · −1
· · · · · ·
−1 · · 1 · ·

+ hek1 k23

· · · · · ·
· · · · · ·
· · 2 · · 1
· · · · · ·
· · · · · ·
· · 1 · · 2

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F.2 Guides d’onde Uniaxiaux
Le proble`me a` re´soudre dans le cas des guides d’onde uniaxiaux est bidimensionnel ; les va-
riables associe´es sont note´es z. La fonction de polarisation U(z) est discre´tise´e par sa projection
sur une base de fonctions de´finies par morceaux sur des domaines e´le´mentaires. Ces domaines
sont ici choisis triangulaires (e´le´ments finis type P1 ). Chaque noeud p de l’e´le´ment e est associe´
a` trois degre´s de liberte´ qe,p permettant de prendre en compte les trois composantes du champ
de de´placement. Finalement, la fonction de polarisation est exprime´e sous la forme suivante :
U(z) = N(z)qe (F.2.1)
>qe = [qe,11 qe,12 qe,13 qe,21 qe,22 qe,23 qe,31 qe,32 qe,33 ] (F.2.2)
N(ξ) =
[>n(ξ) I3] (F.2.3)
n1(ξ) = 1− ξ1 − ξ2 , n2(ξ) = ξ1 , n3(ξ) = ξ2 (F.2.4)
Son injection dans les e´quations du proble`me de propagation des ondes planes dans les
guides d’onde permet de calculer les matrices de masse et de raideur ge´ne´ralise´es Me et Ke
associe´es a` chaque e´le´ment e et exprime´es dans le repe`re intrinse`que de celui-c par le biais
de la coordonne´e locale ξ (voir chapitre I, expressions I.3.14 et I.3.15 et annexe A.2 sur la
formulation d’un mode`le aux e´le´ment finis). L’ope´rateur de masse ge´ne´ralise´ e´le´mentaire prend
alors la forme suivante :
Me = ρ24

2 · · −1 · · −1 · ·
· 2 · · −1 · · −1 ·
· · 2 · · −1 · · −1
−1 · · 2 · · 3 · ·
· −1 · · 2 · · 3 ·
· · −1 · · 2 · · 3
−1 · · 3 · · 6 · ·
· −1 · · 3 · · 6 ·
· · −1 · · 3 · · 6

et les ope´rateurs de raideur ge´ne´ralise´s e´le´mentaires, permettant d’e´crire la de´composition don-
ne´e au chapitre I, expression (I.5.8), sont donne´s dans le paragraphe suivant. Finalement, les
matrices e´le´mentaires sont assemble´es de la fac¸on de´crite en annexe A.2, expressions (A.2.28)
et (A.2.27) de fac¸on a` construire les ope´rateurs ge´ne´ralise´s MetK associe´s au guide d’onde
complet.
F.2.1 Matrices e´le´mentaires
Pour ame´liorer la lisibilite´ de ce qui suit, on pose :
[Je]−1 =
[
a b
c d
]
(F.2.5)
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Ke11 =

(a+ b)2 · · −a (a+ b) · · −b (a+ b) · ·
· · · · · · · · ·
· · · · · · · · ·
−a (a+ b) · · a2 · · ab · ·
· · · · · · · · ·
· · · · · · · · ·
−b (a+ b) · · ab · · b2 · ·
· · · · · · · · ·
· · · · · · · · ·

Ke22 =

· · · · · · · · ·
· (c+ d)2 · · −c (c+ d) · · −d (c+ d) ·
· · · · · · · · ·
· · · · · · · · ·
· −c (c+ d) · · c2 · · cd ·
· · · · · · · · ·
· · · · · · · · ·
· −d (c+ d) · · cd · · d2 ·
· · · · · · · · ·

Ke33 =

· · · · · · · · ·
· · · · · · · · ·
· · 2 · · −1 · · −1
· · · · · · · · ·
· · · · · · · · ·
· · −1 · · 2 · · 3
· · · · · · · · ·
· · · · · · · · ·
· · −1 · · 3 · · 6

Ke440 =

· · · · · · · · ·
· · · · · · · · ·
· · (c+ d)2 · · −c (c+ d) · · −d (c+ d)
· · · · · · · · ·
· · · · · · · · ·
· · −c (c+ d) · · c2 · · cd
· · · · · · · · ·
· · · · · · · · ·
· · −d (c+ d) · · cd · · d2

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Ke441 =

· · · · · · · · ·
· · · · · · · · ·
· · · · c+ d · · 2c+ 2d ·
· · · · · · · · ·
· · −c− d · · c · · d
· · · · −c · · −2c ·
· · · · · · · · ·
· · −2c− 2d · · 2c · · 2d
· · · · −d · · −2d ·

Ke442 =

· · · · · · · · ·
· 2 · · −1 · · −1 ·
· · · · · · · · ·
· · · · · · · · ·
· −1 · · 2 · · 3 ·
· · · · · · · · ·
· · · · · · · · ·
· −1 · · 3 · · 6 ·
· · · · · · · · ·

Ke550 =

· · · · · · · · ·
· · · · · · · · ·
· · (a+ b)2 · · −a (a+ b) · · −b (a+ b)
· · · · · · · · ·
· · · · · · · · ·
· · −a (a+ b) · · a2 · · ab
· · · · · · · · ·
· · · · · · · · ·
· · −b (a+ b) · · ab · · b2

Ke551 =

· · · · · · · · ·
· · · · · · · · ·
· · · a+ b · · 2a+ 2b · ·
· · −a− b · · a · · b
· · · · · · · · ·
· · · −a · · −2a · ·
· · −2a− 2b · · 2a · · 2b
· · · · · · · · ·
· · · −b · · −2b · ·

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Ke552 =

2 · · −1 · · −1 · ·
· · · · · · · · ·
· · · · · · · · ·
−1 · · 2 · · 3 · ·
· · · · · · · · ·
· · · · · · · · ·
−1 · · 3 · · 6 · ·
· · · · · · · · ·
· · · · · · · · ·

Ke66 =

(c+ d)2 (c+ d) (a+ b) · −c (c+ d) − (c+ d) a · −d (c+ d) − (c+ d) b ·
(c+ d) (a+ b) (a+ b)2 · − (a+ b) c −a (a+ b) · − (a+ b) d −b (a+ b) ·
· · · · · · · · ·
−c (c+ d) − (a+ b) c · c2 ac · cd bc ·
− (c+ d) a −a (a+ b) · ac a2 · ad ab ·
· · · · · · · · ·
−d (c+ d) − (a+ b) d · cd ad · d2 bd ·
− (c+ d) b −b (a+ b) · bc ab · bd b2 ·
· · · · · · · · ·

Ke12 =

· (c+ d) (a+ b) · · − (a+ b) c · · − (a+ b) d ·
(c+ d) (a+ b) · · − (c+ d) a · · − (c+ d) b · ·
· · · · · · · · ·
· − (c+ d) a · · ac · · ad ·
− (a+ b) c · · ac · · bc · ·
· · · · · · · · ·
· − (c+ d) b · · bc · · bd ·
− (a+ b) d · · ad · · bd · ·
· · · · · · · · ·

Ke13 =

· · · · · a+ b · · 2a+ 2b
· · · · · · · · ·
· · · · · · · · ·
· · · · · −a · · −2a
· · · · · · · · ·
−a− b · · a · · b · ·
· · · · · −b · · −2b
· · · · · · · · ·
−2a− 2b · · 2a · · 2b · ·

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Ke23 =

· · · · · · · · ·
· · · · · c+ d · · 2c+ 2d
· · · · · · · · ·
· · · · · · · · ·
· · · · · −c · · −2c
· −c− d · · c · · d ·
· · · · · · · · ·
· · · · · −d · · −2d
· −2c− 2d · · 2c · · 2d ·

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G.1 Proprie´te´s, de´monstrations
G.1.1 Invariance rotationnelle ge´ne´ralise´e
On donne ici le cheminement qui me`ne au re´sultat (IV.2.32).
Tout d’abord, les notations suivantes sont pose´es :
Je,(`)↑q = J
e,(`)
↑1  · · ·Je,(`)↑De (G.1.1)
Je,(`)↓q = J
e,(`)
↓1  · · ·Je,(`)↓De (G.1.2)
Jc,+,(`)↓q = J
c,+,(`)
↓1  · · ·Jc,+,(`)↓De (G.1.3)
Jc,−,(`)↓q = J
c,−,(`)
↓1  · · ·Jc,−,(`)↓De (G.1.4)
Jc,(`)↑q = J
c,(`)
↑1  · · ·Jc,(`)↑De (G.1.5)
ou` les diffe´rentes matrices de se´lection e´le´mentaires sont de´finis a` l’e´quation (IV.2.29). Sont
e´galement de´finies les matrices suivantes :
V̂(`−q)e = exp
(
iM(`−q)e diag (he) Ke
)
(G.1.6)
V̂(`−q)c = cos
((
M(`−q)c + 1`−q>qc
)
diag (hc) Kc
)
(G.1.7)
Les matrices pilotes tronque´es (IV.2.31) peuvent alors eˆtre de´veloppe´es comme suit, pour un
vecteur translation q dont toutes les composantes qd sont positives ou nulles :
V(`)↑q =
[
Je,(`)↑q  2J
c,(`)
↑q
]
V(`)
= 2
[
exp
(
i
[
Je,(`)↑q  Ib`c
c]M(`)e diag (he) Ke) ◦ cos([Ib`ce Jc,(`)↑q ]M(`)c diag (hc) Kc)]
= 2
[
exp
(
iM(`−q)e diag (he) Ke
)
◦ cos
((
M(`−q)c + 1`−q>qc
)
diag (hc) Kc
)]
= 2V̂(`−q)e ◦ V̂
(`−q)
c
V(`)↑q =
[
Je,(`)↓q J
c,+,(`)
↓q + J
e,(`)
↓q J
c,−,(`)
↓q
]
V(`)
=
[
exp
(
i
[
Je,(`)↓q  Ib`c
c]M(`)e diag (he) Ke) ◦ cos([Ib`ce Jc,+,(`)↓q ]M(`)c diag (hc) Kc)]
+
[
exp
(
i
[
Je,(`)↓q  Ib`c
c]M(`)e diag (he) Ke) ◦ cos([Ib`ce Jc,−,(`)↓q ]M(`)c diag (hc) Kc)]
=
[
exp
(
i
(
M(`−q)e + 1`−q>qe
)
diag (he) Ke
)
◦ cos
(
M(`−q)c diag (hc) Kc
)]
+
[
exp
(
i
(
M(`−q)e + 1`−q>qe
)
diag (he) Ke
)
◦ cos
((
M(`−q)c + 1`−q 2>qc
)
diag (hc) Kc
)]
= 2V̂(`−q)e ◦ V̂
(`−q)
c ◦
[
1`−q
[
exp
(
i>qe diag (he) Ke
)
◦ cos
(>qc diag (hc) Kc)]]
= 2
[
V̂(`−q)e ◦ V̂
(`−q)
c
]
diag
(
exp
(
i>qe diag (he) Ke
)
◦ cos
(>qc diag (hc) Kc))
d’ou` l’e´galite´ V(`)↓q = V
(`)
↑q diag (piq), pour q tel que qd > 0. Par le meˆme de´roulement, cette
relation est encore ge´ne´ralise´e pour tout vecteur q, ce qui de´montre la proposition IV.2.6.
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G.1.2 Lissage spatial
A partir du mode`le matriciel (IV.2.14), on de´veloppe le calcul de la bpcie`me colonne de
USS(n) (IV.2.50), note´e ici u′p(n) ∈ CbKc :
u′p(n) = J
KJSS,Kp u(n)
=
exp(iJSSpe MLe diag (he) Ke) ◦
(
cos
(
JK
c
+ J
SS,K
pc MLc diag (hc) Kc + 1bKc >φ(n)
)
+ cos
(
JK
c
− J
SS,K
pc MLc diag (hc) Kc + 1bKc >φ(n)
))
 β(n)
Avec JK la matrice de modification des donne´es de´finie en (IV.2.22). Sur la base des vecteurs
m(`)d de´finis en (IV.2.16), il est possible d’e´crire :
JSS,Kpe MLe =
[
mK1 + 1bKc × p1 . . . mKDe + 1bKc × pDe
]
= MKe + 1bKc>pe
JK
c
+ J
SS,K
pc MLc =
[
1bKc ×
(
KDe+1 + pDe+1
)
+ mKDe+1 . . . 1bKc ×
(
KD + pD
)
+ mKD
]
= 1bKc
>(
Kc + pc
)
+ MKc
JK
c
− J
SS,K
pc MLc =
[
1bKc
(
KDe+1 + pDe+1
)
−mKDe+1 . . . 1bKc
(
KD + pD
)
−mKD
]
= 1bKc
>(
Kc + pc
)
−MKc
En utilisant de nouveau l’identite´ suivante :
2cos(a) cos(b) = cos(a+ b) cos(a− b)
a = 1bKc
>(
Kc + pc
)
diag (hc) Kc + 1bKc >φ(n)
b = MKc diag (hc) Kc
et en posant vp(n) ∈ CR tel que :
>vp(n) = 2
[
exp
(
i>pe diag (he) Ke
)
◦ cos
(>(
Kc + pc
)
diag (hc) Kc +>φ(n)
)]
il vient :
u′p(n) =
[
VK ◦
(
1bKcvp(n)
) ]
β(n) = VKdiag (β(n)) vp(n)
La matrice des donne´es adoucie USS(n) e´tant la concate´nation de vecteurs u′p(n) pour diffe´rents
p, on obtient a` la fin :
USS(n) =
[
u′[0,...,0,0](n) . . . u′[0,...,0,MD−1](n) u
′
[0,...,1,0](n) . . . u′[M1−1,...,MD−1](n)
]
= VKdiag (β(n))
[
v˜[0,...,0,0](n) . . . v˜[0,...,0,MD−1](n) v˜[0,...,1,0](n) . . . v˜[M1−1,...,MD−1](n)
]
= VKdiag (β(n)) >V
M
(n)
Cette dernie`re e´galite´ menant directement a` l’expression (IV.2.52).
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G.2 Re´sultats sur les performances
G.2.1 Composante unique
On de´veloppe ici le calcul de la norme du vecteur zd = vec
{
tens{x}*tens{yd}
}
dans
(IV.3.16) pour un signal a une composante exponentielle unique u(x) = β exp(ik · x), R = 1.
On conside`re le cas de l’algorithme ND-ESPRIT, qui n’utilise pas d’invariances multiples, soit
Q = I.
La technique de lissage spatial (IV.2.51) est utilise´e : a` partir d’une grille de taille L, on
prend bMc sous-grilles de taille K ◦ δ, de´cime´es par δ (IV.2.62).
Le signal est compose´ d’une seule composante exponentielle ; en conse´quence, Dc = 0 et
on a JK = IbKc (IV.2.22). Puisque R = 1, la matrice polaire (IV.2.18) est un scalaire note´
νδdd = Πqn,δ = pien,δ = exp(i hdδdkd). La matrice pilote (IV.2.25) est e´gale au vecteur de
Vandermonde v`δ qui peut se mettre sous la forme suivante, avec v`dδd = [1 ν
δd
d . . . ν
(`d−1)δd
d ] :
v`δ = v`1δ1  . . .v
`D
δD
On rappelle que la pseudo-inverse d’un vecteur est telle que p† = ‖p‖−2Hp. On note alors µ`d,δd
la norme au carre´ de v`dδd , qui s’exprime comme suit :
µ`d,δd = ‖v`dδd‖2 =
`d−1∑
n=0
|νd|2nδd =
`d |νd| = 11−|νd|2δd`d
1−|νd|2δd |νd| 6= 1
La pseudo-inverse du vecteur de Vandermonde s’exprime alors comme suit :
v`δ
† =
Hv`1δ1
µ`1,δ1
 . . .
Hv`DδD
µ`D,δD
Puisque les matrices de se´lection JK↑ed , J
K
↑ed et J
δ sont de´finies par le produit de Kronecker
de matrices de se´lection e´le´mentaires lie´es a` chaque dimension d (IV.2.29), (IV.2.59), les expres-
sions analytiques de x et yd (IV.3.17) se simplifient alors comme suit, en utilisant la proprie´te´
(IV.1.19) :
x = 1∗β
vM11
µM1,1
 . . . v
MD
1
µMD,1
yd =
i
∗
νδdd hdδd
y1d . . .yDd
Hyid =

HvKiδ Jδi/µKi,δi i 6= d
HvKd−1δ
(
JKd↓d − νδdd JKd↑d
)
Jδd/µKd−1,δd i = d
Dans le cas e´tudie´ ici, les tenseurs X et Yd sont de rang 1 (IV.1.21). On peut donc se´parer la
convolution (IV.1.22) et obtenir une expression simplifie´e de zd :
zd = vec
{
X *Yd
}
= 1∗β
i
∗
νδdd hdδd
z1d . . . zDd
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ou` zid = (µMi,1)−1vMi1 *yid. Finalement, on peut donner l’expression de la norme de zd suivante :
‖zd‖2 = 1|β|2
1
|νδdd |2
1
h2dδ2d
‖z1d‖2 × . . .× ‖zDd ‖2
= 1|β|2
1
|νδdd |2
1
h2dδ2d
f(Kd,Md, δd)
∏
i 6=d
g(Ki,Mi, δi)
(G.2.1)
avec :
f(K,M, δ) = 1
µ2K−1,δµ
2
M,1
‖vM1 *
(>Jδ (>JK↓d − ∗νδd>JK↑d) vK−1δ )‖2
g(K,M, δ) = 1
µ2K,δµ
2
M,1
‖vM1 *
(>JδvKδ )‖2
A partir d’ici, les de´veloppements sont de´rive´s dans le cas d’une composante exponentielle
non amortie, c’est a` dire que Im{k} = 0, soit |νd| = 1. On s’inte´resse tout d’abord au calcul
de g(K,M, δ). Pour les besoins de la re´solution analytique qui suit, on pose M = δM′, ce qui
revient a` prendre une longueur L multiple de δ : L = (K− 1)δ + M = (K + M′ − 1)δ :
vM1 *
(>JδvKδ ) = vM1 *>
[
1 0δ−1 νδd 0δ−1 . . . ν
(K−1)δ
d 0δ−1
]
=
K−1∑
m=0
vM1 *

0mδ
νmδd
0(K−m)δ−1
 = K−1∑
m=0
νmδd

0mδ
vM1
0(K−m)δ−1

= v̂vδ1
ou` vδ1 = [1 νd . . . νδd] et on a pose´ :
v̂ = [1, 2νδd, . . . ,N	ν
(N	−1)δ
d ,
N	νN	δd , . . . ,N	ν
(N⊕−1)δ
d , . . . , 2ν
(N⊕+N	−3)δ
d , ν
(N⊕+N	−2)δ
d ]
avec N⊕ = max(K,M′) et N	 = min(K,M′). La norme de v̂ s’e´crit comme suit, pour |νd| = 1 :
‖v̂‖2 =
N	−1∑
n=0
|ν2δd |n (n+ 1)2 +
N⊕−1∑
n=N	
|ν2δd |nN2	 +
N⊕+N	−2∑
n=N⊕
|ν2δd |n (N⊕ + N	 − 1− n)2
= N2	N⊕ −
N	 (N2	 − 1)
3
on en de´duit finalement l’expression de g(K,M, δ) pour le cas du vecteur d’onde re´el :
g(K,M, δ) = 1
µ2K,δµ
2
M,1
‖v̂‖2‖vδ1‖2 =
δN2	
K2M2
(
N⊕ − N
2
	 − 1
3N	
)
(G.2.2)
Ce qui est en accord avec [191, Proposition 3] dans le cas non de´cime´, cad. δ = 1.
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On s’inte´resse maintenant au calcul de f(K,M, δ) dans le cas d’un vecteur d’onde re´el :
>Jδ
(>JK↓d − ∗νδd>JK↑d) vK−1δ = >Jδ
([
0
vK−1δ
]
− ∗νδd
[
vK−1δ
0
])
=

0
(K−1)δ
ν
(K−2)δ
d
0δ−1
−
 ∗ν
δ
d
0(K−1)δ
0δ−1
+ (1− |ν2δd |)>Jδ
 0vK−2
0


vM1 *

0
(K−1)δ
ν
(K−2)δ
d
0δ−1
−
 ∗ν
δ
d
0(K−1)δ
0δ−1

 = ν(K−2)δd
0
(K−1)δ
vM1
0δ−1
− ∗νδd
 v
M
1
0(K−1)δ
0δ−1
 = α− β
Finalement, on a :
f(K,M, δ) = 1
µ2K−1,δµ
2
M,1
(
‖α‖2 + ‖β‖2 − 2Re
{
Hαβ
})
= 2 min(M, (K− 1)δ)(K− 1)2M2 (G.2.3)
