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We generalize the model of transition-metal nanocluster growth in aqueous solution, proposed
recently [Phys. Rev. E 87, 022132 (2013)]. In order to model time evolution of the system,
kinetic equations describing time dependence of the rate of chemical reactions are combined with
Smoluchowski coagulation equation. In the absence of coagulation and fragmentation processes,
the model equations are solved in two steps. First, for any injective functional dependence of the
autocatalytic reaction rate constant on the cluster size, we obtain explicit analytical form of the i-
mer concentration, ξi, as a function of ξ1. This result allows us to reduce considerably the number of
time-evolution equations. In the simplest situation, the remaining single kinetic equation for ξ1(t) is
solved in quadratures. In a general case, we obtain small system of time-evolution equations, which,
although rarely analytically tractable, can be relatively easily solved by using numerical methods.
PACS numbers: 05.70.Ln, 82.20.-w, 82.33.Hk
I. INTRODUCTION
Colloid formation, as well as polymerization processes
of various kind, usually involve chemical reactions. Con-
sequently, theoretical description of such phenomena
should take into account both the chemical reactions and
purely physical processes of coagulation and fragmenta-
tion. In particular, within the rate equation approach,
time-evolution equations which are a generalization of
both the rate equations, describing kinetics of chemical
reactions, and the Smoluchowski coagulation equation, a
standard tool used by physicists to describe various ag-
gregation phenomena [1–19], are obtained.
Such ’reaction-aggregation’ equations [16–19] usually
defy analytical solutions unless the model parameters are
chosen in a very special way - suffice to say that even
the standard Smoluchowski coagulation equation with-
out terms related to chemical reactions can be solved
analytically only in few cases, cf. [4].
In a recent paper [19], we have introduced reaction-
aggregation model, which reduces to the model of auto-
catalytic reaction in absence of coagulation. In such a
situation, we were able to find analytical solution of the
model equations in two nontrivial cases. In the present
work we consider a more general form of this model. Its
detailed analysis is provided, and new analytical results
are presented. In particular, in the absence of coagula-
tion, analytical form of the k-mer (cluster consisting of k
atoms or monomers) concentration as a function of the
monomer concentration has been found for essentially ar-
bitrary values of the model parameters.
This result has two important consequences. First,
it greatly reduces a number of time-evolution equations.
The remaining ones are to be solved either analytically
(which is possible only in very special cases), or in gen-
eral, numerically. In the simplest situation, only one or-
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dinary differential equation remains, and typically we are
left with a system consisting of 2-4 such equations, which
makes the numerical analysis of the model feasible.
Second, it provides us with complete information about
the structure of the cluster size distribution. In partic-
ular, we are able to determine all k-mer concentrations
in the t → ∞ limit by solving one additional algebraic
equation, but without solving any of the time evolution
equations. It should be noted here that in many applica-
tions, the asymptotic cluster size distribution is far more
important than details of the time evolution of the sys-
tem.
Our original goal was to provide a rigorous mathemat-
ical description of a transition metal nanocluster nucle-
ation and growth kinetics in aqueous solution accord-
ing to mechanism proposed by Watzky and Finke, [20–
24]. Mathematical modelling of nanocluster nucleation
and growth is a subject of considerable practical impor-
tance, due to the fact that solution route synthesis still
remains one of the most convenient methods of producing
transition-metal nanoparticles [25], which find numerous
applications due to their unique optical, electronic, cat-
alytic and biological properties. However, the Watzky-
Finke (WF) mechanism, both in its basic and one of its
extended forms, is applicable to other experimental sit-
uations, particularly to certain cases of transition metal
oxides or sulfides (e.g. CdS) nanocluster formation, and
some polymerization phenomena, including protein ag-
gregation [24]. Therefore, it is expected that the results
presented here will find useful applications outside the
field of colloidal science.
This paper is organized as follows: we start in Sec. II
by listing chemical reactions and physical processes in-
cluded in the present model. In Sec. III we provide time
evolution rate equations of the model, being generaliza-
tion of those introduced and analyzed in Ref. [19]. In
Sec. IV, we analyze in detail the situation when coagula-
tion is absent. This Section contains the central results of
the present paper, i.e., universal relations between k-mer
and monomer concentrations.
2In Sec. V we show how to solve the time-evolution
equations by using the results of Section IV. However,
because analytical solutions of kinetic equations of the
present model are not available in a general case, we con-
centrate on numerical analysis of these equations. We do
not present any numerical results, but rather make some
comments of a general character. In Sec. VI we provide
the Reader with some simple special cases of the model,
for which analytical solutions of the time-evolution equa-
tions can be easily obtained.
Section VII contains summary and discussion. Some
generalizations of the present model are briefly discussed
in the Appendices.
II. MODEL
The basic transition-metal colloidal nanoparticle for-
mation mechanism, as proposed by Watzky and Finke
[20], cf. [21–24] consists of two steps. The first is produc-
tion of a monomer, i.e., zerovalent transition-metal atom
(B1) due to reaction of a metal precursor (A), which is
usually a transition-metal coordination compound, with
the reducing agent (R)
A + R → B1 +X1. (1)
The second is a parallel autocatalytic reduction reaction
taking place on the surface of an i-mer (Bi), i.e., the
zerovalent metal cluster consisting of i atoms,
A + R+ Bi → Bi+1 +X2. (2)
The remaining (apart from Bi) products of reactions (1)
and (2) are collectively denoted X1 and X2.
In contrast to our previous treatment [19] of the WF
mechanism in its original formulation [20–23], here the
presence of the reducing agent has been explicitly taken
into account in both (1) and (2). Usually, as an excess
of the reducing agent is used, we may assume that its
concentration is time-independent. Consequently, both
(1) and (2) are frequently treated as pseudo-first and
pseudo-second order reactions, respectively [20–23, 26–
30]. However, in the present paper this assumption is
abandoned [37].
Two basic steps (1) and (2) may be supplemented with
the coagulation process
Bi + Bj ⇋ Bi+j , (3)
cf. Ref. [21]. In addition, although chemical reactions
(1) and (2) are assumed to be irreversible due to the
presence of large amount of the reducing agent, this does
not need to be the case for the physical processes, and
(3) is generalized to include fragmentation [19].
Various extensions of the original WF scheme (1)-(3)
are possible, and frequently required, depending on the
experimental situation at hand. First, in many cases
of practical importance, transition metal (e.g. Au) has
more than one possible oxidation state. In such situation
at least one additional preliminary step
P + R → A+X3, (4)
should be introduced [26–30], see also [19]. For ex-
ample, P may be an Au(III) chloride complex ion
[AuCl4]
−, resulting from dissociation of tetrachloroau-
ric acid (HAuCl4). According to (4), Au(III) is reduced
first to Au(I) [38], appearing in a form of [AuCl2]
− ≡ A
complex ion, and subsequently reduced to zerovalent gold
forming nanoclusters of various size (Au0)i ≡ Bi [29].
Next, analogously to the case of A → B reduction re-
action, (4) can also have its catalytic counterpart [27]
P + R + Bi → A+ Bi +X4. (5)
Again, additional products (X3, X4) of both (4) and (5)
reactions have been explicitly written. Also, in open sys-
tems the supply of R, P or A molecules or Bi clusters
(i ≥ 1) by an external source (injection mechanism) may
be present.
Many other generalizations of the above defined model
are obtained if Eqs. (1)-(5) are augmented by additional
chemical reactions, or if more complex mechanisms of (1),
(2), (4) or (5) reactions are considered, i.e., by taking into
account more elementary reactions steps. Some of such
extensions will be discussed in Appendices A and B.
III. TIME EVOLUTION EQUATIONS
We assume here that the system we wish to describe
may be treated as spatially homogeneous (’perfect mix-
ing’ assumption), i.e., concentration or temperature gra-
dients are sufficiently small. Consequently, diffusion, ter-
modiffusion and convection can be neglected. Also, we
assume that temperature is time-independent (isother-
mic process). Under such conditions description making
use of kinetic rate equations is adequate, and concentra-
tions of R, P, A and Bi, i ∈ N, denoted here by cρ, cpi, cα,
and ξi, respectively, are the state variables of the present
model [39].
Kinetics of chemical reactions (1), (2), (4), and (5)
is modeled here in a way usual for the rate equation ap-
proach, whereas in order to describe kinetics of reversible
aggregation (3), an approach based on Smoluchowski co-
agulation equation [3–18] is employed. In effect, we ob-
tain the following set of time-evolution equations for cρ,
cpi, cα, ξ1, and ξk, k > 1,
c˙ρ = w˙ρ − k˜picpi −
∞∑
j=1
R˜
(pi)
j ξjcpi
− k˜αcα −
∞∑
j=1
R˜
(α)
j ξjcα, (6)
c˙pi = w˙pi − k˜picpi −
∞∑
j=1
R˜
(pi)
j ξjcpi, (7)
3c˙α = w˙α + k˜picpi +
∞∑
j=1
R˜
(pi)
j ξjcpi
− k˜αcα −
∞∑
j=1
R˜
(α)
j ξjcα, (8)
ξ˙1 = w˙1 + k˜αcα − R˜(α)1 ξ1cα
−
∞∑
j=1
[K1jξ1ξj − F1jξ1+j ] , (9)
ξ˙k = w˙k +
(
R˜
(α)
k−1ξk−1 − R˜(α)k ξk
)
cα (10)
+
1
2
∑
ij
[Kijξiξj − Fijξk]−
∑
j
[Kkjξkξj − Fkjξk+j ] .
The first sum in Eq. (10) is restricted to i+ j = k.
1. Reaction rate constants
k˜pi = k˜pi(cρ), R˜
(pi)
k = R˜
(pi)
k (cρ), k˜α = k˜α(cρ), and
R˜
(α)
k = R˜
(α)
k (cρ) functions appearing in Eqs. (6)-(10)
describe the reducing agent concentration dependence
of the reaction rates. If constant cρ(t) = cρ(0) is as-
sumed, these functions become effective (observable) re-
action rate constants for reactions (4), (5), (1), and (2),
respectively [40]. For k ≥ 0, each R˜(α)k (cρ) may be writ-
ten as
R˜
(α)
k (cρ) = R
(α)
k f
(α)
k (cρ), (11)
where R˜
(α)
0 ≡ k˜α, R(α)0 ≡ kα, and similarly for R˜(pi)k and
R
(pi)
k . We assume at this point that each f
(σ)
k (cρ) function
(σ = α, pi; k ≥ 0) can be expanded in power series in cρ
f
(σ)
k (cρ) = a
(σ)
0,k + a
(σ)
1,kcρ + a
(σ)
2,kc
2
ρ + . . . (12)
Apparently, for colloidal systems we must have a
(σ)
0,k = 0,
as there is no reduction reaction in the absence of the
reducing agent. However, we should keep in mind that
Eqs. (6)-(10) are valid only if reducing agent appears in
excess, i.e., max(cpi , cα)≪ cρ. Consequently, behavior of
f
(σ)
k (cρ) functions in the vicinity of cρ = 0 is not essen-
tial. Still, we assume that a
(σ)
1,k = 1, which can always
be achieved by rescaling R
(σ)
k . In such situation the sim-
plest form of f
(σ)
k (cρ) is a linear function, R˜
(σ)
k ≡ cρR(σ)k ,
i.e., a
(σ)
m,k = 0 for m 6= 1. For k > 0, i.e., for catalytic
(σ = pi) or autocatalytic (σ = α) reaction, this par-
ticular form of R˜
(σ)
k corresponds to elementary reaction
involving three molecules (trimolecular). However, auto-
catalytic or catalytic processes in solution are rarely ele-
mentary reactions, and it may be expected that the real
reaction mechanism is more complex. In such situation,
within the effective, approximate description, neglecting
some elementary steps, terms nonlinear in cρ are present
in Eq. (12) [41]. Higher-order terms are also important
when the presence of reducing agent influences the rate
of chemical reactions indirectly, by changing pH of the
solution - again, we usually have to go beyond linear ap-
proximation to model such effect.
If the present model is to be used to describe a poly-
merization process with no reducing agent, in Eq. (12)
we have to put a
(σ)
0,k = 1, and a
(σ)
m,k = 0 for m ≥ 1.
From now on, for k ≥ 0 we assume k-independent form
of the f
(α)
k functions appearing in Eqs. (11) and (12),
f
(α)
k (cρ) = f
(α)(cρ). (13)
The above assumption is crucial here, as it allows to get
rid of cρ-dependence of the reaction rates, see below.
We also assume that clusters above the critical size
(k = n) do not take part in an autocatalytic process
R
(α)
k = 0 for n = k,
R
(α)
k 6= 0 for 1 ≤ k < n. (14)
Still, n may be arbitrarily large. Introduction of n < ∞
allows us to work with finite system of equations (6)-(10).
Finally, let us note that the temperature dependence
of all the rate constants may be taken into account by
invoking the standard Arrhenius, Eyring, or more general
phenomenological equation [33], if necessary.
2. Coagulation and fragmentation kernels
Kij = Kji and Fij = Fji in Eqs. (9) and (10) denote
coagulation and fragmentation kernels, respectively.
What is important, in systems of interest the rate of
coagulation process may depend on the concentration of
chemical species, and therefore, within the present model,
the cρ, cpi, or cα-dependence of Kij cannot be ruled out.
The reason for this may be analogical as in the case of
reaction rate constants, namely, variations in pH of the
solution caused by variable cρ, cpi, and cα. pH value, in
turn, may influence the surface charge of the clusters and
consequently the strength of their mutual electrostatic
interactions, hence the tendency towards coagulation.
The temperature dependence of Kij and Fij can also
be taken into account, although the realistic functional
form of this dependence is unclear and may be more com-
plicated that the one for k˜(pi), R˜
(pi)
k , k˜(α) and R˜
(α)
k .
3. Source terms
w˙ρ, w˙pi , w˙α, w˙1 and w˙k appearing in Eqs. (6), (7),
(8), (9) and (10) denote the source terms for R, P, and
A molecules, monomers B1, and the k-atom clusters Bk,
4respectively. The total amount of a given substance in-
jected into system in the time interval (0, t) is given by
wσ(t) =
∫ t
0
w˙σ(t
′)dt′, (15)
where σ = α, pi, ρ or k. Clearly,
wσ(0) = 0. (16)
For reactions taking place in homogeneous aqueous phase
its is natural to assume:
∀t : w˙σ(t) ≥ 0, (17)
and
lim
t→∞
wσ(t) ≡ w¯σ <∞. (18)
However, condition (17) may be abandoned in case the
present model is used for the description of chemical re-
actions and physical processes taking place in reverse mi-
celles [31]. In such situation, w˙σ(t) terms may be used
to model the kinetics of intermicellar exchange process.
4. Initial conditions
Equations (6)-(10) have to be supplemented with ap-
propriate initial conditions. First, from now on we as-
sume
ξi(0) = 0, i > 1. (19)
Consequently, values of only four parameters
cρ(0) ≡ b0, cpi(0) ≡ c0,
cα(0) ≡ d0, ξ1(0) ≡ e0, (20)
have to be initially specified. In order to obtain nontrivial
solutions we should have
0 < c0 + d0 ≡ q0 ≪ b0, (21)
which also expresses the reducing agent excess condition.
The basic approach of Watzky and Finke (’two-step
WF mechanism’, [20]) as defined by (1) and (2) corre-
sponds to c0 = e0 = 0, d0 6= 0. When additional prelim-
inary steps (4) and (5) are taken into account, c0 6= 0.
Regarding e0, in the present paper two cases are consid-
ered, namely
e0 = 0 for k˜α 6= 0, (22)
e0 6= 0 for k˜α = 0. (23)
5. Conserved quantities
State variables cρ, cpi, cα and ξi are not independent.
Namely, from Eqs. (7)-(10), we obtain
Q˙m(t) ≡ c˙pi(t) + c˙α(t) +
∞∑
j=1
jξ˙j(t) (24)
− w˙pi(t)− w˙α(t)−
∞∑
j=1
jw˙j(t) = 0.
Integrating Eq. (24), one gets
Qm(t) ≡ cpi(t) + cα(t) +
∞∑
j=1
jξj(t) (25)
− wpi(t)− wα(t)−
∞∑
j=1
jwj(t) = q0 + e0,
where (21) and the initial conditions (16) and (20) have
been invoked. Eq. (25) is nothing but the mass conser-
vation constraint. For colloidal systems ’mass’ refers to
a total number of transition metal atoms, regardless of
its distribution amongst P, A, and Bi.
From Eqs. (6)-(8) yet another relation follows.
Namely, we have
Q˙r(t) ≡ c˙ρ(t)− 2c˙pi(t)− c˙α(t)
− w˙ρ(t) + 2w˙pi(t) + w˙α(t) = 0. (26)
From Eqs. (16), (20), and (26) we obtain
Qr(t) ≡ cρ(t)− 2cpi(t)− cα(t) (27)
− wρ(t) + 2wpi(t) + wα(t) = b0 − 2c0 − d0.
6. Stationary solution
Stationary solution [42] of Eqs. (6)-(10) is defined by
the following condition
c˙ρ = c˙pi = c˙α = ξ˙1 = ξ˙2 = . . . = ξ˙n = 0. (28)
Stationary values of the state variables will be denoted by
a bar, e.g. c¯α. Due to (18) and irreversible character of
reactions (1), (2), (4), and (5), we have c˙pi = c˙α = c˙ρ = 0
if only
c¯pi = lim
t→∞
cpi(t) = 0,
c¯α = lim
t→∞
cα(t) = 0. (29)
As a consequence of Eqs. (29), from Eq. (25) we obtain
∞∑
j=1
jξ¯j = w¯pi + w¯α +
∞∑
j=1
jw¯j + c0 + d0 + e0. (30)
Note, that (30) follows from the existence of the constant
of motion, and therefore value of the sum
∑∞
j=1 jξ¯j does
5not depend on the choice of k˜pi, R˜
(pi)
k , k˜α, R˜
(α)
k functions
or Kij , Fij parameters.
This is not the case for individual ξ¯j , however. In
general situation, stationary value of each ξ¯j depends on
the choice of Kij and Fij [43]. Still, as will be shown
below, in absence of both cluster source terms (w˙j = 0)
and physical processes of coagulation and fragmentation
(Kij = Fij = 0), the sequence ξ¯1, ξ¯2, . . . , ξ¯n is uniquely
determined by n, q0, e0, k˜α and R˜
(α)
k only. Its form
depends neither on k˜pi, R˜
(pi)
k , nor on w˙ρ, w˙pi or w˙α.
Finally, c¯ρ can be found from (27) and (29), we get
c¯ρ = w¯ρ − 2w¯pi − w¯α + b0 − 2c0 − d0. (31)
A. Method of moments
In some situations, in order to analyze properties of
Eqs. (6)-(10), it is useful to rewrite these equations in
terms of new variables. The µ-th moment of the cluster
mass distribution is defined as
Mµ(t) =
∞∑
j=1
jµξj(t). (32)
Presence of variable cρ(t), source terms w˙σ or chemi-
cal reaction not involving Bi clusters [44] does not af-
fect the form of time evolution equations for Mµ(t) as
given by Eq. (6) of Ref. [19]. The only new contribution
comes from the cluster source terms w˙k. If the latter are
present, instead of Eq. (6) of Ref. [19] we have then [45]
M˙µ =
∑
j=1
jµw˙j + k˜αcα +
∑
j=1
G˜(µ)j ξjcα
+
∑
p,q
S˜(µ)pq ξpξq +
∑
p=2
T˜ (µ)p ξp. (33)
In Eq. (33), S˜(µ)pq = S˜(µ)qp ≡ 12
(
(p + q)µ − pµ − qµ)Kpq,
T˜ (µ)p ≡
∑p−1
i=1
(
iµ− 12pµ
)
Fi,p−i, G˜(µ)j ≡ [(j+1)µ−jµ]R˜(α)j .
The analysis of general qualitative properties of Eq. (33),
provided in Section III of Ref. [19] remains valid here
with only minor modifications. Namely, first, the initial
conditions for Eq. (33) read now Mµ(0) = e0. Also,
stationary value of M1, i.e., M¯1 ≡ limt→∞M1(t) is now
given by (30).
The remaining part of Section III of Ref. [19] can be
also generalized in an obvious manner. Eqs. (33) for var-
ious µ, supplemented by time-evolution equations for cρ,
cpi and cα can be given closed, tractable form, analogous
to Eqs. (8)-(11) of Ref. [19], if a restriction is imposed on
the parameter n appearing in (14), µ, as well as the val-
ues of the model parameters, namely, n =∞, µ ∈ N ∪ 0,
Fij ≡ 0, and R˜(pi)i , R˜(α)i , Kij given by
Kij = κ0 + κ1(i+ j) + κ2ij, R˜
(σ)
i = a˜
(σ)
R i+ b˜
(σ)
R . (34)
In above equation, κ0, κ1, κ2, and a˜
(σ)
R , b˜
(σ)
R for σ = pi, α
are arbitrary non-negative coefficients. Note, that for
finite n, and µ 6= 0, the r.h.s. of Eq. (33) cannot be
expressed as the function of only Mµ variables, even for
Kij = Fij = 0.
IV. ABSENCE OF COAGULATION
A. General remarks
Important simplification of the present model is ob-
tained if coagulation and fragmentation processes are ne-
glected. For transition-metal nanocluster growth in so-
lution such assumption is justified in some situations.
First, if a stabilizing agent like polyvinyl alcohol (PVA)
or polyvinylopyrrolidone (PVP) is present in a system,
coagulation is severely limited or even entirely absent
[28, 30]. Second, if nanocluster have a nonzero sur-
face charge, the resulting repulsing electrostatic interac-
tions between cluster may prevent coagulation. Third,
lack of coagulation may be reasonable approximation for
nanoparticle growth in reverse micelles, where the geom-
etry or size of micelle water pool prohibits coagulation,
at least to some extent. From now on we also assume
that there is no injection of the nanoclusters. In conse-
quence, for Kij = Fij = 0 and w˙k = 0, Eq. (9) takes the
form
ξ˙1 = cα
(
k˜α − R˜(α)1 ξ1
)
, (35)
whereas for 1 < k < n from Eq. (10) we obtain
ξ˙k = cα
(
R˜
(α)
k−1ξk−1 − R˜(α)k ξk
)
. (36)
It is convenient to consider the k = n separately [46].
Invoking Eqs. (14) and (36) we get
ξ˙n = cαR˜
(α)
n−1ξn−1. (37)
We may expect, that in general ξn(t) 6= 0 for t > 0. Yet,
if only ξn+1(0) = 0, which is assumed to be the case here
[cf. Eq. (19)], for i > n we have ξi(t) = 0, regardless
the values of the corresponding coefficients R˜
(α)
i [47]. In
other words, n-mers are the largest clusters appearing in
a system and hence for n < ∞ we should expect some
kind of ’finite-size’ effects in the solutions of Eqs. (35)-
(37).
Note, that the r.h.s. of Eq. (35), each of Eqs. (36)
and Eq. (37) do not depend explicitly on time. Dividing
(36) by (35) we obtain
dξk
dξ1
=
R˜
(α)
k−1ξk−1 − R˜(α)k ξk
k˜α − R˜(α)1 ξ1
=
R
(α)
k−1ξk−1 −R(α)k ξk
kα −R(α)1 ξ1
, (38)
whereas for k = n from (37) and (35) we have
dξn
dξ1
=
R˜
(α)
n−1ξn−1
k˜α − R˜(α)1 ξ1
=
R
(α)
n−1ξn−1
kα −R(α)1 ξ1
. (39)
6Note also, that neither cα, nor cρ appear in (38) and (39);
for cρ this follows from Eq. (13). Eqs. (38) and (39) form
finite (n <∞) or infinite (n = ∞) set of linear ordinary
differential equation. Their solutions, denoted
ξk ≡ sk(ξ1), k < n
ξn ≡ un(ξ1),
ξi = 0, i > n, (40)
provide information about the structure of the cluster
’mass spectrum’. Please note, that in contrast to un(ξ1),
the sk(ξ1) functions do not depend on n. What is impor-
tant, the form of Eqs. (38) and (39) and consequently, the
functional form of sk(ξ1) and un(ξ1) (40) is independent
on presence of any reaction, which either do not involve
Bi clusters (e.g., Eq.(4)), or in which Bi play a role of a
passive catalyst (e.g., Eq. (5)). In fact, arbitrary number
of such reactions may be present without affecting sk(ξ1)
and un(ξ1), which, in particular, depend neither on the
source terms for R, P and A molecules, nor on the values
of k˜pi and R˜
(pi)
j . Moreover, for the latter parameters, no
assumption like (13) is needed.
On the other hand, obviously, time evolution of ξ1,
cα, cρ and cpi depends in general on the values of all
model parameters, including those which do not change
the ’structural’ relations (40).
Note, that even if (the knowledge of) the explicit form
of sk(ξ1) and un(ξ1) functions alone does not give us hints
about the system dynamics, it allows us to determine the
asymptotic cluster size distribution (or, in case of poly-
mer systems, asymptotic molecular weight distribution).
Namely, using (30) we obtain
M¯1 = ξ¯1 +
n−1∑
k=i
isi(ξ¯1) + nun(ξ¯1)
= w¯pi + w¯α + c0 + d0 + e0, (41)
where ξ¯1 ≡ limt→∞ ξ1(t). Eq. (41) allows (in practice
only numerically) to determine ξ¯1, and therefore each ξ¯k.
In many applications (e.g., in modelling of the nanoclus-
ter fabrication or some polymerization processes) this
may be much more interesting than any details of the
system time evolution. Also for this reason, determina-
tion of an explicit form of sk(ξ1) and un(ξ1) is the central
result of the present paper.
At this point it is convenient to discuss in detail two
distinct situations as defined by (22) and (23). Apart
from the solution of Eqs. (38) and (39) for arbitrary in-
jective sequence R
(α)
1 , R
(α)
2 , . . . , R
(α)
n−1, some relations be-
tween ξ1 and other state variables (M0,M1 and cα) will
be presented.
B. k˜α 6= 0, e0 = 0 case
1. Relations between M0, ξ1 and cα
For µ = 0 and Kij = Fij = w˙j = 0, Eq. (33) reads
M˙0 = k˜αcα. (42)
In the present case, important relation is obtained by
dividing Eq. (35) by Eq. (42). Due to assumption (13),
f
(α)
k (cρ) cancels out and we obtain
ξ˙1
M˙0
=
dξ1
dM0
= 1− ω
q0
ξ1. (43)
Dimensionless parameter ω in Eq. (43) is defined by
ω
q0
=
R˜
(α)
1
k˜α
=
R
(α)
1
kα
. (44)
Eq. (43) can be easily solved, to get
ξ1 = h0
(
M0
)
=
q0
ω
[
1− exp
(
− ω
q0
M0
)]
, (45)
cf. Eqs. (34) and (35) of Ref. [19]. We emphasize
that Eq. (45) is universally valid for any n > 1, and for
arbitrary choice of the R
(α)
k parameters, if only R
(α)
1 6= 0.
Next, for cρ(t) = cρ(0), from Eqs. (35) and (42) we
obtain∫ ξ1
0
dξ
k˜α − R˜(α)1 ξ
= − 1
R˜
(α)
1
ln
(
1− R˜
(α)
1 ξ1
k˜α
)
=
M0
k˜α
=
∫ t
0
cα(t
′)dt′ ≥ 0. (46)
Eq. (46) establishes an universal relation between cα(t)
and ξ1(t), and allows to determine explicit form of the
latter, once the former is known, or vice versa. From
(44) and (46) it follows that
ξ1(t) <
q0
ω
, t ≥ 0. (47)
For k˜α 6= 0, e0 = 0 and cα(0) = d0 6= 0, inequality (47)
follows also from the fact that ξ1(0) = 0, and therefore
Eq. (35) implies that ξ˙1(0) > 0. This in turn implies
that ξ˙1(t) > 0 for t ∈ (0,∞).
2. ξk as a function of ξ1
In the present case, Eq. (38) can be rewritten as
dξk
dξ1
=
rk−1ξk−1 − rkξk
λ− r1ξ1 , (48)
where
λ ≡ kαR = r1
q0
ω
, ri ≡ R
(α)
i
R , (49)
7and R is a constant of the same dimension as R(α)k , e.g.
one may take R = R(α)1 . Introducing new variables
x = y1 =
r1
λ
ξ1 − 1 = ω
q0
ξ1 − 1 = −e−
ω
q0
M0 ,
yk =
rk
λ
ξk − 1 = rk
r1
ω
q0
ξk − 1, (50)
−1 ≤ x < 0, we may rewrite (48) as
dyk
dx
=
rk
r1
(
yk − yk−1
x
)
. (51)
In terms of new variables, initial conditions (19) read
yk(−1) = −1, k ≥ 2. (52)
For k = 2, 3, . . . Eqs. (51) form a closed hierarchy of
linear ordinary differential equations, which can be solved
iteratively. We assume at this point that ri 6= rj for i 6= j
and k < n [cf. Eq. (14)], therefore ri 6= 0, rj 6= 0. The
k = n case will be discussed separately.
Solution of Eqs. (51) for arbitrary k < n can be in-
ferred by analyzing the form of yk(x) for k ≤ 4. We
find
yk(x) = (−1)k
k∑
j=1
( ∏k
l=1 rl
rj
∏
m 6=j(rj − rm)
(−x)
rj
r1
)
=
1
Vk
k∑
j=1
(−1)j
(∏k
l=1 rl
rj
)
V
(j)
k−1(−x)
rj
r1
= − Vk(x)Vk(−1) , (53)
where
Vk(x) =
∣∣∣∣∣∣∣∣∣∣∣∣
(−x)
r1
r1 r1 r
2
1 · · · rk−21 rk−11
(−x)
r2
r1 r2 r
2
2 · · · rk−22 rk−12
(−x)
r3
r1 r3 r
2
3 · · · rk−23 rk−13
...
...
...
. . .
...
...
(−x)
rk
r1 rk r
2
k · · · rk−2k rk−1k
∣∣∣∣∣∣∣∣∣∣∣∣
, (54)
whereas V
(i)
k−1 and Vk = Vk(−1) are Vandermonde deter-
minants with k − 1 and k rows, respectively,
V
(i)
k−1 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 r1 r
2
1 · · · rk−31 rk−21
1 r2 r
2
2 · · · rk−32 rk−22
...
...
...
. . .
...
...
1 ri−1 r
2
i−1 · · · rk−3i−1 rk−2i−1
1 ri+1 r
2
i+1 · · · rk−3i+1 rk−2i+1
...
...
...
. . .
...
...
1 rk r
2
k · · · rk−3k rk−2k
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (55)
Vk =
∣∣∣∣∣∣∣∣∣∣∣
1 r1 r
2
1 · · · rk−21 rk−11
1 r2 r
2
2 · · · rk−22 rk−12
1 r3 r
2
3 · · · rk−23 rk−13
...
...
...
. . .
...
...
1 rk r
2
k · · · rk−2k rk−1k
∣∣∣∣∣∣∣∣∣∣∣
. (56)
From the last line of Eq. (53) it should be obvious that
the initial condition (52) is indeed satisfied for each k.
Correctness of this compact form of yk(x) may be in
turn verified by simple algebraic manipulations, involving
Laplace expansion of Vk(x) [34]. Eventually, returning to
the original variables, from (50) and (53) we obtain
ξk = sk(ξ1) =
r1
rk
q0
ω
(
1−
Vk( ωq0 ξ1 − 1)
Vk(−1)
)
. (57)
So far we have assumed that k < n. Now we discuss the
case of the largest cluster size, k = n. Although Rn = 0
implies rn = 0, in order to be able to use transformation
(50) in the present case, we assume that rn 6= 0, but
disregard the term proportional to Rn on the r.h.s. of
Eq. (38). This may formally achieved by rewriting Eq.
(48) for k = n as
dξn
dξ1
=
rn−1ξn−1 − crnξn
λ− r1ξ1 , (58)
and putting c = 0. Making use of (50), we obtain
dyn
dx
= −rn
r1
(
1
x
+
yn−1
x
)
, (59)
where yn−1(x) is given by Eq. (53) and the initial condi-
tions (52) reads yn(−1) = −1. Eq. (59) can be integrated
in a straightforward manner to get
yn(x) =
n−1∑
j=1
∏n
l=1 rl
r2j
(−1)j V
(j)
n−2
Vn−1
[
1− (−x)
rj
r1
]
− rn
r1
ln(−x)− 1. (60)
In terms of ξn and either ξ1 or M0, we get
ξn = un(ξ1) = −q0
ω
ln
(
1− ω
q0
ξ1
)
(61)
+
q0
ω
r1
n−1∑
j=1
(−1)j∏n−1l=1 rl
r2j
V
(j)
n−2
Vn−1
[
1−
(
1− ω
q0
ξ1
) rj
r1
]
= M0 +
q0
ω
r1
n−1∑
j=1
(−1)j∏n−1l=1 rl
r2j
V
(j)
n−2
Vn−1
[
1− e− ωq0
rj
r1
M0
]
.
Please note that rn does not appear in Eq. (61).
83. Special case: rj = j
For the linear reaction kernel (rj = j) analyzed in de-
tail in Ref. [19], from Eq. (53) we obtain
yk(x) = (−1)k
k∑
j=1
k!
j
∏
m 6=j(j −m)
(−x)j
= (−1)k
k∑
j=1
(−1)k−jk!
j(k − j)!(j − 1)! (−x)
j
= −1 +
k∑
j=0
(
k
j
)
xj = (x+ 1)k − 1. (62)
Taking into account Eq. (50), for k < n we find
ξk
(
ξ1
)
=
λ
rk
(r1
λ
ξ1
)k
=
1
k
q0
ω
(
ω
q0
ξ1
)k
, (63)
in agreement with Eq. (21) of Ref. [19]. For k = n, from
Eq. (60) we get
yn(x) = n
n−1∑
j=1
1
j
(
n− 1
j
)[
(−1)j − xj]
− n ln(−x)− 1, (64)
and therefore
ξn = un(ξ1) =
q0
ω
ln
(
1− ω
q0
ξ1
)
(65)
− q0
ω
n−1∑
j=1
1
j
(
n− 1
j
)[
(−1)j −
(
1− ω
q0
ξ1
)j]
.
C. k˜α = 0, e0 6= 0 case
In this Subsection we analyze a situation when P →
A reaction (1) is absent, i.e., k˜α = 0. This case may
be relevant to the modelling of certain polymerization
processes, as well as for the description of growth of the
core-shell type nanoparticles [32].
In order to obtain nontrivial solutions, we have to as-
sume now that some clusters are initially present in a
system. In accordance with Eqs. (19) and (20), we take
e0 ≡ ξ1(0) 6= 0.
1. Time dependence of M0. Relations between ξ1 and cα
For k˜α = 0, Eq. (33) has a simple form
M˙0 = 0. (66)
Integrating (66), and taking Eqs. (19) and (20) into ac-
count, we get
M0(t) = M0(0) = e0. (67)
For constant cρ(t) = cρ(0) from Eq. (35), we obtain
− 1
R˜
(α)
1
∫ ξ1
e0
dξ
ξ
= − 1
R˜
(α)
1
ln
(
ξ1
e0
)
=
∫ t
0
cα(t
′)dt′ ≥ 0. (68)
Analogously to Eq. (46), Eq. (68) expresses an universal
relation between cα(t) and ξ1(t). In the present case,
where there is no monomer production or injection, ξ1(t)
must a decreasing function of time; condition ξ˙1(t) ≤ 0
clearly follows from Eq. (35). Therefore, for t ≥ 0 we
have
ξ1(t) ≤ e0. (69)
Inequality (69) follows also from Eq. (68) in a straight-
forward manner.
2. ξk as a function of ξ1
As a next step we determine functional form of the k-
mer concentration ξk as a function of ξ1. However, in the
present situation we cannot make use of the results de-
rived for k˜α 6= 0, because now λ = 0 and transformation
(50) becomes singular. Dividing (36) by (35) we obtain
dξk
dξ1
=
rkξk − rk−1ξk−1
r1ξ1
, (70)
where ri are defined by Eq. (49). In the preset case we
define auxiliary variables yk and y1 ≡ x as follows
x = y1 =
ξ1
e0
, yk =
rk
r1
ξk
e0
, (71)
0 < x ≤ 1. Making use of (71), we rewrite (70) as
dyk
dx
=
rk
r1
(
yk − yk−1
x
)
. (72)
Note, that although Eq. (72) has exactly the same form
as Eq. (51), now not only x and yk are defined differently,
but also instead of (52) we have
yk(1) = 0, k ≥ 2. (73)
Again, (73) corresponds to initial conditions (19) for the
ξk variables.
As in the k˜α 6= 0, e0 = 0 case, we first consider k < n
[cf. Eq. (14)]; the k = n case will be discussed separately.
Also in the present situation, solutions of Eqs. (72) for
arbitrary k < n can be simply inferred by solving the
k = 2, 3, 4 cases. We find
yk(x) = (−1)k+1
(
k∏
l=2
rl
)
k∑
j=1
(
x
rj
r1∏
m 6=j(rj − rm)
)
= −
(
k∏
l=2
rl
)
k∑
j=1
(−1)j V
(j)
k−1
Vk
x
rj
r1 , (74)
9where V
(j)
k−1 and Vk are defined by Eqs. (55) and (56).
The initial condition (73) follows easily from basic prop-
erties of the determinants (orthogonality of the Laplace
expansion). Eventually, from (71) and (74) we obtain
ξk = sk(ξ1) = −e0
(
k−1∏
l=1
rl
)
k∑
j=1
(−1)jV (j)k−1
Vk
(
ξ1
e0
) rj
r1
.
(75)
In order to analyze the k = n case, we again assume
rn 6= 0, however, we disregard the appropriate terms on
the r.h.s. of (70). In consequence, from Eqs. (70) and
(71) we obtain
dyn
dx
= −rn
r1
yn−1
x
, (76)
where now yn−1(x) is given by Eq. (74) and the initial
condition (73) is yn(1) = 0. Solution of Eq. (76) reads
yn(x) =
(
n∏
l=2
rl
)
n−1∑
j=1
(−1)j
rj
V
(j)
n−2
Vn−1
[
x
rj
r1 − 1
]
. (77)
Using Eqs. (77) and (71) we finally get
ξn = un(ξ1) (78)
= e0
n−1∑
j=1
(−1)j∏n−1l=1 rl
rj
V
(j)
n−2
Vn−1
[(
ξ1
e0
) rj
r1 − 1
]
.
Note, that e0 plays here the role analogous to that of
q0/ω the parameter in the k˜α 6= 0, e0 = 0 case.
3. Special case: rj = j
For rj = j, yk(x) as given by Eq. (74) reads
yk(x) = −
k∑
j=1
(−1)jk!
(k − j)!(j − 1)!x
j
= −x d
dx
[
(1− x)k − 1
]
= kx(1 − x)k−1. (79)
Making use of Eq. (71), for k < n we find
ξk ≡ sk
(
ξ1
)
= ξ1
(
1− ξ1
e0
)k−1
. (80)
Obviously, sk
(
e0
)
= 0 for k ≥ 2, as it should be. Next,
for k = n, Eq. (77) reads now
yn(x) = n
n−1∑
j=1
(−1)j
(
n− 1
j
)(
xj − 1)
= n(1 − x)n−1. (81)
From Eqs. (71) and (81) we obtain
ξn = un
(
ξ1
)
= e0
(
1− ξ1
e0
)n−1
. (82)
It could be easily verified, that Eq. (67) is indeed satis-
fied, both for n =∞ and for n <∞. In the former case,
from (80) we also obtain
M1 ≡ g1(ξ1) =
∞∑
k=1
kξ1
(
1− ξ1
e0
)k−1
=
e20
ξ1
, (83)
whereas in the latter we have
M1 ≡ g(n)1 (ξ1) = nξn +
n−1∑
k=1
kξk
= ne0
(
1− ξ1
e0
)n−1
+ ξ1
n−1∑
k=1
k
(
1− ξ1
e0
)k−1
=
e20
ξ1
[
1−
(
1− ξ1
e0
)n]
. (84)
In above, g1(ξ1) is an inverse of the h1(M1) function in-
troduced in Ref. [19]; g1(ξ1) = limn→∞ g
(n)
1 (ξ1), as could
be expected. Correctness of Eq. (84) can be also verified
by invoking Eq. (33) for µ = 1. Namely, in the present
case G˜(1)j = jR˜(α)1 , G˜(1)n = 0, therefore we have
M˙1 = R˜
(α)
1
n−1∑
j=1
jξjcα =

−nξn + n∑
j=1
jξj

 R˜(α)1 cα.
(85)
Eq. (85) divided by Eq. (35) yields
dM1
dξ1
=
nξn −M1
ξ1
, (86)
which is indeed obeyed for M1 = g
(n)
1 (ξ1) given by (84)
and ξn = un(ξ1) given by (82).
Finally, let us note, that for n = ∞, the asymptotic
cluster-size distribution ξ¯1, ξ¯2, . . . can be easily obtained
by combining Eqs. (30), (80) and (83). In the simplest
case, for c0 = 0 and when no source terms are present,
we obtain
ξ¯k =
e20
d0
(
d0
d0 + e0
)k
. (87)
D. Choice of ri parameters
So far, the only assumption about the ri coefficients we
have made is that of single-valuedness of the sequence
r1, r2, . . . , rn−1. Linear reaction kernel (rj = j) ana-
lyzed in detail both in the present paper and in Ref [19]
has been chosen mainly because it leads to the consider-
able simplifications of the mathematical structure of the
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model. This particular form of ri appears in a natural
manner, when one describes colloidal system by referring
only to the total mass (or concentration) of the zerova-
lent transition-metal atoms, M1, and not by making use
of the k-mer concentrations, ξk, cf. Refs. [20–23]. In
such situation, naive application of the mass-action law
(rate of the autocatalytic reaction proportional to cαM1)
is equivalent to the choice rj = j. Nevertheless, linear
dependence of rj on j has no real physical justification.
More general, but still very simple form of rj is the power-
law dependence
rj ∝ jζ , (88)
0 ≤ ζ ≤ 1. There are two simple cases of rj (88), which
are nonetheless quite realistic, namely diffusion-limited
growth (ζ = 13 ) and reaction-limited growth (ζ =
2
3 ) [36].
Another special case of (88), the size-independent reac-
tion kernel (ζ = 0) seems to be reasonable approximation
for modelling of growth of some linear polymers but not
for colloidal particles. The ζ = 0 case of (88) is not
analyzed in the present paper (cf. Refs. [18] and [19]).
Finally, let us note that for 0 < ζ < 1, in contrast
to the ζ = 1 or ζ = 0 case, tractable equations for the
time evolution of the moments (33) cannot be obtained.
Also, all the above remarks are also relevant for the R
(pi)
i
parameters.
V. TIME EVOLUTION EQUATIONS IN TERMS
OF sk(ξ1) AND un(ξ1) FUNCTIONS
The explicit form of sk(ξ1) and un(ξ1) as given by Eqs.
(57) and (61) or (75) and (78) makes the solution of the
original time-evolution equations Eqs. (6)-(10) feasible
even for quite arbitrary choice of the model parameters.
Namely, with sk(ξ1) and un(ξ1) at hand, it is sufficient to
solve Eqs. (6) and (7) (if present), Eq. (8) together with
either Eq. (9) or any of Eq. (10) for k ≥ 2, including the
k = n case.
Note, that two state variables and therefore two corre-
sponding evolution equations can be eliminated by invok-
ing Eqs. (25) and (27). Consequently, in some situations,
e.g. for R
(pi)
i = w˙pi = 0, when Eq. (7) has an obvious
solution cpi(t) = cpi(0) exp(−k˜pit), we are left with only
one equation for a single unknown function, say, ξ1(t) [if
more convenient, in the k˜α 6= 0, e0 = 0 case one may use
M0(t) instead of ξ1(t), cf. Eqs. (45) and (50)]
ξ˙1 =
(
k˜α − R˜(α)1 ξ1
)d0 − ∞∑
j=1
jR˜
(α)
j sj

 . (89)
In the above equation, both sj and k˜α, R˜
(α)
j are now
functions of ξ1; the latter functions may also depend ex-
plicitly on time.
In the simplest situation (cρ(t) = cρ(0), c0 = 0) we
obtain∫ ξ1
e0
dξ(
k˜α − R˜(α)1 ξ
)(
d0 −
∑∞
j=1 jR˜
(α)
j sj(ξ)
) = t. (90)
However, in a general case the solution of (90) cannot
be expressed in terms of elementary functions or stan-
dard special functions. When c0 6= 0 or variable cρ(t) is
considered, situation becomes even worse. Therefore, we
must depend on the numerical analysis [48]. Yet in such
case it is generally not advised to eliminate any variables
by using the constraints (25) or (27). In consequence, we
have to solve numerically the following equations
c˙ρ = w˙ρ − k˜picpi −
n−1∑
j=1
R˜
(pi)
j sj(ξ1)cpi − R˜(pi)n un(ξ1)cpi
− k˜αcα −
n−1∑
j=1
R˜
(α)
j sj(ξ1)cα, (91)
c˙pi = w˙pi − k˜picpi −
n−1∑
j=1
R˜
(pi)
j sj(ξ1)cpi − R˜(pi)n un(ξ1)cpi,
(92)
c˙α = w˙α + k˜picpi +
n−1∑
j=1
R˜
(pi)
j sj(ξ1)cpi + R˜
(pi)
n un(ξ1)cpi
− k˜αcα −
n−1∑
j=1
R˜
(α)
j sj(ξ1)cα, (93)
ξ˙1 = k˜αcα − R˜(α)1 ξ1cα, (94)
with the initial conditions (20). For c0 = 0 we disregard
Eq. (92), whereas for cρ(t) = cρ(0) Eq. (91) is absent.
Also, let us point out again, Eq. (94) can be replaced by
Eq. (10) for any 2 ≤ k ≤ n [49].
Some remarks are in place here. First, when solv-
ing Eqs. (91)-(94) numerically, care is needed whenever
ri ≈ rj , due to the ri − rj terms appearing in denom-
inators in Eqs. (57), (61), (75), and (78). Second, the
elegant and compact form of sk(ξ1) and un(ξ1) involving
Vandermonde determinants is useless from the point of
view of numerical analysis, and all formulas have to be
rewritten in an appropriate manner [cf. the first line of
Eqs. (57) and (75)]. Third, the effect of finite n on the
numerical solutions of Eqs. (91)-(94) should be always
carefully checked in order to avoid ’finite-size effects’. Fi-
nally, for realistic choice of the parameter n, sums ap-
pearing on the l.h.s. of Eqs. (91)-(93) have large number
of terms of alternating sign. This is likely to make the
problem of numerical computation of such sums nontriv-
ial.
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VI. SELECTED EXACTLY SOLUBLE CASES OF
TIME-EVOLUTION EQUATIONS
A. Simple model of autocatalytic reaction
In Ref. [19], the explicit form of the ξ1(t) function has
been found in two special cases, in particular for the two-
step WF scheme defined by Eqs. (1) and (2), with rj = j,
n = ∞, and cρ(t) = cρ(0). Time-evolution equations for
this case may be easily solved by employing the method
of moments, cf. [19] and References therein.
For completeness, below we present the corresponding
solution for the k˜α = 0, e0 6= 0 case. Time evolution
equations for M1 and cα read now
M˙1 = a˜RM1cα = −c˙α. (95)
From Eqs. (95) mass conservation follows, i.e.,
M1(t) + cα(t) =M1(0) + cα(0) = e0 + d0. (96)
Making use of Eqs. (96) and (95), we obtain the following
time-evolution equation for M1
M˙1 = a˜RM1(e0 + d0 −M1). (97)
Equation (97) is the standard logistic equation. Integrat-
ing, we get
M1(t) =
e0 + d0
1 + d0
e0
exp [−a˜R(e0 + d0)t]
. (98)
In order to obtain ξ1(t), we invoke Eq. (83), which yields
ξ1(t) =
e20
M1(t)
=
e0 + d0 exp [−a˜R(e0 + d0)t]
1 + d0
e0
. (99)
Finally, combining (80) with (99) we obtain
ξk(t) =
e20
d0
(
d0
d0 + e0
)k (
1 +
d0
e0
e−κ˜t
)(
1− e−κ˜t) .
(100)
where κ˜ = −a˜R(e0+d0). Please note, that for ξk(t) (100)
we have limt→∞ ξk(t) = ξ¯k as given by Eq. (87).
B. Two simple cases of injection mechanism
In some situations, exact analytical solution can be
obtained also when the injection mechanism for precursor
A is present. Here we assume that i) c0 = 0 (reactions
(4) and (5) are absent), ii) reducing agent concentration
is constant, cρ(t) = cρ(0), iii) n = ∞ in Eq. (14), iv)
R˜
(α)
j = a˜Rj, i.e., rj = j. We make no restrictions on
values of e0 = M1(0) and k˜α, therefore results presented
below are valid for both cases analyzed in Subsections
IVB and IVC.
In the present situation, it is again convenient to use
the method of moments. Equations (8) and (33) for µ = 1
read now
c˙α = w˙α − k˜αcα − a˜RM1cα, (101)
M˙1 = k˜αcα + a˜RM1cα. (102)
From Eq. (25) we obtain
cα(t) = h0 + wα(t)−M1(t), (103)
where h0 ≡ d0 + e0. Using Eq. (103), we get
M˙1 =
(
k˜α + a˜RM1
)
(f(t)−M1) . (104)
where we define f(t) = h0 + wα(t). The above equation
has exactly the form of Eq. (14) of Ref. [19], however,
the concrete form of wα(t) and f(t) is not specified as yet.
Eq. (104) can be given the form of the Bernoulli equation
and therefore it can be reduced to linear equation. We
obtain (cf. Eq. (15) of Ref. [19])
M1(t) =
eΦ(t)
a˜R
(
1
k˜α + e0a˜R
+ Ξ(t)
)−1
− k˜α
a˜R
,
(105)
where
Φ(t) ≡
∫ t
0
(
k˜α + a˜Rh0 + a˜Rwα(η)
)
dη,
Ξ(t) ≡
∫ t
0
eΦ(η)dη. (106)
Below we analyze two simple cases of wα(t) function [50].
First, consider the situation when the precursor A is
added into the system at constant rate U during the time
interval T . We have then
w˙α(t) =
{
U, t < T ,
0, t ≥ T , (107)
and consequently
wα(t) =
{
Ut, t < T ,
UT, t ≥ T . (108)
Making use of (106) and (108), we get
Φ(t) = (k˜α + a˜Rh0)t+Φa(t), (109)
where we define
Φa(t) =
{
1
2 a˜RUt
2, t < T ,
a˜RUT t− 12 a˜RUT 2, t ≥ T .
(110)
From (106), (109), and (110) it follows that
Ξ(t) ≡
{
Ξ1(t), t < T ,
Ξ1(T ) + Ξ2(t), t ≥ T . (111)
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Ξ1(t) and Ξ2(t) appearing in (115) are defined as follows
Ξ1(t) =
exp
(
− B24A
)
√A
[
Ψ
(
t
√
A+ B
2
√A
)
−Ψ
( B
2
√A
)]
,
Ξ2(t) = e
−AT 2
(
e(2AT+B)t − e(2AT+B)T
(2AT + B)
)
, (112)
where Ψ(x) ≡ ∫ x
0
ez
2
dz = ex
2
D+(x), D+(x) is a Dawson
function, A = 12 a˜RU and B = k˜α + a˜Rh0.
The second injection mechanism we consider is the fol-
lowing: at t = ti a portion of the precursor is rapidly
added to the system. If the duration of injection is suffi-
ciently short, we may reasonably approximate any func-
tion describing real time-dependence of the injection pro-
cess by Dirac delta function. Therefore, we assume
w˙α(t) = Wδ(t− ti), wα(t) = Wθ(t− ti), (113)
where W is a constant, and θ(x) denotes Heaviside step
function. In the present case we have
Φ(t) =
{
(k˜α + a˜Rh0)t, t < ti,
(k˜α + a˜Rh0)t+ a˜RW (t− ti), t ≥ ti, (114)
Ξ(t) ≡
{
Ξ1(t), t < ti,
Ξ1(ti) + Ξ2(t), t ≥ ti, (115)
where
Ξ1(t) =
eBt − 1
B ,
Ξ2(t) = e
−Cti
(
e(B+C)t − e(B+C)ti
(B + C)
)
. (116)
In above formula, C = a˜RW ; B is defined as in (112).
In both cases analyzed above,M1(t) given by Eq. (105)
reduces to xαβ(t) given by Eq. (16) of Ref [19] in an
appropriate limit (i.e., U = 0 and W = 0, respectively).
Also, making use of (105) we obtain
M¯1 ≡ lim
t→∞
M1(t) = d0 + e0 + w¯α, (117)
both for w¯α = UT (108) as well as for w¯α = W (113), in
agreement with the general formula (30).
Moreover, we emphasize again, that all relations, which
are independent, in particular, on the form of w˙α(t) func-
tion, may be used here. For example, for k˜α 6= 0, e0 = 0
we may invoke Eq. (63) as well as Eqs. (19) and (23) of
Ref. [19]
M0(M1) =
q0
ω
ln
(
1 +
ω
q0
M1
)
, (118)
ξ1 = h
(a)
1
(
M1
)
=
M1
1 + ω
q0
M1
, (119)
whereas for k˜α = 0, e0 6= 0 Eqs. (67), (75), and (83).
All those results are valid provided assumptions iii) and
iv) of the present subsection are fulfilled, i.e., we have
n =∞ and rj = j, respectively.
VII. SUMMARY AND DISCUSSION
In this paper, we have presented a generalization of
the autocatalytic growth model, proposed recently [19].
Time evolution of the system is described within the
mean-field type rate-equation approach. Kinetic equa-
tions of our model are generalization of both the Smolu-
chowski coagulation equation, and the rate equations, de-
scribing the kinetics of chemical reactions.
If coagulation processes are neglected, the model equa-
tions simplify considerably, and a number of analytical
results become available. In particular, in two nontrivial
cases and for arbitrary injective functional dependence
of the autocatalytic reaction rate constant on the cluster
size, we obtain analytical expressions of the i-mer concen-
tration ξi as a function of ξ1; ξi = si(ξ1). In consequence,
we obtain complete information about the structure of
the cluster-size distribution without solving kinetic equa-
tions. In particular, we are able to determine the cluster
mass distribution in the t → ∞ limit without solving
kinetic equations. The latter result may be of practical
importance if the present model is used to describe or
predict the experimental results.
Moreover, knowing the explicit form of si(ξ1) func-
tions, in order to find time dependence of all of the state
variables, we have to solve (either analytically, or, in gen-
eral case, numerically) only small subset of the original
system of the time evolution equations.
The present model may be applied to describe both
nanocluster formation in aqueous solution and some
polymerization phenomena.
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Appendix A: Possible extensions of the present
model
In this Appendix we discuss some of the chemical reac-
tions and reaction mechanisms, which can be taken into
account within the extensions of the present model as
defined by Eqs. (1)-(5).
Firstly, either P, or A molecules may form dimers (P2,
A2), or more generally, clusters consisting of small num-
ber of molecules
P + P ⇋ P2, A+A⇋ A2. (A1)
Such dimers may be inert, i.e., do not take part in any
chemical reaction. However, A2 may also disproportion-
ate according to
A2 ⇋ P + B1. (A2)
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(A1) and (A2) may be also treated as a single step
A + A ⇋ P + B1. (A3)
Next, consider a situation when reducing agent decom-
poses on the surface of metallic nanoclusters, and the
latter act as catalyst for this process
R + Bi → Bi +X5. (A4)
By X5 we collectively denote all products of (A4). More
generally, we may consider reaction of the type
Y + Y′ + Bi → Bi +X6, (A5)
where Y and Y′ are those constituents of the system,
which do not take part in reactions (1)-(5) and X6 de-
notes all possible products of (A5). Again, in (A5) metal-
lic nanocluster play only the passive role of a catalyst.
As an example of (A5) we may give hydrogenation re-
action used to monitor the reaction progress in Ref. [20].
In this case, Y denotes cyclohexene, Y′ is a molecular
hydrogen, and X6 is cyclohexane.
Finally, consider a more complex reaction mechanism
of the autocatalytic reaction (2). We may expect that
the real mechanism of this reaction involves formation
of intermediate complex (ABi). In effect, (2) should be
replaced with
A + Bi ⇋ (ABi)→ Bi+1 +X2. (A6)
Let us now discuss briefly how the presence of reac-
tions (A1)-(A6) in some extension of the present model
would change its mathematical structure, in particular,
the form of Eqs. (38) and (39).
First, note that the latter equations are not affected by
the presence of reactions (A1). The same is true for (A4)
and (A5), provided that interactions between molecules
of different species (A, B, Y or Y′) near the surface of Bi
nanoclusters can be neglected.
However, if either (A2) or (A3) reaction is present, cα
does not cancel out in Eqs. (38) and (39). Consequently,
these equations cannot be solved independently of the
time evolution equations for cρ, cpi, cα, and ξ1. Still,
Eqs. (38) and (39) may provide reasonable effective de-
scription of the time-evolution in any system where the
mechanism of autocatalytic reaction is assumed to have
the form (A6). This is analyzed in detail in Appendix B.
Appendix B: Kinetic equations for a more complex
mechanism of A+Bi → Bi+1 reaction
In this Appendix we show that simple, effective mech-
anism (2) of autocatalytic reaction, together with the
corresponding kinetic equations may provide sound ap-
proximation of a more realistic description [cf. Eq. (A6)
of Appendix A].
Namely, in many cases it seems reasonable to assume
that either a break up of each of the (ABi) complexes
into substrates or transformation of (ABi) into products
of autocatalytic reaction (2),
A + Bi
k˜
−
i←−− (ABi) k˜
∗
i−→ Bi+1 +X2, (B1)
is much faster than its production
A + Bi
k˜
+
i−−→ (ABi). (B2)
In consequence, concentration of the (ABi) complexes
remains both small and essentially time-independent. In
such situation, steady-state approximation is legitimate.
Rate equations corresponding to (A6) reaction read
ξ˙i = k˜
−
i ηi + k˜
∗
i−1ηi−1 − k˜+i ξicα, i > 1, (B3)
η˙i = −k˜−i ηi − k˜∗i ηi + k˜+i ξicα, i ≥ 1, (B4)
where ηi denotes concentration of (ABi). For i = 1,
instead of (B3), we have
ξ˙1 = k˜αcα + k˜
−
1 η1 − k˜+1 ξ1cα. (B5)
Within the present treatment, Eqs. (B3)-(B5) replace
Eqs. (35) and (36). Similarly to the case of R˜
(α)
k func-
tions [Eq. (11)], k˜±i and k˜
∗
i in general depend on cρ.
Next, we add Eq. (B3) and (B4). This step yields
ξ˙i + η˙i = k˜
∗
i−1ηi−1 − k˜∗i ηi. (B6)
From a steady state assumption,
η˙i = 0, (B7)
by using Eq. (B4), we obtain
η
(ss)
i =
k˜+i cα
k˜∗i + k˜
−
i
ξi ≡ k˜(e)i ξicα. (B8)
We assume here, that (B8) holds for all i ≥ 1 and for
t > 0. Nonetheless, we should keep in mind that the
steady-state assumption and therefore Eq. (B8) cannot
be valid during the initial stage of the time evolution.
Making use of Eqs. (B6), (B7), and (B8), we may
rewrite Eqs. (B5) and (B3) as
ξ˙1 = k˜αcα − R˜(α)1 ξ1cα (B9)
and
ξ˙i = cα
(
R˜
(α)
i−1ξi−1 − R˜(α)i ξi
)
, (B10)
where for i ≥ 1 we have
R˜
(α)
i =
k˜+i k˜
∗
i
k˜∗i + k˜
−
i
= k˜∗i k˜
(e)
i . (B11)
Eq. (B9) has exactly the form of Eq. (35), whereas Eq.
(B10) has the same form as Eq. (36). Moreover, for the
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largest clusters (i = n), assuming that k˜∗n = 0, k˜
±
n 6= 0
(i.e., (ABn) complexes are formed, but are not reduced
to Bn+1 clusters) and using condition (B8) for i = n− 1
and i = n, we obtain Eq. (37), again with R˜
(α)
n−1 given
by (B11).
This provides justification for the effective approach
of the present model even if reaction mechanism (A6) of
autocatalytic reaction is more likely to be present in a
system of interest.
It remains to check the internal consistency of the
steady state assumption (B7). For Kij = Fij = 0 and
w˙k = 0, using (B8), we obtain
η˙i =
d
dt
(
k˜+i cα
k˜∗i + k˜
−
i
ξi
)
=
d
dt
(
k˜
(e)
i cαξi
)
=
˙˜
k
(e)
i cαξi + k˜
(e)
i c˙αξi + k˜
(e)
i cαξ˙i. (B12)
It is reasonable to assume, that k˜
(e)
i has only weak
time dependence, or is even time independent if the cρ-
dependence of k˜±i and k˜
∗
i cancel out. Therefore, the re-
maining two terms in the last line of Eq. (B12) have to
be small. Note, that obviously cα < q0 for any t ∈ (0,∞),
and also ξi(t) ≤M0(t) ≤M1(t) ≤ q0+ e0. Consequently,
we may write down the following, rather crude upper
bound for |η˙i|
|η˙i| < (q0 + e0)k˜(e)i
(
|c˙α|+ |ξ˙i|
)
. (B13)
Because |c˙α| + |ξ˙i| is bounded, the sufficient self-
consistency condition for the steady state assumption
(B7) reads
(q0 + e0)k˜
(e)
i ≤ ε≪ 1, (B14)
where ε is a sufficiently small positive constant. From
Eq. (B8) it follows, that if (B14) is fulfilled for some i
and ε, then ηi is also small as compared to ξi, i.e., we
have ηi/ξi ≪ 1.
If two cases analyzed in Subsections IVB and IVC
are considered separately, we can provide slightly more
precise upper bound for |η˙i|. For k˜α 6= 0 and e0 = 0,
using Eq. (47) we obtain
|η˙i| < q0k˜(e)i
(
1
ω
|c˙α|+ |ξ˙i|
)
, (B15)
whereas for k˜α = 0, e0 6= 0 the upper bound for |η˙i| in
general case reads
|η˙i| < k˜(e)i
(
e0|c˙α|+ q0|ξ˙i|
)
. (B16)
However, for c0 = 0 we can give (B16) a more concrete
form. Namely, in such case, assuming that ∀i : ri ≤ i, we
obtain [cf. Eqs. (8) and (9)]
|η˙i| ≤ k˜(e)i k˜(e)1 k˜∗1 [d0e0 (2d0 + e0)] . (B17)
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