We identify the economic fundamentals governing the process of structural change in a non-parameterized growth model. These fundamentals are: the income elasticities of the consumption demand; the Allen-Uzawa elasticities of substitution between consumption goods; the capital income shares in sectoral outputs; the sectoral elasticities of substitution between capital and labor; and the degree of factor-bias in the technical change. These fundamentals determine the effect of aggregate income, relative prices, rental rates and technological progress on structural change. Finally, we estimate the aforementioned fundamentals from the Rotterdam model of demand and the translog cost functions to account for the contribution of each mechanism to the U.S. structural change. These econometric models provide the necessary flexibility to estimate the fundamentals, which allows for obtaining some new findings. In particular, we find that the main mechanism explaining the evolution of the employment share in services is income growth, whereas technological progress is the main mechanism in agriculture. JEL classification codes: O11, O41, O47.
Introduction
The process of economic growth and development exhibits structural change as one of the most robust features. Developed countries have experimented a secular shift in their allocation of employment, output and expenditure across the sectors of agriculture, manufactures and services. Figure 1 shows evidence of this long run trend in the U.S. economy. We observe that the production valued added, employment and expenditure on consumption valued added have continuously shifted from agriculture and manufactures to services from 1947 to 2010. Figure 2 shows the dynamic path followed by the capital income shares, the total factor productivity (henceforth, TFP) indexes, the prices of the three sectoral outputs and the ratio between the rental rate of labor and the rental rate of capital in these three sectors. We easily observe that the relative price of agriculture in terms of manufactures has decreased substantially, whereas the relative price of services has instead grown up during the sample period. Furthermore, the dynamic behavior of the other three magnitudes also clearly differs across the three sectors. Especially, we must emphasize that the accumulated growth rate of TFP has been much larger in agriculture than in manufactures and services. The changes in the variables displayed in Figure 2 together with economic growth are the mechanisms that, according to the literature, drive the patterns of structural change shown in Figure 1 . 1 Our aim is to identify and estimate the deep fundamentals that measure the contribution that each of these economic mechanisms has on structural change.
[Insert Figures 1 and 2]
Recently, there is a renewed and growing interest in analyzing what are the possible economic factors driving the sustained process of structural transformation observed in the data. This literature has distinguished between demand-based and supply-based mechanisms of structural change. On the one hand, structural change in a growing economy is driven by income effects due to sectoral differences in income elasticities of the consumption demand, which occur when preferences are non-homothetic. This demand mechanism has been studied by, among others, Echevarria (1997) , Laitner (2000) , Kongsamunt et al. (2001) , Caselli and Coleman (2001) or Foellmi and Zweimüller (2008) . On the other hand, the literature also finds some supply factors that cause structural change through a substitution effect. A seminal contribution within this branch of literature is in Ngai and Pissarides (2007) , who formalize the original idea of Baumol (1967) to explain structural change as a consequence of a sectoral-biased process of technological change. Alternatively, Acemoglu and Guerrieri (2008) explain this substitution effect behind structural change as the consequence of then capital deepening when the sectoral production functions exhibit different capital intensities. Finally, Alvarez-Cuadrado et al. (2017) point out that differences in the capital-labor substitution across sectors are also a supply factor of structural transformation.
The literature on structural change is inconclusive on the relative importance of the aforementioned mechanisms in explaining the observed structural transformation.
There are some applied studies that analyze the accuracy of some mechanisms to explain the observed structural change. In particular, Dennis and Iscan (2009) quantitatively decompose the mechanisms explaining the U.S. reallocation of labor out of the agricultural sector into a demand-side effect, an effect from sectorally biased technological change and an effect from differential sectoral capital deepening. Herrendorf et al. (2013) analyze the ability of income and substitution effects to explain U.S. structural change by estimating the preferences parameters from the expression of expenditure shares obtained when preferences are characterized by a non-homothetic CES function. Herrendorf et al. (2015) assess how the properties of technology affect the reallocation of production factors across sectors by estimating a CES production function. Moro et al. (2017) study how a model with nonhomothetic preferences and home production fit the observed patterns of structural change. Finally, Swiecki (2017) goes further in studying the importance of several mechanisms. He simulates a parametrized general equilibrium model to quantify in a large set of countries the contribution to structural change of four mechanisms: sector-biased technological change, non-homothetic preferences, international trade, and intersectoral wedges between sectoral rental rates. However, the analysis in all these papers is based on particular assumptions on the functional forms of both technologies and preferences. Obviously, these assumptions may bias the measure of the contribution of the different mechanisms of structural change. Therefore, a unified framework of analysis that combines several mechanisms of structural change in a general model seems necessary to obtain correct measures of the contribution of each mechanism.
The goal of this paper is to construct the aforementioned unified framework of analysis. In particular, we first identify the fundamentals that determine the contribution of each mechanism to structural change in a closed economy by using a generic framework, i.e., a model with the minimum set of assumptions and where preferences and technologies are not parametrized. More precisely, by deriving the growth rates of the sectoral employment shares, we find that these economic fundamentals are: (i) the income elasticities of the demand for consumption goods; (ii) the Allen-Uzawa elasticities of substitution between consumption goods; (iii) the capital income shares in sectoral outputs; (iv) the elasticity of substitution between capital and labor in each sector; and (v) the degree of factor-bias in the technical change. These fundamentals determine the contribution to structural change of the growth rates of aggregate income, relative prices, rental rates and technological progress. Obviously, our general expression of the employment growth rate can be particularized to the growth rates resulting from using the different functional forms of preferences and technologies considered by the existing literature.
We also develop an accounting exercise to quantify the contribution of each mechanism to the U.S. structural change. To this end, we first estimate the aforementioned fundamentals. The novelty of our approach rests on the fact that we estimate these fundamentals out of the model, i.e., without using the derived expresion for the time evolution of sectoral employment shares. The related literature considers a particular parametrization of preferences and technologies, and then it either calibrates or directely estimates the parameter values by using the expression of structural change derived in the proposed model. 2 By the contrary, we separately estimate the fundamentals associated to preferences from a flexible demand system and the fundamentals associated to technologies from a systems of translog cost functions. Both systems provide a much more flexible framework to estimate our fundamentals, which allows to obtain some new findings.
We show that the following mechanisms have contributed to the dynamics of sectoral employment shares in the US economy: (a) the income effects caused by both the growth of income and the changes in relative prices; and (b) the demand substitution and technological substitution effects caused by the variation of prices derived from sectoralbiased technological progress, capital deepening and sectoral differences in capital-labor substitution. However, they have worked in different directions, that is, in each sector, some mechanisms had an attractive effect on employment and others contribute to driving away employment. Obviously, the observed structural change in employment is finally the result of the balance between these opposite effects. We conclude that the dynamics of employment out of agriculture are mainly driven by the technological substitution effects, whereas the push on of employment to the service sector is mainly caused by the income effects. Moreover, our estimation procedure allows for showing that the fundamentals have changed a long time. As a consequence, all of these effects have varied along time because of the time-varying nature of the fundamentals. We also show that the variation in the fundamentals explains a significative fraction of the observed structural change.
The paper offers a general framework to study structural change and to isolate the economic fundamentals that we should take into account in characterizing this process. Our analysis then contributes to introduce discipline in building multisector growth models. To consider all of the mechanisms with a significant contribution to the observed structural change, as well as to identify the fundamentals that determine this contribution, seems a necessary requirement to derive unbiased conclusions on the macroeconomic effects of structural shocks like, for instance, fiscal policy reforms. These shocks may change the sectoral composition of the economy through different mechanisms of structural change and, in addition, they may even alter substantially the contribution of these mechanisms. Therefore, it is only possible to derive the entire effect of the shocks by considering all of the mechanisms in the same unified model. Our accounting exercise offers one of the first serious intent in this direction, although some other mechanisms may be still omitted. 3 The rest of the paper is organized as follows. Section 2 presents the theoretical framework used by the analysis. Section 3 derives the growth rates of the sectoral shares of employment at the equilibrium and characterizes the mechanisms driving structural change in this general setting. Section 4 performs an empirical analysis to disentangle the relative importance of the derived mechanisms for the structural change observed in US data. Section 5 includes some concluding remarks.
Theoretical framework
We consider a continuous time, close economy composed of m productive sectors. We interpret sector m as the one producing manufactures that can be devoted to either consumption or investment, whereas the other m− 1 sectors produce pure consumption goods. Firms in each sector i operate under perfect competition by using the following sector-dependent production function: 4
where Y i is the output produced in sector i; s i is the share of total capital, K, employed in sector i; u i is the share of total employment, L, in sector i; and A i is an index of technological knowledge in sector i. We assume thaṫ
that is, the technological knowledge grows at the rate γ i , which can be time-varing and different across sectors. Hence, technological progress can be either sectorally biased or unbiased. We assume that the sectoral production functions are increasing in both capital and labor, they exhibit decreasing returns in each of these two arguments, and they are linearly homogenous in both private inputs. We can then express sectoral production in units of labor as
where y i = Y i /u i L is the output per units of labor in sector i, and k i = s i K/u i L measures capital intensity in sector i. Given the properties of the sectoral production functions, we know that f i k = ∂f i /∂k i > 0 and f i kk = ∂ 2 f i / (∂k i ) 2 < 0. Finally, the assumptions of competitive factor markets and full input utilization imply that each production factor is paid according to its marginal productivity. Hence, the following conditions hold:
and
5)
where r i and w i are the rental rates of capital and labor, respectively, in sector i. These rental rates can differ across sectors. This may be the case, for instance, if there exist some costs of moving production factors across sectors or intersectoral distortions and frictions (see, e.g., Caselli and Colleman, 2001; Buera and Kaboski, 2009; Sweicki, 2013;  or Alonso-Carrera and Raurich, 2018). We denote by p i and ω i = w i /r i the price of commodity Y i and the rental rate ratio in sector i, respectively. By combining (2.4) and (2.5), we conclude that the capital-labor ratio k i is an implicit function of the rental rate ratio ω i and of the technological knowledge A i . Hence, we can write 4 For the sake of simplicity, time subindexes are not introduced. and
, which follows from the properties of sectoral production functions. Note that the relation between the capital-labor ratio and the rental rate ratio is sectoral dependent because so are the production functions. For our analysis, it will be also useful to introduce the following fundamentals of sectoral structure of production: (i) the share of capital income in output from sector i, that we denote by α i ; (ii) the elasticity of substitution between capital and labor in sector i, that we denote by π i ; and (iii) the elasticities of output and capital-labor ratio with respect to the technical knowledge in sector i, that we denote by ζ i and λ i , respectively. By using (2.3), (2.4) and (2.5), together with the definition of the rental rate ratio ω i , we obtain, after some simple algebra, that
.
(2.9)
Observe that the elasticity λ i measures the capital-bias of the technological change in sector i, i.e., it informs about the effects of this change on the capital deepening. If the technological change is Hicks neutral then λ i = 0, whereas λ i = 1 − π i under Harrow neutral (i.e., labor-augmenting) and λ i = π i − 1 under Solow neutral (i.e., capitalaugmenting) technical changes. Finally, note that the fundamentals α i and π i can be different across sectors. In this case, the prices p i depend not only on the exogenous technical change, but they are also endogenously determined by capital accumulation. This economy is populated by a unique infinitely-lived representative household composed of N members. Population grows at the (possibly time-varing) rate n. In each period, each member is endowed with l hours of time that inelastically supplies in the labor market, so that the total household's labor supply is L = lN. 5 This household obtains income from renting capital and labor to firms. This income is devoted to either consumption or investment. Therefore, his budget constraint is
where c i is the per capita consumption demand of the commodity produced by the sector i, and δ ∈ [0, 1] is the depreciation rate of capital. Each individual derives utility from the consumption of m goods. We consider an utility function v (c 1 , ..., c m ) that is increasing in each of its arguments and quasiconcave. The household maximizes
subject to the budget constraint (2.10) and the non-negativity constraint in the choice variables, and where ρ > 0 is the subjective discount rate. In solving this problem, we might follow a two-step procedure. In the first step, we would solve the following intratemporal problem: given per capita expenditure in consumption c t , consumers choose the sectoral composition of consumption by maximizing v (c 1t , ..., c mt ) subject to
The solution of this problem characterizes the demands of consumption goods as a function of per capita expenditure c and the vector of prices p = (p 1 , ..., p m ). We denote by c i = C i (p, c) the Marshallian consumption demand for good produced in sector i. Given these demand functions, we would face the problem of deciding the intertermporal allocation of total expenditure. More precisely, we would secondly solve the problem that consists in maximizing (2.11) subject to (2.10), (2.12) and
However, for our analysis, we only need to characterize the properties of the temporal functions of consumption demand c i = C i (p, c) . The relevant properties are summarized by the price and income elasticities of those demand functions. In particular, the price elasticity of the Marshallian demand for good i with respect to the price of good j is given by
, (2.13) whereas the income elasticity of this demand is
Since the demand system satisfies the budget constraint (2.12), we obtain the following properties of this system, which will be relevant for the empirical analysis. First, we obtain from derivating (2.12) with respect to expenditure, and after some algebra, that
which is the Engel Aggregation Condition, and where x i is the expenditure share of the good produced in sector i, i.e., x i = p i c i /c. In addition, we also obtain from derivating (2.12) with respect to price p j , and after some algebra, that
which is the Cournot Aggregation Condition. Finally, the demand theory states that demand functions are linearly homegeneous in prices and expenditure, so that the demand system must also satisfy the following Homogeneity Condition: 
Sources of structural change
In this section, we characterize the equilibrium dynamics of sectoral employment shares u i . To this end, we use the clearing condition in the markets of the pure consumption goods, which is given by
for i = m. Log-differentiating with respect to time this condition, and by noting that capital-labor ratio k i is a function of rental rate ratio ω i and of technical efficiency A i , we obtain for i = m:
By using the definitions of η ij , µ i , α i , ζ i , λ i and π i given respectively by (2.13), (2.14), (2.6), (2.7), (2.9) and (2.8), and after some algebra, we derive thaṫ
We observe that the dynamics of sectoral employment share in a sector i = m are driven by the following economic mechanisms: (a) the growth rate of total expenditure on consumption (or, equivalently, of income), whose contribution to structural change is given by the income elasticity of the demand of consumption good i; (b) the growth rate of prices of all consumption goods, where the contribution is measured by the price-elasticities of the demand of good i; (c) the growth rate of the rental rate ratio in sector i, whose effect on structural change depends on the share of capital income in the sectoral production and the elasticity of substitution between inputs in this sector; (d) the rate of technological change in sector i, whose effect depends on the sectoral share of capital income and the TFP-elasticities of capital-labor ratio and output in this sector; and (e) the growth rate of the participation rate L/N. Observe that the first four mechanisms may differ across sectors, whereas the last mechanism is sectoral invariant.
We then observe that the dynamics of the sectoral employment shares are driven by income and price effects. We now proceed to decompose the price effect into the substitution effect and the income effect. Any shock altering relative prices affects employment shares by changing the terms of trade between sectors and the purchasing power of income. One should then expect that the effect of the variation in the purchasing power would be driven by the income elasticities, whereas the elasticity of substitution between goods would drive the effects of changes in the terms of trade. By using the Slutsky equation, we know that the price-elasticities of the Marshallian demand are given by
where η * ij denotes the Hicks-Allen elasticity of substitution, i.e., the price elasticity of the compensated demand of good i, which we denote by h i (p, v) , where v is the level of utility. That is,
Equation (3.2) decomposes the effects of a change in the price of good j on the demand of good i into:
1. The Hicks' substitution effect given by η * ij . The variation of the demand of good i when consumers are compensated to maintain the same purchasing power as before the change in the price of good j, p j .
The
Hicks' income effect given by x j µ i . The variation in the demand of good i that would be derived from the observed change in the purchasing power if the prices will not change at all.
The Hicks-Allen elasticity is then a measure of the net substitutability between consumption goods. However, this elasticity is not usually employed in the literature because it is not symmetric, i.e., η * ik may differ from η * ki . This happens even when the cross substitution effects are symmetric, i.e.,
The literature offers others elasticities of substitution that are symmetric. In particular, a more useful measure of the substitution effect is the Allen-Uzawa elasticity of substitution that is given by
where E (p, v) is the expenditure function given by
with respect to p j . One interesting property of this Allen-Uzawa elasticity is its relation with the Hicks-Allen elasticity, which is given by
Therefore, by substituting (3.5) into (3.2), we can rewrite the price elasticity of the Marshallian demand η ij as follows
At this point, given the previous discussion, we can rewrite the growth rate of the sectoral employment share u i given by (3.1) as follows:
By using this growth rate, we can also directly obtain the change in the composition of employment between two sectors i and j as
From (3.7) and (3.8), we can distinguish the following four mechanisms that are driving structural change in the sectoral composition of employment:
1. Real Income Effect. It measures the variation in the sectoral composition of employment derived from the dynamics of real income or, equivalently, real expenditure. It is given by the following term of (3.7):
This income effect decomposes into a direct income effect from changes in the nominal income or expenditure (i.e., the Marshallian's income effect), and an indirect income effect that derives from changes in the purcharshig power of income as a consequence of the variation in relative prices (i.e., the Hicks' income effect). Regarding this, observe that the second term in (3.9) is the response of the Stone's price index, ln P * = m j=1 x j ln p j , to the time variation in sectoral prices p j when one maintains the consumption shares x j constant. Note that the magnitude of the total income effect clearly depends on the income elasticity of the demand of good i. Hence, as shown in (3.8) , this partial effect will generate differences in the dynamic of employment among sectors if and only if the income-elasticities of demand differ across sectors. Therefore, this effect requires preferences to be non-homothetic to generate the necessary gaps between the sectoral income elasticities across sectors.
2. Demand Substitution Effect. It measures the variation in the sectoral composition of employment derived from variations in the terms of trade of sectors. This effect is given by the following term of (3.7):
The contribution of this effect to the change in the employment share of sector i depends on: (a) the Allen-Uzawa elasticities of demand of good i with respect to the vector of sectoral prices; and (b) the weight that the expenditure on the good whose price is being considered has on the total expenditure on consumption. As follows from (3.8), this partial effect will generate changes in the sectoral composition of employment between two sectors i and j if and only if they exhibit different Allen-Uzawa elasticities of substitution with the other goods, i.e., σ il = σ jl for l = {i, j}.
3. Technological Substitution Effect. It measures the variation in the sectoral composition of employment due to changes in the sectoral capital intensities, k i , which derives from the change in the sectoral rental rate ratios. This effect is given by the following term of (3.7):
The magnitude of this third effect depends on both the share of capital income in output and on the elasticity of substitution between capital and labor in sector i. Therefore, the change in the sectoral composition of employment across sectors driven by this partial effect will derive from the weighted differences between the variation in the rental rate ratios across sectors.
4. Technological Change Effect. It measures the contribution to structural change of the technological progress that modifies the total factor productivities of sectors. This effect is given by the following term of (3.7):
which represents the growth rate of the multi-factor productivity level in sector i.
Observe that the magnitude of this partial effect also depends on both the share of capital income in output, as well as, the TFP-elasticities of capital-labor ratio and output in sector i. We distinguish two components operating in this effect.
On the one hand, we have the neutral component of the technological change, which is given by ζ i and determines the level effect on the technical efficiency. On the other hand, we also obtain a technical change-driven capital deepening, which is given by α i λ i and determines the effect on the capital-labor ratio. In any case, the change in the sectoral composition derived from the total technological change effect is determined by the weighted differences among the sectoral technological change. More precisely, this partial effect alters sectoral composition between sectors i and j if and only if ( 
It is important to outline that this conclusion is in contrast to those analyses in the literature that consider a more particular set up.
Summarizing, structural change might be driven by several alternative mechanisms. As was suggested by Buera and Kabosky (2009), neither the direct income effect nor the substitution effects are able to offer by themselves alone a good explanation of the observed structural change. Hence, we should consider all of them together as potential explanations of the observed structural change. This requires quantifying their relative contributions to the observed structural change in the data. We will deal with this empirical analysis in the next section.
Finally, we study the relation btween our contribution and the literature in the appendix. We analyze how our condition (3.7) for structural change particularizes when one consider the functional forms of preferences and technologies consided in the literature. In particular, we consider the structural change based on: (a) the non-homothetic preferences introduced by Kongsamunt 
Empirical analysis
We now quantify the contribution of the four mechanisms to the structural change of the US economy over the period 1947-2010. This first requires to estimate the income elasticities µ i , the Allen-Uzawa elasticities σ ij , the sectoral elasticities of substitution between capital and labor π i , and the sectoral elasticities of output and capital-labor ratio with respect to technical change given by ζ i and λ i , respectively. To this end, we might directly estimate the system of equations given by (3.7) for all i = m. This is the procedure usually followed by the related literature to calibrate and estimate parametrized models that incorporate particular mechanisms of structural change (see, e.g., Dennis . This procedure is useful to discipline the model to replicate, at least partially, the observed patterns of structural change. However, it does not permit to identify the actual sources of structural change and, therefore, to predict the effects of structural shocks in the sectoral composition. More precisely, this identification procedure has some serious problems. Firstly, it imposes that the elasticities participating in these conditions are time-invariant, so that we could not in this way cover possible changes in these elasticities. Secondly, we might obtain biased estimation of the elasticities because: (a) we may be omitting some other mechanisms like, for instance, trade and home production; and (b) the explanatory variables may be highly correlated (for instance, TFPs may be driving some of the variation in relative prices and rental rates). Finally, we could not estimate the elasticities in the manufacturing sector because we cannot characterize the path of employment in this sector without imposing more structure to the model. Hence, we would not derive the true elasticities with this direct procedure.
To overcome these limitations, we derive these elasticities from the separated estimation of a system of demand functions and a system of production cost functions by using flexible functional forms. Therefore, in contrast with usual procedure in the related literature, the sectoral shares of employment are not the dependent variables of our estimation but the expenditure shares and the cost shares. This procedure introduces a large degree of freedom in the estimation of the searched elasticities, so that we are not forcing them to take those values that better help to replicate the observed behavior of the employment shares. After deriving the estimated elasticities, then yes we use the condition (3.7) to measure the accuracy of forecast derived from those estimations, as well as to perform an accounting exercise to obtain the relative contribution of each of the channels driving structural change.
For the analysis we consider three aggregate sectors: agriculture, manufactures and services. We employ the data on consumption in valued added expenditure and on relative prices from Herrendorf et al. (2013) , whereas the data on labor and capital compensation, rental rate ratio, employment (people and hours) and sectoral TFPs directly come from US-KLEMS data 2013 release. We must make a methodological clarification before continuing with this empirical analysis. The KLEMS project computes the growth rates of the sectoral TFPs as residuals of the sectoral production functions by assuming Hicks neutral technical progress. Therefore, these growth rates exactly correspond to our Technological Change Effect given by (3.12) . This allows the accounting exercise of the relative contribution of each mechanism driving the structural change, although we cannot obtain an estimation of the elasticities ζ i and λ i .
Estimation of demand elasticities
To obtain the elasticities of demand (i.e., income elasticities µ i and Allen-Uzawa elasticities σ ij ), we estimate the Rotterdam Model of Consumption Demand proposed by Barten (1964) and Theil (1965) , which uses consumer theory to express the growth rate of consumption as a function of the growth rates of real income and relative prices. As is pointed out by Barnett (1981) , this model is highly flexible at the aggregate level under weak assumptions. Since we use aggregate data, this model is particularly well suited to the purposes of this section. 6 This model represents the system of demand as follows:
for all i, and with the following constraints: (i) Engel aggregation constraint: m j=1 ψ j = 1, with ψ j ≥ 0; (ii) Homogeneity constraint: m j=1 φ ij = 0; (iii) Symmetry constraint: φ ij = φ ji ; and (iv) Slutsky coefficient matrix Φ = φ ij is negative semidefinite and of rank m − 1.
Given these constraints, one of the equations characterizing the Rotterdam model is redundant and, therefore, we should exclude it for the estimation. 7 Since in our analysis we use three sectors (agriculture, manufactures and services), we eliminate the equation for the manufacturing sector. Furthermore, and after imposing the homogeneity constraint, we also obtain that the growth rates of consumption in agriculture and services depend on the growth rate of the relative prices of those goods in terms of manufactures, p at /p mt and p st /p mt . In this way, we derive the econometric specification that we use to estimate income and Allen-Uzawa elasticities. Finally, we follow Brown and Lee (1992), who incorporate the effect of past consumption to account for the possible existence of intertemporally-dependent preferences behind the observe demand because of, for instance, habit formation in consumption. With all of these features in hand, we obtain
is the average value of the share of good i in full expenditure during the time increment being considered, and ε it is the error term that we assume homoscedastic and uncorrelated over time. Furthermore, we also assume that this disturbance is normally distributed as N (0, Ω) , where Ω is the unknown contemporaneous covariance matrix.
We estimate (4.2) for the demand on agricultural and services goods by using the method of Seemingly Unrelated Regression Estimation since the disturbance vector ε can be correlated across sectors. We further impose the symmetry constraint φ ij = φ ji . Note that we can skip the Engel aggregation constraint because we have omitted the equation for manufactures. On the contrary, the restrictions on the Slutsky coefficient matrix Φ have to be tested after the estimation.
The estimation of (4.2) without any other constraint yields the following Slutsky coefficients: φ aa = −0.006960, φ as = 0.001778, φ am = 0.005182, φ ss = 0.023527, φ sm = −0.025305 and φ mm = 0.020123. We then derive that this first estimation satisfies the rank conditon but not the negativity condition of the Slutsky coefficient matrix. Given this rejection of negativity, we have decided to follow Brenton (1994) , among others, and impose an extra restrictive condition on the price parameters φ ij to achieve the negativity over the sample data. 8 More specifically, we restrict the Slutsky coefficient matrix to satisfy
where d = (d a , d m , d s ) is a vector of unknown parameters, I is the 3x1 unit vector and D is a 3x3 diagonal matrix of the elements in vector d. Therefore, the Slutsky coefficients are constrained to be
for i, j = {a, m, s} . By definition these restricted price coefficient φ ij satisfy the symmetric and the homogeneity constraints. We then estimate coefficients d i instead of the φ ij coefficients. However, the homogeneity condition implies that not all the elements in d are identified. We then require an additional normalization to identify the parameters in the proposed constrained Rotterdam model, without losing its original flexibility feature. Here, we use: k=a,m,s d k = 1. Table 1 displays the results of the estimation of the model (4.2) subject to the constraint (4.3) with the previous normalization. By using the Engel aggregation constraint we derive ψ a , whereas we obtain the Slutsky coefficient φ ij from the negativity condition (4.3). The regression provides a quite good fit. All the marginal budget shares ψ i exhibit the expected positive sign, which means that the consumption goods are normal goods. Furthermore, all the coefficients are estimated with considerable precision except ψ a and d s . Finally, we have checked that the Slutsky matrix Φ = φ ij is negative semidefine and of rank 2.
[Insert Table 1 ]
We now deduce the elasticity aggregates from our estimated coefficients. To this end, we use the properties of the Rotterdam model which implies that the estimated income and Allen-Uzawa elasticities are given by µ i = ψ i /x i and σ ij = φ ij / (x i x j ), respectively. Obviously, these elasticities are time-varying. Figure 3 shows the timepath of these estimated elasticities and Table 2 displays their cross-time average values. Several properties should be pointed out. Firstly, with respect to income elasticities, we obtain that the three consumption goods are normal goods, although the estimation of the income elasticity of agricultural goods exhibits a large variability, such that its confidence interval contains negative values. We observe that the demands of agriculture and services exhibit income elasticities smaller than unity, whereas the demand of manufactures has an income elasticity larger than unity. The literature explaining structural change by means of only non-homothetic preferences usually imposes µ a < µ m = 1 < µ s for the calibration of the proposed models (see, e.g., Kongsamunt et al., 2001 ). The first inequality is corroborated by our estimations, whereas we obtain instead that µ a < µ s < 1 and µ m > µ s . We can explain the latter result by the fact that manufacturing sector produces durable goods and the service sector produces many basic goods for the consumption basket. Finally, Figure 3 shows that µ a are very close to µ s at the end of the period, which may be a consequence of the change in the relative aspirations or in the intensity of the minimum consumption requirements experimented by consumers along the development process.
[Insert Figure 3 and Table 2] With respect to Allen-Uzawa elasticities, we first observe that σ as = σ am = σ ms , and that three consumption goods are Hicks substitutes as σ am > 0, σ as > 0 and σ ms > 0. However, the confidence interval of d s in the negative constraint (4.3) suggests a large variability of these estimated elasticities, so that we cannot reject these elasticities to be negative. Hence, we cannot reject that the three consumption goods are Hicks complementaries or independent. In any case, we should remark an important difference with respect to the related literature. While those studies analyzing the prices effects on structural change consider functional forms that lead to constant Allen-Uzawa elasticities, our estimations suggest that those elasticities have largely varied along time in the US economy. For instance, Ngai and Pissarides (2007) consider a CES aggregation for the consumption goods, so that all of the Allen-Uzawa elasticities are equal to the elasticity of substitution between goods in this aggregator. Furthermore, since these authors only consider the mechanism based on the biased technological change, this elasticity has to be smaller than one to guarantee that their model replicates the observed structural change. This assumption is also far to be supported by our estimations. Similarly, Comin et al. (2015) considers an indirect utility function that ensures the independence between the income and the price effects, but at the cost of having constant income and Allen-Uzawa elasticities. 9 , 10
Estimation of technological elasticities
We directly compute the capital income shares α i from information provided by the KLEMS dataset. In addition, we consider that the cost functions are translog-functions and, thus, we derive the associate system of sectoral cost shares. 11 This procedure provides the flexible framework neeed to the estimation of the elasticities π i . Denote by T i (Y i , r, w) the total cost of production in sector i. Because of constant returns to scale, it can be shown that T i = Y i τ i (r, w), where τ i denotes the average cost function. By expanding ln τ i (r, w) in a second-order Taylor series about the point ln r = ln w = 0, by identifying the derivatives of the average cost function as coefficients, and by imposing the symmetry of the cross-price derivatives, we obtain:
This is the translog cost function. By taking derivatives with respect to ln r i and ln w i , we obtain that the cost shares of capital and labor in a sector i are respectively given by:
, with the following conditions: β i k + β i l = 1, δ i kl = δ i lk , and δ i kk + δ i kl = δ i lk + δ i ll = 0. By imposing these constraints, and taking the labor income shares 1 − α i directly from data, we then estimate the following system of equations:
for all i = {a, s, m} , and where ε it is the error term that we assume homoscedastic and uncorrelated over time. Furthermore, we also assume that this disturbance is normally distributed as N (0, Ω) , where Ω is the unknown contemporaneous covariance matrix.
Since the disturbance vector ε can be correlated across sectors, we estimate the system composed of the three equations in (4.4) by using the method of Seemingly Unrelated Regression Estimation. Table 3 provides the estimates of the full set of parameters in (4.4). All the parameters are estimated with a large precision.
[Insert Table 3 ]
We now deduce sectoral elasticities of substitution between capital and labor π i from our estimated coefficients. Note that those are the elasticities of the marginal costs with respect to rental rates. Hence, we obtain:
Observe that these elasticities are time-varying. Figure 4 shows the time-path of these estimated elasticities and Table 2 displays their average values. We can reject that π i = 1, i.e., Cobb-Douglas technologies at the sectoral level. Herrendorf et al. (2015) has estimated CES production functions at sectoral level for US. They show that the elasticities are different from one, with the elasticity being lower than one for both services and manufactures and larger than one for agriculture. We also obtain that capital and employment are complements in services and substitutes in agriculture. However, our estimates indicate that these production factors are also substitutes in manufactures. These are robust findings as these elasticities remains almost constant along the entire period.
[Insert Figure 4] 
Accounting of mechanisms
The purpose of this subsection is to measure the importance of each mechanism. To this end, we first compute the estimated sectoral employment shares and, furthermore, we measure how these estimates fit actual shares in the data. In addition, we build the counterfactual values of the sectoral employment shares that would arise if we turn off one of the mechanisms of structural change in (3.7) . We then compute the change in the fit derived from this counterfactual experiment. More precisely, using the estimations in the previous subsections, we build the following counterfactual employment shares for agricultural and services sectors:
where u i0 is the actual value of the US employment share in sector i in 1947, and G it is the estimated growth factor in (3.7) that is defined as the sum of the following mechanisms of structural change: the growth rate from the Real Income Effect,
the growth rate from the Demand Substitution Effect,
the growth rate from the Technological Substitution Effect, G T S it = −α i π i (ω i /ω i ) ; and the growth rate from the Technological Change Effect, G T C it = (α i λ i + ζ i ) γ i . Remember that US-Klems data 2013 provides directly the entire value of this effect G T C it , so that we do not need to estimate the elasticities λ i and ζ i . Finally, the counterfactural employment shares of manufactures are directly obtained by using the market clearing condition in the labor marked u mt = 1 − u at − u st . Figure 5 compares the path of the counterfactual employment shares { u it } 2005 t=1948 with the one followed by actual shares {u it } 2005 t=1948 . We first observe that the fit of the counterfactual shares to the actual shares are not perfect. This is a consequence of two facts: (a) the luck of precision in the estimation of the elasticities; and, more importantly, (b) the omission of other possible mechanisms of structural change like, for instance, resource allocation to home production and leisure or international trade.
[Insert Figure 5 ] However, the goodness of fit is still very large as is confirmed by the Pearson's correlation coefficient (R), the root mean-square error (RMSE) and the Theil U statistic (U) of the regression of the actual employment shares with respect to the counterfactual shares provided by Table 4 . This table analyzes the performance of the simulation containing all mechanisms as well as the counterfactual simulations where one of the mechanism is turned off. Hence, their results provides an accounting exercise of the contribution of the different mechanisms for the entire sample period. We make this exercise for each sector. Our simulations show that the technological change and the technological substitution effects are the main mechanisms in explaining the evolution of the employment share in agriculture. Observe that the RMSE , for instance, largely increases when one of these mechanisms are turned off. By the contrary, the real income effect and the technological substitution effect are basically the main mechanisms for the evolution of the employment share in services, although the technological substitution effect has some incidence. Hence, all mechanisms play a significant role in explaining the structural change observed throughout the sample period. 12 All of these mechanisms are then possible sources for the transmission of structural shocks like, for instance, fiscal policy to the aggregate economy.
[Insert Table 4] The results in Table 4 illustrate that the mechanisms operate in opposite direction, so that the structural change results from the counterbalance among these mechanisms. The sign of Pearson's correlation coefficient R informs about the direction of the force that each mechanism exerts on the sectoral employment shares. Thus, if a negative coefficient results from eliminating one mechanism, this implies that the employment share would exhibit the opposite trend without the participation of this mechanism. In other words, we could conclude that this mechanism dominates in driving the employment behavior in that sector.
To show the specific contribution of each mechanism, we next simulate the predicted path of the ratio between the shares of employments in agriculture and in services: u a /u s . Table 5 shows the performance of the simulations of the ratio u a /u s . We observe that the largest contribution to the evolution of this ratio comes from the Technological Substitution Effect and the Demand Substitution Effect. Table 6 shows the contribution of each mechanism to the growth rate of the actual ratio u a /u s for the entire sample period and for some subperiods. We observe that the four mechanism explain together almost 72% of the growth rate of the ratio u a /u s in the entire period 1947-2010. The unexplained 28% of the growth is due to the omission of mechanisms and the errors in the estimation of the demand and technological mechanisms. Except for the Demand Substitution Effect, the other mechanism has a positive contribution to the observe decrease in this ratio. We also conclude that the Technological Change Effect has the larger contribution (57%), followed by the Real Income effect (23%), Demand Substitution Effect (−14%) and, finally, the Technological Substitution Effect (6%). This ranking and the contribution of the mechanism largely change along the sample period. In particular, we should remark the large variability in the length and the sign of the contribution from the Technological Substitution Effect.
[Insert Tables 5 and 6] One advantage of our analysis is that we can decompose the observed patterns of structural change in two elements: (a) the contribution of the primary variation in prices, income and sectoral TFPs; and (b) the contribution of the changes in preferences and technologies, which are covered by the variation in demand and technological elasticities (i.e., µ i , σ ij , α i and π i ). In order to measure the relative contribution of these two set of elements, we now repeat the previous analysis by taking the value of these elasticities at their respective cross-time average values (see Table 2 ). In this way, we approximate the contribution of the variation in prices, income and sectoral TFPs to the observed structural change in the entire sample period. Of course, the contribution of the variation in the elasticities can be derived as a residual. Figure 6 and Table 7 provide the fit of these new counterfactual simulations. The results on the relative contribution of the four derived mechanisms (i.e., real income, demand substitution, technological substitution and technological change effects) still maintain when we consider time invariant elasticities. Furthermore, and more remarkly, the performance of our simulations worsens when the elasticities are taken constant. This is specially clear in the case of agriculture, whereas the performance is only slightly worse in manufactures and services. Therefore, assuming functional forms for preferences and technologies that imply constant elasticities limits the ability of the models to explain the structural change.
[Insert Figure 6 and Table 7 ]
We conclude that the four mechanisms of structural change characterized in this paper have contributed substantially to the observed structural change in US from 1947 to 2005. As was shown, they may drive structural change in opposite directions. However, the observed structural change is the final result from the balance between these forces. Hence, any multisector growth model built to analyze the effects of structural shocks like, for instance, fiscal policy should consider all those mechanisms. Otherwise, one can derive biased results of those effects.
Concluding Remarks
We have developed a theoretical and empirical analysis to identify all possible mechanisms driving the observed structural change and to disentangle the deep fundamentals of these factors. We have found that the following mechanisms have had a large effect on the dynamics of sectoral employment shares: (i) the income effects from the growth of income and from changes in relative prices; and (ii) the demand substitution and technological substitution effects caused by the variation of prices derived from sectoral-biased technological progress, capital deepening and sectoral differences in capital-labor substitution. The income effect from the growth of income and the technological effects have reallocated labor from agriculture to manufactures and services, whereas the demand substitution effect and the income effect, both derived from the variation in relative prices, have considerably restrained the previous movement of labor. Furthermore, we have shown that the economic fundamentals that are behind of structural change are: (i) the income elasticities of the demand for consumption goods; (ii) the Allen-Uzawa elasticities of substitution between consumption goods; (iii) the capital income shares in sectoral outputs; and (iv) the elasticity of substitution between capital and labor in each sector. These economic indicators determine the relative importance of the growth rates of aggregate income, relative prices, rental rates and technological progress for the structural change.
The research in this paper could be improved and extended in some directions. In the theoretical part, we could include international trade, home production and leisure. On the one hand, we conjecture that an important fundamental driving the effect of international trade would be the elasticities of demand for imported goods and the Allen-Uzawa elasticities of substitution between domestic and foreign consumption goods. In this sense, the analysis should not be very different to that developed in this paper after having incorporated foreign consumption goods to the composite good from which individuals derive utility. On the other hand, in the case of leisure and home production, one would expect that the complementarity between goods and services would be crucial for the structural change as was pointed out by Cruz and Raurich (2018) .
The empirical part of our analysis might be modified in the following points. First, we might also estimate the demand elasticities by using a more flexible functional form for the indirect utility function. In other words, we might confront whether or not the estimation of a translog indirect utility function is more precise than the estimation of the Rotterdam model considered in the paper. Second, we might try to improve the estimation procedure by considering other methods and by extending the length of the period. Finally, we might perform a cross-country analysis conditioned on the availability of data.
In addition to the previous extensions, we might also postulate a dynamic general equilibrium model that includes all the mechanisms of structural change. We should calibrate this model by using our estimations of the fundamentals behind these mechanisms. This would first allow us to study numerically how is the fit of the observed structural change. We then can use this model to develop experiments to assess the effects of fiscal policy and public regulations on sectoral and aggregate variables.
A. Revisiting the related literature
We apply our general analysis in the paper to those models of structural change commonly used by the literature on economic growth and development. All of these proposals assume particular functional forms for preferences and technologies. In this section, we compute the income elasticities, the Allen-Uzawa elasticities, the sectoral capital income shares, the elasticities of substitution between production factors and the TFP-elasticities of capital-labor ratio and output for these particular functional forms. We will focus on the following proposals: . We next analyze each of these proposals.
A.1. Structural change based on non-homothetic preferences
One existing thesis to explain the observed structural change is based on the sectoral differences in the response of the demand to the growth of income. 13 Let us illustrate the mechanics of this proposal. As in Kongsamunt et al. (2001) , we consider a model where production functions are identical in all sectors, i.e., Y i = F (s i K, u i L, A i ). Consider also that there is free mobility of capital and labor across sectors, so that rental rates are the same in all the sectors, i.e., r i = r, w i = w and, thus, ω i = ω. We also assume unbiased technological change, so that γ i = γ for all sector i. Since r i = r for all i, we can derive from (2.4) that the relative prices are p i /p m = (A m /A i ) ζ . Hence, the relative prices are time invariant under these technologies, so thatṗ i /p i −ṗ m /p m = 0 for all i. All of these supply-side properties imply that the following partial effects in (3.8) are not operative in this model: (a) the demand substitution effect E DS i , because the relative prices p i /p m are constant and the Homogeneity Contition (2.17) implies that m j=1 σ ij x j = 0; and (b) the technological substitution effect E T S i because k i = k, α i = α and π i = π for all sector i in this case. The dynamics of the sectoral employment shares are then only driven by the real income effect E RI i , and the technological change effect E T C i . Consider also the following Stone-Geary preferences, which are a particular form of non-homothetic preferences:
where ε = 1/(1− ρ) is now the elasticity of substitution between effective consumptions c i − c i for all i = 1, ..., m. 14 To derive the consumption demands, we first maximize (A.1) subject to the constraint (2.12) . From the first order condition of this problem, we obtain
for all i an j. Manipulating this expression, we obtain
We now manipulate constraint (2.12) to obtain
Finally, we substitute (A.2) in the previous equation to get:
3) defines implicitly the demand for good c i as function of prices, income or total expenditure c and minimum consumptions. Note that P is not the usual consumption price index associated with a CES consumption index. This standard consumption price index would be P 1 1−ε . However, we can define P as an alternative price index.
We next characterize the properties of these consumption demands by deriving the income and the price elasticities. Firstly, by applying the implicit function theorem to (A.3), we obtain
Hence the income elasticity is given by
for all i.
14 The elasticity between gross consumptions ci should be computed because is not only determined by ε but also by the minimum consumptions ci. In any case, we assert that this elasticity is not relevant for structural change.
for services. Finally, we must remark that structural change crucially depends on the ratio c i / c i , which measures the intensity of minimum consumption requirement on the good produced by each sector. As shown in Alonso-Carrera and Raurich (2015), this intensity determines the value of the income elasticity of the demand of these goods and, therefore, governs structural change.
A.2. Structural change based on sectoral-biased technical progress
Baumol (1967) asserted that differential productivity growth across sectors would be the engine of structural change. Ngai and Pissarides (2007) illustrate the mechanics of this second thesis of structural change by introducing an exogenous and sectoral-biased process of technological progress in a multisector growth model. More precisely, they propose a growth model similar to the one considered in the previous subsection with two main differences. On the one hand, they consider that there are not minimum consumption requirements, i.e., c i = 0 for all i. Observe that the following properties hold with this assumption: µ i = 1, σ ij = ε for i = j and σ ii = ε (x i − 1) /x i . Therefore, as follows from (3.8) , the real income effect E RI i is not operative in this new framework in explaining the change in the sectoral composition of employment. In addition, the aforementioned authors also assume that production functions are Cobb-Douglas and identical in all sectors except for their rates of total factor productivity growth. More precisely, they consider that technological change is sectoral-biased (i.e., γ i = γ j ) and Hicks-neutral (i.e., λ i = 0 and ζ i = 1). As in the model of the previous subsection, this firstly implies that the technological substitution effect effect E T S i in (3.8) is not operative because α i = α, π i = 1, r i = r, w i = w and, thus, ω i = ω. Furthermore, since r i = r for all i, we can derive from (2.4) and (2.5) that the relative prices are as before p i /p m = (A m /A i ) . However, relative prices are now time varying witḣ p i /p i −ṗ m /p m = (1 − α) (γ m − γ i ) because of the sectoral-biased technological change.
Therefore, in the model proposed by Ngai and Pissarides (2007) the change in the sectoral composition between any sectors i and j is fully determined by the demand substitution effect E DS i and the technological change effect E T C i in (3.8) . In particular, by using the value of the Allen-Uzawa elasticities and the growth rate of relative prices in this model we obtain from (3.8) that
This condition imposes a condition on the elasticity of substitution between goods ε. Provided that technological progress is sectoral-biased, structural change takes place if and only if ε = 1. Furthermore, observed data show that structural change in the developed economies consists of a shift of employment from agriculture to services, as well as a larger growth rate of TFP in the former sector than in the latter. Hence, we need to impose that ε < 1 to replicate this pattern of structural change with the model considered in this subsection.
A.3. Structural change based on capital deepening
Acemoglu and Guerrieri (2008) proposed an alternative way of incorporating the thesis proposed by Baumol (1967) : structural change is a consequence of the combination of sectoral differences in capital output elasticities with capital deepening. In this case, the increase in the capital-labor ratio raises the productivity of the sector with greater capital intensity relative to the other sectors, which causes differential productivity growth across sectors. To illustrate this thesis, consider a model with homothetic preferences (i.e., µ i = 1 for all i), unbiased technological change (i.e., γ i = γ for all sector i), free mobility of capital and labor across sectors (i.e., r i = r, w i = w and ω i = ω), and sectoral technologies that exhibit different capital income shares. In particular, consider that the production functions are given by (2.1) with π i = 1 for all i, such that
In this case, since α i = ϕ i for all i, µ i = 1 for all i, σ ij = ε = 1/ (1 − ρ) for all i = j, σ ii = ε (x i − 1) /x i for all i, λ i = 0 and ζ i = 1, we obtain from (3.8) that structural change is given by
i.e., only the demand substitution effect E DS and the technological substitution effect E T S are operative in this model economy. The dynamic adjustment of aggregate capital-labor ratio k alters the sectoral composition through two channels. Firstly, capital deepening implies that production increases more in the sector with a larger capital output elasticity. In addition, this first change in the sectoral composition of aggregate production alters the relative prices and, therefore, the sectoral composition of demand for consumption goods, which also changes the sectoral reallocation of inputs. Note that Conditions (2.4) and (2.5) imply under the technologies (A.9) that
Hence, we obtain from (A.10) that
Structural change requires in this case ε = 1 and ϕ j = ϕ i . Therefore, in this case, the relative capital shares across sectors (ϕ i /ϕ j ) also determine the direction and intensity of structural change. In particular, we can directly derive the conditions to replicate ∆ ij < 0 observed in the data (where i is agriculture and j services) when ϕ i /ϕ j > 1, as is suggested by Valentinyi and Herrendorf (2008) . Capital deepening implies thatω > 0 and the relative price of agriculture decreases. Hence, structural change reallocates labor from agriculture to services (∆ ij < 0) if and only if the goods produced in these sectors are complements, i.e., ε < 1.
A.4. Sectoral differences in capital-labor substitution
Alvarez-Cuadrado et al. (2017) shows that differences in the degree of substitutability between capital and labor across sectors also determine the relative importance of the technological substitution effect of structural change. We observe this by noting that in this case π i = π j , which determines the value and the sign of technological substitution effect E T S in (3.11) . Furthermore, observe that π i = π j also implies that capital income shares differ across sectors (i.e., α i = α j ). In this case, as capital accumulates, ω = 0 andṗ l = 0 for l = i, j, and if we assume homothetic preferences and non-biased, Hicks-neutral technological change, we obtain ∆ ij = E DS + E T S .
A.5. Long-run income and prices effects of structural change
As was pointed out before, some authors like, for instance, Buera and Kabosky (2009), argue that one should combine income and price effects to replicate satisfactorily the observed patterns of structural change. However, this interaction may exhibit some methodological inconveniences. To be more precise, consider a model that combines the non-homothetic preferences (A.1) with sectoral production functions that only differ in the rates of technological change (in particular, let us consider again a Hick-neutral technological progress). In this case, we observe that:
1. The income effects driving structural change vanish in the long-run as the economy grows because c i / c i tends to cero for all i. Therefore, structural change is only generated by price effects in the long run.
Some parameters simultaneously determine both income and price effects.
Observe from (A.7) that the Allen-Uzawa elasticities σ ij are functions of income elasticities µ i and µ j for these preferences. Therefore, the income and price effects in (3.8) depend on the same fundamentals, which may complicate the empirical identification of these mechanisms. Comin et al. (2015) solve these two drawbacks of the models of structural change by considering a non-homothetic generalization of the standard Constant Elasticity of Substitution (CES) aggregator for consumption. In particular, they consider the following preferences:
where v is a composite good given by
With these preferences, the marshallian demands are given by
(A.13)
By inserting (A.13) in (A.12), we obtain
Log-differentiating the previous expression of c i with respect to c, we obtain
By applying the implicit function theorem to (A.13) we obtain after some simple algebra:
Plugging this derivative in (A.16), we obtain for the income elasticity as
where ε = m i=1 ε i x i . Finally, by differentiating (A. 14) we also obtain the price elasticities as
By applying the implicit function theorem to (A.13), we obtain after some simple algebra:
Hence, we can rewrite the price elasticities as
Using (3.2), we directly derive the Allen-Uzawa elasticities of substitution: σ ik = η and
As in Subsection A.2, we also consider that the production functions are Cobb-Douglas and identical in all sectors except for their rates of total factor productivity growth, such that α i = α, π i = 1, r i = r, w i = w and, thus, ω i = ω. In this case, we obtain from (3.8) that
Comin et al. (2015) do not express structural change as a function of the growth rate of consumption expenditure c, but as a function of the growth rate of composite good v. However, we can prove their structural change condition is equivalent to (A.18). By log differentiating (A.13) with respect to time , we obtain
By using (A.15), we directly obtaiṅ
Finally, inserting (A. 19 ) in (A.18), and using (A.17) and the fact thatṗ k p k = (γ m − γ k ) as was shown in the previous section, we obtain
which is exactly the expression of structural change provided by Comin et al. (2015) . 
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