Introduction
In this paper we describe ROSENHEIM, the RObust SENtence level arcHitecture for Efficient Incremental Multi-sentence interpretation. An implementation of the ROSENHEIM architecture is currently part of the WHY Conceptual Physics Tutoring System [Graesser et al., 2001] , one of several recent dialogue based tutoring systems [Rosé et al., 2001] [ Aleven et al., 2001] [ Core et al., 2001 ] [Graesser et al., 1999] . The WHY system assists students in creating and revising multi-sentence, typed physics explanations while receiving feedback from the system during each revision cycle.
One obstacle that currently makes it impractical for dialogue systems to make use of sophisticated natural language understanding technology, such as deep syntactic and semantic analysis, and discourse level analysis, is the tremendous computational expense involved, especially for long input texts. This type of processing is desirable, however, for applications like intelligent tutoring where the goal is to detect the subtle ways in which student misconceptions are encoded in their explanations. The ROSEN-HEIM architecture overcomes this obstacle by processing the users' utterances as they are being spoken or typed, thus hiding as much of the necessary processing time as possible, and drastically reducing the time in between when the user's turn is finished and when the system can respond.
The ROSENHEIM architecture is general purpose for applications with natural language input, whether typed or spoken. ROSENHEIM's incremental parser has been demonstrated to complete parsing input texts within a third of a second of when they have been finished being entered even at a word input rate of 180 words per minute, which is roughly the average rate of human speech. Our goal is to achieve a good balance between the preciseness of symbolic approaches and the imperviousness of text classification approaches. In particular we make use of both a version of the previously introduced LCFLEX robust parser [Rosé and Lavie, 2001] for symbolic processing that we have incrementalized as well as Rainbow [McCallum, 1996] , a Bayesian text classification package, as a fail-soft fall-back strategy when the parser fails. In both cases, the target representation is a set of one or more first order propositions. The form of the output representation is easily adaptable, however, for use in other systems.
Motivation
At the heart of ROSENHEIM is a new incremental version of the LCFLEX robust parser [Rosé and Lavie, 2001 ]. Very few modifications to the original LCFLEX robustness techniques described in [Rosé and Lavie, 2001] were necessary in order to adapt them for the new incremental version, full description beyond the scope of this short abstract.
From an efficiency standpoint, it is the incrementality of this new version of LCFLEX that makes it uniquely appropriate for the ROSENHEIM architecture. Here we use incrementality to refer to the process of parsing text as it is entered and edited rather than waiting to begin processing until it has been typed in its final form. As the text is progressively revised, only minimal changes are made to the chart. Previous incremental parsers are described in [Vilares Ferro and Dion, 1994 ] [Wagner and Graham, 1995] [Vilares Ferro and Alonso Pardo, 1995] [Wirén, 1992] . However, these parsers are only weakly incremental. Although they revise their internal representations on successive analyses as their input is revised, they do not process their input as it is being entered. Instead they process their input text as a whole when an explicit command is given. Thus, they waste the time the user spends entering text, time that could be used to absorb the majority of the processing time. Furthermore, they simplify the problem. The challenge of fully incremental parsing of text as it is being typed and revised is effectively coordinating the parallel tasks of keeping the lexical edges in the chart consistent with the text as it is being entered and modified at the interface, detecting when edges in the chart become invalid and removing them, and proceeding with the analysis of the lexical edges currently in the chart. The ROSEN-HEIM architecture was designed to uniquely avoid inadvertently building analyses using invalid edges that have not yet been identified as invalid. After that we will divide this task into sub-tasks and lay out an efficient scheduling algorithm for them. Figure 1 contains an inventory of the sub-tasks that are involved. The interface collects edit operations as they are either typed or spoken. An edit operation consists of (1) the name, i.e., either add or delete, (2) the position in the input buffer, and (3) in the case of an add, the lexical item added. To process an edit operation, first the chart is modified at the lexical level. For an add operation, a lexical edge is inserted into the indicated position. For a delete operation, a lexical edge is deleted. Whenever one or more edges are deleted, each dependent edge, i.e., such that one or more of the deleted edges were used in the derivation of that edge, must also be deleted. As indicated in Figure 1 , the time it takes to perform these very cheap tasks is negligible.
Scheduling
Next, at each position in the chart, the chart parsing algorithm must be applied so that any edge that can be created that does not duplicate an edge already in the chart is created and inserted into the chart. Edit cycle markers on edges and chart positions make it very quick to determine which, if any, new edges must be created at each chart position. When this process is finished, a complete all-paths parse for the entire input buffer will have been computed. In line with Figure 1 , the bulk of parse time is spent on these Semi-Expensive tasks.
The input buffer is automatically divided into regions roughly at sentence boundaries. After a region is parsed, it is disambiguated using LCFLEX's statistical disambiguation algorithm. At this point, a parse quality heuristic [Lavie, 1995] can be applied to that parse to determine whether it is an acceptable analysis. If an acceptable analysis is found, it is reformatted into a set of first order propositions. The Rainbow statistical text classification program [McCallum, 1996] is used to deal with cases where the parser fails to construct and analysis. Rainbow uses a statistical word model trained on a corpus of tutoring dialogues to classify text using a Naive Bayes classification method with Laplace smoothing and a unigram event model. Input sentences are assigned by Rainbow to semantic classes that have been paired with sets of first order propositions. Thus, the result is in the same form regardless of whether it comes from the parser or the statistical classifier. Applying the Bayesian Classifier is very cheap. It is classified as a Region Level task in Figure 1 because it is only applied after a region has been fully parsed and disambiguated.
The interface is continually available for the user to manipulate. As a separate process, ROSEN-HEIM's scheduling algorithm loops continuously until the student's turn is complete and all of the edit operations have been fully processed at all levels. On each loop, it retrieves all of the new edit operations from the interface and performs all the tasks classified as Cheap in Figure 1 . Next the one Semi-Expensive task is performed at the next chart position where it is necessary. If there is a region that has been fully parsed but not disambiguated, then the Very Expensive tasks as well as the Region Level task if necessary are performed for that region. Whenever an edit operation is performed in a region that had been fully parsed, it loses the status of being fully parsed. Thus, when it becomes fullyparsed again, the region will be disambiguated again to keep the result consistent with the user's text.
Evaluation
To evaluate the effectiveness of the ROSENHEIM scheduling algorithm, we ran an evaluation over 44 previously collected student essays ranging from 10 to 128 words long. Each edit operation was recorded in a log file along with a time stamp so that the log file can be replayed in order to simulate the student's typing. The essays were parsed using the CARMEL syntactic grammar (with 419 rules), the COMLEX lexicon [Grishman et al., 1994] (with 40,000 lexical entries), and the WHY ontology (with 123 semantic concepts).
We compared the ROSENHEIM approach with a serial processing approach using the non-incremental version of LCFLEX. In each case, we measured the time in seconds in between when the student finished typing and when WHY completed its sentence level processing of the input (including statistical disambiguation and Bayesian classification where necessary). The results are displayed in Figure 2 . Note that since LCFLEX us- ing the CARMEL grammar constructs the syntactic and semantic analysis for a text in parallel, parse times on essays of similar length can vary widely depending upon how much uninterpretable text the student types. Nevertheless, the ROSENHEIM architecture is a clear win, often responding almost 6 times faster than the serial approach. Furthermore, Figure 3 demonstrates that only a very small part of the student's typing time is being used for ROSEN-HEIM's incremental sentence level understanding, which leaves a great deal of time, even up to 5 or 10 minutes on longer essays, to absorb a large amount of discourse level processing time as well.
