ABSTRACT. The problem of computing saddle points is important in certain problems in numerical partial differential equations and computational chemistry, and is often solved numerically by a minimization problem over a set of mountain passes. We propose an algorithm to find saddle points of mountain pass type to find the bottlenecks of optimal mountain passes. The key step is to minimize the distance between level sets by using quadratic models on affine spaces similar to the strategy in the conjugate gradient algorithm. We discuss parameter choices, convergence results, and how to augment the algorithm to a path based method. Finally, we perform numerical experiments to test the convergence of our algorithm.
INTRODUCTION
We begin with the definition of a mountain pass. Definition 1.1. Let X be a topological space, and consider a, b ∈ X. For a function f : X → R, define an optimal mountain passp ∈ Γ(a, b) to be a minimizer of the problem inf p∈Γ(a,b)
Here, Γ(a, b) is the set of continuous paths p : [0, 1] → X such that p(0) = a and p(1) = b.
The pointx is a critical point if ∇ f (x) = 0, and the critical pointx is a saddle point if it is not a local maximizer or minimizer on X. The value f (x) is a critical value if x is a critical point. We say thatx is a saddle point of mountain pass type if there is an open set U containingx such thatx lies in the closure of two path connected components of {x ∈ U : f (x) < f (x)}. In the case where f is smooth and an optimal mountain passp : [0, 1] → X exists, the maximum of f onp ([0, 1] ) is a saddle point.
The problem of finding saddle points numerically is important in the problem of finding weak solutions to partial differential equations numerically. Some of the theoretical references include [15, 20, 21, 22, 25] . See also the more accessible reference [11] . The original paper of a mountain pass algorithm to solve partial differential equations is [4] , and it contains several semilinear elliptic problems. Particular applications in numerical partial differential equations include finding periodic solutions of a boundary value problem modeling a suspension bridge [6] (introduced by [12] ), studying a system of Ginzburg-Landau type equations arising in the thin film model of superconductivity [7] , the choreographical 3-body problem [2] , and cylinder buckling [10] . Other notable works in computing saddle points for solving numerical partial differential equations include the use of constrained optimization [9] , extending the mountain pass algorithm to find saddle points of higher Morse index [5, 14] (See also the theoretical foundations in [19] ), extending the mountain pass algorithm to find nonsmooth saddle points [26] , and the exploitation of symmetry [23, 24] .
The problem of finding saddle points numerically is by now well entrenched in the chemistry curriculum. In transition state theory, the problem of finding the least amount of energy to transition between two stable states is equivalent to finding an optimal mountain pass between these two stable states. The highest point on the optimal mountain pass can then be used to determine the reaction kinetics. The foundations of transition state theory was laid by Marcelin, and important work by Eyring and Polanyi in 1931 and by Pelzer and Wigner a year later established the importance of saddle points in transition state theory. We cite the Wikipedia entry on transition state theory for more on its history and further references. Numerous methods for computing saddle points were suggested through the years, and we refer to [8] for a survey. A software for computing saddle points in chemistry is Gaussian 1 . Tools for computing transition states 2 are also included in VASP 3 . Though the entire optimal mountain pass is needed for such an application, the process of computing saddle points often gives hints on an optimal mountain pass.
As mentioned in [13] , our initial interest in the problem of computing saddle points of mountain pass type comes from computing the distance of a matrix A ∈ C n×n to the closest matrix with repeated eigenvalues (also known as the Wilkinson distance problem).
Many of the prevailing methods of finding an optimal mountain pass make use of the formulation (1) directly and discretize a path in Γ(a, b). See [8, 17] for example. This discretized path is perturbed so that the maximum value of f along the path is reduced. The proof of the celebrated mountain pass theorem [1] (which establishes the existence of saddle points under some added conditions) shows that such a strategy allows one to find a saddle point.
We recall the classical theory of numerical optimization to get some ideas on how to design algorithms for the mountain pass problem. Global optimization is provably difficult without additional assumptions, so one looks at the local theory. Optimization algorithms are then judged based on how well they perform once the iterates get close to the minimizer. The global mountain pass problem is also provably difficult, so once again we look at local methods. For a local theory of the mountain pass problem, observe that the saddle points of mountain pass type can be seen as the bottlenecks at which an optimal mountain pass has to pass through. The process of identifying such bottlenecks can then give clues to how an optimal mountain pass can be constructed. Algorithms for finding saddle points of mountain pass type can therefore be judge based on how well they perform once they get close to the saddle point.
For a value l ∈ R, we say that {x ∈ X | f (x) ≤ l} is a level set. The idea of using level sets to establish lower bounds for critical values and to successively find the closest points in the level sets to estimate the saddle point was proposed in [16] and revisited in [13] (written without knowledge of [16] ). Suppose {l i } is an increasing sequence and the sequences of points {x i } and {y i } are such that x i and y i lie in different components of the level set {x | f (x) ≤ l i }. If the sequences {x i } and {y i } have a common limit, then this common limit is a critical point. Using level sets has several computational advantages. Only two points are needed at any time during the computations instead of a discretized path. Much of the computational effort is then performed near the saddle point, which can be seen as a bottleneck that all optimal mountain passes must pass. The distance x i − y i gives an indication of the algorithm progress. Lastly, it was proven in [13] that, provided black boxes for finding closest points to components of the level set and for the minimization of the function f on an affine space exist, we have local superlinear convergence to the saddle point. Figure 1 contrasts the two strategies for finding saddle points of mountain pass type.
x 2 x 3 x 1 y 3 y 2 y 1 z FIGURE 1. The diagram on the left shows the classical method of perturbing paths for the mountain pass problem, while the diagram on the right shows convergence to the critical point by looking at level sets, as was done in [13] and this paper.
Another technique we borrow from optimization theory is to make use of the fact that the function f has a quadratic approximation at where it is smooth, and in particular at the critical points. The quadratic approximation is the basis on which Newton methods, quasi-Newton methods and the conjugate gradient algorithms are derived. All known algorithms achieving fast convergence (i.e., quadratic, superlinear, or linear convergence) are one of the above-mentioned algorithms, trying to find x such that ∇ f (x) = 0 by solving the associated linear system obtained from the quadratic approximation. Any algorithm that can converge fast to the saddle point should be similar in some way to the above-mentioned algorithms.
The analysis in [13] uses the following approximation of f at the saddle pointx:
To simplify our analysis, we assume that X = R n throughout so that f : R n → R. A common assumption in finding saddle points of mountain pass type is that of nondegeneracy. The saddle pointx is said to be nondegenerate if the Hessian H(x) is nonsingular. The more restrictive C 2+ condition, equivalent to the Hessian mapping H : R n → R n×n being locally Lipschitz atx, can be realistically assumed for many practical problems. The smoothness of f at a critical pointx gives the approximation (2), and a similar approximation can be written for the gradient ∇ f . For the analysis in this paper, we concentrate on the theory of finding saddle points in the case where the Hessian H(·) is constant. This is equivalent to assuming that f : R n → R is defined by f (x) = 1 2 x T Hx + g T x + c and ignoring the higher order terms, which is analogous to the textbook analysis of the steepest descent and conjugate gradient algorithms for optimization in quadratic problems. These assumptions simplify much of the analysis and brings out the main ideas of how an iterative method can find the saddle point with preferably way fewer than n iterations. Since the textbook analysis of conjugate gradient algorithms discusses only the exact quadratic case and not the smooth case, we shall only analyze the exact quadratic in this paper. There are some parallels between the saddle point problem surveyed in [3] and the material in this paper.
The following fact about saddle points of mountain pass type will also be used throughout. The Morse index of a nondegerate critical point is the number of negative eigenvalues of its Hessian.
, which has a critical point at 0 and critical level 0. Let l < 0. In our algorithm, we first find the closest points of the two components of {x : f (x) ≤ l} on a line. Then through information obtained from the gradients and function values, we approximate the behavior of f on a larger affine space and find pairs of points closer to each other in the respective components. This process continues until we found points sufficiently close to each other. The main strategy in this paper to find saddle points of mountain pass type is as follows. Assume that f has a quadratic approximation near the saddle pointx. Let l i be a lower bound on the critical value f (x). Through evaluations of f nearx, we can find the behavior of f on successively larger affine spaces. Such a strategy is analogous to the conjugate gradient algorithm. From these better estimates, we can approximately find the closest pair of points in the respective components of the level set {x : f (x) ≤ l i }. This procedure addresses a difficulty in [13] , and is illustrated in Figure 2 and elaborated in Sections 3 and 4 in particular. We can increase the level l i till l i is sufficiently close to the critical level f (x), and thus find the critical pointx.
We outline the sections in this paper. After building the needed background on quadratic models in Section 2, we propose an algorithm in Section 3 to find saddle points of mountain pass type using quadratic approximations on affine spaces of the level set. Sections 4 and 5 explain the choices of d 2 and l i in the algorithms in Section 3. In Section 6, we explain briefly how our algorithm can be augmented into a path-based algorithm. We prove some convergence results of our methods in Section 7, and show how our algorithms perform for quadratic problems in our numerical experiments in Section 8. These numerical experiments give an indication of how the algorithm can perform once it gets close to the saddle point.
1.1. Notation. We denote the set of symmetric matrices in R n×n by S n . The lineality space of an affine space A passing through a point z is equal to the subspace A − z.
QUADRATIC MODELS
For f : R n → R, the second order Taylor approximation motivates the quadratic model 1 2 x T Hx+ g T x + c to describe the behavior of f near a critical pointx. This section discusses issues related to quadratic models.
We begin with the following elementary result. We say that f : R n → R is a quadratic with unknown parameters if f (x) = 1 2 x T Hx + g T x + c for unknown parameters H ∈ S n , g ∈ R n and c ∈ R. We say that d + 1 points are in general position if the affine space containing these points has dimension d. Proposition 2.1. (Determining quadratic models) Suppose f : R n → R is an exact quadratic with unknown parameters. Suppose L ∈ R n×d has linearly independent columns. To determineH
we need the valuef (v i ) and the gradient ∇f
Proof. The problem is equivalent to determiningĤ,ĝ andĉ such that
With an orthogonal transformation, we can assume that the span of 
we can determine the value ofĤ d,d .
The next result describes the behavior of the level sets of a quadratic near a saddle point.
Proposition 2.2. (Optimality in quadratic models) Suppose f : R n → R is defined by f (x) = 1 2 x T Hx + g T x + c, where H has eigenvalues {λ i } n i=1 arranged in decreasing order, with λ i > 0 for 1 ≤ i ≤ n − 1 and λ n < 0.
(1) The critical point of f is −H −1 g, and the critical level of f is c −
q n , where q n is the eigenvector of unit length corresponding to the negative eigenvalue of H, are the minimizers of min x,y x − y s.t. x and y are in different components of {x ∈ R n : f (x ) ≤ l}.
Proof. Part (1) follows by noticing that ∇ f (x) = Hx + g and writing f (x) as
For part (2), we first show that {x ∈ R n : f (x) ≤ l} is the union of two convex components. Write H = QDQ T so that D is diagonal and Q is orthogonal, and write
Consider the set
For given values u 1 , . . . , u n−1 , provided that u n ≥ 0, we have
Consider the function g :
The set S + is the epigraph of g, so S + is a convex set if and only if g is a convex function. We proceed to show that g is convex, that is
Letṽ,w ∈ R n be such thatṽ
The Cauchy-Schwarz inequality gives ṽ 2 w 2 ≥ ṽ,w , which is exactly (3), establishing the convexity of g as needed. Similarly, S − defined by {u ∈ R n : h(u) ≤l, u n < 0} is also convex, and so {u ∈ R n : h(u) ≤l}, being the union of S + and S − , is the union of two convex sets. The closest points between the sets S + and S − are ± 2l λ n e n , where e n is the n-th elementary vector.
The sets {u ∈ R n : h(u) ≤l} and {u ∈ R n : f (
, and is related to {x ∈ R n : f (x) ≤ l} by an orthogonal transformation and a translation. This gives the formula ofx andỹ as needed.
ALGORITHM FOR FINDING SADDLE POINTS
In this section, we present an optimality condition for the closest points of level sets, followed by our main algorithm to find saddle points of mountain pass type. Here is our first observation of level sets.
Proposition 3.1. (Closest points to level sets of functions) Suppose that two sets A, B in R n are defined by A = {x : f (x) ≤ l} and B = {x : g(x) ≤ l} for l ∈ R and C 1 functions f : R n → R and g : R n → R. Assume that A and B are convex, and that A ∩ B = / 0. The pointsā ∈ A andb ∈ B are minimizers of
if and only if
Proof. For the forward direction, fixā and consider
Since B is convex, it is well known that the minimizer to the problem is the projection ofā to the set B and is unique. Furthermore,
,ā We now propose an algorithm for finding saddle points of mountain pass type, concentrating on the case where f is an exact quadratic to simplify our analysis. Algorithm 3.2. (Estimating critical level) Suppose f : R n → R is an exact quadratic with unknown parameters that has a Hessian with n−1 positive eigenvalues and one negative eigenvalue. This algorithm approximatesx such that ∇ f (x) = 0.
(
) Run Algorithm 3.3 to find 2 points x i and y i satisfying (7) forx = x i andỹ = y i . (4) If one of the convergence criteria holds:
Otherwise, let l i+1 > l i be a lower approximate of the critical value, increase the value of i and return to step 3. Our terminating condition is motivated by the optimality condition (5). For inputs l i < f (x) and x, y ∈ R n such that f (x) = f (y) = l i and a parameter 0 < ε 1, this algorithm returns two points x,ỹ ∈ R n such that f (x) = f (ỹ) = l i and (7) holds.
(3) Let A j be the affine space passing throughx j with lineality space the span of d 1 and d 2 .
Use Proposition 2.1 and further evaluations of f on A j to determine the quadratic model of f on A j (which will be exact since f is assumed to be quadratic). Consider
where S(z) is the component of the level set {u ∈ A j : f (u) ≤ l i } that contains the point z. Use Proposition 2.2 to find the minimizers to (6), and let them be the new iteratesx j+1 andỹ j+1 . Clearly, we have f (x j+1 ) = f (ỹ j+1 ) = l i . (4) Increase j, and go back to step 2 unless one of the convergence criteria holds:
(a) Forx =x j andỹ =ỹ j , we have
(b)
has sufficiently small norm. Note that in the algorithms above, there are still choices to be made on the value l i+1 in step 4 of Algorithm 3.2 and the direction d 2 in Step 2 of Algorithm 3.3, which we will discuss later. In Subsection 4.2, we shall see that the conjugate gradient algorithm is similar to Algorithms 3.2 and 3.3 combined. (3), let A j be the affine space passing through all previously evaluated points and x j + d 2 instead, and proceed as in the rest of step (3). This approach also corresponds to finding the quadratic approximation on the largest possible affine space with the data at hand. We refer to this the algorithm with this modification as Algorithm 3.2(H) and Algorithm 3.3(H).
For readers who wish to apply the methods in this paper for finding saddle points of Morse index higher than 1, the algorithms here can be extended in the spirit of [18] .
As remarked after Algorithm 3.3, the choice of d 2 has to be made in step (3) there. In this section, we present and explain the different choices of d 2 summarized in Table 2 .
Choosing two additional directions
The strategy in (3D) is to obtain the directions d 2 and d 3 such that both ∇ f (x j ) and ∇ f (ỹ j ) lie in the span of {d 1 , d 2 , d 3 }. We shall see in Remark 4.4 that this strategy is the best among the five strategies presented.
4.2.
Straightforward generalization of the conjugate gradient algorithm. We recall that the conjugate gradient algorithm, which is now considered classical in optimization, can be stated as follows.
Algorithm 4.1. (Conjugate gradient algorithm) Suppose f : R n → R is defined by f (x) = 1 2 x T Hx+ g T x + c, where H ∈ R n×n is positive definite. Then the conjugate gradient algorithm with starting iterate z 0 can be expressed as follows:
(1) Start with iterate z 0 ∈ R n , and let i = 0.
(2) Evaluate ∇ f (z i ), and let A i be the affine space through z 0 with lineality space spanned 
(MV) (Maximum violation of (7)) Choose d 2 by (3) Increase i by 1 and go to step 2 till ∇ f (z i ) is sufficiently small.
In step 2, the point z i+1 also minimizes f on the affine space A i . The gradient ∇ f (z i+1 ) is also orthogonal to the lineality space of A i .
We now explain the strategy (MG). Let the midpoint of the iteratesx j andỹ j in Algorithm 3.3 bez j . We see that ∇ f (z j ) is orthogonal the lineality space of the affine space A j . The midpoint z j plays the role of z i in the conjugate gradient algorithm above. If the direction d 2 in Algorithm 3.3(H) was chosen to be ∇ f (z j ), then Algorithm 3.3(H)(MG) is identical to the conjugate gradient algorithm stated in Algorithm 4.1 but with the condition that H be positive definite dropped. The midpointz j can also be calculated without computingx j andỹ j .
This strategy is also appealing for a few reasons. In Algorithm 4.1, finding the point z i+1 in Step 2 using Proposition 2.2 requires the solution of a linear system with a symmetric (though not necessarily positive definite) matrix but not an eigen-decomposition like in Algorithm 3.3. Algorithm 4.1 also does not require the knowledge of the Morse index of the critical point.
4.3.
Preserving the optimality condition (7). We now state an assumption that will be used later. 
Other facts immediate from Assumption 4.2 are that the mapping v → L j v +x j is a bijection between R 2 and the affine space A j passing throughx j with lineality space spanned by d 1 and d 2 .
We now explain the strategies (MV) and (PM), and first note the following easy result. 
and
, which gives
Similarly, if d 2 is chosen to be ∇ f (ỹ j ), then ∇f j ( ỹ j −x j e 1 ) = ∇ f (ỹ j ) , which gives
In view of the optimality conditions in (5), one choice of d 2 is marked as (MV) in Table 2 . In other words, the maximum violation of the optimality conditions is preserved in the model f j : R 2 → R. It is clear that (3D) preserves the violation in both optimality conditions. Notice also in Fact 4.3 that if d 2 were chosen to be ∇ f (x j ), then the projection of ∇ f (x j ) onto the subspace spanned by d 1 and d 2 is exactly ∇ f (x j ) itself. A similar thing happens if d 2 were chosen to be ∇ f (ỹ j ). This motivates another strategy (PM) in Table 2. 4.4. Using affine spaces to approximate the level set. We now explain strategy (MD), and give a second explanation for (MV). As illustrated in Figure 3 , the region {u ∈ R n : f (u) = l i } nearx j andỹ j can be approximated by
Provided that ∇ f (x j ) and ∇ f (ỹ j ) are not multiples of each other, the two affine spaces intersect in an affine space of dimension n − 2. Let the projection of 1 2 (x j +ỹ j ) onto this affine space bē z. We shall choose d 2 so that the affine space throughx j with lineality space spanned by d 1 and d 2 passes throughz. Such a strategy is sensible because if perturbingx j andỹ j withz −x j and z −ỹ j as tangent directions respectively can give good decrease, though not necessarily optimal decrease. To calculate d 2 , we observe that the normals of the intersection of the affine spaces in (11) are linear combinations of ∇ f (x j ) and ∇ f (ỹ j ). We can then write where α and β are determined by
∇ f (ỹ j ) gets too close to 0, the value of 1 2 (x j +ỹ j ) −z is likely to be much larger than x j −ỹ j , and is likely to cause numerical difficulties. For this reason, the method (MD) needs to switch to some other method if 1 2 (x j +ỹ j ) −z is greater than a fixed multiple of x j −ỹ j .
More sophisticated estimates of the closest points can be devised, but we shall see in Section 8 that (MD) performs well compared to the other algorithms.
Lastly, we consider the case of fixingỹ j and perturbingx j . The region {u ∈ R n : f (u) = l i } nearx j can be approximated by {u ∈ R n : ∇ f (x j ) T (u −x j ) = 0}. With elementary geometry, we can show that the best tangent direction to perturbx j in is
Choosing d 2 to be ∇ f (x j ) allows one to perturbx j in that direction. This strategy gives the same choice of d 2 as (MV) earlier. The case of fixingx j and perturbingỹ j is similar. Table 2 are linear combinations of ∇ f (x j ) and ∇ f (ỹ j ). Hence the method (3D) will always be better than the other methods.
Remark 4.4. (Directions in (3D)) The directions d 2 in the methods (MV), (PM), (MD) and (MG) in

MORE ON l i IN ALGORITHM 3.2, AND METHODS (MG) AND (3D)
In the case where f : R n → R is not necessarily a quadratic, the level l i in Algorithm 3.2 clearly needs to converge to a critical value so that the iterates converge to the corresponding critical point. Once near the critical point, the quadratic approximation gets better, and Algorithms 3.2 and 3.3 become more effective. In this section, we clarify that when f is a quadratic function, the role of l i is, on the contrary, not as important.
We look at the method (MG) in Table 2 . As remarked in Subsection 4.2, the strategy (MG) does not use the level set structure for its computations. The next result explains that the choice of l i is irrelevant for both (MG) and (3D). Proof. Letx j andỹ j be iterates in Algorithm 3.3. The direction d 1 is common to both strategies (MG) and (3D). By looking at the quadratic models on the affine space and using Proposition 2.2, we see that the direction ofỹ j −x j is independent of l i .
We first look at the case of strategy (MG). The corresponding d 2 equals ∇ f ( 1 2 (x j +ỹ j )), which in turn does not depend on l j . For strategy (3D), the directions d 2 and d 3 can be chosen to
Given that f is quadratic, the gradient map ∇ f : R n → R n can be written as ∇ f (x) = Hx + g, and is affine. We have
Since the direction ofx j −ỹ j does not depend on l i , the direction of
The analysis for (H)(MG) and (H)(3D) is similar.
The above result shows that in the case when f is quadratic, we can rewrite Algorithm 3.2 (MG) and (3D) as the following equivalent algorithm without making use of the variable l i . 
, where λ is any nonzero scalar. The vector d 3 needs to be calculated for (3D), but not for (MG). The affine space A i+1 for the different strategies all pass through z i+1 , but have different lineality spaces:
(i) For (MG), the lineality space of A i+1 is spanned by {d 1 , d 2 }.
(ii) For (3D), the lineality space of A i+1 is spanned by From this information we can deduce L i+1 . Increase the counter i by one and return to step 2 until the convergence criteria of ∇ f (z i ) being small in norm is met.
As can be seen from Algorithm 5.2, methods (H)(MG) and (H)(3D) are equivalent to a Krylov subspace method. In (H)(3D), the Krylov subspace grows by two dimensions instead of one in each iteration.
It is clear that while the other strategies in Table 2 do not enjoy the property in Proposition 5.1, they can be more effective when f is not a quadratic function. We have the following heuristic on the choice of l i+1 . Forx j andỹ j to be well defined, l i needs to be a lower bound of the critical level. If l i is found to be larger than the critical value, then l i can be reduced so that it is below the critical value. Contrast the management of l i to that in the main algorithm in [13] , where a sequence of lower bounds {l i } of the critical value is obtained through an optimization procedure. The {l i } there converges superlinearly to the critical value.
AUGMENTING IDEAS TO A PATH BASED ALGORITHM
A commonly used method of finding an optimal mountain pass is still to discretize and perturb a path between two endpoints so that the maximum along the path decreases. We now remark on how the idea of finding a quadratic expression near a critical point can be augmented to a path based algorithm.
A basic path-based algorithm can be described as follows. 
If ∇ f (p) sufficiently close to 0, then algorithm ends. Otherwise, perturb the path p 1 , p 2 , . . . , p k based on the gradient ∇ f (p) and other information. The path may also be refined (i.e., more points can be used to describe the path) as necessary. Return to step 1.
The ideas on finding a quadratic approximation near the saddle pointx can be incorporated into the basic path based algorithm. The pointp is the point most likely to be closest to the saddle point, and the evaluations of f nearp can be used to deduce the quadratic approximation of f nearx. The quadratic approximation of f on an affine space throughp can be constructed through Propositions 2.1 and 2.2. The critical point is estimated to bep − H(p) −1 ∇ f (p) like in a Newton method, but because the full information of H(p) −1 may not be easily available, ideas from the algorithm we proposed can give a good indication of how to perturb the path p 1 , p 2 , . . . , p k to reduce the maximum value of f along the path.
CONVERGENCE ANALYSIS
In this section, we prove in Theorem 7.1 a formula describing the rate of convergence of algorithm (MG), and prove in Theorem 7.2 that Algorithm 3.3 will eventually find two points so that (7) is satisfied. We begin with the analysis of Algorithm 5. x T Hx + g T x + c. For the ith iterate z i , let the error e i be z i −z. Then for any positive definite matrix A, the errors e i satisfy
Proof. Let Π i be the set of polynomials p such that p(0) = 1. Then by using standard methods in the study of the convergence of the conjugate gradient algorithm (see for example [3, Section 9]), we have
(Convergence of iterates of Algorithm 3.3(MV)) Suppose Assumption 4.2 holds at iteration j. Then for any ε > 0, Algorithm 3.3(MV) produces some iteratex j * andỹ j * satisfying (7) forx =x j * andỹ =ỹ j * .
Proof. From Assumption 4.2, we infer that the second column of L is the unit vector in the direction of
Consider the modelf j (v) = 1 2 v TH j v +g T j v +c j , whereH j ,g j andc j are as chosen in (8) based on the iteratesx j andỹ j . Seeking a contradiction, suppose that (7) is violated for all iterates.
Recall that at iteration j, if d 2 was chosen to be ∇ f (x j ), then from Fact 4.3,
A similar inequality can be obtained if d 2 was chosen to be ∇ f (ỹ j ) instead. This means that the pair (0, ỹ j −x j e 1 ) are not the points in the model that minimize the distance between the components of {u ∈ R 2 :f j (u) ≤ l i }.
Step 3 in Algorithm 3.3 chooses iteratesx j+1 andỹ j+1 such that x j+1 −ỹ j+1 < x j −ỹ j .
From the formulas of the columns of L j in terms of d 1 and d 2 , we see that L j depends continuously on d 1 and d 2 . We shall first assume that
Under this assumption, d 1 and d 2 are continuous on the iterates (x j ,ỹ j ), so the parametersH j , g j andc j in (8) depend continuously on (x j ,ỹ j ) as well. This implies that the eigenvalues and eigenvectors ofH j also depend continuously, and thus the next iterates also depend continuously on that of the previous iterates through Proposition 2.2. Recall our earlier assumption that Algorithm 3.3 does not produce the iterates satisfying (7). By compactness arguments in R n , there is a subsequence of the iterates {(x j ,ỹ j )} not satisfying (7) converging to some (x , y ). Since f (x j ) = f (ỹ j ) = l i for all i, it follows that f (x ) = f (y ) = l i , and that (x , y ) do not satisfy (7) forx = x andỹ = y . If a step of Algorithm 3.3 were to be Objective (1) Minimizing x j −ỹ j , the distance between points in different components applied to {(x , y )}, then we get new iterates (x , y ) such that x − y < x − y . If the assumption in (12) were dropped, then if the iterates (x j ,ỹ j ) approach (x , y ), then next iterates (x j+1 ,ỹ j+1 ) approach two possible limits, say (x,ŷ) and (x,y), and both x −ŷ < x − y and x −y < x − y . The assumption that a subsequence of {(x j ,ỹ j )} converges to (x , y ) implies that the distance between iterates will not go below x − y , while the continuity of new iterates from the old iterates implies that there are sequences of iterates whose distances is arbitrarily close to x − y . With minor adjustments, we can show that a similar condition holds for the case where (12) fails. This is a contradiction, and gives us the conclusion we seek.
This theorem also tells us that Algorithm 3.3(H)(MV), Algorithm 3.3(3D) and Algorithm 3.3(H)(3D) converge.
While the convergence analysis pales in comparison to analogous results in optimization, it highlights that the second direction d 2 should be chosen so that
, e 1 and
, −e 1 should be as far away from 1 as possible to obtain decrease in the distance between components in the next iterate. Note that if f were assumed to be such that the Hessian is locally Lipschitz instead, the statement in Theorem 7.2 need not hold for all ε > 0 because the errors in estimating a quadratic model may lead to an inaccurate estimate of the points minimizing the distance between the components of the level sets in the affine space.
NUMERICAL EXPERIMENTS
We now describe our numerical experiments in Matlab to test our algorithm. 4 Specifically, we shall test Algorithm 3.3 for the various choices of d 2 in Table 2. 8.1. Objectives and greedy algorithms. We shall only be concerned with running Algorithm 3.3(H) for a particular value l i . While the clear objective in Algorithm 3.3(H) is to find the two closest points of the components of {u | f (u) ≤ l i }, we also use other objectives listed in Table 3 in our numerical experiments. Objectives (1) to (3) can be calculated as the algorithm progresses, but objective (4) is what one really wants to compute. In ill-conditioned problems, objective (2) may be close to the optimal value of 1, but far from achieving the minimum distance in objective (1) .
Other than the choice of directions in Table 2 , we introduce greedy algorithms to study whether the choice of direction d 2 in Algorithm 3.3. In what follows, the strategy (G1) will mean that at each step of the iteration, Algorithm 3.3 tries out all directions d 2 in Table 2 , then chooses the direction that best minimizes objective (1) in Table 3 . The strategies (G2), (G3) and (G4) are similar. Strategy (G4) is an "invisible hand" that brings the iterates as close to the true saddle point 0 as possible. It is not practical because the knowledge of the true saddle would mean that there is no need to run the algorithm.
In typical applications of the problem of finding a saddle point of mountain pass type, the cost of evaluating the function and its gradient is high, and may take hours or longer. Compared to Algorithm 3.3, Algorithm 3.3(H) (see Remark 3.4) takes advantage of the quadratic formulation to obtain fast convergence to the saddle point. Therefore, we shall only perform experiments to study Algorithm 3.3(H). Our experiments would give an indication of how fast the convergence to the critical point would be once the quadratic approximation is reliable.
Numerical experiments.
If f : R n → R is a quadratic, then we can, with an orthogonal transformation and translation, assume that f (x) = 1 2 x T Dx, where D ∈ R n×n is diagonal. The critical point is 0, and the critical value is 0. We shall also assume that the diagonal entries in D are arranged in descending order. This method also produces ill-conditioned matrices D. In an implementation of Algorithm 3.3, invoking Proposition 2.1 in step 3 to approximate the parameters of the quadratic approximation can be numerically difficult. We ignore such difficulties for the time being and study the effects of the different strategies discussed in this paper instead.
To start off our experiments, we generate the diagonal entries of D randomly from the uniform distribution on [0, 1] using the "rand" function in Matlab. The last eigenvalue will be chosen to be negative, and the rest will be positive. The critical level of f is 0, and we choose two pointsx 0 and y 0 such that f (x 0 ) = f (ỹ 0 ) = −1. The pointsx 0 andỹ 0 are chosen as follows. First, we choose the first n − 1 coordinates ofx 0 andỹ 0 randomly from the normal distribution using the "randn" function in Matlab. Next, we choose the last coordinate ofx 0 andỹ 0 so that f (x 0 ) = f (ỹ 0 ) = −1.
We first observe the effect of different strategies in the Tables 2 and 3 (except for (3D) , which is provably superior to the others). The results are summarized in Tables 4 and 5 .
The following observations can be made for the different strategies:
(1) A greedy method may not be better than a pure strategy in the long term.
(2) The iterates produced by (MV) is the best for objectives (1) and (2) in the short and medium term. (3) The iterates produced by (MG) has the best convergence of 1 2 (x j +ỹ j ) to the critical point (objective (4)) and of reducing the norm of the gradient (objective (3)). Note that as the algorithm progresses, x j −ỹ j will get smaller, so ∇ f (x j ) and ∇ f (ỹ j ) will be far too similar after some point. While (3D) can provably do a much better job if such numerical errors are not encountered, the above observation suggests that (MG) is a good strategy once close to the critical point. (4) The iterates produced by (MD) has the best decrease for objectives (1), (3) and (4) in the first iteration, and this decrease is sustained for the next few iterations for (3) and (4). For objectives (1) and (2), once (MD) switches to (MV) to overcome ill-conditioning, the performance of the iterates catches up quickly to do just as well as the pure strategy (MV).
We now study the performance of all pure strategies, including (3D). The performance is shown in Figure 4 . Here are some observations from Figure 4: (1) The strategy (3D) is the best among all choices in Table 2 , as expected. 0  0  13  17  0  0  12  58  0  0   8   57  41  2  0  27  28  2  0  8  35  0  0   9   53  37  10  0  37  26  6  0  9  21  1  0   10   53  37  10  0  22  23  6  0  10  39  0  0   11   42  34  24  0  15  24  10  0  7  44  0  0   12   40  34  26  0  19  23  15  0  7  36  0  0   13   35  33  32  0  23  28  18  0  6  24  1  0   14   31  33  36  0  22  24  24  0  2  27  1  0   15   36  40  24  0  19  34  16  0  4  26  1  0  TABLE 4 . In a run of 100 experiments for n = 100 for the first 15 iterations, the percentage of times for which the corresponding strategy is optimal is recorded. We compare among pure strategies in the first four columns, and compare the pure strategies together with the greedy strategies in the next eight columns. In strategy (MD), once ill-conditioning is encountered, we switch to (MV).
CONCLUSION AND OPEN QUESTIONS
We presented an algorithm for finding a saddle point of mountain pass type using quadratic models on affine spaces. Our algorithm is similar in some ways to the conjugate gradient algorithm. The choices one has to make in implementing the algorithm are explained, and some Table 4 . In strategy (MD), once ill-conditioning is encountered, we now switch to (MG) instead. theoretical and numerical results are presented. We also explain briefly how our ideas can be implemented in a path-based mountain pass algorithm.
Much still needs to be done. For example, formulas similar to that of Theorem 7.1 describing the convergence of the various implementations will be helpful in fine tuning the algorithm. Lastly, our algorithm is only "local" in the sense that it works well only when the iterates are close to the saddle point where the quadratic approximation becomes more accurate. An emphasis should also be placed on designing a "global" algorithms. (2), the strategies (MD) and (3D) switch to (MV) once illconditioning in encountered. For objectives (3) and (4), the strategies (MD) and (3D) switch to (MG) instead if ill-conditioning is encountered.
