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Abstract
In this paper, we introduce the notion of multiplier of a Hilbert algebra. The space of
bounded multipliers is a semifinite von Neumann algebra isomorphic to the left von Neumann
algebra of the Hilbert algebra, as expected. However, in the unbounded setting, the space of
multipliers has the structure of a *-algebra with nice properties concerning commutant and
affiliation: it is a pre-GW*-algebra. And this correspondence between Hilbert algebras and
its multipliers is functorial. Then, we can endow the Hilbert algebra with a nice topology
constructed from unbounded multipliers. As we can see from the theory developed here,
multipliers should be an important tool for the study of unbounded operator algebras.
We also formalize the remark that examples of non-formal deformation quantizations
give rise to Hilbert algebras, by defining the concept of Hilbert deformation quantization
(HDQ) and studying these deformations as well as their bounded and unbounded multipliers
in a general way. Then, we reformulate the notion of covariance of a star-product in this
framework of HDQ and multipliers, and we call it a symmetry of the HDQ. By using the
multiplier topology of a symmetry, we are able to produce various functional spaces attached
to the deformation quantization, like the generalization of Schwartz space, Sobolev spaces,
Gracia-Bondia-Varilly spaces. Moreover, the non-formal star-exponential of the symmetry
can be defined in full generality and has nice relations with these functional spaces. We
apply this formalism to the Moyal-Weyl deformation quantization and to the deformation
quantization of Ka¨hlerian Lie groups with negative curvature.
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1 Introduction
1.1 Motivations
The theory of operator algebras (see [1, 2]), C*-algebras and von Neumann algebras, was ini-
tiated by some mathematicians in the context of quantum mechanics during the 40ies and in
particular by J. von Neumann and his celebrated bicommutant theorem [3]. Briefly speaking,
a von Neumann algebra is a *-algebra of bounded operators on a Hilbert space with identity
operator and weakly closed. Later, Dixmier introduced Hilbert algebras for the classification of
semifinite von Neumann algebras and to show the commutant theorem [4]. A Hilbert algebra,
endowed with a product, an involution and a scalar product, gives rise to a semifinite von Neu-
mann algebra (its left or right von Neumann algebra) and any semifinite von Neumann algebra
can be obtained in this way (up to isomorphism). This structure was then extended to the purely
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infinite case (see [1]). The von Neumann algebras have nowadays applications in numerous do-
mains of mathematics and physics, like knot theory, representation theory, noncommutative
geometry, logics, probability, quantum field theory, statistical mechanics...
On another side, multipliers were introduced for C*-algebras in the 60ies [5] and then ex-
tended to various contexts as Fre´chet algebras. This tool showed its importance for the theory
of C*-algebras and in particular for locally compact quantum groups. A natural question relies
on what multipliers of a Hilbert algebra should be. In a not so surprisingly way, such multipliers
form a von Neumann algebra isomorphic to the left or right von Neumann algebra of the given
Hilbert algebra. But this is not the end point concerning this structure...
Indeed, operators appearing naturally in quantum mechanics are often unbounded as posi-
tion and momentum operators. Then, mathematicians started to study *-algebras of unbounded
operators with a common dense subdomain [6, 7] called later O*-algebras (see [8, 9] for a re-
view on the subject). Properties of von Neumann algebras, generalized in appropriate ways to
unbounded operator algebras, lead to the notions of EW*-algebras (symmetric O*-algebra M
with bounded part Mb von Neumann)[10] and GW*-algebras (O*-algebra equal to is bicommu-
tant, with commutant stabilizing the domain, and one additional topological constraint on the
domain) [11].
Then, the question concerning multipliers of Hilbert algebras can be asked in the unbounded
context. Can we define a notion of unbounded multiplier of a Hilbert algebra? Does this notion
fit in the generalizations of von Neumann algebras that are EW*- or GW*-algebras? We will
see in this paper that such multipliers M(A) of a Hilbert algebra A exist but they do not form
an EW*-algebra in general, even not a GW*-algebra, but only a pre-GW*-algebra, relaxing
the topological constraint on the domain. Moreover, one can associate to M(A) a GW*-algebra
Mtopo(A) giving rise to an interesting topology on the domain A. As it is the case for (bounded)
von Neumann algebras, such unbounded multipliers of Hilbert algebras should probably be
crucial tools for the study of unbounded operator algebras.
Deformation quantization yields interesting examples of operator algebras related to Poisson
geometry and it was also introduced in the context of quantum mechanics [12]. A deformation
quantization of Poisson manifold M is the data of an associative product ?θ on C∞(M) (or one
of its dense subspace) depending on a deformation parameter θ, constructed from the Poisson
structure, and such that it corresponds to the commutative pointwise product for θ = 0.
On one side, one can consider formal deformation quantization, where the star-product f1 ?θ
f2 =
∑∞
k=0Ck(f1, f2)θ
k ∈ C∞(M)[[θ]] (fi ∈ C∞(M)) is a formal power series in the deformation
parameter θ. Such deformation quantizations were intensively studied, and definitely classified
in [13]. For example, there is only one class of deformation on M = R2n given by the Moyal
product
f1 ?θ f2(x) =
∞∑
k=0
(−iθ
2
)k
ω(∂x, ∂y)
kf1(x)f2(y)|y=x (1.1)
for fi ∈ C∞(R2n) and ω a symplectic structure on R2n. In the more general case where G = M
is a Lie group, such a deformation then corresponds to a Drinfeld twist that permits to deform
also algebras on which G acts [14].
In a non-formal point of view, more interesting for functional analysis, and where the defor-
mation parameter θ has now a real value, there is no classification of deformation quantizations,
and there are actually only few available examples. For the Abelian group G = R2n, the star-
product (1.1) acquires a non-formal meaning in the Moyal-Weyl formula
f1 ?θ f2(x) =
1
(piθ)2n
∫
f1(y)f2(z)e
− 2i
θ
(ω(y,z)+ω(z,x)+ω(x,y))dydz (1.2)
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for fi ∈ S(R2n), and for which (1.1) is the asymptotic expansion in θ close to 0. Rieffel then used
this Abelian symmetry and this deformation in order to build a non-formal twist, also called
universal deformation formula (UDF), that deforms continuously the C*-algebras on which R2n
is acting [15]. The star-exponential associated to the star-product (1.2) has been well-defined in a
non-formal way and produces various applications in harmonic analysis [16, 17, 18]. Deformation
quantizations of Abelian symmetries were also extended to the complex case [19, 20], to the case
of supergroups R2n|m [21] and to Abelian p-adic groups [22].
In order to construct deformation quantizations of non-Abelian groups, Bieliavsky developed
a retract method also based on symmetries [23, 24, 25]. Starting from a non-formal star-product
?1θ on M , which is G1-strongly invariant and G2-covariant, if the shared symmetry H contained
in both G1 and G2 is “sufficiently large”, the retract method then constructs another non-formal
star-product ?2θ on M that is G2-strongly invariant, as well as the explicit non-formal intertwiner
Uθ between ?
1
θ and ?
2
θ. This method was successfully applied to find non-formal deformation
quantizations ?2θ of negatively curved Ka¨hlerian Lie groups, also called normal j-groups in [26],
starting from the Moyal-Weyl product ?1θ [24, 25]. An associated pseudodifferential calculus and
a UDF were also built in [25], and the corresponding star-exponential was exhibited in [27] with
applications in harmonic analysis of these Lie groups.
It turns out [15] that the space L2(R2n) endowed with the Moyal-Weyl product ?1θ, the
complex conjugation and its standard scalar product is a Hilbert algebra. In the same way,
L2(M) with the product ?2θ in the case of normal j-groups is [25] also a Hilbert algebra, while
the intertwiner Uθ can be viewed as a unitary *-homomorphism. Therefore this motivates the
introduction of the notion of Hilbert deformation quantization (HDQ) in this paper, just for-
malizing these observations. As a consequence, bounded and unbounded multipliers can play
a role for HDQ. Moreover, the symmetries of HDQ will allow defining in full generality vari-
ous functional spaces adapted to these deformations. For example, such functional spaces in
the case of M = R2n were very useful to define spectral triple on the Moyal-Weyl deformation
quantization [28]. Furthermore, the non-formal star-exponential can also be defined in a general
way by using multipliers and has interesting relations with these functional spaces. All these
applications stress that the context of Hilbert algebras and its bounded and unbounded multi-
pliers is very adapted to non-formal deformation quantization, as well as symmetries. Indeed,
this crucial concept of symmetry, already producing deformations by retract method and by
Drinfeld twists, gives rise now directly to the topology of functional spaces adapted to these
deformations.
Eventually, notice that a non-formal SL(2,R)-strongly invariant deformation quantization
was recently exhibited [29], and one can see that it gives also rise to a HDQ. Then, the formalism
developed in this paper can be applied for this HDQ and for the symmetry SL(2,R), as for
other more general symmetries and deformations. Explicit computation of the non-formal star-
exponential associated to this symmetry SL(2,R) can be found in [30] as well as its link with
multipliers.
1.2 Outline of the paper
In section 2.1, we recall the well-known setting of Hilbert algebras - algebras with involution and
scalar product - introduced by Dixmier, and their links with semifinite von Neumann algebras.
Then, we present the framework of unbounded operator algebras in section 2.2. An O*-algebra
on the dense domain D is an algebra of unbounded operators whose domains contain D, which
stabilize D, as well as their adjoints. Such an O*-algebra induces on D its graphic topology.
Bounded and unbounded commutants of O*-algebras are also recalled in section 2.3, which
give rise to the notion of (pre-) GW*-algebra, an extension of von Neumann algebras to the
4
unbounded setting.
In section 3.1, we start by defining bounded Mb(A) and unbounded M(A) multipliers of a
given Hilbert algebra A, inspired directly by the definition of double-centralizers of C*-algebras.
We show in section 3.2 that bounded multipliers form a von Neumann algebra isomorphic to the
left or right von Neumann algebra, as expected. For the space of unbounded multipliers M(A),
we prove in section 3.3 that it has a structure of O*-algebra, we characterize its bounded com-
mutant and its unbounded bicommutant, and we arrive to the fact that it is a pre-GW*-algebra
(non-closed in general). It turns out as seen in section 3.4 that this multiplier construction de-
fines a covariant functor between Hilbert algebras with isomorphisms as arrows and the category
of von Neumann algebras or pre-GW*-algebras with spatial isomorphisms as arrows.
We consider in section 3.5 natural topologies on the Hilbert algebra A associated to multipli-
ers. It turns out that the graphic topology of M(A) is not interesting here, but we can associate
to M(A) another O*-algebra Mtopo(A), whose graphic topology τM on A is called the multiplier
topology; and this topology will have interesting applications to deformation quantization. We
also endow M(A) with a natural locally convex complete topology, and we look in section 3.6
at some particular examples as multipliers of unital or commutative Hilbert algebras.
In section 4.1, we first define in a general way the concept of Hilbert deformation quantization
(HDQ), which is just a non-formal deformation quantization with a Hilbert algebra structure,
and we give some basic properties concerning its multipliers. For a given HDQ Aθ, we then
introduce in section 4.2 the crucial notion of symmetry g, which expresses the covariance of
the deformation quantization in the language of HDQ. We show that a symmetry g of a HDQ
Aθ forms a subalgebra of multipliers whose multiplier topology generates a Fre´chet algebra,
Hilbert subalgebra of Aθ, denoted by S(Aθ, g) in analogy of the Schwartz space. Moreover,
any representation of Aθ with some natural conditions, i.e. quantization map associated to the
deformation quantization, can be extended to unbounded multipliers M(S(Aθ, g)).
In this operator setting of HDQ, we also define in a general way the star-exponential of a
symmetry g in section 4.3, which is a unitary multiplier satisfying the Baker-Campbell-Hausdorff
property. Furthermore, other interesting functional spaces, Gkl(Aθ, g) generalizing topological
spaces of Gracia-Bondia-Varilly, and Hk(Aθ, g) generalizing Sobolev spaces, are also associated
to any symmetry g in section 4.4. In the case of an invariant symmetry (the deformation ?θ is
strongly invariant), all these functional spaces can be characterized as smooth vectors for group
actions in section 4.5.
In section 5.1, we look at the well-known example of Moyal-Weyl deformation quantization
that defines a HDQ Aθ, and for which the Weyl quantization is a representation. The translation
group induces an invariant symmetry g of this HDQ Aθ. For this basic example, we find for
S(Aθ, g) the usual Schwartz space S(R2n), for Gkl(Aθ, g) the topological spaces introduced by
Gracia-Bondia-Varilly with the matrix basis (see section 5.2), for Hk(Aθ, g) the usual Sobolev
spaces Hk(R2n), and for the star-exponential the usual exponential. And we show in section
5.3 that the unbounded multipliers M(S(Aθ, g)) corresponds to the usual ?θ-multipliers of the
Fre´chet algebra S(R2n). To illustrate the unital case, we also mention in section 5.4 the infinite-
dimensional Clifford algebras, seen as limit of HDQs.
Finally, we consider in section 5.5 the non-formal deformation quantization of Ka¨hlerian Lie
groups with negative curvature, which is also a HDQ Aθ with a representation. The bounded
symmetric domains associated to these groups, and on which the HDQ lives, possess an interest-
ing transvection group. Such a transvection group indeed induces an invariant symmetry of the
HDQ Aθ (bigger than the one induced by the Ka¨hlerian group itself). A theorem in section 5.6
shows that S(Aθ, g) is identical to the modified Schwartz space introduced by Bieliavsky-Gayral
for this deformation. The star-exponential for this symmetry can also be obtained explicitly by
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using computations of a previous paper. We conclude by expressing in a explicit way the new
functional spaces Hk(Aθ, g) generated by this symmetry and adapted to this star-product.
2 Operator Algebra framework
To fix notations and conventions and to be self-contained, we recall the basics of Hilbert algebras
theory (see [4] and references therein, where all the proofs are given) and the theory of O*-
algebras and GW*-algebras (see [8, 9]) that will be useful in this paper.
2.1 Hilbert algebras
We just recall here what are Hilbert algebras and give some of their fundamental properties.
Definition 2.1 Let A be an algebra over C with an involution and a scalar product1. We say
that A is a Hilbert algebra if
1. for any x, y ∈ A, 〈y∗, x∗〉 = 〈x, y〉,
2. for any x, y, z ∈ A, 〈xy, z〉 = 〈y, x∗z〉,
3. for any x ∈ A, the map λx : y ∈ A 7→ xy is continuous,
4. the set {xy, x, y ∈ A} is dense in A.
We noteHA the Hilbert space that is the completion of A for the norm ‖x‖ :=
√〈x, x〉 associated
to the scalar product. 
For x ∈ A, it turns out that ρx : y ∈ A 7→ yx is also continuous. The maps λ, ρ extend to a *-
algebra morphism λ : A→ B(HA) and a *-algebra antimorphism ρ : A→ B(HA), where B(H)
denotes the bounded operators on the Hilbert space H. We note λ(A) (resp. ρ(A)) the weak
closure of the image of A by λ (resp. ρ) and they are called left (resp. right) von Neumann
algebras of the Hilbert algebra A. They satisfy λ(A)′ = ρ(A).
The involution extends continuously to a continuous operator on HA. Moreover, we can
show that ‖x∗‖ = ‖x‖ for all x ∈ HA, but the norm do not satisfy in general the C*-property.
The space of Hilbert-Schmidt operators L2(H) of a Hilbert space H is an example of Hilbert
algebra.
Definition 2.2 An element x ∈ HA is called bounded if there exists λx ∈ B(HA) such that
∀y ∈ A, λx(y) = ρy(x), or equivalently if there exists ρx ∈ B(HA) such that ∀y ∈ A, ρx(y) =
λy(x). We note Ab the set of all bounded elements in HA, also called the fulfillment of A.
A Hilbert algebra is called full if it contains all the bounded elements, i.e. A = Ab. 
For any Hilbert algebra A, Ab is also a Hilbert algebra (with same Hilbert completion) and by
using λ, ρ, Ab is included in λ(A) and ρ(A).
Theorem 2.3 Let A be a Hilbert algebra. For S ∈ λ(A)+ (resp. T ∈ ρ(A)+), we define
τλ(S) := 〈x, x〉, τρ(T ) := 〈y, y〉,
if S
1
2 = λx (resp. T
1
2 = ρy) for some x (resp. y) bounded in HA; and τλ(S) := +∞ (resp.
τρ(T ) := +∞) otherwise. Then, τλ (resp. τρ) is a faithful semifinite normal trace on λ(A)+
(resp. ρ(A)+). And τλ(λ
∗
xλy) = 〈x, y〉 for any x, y ∈ Ab.
1We choose the convention that the scalar product 〈−,−〉 is left antilinear and right linear.
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The traces τλ and τρ are called the natural traces on λ(A)
+ and ρ(A)+. It turns out that any
von Neumann algebra with semifinite faithful normal trace is isomorphic to the left or right von
Neumann algebra of a Hilbert algebra.
Corollary 2.4 Let A be a Hilbert algebra. If x ∈ Ab bounded satisfies ρy(x) = 0 for all y ∈ A,
then x = 0.
Proof Suppose that ρy(x) = 0 for any y ∈ A. Then, it can be extended for any y ∈ Ab. Take
y = x∗, we have λxλx∗ = 0 and we can apply the trace: 0 = τλ(λxλx∗) = 〈x∗, x∗〉. Then x = 0.
Proposition 2.5 Let A1 and A2 be Hilbert algebras. On the algebraic direct sum A1 ⊕A2,
one can define the following natural structures:
• Vector space: (a1, a2) + λ(b1, b2) := (a1 + λb1, a2 + λb2),
• Product: (a1, a2)(b1, b2) := (a1b1, a2b2),
• Involution: (a1, a2)∗ := (a∗1, a∗2),
• Scalar product: 〈(a1, a2), (b1, b2)〉 := 〈a1, b1〉+ 〈a2, b2〉,
for ai, bi ∈ Ai. Then, A1 ⊕A2 is a Hilbert algebra and its completion is HA1⊕̂HA2 .
Proposition 2.6 Let A and B be two Hilbert algebras. Then the natural structure of the
algebraic tensor product are A⊗B: ∀ai ∈ A, ∀bi ∈ B,
(a1 ⊗ b1)(a2 ⊗ b2) := (a1a2)⊗ (b1b2), (a⊗ b)∗ := a∗ ⊗ b∗, 〈a1 ⊗ b1, a2 ⊗ b2〉 := 〈a1, a2〉〈b1, b2〉.
Then, A⊗B is a Hilbert algebra and HA⊗B = HA⊗̂HB (completed tensor product with respect
to the scalar product).
Definition 2.7 Let ZA = {z ∈ Ab, λz = ρz} be the bounded center relative to the Hilbert
algebra A. 
This is a subspace of HA depending only on Ab, not on the choice of the Hilbert algebra A [4].
2.2 O*-algebras
In general, unbounded operators cannot be composed and they do not form an algebra. However,
if the operators considered have a common dense subdomain and if they stabilize this subdomain,
then composition is well-defined and one obtains an algebra. By adding the same conditions for
the adjoint in order to get a *-algebra, we arrive to the following definitions.
Let H be a Hilbert space and D be a dense subspace of H. Let also
L+(D) := {T : D → D linear with D ⊂ Dom(T ∗) and T ∗(D) ⊂ D},
where Dom(T ) denotes the domain of the operator T . It is a *-algebra of (closable) unbounded
operators with the usual composition of operators and the involution given by the restriction of
the adjoint to D: T+ := (T ∗)|D. The identity on D will be denoted by 1l and belongs to L+(D).
Definition 2.8 An O*-algebra of domain D is a *-subalgebra of L+(D) containing 1l. 
If M is an O*-algebra of domain D, we denote by Mb its bounded part, i.e. the bounded
operators T of B(H) such that T|D ∈M.
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Definition 2.9 Let M be an O*-algebra of domain D. The graphic topology of D is a locally
convex one associated to the seminorms ‖x‖T := ‖T (x)‖, for T ∈M, x ∈ D and ‖x‖ =
√〈x, x〉.
This topology denoted by τM is stronger than the one induced by the Hilbert space H. We note
τ+ the graphic topology on D associated to the O*-algebra L+(D). Let L+(D, τM) be the space
of operators T ∈ L+(D) such that T and T+ are continuous for the topology τM. Then, it is an
O*-algebra containing M, and the graphic topology on D associated to it coincide with τM. Note
also that if τM = τ+, which is the case if (D, τM) is a Fre´chet space, then L+(D, τM) = L+(D).
Definition 2.10 An O*-algebra M on the domain D is said to be closed if (D, τM) is com-
plete. 
If M is not closed, then D˜ := ⋂T∈MDom(T ) is the completion of D, and M˜ := {(T )|D˜, T ∈M}
is a closed O*-algebra, called the closure of M. Be care of the fact that D˜ ( ⋂T∈MDom(T ∗)
in general.
2.3 GW*-algebras
Definition 2.11 The weak bounded commutant of an O*-algebra M is defined as
M′w := {T ∈ B(H) ∀x, y ∈ D, ∀S ∈M, 〈y, TS(x)〉 = 〈S+(y), T (x)〉}.
It is a weakly closed *-invariant subspace, but not an algebra in general. 
There exist other notions of bounded (or unbounded) commutants than the ones presented here
but we don’t need them in the following.
Definition 2.12 Let T be a closed operator on H and N a von Neumann algebra on H. We
recall that T is said affiliated with N if T commutes with all operators in N′, i.e. if ∀S ∈ N′,
ST ⊂ TS, that is ∀x ∈ Dom(T ), S(x) ∈ Dom(T ) and TS(x) = S(T (x)). 
Proposition 2.13 Let M be an O*-algebra on D. Then M′w(D) ⊂ D˜ if and only if T is affiliated
with (M′w)′ for any T ∈M. If this is satisfied, then M′w is a von Neumann algebra.
The usual weak, strong and strong* topologies can also be defined on L+(D). They are
respectively defined by the seminorms 〈x, T (y)〉, ‖T (x)‖, ‖T (x)‖+ ‖T+(x)‖, for T ∈ L+(D) and
x, y ∈ D, and denoted by τw, τs and τs∗ . We denote by [M]s∗ the closure of M ⊂ L+(D) in
L+(D) for the topology τs∗.
Definition 2.14 The weak unbounded commutant of an O*-algebra M is defined as
M′c := {T ∈ L+(D) ∀x, y ∈ D, ∀S ∈M, 〈S+(y), T (x)〉 = 〈T+(y), S(x)〉}.
It is an O*-algebra on D. The unbounded bicommutant of M is
M′′wc := (M
′
w)
′
c
and it is an O*-algebra τs∗-closed (in L+(D)), of weak bounded commutant (M′′wc)′w = M′w. 
Remark 2.15 If M is an O*-algebra such that M′w is a von Neumann algebra, then M′′wc =
[(M′w)′|D]
s∗ . 
Definition 2.16 Let M be an O*-algebra. If M′w(D) ⊂ D˜ and M = M′′wc, M is called a
pre-GW*-algebra. If moreover M is closed (D˜ = D), M is called a GW*-algebra. 
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Proposition 2.17 If M is a pre-GW*-algebra on D, then its closure M˜ is a GW*-algebra on
D˜ and
M′w = (M˜)
′
w, M
′′
wc = [(M
′
w)
′]s∗L+(D).
Proposition 2.18 Let M be a closed O*-algebra. Then, M is a GW*-algebra if and only if
there exists a von Neumann algebra N on H such that N′(D) ⊂ D and M = [N|D]s∗ . In this
case, (M′c)′c = M and N = (M′w)′.
Example 2.19 Let D be a dense subspace of H such that L+(D) is closed. Then, L+(D)
is a GW*-algebra on D, its weak bounded commutant is L+(D)′w = C1l so that its bounded
bicommutant is (L+(D)′w)′ = B(H). However, note that (L+(D)′w)′ 6= L+(D)b. 
3 Theory of multipliers
3.1 Definition
We consider here a Hilbert algebra A and we use the notations introduced in section 2.1. Then,
we can adapt the definition of multiplier of a C*-algebra or a Fre´chet algebra to this context of
Hilbert algebras in two different ways: one within the context of unbounded operators leaving
A invariant and the other within the context of bounded operators.
Definition 3.1 We define an unbounded multiplier (also called simply a multiplier) of the
Hilbert algebra A to be a pair T = (L,R) of operators L,R ∈ L+(A) such that
∀x, y ∈ A : xL(y) = R(x)y,
where L+(A) has been given in section 2.3. Let us denote by M(A) the set of all (unbounded)
multipliers of A. This is a subset of L+(A⊕A). 
Definition 3.2 On another side, we define a bounded multiplier of A to be a pair T =
(L,R) ∈ B(HA) such that
∀x, y ∈ A : λxL(y) = ρyR(x).
Note that we didn’t write xL(y) = R(x)y as before because L(y) and R(x) do not belong to
A a priori. We denote by Mb(A) the set of all bounded multipliers of A. This is a subset of
B(HA ⊕HA). 
Lemma 3.3 If x ∈ HA is bounded, i.e. x ∈ Ab, then for any T = (L,R) ∈Mb(A), L(x) and
R(x) are in Ab.
Proof First if x ∈ A, Definition 3.2 gives that L(x) and R(x) are bounded and that λR(x) =
λxL, ρL(x) = ρxR. Then we have ρL(y)(x) = ρyR(x) for any x, y ∈ A, and this extends to any
x ∈ Ab by density. This means that λxL(y) = ρL(y)(x) = ρyR(x) for x ∈ Ab and y ∈ A. Thus
R(x) is bounded and λR(x) = λxL. We can do the same thing for L(x). 
This means that Ab is a *-algebra stable under bounded multipliers. Actually, it turns out that
if B is dense Hilbert subalgebra of A, Mb(B) = Mb(A), so that the bounded multipliers depend
only of the data of the algebra of bounded elements.
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Definition 3.4 • A left multiplier (resp. right multiplier) of A is an operator L ∈
L+(A) (resp. R ∈ L+(A)) satisfying
∀x, y ∈ A : L(xy) = L(x)y (resp. R(xy) = xR(y) ).
We note L ∈ML(A) (resp. R ∈MR(A)).
• A left bounded multiplier (resp. right bounded multiplier) of A is an operator
L ∈ B(HA) (resp. R ∈ B(HA)) satisfying
∀x, y ∈ A : L(xy) = ρyL(x) (resp. R(xy) = λxR(y) ).
We note L ∈ML,b(A) (resp. R ∈MR,b(A)). 
So, (bounded or unbounded) left (resp. right) multipliers are right (resp. left) A-module
homomorphisms. Let us see their relation with multipliers of Definitions 3.1 and 3.2. Denote
by J : x 7→ x∗ ∈ B(HA) the involution of A extended to HA.
Proposition 3.5 Let L,R ∈ B(HA). We have the equivalence between
1. (L,R) is a bounded multiplier in Mb(A).
2. L is in ML,b(A) and R = JL
∗J .
3. R is in MR,b(A) and L = JR
∗J .
Proof • 1⇒ 2: let (L,R) ∈Mb(A). Then ∀x, y, z ∈ A, λxL(yz) = ρyzR(x) = ρzλxL(y) =
λxρzL(y). Corollary 2.4 and Lemma 3.3 imply that L ∈ML,b(A). Next for x, y, z ∈ A,
〈R(x∗z)∗, y〉 = 〈(λx∗R(z))∗, y〉 = 〈ρxR(z)∗, y〉 = 〈x, ρyR(z)〉
= 〈x, λzL(y)〉 = 〈z∗x, L(y)〉 = 〈L∗(z∗x), y〉,
by using standard properties (λx(z))
∗ = ρx∗(z∗) and 〈ρx(z), y〉 = 〈x, ρy(z∗)〉, for x, y ∈ A
and z ∈ Ab. This gives L∗(z∗x) = R(x∗z)∗. By using the fact that L∗(xy) = ρyL∗(x)
thanks to
〈L∗(xy), z〉 = 〈xy, L(z)〉 = 〈x, ρy∗L(z)〉 = 〈x, L(zy∗)〉 = 〈ρyL∗(x), z〉,
we deduce that R = JL∗J .
• For the reciproc 2⇒ 1, we suppose that L ∈ML,b(A) and R = JL∗J . Then for x, y, z ∈ A,
〈λy∗L∗(x), z〉 = 〈L∗(x), yz〉 = 〈x, L(yz)〉 = 〈x, ρzL(y)〉 = 〈ρx(L(y)∗), z〉,
so λy∗L
∗(x) = ρx(L(y)∗). As a consequence,
ρyR(x) = ρy(L
∗(x∗)∗) = (λy∗L∗(x∗))∗ = (ρx∗(L(y)∗))∗ = λxL(y),
and (L,R) ∈Mb(A).
• We can show the equivalence 1⇔ 3 just as above. 
With the same arguments as in the above Proposition, we can show an analogue statement
in the unbounded case.
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Proposition 3.6 Let L,R ∈ L+(A). We have the equivalence between
1. (L,R) is a multiplier in M(A).
2. L is in ML(A) and R = JL
+J .
3. R is in MR(A) and L = JR
+J .
3.2 Structure of bounded multipliers
In this section, we will show that Mb(A) is a von Neumann algebra and that it is isomorphic
to the left λ(A) or the right ρ(A) von Neumann algebra associated to the Hilbert algebra A.
First we endow Mb(A) with the following structure: if Ti = (Li, Ri) ∈Mb(A) and µ ∈ C,
• vector space: T1 + µT2 := (L1 + µL2, R1 + µR2),
• product: T1T2 := (L1L2, R2R1),
• adjoint: T ∗ := (L∗, R∗),
• norm: ‖T‖ := ‖L‖ = ‖R‖, since R = JL∗J (see Proposition 3.5) and J conserves the
norm.
Lemma 3.7 For x in Ab, we define Ξx := (λx, ρx). Then Ξx ∈ Mb(A). The map Ξ : Ab →
Mb(A) is an injective *-algebra homomorphism. Moreover, for any T = (L,R) in Mb(A)) and
x ∈ Ab, we have
TΞx = ΞL(x), ΞxT = ΞR(x).
Proof Let us show this Lemma in the bounded case. For x ∈ Ab and y, z ∈ A, λyλx(z) =
λyρz(x) = ρzλy(x) = ρzρx(y). This means that Ξx := (λx, ρx) lies in Mb(A). Due to properties
of λ and ρ, Ξ : x 7→ Ξx is a *-algebra homomorphism. Moreover if Ξx = 0, it is immediate by
Corollary 2.4 to see that x = 0, so that this homomorphism is injective. By using Lemma 3.3
as well as Definition 3.2 and Proposition 3.5, we find that TΞx = ΞL(x) and ΞxT = ΞR(x). The
arguments are similar in the unbounded case. 
Lemma 3.8 Endowed with the above structure, Mb(A) is a von Neumann algebra.
Proof Indeed, T ∈Mb(A) 7→ ‖T‖ is a norm of algebra:
‖T1+T2‖ ≤ max(‖L1‖+‖L2‖, ‖R1‖+‖R2‖) ≤ max(‖L1‖, ‖R1‖)+max(‖L2‖, ‖R2‖) = ‖T1‖+‖T2‖.
In the same way, ‖T1T2‖ ≤ ‖T1‖ ‖T2‖. Moreover, (T1T2)∗ = T ∗2 T ∗1 and
‖T ∗T‖ = max(‖L∗L‖, ‖RR∗‖) = max(‖L‖2, ‖R‖2) = max(‖L‖, ‖R‖)2 = ‖T‖2.
Let us now show that Mb(A) is closed in B(HA) ⊕ B(HA) for the weak topology. Consider a
sequence (Tn) = (Ln, Rn) of Mb(A) that converges to T = (L,R) ∈ B(HA)⊕ B(HA), we want
to show that T ∈Mb(A). Indeed,
|〈z, λxL(y)− ρyR(x)〉| ≤ |〈z, λxL(y)− λxLn(y)〉|+ |〈z, ρyRn(x)− ρyR(x)〉|
≤ ‖λx‖|〈z, (L− Ln)(y)〉|+ ‖ρy‖|〈z, (Rn −R)(x)〉| → 0
when n → ∞. So T = (L,R) ∈ Mb(A) and Mb(A) is a von Neumann algebra, with unit
1l := (idHA , idHA). 
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Theorem 3.9 The bounded multiplier algebra of a Hilbert algebra A satisfies
Mb(A) = Ξ(Ab) := {Ξx, x ∈ Ab}′′.
Proof Due to Lemma 3.7, Ξ : Ab →Mb(A) is an injective algebra morphism and we see that
{Ξx, x ∈ Ab} ' Ab is a *-ideal of the von Neumann algebra Mb(A), by using also Lemma 3.8,
so its weak closure Ξ(A) = Ξ(Ab) is also a *-ideal. Let (L1, R1) be the unit of Ξ(A). Then for
any x, y ∈ A,
L1(xy) = L1λx(y) = λx(y) = xy, R1(yx) = R1ρx(y) = ρx(y) = yx.
This means that L1 and R1 are the identity on the space {xy, x, y ∈ A} that is dense in A
by 4th axiom of Definition 2.1. Therefore, L1 = R1 = idHA . Finally, the unit (idHA , idHA) of
Mb(A) is contained in its *-ideal Ξ(A), so that Mb(A) = Ξ(A). 
As a consequence, we have λ(A) = ML,b(A) and ρ(A) = MR,b(A). We see in particular with
this characterization that the multiplier algebra of Hilbert-Schmidt operators is Mb(L2(H)) '
B(H), due to the identification between bounded operators on H and bounded operators on
L2(H).
Proposition 3.10 We can describe the commutant of Mb(A) by
Mb(A)
′ = {
(
R1 R2J
JR3 JR4J
)
, Ri ∈MR,b(A)},
as subspace of B(HA⊕ˆHA).
Proof We represent a multiplier (L,R) ∈Mb(A) by the matrix T =
(
L 0
0 JLJ
)
in B(HA⊕ˆHA).
Let S =
(
S1 S2
S3 S4
)
in Mb(A)
′ also seen as a subspace of B(HA⊕ˆHA). The commutation relation
TS = ST can be expressed as: for any L ∈ML,b(A),
S1L = LS1, S2JLJ = LS2, S3L = JLJS3, S4JLJ = JLJS4.
By using the usual commutant theorem, this means for example that S1 lies in λ(A)
′ = ρ(A).
By Proposition 3.6, S1 is then a left A-module homomorphism, i.e. S1 ∈MR,b(A). We can use
the same arguments for S2J , JS3 and JS4J . 
Moreover, we can consider the natural semifinite faithful normal trace on Mb(A)
+ given by:
for any T = (L,R) ∈Mb(A)+,
τ(T ) := τλ(L) = τρ(R) = 〈x, x〉,
if L
1
2 = λx that is equivalent to R
1
2 = ρx. Otherwise, it is given by τ(T ) := +∞.
Due to the identification with left or right von Neumann algebras (see Theorem 3.9), we
have now the following results for the bounded multipliers of a direct sum or a tensor product
of Hilbert algebras.
Proposition 3.11 Let A and B be two Hilbert algebras. Then we have Mb(A⊕B) 'Mb(A)⊕
Mb(B).
Proposition 3.12 Let A and B be two Hilbert algebras. Then we have Mb(A ⊗ B) '
Mb(A)⊗Mb(B), where ⊗ denotes the tensor product of von Neumann algebras.
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3.3 Structure of unbounded multipliers
In this section, we will show that the space of (unbounded) multipliers M(A) on a Hilbert algebra
A possesses a structure of pre-GW*-algebra strongly related to the von Neumann algebra of
bounded multipliers Mb(A). As in section 3.2, we endow M(A) with basic operations: if
Ti = (Li, Ri) ∈M(A) and µ ∈ C,
• vector space: T1 + µT2 := (L1 + µL2, R1 + µR2),
• product: T1T2 := (L1L2, R2R1),
• restriction of the adjoint to A: T+ := (L+, R+).
Lemma 3.13 For x ∈ A, the restriction of Ξx to A⊕A lies in M(A). The map Ξ : A→M(A)
is an injective *-algebra homomorphism. Moreover, for any T = (L,R) in M(A) and x ∈ A, we
have
TΞx = ΞL(x), ΞxT = ΞR(x).
Proof We can proceed as in the proof of Lemma 3.7. 
Proposition 3.14 For the above operations, M(A) is an O*-algebra of domain A ⊕A, con-
taining A as a *-ideal.
Proof Let us show that M(A) is a *-subalgebra of the O*-algebra L+(A)⊕L+(A) containing
the identity. We see easily that it is a vector subspace containing (1lA, 1lA). Let Ti = (Li, Ri) ∈
M(A). Then ∀x, y ∈ A, xL1L2(y) = R1(x)L2(y) = R2R1(x)y, so T1T2 ∈ M(A). Moreover if
T = (L,R) ∈M(A), then L+ = JRJ and R+ = JLJ due to Proposition 3.6, so T+ = (L+, R+)
satisfies the identity of multipliers, and M(A) is an O*-algebra. Lemma 3.13 shows that A '
{Ξx, x ∈ A} is a *-ideal of M(A). 
Contrary to the bounded multipliers, M(A) depends strongly on A and not only on Ab.
Lemma 3.15 The weak bounded commutant of M(A) coincides with the commutant of Mb(A):
M(A)′w = Mb(A)′.
Proof As in the proof of Proposition 3.10, we represent operators T = (L,R) ∈ M(A) as
matrices T =
(
L 0
0 R+
)
(with R+ = JLJ) in L+(A⊕A). Let S =
(
S1 S2
S3 S4
)
be an element of
M(A)′w. The commutation relation of Definition 2.11, i.e. ∀T = (L,R) ∈M(A), ∀xi, yi ∈ A
〈(y1, y2), ST (x1, x2)〉 = 〈T+(y1, y2), S(x1, x2)〉,
leads to the following system of equations
〈y1, S1L(x1)〉 = 〈L+(y1), S1(x1)〉, 〈y2, S3L(x1)〉 = 〈JL+J(y2), S3(x1)〉,
〈y1, S2JLJ(x2)〉 = 〈L+(y1), S2(x2), 〉, 〈y2, S4JLJ(x2)〉 = 〈JL+J(y2), S4(x2).〉
In particular, for L = λz with z ∈ A, we have
〈y, S1(zx)〉 = 〈y, S1L(x)〉 = 〈L+(y), S1(x)〉 = 〈z∗y, S1(x)〉 = 〈y, λzS1(x)〉,
so that S1 lies in MR,b(A). We can proceed in a similar way for S2J , JS3 and JS4J .
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Reciprocally, let R1 ∈ MR,b(A), there exist yn ∈ A such that ρyn → R1 for the weak
topology (see Theorem 3.9). Then ∀x, z ∈ A, ∀L ∈ML(A)
〈z,R1L(x)〉 = lim
n→∞〈z, ρynL(x)〉 = limn→∞〈z, L(xyn)〉 = 〈L
+(z), R1(x)〉.
Therefore,
(
R1 R2J
JR3 JR4J
)
, for Ri ∈MR,b(A), are elements of the commutant M(A)′w. 
Lemma 3.16 For any multiplier T = (L,R) ∈ M(A), its closure, defined by T := (L,R), is
affiliated with the von Neumann algebra Mb(A).
Proof First, we consider the closure L of L ∈ ML(A). Let x ∈ Dom(L), there exist xn ∈ A
such that xn → x and L(xn) → L(x). Then for any y ∈ A, we have ρy(xn) → ρy(x) and
L(ρy(xn)) = ρyL(xn) → ρyL(x) due to Definition 3.4. Since L is closed, ρy(x) ∈ Dom(L) for
x ∈ Dom(L) and y ∈ A, and L(ρy(x)) = ρy(L(x)).
Let R1 ∈ MR,b(A), there exist yn ∈ A such that ρyn → R1 for the strong topology (see
Theorem 3.9). Then for x ∈ Dom(L), ρyn(x) → R1(x) and L(ρyn(x)) = ρynL(x) → R1(L(x)).
So ∀x ∈ Dom(L),
R1(x) ∈ Dom(L) and L(R1(x)) = R1L(x). (3.1)
Now consider T ∈ M(A) and its closure T = (L,R). As R+ = JLJ , T can be represented
as
(
L 0
0 JLJ
)
in the closed operators on HA⊕ˆHA. By using the expression of the elements(
R1 R2J
JR3 JR4J
)
of Mb(A)
′ (see Proposition 3.10), we see that T is affiliated with Mb(A) (see
Definition 2.12) if for any Ri ∈MR,b(A),
R1L ⊂ LR1, R2LJ ⊂ LR2J, JR3L ⊂ JLR3, JR4LJ ⊂ JLR4J.
And this a consequence of Equation (3.1). 
Lemma 3.17 The unbounded bicommutant of M(A) coincides with the multipliers: M(A)′′wc =
M(A).
Proof Let S =
(
S1 S2
S3 S4
)
in M(A)′′wc, so Si ∈ L+(A). Definition 2.14 of the bicommutant
implies the following system of equations: for any Ri ∈MR,b(A), ∀xi, yi ∈ A
〈R∗1(y1), S1(x1)〉+ 〈JR∗2(y1), S3(x1)〉 = 〈S+1 (y1), R1(x1)〉+ 〈S+2 (y1), JR3(x1)〉,
〈R∗1(y1), S2(x2)〉+ 〈JR∗2(y1), S4(x2)〉 = 〈S+1 (y1), R2J(x2)〉+ 〈S+2 (y1), JR4J(x2)〉,
〈R∗3J(y2), S1(x1)〉+ 〈JR∗4J(y2), S3(x1)〉 = 〈S+3 (y2), R1(x1)〉+ 〈S+4 (y2), JR3(x1)〉,
〈R∗3J(y2), S2(x2)〉+ 〈JR∗4J(y2), S4(x2)〉 = 〈S+3 (y2), R2J(x2)〉+ 〈S+4 (y2), JR4J(x2)〉.
since
(
R1 R2J
JR3 JR4J
)
are the elements of M(A)′w due to Lemma 3.15. By making vanish the
appropriate Ri, we find the equations
〈R∗1(y), S1(x)〉 = 〈S+1 (y), R1(x)〉, 〈R∗4(y), JS4J(x)〉 = 〈JS+4 J(y), R4(x)〉,
〈R∗1(y), S2(x)〉 = 0, 〈JR∗4J(y), S3(x)〉 = 0, 〈R∗3(y), S1(x)〉 = 〈JS+4 J(y), R3(x)〉,
for any Ri ∈ MR,b(A) and ∀x, y ∈ A. By a similar argument as in the proof of Lemma 3.15,
the first line of equations implies that S1 and JS4J lie in ML(A). Due to the fourth axiom of
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Definition 2.1, the R1(y) generate a dense subspace of HA so we have S2 = S3 = 0. Finally,
〈JS+4 J(y), R3(x)〉 = 〈R∗3(y), JS4J(x)〉 and S4 = JS1J . We have thus showed that S ∈ M(A).
The reciproc M(A) ⊂M(A)′′wc is evident. 
Theorem 3.18 Let A be a Hilbert algebra. Then, M(A) is a pre-GW*-algebra.
Proof In Lemmas 3.16 and 3.15, we have showed that ∀T ∈ M(A), T is affiliated with
Mb(A) = (M(A)
′
w)
′. Due to Proposition 2.13, we have M(A)′w(A ⊕ A) ⊂ A˜⊕A. Finally,
by using Lemma 3.17, M(A)′′wc = M(A) and the two conditions of Definition 2.16 are satisfied
so that M(A) is a pre-GW*-algebra. 
As a consequence of this Theorem and of Proposition 2.17, from a Hilbert algebra A we con-
structed a GW*-algebra given by the closure of M(A). We also define the bounded part of
multipliers: Mstab(A) := Mb(A)|(A⊕A)∩M(A). These are the bounded multipliers stabilizing
A as well as their adjoints. But in general, Mstab(A) 6= Mb(A).
3.4 Morphisms and unitaries
We show here the functorial property of the bounded and unbounded multipliers, and then we
characterize unitary multipliers.
Definition 3.19 Let A and B be two Hilbert algebras. An isomorphism of Hilbert algebras
between A and B is a *-algebra homomorphism Φ : A → B that extends to a unitary map
Φ : HA → HB. If B = A, we say that Φ is an automorphism of A and we note Φ ∈ Aut(A). 
Proposition 3.20 Let A and B be two Hilbert algebras. Given an isomorphism Φ : A → B
of Hilbert algebras, we define
• the bounded extension Φ˜ : Mb(A)→Mb(B) by
∀T = (L,R) ∈Mb(A) : Φ˜(T ) :=
(
Φ ◦ L ◦ Φ−1,Φ ◦R ◦ Φ−1).
Then, Φ˜ is a spatial isomorphism of von Neumann algebras.
• the unbounded extension Φ˜ : M(A)→M(B) by
∀T = (L,R) ∈M(A) : Φ˜(T ) := (Φ ◦ L ◦ Φ−1,Φ ◦R ◦ Φ−1).
Then, Φ˜ is a spatial isomorphism of pre-GW*-algebras.
Proof Let us show this in the bounded case, the unbounded case is similar. First Φ˜(T ) is a
multiplier of B. Indeed for any x, y ∈ B,
λxΦLΦ
−1(y) = Φ(λΦ−1(x)LΦ−1(y)) = Φ(ρΦ−1(y)RΦ−1(x)) = ρyΦRΦ−1(x).
It is straightforward to see that Φ˜ is a morphism of algebras. It conserves the involutions since
∀x, y ∈ B,
〈ΦL∗Φ−1(x), y〉 = 〈L∗Φ−1(x),Φ−1(y)〉 = 〈x,ΦLΦ−1(y)〉. 
Note that if two Hilbert algebras A and B are isomorphic and Φ is the isomorphism, then the
natural traces are compatible, i.e.
∀T ∈Mb(A) : τB(Φ˜(T )) = τA(T ). (3.2)
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Proposition 3.21 Let T = (L,R) ∈ Mb(A). Then, L is unitary if and only if R is unitary.
Moreover, L stabilizes A if and only if R stabilizes A. We will therefore say that T is a unitary
multiplier if T ∈Mstab(A) is unitary.
Proof Indeed for T = (L,R) ∈Mb(A), R = JL∗J and J is a unitary antilinear map. 
Note that if T ∈ Mstab(A) is a unitary multiplier and Φ : A → B an isomorphism of Hilbert
algebras, then Φ˜(T ) is a unitary multiplier in Mb(B) (see Proposition 3.20).
Proposition 3.22 Let T = (L,R) ∈ Mstab(A) be a unitary multiplier. Then, UT := LR∗ =
R∗L is an automorphism of the Hilbert algebra A. Moreover, if T is involutive (i.e. T 2 = 1l), so
is UT .
Proof Indeed, L and R∗ are respectively in ML,b(A) and MR,b(A) and they commute together
due to Theorem 3.9, and UT is a unitary operator on HA stabilizing A. Then, it preserves the
involution
UT (x)
∗ = (LR∗(x))∗ = R∗L(x∗) = UT (x∗),
for x ∈ A, by using L∗(x) = R(x∗)∗. Moreover, R∗(x)L(y) = RR∗(x)y = xy and
UT (x)UT (y) = (LR
∗)(x)(LR∗)(y) = LR∗(R∗(x)L(y)) = UT (xy). 
If an automorphism U ∈ Aut(A) is associated to a unitary multiplier T = (L,R) ∈ Mb(A) as
above: U = UT , we say that U is an inner automorphism. In this case, the induced spatial
isomorphism of Mb(A) has the form
U˜T (T
′) = (LL′L∗, R∗R′R),
for any T ′ = (L′, R′) ∈Mb(A).
Proposition 3.23 Let A be a Hilbert algebra and P = (PL, PR) ∈ Mb(A). Then PL is a
projection if and only if PR = JPLJ is a projection. In this case, we note B := PLPR(A). B is
a Hilbert algebra dense in HB := PLPR(HA) and
Mb(B) = {(PLPR LPLPR, PLPRRPLPR), (L,R) ∈Mb(A)}.
Proof Due to the formula PR = JP
∗
LJ , we see that P
2
L = PL = P
∗
L if and only if P
2
R = PR = P
∗
R.
Then, the rest can be showed by using Lemma 3.7. 
3.5 Topology on multipliers
The multiplier space M(A) of an arbitrary Hilbert algebra A is an O*-algebra so that we can
consider the graphic topology (see Definition 2.9) on its domain A ⊕ A. However, we will
define another more interesting topology on A by introducing an auxiliary O*-algebra called
the derived multiplier algebra.
Definition 3.24 Let Mtopo(A) be the s
∗-closure in L+(A) of the vector space generated by LR′
(for L ∈ ML(A) and R′ ∈ MR(A)), or equivalently the s∗-closure of the algebra generated by
ML(A)⊕MR(A). This is an O*-algebra of domain A called the derived multiplier algebra.
Then, the multiplier topology τM on A is defined as the graphic topology associated to the
O*-algebra Mtopo(A). A is said to be mult-closed if it is complete for the multiplier topology.
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The seminorms of the multiplier topology are ‖x‖T := ‖T (x)‖, for T ∈Mtopo(A) and x ∈ A.
Let us recall that ZA denotes the bounded center (see Definition 2.7), and we define the
multiplier center as Zb(A) := ML,b(A) ∩MR,b(A).
Lemma 3.25 The bounded center ZA is strongly dense in Zb(A).
Proof First, for any z ∈ ZA, λz = ρz ∈ Zb(A). Moreover ∀T ∈ Zb(A), λT (z) = Tλz = Tρz =
ρT (z) by using Lemma 3.7. So T (z) ∈ ZA and ZA is a *-ideal of Zb(A). Let T1 denote the unit
of the strong closure of ZA. As in Theorem 3.9, due to the density of {xy, x, y ∈ A} in HA, we
deduce that T1 = idHA and finally that Zb(A) is the strong closure of ZA. 
Proposition 3.26 Let A be a Hilbert algebra. Then Mtopo(A)
′
w = Zb(A).
Proof Let T ∈Mtopo(A)′w. Then, for any x, y ∈ A and S ∈Mtopo(A), we have 〈y, TS(x)〉 =
〈S+(y), T (x)〉. If we take S = λz with z ∈ A, we obtain that T commutes with λz, so T ∈
MR,b(A). With S = ρz, we have T ∈ML,b(A), so T ∈ Zb(A) ⊂Mtopo(A)′w. 
Remark 3.27 Note that Zb(A) is a von Neumann algebra whose commutant is given by
Mtopo,b(A), generated by LR
′ (for L ∈ML,b(A) and R′ ∈MR,b(A)). Due to the s∗-closure of
Mtopo(A) and to Remark 2.15, we see that
Mtopo(A) = [Mtopo,b(A)|A]s
∗
= [(Mtopo(A)
′
w)
′
|A]
s∗ = Mtopo(A)
′′
wc. 
We say that the Hilbert algebra A is centered if ZA·A ⊂ A.
Lemma 3.28 Let A be a centered Hilbert algebra. Then, for any T ∈ Mtopo(A), the closure
T is affiliated with Mtopo,b(A).
Proof We proceed as for Lemma 3.16. Let T ∈ Mtopo(A) and x ∈ Dom(T ), there exists
a sequence xn ∈ A with xn → x and T (xn) → T (x). For any z ∈ ZA, z is bounded and
λz(xn) → λz(x). Moreover, since ZA·A ⊂ A, we deduce from Remark 3.27 that T commutes
with λz and
T (λz(xn)) = λz(T (xn))→ λzT (x).
So λz(x) ∈ Dom(T ) and T (λz(x)) = λzT (x). Due to Lemma 3.25, we can extend this result to
all elements of Zb(A) = Mtopo,b(A)′ instead of λz. 
Proposition 3.29 Let A a centered mult-closed Hilbert algebra. Then, Mtopo(A) is a GW*-
algebra.
Proof Indeed, Lemma 3.28 with Proposition 2.13 show that Mtopo(A)
′
w stabilizes A. Finally,
Mtopo(A) coincides with its bicommutant due to Remark 3.27. 
Note that an element T ∈Mtopo(A) decomposes as T =
∑
i LiR
′
i (limit in the s
∗-topology)
with Li ∈ML(A) and R′i ∈MR(A), so that T ∈Mtopo(A) if and only if JTJ ∈Mtopo(A).
Proposition 3.30 Let us suppose that the multiplier topology is given by the seminorms gen-
erated by LR′, for a countable number of elements L ∈M(A), R′ ∈MR(A) (without s∗-limit).
Then, (A, τM) is a topological *-algebra, i.e. the product is separately continuous on (A, τM)
and the involution is continuous on (A, τM). Moreover, if (A, τM) is complete, then it is a
Fre´chet algebra.
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Proof Indeed for x, y ∈ A and T = ∑i LiR′i ∈Mtopo(A) (we can take the sum finite), we have
‖x∗‖T = ‖x‖JTJ and
‖xy‖T ≤
1
2
(‖λLi(x)‖ ‖y‖R′i + ‖ρR′i(y)‖ ‖x‖Li). 
Note that the multiplier topology is automatically given by the topology associated to operators
LR′ (without s∗-limit) when this latter topology is Fre´chet (see below Definition 2.9).
Proposition 3.31 Let Φ : A → B be an isomorphism of Hilbert algebras. Then, Φ is a
homeomorphism for the multiplier topologies of A and B.
Proof We denote by Φ˜ : M(A)→M(B) the unbounded extension of Φ (see Proposition 3.20).
For x ∈ A and T ∈Mtopo(A), we have
‖x‖T = ‖T (x)‖ = ‖Φ ◦ T ◦ Φ−1(Φ(x))‖ = ‖Φ(x)‖Φ˜(T ),
and it turns out that Φ ◦ T ◦ Φ−1 ∈Mtopo(A) due to the decomposition T =
∑
i LiR
′
i (limit in
the s∗-topology). 
Proposition 3.32 Let (L,R) ∈M(A). Then L and R are continuous linear maps A→ A for
the multiplier topology.
Proof Indeed for T ∈Mtopo(A) and x ∈ A, we have
‖L(x)‖T = ‖TL(x)‖ = ‖x‖TL, ‖R(x)‖T = ‖TR(x)‖ = ‖x‖TR,
and as before, TL and TR are in Mtopo(A). 
Definition 3.33 Let A be a Hilbert algebra. We introduce here the strong* topology on the
multipliers M(A). Let BM be the space of bounded subsets of A for the multiplier topology
τM. The seminorms of the strong* topology are
pB,S(L) := sup
x∈B
‖SL(x)‖ and pB,S(R) = sup
x∈B
‖SR(x)‖ = pJB,JSJ(L+),
for (L,R) ∈M(A), B ∈ BM and S ∈Mtopo(A). 
Proposition 3.34 Endowed with the strong*-topology, M(A) is a locally convex Hausdorff *-
algebra. Moreover, if (A, τM) is Fre´chet, then M(A) is complete. If A is Fre´chet nuclear, M(A)
is complete nuclear.
Proof First, let us show that ML(A) is a closed subspace of L(A, τM) that is a locally convex
Hausdorff space. Let L ∈ L(A, τM) and Ln ∈ ML(A) converging to L in the strong-topology.
For any x, y ∈ A, we choose a bounded subset B ∈ BM containing x and xy, we have
‖L(xy)− L(x)y‖ ≤ ‖L(xy)− Ln(xy)‖+ ‖Ln(x)y − L(x)y‖
and ‖Ln(x)y − L(x)y‖ ≤ ‖ρy‖ ‖Ln(x) − L(x)‖, so that we obtain L(xy) = L(x)y and L ∈
ML(A). We proceed in the same way for MR(A). And M(A) ' ML(A) ∩MR(A) for the
topologies described above. Moreover, the product is separately continuous on ML(A) and
MR(A). Indeed, for L,L
′ ∈ML(A),
pB,SL(L
′) = pB,S(LL′) = pL′(B),S(L),
with SL ∈Mtopo(A) and L′(B) ∈ BM.
If A is Fre´chet, then L(A, τM) is complete (for the bounded convergence) and M(A) also
for the strong*-topology. If A is Fre´chet nuclear, then L(A, τM) is complete nuclear and M(A)
also. 
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3.6 Special cases
Let us see first the case of a unital Hilbert algebra A. From [4], we know that the left von
Neumann associated to A is finite, so Mb(A) ' Ab is finite.
Proposition 3.35 Let A be a unital Hilbert algebra. Then M(A) ' A.
Proof Let indeed T = (L,R) ∈M(A). Then for any x ∈ A, L(x) = L(1l)x ∈ A and L(1l) ∈ A.
Moreover, L(1l) = R(1l). Therefore, (L,R) ∈M(A) 7→ L(1l) = R(1l) ∈ A is an isomorphism. 
We also see that M(A) is not closed, so not a GW*-algebra, unless A = Ab = HA.
The second special case we consider here is commutative Hilbert algebras.
Proposition 3.36 Let A be a commutative Hilbert algebra. Then Mb(A) is a commutative
von Neumann algebra.
Proof First, for x, y ∈ A we have λx(y) = ρx(y) and this extends by continuity to all y ∈ HA.
For x ∈ Ab and y ∈ A, ρx(y) = λy(x) = ρy(x) = λx(y) and this extends also to all y ∈ HA. So
Ab = ZA and Mb(A) = Zb(A) due to Theorem 3.9 and Lemma 3.25. 
Proposition 3.37 Let A be a commutative Hilbert algebra. Then M(A) is a commutative
O*-algebra and ∀T ∈M(A), T ∗ = T+.
Proof From Lemma 3.16, we have that S, T are affiliated with Mb(A) for any S, T ∈M(A).
It means that they can be approximated in the s∗-topology by sequences Sn and Tm of Mb(A).
Since Sn and Tm commute by Proposition 3.36, we obtain by taking the limits that S and T
commute.
The next part is standard and can be found in [9], but we indicate it here for self-containedness.
For T ∈ M(A) and x ∈ A, we have ‖T (x)‖ = ‖T+(x)‖, so Dom(T ) = Dom(T+). Let now
x ∈ Dom(T ∗). We consider the polar decomposition T = UT |T | with UT a unitary element of
Mb(A) (since T is affiliated with). We have for any y ∈ A,
〈y, UTT ∗x〉 = 〈TU∗T y, x〉 = 〈U∗TTy, x〉 = 〈|T |y, x〉
since UT ∈Mb(A) ⊂Mb(A)′. Therefore, x ∈ Dom(|T |) = Dom(T ) = Dom(T+). 
M(A) is then called an essentially selfadjoint O*-algebra.
Example 3.38 Let us consider the Schwartz function A = S(Rn) with commutative pointwise
multiplication, complex conjugation and scalar product of L2(Rn). A is a commutative Hilbert
algebra and its fulfillment is Ab = L
2(Rn) ∩ L∞(Rn). We have obviously Mb(A) ' L∞(Rn)
and M(A) ' {T ∈ S ′(Rn), ∀f ∈ S(R2n), T f = fT ∈ S(R2n)}: the tempered multipliers of A.
4 Multipliers in non-formal deformation quantization
4.1 Hilbert deformation quantization
Owing to the theory of multipliers and to the examples of non-formal deformation quantiza-
tion we know (see next sections), we introduce the following definition of Hilbert deformation
quantization.
Definition 4.1 Let M be a smooth manifold, and for any θ ∈ R, Aθ be a subspace of complex
measurable functions on M . Let ?θ be an associative product on Aθ for any θ 6= 0 (?0 be the
pointwise product on A0), and 〈−,−〉 be a fixed scalar product.
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• The family A = (Aθ) is called a Hilbert deformation quantization (HDQ) of M if for
any θ ∈ R, (Aθ, ?θ) is a Hilbert algebra for the involution given by complex conjugation
and for the scalar product 〈−,−〉, and if Aθ contains the smooth functions with compact
support D(M) as a dense subset.
• A Hilbert deformation quantization A, with constant fibers Aθ = A, is called continuous
if for any f1, f2 ∈ A, the map θ 7→ ‖f1 ?θ f2‖ is continuous on R, for the norm associated
to the scalar product.
• Let A and B be two Hilbert deformation quantizations of the smooth manifolds M and
N . An intertwiner of A and B is a family of isomorphisms Uθ : Aθ → Bθ of Hilbert
algebras (see Definition 3.19).
• A representation (also called a quantization map) of a HDQ A is a family Ω = (Ωθ) of
isometric *-morphisms Ωθ : Aθ → L2(Hθ) with dense range, for (Hθ) a family of Hilbert
spaces. 
To any Hilbert deformation quantization (HDQ) A = (Aθ), we can associate directly the
family of von Neumann algebras given by the bounded multipliers Mb(A) := (Mb(Aθ)) and the
family of pre-GW*-algebras given by the unbounded multipliers M(A) := (M(Aθ)). Then, we
can easily prove the following result.
Proposition 4.2 • If A is a G-invariant HDQ, then Mb(A) and M(A) are also stabilized
by the natural action of G.
• Let U : A → B be an intertwiner between two HDQ. Then, there exist T˜ : Mb(A) →
Mb(B) a spatial isomorphism of von Neumann algebras and T˜ : M(A)→M(B) a spatial
isomorphism of pre-GW*-algebras.
Proof First, the action of G on the multipliers is g∗T := g∗ ◦ T ◦ (g−1)∗, for g ∈ G and
T ∈Mb(A) or T ∈M(A). It turns out that g∗ is an automorphism of any Hilbert algebra Aθ
due to the G-invariance, so we get the first result. The second result is just a translation of
Proposition 3.20 in the framework of HDQ. 
Proposition 4.3 Any representation Ω of a HDQ A, Ω : A → L2(H), extends as an isomor-
phism of Hilbert algebras Ab ' L2(H) and then as a von Neumann isomorphism Ω˜ : Mb(A)→
B(H).
Proof This uses Proposition 4.2 and the standard fact that Mb(L2(H)) ' B(H) for any Hilbert
space H. We recall the proof. Consider the map Φ : T ∈ B(H) 7→ (T ◦ ·, · ◦ T ) ∈Mb(L2(H)). It
is an algebra homomorphism compatible with the involutions. But ‖T ◦ ·‖B(L2(H)) = ‖T‖B(H) =
‖· ◦ T‖B(L2(H)) so that Φ is isometric.
Let (ek) be a Hilbert basis of H. Then, due to Parseval theorem, (ϕkl) defined by ϕkl(em) :=
δlmek, is a Hilbert basis of L2(H): any S ∈ L2(H) decomposes as S =
∑
k,l Sklϕkl with ‖S‖22 =∑
k,l |Skl|2 < ∞. Any left multiplier L ∈ ML,b(L2(H)) writes L(ϕkl) =
∑
m,n Lmnklϕmn. Left
multiplier condition as well as the identity ϕklϕmn = δlmϕkn imply that Lmnkl = Lmkδln.
By using the isometry of Φ, we deduce that L coincides with the image of Φ of the operator
ek 7→
∑
m Lmkem in B(H), and Φ is surjective. 
Proposition 4.4 • Let A be a continuous HDQ. Then, the constant family A is a lower
semicontinuous family of pre-C*-algebras. But in general, its completion doesn’t coincide
with Mb(A).
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• Let U : A → B be an intertwiner between two HDQ and suppose that Mb(A) is a
continuous field of C*-algebras. Then, Mb(B) is also a continuous field of C*-algebras.
Proof The first result is due to M. Rieffel. If θ → ‖f1 ?θ f2‖ is continuous for any f1, f2 ∈ A,
then 〈f1, f ?θ f2〉 is also continuous and this implies lower semicontinuity (see [31]). The second
result is obvious by using the isomorphism U˜ . 
4.2 Symmetries of Hilbert deformation quantizations
We assume here that the HDQ is complete, i.e. for any θ ∈ R∗, Aθ is a complete Hilbert algebra.
We introduce here the concept of symmetries of HDQ , which will be useful to construct other
HDQ. Note that a symmetry of a HDQ A of a manifold M does not come in general from a
group action on M , but these group actions can be interesting examples.
Let (Aθ, ?θ) be a complete HDQ of a smooth manifold M .
Definition 4.5 Let g be a countable-dimensional subspace of C∞(M), stable under complex
conjugation, such that left and right ?θ-multiplication LT , RT are defined as unbounded opera-
tors with domain containing D(M), for any T ∈ g. We assume that
1. g is a Lie algebra for the ?θ-commutator, i.e. ∀T1, T2 ∈ g, ∃T3 ∈ g, [LT1 , LT2 ] ⊂ LT3
(covariance). Then, U(g) has a countable PBW basis.
2. the ?θ-multiplication LT , RT are unbounded operators with domain containing D(M), for
any T ∈ U(g),
3. such operators LS , RT commute on D(M) and act as multipliers on D(M),
4. they satisfy JLTJ = RT , where J is the complex conjugation,
5. and they commute with the bounded center Zb(A).
Under these conditions, g is called a symmetry of the HDQ A. 
Remark 4.6 If g contains functions such that LT and RT are in Aθ, for any T ∈ U(g), then
conditions 2, 3, 4 and 5 are trivial. In the general unbounded case (for next theorem), we have
to assume such conditions, but in concrete examples, with explicit expressions of LT and RT ,
these conditions will be easy to check. 
Theorem 4.7 Let g be a symmetry of the HDQ A. Then, we set Bθ to be the closure of D(M)
for the seminorms ‖f‖S,T := ‖LSRT (f)‖, for S, T ∈ U(g) and f ∈ D(M).
Then, Bθ is a dense Hilbert subalgebra of Aθ and B defines therefore a HDQ. Moreover, the
above locally convex topology corresponds to the multiplier topology τM on B, and (B, τM) is
a Fre´chet algebra.
Proof First Bθ is dense in Aθ because it contains D(M). The algebra Aθ is of type I∞ so it
is complete with respect to the scalar product, and hence the product ?θ is jointly continuous
for this topology. So for any S, T ∈ U(g) and f, g ∈ D(M),
‖LSRT (f ?θ g)‖ = ‖LS(f) ?θ RT (g)‖ ≤ C‖LS(f)‖ ‖RT (g)‖ <∞,
due to condition 3 of Definition 4.5, and Bθ is an algebra. Due to condition 4 of Definition 4.5,
we have that ‖LSRT (f)‖ = ‖LTRS(f)‖ and Bθ is also stable by the complex conjugation.
We showed that Bθ is a dense Hilbert subalgebra of Aθ, but it has also a Fre´chet topology
with the seminorms ‖·‖S,T . Moreover by definition, restricted to Bθ, LT ∈ ML(Bθ) and RT ∈
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MR(Bθ). From condition 5 of Definition 4.5, we see by Propositions 3.29 and 3.26 that for
any S, T ∈ U(g), LSRT ∈ Mtopo(Bθ). It means that {(LS)|Bθ(RT )|Bθ , S, T ∈ U(g)} generates
an O*-algebra on Bθ contained in Mtopo(Bθ), and whose graphic topology is Fre´chet. This
topology then coincides with the multiplier topology of Bθ by section 2.2. 
In the above notations, we call B the Schwartz HDQ induced by the symmetry g from the
complete HDQ A and denote it by S(A, g) := B. Due to Proposition 3.34, M(B) is then a
family of locally convex complete *-algebras, and it contains the symmetry g and its universal
enveloping algebra U(g).
Definition 4.8 Let Ω : B→ L2(H) be a representation. We say that Ω is extendable if
• For any T ∈ M(B), Ω˜θ(T ) is defined as an unbounded operator on Hθ with domain
containing a common fixed dense subset D.
• For any T, S ∈M(B), Ω˜θ(T )Ω˜θ(S) = Ω˜θ(T ?θ S).
• For any T , Ω˜θ(T ) = Ω˜θ(T )∗, where T means the complex conjugate of T . 
If the associative product and the representation are given by smooth kernels as it is the case
in various examples, these conditions are generally satisfied and easy to prove.
Theorem 4.9 Let g be a symmetry of the HDQ A, B := S(A, g) the Schwartz HDQ induced
by g, and Ω : A→ L2(H) a representation, which is extendable restricted to B. Then, Ω extends
to a faithful *-representation Ω˜ : M(B) → L+(DB), where DB is a dense domain canonically
associated to B.
Proof First, we note that Ω is also a representation of the HDQ B. Due to the proof of
Theorem 4.7, M(U(g)) is an O*-algebra on B. We then define the domain DB to be
DB :=
⋂
T∈U(g)
(
Dom(Ω˜(T )) ∩ Dom(Ω˜(T )∗).
It is dense in H as containing D (see Definition 4.8). Due to the second condition of Definition
4.8 and to the fact that M(U(g)) stabilizes B by definition, we see that if ϕ ∈ DB and f ∈ B,
Ω(f)ϕ ∈ DB. So the maps Ω : B→ L+(DB) and Ω˜ : M(U(g))→ L+(DB) are well-defined as a
preliminary step.
Let us extend now these maps to the whole M(B). For an element ϕ ∈ DB, there exists
fϕ ∈ A such that Ω(fϕ) = 1‖ϕ‖2 |ϕ〉〈ϕ|, since Ω : A→ L2(H) is an isomorphism. Then, we have
formally (if it is not infinite) for any T = (LT , RT ) ∈M(B),
‖Ω˜(T )ϕ‖2H = 〈ϕ, Ω˜(T )+Ω˜(T )ϕ〉 =
1
‖ϕ‖2 Tr(|ϕ〉〈ϕ, Ω˜(T )
+Ω˜(T )ϕ〉〈ϕ|) = ‖Ω˜(T )ϕ〉〈ϕ|‖2L2(H)
= ‖Ω˜(T )Ω˜(fϕ)‖2L2(H) = ‖LT (fϕ)‖2HB ,
‖Ω˜(T )+ϕ‖2H = 〈ϕ, Ω˜(T )Ω˜(T )+ϕ〉 = ‖RT (fϕ)‖2HB .
A first application of this computation with T ∈ U(g) shows that LT (fϕ) and RT (fϕ) are
Hilbert-Schmidt, so fϕ ∈ B. A second application with T ∈ M(B) permits to show that
DB ⊂ Dom(Ω˜(T )) ∩ Dom(Ω˜(T )∗). Then, with a slight modification, we have
‖Ω˜(T )Ω(T ′)∗Ω(S)ϕ‖2H = ‖LTRT ′LS(fϕ)‖2HB <∞
‖Ω˜(T )Ω(T ′)∗Ω(S)∗ϕ‖2H = ‖LTRT ′RS(fϕ)‖2HB <∞
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for T, T ′ ∈ U(g), ϕ ∈ DB and S ∈ M(B), so Ω˜(S) ∈ L+(DB). Due to Definition 4.8, Ω˜ is a
*-algebra homomorphism.
Let S ∈M(B) such that Ω˜(S) = 0. Then, for any f ∈ B, we have
‖LS(f)‖HB = ‖Ω(LS(f))‖L2(H) = ‖Ω˜(S)Ω(f)‖ = 0,
due to the isometric map Ω : B → L2(H). And S = 0, which shows the injectivity of Ω˜. 
4.3 Star-exponential
Let (Aθ, ?θ) be a complete HDQ of a smooth manifold M . Let also g be a real symmetry of A
and we note B := S(A, g) the Schwartz HDQ induced by the symmetry g.
Definition 4.10 We define the star-exponential E?θ(
i
θT ) of an element T ∈ g to be the
pair (e
i
θ
LT , e
i
θ
RT ), where the exponential is understood in the sense of continuous functional
calculus. 
Theorem 4.11 The star-exponential of any element T ∈ g is a unitary multiplier in Mstab(B),
and it satisfies the BCH property:
∀T, T ′ ∈ g : E?θ(
i
θ
T ) ?θ E?θ(
i
θ
T ′) = E?θ(
i
θ
BCH(T, T ′))
where BCH(T, T ′) = log(eT eT ′) in the Lie algebra g.
Proof Since any element T ∈ g is a real smooth function, LT , RT are essentially selfadjoint
operators so that e
i
θ
LT and e
i
θ
RT are unitary operators, and they are respectively equal to the
strongly convergent series
∑∞
n=0
in
n!θn (LT )
n and
∑∞
n=0
in
n!θn (RT )
n. The BCH property can be
obtained by using this approximation by series as in formal deformation quantization (algebraic
property).
What remains to be proved is the fact that E?θ(
i
θT ) stabilizes B. For example, for any
S, T ∈ g and f ∈ B, we have
‖LSe iθLT f‖ = ‖e− iθLTLSe iθLT f‖ = ‖L
e
−i
θ
ad(LT ) (LS)
f‖ <∞
since e
−i
θ
adLT (LS) is the left action of an element of g. In the same way, we can extend this
result to LS for S ∈ U(g) and to RS , which proves that e iθLT f ∈ B by using Theorem 4.7. 
Note that the star-exponential satisfies the following equation
∂tE?θ(
it
θ
T ) =
i
θ
(LT , RT )E?θ(
i
θ
T ),
which could be useful to determine its explicit expression in the concrete examples.
4.4 Associated functional spaces
Let (Aθ, ?θ) be a complete HDQ of a smooth manifold M and let g be a real finite-dimensional
symmetry of A. We denote by (ei)i∈I a basis of g (the following theory will be independent of
its particular choice).
Definition 4.12 From this deformation A and its symmetry g, we define
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• the Sobolev spaces Hk(A, g) (k ∈ N) induced by g as the completion of D(M) for the
norm
‖f‖k := sup
l≤k, i1,...,il∈I
‖(Lei1 −Rei1 )(Lei2 −Rei2 ) . . . (Leil −Reil )f‖.
• the GBV spaces2 Gk,l(A, g) (k, l ∈ N) induced by g as the completion of D(M) for the
norm
‖f‖k,l := sup
p≤k, i1,...,ip∈I
sup
q≤l, j1,...,jq∈I
‖Lei1 . . . LeipRej1 . . . Rejq f‖. 
To give an intuition, note that (Lei −Rei) just corresponds to the inner ?θ-derivation [ei, ·]?θ .
Proposition 4.13 For k ∈ N, the induced Sobolev space Hk(Aθ, g) is a dense Hilbert subal-
gebra of Aθ and it is a Hilbert space for the scalar product
〈f1, f2〉k :=
k∑
l=0
∑
i1,...,il∈I
〈(Lei1 −Rei1 ) . . . (Leil −Reil )f1, (Lei1 −Rei1 ) . . . (Leil −Reil )f2〉.
Proof For any f1, f2 ∈ Hk(A, g), we can show recursively by using the Leibniz rule for the
?θ-derivation (Lei −Rei) that f1 ?θ f2 ∈Hk(A, g). Indeed, at the first orders,
‖(Lei −Rei)(f1 ?θ f2)‖ ≤ ‖(Lei −Rei)f1‖ ‖f2‖+ ‖f1‖ ‖(Lei −Rei)f2‖ < +∞,
‖(Lei1 −Rei1 )(f1 ?θ f2)‖ ≤ ‖(Lei1 −Rei1 )(Lei2 −Rei2 )f1‖ ‖f2‖+ ‖(Lei1 −Rei1 )f1‖ ‖(Lei2 −Rei2 )f2‖
+ ‖(Lei2 −Rei2 )f1‖ ‖(Lei1 −Rei1 )f2‖+ ‖f1‖ ‖(Lei1 −Rei1 )(Lei2 −Rei2 )f2‖,
where we also used that the Hilbert algebra Aθ is complete, so the product ?θ is jointly continuous
for its Hilbert topology. Iteration of such identities yields the result: f1 ?θ f2 ∈ Hk(A, g). For
the involution J (corresponding to the complex conjugation), we have
‖(Lei1 −Rei1 ) . . . (Leil −Reil )f‖ = ‖J(Lei1 −Rei1 )JJ . . . JJ(Leil −Reil )Jf‖
= ‖(Lei1 −Rei1 ) . . . (Leil −Reil )f‖,
because J is unitary and involutive, and JLeiJ = Rei = Rei . So if f ∈ Hk(A, g), its complex
conjugate also belongs to the Sobolev space. It is then easy to see that 〈−,−〉k is a hermitian
positive definite scalar product and that it is associated to the topology of Hk(A, g). 
Remark 4.14 We note H∞(A, g) =
⋂∞
k=0H
k(A, g). It is also a dense Hilbert subalgebra of
A, and a Fre´chet algebra for the projective limit topology. 
Proposition 4.15 For k, l ∈ N, the GBV induced spaces Gk,l(A, g) satisfy
Gk,p(Aθ, g) ?θ G
q,l(Aθ, g) ⊂ Gk,l(Aθ, g), J(Gk,l(Aθ, g)) = Gl,k(Aθ, g),
for any p, q ∈ N, and where J is the complex conjugation. As a consequence, Gk,l(Aθ, g) is a
subalgebra of Aθ and a Hilbert space for the scalar product
〈f1, f2〉k,l :=
k∑
p=0
l∑
q=0
∑
i1,...,ip∈I
∑
j1,...,jq∈I
〈Lei1 . . . LeipRej1 . . . Rejq f1, Lei1 . . . LeipRej1 . . . Rejq f2〉.
Moreover, Gk,k(Aθ, g) is a Hilbert subalgebra of Aθ contained in H
k(Aθ, g).
2GBV stands for Gracia-Bondia-Varilly as we will see that these spaces generalize the spaces defined by GBV
for the Moyal deformation by using the matrix basis.
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Proof By using the unbounded multiplier property of the symmetry: LeiRej (f1 ?θ f2) =
Lei(f1)?θRej (f2), as well as the completeness of the HDQ Aθ, we obtain the result concerning the
star-product of GBV spaces. Since the complex conjugation transforms a left multiplication into
a right one, we have also that J(Gk,l(Aθ, g)) = G
l,k(Aθ, g). The rest are easy consequences. 
Remark 4.16 It turns out that the GBV spaces form a decreasing sequence, i.e. Gk
′,l′(A, g) ⊂
Gk,l(A, g) for k ≤ k′ and l ≤ l′. Moreover, we can see that S(A, g) = ⋂k,l∈NGk,l(A, g) and that
the projective limit topology corresponds to the standard topology defined in Theorem 4.7. 
We see in particular that the spaces Hk(A, g) and Gk,k(A, g) define HDQs, and also non-
trivial unbounded multipliers *-algebras.
Lemma 4.17 For any k, l, p, q ∈ N, we have
Gk,l(A, g) ?θ Mb(S(A, g)) ?θ G
p,q(A, g) ⊂ Gk,q(A, g).
Proof Let f1 ∈ Gk,l(A, g), f2 ∈ Gp,q(A, g) and T ∈Mb(S(A, g)). Then, we have
‖Lei1 . . . LeipRej1 . . . Rejq (RT (f1) ?θ f2)‖ ≤ ‖Lei1 . . . LeipRT (f1)‖ ‖Rej1 . . . Rejq f2‖
≤ ‖RT ‖ ‖Lei1 . . . Leipf1‖ ‖Rej1 . . . Rejq f2‖ <∞,
by using the fact that Aθ is complete, and that (RT , LT ) ∈ M(S(A, g))′w by Lemma 3.15 and
Proposition 3.10, so that Lei1 . . . Leip and RT commute. 
Proposition 4.18 The induced Schwartz space S(A, g) is stable under the holomorphic func-
tional calculus.
Proof We adapt the argument of [28] to this more general case. Let f ∈ S(A, g) such that
1 + f is invertible in Mb(A), and we note 1 + T its inverse. Let us show that T ∈ S(A, g).
Invertibility condition means f + T + f ?θ T = 0 in Mb(S(A, g)) where we identify f with its
multiplier Ξf = (λf , ρf ). We multiply on the right by f and obtain
T = −f − T ?θ f = −f + f ?θ f + f ?θ T ?θ f.
By using Lemma 4.17 and Remark 4.16, we have that f ?θ T ?θ f ∈
⋂
k,l∈NG
k,l(A, g) = S(A, g);
so T ∈ S(A, g), and S(A, g) is stable under holomorphic calculus. 
4.5 Invariant symmetries
To motivate the definition of an invariant symmetry of a HDQ A, let us consider first a formal
deformation quantization ?θ of a symplectic manifold (M,ω), on which the Lie group G is acting
in a strong Hamiltonian way, i.e. there exists moment maps ηX ∈ C∞(M) for any X ∈ g (g: Lie
algebra of G), such that the Poisson bracket with respect to ω gives {ηX , ηY } = η[X,Y ].
We recall that ?θ is said to be covariant if [ηX , ηY ]?θ = −iθη[X,Y ], and invariant if ∀g ∈ G
the pullback of the left action leaves the product invariant: g∗(f1 ?θ f2) = (g∗f1) ?θ (g∗f2). The
invariance at the infinitesimal level provides X∗(f1 ?θ f2) = (X∗f1)?θ f2 +f1 ?θ (X∗f2), for X ∈ g
and X∗ = ddt |t=0(e
−tX)∗ is the fundamental vector field.
Suppose that M is cohomologically trivial, so that any derivation is inner, there exist ΞX ∈
C∞(M) such that X∗ = iθ [ΞX , ·]?θ . But we have
i
θ
[ΞX − ηX , ηY ]?θ = X∗(ηY )− η[X,Y ] = 0.
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If the Lie group G contains “sufficiently symmetries”, then ΞX = ηX , and X
∗ = iθ [ηX , ·]?θ ,
which will be a very useful property.
Reciprocally, if X∗ = iθ [ηX , ·]?θ , then the star-product is obviously covariant and each fun-
damental vector is a ?θ-derivation. So, if the Lie group G is connected, the pullback of the left
action of G acts by ?θ-automorphisms, so ?θ is also G-invariant. This discussion comes from
ideas of the retract method of P. Bieliavsky.
We can now introduce the notion of invariant symmetry. Let us consider now non-formal
deformation quantization.
Definition 4.19 Let (Aθ, ?θ) be a complete HDQ of a smooth manifold M . Let G be a con-
nected Lie group acting smoothly and in a strong Hamiltonian way on M , with Lie algebra g.
This action is said to be an invariant symmetry of the HDQ Aθ if the left action Lg of g ∈ G,
defined by Lg(f)(x) := f(g
−1x) (x ∈M), is an automorphism of the Hilbert algebra Aθ and if
∀X ∈ g : X∗ = i
θ
[ηX , ·]?θ ,
where ηX denotes the moment map of X ∈ g. 
Given such a G-invariant symmetry of the HDQ A, the moment maps ηX then form a symmetry
of the HDQ Aθ. We can consider the star-exponential of the moment maps E?θ(
i
θηX) (see section
4.3) or its integrated version:
EeX := E?θ(
i
θ
ηX).
Proposition 4.20 Let A be a complete HDQ with a G-invariant symmetry. Then the star-
exponential induces an injective homomorphism E : G → Mb(A), valued in the unitary multi-
pliers stabilizing S(A, g), and satisfying
∀f ∈ Aθ, ∀g ∈ G : Lg(f) = Eg ?θ f ?θ Eg−1 . (4.1)
Proof The first part of the Proposition is an easy consequence of Theorem 4.11. Then, the
infinitesimal version of Equation (4.1) is given by X∗ = iθ [ηX , ·]?θ since X∗ is the derivative of
LetX and ηX the one of EetX = E?θ( iθ tηX). Integration of this condition provides the result. 
We say that an intertwiner V : A→ B, between two complete HDQ A and B with the same
invariant G-symmetry, is G-equivariant if the map Vθ is equivariant for the actions of G on
Aθ and Bθ.
Proposition 4.21 If the HDQs A and B have the same invariant G-symmetry and if V :
A → B is a G-equivariant intertwiner, the bounded and unbounded extensions V˜ are also
G-equivariant.
Proof Indeed, we compute that
V˜ (Lg(T )) = V ◦ Lg ◦ T ◦ Lg−1 ◦ V −1 = Lg ◦ V ◦ T ◦ V −1 ◦ Lg−1 = Lg(V˜ (T )),
for g ∈ G, T ∈Mb(A) or M(A), due to G-invariant symmetry and to the equivariance of V .
Proposition 4.22 Let A be a complete HDQ with a G-invariant symmetry and Ω : A→ L2(H)
a representation of A. Then, Uθ(g) := Ωθ(Eg) defines a unitary representation Uθ : G→ U(Hθ)
and Ω is G-equivariant:
∀f ∈ Aθ, ∀g ∈ G : Ωθ(Lg(f)) = Uθ(g)Ωθ(f)Uθ(g−1).
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Proof This is just a consequence of the definition of a representation (see Definition 4.1) and
of Equation (4.1). 
Proposition 4.23 Let A be a complete HDQ with a G-invariant symmetry. Then,
• S(Aθ, g) is the space of smooth vectors of Aθ for the action G×G→ Aut(Aθ), (g, g′) 7→
LEgR∗Eg′ .
• Hk(Aθ, g) is the space of Ck-vectors of Aθ for the action G → Aut(Aθ), g 7→ LEgR∗Eg . It
is independent of the parameter θ.
Proof This result is a consequence of the definition of
LηX =
d
dt |t=0
L(E
etX
), RηX =
d
dt |t=0
R(E
etX
), LηX −RηX = [ηX , ·]?θ = −iθX∗. 
5 Examples of Hilbert deformation quantization
5.1 Moyal-Weyl deformation quantization
We recall the non-formal expression of the Moyal product: ∀f1, f2 ∈ D(R2n),
(f1 ?θ f2)(x) :=
1
(piθ)2n
∫
f1(y)f2(z)e
− 2i
θ
(ω(y,z)+ω(z,x)+ω(x,y))dydz, (5.1)
where ω is the standard symplectic form of R2n, θ ∈ R∗ and x ∈ R2n. It satisfies the tracial
identity ∫
(f1 ?θ f2)(x)dx =
∫
f1(x)f2(x)dx. (5.2)
It is then well-known that the star-product ?θ extends to L
2(R2n), and that space endowed
with ?θ, the complex conjugation and the standard scalar product 〈f1, f2〉 :=
∫
R2n f1(x)f2(x)dx,
is a full (and complete) Hilbert algebra. We then introduce its bounded multiplier algebra
Mb(L
2(R2n)), and call it the bounded Moyal multiplier algebra. It is actually isomorphic
to the left bounded multipliers (also used in [28]) and it is a von Neumann algebra of type I∞
with trivial center Zb(L2(R2n)) = C1.
We also recall the form of the Weyl quantization. If x = (q, p) ∈ Rn ⊕ Rn = R2n that is
a Lagrangian decomposition with respect to ω, the Weyl map Ωθ : L
2(R2n) → L2(L2(Rn)) is
given by
Ωθ(f)ϕ(q0) :=
2n
(piθ)n
∫
f(q, p)e
4i
θ
ω(q−q0,p)ϕ(2q − q0)dqdp, (5.3)
for ϕ ∈ L2(Rn) and f ∈ L2(R2n). See also [32] for study on the Weyl map.
Set Aθ := (L
2(R2n), ?θ) for θ 6= 0 and A0 := L2(R2n) ∩ L∞(R2n) in this section.
Proposition 5.1 The family A := (Aθ) defines a complete Hilbert deformation quantization
and the Weyl map (5.3) is a representation of this HDQ.
Let us have a look on some particular multipliers of the Moyal algebra.
Example 5.2 The symplectic Fourier transform F = (FL,FR) is a unitary multiplier in Mb(Aθ)
given by
FL(f)(x) = 1
(piθ)n
∫
f(y)e
2i
θ
ω(x,y)dy, FR(f)(x) = 1
(piθ)n
∫
f(y)e−
2i
θ
ω(x,y)dy.
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The associated automorphism is the change of sign: UF (f)(x) := FL(FR)∗(f)(x) = f(−x). We
call F = (FL,FR) the Fourier multiplier. By using the identification of the multipliers with
tempered distributions (see Theorem 5.9), we can see that the Fourier multiplier is associated
to the Dirac distribution (piθ)nδ(x), as also noticed in [28]. 
Proof First, it is well-known that FL and FR are unitary (normalization has been chosen for
this). Then, for f1, f2 ∈ L2(R2n), we have
f1 ?θ FL(f2)(x) = 1
(piθ)n
∫
f1(y)f2(x− y)e− 2iθ ω(x,y)dy = FR(f1) ?θ f2(x),
which shows that (FL,FR) is a multiplier. 
Example 5.3 The translation by elements of the Abelian group R2n:
Lx0(f)(x) = f(x− x0)
is a group homomorphism L : R2n → Aut(Aθ) valued in the inner automorphisms, due to the
R2n-invariance of the star-product. Indeed,
LLx0 (f)(x) = f(x−
1
2
x0)e
i
θ
ω(x0,x), RLx0 (f)(x) = f(x+
1
2
x0)e
i
θ
ω(x0,x)
is a unitary multiplier and Lx0 = LLx0 (RLx0 )
∗. Moreover, L induces a group homomorphism
L˜ : R2n → Aut(Mb(Aθ)). In the identification of Theorem 5.9, Lx0 is associated to the function
x 7→ e iθω(x0,x). It is easy to see the left action on the multipliers: L˜x0(T )(x) = T (x − x0), for
any T ∈Mb(Aθ) seen as a subset of S ′(R2n). 
It turns out that the action of the translation group R2n, under which the star-product is
invariant, is Hamiltonian with respect to the standard symplectic form used for the deformation
quantization, and the moment map of the action has the form
∀x, y ∈ R2n : ηx(y) = ω(x, y)
and it is covariant for the star-product: [ηx, ηx′ ]?θ = −iθ{ηx, ηx′} = iθω(x, x′).
Proposition 5.4 The Lie algebra g ' R2n of the translation group, via the moment map,
together with the unit 1, yields an (invariant) symmetry of the HDQ A. Moreover, the Schwartz
HDQ induced by this symmetry coincides with the Schwartz functions: S(Aθ, g) = (S(R2n), ?θ).
Proof Left and right ?θ-multiplications by linear functions are unbounded operators with do-
main containing D(R2n), and the covariance of ?θ gives the Lie algebra condition on these
operators. Moreover, Zb(L2(R2n)) = C1 so it commutes with U(g). To identify B, we have to
look at its multiplier topology. By Theorem 4.9, this topology is given by seminorms ‖LSRT (f)‖,
where the norm is the L2-norm, LS is the left ?θ-multiplication by the polynom S and RT is the
right ?θ-multiplication by the polynomial T . Since, the commutator and the anticommutator
have the following expression as unbounded operators
[xj , f ]?θ(x) = iθ(ω
−1∂x)jf(x), {xj , f}?θ(x) = 2xjf(x),
this topology is generated by the seminorms ‖xα∂βf‖ (α, β multi-indices), and so it corresponds
to the standard topology of the Schwartz space by [33]. 
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It turns out that S(A, g) induced by the translation symmetry is a continuous deformation
quantization. Actually, the situation is much better since M. Rieffel proved in [15] that Mb(B)
is a continuous field of C*-algebras.
Remark 5.5 The framework of symmetries of HDQ is more general than pullback of group
actions on the underlying manifold M . For example on M = R2 endowed with the Moyal-Weyl
product, consider the complex countable-dimensional Lie algebra g with generators enx (x ∈ R2
and n ∈ Z2 or n ∈ N2) and satisfying the relations
[enx, emx]?θ = 2i sin(
θ
2
ω(n,m))e(n+m)x.
This symmetry of A also induces a HDQ of Fre´chet algebras. 
5.2 Matrix basis and GBV spaces
In this section, we want to show that the GBV spaces Gk,l(Aθ, g) correspond to the ones
introduced in [34] with the matrix basis, and that the Sobolev spaces Hk(A, g) correspond
to the usual Sobolev spaces Hk(R2n). To get simpler expressions, let us work in dimension 2
(n = 1) here, even if the results obtained are valid for arbitrary n.
First, we recall the matrix basis (bmn)m,n∈N given in [34] by
bmn(x) = 2(−1)m
√
m!
n!
ei(n−m)ϕ
(
2r2
θ
)n−m
2
Ln−mm
(
2r2
θ
)
e−
r2
θ ,
where we use the polar coordinates x = (x1, x2) = (r cos(ϕ), r sin(ϕ)) ∈ R2 and the Laguerre
polynomials Lkm. Such a matrix basis is contained in S(R2) and it satisfies
(bmn ?θ bkl)(x) = δnkbml(x),
∫
bmn(x)dx = 2piθδmn, bmn(x) = bnm(x).
The above properties allow to show directly the following result.
Proposition 5.6 Let `2(N2) be the space of infinite matrices (fmn)m,n∈N such that
∑
m,n |fmn|2 <
∞. It is a Hilbert algebra for the usual matrix product, the transpose-conjugation and the scalar
product associated to the trace. Moreover, there is a Hilbert algebra isomorphism given by
`2(N2)→ (L2(R2), ?θ), (fmn) 7→ f(x) =
∞∑
m,n=0
fmnbmn(x)
whose inverse has the form
f ∈ L2(R2) 7→ fmn = 1
2piθ
∫
f(x)bnm(x)dx.
The usual GBV spaces are defined [34] as
Gk,l(R2) := {f ∈ L2(R2),
∞∑
m,n=0
mknl|fmn|2 <∞}.
Proposition 5.7 The GBV spaces Gk,l(Aθ, g) are identical to the usual ones G
k,l(R2).
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Proof The translation symmetry g contains coordinates x1, x2. We provide a new basis:
z1 :=
1√
2θ
(x1 + ix2), z2 := z1 =
1√
2θ
(x1 − ix2).
The norm ‖·‖k,l defining the topology of Gk,l(Aθ, g) in Definition 4.12 is expressed in terms of
x1, x2 ∈ g, but it can be equivalently reformulated in terms of z1, z2. Moreover, the isomorphism
of Proposition 5.6 can be extended to the polynomials and we have
z1 7→ i
√
mδm,n+1, z2 7→ −i
√
m+ 1 δm+1,n.
Therefore, we can compute the norm in terms of the matrix basis coefficients:
‖zi1 ?θ · · · ?θ zip ?θ f ?θ zjq ?θ · · · ?θ zj1‖2 =
∞∑
m,n=0
(m+ α1) . . . (m+ αp)(n+ β1) . . . (n+ βq)|fmn|2,
where αa, βb are real constants depending on the indices i1, . . . , ip and j1, . . . , jq, and satisfying
|αa| ≤ p, |βq| ≤ q. With this expression, we see immediatly that Gk,l(Aθ, g) = Gk,l(R2). 
Using the expression of the commutator [xj , ·]?θ = iθ(ω∂x)j , we obtain the following result
concerning the Sobolev spaces.
Proposition 5.8 The Sobolev spaces Hk(Aθ, g) are identical to the usual ones H
k(R2).
5.3 Link with distributions
Let us try to identify the multiplier space M(B) of B = S(R2n). We will show here that this
unbounded notion of multipliers of Hilbert algebra corresponds in this particular case to the
well-known notion of multipliers of a Fre´chet algebra.
Recall that for (Bθ, ?θ) be an arbitrary Hilbert subalgebra of Aθ = (L
2(R2n), ?θ) and a
Fre´chet algebra containing D(M) and contained in C∞(M), we can also define a notion of Fre´chet
multiplier as following. By denoting also 〈−,−〉 the duality bracket between the distributions
B′θ and the functions Aθ, the product ?θ satisfying a tracial identity can be extended as
∀T ∈ B′θ, ∀f, h ∈ Bθ : 〈T ?θ f, h〉 := 〈T, f ?θ h〉 and 〈f ?θ T, h〉 := 〈T, h ?θ f〉, (5.4)
which is compatible with the case T ∈ Bθ (the duality bracket corresponds then to the scalar
product). Then, the multiplier space associated to the Fre´chet algebra Bθ has the form
M?θ(Bθ) := {T ∈ B′θ, f 7→ T ?θ f and f 7→ f ?θ T are continuous from Bθ into itself}.
This space is equipped with the topology associated to the seminorms:
‖T‖B,j,L = sup
f∈B
‖T ?θ f‖j and ‖T‖B,j,R = sup
f∈B
‖f ?θ T‖j
where B is a bounded subset of Bθ and ‖f‖j are the Fre´chet seminorms of Bθ. The product ?θ
can be extended to M?θ(Bθ) by:
∀S, T ∈M?θ(Bθ), ∀f ∈ Bθ : 〈S ?θ T, f〉 := 〈S, T ?θ f〉 = 〈T, f ?θ S〉.
And (M?θ(Bθ), ?θ) is an associative Hausdorff locally convex algebra, called the Fre´chet mul-
tiplier algebra.
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Theorem 5.9 Let (Bθ, ?θ) be a Hilbert subalgebra of Aθ as well as a nuclear Fre´chet algebra
containing D(M) and contained in C∞(M). Then, M?θ(Bθ) 'M(Bθ).
Proof We will use the following inclusion Bθ ↪→ B′θ to see first M(Bθ) as a subspace of the
distributions B′θ. Let us consider an arbitrary T = (L,R) ∈ M(Bθ). Due to Proposition 3.32,
the maps L,R : Bθ → B′θ are continuous for the Fre´chet topologies. Due to Schwartz kernel’s
theorem, there exist kernels KL,KR ∈ B′θ⊗ˆB′θ such that ∀f ∈ Bθ, ∀x ∈M ,
L(f)(x) =
∫
KL(x, y)f(y)dy, R(f)(x) =
∫
KR(x, y)f(y)dy,
where we use by convenience the symbol integral to mean only the duality bracket for distri-
butions (extending the scalar product of Aθ). Implementing the conditions of L to be a left
multiplier leads to
1
(piθ)2n
∫
KL(x, y − z)f1(y)FR(f2)(z)e− 2iθ ω(y,z)dydz = L(f1 ?θ f2)(x)
= L(f1) ?θ f2(x) =
1
(piθ)2n
∫
KL(x+ z, y)f1(y)FR(f2)(z)e− 2iθ ω(x,z)dydz,
for any f1, f2 ∈ Bθ (dense in Aθ). This is equivalent to the condition
KL(x, y) = KL(x− y, 0)e 2iθ ω(x,y).
In the same way, we haveKR(x, y) = KR(x−y, 0)e− 2iθ ω(x,y). We define the following distributions
in B′θ:
kL := (piθ)
nFR(KL(·, 0)), kR := (piθ)nFL(KR(·, 0)).
A simple computation gives that ∀f ∈ Bθ,
L(f)(x) =
1
(piθ)2n
∫
kL(y)f(z)e
− 2i
θ
(ω(y,z)+ω(z,x)+ω(x,y))dydz =: (kL ?θ f)(x),
where ?θ is defined between B
′
θ and Bθ by (5.4), i.e. the integral has a distributional meaning.
We have also R(f)(x) = (f ?θ kR)(x). Now, the condition f1 ?θ L(f2) = R(f1) ?θ f2 of (L,R)
being a multiplier implies that kL = kR. Since (L,R) ∈ M(Bθ), we have kL = kR ∈ M?θ(Bθ)
due to its definition. It is then easy to check that
k(L1L2)(x) =
1
(piθ)2n
∫
kL1(y)kL2(z)e
− 2i
θ
(ω(y,z)+ω(z,x)+ω(x,y))dydz = (kL1 ?θ kL2)(x),
k(L∗)(x) = kL(x),
as distributions, so that the map (L,R) ∈ M(Bθ) 7→ kL = kR ∈ M?θ(Bθ) is a *-algebra
morphism. The map k ∈M?θ(Bθ) 7→ (k ?θ ·, · ?θ k) ∈M(Bθ) is obviously an inverse map. 
We can now apply this theorem directly to the algebra Bθ = (S(R2n), ?θ) and we see that
its unbounded multiplier algebra M(Bθ) corresponds to the Fre´chet multipliers of S(R2n) (a
subspace of the tempered distributions S ′(R2n)) used in [32, 34, 28].
Remark 5.10 The Weyl map (5.3) restricted to S(A, g) is extendable. Due to Theorem 4.9
and since DS(A,g) = S(Rn), we obtain a faithful *-representation
Ω˜θ :M?θ(S(R2n))→ L+(S(Rn))
that was already considered in [32] for the Moyal-Weyl quantization. 
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5.4 Infinite-dimensional Clifford algebras
As an illustration of the unital case, let us consider the well-known hyperfinite type II1 factor,
but seen as a limit of deformation quantization.
Let V be an infinite dimensional separable real vector space with a positive definite scalar
product. We consider an orthonormal basis (ξi)i∈N of V . The Clifford algebra Cl(V ) consists in
the tensor algebra of the complexification of V quotiented by the ideal generated by {v ⊗ v −
〈v, v〉1l}. It is generated by the ξi satisfying
ξiξj + ξjξi = 2δij1l.
A basis of V is given by the ξI :=
∏
i∈I ξi where the product is ordered, ξ∅ = 1l and I are subsets
of N.
The following is a consequence of [35]. The algebra Cl(V ) has an involution as well as a
normalized (τ(1l) = 1) hermitian (τ(x∗) = τ(x)) trace (τ(xy) = τ(yx)) τ : Cl(V ) → C defined
by
x∗ :=
∑
I
(−1) 12 |I|(|I|−1)xIξI , τ(x) = x∅,
for any x =
∑
I xIξI with xI ∈ C, I ⊂ N and the sum is finite. The map (x, y) 7→ τ(x∗y) is
a sesquilinear hermitian positive definite form and we note H the completion of Cl(V ) for the
norm associated to this sesquilinear form.
Then, Cl(V ) acts by left-multiplication on H and we note Cl[V ] the weak completion of
Cl(V ) seen as a subalgebra of L(H). Cl[V ] is the hyperfinite factor of type II1 and τ extends
to Cl[V ] as a finite faithful normal trace. Since Cl(V ) coincide with the Moyal deformation
quantization [21, 36] of the superspace R0|2m if 2m = dim(V ) < +∞, and since ⋃∞m=1Cl(2m)
is dense in Cl[V ], we can see Cl[V ] as the limit of the deformation quantization of R0|2m when
m → ∞. Taking this into account, we have now that Cl(V ) is a Hilbert algebra of completion
H. Due to Proposition 3.35, we have the following result.
Proposition 5.11 The bounded multipliers Mb(A) of A := Cl(V ) are left and right multipli-
cation by elements of Cl[V ]. Moreover, the unbounded multipliers are M(A) = Cl(V ) that is a
non-closed O*-algebra.
Note that the hyperfactor of type II∞ can be obtained as the tensor product Mb(R2n)⊗Cl[V ],
so as the limit of the deformation quantization R2n|2m with m→∞.
5.5 Deformation quantization of normal j-groups
To show the efficiency of this framework of Hilbert deformation quantization, we look at another
deformation quantization that was defined and studied in [25]. Let us first describe what are
elementary normal j-groups (see [26]). They are AN Iwasawa factor of the simple Lie
groups SU(1, n) for n ∈ N∗. Explicitly they are realized as S = R × V × R, where (V, ω) is a
symplectic vector space of dimension 2n. With the coordinate system (a, x, `) associated to such
a realization, the group law of S has the form
(a, x, `)·(a′, x′, `′) =
(
a+ a′, e−a
′
x+ x′, e−2a
′
`+ `′ +
1
2
e−a
′
ω(x, x′)
)
(5.5)
and the inverse (a, x, `)−1 = (−a,−eax,−e2a`). It turns out that the generic coadjoint orbit of
this group is S-equivariantly diffeomorphic to the Lie group S itself and under this identification
the KKS symplectic form has the expression ωS = 2da ∧ d` + ω. The coadjoint action (or
left-multiplication under the identification) has the associated moment maps
ηH(a, x, `) = 2`, ηy(a, x, `) = e
−aω(y, x), ηE(a, x, `) = e−2a, (5.6)
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with decomposition of the Lie algebra s := RH ⊕ V ⊕ RE and exponential map (a, x, `) =
eaHexe`E .
On such groups, P. Bieliavsky and M. Massar introduced in [24] an associative S-invariant
star-product that has the following form
(f1 ?θ f2)(g) =
1
(piθ)2n+2
∫
AS(g, g1, g2)e
− 2i
θ
SS(g,g1,g2)f1(g1)f2(g2)dg1dg2 (5.7)
for f1, f2 ∈ D(S), gi := (ai, xi, `i) ∈ S, the left Haar measure dg := dadxd`, and where the
amplitude and the phase are
AS(g, g1, g2) =4
√
cosh(2(a1 − a2)) cosh(2(a1 − a)) cosh(2(a− a2)) cosh(a2 − a)n
cosh(a1 − a)n cosh(a1 − a2)n,
SS(g, g1, g2) =− sinh(2(a1 − a2))`− sinh(2(a2 − a))`1 − sinh(2(a− a1))`2
+ cosh(a1 − a) cosh(a2 − a)ω(x1, x2) + cosh(a1 − a) cosh(a1 − a2)ω(x2, x)
+ cosh(a1 − a2) cosh(a2 − a)ω(x, x1).
This product, which extends to L2(S), is related to the Moyal-Weyl product (5.1) (but on
R2n+2 and for the symplectic form ωS instead of ω), that we denote ?0θ in this section, via an
intertwining operator Uθ: f1 ?θ f2 = Uθ((U
−1
θ f1) ?
0
θ (U
−1
θ f2)) for f1, f2 ∈ D(S). These operators
have the form
Uθf(a, x, `) =
1
2pi
∫
dtdξ
√
cosh(
θt
2
) cosh(
θt
4
)ne
2i
θ
sinh( θt
2
)`−iξtf(a, cosh(
θt
4
)x, ξ),
U−1θ f(a, x, `) =
1
2pi
∫
dtdξ
√
cosh( θt2 )
cosh( θt4 )
n
e−
2i
θ
sinh( θt
2
)ξ+it`f(a, cosh(
θt
4
)−1x, ξ). (5.8)
Finally the product (5.7) is associated to the following quantization map [25]
Ωθ(f)ϕ(a0, v0) :=
2
(piθ)n+1
∫
S
f(a, v, w, `)
√
cosh(2(a− a0)) cosh(a− a0)n
e
2i
θ
(
sinh(2(a−a0))`+ω(cosh(a−a0)v−v0,cosh(a−a0)w)
)
ϕ(2a− a0, 2 cosh(a− a0)v − v0)dadvdwd`, (5.9)
for f ∈ D(S), ϕ ∈ L2(Q), Q := RH × V0, V0 a Lagrangian subspace of V , (v, w) ∈ V in the
integral, and (a0, v0) ∈ Q.
In [25], a modified Schwartz space was introduced on S. Let us recall its definition. The
left-invariant vector fields of S are given by
H˜ = ∂a − x∂x − 2`∂`, y˜ = y∂x + 1
2
ω(x, y)∂`, E˜ = ∂`,
with H, y and E generators of the Lie algebra s. The maps α are
αH(g) = `, αy(g) = cosh(a)ω(y, x), αE(g) = sinh(2a),
for any g = (a, x, `) ∈ S. This leads to the following definition. The modified Schwartz space
of S is defined as
S(S) = {f ∈ C∞(S) ∀j ∈ N2n+2, ∀P ∈ U(s) ‖f‖j,P := sup
g∈S
∣∣∣αj(g)P˜ f(g)∣∣∣ <∞} (5.10)
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where αj := αj1Hα
j2
e1 . . . α
j2n+1
e2n α
j2n+2
E . It is a Fre´chet nuclear algebra endowed with the seminorms
(‖f‖j,P ) and the star-product (5.7).
Let us see how the above setting fits in the formalism of HDQ. Denote Aθ := L
2(S) for θ 6= 0
and A0 := L
2(S) ∩ L∞(S).
Proposition 5.12 The family A := (Aθ) defines a Hilbert deformation quantization and the
operator (5.8) is an intertwiner (in the sense of Definition 4.1) between the Moyal-Weyl HDQ
(L2(R2n+2), ?0θ) and A. Moreover, the quantization map (5.9) is related to the Weyl map (5.3),
denoted now by Ω0θ, in the following way: Ωθ = Ω
0
θ ◦ U−1θ , and it is a representation of A.
Proof First, we know from [24] that Uθ is an algebra homomorphism. It is easy to see that it
is also compatible with complex conjugation and scalar products:∫
|Uθf(a, x, `)|2dadxd`
=
1
2pi
∫
cosh(
θt
4
)2nei(ξ−ξ
′)tf(a, cosh(
θt
4
)x, ξ)f(a, cosh(
θt
4
)x, ξ′)dadxdtdξdξ′
=
∫
|f(a, x, ξ)|2dadxdξ,
first by integrating on `, then by changing the variable x and integrating over t. So Uθ is an
isometric isomorphism from (L2(R2n+2), ?0θ) and (L2(S), ?θ), which shows that (L2(S), ?θ) is a
complete Hilbert algebra. Actually, it was already directly proved in [25] that this was a Hilbert
algebra. Then, a direct computation shows the relation Ωθ = Ω
0
θ ◦ U−1θ . 
Corollary 5.13 Mb(A) is a continuous field of C*-algebras.
Proof This is a direct consequence of the fact that Mb(L
2(R2n+2), ?θ) is a continuous field of
C*-algebras [15], of the fact that U : L2(R2n+2)→ L2(S) defined by (5.8) is an intertwiner and
of Proposition 4.4. 
Example 5.14 Let us define here a particular multiplier of Aθ that gives a new Fourier trans-
formation. The symplectic Fourier transformation is a multiplier of the Moyal-Weyl HDQ as-
sociated to the distribution (piθ)nδ(x) (see Example 5.2). Let us push such a Dirac distribution
by the intertwiner Uθ:
δS(a, x, `) = (piθ)
n+1Uθ(δ)(a, x, `) = (piθ)
nδ(a)δ(x)
∫
(1 + t2)−
1
4 c(t)−ne
2i
θ
t`dt
Then, this Fourier transform FS = (FS,L,FS,R) is the unitary multiplier in Mb(Aθ) associated
to δS, namely
FS,L(f)(a, x, `) = 4
(piθ)n+1
∫ √
cosh(2a) cosh(2a′) cosh(a)n cosh(a′)nf(a′, x′, `′)
e−
2i
θ
(sinh(2a′)`−sinh(2a)`′+cosh(a) cosh(a′)ω(x′,x))da′dx′d`′,
FS,R(f)(a, x, `) = 4
(piθ)n+1
∫ √
cosh(2a) cosh(2a′) cosh(a)n cosh(a′)nf(a′, x′, `′)
e+
2i
θ
(sinh(2a′)`−sinh(2a)`′+cosh(a) cosh(a′)ω(x′,x))da′dx′d`′.
We have therefore defined two unitary transformations on Aθ. The associated automorphism is
also the change of sign: UFS(f)(a, x, `) := FS,L(FS,R)∗(f)(a, x, `) = f(−a,−x,−`). 
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5.6 Symmetry for normal j-groups
Let us now identify the space S(S) in the framework of HDQ.
Theorem 5.15 The subspace of C∞(S) generated by the functions `, constants, e−axj , eaxj
(j ∈ {1, . . . , 2n}), e−2a and e2a in the coordinate system (a, x, `) of S forms a symmetry g of
the HDQ A of Proposition 5.12. The Schwartz HDQ B := S(A, g) induced by this symmetry
corresponds to the modified Schwartz space S(S) defined in (5.10).
It turns out that g is a representation of the Lie algebra of the transvection group of the
bounded symmetric domain associated (and isomorphic) to S, so that we can call this symmetry
g the transvection symmetry. The action of this transvection group is actually an invariant
symmetry of the HDQ.
Proof First, the above generators form a symmetry of A with Lie relations
[`, e−2a]?θ = −iθe−2a, [`, e2a]?θ = iθe2a, [eεaω(y, x), eε
′aω(y′, x)]?θ = −iθe(ε+ε
′)aω(y, y′),
[`, e−aω(y, x)]?θ = −
iθ
2
e−aω(y, x), [`, eaω(y, x)]?θ =
iθ
2
eaω(y, x),
for ε, ε′ = ±1. Let us show that the multiplier topology of Bθ, i.e. the one generated by the
seminorms ‖LSRT f‖, for f ∈ Bθ, S, T ∈ U(g), corresponds to the topology of S(S), i.e. the
one generated by the seminorms ‖ sinh(2a)k1xα`k2∂k3a ∂βx∂k4` f‖∞, for ki ∈ N and α, β ∈ N2n. It
turns out that the part of the multiplier topology corresponding to the generator ` coincides
obviously with the part of the topology of S(S) corresponding to the operators `k2∂k3a , as in the
case of the Moyal product. Let us compare the part of the multiplier topology corresponding
to the generators e−2a, e2a with the part of the topology of S(S) corresponding to the operators
sinh(2a)k1∂k4` .
A direct computation using the explicit expression (5.7) shows that
[e−2ka, f ]?θ(a, x, `) = −
2
piθ
e−2ka
∫
R2
sinh(k·arcsinh(u))e 2iθ u(`−v)f(a, x, v)dudv,
{e−2ka, f}?θ(a, x, `) =
2
piθ
e−2ka
∫
R2
cosh(k·arcsinh(u))e 2iθ u(`−v)f(a, x, v)dudv,
where the anticommutator is denoted as {f, g}?θ = f ?θ g + g ?θ f .
• If k is even, cosh(k·arcsinh(u)) = Pk(u)ε0(u), with Pk a real polynomial of degree k and
ε0(u) = 1.
• If k is odd, cosh(k·arcsinh(u)) = Pk(u)ε1(u), with Pk a real polynomial of degree k − 1
and ε1(u) =
√
1 + u2.
• If k is even, sinh(k·arcsinh(u)) = Qk(u)ε1(u), with Qk a real polynomial of degree k − 1
and ε1(u) =
√
1 + u2.
• If k is odd, sinh(k·arcsinh(u)) = Qk(u)ε0(u), with Qk a real polynomial of degree k and
ε0(u) = 1.
In particular, P1(u) = 1, Q1(u) = u, P2(u) = 1 + 2u
2, Q2(u) = 2u, P3(u) = 1 + 4u
2, Q3(u) =
3u+ 4u3,... We can now compute the L2-norms of these quantities. For example,
‖[e−2ka, f ]?θ‖2 =
4
piθ
∫
Qk(u)
2εk+1(u)
2e−4kae−
2i
θ
u(v′−v)f(a, x, v)f(a, x, v′),dadudvdv′dx
=
4
piθ
∫
e−4kae−
2i
θ
u(v′−v)f(a, x, v)(Qkεk+1)2(
−iθ
2
∂v′)f(a, x, v
′), dadudvdv′dx
by using integration by parts since (Qkεk+1)
2 is always a polynomial. We get
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• If k is even, ‖{e−2ka, f}?θ‖2 = 4‖e−2kaPk(−iθ2 ∂`)f‖2.
• If k is odd, ‖{e−2ka, f}?θ‖2 = 4‖e−2kaPk(−iθ2 ∂`)f‖2 + θ2‖e−2kaPk(−iθ2 ∂`)∂`f‖2.
• If k is even, ‖[e−2ka, f ]?θ‖2 = 4‖e−2kaQk(−iθ2 ∂`)f‖2 + θ2‖e−2kaQk(−iθ2 ∂`)∂`f‖2.
• If k is odd, ‖[e−2ka, f ]?θ‖2 = 4‖e−2kaQk(−iθ2 ∂`)f‖2.
Since the star-mutliplication of powers of e−2a and e2a is just the pointwise multiplication, we
see that the a-part of the multiplier topology of Bθ is generated by the seminorms ‖{e−2ka, f}?θ‖
and ‖[e−2ka, f ]?θ‖. And these are equivalent to the seminorms ‖e−2k1a∂k2` f‖ (for the use of the
L2-norm), and also to the seminorms ‖ sinh(2a)k1∂k2` f‖ (by using the inequality cosh(2a) ≤
1 + sinh(2a)2).
What remains to be done for this part concerning the generators e±2a is the equivalence
between these seminorms and the seminorms using the same operators but with the L∞-norm.
We adapt the standard argument of [33] and we concentrate on the variable a and look at the
low order case. Since (1 + sinh(2a)2)−1 is in L2(R), then
‖f‖2 ≤ ‖(1 + sinh(2a)2)−1‖2‖(1 + sinh(2a)2)f‖∞ ≤ C(‖f‖∞ + ‖ sinh(2a)2f‖∞).
For the other sense of the equivalence, we use f(a) =
∫ a
−∞ ∂a′f(a
′)da′ and we obtain
‖f‖∞ ≤ ‖∂af‖1 ≤ ‖(1 + sinh(2a)2)−1‖2‖(1 + sinh(2a)2)∂af‖2
by using also the Cauchy-Schwartz inequality.
Now let us compare the part of the multiplier topology corresponding to the generator x with
the part of the topology of S(S) corresponding to the operators xα∂βx . The philosophy is the
same as before so let us do it for degree 1. First, a computation gives the following expressions
(for ε = ±1):
[eεaω(y, x), f ]?θ = iθe
εa(y∂x − ε
2
ω(y, x)∂`)f(a, x, `)
{eεaω(y, x), f}?θ =
eεa
piθ
∫
e−
2i
θ
t(s−`)
(
2c(t)2ω(y, x) + iθε
s(t)
c(t)
y∂x
)
f(a, x, s)dtds
with c(t) := cosh(12arcsinh(t)) =
(
1+
√
1+t2
2
) 1
2
and s(t) := sinh(12arcsinh(t)).
We obtain directly the inequality ‖[eεaω(y, x), f ]?θ‖ ≤ θ‖ sinh(2a)y∂xf‖+ θ2‖ sinh(2a)ω(y, x)∂`f‖
for the commutator. For the anticommutator, notice that F−1TF is a positive operator as soon
as T is a positive operator, where F denotes here the usual Fourier transform. Then we use the
inequality (a+ b)2 ≤ 2(a2 + b2) for the commuting selfadjoint operators ω(y, x) and iy∂x:(
2c(t)2ω(y, x)− iθ s(t)
c(t)
y∂x
)2 ≤ 2(4c(t)4ω(y, x)2 − θ2 s(t)2
c(t)2
(y∂x)
2
)
and we obtain for the anticommutator
‖{eεaω(y, x), f}?θ‖2 ≤ 8‖eεaω(y, x)f‖2 + 2θ2‖eεaω(y, x)∂`f‖2 +
θ4
8
‖eεay∂x∂`f‖2.
by using integrations by parts and transforming t in iθ2 ∂s. This means that the multiplier
topology is controlled by the one of S(S) (we have also the equivalence between L2-norms and
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L∞-seminorms for these operators). For the converse sense, concerning the operators xα∂βx , we
have y∂xf =
i
θ (e
a[e−aω(y, x), f ]?θ − e−a[eaω(y, x), f ]?θ) so that
‖y∂xf‖ ≤ 1
θ
‖ cosh(2a)[e−aω(y, x), f ]?θ‖+
1
θ
‖ cosh(2a)[eaω(y, x), f ]?θ‖
and we know already that ‖ cosh(2a)f‖ is controlled by the multiplier topology. Since we have(
2c(t)2ω(y, x)− iθ s(t)
c(t)
y∂x
)2
+
(
2c(t)2ω(y, x) + iθ
s(t)
c(t)
y∂x
)2
= 2
(
4c(t)4ω(y, x)2 − θ2 s(t)
2
c(t)2
(y∂x)
2
)
≥ 8ω(y, x)2,
by using the above computations and arguments, we find that
‖ω(y, x)f‖2 ≤ 1
8
‖ea{e−aω(y, x), f}?θ‖2 +
1
8
‖e−a{eaω(y, x), f}?θ‖2.
So, the multiplier topology of Bθ is equivalent to the Fre´chet topology of S(S) and we have
Bθ = S(S). 
Remark 5.16 Theorem 5.15 extends to the framework of normal j-groups, or equivalently
to Ka¨hlerian Lie groups with negative curvature. Such normal j-groups [26] are actually
semidirect products of elementary normal j-groups
G = (. . . (S1 nρ1 S2)nρ2 . . . SN−1)nρN−1 SN
where ρi : Si → Aut(Si+1) are some (symplectic) actions. In [25], it has been proved that the star-
products for G were tensor products of the elementary factors Si and that the modified Schwartz
space was also a tensor product: S(G) := S(S1)⊗ˆ . . . ⊗ˆS(SN ). Then, by taking the generators
given in Theorem 5.15 for each factor Si, we obtain a symmetry of the HDQ (L2(G), ?θ) given
by the tensor product of each (L2(Si), ?θ), and the Schwartz induced HDQ corresponds to the
tensor product S(G). In the same way, results below concerning elementary normal j-groups S
can be extended to normal j-groups. 
Remark 5.17 Even if the kernel of the star-product (5.7) is different from the one of the
Moyal-Weyl product (5.1), a slight adaptation of the proof of Theorem 5.9 leads to the same
kind of result, namely that the unbounded multiplier space M(Bθ), which is a complete nuclear
locally convex Hausdorff *-algebra by Proposition 3.34, identifies with the Fre´chet multiplier
space M?θ(S(S)) defined and used for the star-exponential in [27]. 
Let us call the generators of g by H, y, y′, E, E′ (with y, y′ ∈ V ) such that the moment
maps are
ηH = 2`, ηy = e
−aω(y, x), ηy′ = eaω(y′, x), ηE = e−2a, ηE′ = e2a.
Corollary 5.18 By Theorem 4.11, for any T ∈ g, the star-exponential E?θ( iθT ) of the transvec-
tion symmetry g belongs to Mstab(Bθ), so it is a unitary multiplier stabilizing Bθ ' S(S). We
can find its explicit expression by using [27]. Namely, any arbitrary T in g writes
T (a, x, `) = αηH + ηy + ηy′ + βηE + β
′ηE′ ,
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with α, β, β′ ∈ R and y, y′ ∈ V . So, the star-exponential E?θ( iθT ) is the left and right ?θ-
multiplication by the function
(a, x, `) 7→
√
cosh(α) cosh(
α
2
)n e
i
θ
sinh(α)
(
2`+ β
α
e−2a −β′
α
e2a+ e
−a
α
ω(y,x)− ea
α
ω(y′,x)
)
.
Corollary 5.19 The representation (5.9) restricted to B is extendable, and it extends as a
faithful *-representation Ω : M(B)→ L+(DB) of the multipliers of B, with
DB := {ϕ ∈ L2(Rn+1), ∀ki ∈ N, ∀αi ∈ Nn, sup
a,v
| sinh(2a)k1vα1∂k2a ∂α2v ϕ(a, v)| <∞}.
Proof Due to Theorem 4.9, it suffices to compute the image of Ω on generators of U(g) to
identify DB. By using the explicit expression (5.9), we have
Ω(`k)ϕ(a0, `0) =
(
iθ
4
)k
Pk(∂a0)ϕ(a0, v0), Ω(sinh(2a)
k)ϕ(a0, v0) = sinh(2a0)
kϕ(a0, v0),
Ω(vα)ϕ(a0, v0) = v
α
0ϕ(a0, v0), Ω(w
α)ϕ(a0, v0) =
(
− iθ
2
ω−1∂v0
)α
ϕ(a0, v0),
where Pk is a polynomial of degree k. So the topology of DB is the exactly the one of the
Corollary. 
We can now give an explicit expression for the new Sobolev spaces associated to this sym-
metry.
Proposition 5.20 The Sobolev spaces associated to the transvection symmetry are
Hk(A, g) = {f ∈ L2(S), ∀X ∈ Uk(g), ‖X∗f‖ <∞},
where Uk(g) denotes the filtered enveloping algebra with generators of degree less or equal than
k, fundamental vector fields are extended to elements of U(g) by (X1 . . . Xp)∗ = X∗1 . . . X∗p , and
the fundamental vectors have the expression
H∗ = −∂a, y∗ = −e−a∂y + 1
2
e−aω(x, y)∂`, E∗ = −e−2a∂`,
(y′)∗ = −ea∂y′ − 1
2
eaω(x, y′)∂`, (E′)∗ = −e2a∂`.
Proposition 5.21 Since ?θ is strongly-invariant under the left-action of S on itself, the moments
maps (5.6) form another symmetry of the HDQ A. However, the Schwartz induced HDQ does
not correspond to the one of Theorem 5.15.
Proof The moment maps satisfy the relations:
[ηH , ηy]?θ = −iθηy, [ηH , ηE ]?θ = −2iθηE , [ηy, ηy′ ]?θ = −iθω(y, y′)ηE ,
so they form a symmetry of the HDQ A. Since the moment maps do not include the function
e2a, we see that the induced family of seminorms will correspond to a very different behavior
from the ones of Theorem 5.15 for a→∞. 
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38
References
[1] M. Takesaki, Theory of Operator Algebras I. Springer-Verlag, Berlin, Heidelberg,
New-York, 2000.
[2] B. Blackadar, Operator Algebras. Springer, 2006.
[3] J. von Neumann, “Die Eindeutigkeit der Schro¨dingerschen operatoren,” Math. Ann. 104
(1931) 570–578.
[4] J. Dixmier, Von Neumann Algebras. North Holland Publ. Comp., 1981.
[5] R. C. Busby, “Double centralizers and extensions of C*-algebras,” Trans. Amer. Math.
Soc. 132 (1968) 79–99.
[6] R. T. Powers, “Selfadjoint algebras of unbounded operators I,” Commun. Math. Phys. 21
(1971) 85–124.
[7] G. Lassner, “Topological algebras of operators,” Rep. Math. Phys. 3 (1972) 279–293.
[8] K. Schmudgen, Unbounded Operator Algebras and Representation Theory.
Akademie-Verlag, Berlin, 1990.
[9] J.-P. Antoine, A. Inoue, and C. Trapani, Partial *-Algebras and Their Operator
Realizations. Kluwer Academic Publishers, 2002.
[10] P. G. Dixon, “Unbounded Operator Algebras,” Proc. London Math. Soc. s3-23 (1971)
53–69.
[11] A. Inoue, “An unbounded generalization of the Tomita-Takesaki theory I,” Publ. RIMS
Kyoto Univ. 22 (1986) 725–765.
[12] F. Bayen, M. Flato, C. Fronsdal, A. Lichnerowicz, and D. Sternheimer, “Deformation
theory and quantization,” Ann. Phys. 11 (1978) 61–151.
[13] M. Kontsevich, “Deformation quantization of Poisson manifolds,” Lett. Math. Phys. 66
(2003) 157–216.
[14] V. G. Drinfeld, “Quasi-Hopf algebras,” Leningrad Math. J. 1 (1989) 1419–1457.
[15] M. A. Rieffel, “Deformation Quantization for actions of R(D),” Mem. Amer. Math. Soc.
106 (1993) R6.
[16] F. Bayen and J. M. Maillard, “Star exponentials of the elements of the inhomogeneous
symplectic Lie algebra,” Lett. Math. Phys. 6 (1982) 491–497.
[17] M. Cahen and S. Gutt, “Discrete spectrum of the hydrogen atom : an illustration of
deformation theory methods and problems,” J. Geom. Phys. 1 (1984) 65–83.
[18] M. Cahen, M. Flato, S. Gutt, and D. Sternheimer, “Do different deformations lead to the
same spectrum?,” J. Geom. Phys. 2 (1985) 35–49.
[19] H. Omori, Y. Maeda, N. Miyazaki, and A. Yoshioka, “Anomalous quadratic exponentials
in the star-products,” RIMS Kokyuroku 1150 (2000) 128–132.
[20] M. Garay, A. de Goursac, and D. van Straten, “Resurgent Deformation Quantisation,”
Ann. Phys. 342 (2014) 83–102, arXiv:1309.0437 [math-ph].
39
[21] P. Bieliavsky, A. de Goursac, and G. Tuynman, “Deformation quantization for Heisenberg
supergroup,” J. Funct. Anal. 263 (2012) 549–603, arXiv:1011.2370 [math.QA].
[22] V. Gayral and D. Jondreville, “Deformation Quantization of Qdp,” arXiv:1409.3349
[math.OA].
[23] P. Bieliavsky, “Strict Quantization of Solvable Symmetric Spaces,” J. Sympl. Geom. 1
(2002) 269–320.
[24] P. Bieliavsky and M. Massar, “Oscillatory integral formulae for left-invariant star
products on a class of Lie groups,” Lett. Math. Phys. 58 (2001) 115–128.
[25] P. Bieliavsky and V. Gayral, “Deformation Quantization for Actions of Kahlerian Lie
Groups,” to appear in Mem. Amer. Math. Soc. , arXiv:1109.3419 [math.OA].
[26] I. I. Pyatetskii-Shapiro, Automorphic functions and the geometry of classical domains.
Mathematics and Its Applications, Vol. 8, Gordon and Breach Science Publishers, 1969.
[27] P. Bieliavsky, V. Gayral, A. de Goursac, and F. Spinnler, “Harmonic analysis on
homogeneous complex bounded domains and noncommutative geometry,” to appear in
Current Developments and Retrospectives in Lie Theory: Geometric and Analytical
Methods (ed: G. Mason, I. Penkov, J. A. Wolf), Springer , arXiv:1311.1871 [math.FA].
[28] V. Gayral, J. M. Gracia-Bondia, B. Iochum, T. Schucker, and J. C. Varilly, “Moyal planes
are spectral triples,” Commun. Math. Phys. 246 (2004) 569–623, arXiv:hep-th/0307241.
[29] P. Bieliavsky, S. Detournay, and P. Spindel, “The Deformation quantizations of the
hyperbolic plane,” arXiv:0806.4741 [math-ph].
[30] P. Bieliavsky, A. de Goursac, Y. Maeda, and F. Spinnler, “Star-representations of
SL(2,R),” in progress .
[31] M. A. Rieffel, “Continuous Fields of C*-Algebras Coming from Group Cocycles and
Actions,” Math. Ann. 283 (1989) 631–643.
[32] J. M. Maillard, “On the twisted convolution product and the Weyl transformation of
tempered distributions,” J. Geom. Phys. 3 (1986) 231–261.
[33] M. Reed and B. Simon, Methods of modern mathematical Physics, Vol 1: Functional
Analysis. Academic Press Inc., 1980.
[34] J. M. Gracia-Bondia and J. C. Varilly, “Algebras of distributions suitable for phase space
quantum mechanics. 1,” J. Math. Phys. 29 (1988) 869–879.
[35] R. J. Plymen and P. L. Robinson, Spinors in Hilbert Space. Cambridge U. P., 1994.
[36] A. de Goursac, “Fre´chet Quantum Supergroups,” to appear in Pacif. J. Math. (2014) ,
arXiv:1105.2420 [math.QA].
40
