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ON MULTIPLE AND INFINITE LOG-CONCAVITY
LUIS A. MEDINA AND ARMIN STRAUB
Abstract. Following Boros–Moll, a sequence (an) ism-log-concave if Lj(an) >
0 for all j = 0, 1, . . . ,m. Here, L is the operator defined by L(an) = a2n −
an−1an+1. By a criterion of Craven–Csordas and McNamara–Sagan it is
known that a sequence is ∞-log-concave if it satisfies the stronger inequal-
ity a2
k
> rak−1ak+1 for large enough r. On the other hand, a recent result of
Bra¨nde´n shows that ∞-log-concave sequences include sequences whose gener-
ating polynomial has only negative real roots. In this paper, we investigate
sequences which are fixed by a power of the operator L and are therefore ∞-
log-concave for a very different reason. Surprisingly, we find that sequences
fixed by the non-linear operators L and L2 are, in fact, characterized by a
linear 4-term recurrence. In a final conjectural part, we observe that positive
sequences appear to become ∞-log-concave if convoluted with themselves a
finite number of times.
1. Introduction
A sequence (an) is said to be log-concave if a
2
n > an−1an+1 for all n. If all terms
of the sequence are positive, then log-concavity implies unimodality. For a very
nice introduction and many examples of both unimodal and log-concave sequences
we refer to [17].
Following Boros and Moll [2], we denote with L the operator which sends a
sequence (an) to the sequence (a
2
n − an−1an+1). Then (an) is log-concave if and
only if L(an) > 0. Similarly, the sequence (an) is said to be m-log-concave if
Lj(an) > 0 for all j = 0, 1, . . . ,m. If (an) is m-log-concave for all m > 0, then
it is said to be ∞-log-concave. Often, we will consider the generating function
f(x) =
∑
n>0 anx
n. In that case, we write L[f ](x) = ∑n>0(a2n − an−1an+1)xn
with the understanding that a−1 = 0.
Example 1.1. The sequence
(
n
2
)
is fixed by the operator L because(
n
2
)2
−
(
n− 1
2
)(
n+ 1
2
)
=
(
n
2
)
.
Since the sequence is nonnegative, it is therefore ∞-log-concave. In Section 3, we
will characterize all sequences fixed by L.
More generally, as a warm-up problem, it was conjectured in [2] that the binomial
coefficients (either rows, that is
(
n
0
)
,
(
n
1
)
, . . . ,
(
n
n
)
, or columns, that is
(
n
n
)
,
(
n+1
n
)
,
(
n+2
n
)
, . . .,
of Pascal’s triangle) are ∞-log-concave. That the rows of Pascal’s triangle are in-
deed ∞-log-concave was recently proven by Bra¨nde´n [3] who established, much
more generally, that the coefficients of polynomials, all of whose roots are negative
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and real, are always ∞-log-concave. This connection of the location of roots and
log-concavity will be briefly reviewed in Section 2. We remark that, on the other
hand, the case of columns of Pascal’s triangle is still wide open; based on extensive
computations by Kauers and Paule [12] it is only known that they are 5-log-concave.
As will also be reviewed in Section 2, a sequence is ∞-log-concave if it satisfies
the stronger condition a2n > ran−1an+1 for r > (3 +
√
5)/2 ≈ 2.618. This criterion,
due to Craven and Csordas [5] as well as McNamara and Sagan [14], generalizes to
a powerful approach of showing that a specific sequence is ∞-log-concave. On the
other hand, there are sequences, like the one in Example 1.1, that are fixed by the
operator L (or one of its powers) and are∞-log-concave for this reason. This leads
us to investigate the sequences fixed by L in Section 3 as well as the sequences fixed
by L2 in Section 4. In both cases, we find that, surprisingly, these sequences fixed by
non-linear operators are characterized by linear 4-term recurrences with constant
coefficients. This phenomenon does not appear to extend to the sequences fixed by
Lm for m > 2. As an application, we ask if these criteria for ∞-log-concavity can
be combined to yield an algorithm that decides, in finite time, whether or not a
given finite sequence is ∞-log-concave.
In the final section, Section 5, we start with positive sequences and repeatedly
convolute them with themselves. That is to say, we consider the coefficients of
powers of a given polynomial. The central limit theorem suggests that, as the
exponent increases, the shape of the resulting sequences approaches the shape of
a normal distribution. One therefore expects the sequences to become more and
more log-concave. Indeed, we observe that each sequence appears to become ∞-
log-concave in a finite number of steps.
2. Review of multiple log-concavity
Newton’s famous and classical theorem on real roots states that if the polynomial
p(x) = a0 + a1x+ . . .+ adx
d has only negative real roots, then its coefficients (an)
are log-concave. We refer to [15] for historic information and related results.
Remark 2.1. In fact, somewhat stronger, Newton’s theorem implies that the num-
bers an/
(
d
n
)
form a log-concave sequence. This is indeed stronger since the binomial
coefficients are log-concave and the Hadamard product of two log-concave sequences
is again log-concave. If only log-concavity is desired, the assumptions of Newton’s
theorem can be weakened: it is shown in [1] that the condition that all roots are
negative (and therefore real) can be replaced with the condition that all roots lie
in the sector defined by | arg(−z)| 6 pi/3 (equivalently, all roots z = a+ bi satisfy
both a 6 0 and b2 6 3a2).
Bra¨nde´n [3] recently established the following more general theorem which was
previously, and independently, conjectured by Stanley, McNamara–Sagan [14] and
Fisk [7].
Theorem 2.2. ([3]) Let p(x) =
∑d
n=0 anx
n. If all roots of p are negative and real
then so are the roots of
L[p](x) =
d∑
n=0
(a2n − an−1an+1)xn.
Here, it is understood that a−1 = 0 as well as ad+1 = 0.
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Corollary 2.3. If the polynomial p(x) = a0 + a1x + . . . + adx
d has only negative
real roots, then its coefficients (an) are ∞-log-concave.
Example 2.4. If an =
(
d
n
)
, then p(x) =
∑d
n=0 anx
n = (x + 1)d clearly has only
negative real roots. It follows that (rows of) the binomial coefficients are ∞-log-
concave, confirming the motivating conjecture in [2].
Note that the converse of Corollary 2.3 is not true, as is illustrated by the
polynomial
P2(x) =
3
2
x2 +
15
4
x+
21
8
,
which has non-real roots but coefficients which are ∞-log-concave; this is easily
proved using the notion of r-factor log-concavity which is reviewed next. We remark
that P2(x) is one of the Boros–Moll polynomials, which occurred in the evaluation
of a quartic integral [2], and have been investigated by many authors hence; we
only refer to the recent article [4] as well as the references therein. Nevertheless, as
illustrated by Theorem 2.8 below, a partial converse to Bra¨nde´n’s result is possible
if ∞-log-concavity is replaced by an even stronger property.
An important tool for establishing infinite log-concavity of a specific sequence
is the notion of r-factor log-concavity, which has been introduced and used by
McNamara and Sagan [14]. Let r > 1. A sequence (an) is r-factor log-concave if
a2n > ran−1an+1.
In fact, using slightly different terminology, this notion has already been considered
by Craven and Csordas in [5]. Let Mr be the r-factor log-concave sequences. It is
shown in [5, Theorem 4.1] that
(1) L(Mr) ⊂Mr+s
if and only if r > 3+
√
5+4s
2 . Generalizations, for instance to the case of decreasing
sequences, appear in [8]. Of particular importance for our purposes is the following
consequence of the containment (1).
Lemma 2.5. If a sequence (an) is r-factor log-concave for some r >
3+
√
5
2 ≈ 2.618,
then L(an) is r-factor log-concave as well. In particular, the sequence (an) is ∞-
log-concave.
As illustrated in the next example, this gives rise to a more general approach,
used in [14], to show that a specific sequence is ∞-log-concave.
Example 2.6. The polynomial p(x) = 1 + 4x + 6x2 + 4x3 has coefficients which
are 2.25-factor log-concave. The polynomial L[p](x) = 1 + 10x+ 20x2 + 16x3 has
coefficients which are 2.5-factor log-concave, while the coefficients of L2[p](x) =
1+ 80x+240x2+256x3 are 2.8125-factor log-concave. Lemma 2.5 therefore shows
that, in fact, the coefficients of p(x) are ∞-log-concave.
The concept of r-factor log-concavity of the coefficients of a polynomial is inti-
mately related to the location of zeros discussed earlier in this section. For instance,
the following result on Hurwitz stability is due to Katkova and Vishnyakova. We
refer to [11] for further details, including the cases of lower degree, and references to
related and earlier results. Here, strong log-concavity, and likewise r-factor strong
log-concavity, mean that the defining inequalities are strict (for instance, a sequence
(an) is r-factor strongly log-concave if a
2
n > ran−1an+1).
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Theorem 2.7. ([11]) Let p(x) be a polynomial with positive coefficients and degree
larger than 5. If the coefficients of p(x) are r0-factor strongly log-concave, where
r0 ≈ 1.466 is the unique real root of r3 − r2 − 1, then all the roots of p(x) have
negative real parts.
As a second example, we cite the following result of Kurtz [13], as stated in [6],
which may be viewed as a partial converse to Newton’s theorem on real roots.
Theorem 2.8. ([13]) Let p(x) be a polynomial with positive coefficients. If the
coefficients of p(x) are 4-factor log-concave, then all the roots of p(x) are real (and
hence negative).
It is also shown in [13] that 4-factor log-concavity cannot be replaced (4 − ε)-
factor log-concavity for any ε > 0.
3. Sequences fixed by L
As observed in Example 1.1, the sequence
(
n
2
)
is fixed by L and therefore∞-log-
concave. In this section, we characterize all sequences (an)n>0 that are fixed by the
operator L, that is L(an) = (an), or, equivalently,
(2) a2n − an−1an+1 = an
for all indices n > 0 (with the understanding that a−1 = 0).
Remark 3.1. Let us note that the, apparently more general, characterization of
sequences (an)n>0 such that L(an) = λ(an) for some number λ reduces to the case
λ = 1. Indeed, if L(an) = λ(an) then L(bn) = (bn) with bn = an/λ.
Suppose that (an)n>0 is a sequence fixed by L. Note that if am−1 6= 0 and
am = 0 for some m > 0, then am+1 = 0 as well. In particular, the sequence
(an+m+2)n>0 is again fixed by L. In characterizing all sequences that are fixed
by L, it is therefore no loss of generality to assume that the sequence (an) has no
internal zeros , meaning that if am = 0 for somem > 0 then an = 0 for all n > m. If
(an) has no internal zeros, then a0 = 1 unless (an) is the zero sequence. Assuming
that (an) is not the zero sequence, the value of a1 then determines (an).
Example 3.2. With the value k given, let (an)n>0 be the unique sequence with
a1 = k which is fixed by L and has no internal zeros. When k ∈ {0, 1, 2} this
sequence is finitely supported with values (1), (1, 1) and (1, 2, 2, 1), respectively.
On the other hand, if k > 3 is an integer, then the corresponding sequence is
infinite and all of its terms are positive integers. These claims are not a priori
obvious but will be direct consequences of the characterization in Theorem 3.3.
The first few cases, with k = 3, 4, 5, are:
1, 3, 6, 10, 15, 21, 28, 36, . . .
1, 4, 12, 33, 88, 232, 609, 1596, . . .
1, 5, 20, 76, 285, 1065, 3976, 14840, . . .
In the first case, corresponding to k = 3, the sequence is given by an =
(
n+2
2
)
,
the introductory Example 1.1, and in the case k = 4 we identify the sequence as
an = F2n+3 − 1 with Fn denoting the Fibonacci numbers.
The alert reader may have noticed that the infinite sequences given in Exam-
ple 3.2 each have a rational generating function. The next result and its corollary
show that this is always the case.
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Theorem 3.3. Let k be an arbitrary number. Then the sequence (an)n>0 defined
by ∑
n>0
anx
n =
1
1− kx+ kx2 − x3 =
1
(1− x)(1 − (k − 1)x+ x2)
is fixed by L. Note that a0 = 1, a1 = k.
Proof. Let S be the (inverse) shift operator defined by San = an−1, and consider
the operator
(3) L := 1− kS + kS2 − S3 = (1− S) (1− (k − 1)S + S2) .
We note that the rational generating function for (an) is equivalent to the fact that
the recurrence Lan = 0 holds, for all n > 1, with initial conditions a0 = 1 and
a−1 = a−2 = 0.
The factorization of L, as on the right-hand side of (3), implies that the sequence
bn =
(
1− (k − 1)S + S2) an = an − (k − 1) an−1 + an−2 is constant. Since b0 =
a0 = 1 it follows that bn = 1 for all n > 0. In other words, (an) satisfies the
nonhomogeneous recurrence
(4) an − (k − 1) an−1 + an−2 = 1
for all n > 0.
To prove that (an) is fixed under L, we need to show that
(5) an (an − 1) = an+1an−1
for all n > 0. Equation (5) clearly holds for n = 0. For the purpose of induction,
assume that (5) holds for some n. Then
an+1 (an+1 − 1) (4)= an+1 ((k − 1) an − an−1)
= (k − 1) an+1an − an+1an−1
(5)
= (k − 1) an+1an − an (an − 1)
= an ((k − 1) an+1 − (an − 1))
(4)
= an+2an,
which shows that (5) also holds for n+1 in place of n. The result therefore follows
by induction. 
Remark 3.4. Note that the sequence (an), defined in Theorem 3.3, is C-finite
[18]. Moreover, since C-finite sequences form an algebra, the sequences (a2n) and
(an−1an+1), as well as any linear combination of these, are again C-finite. In order
to obtain an alternative and automatic proof of Theorem 3.3, we can therefore use
the C-finite ansatz, recently advertised in [19], to show that
a2n − an−1an+1 = an,
thus proving that (an) is indeed fixed by L.
Theorem 3.3 has the, possibly surprising, consequence that the solutions of the
non-linear three-term recurrence (2) in fact satisfy a linear four-term recurrence.
Corollary 3.5. Let N ∈ N ∪ {∞}. Suppose that the sequence (an)Nn=0 is fixed by
L and that an 6= 0 for all 0 6 n 6 N . Then, with k = a1,
(6) an − k(an−1 − an−2)− an−3 = 0
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for all n = 1, 2, . . . , N , with initial conditions a0 = 1 and a−1 = a−2 = 0.
Proof. Recall that if (an) is fixed by L and a0 6= 0, then a0 = 1 and the value of
a1 determines the initial segment of nonzero terms of (an). On the other hand, for
any value k = a1, Theorem 3.3 provides a sequence that is fixed by L. It follows
that the two sequences have to agree for all initial nonzero terms. 
As illustrated by Example 3.2, the sequences fixed by L usually have infinite
support. We now determine all sequences with finite support that are fixed by L.
Proposition 3.6. Let s > 3 and 1 6 r < s be integers. If s 6= 2r, then
(7) ps,r(x) =
1− xs
(1− x)(1 − 2 cos(2pir/s)x + x2)
is a degree s− 3 polynomial, and the coefficients of ps,r are fixed by L. Moreover,
every finitely supported sequence which is fixed by L and has no internal zeros arises
in this way.
Proof. Assume that (an) is one of the sequences of Theorem 3.3 with the property
that there is N > 0 such that aN+1 = 0. Choose the minimal such N . Then
(an)n>0 = (1, a1, . . . , aN−1, 1, 0, 0, 1, a1, . . .).
Conversely, consider a finite sequence (an)
N
n=0 of nonzero terms which is fixed by
L (so that, in particular, a0 = aN = 1). Then p(x) = a0 + a1x + . . . + aNxN
necessarily satisfies
p(x)
1− xN+3 =
1
(1− x)(1 − (a1 − 1)x+ x2) .
It follows that 1− (a1− 1)x+ x2 = (x− ζ1)(x− ζ2) where ζ1, ζ2 are nontrivial s-th
roots of unity, with s = N + 3. In fact, one clearly has ζ2 = ζ
−1
1 = ζ1. Writing
ζ1 = exp(2piir/s) for some r, we thus find
a1 − 1 = ζ1 + ζ1 = 2 cos
(
2pir
s
)
.
The claims follow from here. 
We observe that the polynomials ps,r(x) are palindromic, that is, their coef-
ficients form symmetric sequences. This property follows from xs−3ps,r(1/x) =
ps,r (x) which is readily verified from (7). While the coefficients of these polynomi-
als are not in general positive, we now show they are positive in the case r = 1. In
this case, the coefficients therefore form an interesting family of sequences which
are ∞-log-concave; see Example 3.8 which lists the first few sequences explicitly.
Theorem 3.7. Let s > 3 be an integer. The polynomials
(8) ps(x) = ps,1(x) =
1− xs
(1− x)(1 − 2 cos(2pi/s)x+ x2)
have the following properties:
(a) The polynomial ps(x) is palindromic of degree s− 3.
(b) The coefficients of ps(x) are positive.
(c) The coefficients of ps(x) are fixed by L.
(d) The coefficients of ps(x) are ∞-log-concave.
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(e) The coefficients of ps(x) are r-factor log-concave if and only if
r 6
{
1
cos(2pi/s) , if s is even,
1
[1−2 cos(pi/s)]2 , if s is odd.
Proof. Part (a) is a special case of the palindromicity of the polynomials ps,r(x)
which was observed above. Note that claim (c) was proved in Proposition 3.6.
Together with the positivity claimed in part (b), this implies the ∞-log-concavity
of part (d). It therefore only remains to show parts (b) and (e).
Let us prove (b). Since the polynomial ps(x) = a0 + a1x + . . . + as−3xs−3 is
palindromic of degree s − 3, it is sufficient to show that aj > 0 for j = 0, 1, . . . , k
where k = ⌊(s− 3)/2⌋. We recall the classical generating function
1
1− 2zx+ x2 =
∞∑
n=0
Un(z)x
n
of the Chebyshev polynomials Un(z) of the second kind. Since Un(cos(θ)) =
sin((n+1)θ)
sin(θ) , we have
1
1− 2 cos(θ)x+ x2 =
1
sin(θ)
∞∑
n=0
sin((n+ 1)θ)xn
and hence
(9) ps(x) =
1 + x+ . . .+ xs−1
sin(2pi/s)
∞∑
n=0
sin(2pi(n+ 1)/s)xn.
Note that sin(2pi/s) > 0. The coefficient aj therefore is a positive linear combination
of sin(2pi(n+ 1)/s) for n = 0, 1, . . . , j. On the other hand, for n = 0, 1, . . . , k,
2pi(n+ 1)
s
6
2pi(k + 1)
s
6
pi(s− 1)
s
< pi
and hence sin(2pi(n+ 1)/s) > 0. Therefore, the coefficients of ps(x) are positive as
claimed in (b).
To show part (e), recall that (an) is r-factor log-concave if and only if a
2
n −
ran+1an−1 > 0 for all n = 1, 2, . . . , s− 4. Using the fact that a2n − an+1an−1 = an,
this inequality is clearly equivalent to
r 6
a2n
an+1an−1
=
an
an − 1 .
We have already shown that the coefficients an are positive and fixed by L. Hence
they are log-concave and, as a consequence, unimodal. Because the sequence (an) is
symmetric and unimodal, its maximum is aN , with N = ⌊(s− 3)/2⌋, and it follows
that (an) is r-factor log-concave if and only if r 6
aN
aN−1 .
The value aN can be obtained from the expansion (9). Indeed, writing ζs =
e2pii/s, we find that, for n = 0, 1, . . . , s− 3,
an − 1 = 1
sin(2pi/s)
Im
n∑
j=1
ζj+1s =
1
sin(2pi/s)
Im
[
ζ2s
1− ζns
1− ζs
]
.
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A simple calculation shows that
Im
[
ζ2s
1− ζns
1− ζs
]
= Im
[−ζs + ζ2s + ζn+1s − ζn+2s
|1− ζs|2
]
=
− sin(2pis ) + sin(4pis ) + sin(2pi(n+1)s )− sin(2pi(n+2)s )
2− 2 cos(2pi/s) .
In the case when n is N = ⌊(s−3)/2⌋, the sines can all be expressed with arguments
in terms of s only, and one obtains
aN − 1 = 1
sin(2pi/s)
{
sin(4pi/s)
2−2 cos(2pi/s) , if s is even,
2 sin(pi/s)−sin(2pi/s)+sin(4pi/s)
2−2 cos(2pi/s) , if s is odd.
Using aNaN−1 = 1+
1
aN−1 , it is now straightforward to verify the claim using standard
trigonometric identities. Indeed, since cos(2t) = 2 cos(t)2−1, we have, by definition
of the Chebyshev polynomials Un,
aN − 1 = 1
4(1− t2)U1(t)
{
U3(t), if s is even,
2U0(t)− U1(t) + U3(t), if s is odd,
with t = cos(pi/s), from which the claim is immediate. 
Example 3.8. The first few polynomials of Theorem 3.7 are p3(x) = 1, p4(x) =
1 + x, as well as
p5(x) = 1 +
1+
√
5
2 x+ x
2,
p6(x) = 1 + 2x+ 2x
2 + x3,
p7(x) = 1 + (1 + α)x + α(1 + α)x
2 + (1 + α)x3 + x4, α = 2 sin
(
3pi
14
)
,
p8(x) = 1 + (1 +
√
2)x+ (2 +
√
2)x2 + (2 +
√
2)x3 + (1 +
√
2)x4 + x5.
In each case, positivity of the coefficients, together with the fact that they are fixed
under L, shows that they are ∞-log-concave. None of these polynomials has all
their roots on the negative real axis. Hence, it is not possible to deduce the ∞-log-
concavity of their coefficients using Bra¨nde´n’s result in form of Corollary 2.3.
Remark 3.9. Note that 1/ cos(2pi/s) → 1 as s → ∞. Part (e) of Theorem 3.7
therefore shows that, given any ε > 0, there is a finite sequence (an) which is
∞-log-concave but not (1 + ε)-factor log-concave.
In particular, let (an) be the coefficients of the polynomial ps(x) with s > 6.
The above shows that (an) is fixed by L but is not r-factor log-concave for r > 2.
In particular, there is no m > 0 such that Lm(an) is r-factor log-concave for r > 2.
It is therefore not possible to apply Lemma 2.5 as in Example 2.6 to show that the
sequence (an) is ∞-log-concave.
Apart from the special case discussed in Remark 3.9, we have been able to
successfully apply the approach of Example 2.6 to establish ∞-log-concavity in all
the examples we have encountered. This motivates the next question which, in
particular, asks whether ∞-log-concavity of a finite sequence is decidable.
Question 3.10. Given a finite positive sequence (an), compute Lm(an) for m =
1, 2, . . . until either
(a) Lm(an) has negative terms, or
(b) Lm(an) = λ(an) for some λ > 0, or
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(c) Lm(an) is r-factor log-concave for some r > 3+
√
5
2 ≈ 2.618.
In the case (a) the sequence is (m − 1)-log-concave but not m-log-concave, and in
the cases (b) and (c) the sequence is ∞-log-concave.
Does this simple algorithm always terminate? Or, if this is not the case, is
there some other algorithm which determines, in finite time, whether a given finite
sequence is ∞-log-concave?
4. Sequences fixed by L2
We now consider an analog of Theorem 3.3 which characterizes sequences fixed
by L2. No such characterization appears to exist for sequences fixed by Ln with
n > 2; see Example 4.3. Note that the rational generating function in Theorem 4.1
is equivalent to the sequence (an) satisfying the recurrence
an − βan−1 + (β2 − γ)an−2 − an−3 = 0,
with initial conditions a0 = 1 and a−1 = a−2 = a−3 = 0.
Theorem 4.1. Let β, γ be arbitrary numbers. Then the sequence (an)n>0 defined
by ∑
n>0
anx
n =
1
1− βx+ (β2 − γ)x2 − x3
is fixed by L2. Note that a0 = 1, a1 = β, a2 = γ.
Proof. Let α1, α2, α3 be such that
1− βx+ (β2 − γ)x2 − x3 = (α1 − x)(α2 − x)(α3 − x).
Necessarily, α1α2α3 = 1. In the sequel, we assume that α1, α2, α3 are distinct;
the general case may then be obtained by a limiting argument. Using the general
partial fraction expansion
d∏
j=1
1
αj − x =
d∑
k=1
1
αk − x
d∏
j=1
j 6=k
1
αj − αk ,
valid for distinct αj , we obtain the expansion
d∏
j=1
1
αj − x =
∞∑
n=0
xn
d∑
k=1
1
αn+1k
d∏
j=1
j 6=k
1
αj − αk .
In the case d = 3, we thus have
(10) an =
1
(α1 − α2)(α2 − α3)(α3 − α1)
[
α3 − α2
αn+11
+
α1 − α3
αn+12
+
α2 − α1
αn+13
]
.
By a straight-forward direct computation, using α1α2α3 = 1, we find that
a2n − an−1an+1 =
1
(α1 − α2)(α2 − α3)(α3 − α1)
[
α3 − α2
α−n−21
+
α1 − α3
α−n−22
+
α2 − α1
α−n−23
]
.
Comparing this expression for L(an) with (10) for (an), it becomes clear that iter-
ating this computation to compute L2(an) will result in the original sequence. In
other words, we have shown that L2(an) = (an), as claimed.
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An alternative and automatic, but arguably less illuminating and rather more
computational, proof can be obtained by applying the C-finite ansatz [19] as indi-
cated in Remark 3.4. 
Example 4.2. If β = 2 and γ = 3, then we obtain the sequence (an) whose first
few terms are given by
1, 2, 3, 5, 9, 16, 28, 49, 86, 151, 265, . . .
Indeed, this sequence [16, A005314] may be written as
an−1 =
⌊(n−1)/3⌋∑
k=0
(
n− k
2k + 1
)
,
and an−1 counts the number of compositions of n into parts congruent to 1 or
2 modulo 4. Theorem 4.1 shows that this sequence is fixed by L2. However,
L(an) = (1, 1,−1,−2, 1, 4, . . .) is not positive, so (an) is not even log-concave.
Example 4.3. After the success of Theorems 3.3 and 4.1, one may be tempted to
hope that similar characterizations exist for fixed sequences of Lm when m > 2.
This does not seem to be the case, as is illustrated by the following example for
m = 3. The sequence (an), characterized by a0 = 1, a1 = 2, a2 = 5, a3 = 9 together
with the fact that it is fixed by L3, is given by
1, 2, 5, 9,
96
5
,
324547
9450
,
4079971657981
58296672000
, . . .
Computing several more terms, one can check that (an) cannot satisfy a linear
recurrence of small degree and small order. For instance, we have found that it does
not satisfy a recurrence with constant coefficients of order up to 10 (recall that in
the cases m = 1 and m = 2 any such sequence satisfies a recurrence with constant
coefficients of order 3). We also found that (an) does not satisfy a recurrence with
linear coefficients of order up to 6, or a recurrence with quadratic coefficients of
order up to 4.
In all the examples we have considered of sequences that are fixed by L3 with
initial integral values as in Example 4.3, the resulting sequences involved fractions of
rapidly increasing size. We are therefore lead to wonder whether there are examples
of integer sequences fixed by L3 (but not by L).
Question 4.4. For n > 2, are there (positive) integer sequences that are fixed by
Ln, but not by Lm for any 1 6 m < n?
5. Convolutions of sequences
It is a well-known result of Hoggar [9] that the product of polynomials with
positive and log-concave coefficients again has log-concave coefficients. This is
generalized in [10] by Johnson and Goldschmidt who apply their result to show, for
instance, log-concavity of the Stirling numbers of the second kind as a sequence in
the second parameter.
This naturally leads one to wonder whether anything interesting can be said
about the log-concavity of the coefficients of the product p(x) · q(x) if p(x) and
q(x) have m- and n-log-concave coefficients, respectively. The next example, con-
structed as an application of the previous sections, dampens excessive expectations
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by demonstrating that the product of two polynomials with ∞-log-concave coeffi-
cients may fail to be 5-log-concave.
Example 5.1. Consider the polynomial
(11) p(x) = 1 + (1 +
√
2)x+ (2 +
√
2)x2 + (2 +
√
2)x3 + (1 +
√
2)x4 + x5
from Example 3.8. Since it is fixed under L, its coefficients are ∞-log-concave.
However, the coefficients of p(x)2 are 4-log-concave but not 5-log-concave. On the
other hand, the coefficients of p(x)n for n = 3, 4, . . . , 50 are again ∞-log-concave.
We remark that slight perturbations of the polynomial p(x) in (11) can be used to
construct many further examples of polynomials with similar properties but which
are not fixed under L. For instance, the degree 6 polynomial q(x) = p(x) + (x/4)6
has the property that its coefficients are 5-log-concave, while the coefficients of
q(x)2 are only 4-log-concave but not 5-log-concave.
Note that Example 5.1 demonstrates that, in general, if the coefficients of p(x)λ
are m-log-concave for some m > 1 this does not imply that the coefficients of
p(x)λ+1 are m-log-concave as well. On the other hand, note that each polynomial
p(x) = a0+a1x+ · · ·+adxd with positive coefficients aj > 0, j = 0, 1, . . . , d, induces
a probability distribution on the set {0, 1, . . . , d} with probability weights specified
by the coefficients of p(x). Namely, a random variable X is distributed according
to p(x), if, for j = 0, 1, . . . , d,
Prob(X = j) =
aj
p(1)
.
If X and Y are random variables distributed according to p(x) and q(x), respec-
tively, then X + Y is distributed according to the product p(x)q(x). In particu-
lar, let X1, . . . , Xλ be independent random variables distributed according to p(x).
Then their sum X1 + · · ·+Xλ is distributed according to p(x)λ. The central limit
theorem therefore suggests that the coefficients of p(x)λ should eventually become
“more log-concave” as λ increases. Indeed, in all the examples we have considered,
we have observed that the coefficients of p(x)λ become ∞-log-concave for finite λ.
Conjecture 5.2. Let p(x) be a polynomial with positive coefficients, that is p(x) =
a0 + a1x + · · · + adxd with aj > 0 for all j = 0, 1 . . . , d. Then there exists N such
that, for all λ > N , p(x)λ has coefficients that are ∞-log-concave.
Example 5.3. Consider p(x) = 1+x+x2. Computer experiments suggest that the
coefficients of pλ are ∞-log-concave for λ > 10. For 10 6 λ 6 500 we have proved
this using Lemma 2.5 as in Example 2.6. For instance, in the case λ = 10, one
observes that the coefficients of L5[p10] are 9.10-factor log-concave. More generally,
it appears that pλ is log-concave for λ > 1 (and strongly log-concave for λ > 2),
2-log-concave for λ > 4, 3-log-concave for λ > 7, 4-log-concave for λ > 8, 5-log-
concave for λ > 9, and, as mentioned above, ∞-log-concave for λ > 10. Note that
this information is included in Table 1.
Example 5.4. Consider the polynomial p(x) = 1 + x + 2x2 and note that the
coefficients (1, 1, 2) are not log-concave. However, p3 has log-concave coefficients,
p10 has 2-log-concave and p16 has 3-log-concave coefficients. This information is
further extended in Table 1. In particular, it turns out that p23 has ∞-log-concave
coefficients. Indeed, the coefficients of L5[p23] are 4.23-factor log-concave.
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Example 5.5. Let us consider general quadratic polynomials p(x) = a0 + a1x +
a2x
2. Note that scaling a polynomial p(x) → λp(x) does not affect questions of
log-concavity, and neither does the transformation p(x) → p(λx). Without loss
of generality, we may therefore assume a0 = 1 and a1 = 1. In the case of the
polynomials p(x) = 1+ x+ ax2, a ∈ {1, 2, . . . , 6}, and values m ∈ {1, 2, . . . , 10,∞},
Table 1 lists the minimal exponent λ such that pλ has m-log-concave coefficients.
1 2 3 4 5 6 7 8 9 10 ∞
1 + x+ x2 1 4 7 8 9 10 10 10 10 10 10
1 + x+ 2x2 3 10 16 20 21 22 23 23 23 23 23
1 + x+ 3x2 5 16 26 31 33 35 36 36 36 36 36
1 + x+ 4x2 7 22 35 42 46 48 49 49 49 49 49
1 + x+ 5x2 9 28 45 53 58 61 61 62 62 62 62
1 + x+ 6x2 11 34 54 65 70 73 74 75 75 75 75
Table 1. Minimal exponent λ such that pλ has m-log-concave coefficients.
We invite the reader to observe the various loose patterns suggested by the data
contained in Table 1.
Acknowledgements. We wish to thank Danylo Radchenko for interesting and
helpful comments. The second author would like to thank the Max-Planck-Institute
for Mathematics in Bonn, where part of this work was completed, for providing
wonderful working conditions.
References
[1] P. Bahls, R. Devitt-Ryder, and T. Nguyen. The location of roots of logarithmically concave
polynomials. Preprint, 2011.
[2] G. Boros and V. H. Moll. Irresistible Integrals: Symbolics, Analysis and Experiments in the
Evaluation of Integrals. Cambridge University Press, 2004.
[3] P. Bra¨nde´n. Iterated sequences and the geometry of zeros. J. Reine Angew. Math.,
2011(658):115–131, 2011.
[4] W. Y. C. Chen, A. L. B. Yang, and E. L. F. Zhou. Ratio monotonicity of polynomials derived
from nondecreasing sequences. Electronic Journal of Combinatorics, 17:N37, 2010.
[5] T. Craven and G. Csordas. Iterated Laguerre and Tura´n inequalities. Journal of Inequalities
in Pure and Applied Mathematics, 3(3), 2002.
[6] G. Csordas. Iterated Tura´n inequalities and a conjecture of P. Bra¨nde´n. In P. Bra¨nde´n,
M. Passare, and M. Putinar, editors, Notions of Positivity and the Geometry of Polynomials,
Trends in Mathematics, pages 103–113. Springer Basel, Jan. 2011.
[7] S. Fisk. Questions about determinants and polynomials. Preprint, Aug. 2008. Available at:
http://arxiv.org/abs/0808.1850.
[8] L. Grabarek. Non-Linear Coefficient-Wise Stability and Hyperbolicity Preserving Transfor-
mations. PhD thesis, University of Hawai‘i at Ma¯noa, 2012.
[9] S. G. Hoggar. Chromatic polynomials and logarithmic concavity. Journal of Combinatorial
Theory, Series B, 16(3):248–254, June 1974.
[10] O. Johnson and C. Goldschmidt. Preservation of log-concavity on summation. ESAIM: Prob-
ability and Statistics, 10:206–215, 2006.
[11] O. M. Katkova and A. M. Vishnyakova. A sufficient condition for a polynomial to be stable.
Journal of Mathematical Analysis and Applications, 347(1):81–89, Nov. 2008.
[12] M. Kauers and P. Paule. A computer proof of Moll’s log-concavity conjecture. Proc. Amer.
Math. Soc., 135:3837–3846, 2007.
[13] D. C. Kurtz. A sufficient condition for all the roots of a polynomial to be real. Amer. Math.
Monthly, 99(3):259–263, Mar. 1992.
ON MULTIPLE AND INFINITE LOG-CONCAVITY 13
[14] P. R. W. McNamara and B. E. Sagan. Infinite log-concavity: developments and conjectures.
Discrete Mathematics & Theoretical Computer Science, Proceedings of FPSAC 2009, pages
635–646, 2009.
[15] C. P. Niculescu. A new look at Newton’s inequalities. Journal of Inequalities in Pure and
Applied Mathematics, 1(2), 2000.
[16] N. J. A. Sloane. The On-Line Encyclopedia of Integer Sequences, 2013. Published electroni-
cally at http://oeis.org.
[17] R. Stanley. Log-concave and unimodal sequences in Algebra, Combinatorics and Geometry.
Graph theory and its applications: East and West (Jinan, 1986). Ann. New York Acad. Sci.,
576:500–535, 1989.
[18] D. Zeilberger. A holonomic systems approach to special function identities. Journal of Com-
putational and Applied Mathematics, 32(3):321–368, 1990.
[19] D. Zeilberger. The C-finite ansatz. The Ramanujan Journal, 31(1-2):23–32, June 2013.
Department of Mathematics, University of Puerto Rico, Box 70377, San Juan, PR
00936-8377, Puerto Rico
E-mail address: luis.medina17@upr.edu
Department of Mathematics, University of Illinois at Urbana-Champaign, 1409 W.
Green St, Urbana, IL 61801, United States
Current address: Max-Planck-Institut fu¨r Mathematik, Vivatsgasse 7, 53111 Bonn, Germany
E-mail address: astraub@illinois.edu
