Abstract-We present an initial evaluation of a mechanically cooled, high-purity germanium double-sided strip detector as a potential gamma camera for small-animal SPECT. It is 90 mm in diameter and 10 mm thick with two sets of 16 orthogonal strips that have a 4.75 mm width with a 5 mm pitch. A sub-strip interpolation method is used to bin the data at a pixel size of 0.53mm x 0.53mm, while it is also possible to estimate the depth of interaction based on CFD time differences between the anode and cathode. The system has an energy resolution of 0.92% at 140 keY and an intrinsic efficiency of 55.40% at 122 keY.
I. INTRODUCTION
V ARIOUS attempts to apply segmented, planar germanium detectors to nuclear medicine imaging were first made over forty years ago [1] . These early efforts were impeded by limited computing power, cumbersome electronics and difficulties with detector fabrication. Additionally, bulky liquid nitrogen dewars were required to achieve the required operating temperatures [2] . High-purity germanium (HPGe) counting detectors are best known for their excellent energy resolution; however, double-sided strip detectors (DSSD) are also capable of providing good spatial resolution. Because of these properties, position-sensitive HPGe detectors are currently being investigated for use in areas such as astronomy [3] and environmental remediation [4] .
Although HPGe systems are used for a variety of different research applications, we are interested in applying this technology to biomedical imaging. To our knowledge no groups have recently investigated using HPGe for biomedical applications, with the exception of the Liverpool group, who have focused on PET and Compton imaging [5] . While another group investigated the performance of several different types of germanium strip detectors, their testing focused on characterizing the degree of charge sharing between strips, charge loss and the influence of detector design on these problems [6] .
We currently are investigating the potential to use HPGe systems for small-animal single-photon emission computed tomography (SPECT), and have previously published characterization results of a similar system [7] that was not specifically designed for small-animal imaging. This paper aims to characterize the properties of a new, specially designed detector that are relevant to small-animal SPECT imaging including: energy resolution at relevant energies, detection efficiency, intrinsic spatial resolution, depth-of interaction estimation capabilities, scatter rejection and uniformity.
II. METHODS
All measurements were performed using a mechanically cooled HPGe detector manufactured by PHDs Co. (Knoxville, TN, USA). This specially-designed DSSD was fabricated from a germanium crystal 90 mm in diameter and 10 mm thick and consists of orthogonal sets of 16 strips on each side that are 4.75-mm wide with a 5-mm strip pitch and has a total active area of 55.1 cm 2 • The system is similar to that in [7] except for three main changes: the gap between strips has been reduced from 0.5 mm to 0.25 mm to help increase detection efficiency, the mechanical cooler and signal processing electronics have been reconfigured and relocated to facilitate easier mounting of the system on a rotating gantry, and the face of the detector has been moved to be only 6 mm away from the entrance window (as opposed to 2.9 cm) to allow for additional magnification options when a pinhole is utilized. Fig. 1 shows the detector system and the germanium detector inside of the system.
The system itself is mechanically cooled to approximately 60 K and uses FPGA-based filtering and processing capable of recording approximately 450,000 cps. The Imager32 software included with the system provides sub-strip pixel estimation that is based on the transient signals induced on both neighboring strips to the charge-collecting strip. To do this, a 978-1-4673-0120-6/111$26.00 ©20 11 IEEEflood illumination is acquired and for each interaction the difference between the neighboring transient signals is normalized by the signal amplitude on the charge collecting strip, giving a difference ratio. A histogram of these difference ratios is made for each strip and divided into nine groups containing an equal number of counts. The boundaries of these nine groups are subsequently used for assigning new events into 0.53 mm x 0.53 mm pixels. Similar methods have been used previously with other germanium strip detectors [8] . In addition, this system provides an estimate of the depth of interaction based on the difference between the measured rise times of the signals collected on the anode and cathode [9] . 
A. Energy Resolution
To demonstrate this system's energy resolution we acquired a flood image with four different radionuc1ides present: technetium-99m, iodine-123, indium-Ill and cobalt-57. Sources were placed in front of the detector until each radionuc1ide's main photopeak reached at least 400,000 counts. A Gaussian fit was used to determine the FWHM of each radionuc1ide's photopeak. Also, to avoid the potentially confounding effect of background due to down-scattering of higher energy photons, a separate acquisition with only technetium-99m was performed.
B. Detection Efficiency
An ideal system would detect all photons emitted from a source that fall within the solid angle of the detector. But in reality there are limitations to the percentage of photons incident on the detector that interact and are subsequently recorded. One such limitation arises from the photon energy of the radionuclide being imaged, which determines the 608 probability of whether a full photo-electric absorption or a partial energy deposition from Compton scattering occurs. Additional losses can occur due to incomplete charge collection or inefficiencies in the signal processing.
To determine the detection efficiency experimentally, we flood-illuminated the detector with a cobalt-57 source positioned 50 cm from the detector's entrance window.
Intrinsic efficiency was calculated using:
where N is the number of counts recorded within a ±3 keY window about 122 keY, S is the number of emitted photons and n is the solid angle, defined as: (2) n = A / ct, where A is the active area of the detector and d is the distance from the source to the detector.
Simulations of photon absorption were performed to estimate the upper limit for the detector's efficiency. Monte Carlo N-Partic1e version 5 (MCNP5) was used to simulate the same flood-illumination scan described above. A monolithic slab of germanium with the same area as the detector was illuminated by a 122 keY point source 50 cm from the detector surface. 10 6 simulated photons were emitted within a cone that matched the solid angle subtended by the detector to minimize computation time. As the charge-collection process and, in particular, charge sharing is the focus of this simulation, the simulation did not model detector effects such as energy resolution or spatial response. The upper limit of detection efficiency was estimated by summing the number of fully absorbed 122 keY photons as determined from the event histories and dividing by the total number of incident photons on the detector.
C. Spatial Resolution
To estimate the intrinsic spatial resolution of this system we used a 2.54 cm x 2.54 cm x 2.54 cm tungsten collimator with a 200-llm square opening to create a finely collimated beam source. An ostalloy 2.54 cm x 2.54 cm x 6.35 cm block with a long bore was manufactured to hold a capillary tube flush to the key-hole aperture. Approximately 2035 MBq of 99 mTc was drawn into a 75-mm long capillary (1.l-mm inner diameter) tube and placed into the ostalloy block. The source assembly was then placed flush with the detector entrance window and translated in both the x and y dimension until the projection was centered over a single detector pixel. Data were acquired for 2 hours and line profiles through the resulting distribution were fitted to Gaussian curves in both the x and y dimensions to determine the FWHM.
D. Scatter Rejection
Image resolution can be degraded by scattered photons that fall within the designated energy window. The excellent energy resolution of this system allows for a narrow energy window to be used, lessening the deleterious effects of scatter. To investigate this, we acquired two separate pinhole projections with a 3.7 MBq cobalt-57 source placed 10 cm from the entrance window and 4 cm from a 1-mm-diameter pinhole with a 70-degree opening angle. Each scan was acquired for 1.5 hours, one with and one without a water phantom present. The configuration of the scan with the water phantom is illustrated in Fig. 2 . The energy window for inclusion in the image was ±3 keY about 122 keY. E. Detector Uniformity
The detector uniformity was determined by following as closely as possible the NEMA 2007 standards for gamma cameras [10] . Two 12-hour flood scans were acquired with a 3.7 MBq cobalt-57 source placed approximately 30 em from the face of the detector. A 3 ke V energy window about 122 ke V was used. One flood image was used to create a normalization file that was subsequently applied to the second image. Gaps were removed from the images and integral and differential uniformities were calculated according to [10] for both scans for the useful field of view (UFOV) and the central field of view (CFOV). Uniformity was calculated at both the level of intersecting strips (strip data) and the level of the 0.53 mm x 0.53 mm pixels to which interaction positions are estimated (pixel data). CFOV was defined as the central 75% of the UFOV. The UFOV only included regions in which both charge-collecting strips (front and back) had neighboring strips on both sides, as the sub-strip position estimation scheme is not as reliable when only a single neighbor is present. Acquisitions consisted of an average of approximately 5,300 counts per pixel and 435,000 counts per strip intersection.
F.

Depth of Interaction
The Imager32 software provides estimates of the depth of interaction by dividing interactions into 1-mm-thick depth bins based on the 50% CFD time differences between the collecting strips on the front and back of the detector. We attached a 1-mm-diameter knife-edge pinhole collimator 6 em from the detector's entrance window and a 3.7 MBq Co-57 source was placed directly in front of the pinhole approximately 7.25 em away. A one-hour projection image was acquired, and the source then was moved laterally 3.5 em off axis (approximately 26 degrees) from the pinhole where a second projection image was acquired for 3 hours. Projection images were visualized as a sum of all depths showing x and y position as well as depth versus lateral position to illustrate depth-of-interaction estimation capabilities.
III. RESULTS
A. Energy Resolution
The energy spectrum resulting from the multi-radionuclide scan is shown in Fig. 3 . FWHM values for 122, 140, 159, 171, and 245 keY photopeaks were determined to be 1.07%, 0.93%, 0.85%, 0.81%, and 0.60%, respectively. The flood scan with only technetium-99m was found to have a FWHM of 0.92% at 140 keY. This excellent energy resolution is clearly demonstrated by the ability to distinguish between the 136 keY cobalt-57 secondary peak and the 140 keY technetium-99m peak. The detector does exhibit some energy resolution variation across the detector as well as across pixels within an individual strip-intersection region, ranging between 0.64% and 1.33% FWHM at 140 keY. 
B. Detection Efficiency
Using equations (1) and (2), detection efficiency at 122 keY was measured to be 55.4%. The simulated efficiency for the monolithic germanium was 66.1 %. If it is assumed that no events are recorded for photons that interact within the gaps between strips, then the expected efficiency is reduced to 59.7%. The simulation also indicated that up to 30.6% of events that deposit their full 122 keY energy in the detector volume Compton scatter at least once, and at least some of these events would be expected to deposit energy in locations with sufficient separation as to be collected on more than one strip on at least one side of the detector. As current event processing registers only events in which charge is collected on a single strip on each detector side, such displaced Compton-scatter events would not be included in the measured efficiency.
C. Spatial Resolution
The resulting point source projection is shown in Fig. 4 along with the corresponding Gaussian fits in both the x and y directions. FWHM values for the x and y directions were estimated to be 1.45 mm and 0.99 mm, respectively. 
D. Scatter Rejection
Direct assessment of line profiles taken with and without the water phantom present show no discernible visual differences, as can be seen in Fig. 5 . Line profiles were subsequently fitted with Gaussians to probe for differences in width. These fits gave a FWHM (FWTM) of the source in air of 2.416 mm (4.403 mm) and the source with water phantom of 2.429 mm (4.428 mm). There was essentially no change in either the FWHM or FMTM even though there was a 35% decrease in counts due to the attenuation with the water phantom present. 
E. Detector Uniformity
Uniformity was calculated for the corrected and uncorrected flood scans at both the pixel level and strip level for UFOV and CFOV, and the results are shown in Table I 
F. Depth of Interaction
On-and off-axis pinhole projections are shown in Fig. 7 as well as lateral position versus depth. The on-axis depth projection is vertical as expected, while the maximum intensity of each off-axis depth is shifted. In both the on-and off-axis cases, increasing depth results in an exponential decrease in counts (except for the transition from the first to second depth). Depth assignment is based on a linear model of the variation in charge-collection times with depth. This model can lead to some events being assigned to incorrect depths for interactions occurring close to one electrode. a) 
IV. DISCUSSION
To our knowledge, no previous studies have investigated using HPGe detectors for small-animal SPECT. This study investigates our system's performance on several detector properties relevant to biomedical imaging. The excellent energy resolution of our system is on par with other similar HPGe systems, including our previously characterized system in [7] , which had 0.96% compared to this system's 0.92% at 140 keV. The demonstrated depth-of-interaction estimation capabilities will mitigate blurring from parallax when pinhole collimation is utilized. We estimate the intrinsic spatial resolution of this system to be 1.45 mm and 0.99 mm in the x and y directions, respectively. We plan to acquire additional collimated beam projections in the future to investigate how spatial resolution varies as a function of detector position. Spatial resolution has the potential to be improved upon in the future by implementing a more robust sub-strip positioning algorithm. The current method is based on the difference in the fast transient signals induced on nearest neighbor strips, but this binning method is based on flood data with an assumed uniform distribution. Other methods of signal processing involving maximum-likelihood estimation [II] or pulse-shape analysis [12] may yield improvements in the spatial resolution in all three dimensions. Although uniformity at a pixel level is slightly better in this system than in [7] , further work still needs to be done to determine if better uniformity is possible. As previously 6I1 discussed, implementing a more robust signal processing method for sub-strip position estimation may also improve system uniformity at a sub-pixel level.
The intrinsic efficiency of this system (55.4%) is an improvement over the 44.3% efficiency measured with the prototype [7] . This increase in efficiency is attributable to the size of the gap between strips being half that of the previous detector. Although decreasing the gap size is one way to increase the efficiency, we also are investigating ways to recover events that occur in the gaps and, consequently, suffer from incomplete charge collection and/or charge sharing. Additionally, including events that Compton-scatter and subsequently deposit energy on multiple strips on the same detector side should also improve efficiency. As Compton cameras have been implemented in similar HPGe systems [I3], adding the processing capabilities to this system is a feasible course of action.
The most noteworthy feature of this detector when compared to others used for small-animal SPECT is its outstanding energy resolution. It is clear from the multi radionuclide spectrum shown in Fig. 3 that this energy resolution will enable easy separation of photopeaks in a multi-radionuclide SPECT acquisition. The ability to set a narrow energy window about the desired photopeak will limit the number of down-scattered photons of higher energy in the image. Also, for single radionuclide acquisitions, a narrow energy window limits the number of photons scattered from the primary photopeak that still manage to fall within the set energy window.
V. CONCLUSIONS
We have demonstrated that this HPGe system, like the previously investigated one [7] , has a variety of desirable properties for use with small-animal SPECT. This custom designed system has a smaller gap size to help increase efficiency, a detector face closer to the entrance window to allow for flexibility in magnification of pinhole projections, and the mechanical cooling and electronics relocated behind the camera to allow for mounting on a gantry. We have shown that these changes help to improve intrinsic efficiency without degrading other desirable performance characteristics.
The next phase of this project is to use this system for SPECT imaging. We plan to use an OSEM algorithm with a system matrix based on a measured point-spread function that utilizes the by-depth projection data our system produces. We have designed a tungsten aperture fixture with a I-mm diameter knife-edge pinhole with a 70-degree opening angle. The design allows for spacers to be inserted between the pinhole and the detector, providing the ability to vary the magnification from 1.5 to 3. This system will eventually be mounted on the gantry of an Imtek microCA T II system to allow for SPECT-CT acquisitions.
