Higher genetic gains can be achieved through genomic selection (GS) by shortening time of 10 progeny testing in tree breeding programs. Genotyping-by-sequencing (GBS), combined with 11 two imputation methods, allowed us to perform the current genomic prediction study in Scots 12 pine (Pinus sylvestris L.). 694 individuals representing 183 full-sib families were genotyped 13 and phenotyped for growth and wood quality traits. 8719 SNPs were used to compare different 14 genomic prediction models. In addition, the impact on the predictive ability (PA) and prediction 15 accuracy to estimate genomic breeding values was evaluated by assigning different ratios of 16 training and validation sets, as well as different subsets of SNP markers. Genomic Best Linear 17
INTRODUCTION 26
Scots pine (Pinus sylvestris L.) is the most widely distributed pine in the world (Houston 27
Durrant et al. 2016; Mátyás et al. 2004) . It is a highly important commercial species in Europe, 28 particularly in Northern countries (Krakau et al. 2013) , being the second foremost species for 29 wood production in Sweden (The Swedish National Forest Inventory, 2015). The actual Scots 30 pine breeding program consists of a combination of several selection strategies, all of them 31 based on conventional progeny testing and breeding value prediction based on reliable 32 phenotypic assessments, at age of 10-15 years, and pedigree information, thus a breeding cycle 33 usually takes roughly 21 to 36 years, depending on the testing strategy and mating success 34 (Rosvall et al. 2011) . 
MATERIALS AND METHODS 113

Plant material 114
In this study a Scots pine full-sib progeny trial (F261, Grundtjärn), belonging to the Swedish 115 tree improvement program at Skogforsk (the Forestry Research Institute of Sweden) was used. 116
The trial consists of 184 full-sib families and 7240 trees (F1-generation), generated from a 117 partial diallel mating design of 40 plus trees (F0-generation) and established in 1971 by 118
Skogforsk as a randomized single tree plot design, divided into 14 post-blocks (Ericsson 1997) . 119
A more detailed information on the trial can be found in (Fries 2012 ). 694 progeny trees (F1) 120 from 183 families were selected for this study, such that the number of trees per family varied 121 from one to seven with an average of four individuals per family. 122
123
Phenotypic data and adjustments 124
Height (Ht) was measured when the trees were 10 (Ht1) and 30 (Ht2) years old. Diameter at 125 breast height (DBH) was also measured two times, at ages 30 (DBH1) and 36 (DBH2). In 2011, 126 increment cores at breast height were obtained from 694 trees, and processed by Silviscan 127
where Y is the vector of individual tree observations of a single trait,  is the vector of fixed 136 effects (intercept), u is the vector of random effects (post-block and trial design parameters), b 137 is a vector of random additive genetic effect of individuals with a normal distribution, b ~ N(0, 138 Biolabs, MA, USA), three genomic libraries for GBS were prepared following the procedure 164 GBLUP was performed using Eq.1. This method is derived from ABLUP but differs in that the 210 A matrix in now substituted by a genomic relationship matrix, known as realized relationship 211 matrix (G matrix), estimated according to VanRaden (2008) . 212 In BRR, vector a from Eq.1 is assigned a multivariate normal prior distribution with a common 223 variance to all marker effects, that is ~(0, 2 ), where p is the number of markers, 2 is 224 the unknown genetic variance which is contributed by each marker and assigned as 225
, where is degrees of freedom and is the scale parameter. Residual 226 variance is assigned as 2~−2 ( , ), with degrees of freedom and scale parameter for 227 residual variance (Perez et al. 2010) . 228
Bayesian LASSO (BL) regression 229
BL method assumes that vector a from Eq.1 follows a hierarchical prior distribution with 230
2 ), where = diag( 1 2 , … , 2 ). 2 is assigned as 2~( 2 ), = 1, … , . 2 is 231 assigned as 2~( , ). Finally, the residual variance is assigned as 2~−2 ( , ), 232 where is degrees of freedom and is the scale parameter for residual variance (Park and 233
Casella 2008). 234
Model convergence and prior sensitivity analysis 235
Bayesian algorithms were extended using Gibbs sampling for estimation of variance 236 components. The Gibbs sampler was run for 20,000 iterations with a burn-in of 1,000 iterations 237 and a thinning interval of 100. The convergence of the posterior distribution was verified using 238 trace plots. Flat priors were given to all models.
Cross validation, prediction accuracy and predictive ability of the models 240
We performed 10-fold cross-validation, i.e., 90% of individuals in the training set (TS) and 241 10% in the validation set (VS), for all traits and models (ABLUP, GBLUP, BRR and BL), 242 except to test the different sizes of TS and VS. In addition, for each of the genomic prediction 243 models, two different imputation methods (EM and RND) were evaluated. 244
For the Bayesian methods, GEBV in the validation set (VS) were estimated as, 245
where ′ is the indicator covariate (-1, 0, 1) for the i th tree at the j th locus and ̂ is the estimated 247 effect at the j th locus. 248
Models were evaluated based on their predictive ability (PA) and prediction accuracy 249 (Accuracy). In our study, PA was defined as the Pearson product-moment correlation between 250 the cross-validated GEBVs and the adjusted phenotypes (y) from Eq. 1, i.e., ( , ) and 251
Accuracy was defined as the Pearson product-moment correlation between the cross-validated 252
GEBVs and the EBVs estimated from ABLUP using all adjusted phenotypes, i.e., 253
. 254
Effect of the relative size on training and validation sets 255
The effect on the PA and prediction accuracy, of five different size ratio of TS and VS, was 256 evaluated. The relative size of TS and VS were established dividing the 694 individuals in five 257 different proportions of TS/VS. That is 90%, 80%, 70%, 60% and 50% for TS and the rest as 258 VS. For each trait and each of the 20 models, 10 replicates were performed.
Effect of marker number on accuracies 260
Due to the better predictions obtained with the BRR-EM model from cross-validation results, 261 BRR-EM model was selected to test the effect of the number of SNPs on the PA and prediction 262 accuracy. From all available SNPs, we randomly selected 14 sets of SNPs. 263
Heritability estimation 264
Pedigree-based narrow sense-heritability (ℎ 2 ) and genomic narrow-sense heritability (ℎ 2 ) 265 were estimated as 266
and ℎ 2 = 2 2 267 where 2 and 2 are the pedigree-and genomic-based additive genetic variances and 2 and 268 2 are phenotypic variances estimated using ABLUP and GBLUP, respectively. 269
Relative selection efficiency of GS 270
Assuming that selection response is inversely proportional to the length of the breeding cycle 271 (Grattapaglia and Resende 2011), the relative efficiency (RE) of GS to the traditional pedigree-272 based selection (TPS) can be estimated as 273
, 274 consequently the RE per year (RE/year) can be estimated as 275
× , 276
where CLTPS and CLGS are the breeding cycle lengths of TPS and GS, respectively. 277
In order to estimate RE, we assumed that with GS approaches the cycle could be reduced by 278 50%.
Data availability 281
The data sets used in this study are available as File S1 and File S2, in the supplementary 282 material for Calleja-Rodriguez et al. 2019 (link figshare here). 283
Prediction accuracy and predictive ability of the different models 285
PAs and prediction accuracies from the 10-fold cross-validation were obtained for each 286 model (ABLUP, GBLUP, BRR and BL) and imputation method (Table 1) . ABLUP 287 performed best in terms of prediction accuracy. Among the genomic prediction models, 288 different models produced higher accuracies for various traits. There was no single 289 genomic prediction model that fit to all the traits best. In the case of PAs, ABLUP did not 290
showed the highest PA for almost any of the traits. Depending on the trait, the superiority 291 of the models varied for PAs. ABLUP showed higher PA for DEN (0.41); however, it was 292 only slightly higher than PAs obtained with most other models (0.40 in all cases). 293
In summary, although the best accuracies were observed with ABLUP for all traits, 294 genomic prediction models produced higher PAs for all traits. Moreover, all the genomic 295 prediction models showed similar PAs and prediction accuracies for all traits, being slightly 296 higher when EM imputation method was combined with GBLUP, BRR or BL. 297
Relative size effect of the training and validation sets 298
To test the size effect of different ratios of TS and VS, EM imputation method was used, 299 in combination with ABLUP, GBLUP and BRR since it showed the best PAs and 300 accuracies in our previous 10-fold cross validation. 301
All three models showed a similar but increasing patterns of PA for different traits with the 302 increase of TS percentages (Fig. 1A) . GBLUP and ABLUP showed the highest PAs foralmost all traits, when 70% of the individuals were assigned to the TS; however, BRR 304 needed a higher percentage of individuals assigned to the TS to reach the highest PA. 305
Among the three methods, ABLUP had the best prediction accuracies for all eight traits 306 under all TS ratios (Fig. 1B) . BRR and GBLUP showed similar accuracies. To reach the 307 highest prediction accuracies, 80-90% of individuals in the TS were needed for all traits 308 for BRR method, whereas GBLUP needed a subsample pf 70% or 80% individuals as TS 309 for almost all traits. The computational time needed to perform the analysis as the subset 310 of individuals increased, was substantially longer with Bayesian models. 311
In brief, the sensitivity analysis suggested that using about 70-80% of individuals sampled 312 from the studied population would produce similar PA and accuracy as the full sample size, 313
for the growth and wood quality traits. 314
Effect of increasing number of marker on accuracies 315
The impact of the different subsets of SNPs was tested based on BRR-EM model that was 316 the model with higher PA and accuracy from the previous 10-fold cross-validation. 317
Accuracies and PAs increased for all traits as the number of SNPs increased (Fig. 2) . 318
However, for almost all traits, the greatest increase on prediction accuracy was attained 319 when the subset of markers was 1000 SNPs. Accuracy continued slightly increasing, for 320 all traits with subsets of SNPs higher than 1K, but the increase slowed after 3K -4K SNPs, 321 reaching the maximum accuracies at 3K for DBH1, 4K for Ht1 and MOEs, 7K for DEN 322 and MOEd, and 8K for Ht2, DBH2 and MFA.
PA followed a similar pattern; however, it decreased at a subset of 2K SNPs for Ht1, Ht2 324 and DBH1 to continue increasing until a subset of 3K SNPs where it stagnated until it 325 reached the maximum of 8719 SNPs. For DBH2, PA decreased at a subset of 4K SNPs and 326 kept constant for the following subset of SNPs. The PA of wood traits showed an increase 327 trend as the number of SNPs rise up, until they reach a plateau at around a subset of SNPs 328 that vary from 4K to 6K depending on the trait. In short, from the subset of 3K-4K SNPs 329
we did not detect any considerable increase in the accuracies and PA of any of the traits 330 except MFA and MOEs for which we detected an increase at the subset of 2K SNPs that 331 kept more or less constant until the final subset of 8719 SNPs. 332
Heritabilities 333 Narrow sense heritabilities estimates based on ABLUP were higher than those based on 334 GBLUP, except for DBH2 which was higher for GBLUP (Table 2) . MOEs showed the 335 same heritability both for ABLUP and GBLUP-EM. GBLUP heritability estimates 336 calculated from the realized relationship matrix derived from EM imputation method were 337 higher than those derived from the RND imputation method, for almost all traits, except 338
Ht1 and MOEd. Standard errors were similar for growth traits regardless the BLUP method 339 used but they were always lower when derived from GBLUP method. Based on GBLUP, 340 we observed that traits with heritability estimates equal or lower than 0.25, such as, Ht1, 341 DBH1, DBH2 or MFA, showed estimates of PA below 0.30, while those with heritabilities 342 of approximately 0.40 (Ht2, MOEs, DEN and MOEd) had PA estimations of about 0.40.
Relative selection efficiency of GS 346
The relative genomic selection efficiency (RE) and relative genomic selection efficiency 347 per year (RE/year) were estimated in the genomic selection models, using three models 348 The RE/year increased for all traits and models when reducing the breeding cycle by 50% 360 (Table 3) . Among the genomic prediction models, highest RE/year were obtained for 361 GBLUP and BRR, which in addition, were slightly higher for the first group of selection 362 strategies than for the second one. The first group of strategies showed RE/year that varied 363 between 66-85% with GBLUP, 57-90% with BRR, and 59-83% with BL, depending on 364 the trait. Within the second group of selection strategies we observed that the RE/year 365 ranged between 59-77% for GBLUP, 50-81% for BRR and 52-75% for BL, againdepending on the trait. In summary, for all traits and genomic prediction models, RE/year 367 exceeded 50% when the breeding cycle was reduced by 50%. 
Marker imputation for GBS data 381
For species such as Scots pine, with large and complex genomes (Neale and Kremer 2011) 382 but without a reference genome, and with no SNP chips or exome panels developed, 383 genotyping-by-sequencing (GBS) method is considered as an attractive alternative to 384 perform GS or GWAS studies. When using GBS data, large amounts of missing data are 385 produced, thus filtering and imputation SNPs are critical steps (Dodds et al. 2015) . In an 386 interior spruce genomic prediction study with GBS data, El-Dien et al. (2015) observed 387 that the imputation method used had influence in the quality of predictions and concluded 388 that EM and kNN-Fam imputation methods, provided the highest genomic predictionaccuracies. EM was as well the most accurate imputation method in a wheat breeding GS 390 study (Poland et al. 2012 ) with GBS data. Our study support those findings, since among 391 our genomic prediction models we observed more accurate predictions when EM 392 imputation algorithm was used instead of RND imputation, regardless of the genomic 393 prediction model used. 394
Accuracy and predictive ability of GS prediction 395
Traits of interest in tree breeding programs have different genetic architecture; thus, 396 different genomic prediction models to evaluate PA and prediction accuracy must still be 397
studied. Isik et al. (2016) observed similar PAs for GBLUP, BRR and BL for growth and 398
stem straightness traits in a two generations genomic prediction study, in maritime pine; 399 however, they found larger bias when BL was used. In a another study with three 400 generations of maritime pine larger bias was detected for ABLUP than for GBLUP or BL 401 EM and RND denote expectation maximization and random imputation methods, respectively. ABLUP and GBLUP denote pedigree 703 and genomic best linear unbiased predictions, respectively whereas BRR and BL denote Bayesian ridge regression and Bayesian lasso 704 respectively. 705 
