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For Parisa

Research is what I’m doing when I don’t know what I’m doing.
—Wernher von Braun

CHAPTER 1

INTRODUCTION

1.1

Description of the Problem

In recent years, given the rapid development of power grid interconnection to
meet unprecedented demands, power system networks have become very large and
increasingly complex. Moreover, the new deregulated market environment of the
power industry may cause many tie lines between control areas to operate at their
maximum capacity, given the stringent requirements of the dynamic characteristics
of voltage control units as well as the coordination of a large number of active and
reactive control units with the presence of large load uncertainty.
In the face of the large scale of the power grid and the complexity of the
load uncertainty, interconnected power systems may exhibit inter-area oscillations
between different control areas, culminating in a loss of synchronism, generator tripping, cascaded blackouts, or even the breakup of the entire electric power network.
In fact, some of the major blackouts in the USA and Europe over the past years are
examples of such power system protection problems [7–12]. When national blackouts
occur, although they clearly pose serious threats to safety, especially to the elderly
and infirm, it is difficult to restart the system. In the face of the large scale of the
1

power grid and the complexity of the load uncertainty, interconnected power systems
may exhibit inter-area oscillations between different control areas, culminating in a
loss of synchronism, generator tripping, cascaded blackouts, or even the breakup of
the entire electric power network. Therefore, it is important to find ways to reduce
power system failures. In order to reduce blackout risks, power system disturbances
should be monitored carefully and control measures must be initiated when problematical disturbances are found. Since power system oscillations almost invariably arise
after major disturbances, the signals obtained after such disturbances offer valuable
information for power system dynamics and controls [13]. Consequently, the rapid
estimation of post disturbance power system signals is the most pressing issue in the
monitoring, protecting, and control of a power system. Therefore, accurate and rapid
estimation methods are essential for effective estimation for control, monitoring, and
protecting applications.

1.1.1

Phasor Measurement Under Power System Transients Conditions
Synchronized phasor measurements, which are becoming an important ele-

ment of wide area measurement technology, have been enhancing the power system
situational awareness since 1988, a position reinforced after the blackout in 2003, as
the availability of fast synchronized measurements could have prevented this blackout [1, 14]. In recent years, the application of synchronized measurements in a power
system, particularly in wide area monitoring, protection, and control, has been greatly
accelerated through the North American Synchrophasor Initiative (NASPI) and other
related industry efforts.

2

An electric power system is a complex system that commonly suffers various
disturbances. Through relying on different relays and their control and protective
functions, the power system can remain stable during such dynamic disturbances.
Some, such as faults, load shedding, and switching operations, produce discontinuous
points such as steps and ramps in voltage and current signals due to transient electromagnetic phenomena. The effect of these transients also introduces high-frequency
components in voltage and current signals. Basically, signal phasors are generated
by a PMU at a certain rate over one cycle of nominal power system frequency. The
discontinuities in waveforms caused by the transient phenomena may occur within
an observed data window. In this case, the phasor measurements accuracy over such
a data window is affected by discontinuities, representing accurately neither the prestate before the discontinuous point nor the post-state after that point.
One serious transient phenomenon for which PMUs cannot estimate the phasors accurately is a power swing. Occurring in a power system when a balance between the power generation and load consumption is lost because of a fault, switching,
generation tripping, loss of load, load shedding, or other system disturbances, this
phenomenon in a power system can be categorized as an electromechanical transient
because it typically involves the rotor movement of large electric machines. During
a power swing, the amplitude and phase angle of the voltage and current signals
are modulated with a low frequency that corresponds to the deviation of rotating
speed among generators. Various power swings observed in practice can be found in
a [15]. Phasor estimation algorithms based on the Fourier transform, commonly used
in PMUs, have difficulties in processing dynamic sinusoidal waveform distortions,
3

such as modulation, frequency drift, abrupt change in magnitude, and decaying DCs.
Therefore, algorithms with high accuracy in phasor estimation and better performance under transients, while eliminating the effect of various transient disturbances
are necessary.

1.1.2

Conformance Performance
For growing smart grids, new applications using synchronized phasor mea-

surements for enhancing the power system reliability, protection, and security have
become an important part of overall power system operation.
The number of PMUs across the USAs utility networks is about 300. With the
recent investments through the American Recovery and Reinvestment Act (ARRA)
and other funding sources, the total number of PMUs may increase by an order of
magnitude with tens of thousands of such units being installed or enabled in the
next few years. This asset will require costly solutions for substation installation,
communications, data integration, and visualization. The total cost of the overall
solution may exceed the cost of individual recording devices by several orders of
magnitude. With the installation of such costly infrastructure, the risks of the asset
becoming stranded are real, and mitigating measures need to be put in place to avoid
such an undesirable outcome.
The existing issue of compliance with standards clarifies the risks of the stranded
assets outcome in terms of synchrophasor technology implementations, including
multi-vendor PMUs with proprietary features, various time synchronization options,
Mixed Phasor Data Concentrators (PDCs), and communication networks.

4

While many efforts have been made to evaluate both static and dynamic performances of PMUs, the responses to a step change in magnitude, a typical electromagnetic phenomenon in electric power system caused by faults or switching operations,
have not yet been discussed. Hence, a new standard for synchrophasor measurement (37.118.1) being balloted by the Power System Relaying Committee (PSRC)
specifies the performance requirements under dynamic conditions. Some dynamic
conditions, such as simultaneous modulations in both amplitude and phase and in
frequency ramp, have not been thoroughly studied. Consequently, a comprehensive
test methodology for evaluating the conformance performance of the PMUs against
the new standard is required. Such a test requires an accurate synchrophasor measurement algorithm to be used as a reference point in the evaluation of measurements
found in different products.
Over the past decades, different types of protection schemes using local measurement signals have been proposed to dampen different types of oscillation modes
and undesired components, thus ensuring the transient and steady-state stability
property of the electric power system. However, while these local signal-based conventional methods can be used to damp out local mode oscillations, they may not
be able to dampen such transient and dynamic disturbances as decaying DC offset, saturation of current transformers (CT), frequency deviation, inter-harmonics
and inter-area low-frequency modes of oscillation, since these disturbances can cause
undesirable oscillations and time-delay in the results of these methods. Moreover,
for wide area protection, monitoring, and emergency control, measured parameters
such as voltage, current, and angle obtained at remote locations require transmitting
5

to either a control center or a local controller. Moreover, to transmit these remote
wide-area measurement signals, communication channels such as fiber optics, Internet, satellite and microwave can be used, a significant delay may exist in the data
transmission from phasor measurement units (PMUs) at the remote location site to
the control center as well as from control center to local location [16]- [17]. In order to compensate for this time delay, either constant or variable, many researchers
have tried to make the measurement algorithm real-time, faster and more accurate.
Therefore, this dissertation engages these major problems in achieving the desired
performance of the future smart transmission grid include time delays and disturbed
signals in the sensors and PMUs outputs though its research into new, fast and reliable
estimation methods for power system monitoring, protection and control.

1.2

1.2.1

Common Methods

Methodologies and Algorithms
A static sinusoidal waveform can be represented by its frequency, amplitude

and phase angle with respect to an arbitrary time reference. The discrete Fourier
transform (DFT) filter, widely used in PMUs, can accurately compute phasors for
the static signals within an observation interval. However, in a real power system,
the voltage and current signals are not static sinusoids and contain harmonics, transient signals, and noise, but the DFT-based algorithms are mostly based on the static
sinusoidal signal model. As a result, significant algorithm errors are expected when
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dynamic waveforms containing transient signals, modulation, abrupt change in magnitude or phase angle, and frequency drifts are used as inputs.
Given the prevalence of transient conditions and noises, many algorithms have
been proposed to improve the accuracy of frequency and phasor computation [18–
20]. Reference [18] proposes a filter which accurately estimates the phasors during
amplitude modulation. The method in [19] proposes a second-order Taylor polynomial
model to improve the signal estimation under power system transient and oscillations.
Paper [20] proposes a dynamic phasor estimation based on multi-parameter models,
thus providing a method for canceling the error in the DFT algorithm under dynamic
conditions.
In [4], phasor estimations under transient conditions are reviewed in terms of
the basic definition and power system dynamic characteristics. As step changes in
the amplitude and phase angle may occur within the estimation data window, any
phasor estimation from that window may be invalid, postponing the response time of
the time-critical applications, and, in a worst case scenario, cause wrong protective
or control decisions. None of the above efforts addresses how to properly solve this
issue.
Hence, in order to provide a real-time estimation of power system frequency
and to decrease the effects of frequency deviation from the estimated frequency, a
variety of algorithms have been proposed. Many of these algorithms are DFT-based
methods and have satisfactory dynamic responses. However, within these methods,
any deviation from the rated frequency generates interharmonics, causing errors and
oscillations in the frequency estimation [21]. Various methods have been proposed to
7

overcome the DFT-based algorithms drawbacks based on feedback loops by tuning
the sampling interval, adjusting data window length, changing the frequency used in
DFT, correction of orthogonal filters, and applying the weighted factor [21–25]. A
method based on three samples of the input signal is presented in [26] . The noise
and zero crossing issue may present large errors. On the basis of a stationary signal model, different curve fitting methods, including an extended Kalman filter [27]
and a recursive Least Squares (LS) algorithm [28] are adopted to estimate the fundamental frequency. Of course, these methods are only accurate within a narrow
range surrounding a nominal frequency due to the approximation of Taylor series
expansions of nonlinear terms. Some artificial intelligence techniques, such as genetic algorithms [29] and neural networks [30] have been proposed to achieve precise
frequency estimation over a wide range.
In addition, many algorithms have been proposed to deal with the DC offset
problem in phasor estimation, which can be divided into two categories [31,32]. One is
DC component filtering from the original signal before the phasor estimation and the
other method is calculating the DC component offset and then removing it from the
original signal. In [31] the proposed digital mimic filter based completes the decaying
DC component removal when the time constant is equal to that implemented in
the mimic filter. In [33], a DFT-based method that requires one cycle plus two
samples to calculate and remove the decaying DC offset was proposed. The proposed
method in [34] uses the integral of the original signal for a parameter estimation of the
decaying DC component, based on the fact that the integral of the sinusoidal signal
and decaying DC offset, over one period, are zero and non-zero, respectively. An
8

algorithm using partial summation technique to eliminate the influence of decaying
DC offset on the DFT algorithm has been proposed in [35]. Reference [36] uses the
periodicity of the fundamental frequency and integer harmonics using one cycle plus
two samples for calculating the decaying DC component parameters. Moreover, a
modified DFT-based full cycle phasor estimation algorithm has been proposed in
[37]. While this algorithm can remove the effect of decaying DC offset from the
estimated phasors by means of two orthogonal digital DFT filters, it requires extensive
computations to calculate the decaying DC component parameters. An adaptive
phasor estimation algorithm to suppress the effect of an exponential decaying DC
component based on the weighting Least Error Squares (LES) technique is proposed in
[38]. In [32] the decaying DC component magnitude and time constant are estimated
by integrating the fault current signals during one cycle; hence, the decaying DC
component is eliminated by subtracting the DC value at each sampling instant.

1.2.2

Research Problem
Many vendors with their PMU-capable devices are competing for position-

ing and deployment of PMUs in the grids causing the performance requirements of
synchrophasor measurements to differ per the applications requirements [4] . For example, monitoring a power system requires highly accurate phasor estimation while
the protection applications require fast responses. Clearly, the performance of each individual device potentially affects the performance of the entire power system directly.
The risk of such an elaborate high-precision measurement infrastructure requires a
substantial support of standards and appropriate testing to ensure compliance, fu-
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ture scalability, and upgradeability, thus avoiding costly infrastructure becoming a
stranded asset.
While the test environment and methodology for PMU testing under both
steady-state and dynamic conditions have already been studied, PMU responses to a
step signal, a typical signal in dynamic conditions, have not been previously discussed.
Moreover, verifying the performance of PMUs under the simultaneous modulations
in both amplitude and phase angle, and frequency ramps have not been addressed
either.

1.3

Structure of the Dissertation

The dissertation is organized as follows. The fundamental of phasor estimation and synchrophasor technology is introduced in Chapter 2. Section 3 describes
the phasor and frequency estimation during power system transients based on wavelet
transform. This chapter likewise examines characteristics of voltage and current signals during fault and current transformer (CT) saturation conditions as well as the
effect of power system transients on frequency and phasor estimation. A novel DFTbased algorithm reducing the decaying DC effect without estimating its parameters is
presented in Chapter 4. Chapter 5 investigates a new algorithm for estimating power
system frequency, magnitude and phase angle while eliminating the impact of decaying DC component in real time. Chapter 6 proposes a new algorithm to compensate
for the phasor estimation algorithm during CT saturation. The conclusions of the
dissertation are given in Chapter 7. References and Appendices are attached at the
end.
10

CHAPTER 2

FUNDAMENTAL OF PHASOR MEASUREMENT UNITS AND
SYNCHROPHASOR MEASUREMENTS

2.1

Introduction

The main problems in phasor measurement process are discussed in Chapter
of this dissertation. The fundamentals of phasor measurement units (PMUs), synchrophasor measurement, and associated technology are introduced in this chapter.
In order to better explain the issues discussed in Chapter , the transferring synchrophasor data methods in the power system are introduced as well. The concept
of synchrophasor measurement is proposed in Section 2.2. Section 2.3 introduces the
main components, such as PMUs, phasor data concentrator (PDC), and time clocks.
Section 2.4 presents the applications of PMUs for monitoring, control, and protection
of a power system.

11

2.2

2.2.1

Fundamental of Synchrophasor Measurement

Classical Definition of a Phasor
More than a century old, the concept of a phasor dates back to Steinmetz, who

proposed complex numbers for analysis and synthesis of linear electrical networks with
sinusoidal sources under steady state conditions [39].
A sinusoidal signal of a known frequency is fully described by its phasor which
is a complex number with its magnitude A and angular position φ with respect to an
arbitrary time reference,

x(t) = Asin(2πf t + φ)

(2.1)

The phasor representation X of the sinusoid of Equation 2.1 is given by

A
x(t) = p ejφ
(2)

(2.2)

The phase angle is defined as the distance of the sinusoidal signal peak from a specified reference point of time. The phasor magnitude represents the sinusoidal signal
amplitude. Figure 2.1 shows a sinusoidal waveform in time and phasor domain representation.

12

Figure 2.1: Representation of phasor and sinusoidal signal

2.2.2

Concepts of Phasor Measurement
Applications related to processing actual power system signals, either in real-

time (protection, control, monitoring) or for off-line analysis, call for synchronized
phasor measurements.
Figure 2.2 presents an architecture for real-time phasor measurements. As
shown, the input signal S(t) is sampled at a sampling frequency equal to the actual
frequency of the power system, or at a constant frequency depending upon the nominal
power system frequency. An analog anti-aliasing filter limited the bandwidth of the
input signal for compatibility with the chosen sampling frequency. A digital filter
may also be used to provide band-pass filtering for removing frequency components
that may create problems for a specific application. The phasor estimator calculates
the phasor representation of the input signal complying with the definition given in
Equation 2.3. The discrete Fourier transform (DFT) is a simple, widely used method
for phasor estimation.

13

p
N −1
j2πn
(2) X
S[n] =
S[n + m]e− N
N m=0

(2.3)

where N is the number of samples in a cycle of the fundamental frequency component.
Applying this phasor definition produces an estimate using the sampling instant of
the first sample in the data window as the phasor’s time-tag.

Figure 2.2: Phasor estimation architectures [4]
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2.2.3

Synchrophasor Definition and Measurements
Synchrophasor is a phasor measurement which is time stamped against the

UTC time by GPS, thus allowing measurements in different locations to be synchronized and time-aligned and then combined to provide a precise, comprehensive view
of an entire region or interconnection. The GPS is used to provide UTC time to synchronize the phasor measurement. Phasor measurement units are required to have
a time-tag that is referred to the absolute time, facilitating each sampling instant
in the data window being correlated with the absolute time a provided by the GPS
clock. A GPS receiver provides interrange instrumentation group (format B) time
code (IRIG-B) and pulse per cycle (PPS) outputs, as shown in Figure 2.3. PPS is
used to synchronize samples and adjust the local time against the pulse every second.

Figure 2.3: Phasor synchronization

Figure 2.4 shows phasor measurements taken at different locations. The time
reference synchronizes the measurements and therefore, makes them comparable. The
phase angle difference between two sets of phasor measurements is independent of the
angle reference. Time skews in the sample synchronization and subsequently in the
synchrophasor measurements and analysis process can induce errors in the phase angle
15

Figure 2.4: Phasor measurement at different locations

difference computations as shown by Figure 2.5. Basically, the phase angle difference
between two sets of measurements is approximately ten degrees. However, when
one of these two phase angle signals is skewed by one second, the computed phase
angle difference is approximately five degrees, potentially introducing large errors to
application results.

Figure 2.5: Induced errors in phase difference due to time skews [5]

The synchrophasor technology has several advantages compared to the traditional Supervisory Control and Data Acquisition System (SCADA). Phasor technology provides high resolution (sub-second) time synchronized data, applicable to
several tasks such as real-time dynamics and stability monitoring, increasing asset
utilization, and improvements in state estimation, protection, and controls. As tra-
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ditional SCADA/EMS systems are based on steady-state power flow analysis, they
cannot observe the dynamic characteristics of the power system. Phasor measurements directly provide the phase angles at the high sub-second rate. These phase
angles have traditionally been obtained from state estimators which are inherently
slow, typically every 5-10 seconds, and susceptible to errors due to outdated or inaccurate models required by the state estimation process.
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CHAPTER 3

REAL-TIME ESTIMATION OF FREQUENCY AND PHASOR

3.1

Introduction

Phasor measurement technology in real-time monitoring, state estimation,
model validation, and instability detection improve power system visualization, protection, and control. Phasor measurement accuracy and fast measurement become
essential aspects that directly affect the application performance and, therefore, it
may have an extensive impact on the power system [45]. Therefore, an effective measuring algorithm is necessary to mitigate blackouts and learning the power system
real time behavior.
The main sources of phasor measurement uncertainties are divided in two
groups: First, inherent errors related to the measuring devices and technology and
second, the errors associated with the computational phasor measurement algorithms.
Due to the low scanning rates and relatively slow computations of the first group,
much of the delays inherent in the phasor measurement are inevitable and the present
technology is incapable of removing these delays. However, the phasor measurement
algorithms provide an opportunity to minimize the overall errors in the phasor esti-
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mation process [46]. Therefore, real-time and accurate measurement of the frequency
and phasors of the voltage and current signals is vital for power system.
In disturbance conditions, power system voltage and current signals are not
ideal sinusoids and often contain decaying DC offset, harmonics and/or noise. Any
power system faults, switching operations, and transients phenomena may cause oscillations, disturbances, frequency deviation, and high-frequency interference in the
magnitude and frequency of the signals. Therefore, fast and accurate estimation of the
electrical variables, i.e., amplitude, phase angle and frequency, is still a contemporary
research topic of interest [46]- [47].

3.1.1

Conventional Methods for Decaying DC Removal and Phasor Estimation
In digital protection relaying, DFT is the most preferred method to extract

the fundamental phasor quantities from the signals. DFT is robust when encountering integer harmonic components and has a relatively accurate response for the
fundamental component calculation [48]. However, it is not robust enough when encountering some disturbances, such as decaying DC offset, frequency deviation and
inter-harmonics. These disturbances can cause undesirable oscillations and time-delay
in the DFT results.
Many algorithms have been proposed to deal with the DC offset problem
in phasor estimation which can be divided into two categories [31]- [32]. One is DC
component filtering from the original signal before the phasor estimation and the other
method is calculating the DC component offset and then removing it from the original
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signal. High computational complexity and required time delay for estimation of the
decaying DC parameters are the main drawbacks of these algorithms. In [31] a digital
mimic filter based has been proposed. In this algorithm, the decaying DC component
removal is complete when the time constant is equal to that implemented in the
mimic filter. In [33], a DFT based method that requires one cycle plus two samples
to calculate and remove the decaying DC offset was proposed. The proposed method
in [34] uses the integral of the original signal for parameters estimation of the decaying
DC component. This method is based on the fact that the integral of the sinusoidal
signal and decaying DC offset, over one period are zero and non zero, respectively.
An algorithm that uses partial summation technique to eliminate the influence of
decaying DC offset on the DFT algorithm has been proposed in [35]. Reference [36]
uses the periodicity of the fundamental frequency and integer harmonics using one
cycle plus two samples for calculating the decaying DC component parameters. A
modified DFT based full cycle phasor estimation algorithm has been proposed in [37].
The algorithm can remove the effect of decaying DC offset from the estimated phasors
by means of two orthogonal digital DFT filters. However, it requires extensive amount
of computations to calculate the decaying DC component parameters. An adaptive
phasor estimation algorithm to suppress the effect of an exponential decaying DC
component based on the weighting Least Error Squares (LES) technique is proposed in
[38]. In [32] the decaying DC component magnitude and time constant are estimated
by integrating the fault current signals during one cycle. The decaying DC component
is eliminated by subtracting the DC value at each sampling instant.
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Many algorithms have been developed for the estimation of the power system frequency. A good number of these algorithms are DFT based methods and
have satisfactory dynamic responses. However, in these methods, any deviation from
the rated frequency generates inter-harmonics will cause error and oscillation in the
frequency estimation. Various methods have been proposed to overcome the DFT
based algorithms drawbacks in frequency estimation. Zero crossing (ZC) technique
is one of the commonly used frequency estimation methods [49]- [50]. ZC is a timedomain based method which uses the samples in half or one cycle to estimate the
power system frequency. The major shortcoming of this technique is its sensitivity to
harmonics and noise. The LES [51] and Newton-type [52] algorithms are additional
frequency estimation techniques. Due to the nonlinear terms approximation by Taylor series expansions, the accuracy is only a narrow band around the fundamental
frequency. Reference [53] proposes a method based on three consecutive samples of
the instantaneous input signal. The main issues in this method are noise and zero
crossings which cause high errors at the output. Artificial intelligent (AI) based techniques like neural network and genetic algorithm are also employed to phasor and
frequency estimation [54]- [55]. Performance of these methods depends on training
and optimization techniques, and usually their implementations and computations
are complex.
The wavelet transform approach has been used for frequency and phasor computation in protective relaying [56]- [57]. The recursive WT based methods are more
suitable for real-time applications. The recursive wavelet transform can be implemented for extracting the band energy of any center frequency with low computa21

tion [58]. In [59] a recursive algorithm based on continuous wavelet transform is
proposed. This algorithm needs future output samples to update the new estimating
sample, thus it is not applicable for real-time applications. In [60] a recursive bandpass filter is proposed to compute the phasor of the fundamental and symmetrical
components. This filtering is performed using several previous samples and filtering
outputs. However, the high decaying DC offsets cause error and high initial overshoot
in the filter output. This algorithm is sensitive to frequency deviation and does not
always produce an appropriate dynamic response. Also the output will usually converge to the final value after more than five cycles that is a high time-delay for the
real-time protective relays.

3.1.2

New Real-Time Estimation Algorithm
In this chapter, an improved recursive wavelet transform (IRWT) for real-time

estimation of the amplitude, phase angle and frequency is introduced [61–63]. A new
mother wavelet function based on a recursive equation is constructed. The recursive algorithm is developed for bandpass filtering. The filter output is updated only
using few previous sample values and filtering outputs. Therefore, computational
complexity of the proposed filter, which is the most issue of the wavelet based methods, is greatly reduced. Subtracting the WT even set samples from the WT odd
set samples (SEO) is considered for frequency and phasor estimation. The SEO set
samples greatly reduces the effect of decaying DC component in phasor computation
and prevents the initial overshoot in the filter output. This overshoot is common in
most algorithms. The proposed algorithm is compared with the full cycle DFT tech-
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nique and the RWT based method in [60]. The proposed IRWT is an improvement
over a wide range of decaying DC component, harmonic distortions, frequency deviation and sampling frequency compared to the previously proposed methods. This
characteristic of IRWT makes it a good candidate for the real-time applications in
any power systems. The static, dynamic, transient, and noise tests are performed to
demonstrate the effectiveness and superiority of the proposed algorithm.

3.2

3.2.1

Real-Time Phasor Estimation Based on Wavelet Transform

Wavelet Transform Background
Let ψs,τ (t), s ∈ R \ {0}, τ ∈ R be a set of functions defined as translation and

re-scales of a single function ψ(t),

t−τ
1
ψs,τ (t) = p ψ
s
|s|

(3.1)

The function ψ, which is called the mother wavelet, is assumed to satisfy the admissibility condition [64],

Z
Cψ =
R

2

Ψ(ω)
dω < ∞,
ω

(3.2)

where Ψ(ω) is the Fourier transformation of ψ(t) and Cψ is called admissibility constant. Also, the admissibility condition requires that the wavelet to be oscillatory in
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time and satisfy the followings.

Z
Ψ(ω)

3.2.2

ω=0

+∞

ψ(t)dt = 0

= 0 i.e.

(3.3)

−∞

New Recursive Wavelet Construction
In our application, mother wavelets with short time and frequency duration

are more suitable. For this reason, we construct a mother wavelet, ψ(t), as described
below.

(−σ+jω◦ )t

ψ(t) = e

N
X

Ci (σt)n

(3.4)

n=1

where σ and ω◦ are some positive constants, N is the degree of the polynomial and
Ci s are the polynomial coefficients. Several functions of the form similar to ψ(t)
with different degrees were evaluated. The higher order polynomial terms (C1 (σt)1 ,
C2 (σt)2 , . . .) and high degree polynomial cause time delay in the output of the complex
filter and the window gets longer. If a low degree polynomial is considered, then the
phase frequency characteristics will not be completely symmetric. Table provides
some examples of different mother wavelets as


ψ(t) = C1 (σt)P1 + C2 (σt)P2 + C3 (σt)P3 e(−σ+jω◦ )t

(3.5)

In this Table, we considered the polynomials which provide three terms in ψ(t). Each
function has only one damping constant (σ) except ψ6 (t) which has three different.
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Table 3.1: Mother Wavelets Polynomials

P1
P2
P3
C1
C2
C3
σ

ψ1 (t) ψ2 (t)
1
1
2
3
3
5
-0.5 -100
0.5
50
-0.33 -0.21
ω◦
1.73

ω◦
1.58

ψ3 (t) ψ4 (t)
4
7
5
8
6
9
-25
-1.4
10
0.35
-2.1 -0.03
ω◦
1.23

ω◦
0.77

ψ5 (t)
10
11
12
-300
54.54
-4
ω◦
0.87

ψ6 (t)
3
4
5
-10
σ1 = 20 , σ2 = −1.32 ,
-20
-10
σ1 , σ2 , σ3

σ3 = 1.12
The justification of finding the coefficients C1 , C2 and C3 for ψ4 (t), which is used in
this paper, are provided in this section. Figure 3.1 shows the time-domain waveforms
of the mother wavelets given in Table . As is noted from the figure, when the degree

Figure 3.1: Frequency responses of different mother wavelets.

is high (higher than the IRWT mother wavelet which is the red curve), the mother
wavelet is symmetric but its window is longer however, when the degree is low the
mother wavelet window is shorter but it is not symmetric. Therefore, it is necessary
to select an optimal mother wavelet with two properties: symmetry in wave shape
and short window length. Function ψ4 (t) satisfies both properties and therefore, it is
25

considered as the mother wavelet in this paper. Therefore,


ψ(t) = C7 (σt)7 + C8 (σt)8 + C9 (σt)9 e(−σ+jω◦ )t

(3.6)

The Fourier transform of ψ(t), known as the filter frequency response, is:



Ψ(ω) = F ψ(t) =


− 5040C7 σ 7 (ω − ω◦ )2 + jσ 8 (10080C7 + 40320C8 )(ω − ω◦ )

+σ 9 (5040C7 + 362880C9 ) (σ + j(ω − ω◦ ))10
(3.7)

The relationship between the polynomial coefficients, σ, and ω◦ can be found from
Equation 3.3 and Equation 3.7.

1
C9
ω◦
1
C8 = − C7 , σ = q
,
> , ω◦ = 2π
4
79
9
72 C
− 1 C7
C7

(3.8)

The magnitude of ψ(t) and Ψ(ω) for three different modulation factors σ =
7.73, σ = 4.12 and σ = 2.65 are shown in Fig. Figure 3.2. In addition, the real
and imaginary parts are shown when σ = 7.73. The time and frequency domain
windows of the defined wavelet function, which is a band-pass frequency filter, are
2∆t and 2∆f with centers tc and fc , respectively. The magnitude frequency response
of the selected wavelet function for accurate phasor measurement must be identical
and symmetrical. As shown in Figure 3.2, the wavelet function with a narrower time
domain window has a wider frequency domain window which is typical. All three
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Figure 3.2: Time and frequency domain waveforms of ψ(t) and Ψ(ω).

cases reach their maximum values at the nominal frequency. The complex wavelet
function with σ = 7.73 exhibits a shorter time window length than the rest, and
therefore, it is used in our algorithm. The coefficients C7 , C8 and C9 were calculated
to be −1.4, 0.35, and −0.03, respectively.
The Fourier transform of a dilated wavelet function ψ( st ) is Ψ(sω). Thus, the
center frequency fc of the band-pass filter is obtained when sωc is equal to ω◦ ; hence,
s=

ω◦
2πfc

or s =

1
.
fc

The band-pass filter’s, ψ( st ), center frequency, fc , can be chosen

to be any value such as the fundamental frequency.
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3.3

Frequency and Phasor Estimation Based on the Proposed IRWT

The discretized wavelet transform of the current signal i(t) with regard to time
shift τ = k∆T and scale s =

1
f

is
∞
X

Wi (f, k) = ∆T

∗
i(∆T n)ψs,τ
(∆T n)

n=1
∞
p X
= ∆T f
i(∆T n)ψ(f ∆T (k − n))
n=1

= ∆T

p

f i(∆T n) ∗ ψ(f ∆T n))

(3.9)

where Wi (f, k) is denoted as the wavelet transform coefficients. Equation 5.1 can be
decomposed into the even-sample-set WT, Wieven (f, k) and the odd-sample-set WT,
Wiodd (f, k),
∞
p X
Wi (f, k) = ∆T f
i(∆T 2n)ψ(f ∆T (k − 2n))
n=1
∞
p X
i(∆T (2n + 1))ψ(f ∆T (k − (2n + 1)))
+ ∆T f
n=1

= Wieven (f, k) + Wiodd (f, k)
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(3.10)

Using the first-order Taylor series expansion, the odd-sample-set WT can be rearranged as

i(∆T (2n + 1)) = i(∆T 2n) + (2∆T )i0 (∆T 2n)
ψ(f ∆T (k − (2n + 1))) =
ψ(f ∆T (k − 2n)) − (2f ∆T )ψ 0 (f ∆T (k − 2n))

Wiodd (f, k) =
∞
p X
i(∆T (2n + 1))ψ(f ∆T (k − (2n + 1)))
∆T f
n=1
∞
p X
i(∆T 2n)ψ(f ∆T (k − 2n))
= ∆T f
n=1

−(f (2∆T ))i(∆T 2n)ψ 0 (f ∆T (k − 2n))
+(2∆T )i0 (∆T 2n)ψ(f ∆T (k − 2n))
−(f (2∆T )2 )i0 (∆T 2n)ψ 0 (f ∆T (k − 2n))

(3.11)

The difference between the even-sample-set WT and the odd-sample-set WT, Wioe (f, k),
is

Wioe (f, k)

∞
p X
= ∆T f
(2∆T )i0 (∆T 2n)ψ(f ∆T (k − 2n))
n=1

−(f (2∆T ))i(∆T 2n)ψ 0 (f ∆T (k − 2n))
−(f (2∆T )2 )i0 (∆T 2n)ψ 0 (f ∆T (k − 2n))
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(3.12)

Equation 3.12 can be written as a convolution sum,

Wioe (f, k) = ∆T

p 
f (2∆T )i0 (∆T 2n) ∗ ψ(f ∆T 2n)
−(f (2∆T ))i(∆T 2n) ∗ ψ 0 (f ∆T 2n)


−(f (2∆T )2 )i0 (∆T 2n) ∗ ψ 0 (f ∆T 2n)

(3.13)

The z-transform of Equation 5.4 is

Wioe (f, Z) = −∆T

p

f (1 − Z −∆T )2 I(Z)Ψ(Z)

(3.14)

where Wioe (f, Z), I(Z), and Ψ(Z) are z-transforms of discrete sequences Wioe (f, k),
i(∆T n), and ψ(f ∆T n), respectively.
The z-transform of ψ(t) in terms of observing frequency f is calculated and it
is expressed as follows:

P9

Ψ(Z) =

αi Z −i
(1 − α◦ Z −1 )10
i=1
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(3.15)

where α◦ = e−f ∆T (σ−jω◦ ) and αi s are the coefficients related to parameters α◦ , ω◦ , f
and ∆T which are derived from
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 α5◦  
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 α6◦  

  

  

 α7  
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 α7◦  

  

  

 α8  
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 α8◦   118

  

  
α9
1
−1
1
α9◦

where

γ7 = C7 (f ∆T σ)7 , γ8 = C8 (f ∆T σ)8 , γ9 = C9 (f ∆T σ)9

Wioe (f, Z) can be derived from Equation 5.5 and Equation 5.6 as follows:

Wioe (f, Z)

10  
X
10
=−
(−α◦ Z −1 )j Wioe (f, Z)
j
j=1

− 2∆T

9
X
p
f I(Z)(1 − Z −1 )2
αj Z −j
j=1
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(3.16)

The time-domain recursive equation relating Wioe (f, k) and i(k) is simply the inverse
z-transform of (13):

Wioe (f, k)

10  
X
10
=
(−1)j+1 α◦j Wioe (f, k − j)
j
j=1

− 2∆T

11
p X
f
βj i(k − j)

(3.17)

j=1

where

β2 = −2α1 + α2

β1 = α 1 ,

βj = αj−2 − 2αj−1 + αj , j = 3, ..., 9
β10 = α8 − 2α9

β11 = α9

It can be proven that the obtained filter Equation 5.5 has a band-pass frequency property; Figure 3.3 shows the filters responses for the IRWT, RWT and
DFT methods in time and frequency domains. The filter output speed and magnitude and phase frequency properties are the main filter features. From Figure 3.3
it can be seen that the frequency responses of the IRWT and RWT filters reach the
peak value at the nominal frequency and are symmetric without side lobes. The accuracy of frequency and phasor measurement in the DFT filter is deteriorated due to
the undesirable frequency properties. This filter is not symmetric and has side lobes.
The peak value of the magnitude frequency response is not located at the nominal
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Figure 3.3: Magnitude and phase frequency properties, IRWT, RWT and DFT

Table 3.2: Bandwith and center frequency
fc [Hz] fL [Hz] fH [Hz] tc [sec] Rt [sec]
IRWT
50
43
56
0.78
0.36
RWT
50
34
66
1.69
0.66
DFT:
fmax = 42Hz
frequency. Therefore, unlike DFT, the IRWT and RWT filters completely remove all
harmonics and inter-harmonic components.
The speed of filter phasor estimation is a feature which plays as a key role in
the filter dynamic response. The filter should converge the actual value rapidly after
any disturbance or transient. Fast operation of the filter is related to the implicit
window. Since, the IRWT window is shorter than the RWT window, the proposed
filter is faster and has a better dynamic response compare with the RWT method.
The time and frequency domain window center and bandwidth of the IRWT and
RWT methods are summarized in Table . In this table, fL and fH are the lowest
and highest frequencies in the frequency bandwidth. As Table shows, the frequency
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bandwidth of the IRWT is much narrower that RWT. The maximum value of the
DFT method is occurred at fmax = 42Hz and it passes a wide range of frequencies.
Implementation of equation Equation 5.14 provides a real-time computational
means for extracting the required features. In addition, as shown by Equation 5.5
and Equation 5.6 the filter is stable since the region of convergence includes the unit
circle and the corresponding poles/zeros of the Ψ(Z) are inside the unit circle.
The output, Wioe (f, k), is used to estimate the instantaneous frequency and
phasor estimation of the input signal.
PH

h=1 Ih cos(2πfh ∆T n

For example, when the input is i(n) =

+ θh ) where H is the highest harmonic order, Ih , fh and θh

are the amplitude, frequency and phase angle of the hth order harmonic, respectively
then, the amplitude of the fundamental frequency is
√
I1 (k) =

f1 N Wioe (f, k)

(2sin( Nπ ))2 Ψ(ω1 )

(3.18)

where
ω1 = 2πf1 and f1 is the fundamental frequency. The fundamental frequency (f =

1
)
Tp

is obtained from Equation 5.18,

2π Wioe (f, k)
Tp (k) =
Wioe (f, k) − Wioe (f, k − 1)

(3.19)

And finally the phase angle is obtained by

−1

θ1 (k) = tan


Imag Wioe (f, k) 

Real Wioe (f, k)
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(3.20)

3.4

Error Analysis

The main factors contributing to error in the process are sampling frequency
and Taylor approximation. To analyze the error and convergence, the theoretical
input signal is computed and compared to the signal generated by the proposed
method. The First-Cycle Error (FCE) which is the absolute average error during a
cycle is computed. In transient disturbances, the error related to the beginning of
disturbance usually is higher than error related to the next cycles; then, in this case
the first cycle is considered to compute the FCE. The FCE is defined as

N
1 X S1e (n) − S1 (n)
|
|
F CE =
N n=1
S1 (n)

(3.21)

Where S1 represents the theoretical signal and S1e the estimated signal. The estimated parameters in the steady state are used as the nominal values to measure the
total mean error.
The mean error associated with the amplitude and frequency versus sampling
rate and fundamental frequency are shown in Figure 3.4 and Figure 3.5. To calculate
the error, we consider the current signal as

t

i(t) = A◦ e− τ

+A1 cos(2πf1 t + θ1 ) +

7
X

Ah cos(2πfh t + θh ) + ξ(t)

h=2

Where A◦ and τ are initial amplitude and time constant of the decaying DC component which are considered as 2 p.u. and 0.02 s, respectively. The values of Ah , θh
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and fh are given in Table . ξ(t) is a white Gaussian noise. The FCE were computed
for an extensive range of frequencies [40 Hz-60 Hz] and sampling frequency up to
10 kHz.

Another factor contributing to the mean error associated with amplitude

Figure 3.4: Estimated amplitude error.

Figure 3.5: Estimated frequency error.

and frequency are due to variations of decaying DC components. Figure 3.6 and
Figure 3.7 show the plots of FCE for an extensive range of time constant and initial
amplitude of decaying DC component. The harmonic distortion was chosen to be less
than 250 Hz. These figures show the FCE due to the decaying DC component for
three different values of the fundamental frequencies. The frequencies for these three
cases are 40, 50 and 60 Hz.
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Figure 3.6: Estimated amplitude error in presence of decaying DC component.

Figure 3.7: Estimated frequency error in presence of decaying DC component.

3.5

Performance Evaluation

The performance of IRWT has been computed using synthetic input as well
as input from the Electromagnetic Transient Program (ATP/EMTP) [65]. The synthetic input covers three possible test cases; static test, transient test and dynamic
test. In static test, we considered the effect of harmonics and noise. The dynamic test
case evaluates the algorithm responses for rapid change of frequencies. The transient
response includes evaluating the effect of decaying DC components on the output.
This case was tested using ATP/EMTP. To demonstrate the capabilities of the proposed algorithm, the results are compared with those of the conventional full-cycle
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Table 3.3: Harmonics Characteristics
h
Ah (p.u.)
1
1.00
2
0.45
3
0.35
5
0.15
7
0.05
A4 = 0 A6 = 0

fh (Hz)
50
100
150
250
350

θh
0◦
10◦
15◦
45◦
75◦

DFT based methods and RWT in [60]. In all cases, the sampling frequency is set to
10kHz (i.e., 200 samples per cycle in a 50 Hz system).

3.5.1

Computer Simulated Test Cases

3.5.1.1

Static Test−Harmonic Components and Noise Effect

To demonstrate the efficiency and limitation of the proposed algorithm, a
white Gaussian noise is added to the input signal containing harmonics as shown
below. This noise addition introduced a 60 dB signal-to-noise ratio.

i(t) = A1 cos(2πf1 t + θ1 ) +

H
X

Ah cos(2πfh t + θh ) + ξ(t)

(3.22)

h=2

where A1 and θ1 are the amplitude and phase angle of the fundamental frequency. H
is the maximum harmonic order in the original signal and Ah , fh and θh represent the
magnitude, frequency and phase angle of the hth harmonic. ξ(t) is the white Gaussian
noise. These parameters are given in Table .
The estimated frequency, amplitude and phase angle of the fundamental component were obtained using the conventional DFT method, RWT and the proposed
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IRWT. The results for f1 = 50Hz and sampling frequency 10 kHz are shown in
Figure 3.8 - Figure 3.10.

Figure 3.8: Amplitude estimation under harmonic distortion.

Figure 3.9: Frequency estimation under harmonic distortion.

The amplitude and frequency errors for a wide range of fundamental frequency
(40Hz to 60Hz) and sampling frequency 10kHz are computed. Figure 3.11 shows
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Figure 3.10: Phase angle estimation under harmonic distortion.

Figure 3.11: Frequency and amplitude mean errors under harmonic distortion.

the computed errors for each method. Compare to the RWT based method in [60],
the proposed IRWT has much higher accuracy in amplitude and frequency estimation. Since the DFT method removes the integer harmonics, the amplitude error
is lower than both RWT and IRWT methods. Unlike the integer harmonics, the
inter-harmonics cause error in the DFT output and this filter cannot remove the
inter-harmonics. Table shows the FCE due to the different levels of harmonics. The
DFT error depends on the DFT window length. In this paper, the full-cycle DFT
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Table 3.4: FCE due to harmonics
Frequency components amplitude (p.u.)
45 50 55 75 100 125
150
0.75 1 0.73 0.65 0.55 0.5
0.4
0.65 1 0.62 0.55 0.45 0.4
0.3
0.55 1 0.53 0.45 0.35 0.3
0.2
0.45 1 0.44 0.35 0.25 0.2
0.1
0.35 1 0.35 0.25 0.15 0.1
0.08

250
0.15
0.1
0.07
0.05
0.03

FCE [%]
DFT RWT IRWT
6.53 2.56 1.21
5.92 2.28 0.92
5.37 2.07 0.62
4.86 1.83 0.42
4.53 1.69 0.31

method is used and it is well known that it requires one cycle to estimate the phasor
and frequency. Therefore, the first cycle data are not considered for error calculations. Second row of the first column shows the frequency of the components in Hz
and third to seventh rows of the same column are amplitude of components in p.u..
The errors for all three methods are provided in the second column in percent.

3.5.1.2

Transient Test−Decaying DC Offset

To compute the effect of the transient decaying DC components for the DFT,
RWT, and IRWT, we consider the following input.

t

i(t) = A◦ e− τ +

H
X

Ah cos(2πfh t + θh ) + ξ(t)

(3.23)

h=1

where A◦ and τ are initial amplitude and time constant of the decaying DC component. Ah , θh and fh are the same parameters in the static test case (Table ).
Figure 3.12-Figure 3.14 show the instantaneous estimated amplitude, frequency
and phase angle for the DFT method, RWT and the proposed IRWT. The fundamental frequency f1 = 50Hz, time constant is τ = 0.02s and A◦ = 200%A1 . The
overshoot percentage in the estimated amplitude for the conventional DFT method,
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RWT method and the proposed IRWT are 51.07%, 28.3% and 1.86%, respectively.
The convergence-time τ99% , which is the time that estimated amplitude covers 99%
of its final value, are 0.08s, 0.0672s and 0.0302s, respectively. The numerical values
obtained here indicate that IRWT has a much lower oscillation and no overshoot.

Figure 3.12: Amplitude estimation under decaying DC component and harmonic
distortion.

Figure 3.15 illustrates the mean errors for different frequencies when the time
constant τ = 0.02s, initial amplitude, A◦ = 300%A1 , and sampling frequency 10kHz.
The harmonic components are the same as the static test case (Table ). Figure 3.16
shows the amplitude and frequency errors which were calculated for the initial am◦
plitude ratio of ( A
) ranging from 0 to 500% and the time constant τ = 0.02s. The
A1

overshoot percentage and convergence-time (τ99% ) over a wide range of decaying DC
component for all three methods are summarized in table . In the first row of this
table there is no decaying DC offset and the ratio of
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A◦
A1

= 0. In this case, the DFT

Figure 3.13: Frequency estimation under decaying DC component and harmonic
distortion.

Figure 3.14: Phase angle estimation under decaying DC component and harmonic
distortion.

response is better than RWT and IRWT, however, when decaying DC components
are present, the IRWT response is much faster and its overshoot percentage is much
lower than DFT and RWT methods.

3.5.1.3

Dynamic Test−Frequency and Amplitude Deviation

The frequency and amplitude of the current and voltage signals in power systems may deviate from their nominal values due to the mismatch between the genera43

Figure 3.15: Frequency and amplitude mean errors under decaying DC component
◦
and harmonic distortion, A
= 300%, τ = 0.02s.
A1

Figure 3.16: Frequency and amplitude mean errors under decaying DC component
and harmonic distortion, f1 = 50Hz.
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Table 3.5: Overshoot percentage and convergence time in presence of Decaying DC
component and Harmonic Distortion
A◦
A1

DFT
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0

heightτ =0.02 S IRWT RWT
IRWT RWT
0.12
0.66
0.09
0.87
0.12
4.03
1.39
14.9
2.65
28.3
5.88
42.5
10.7
57.2
15.5
72.3
21.1
87.5
26.3
103
32.0
118

DFT
0.02
9.82
19.7
29.6
51.1
76.5
102
127
153
178
204

41.2
40.8
40.2
40.6
41.2
41.4
41.6
41.8
41.8
41.8
41.8

44.2
61.0
62.4
81.2
82.0
82.4
82.6
82.8
101.2
101.6
101.8

19.0
62.4
73.0
82.8
92.0
92.8
101.4
102.2
102.8
103.2
111.4

tion and load. Therefore, the evaluation of the estimated frequency and amplitude in
dynamic condition are necessary. A positive step function is applied to the frequency
and amplitude of the signal. The results for frequency step deviation have been
shown in Figure 3.17. The frequency step value is ∆f = +2Hz at 0.1s. Figure 3.18
shows the results for the simultaneous frequency and amplitude step deviation with
∆f = +2Hz and ∆A1 = +20% at 0.1s. Also, a phase angle change of + π6 is considered to investigate the dynamic behavior of the phase angle (Figure 3.19). The
IRWT output tracks the changes in inputs much faster and accurate than RWT and
DFT. The RWT method converges to the desired value roughly after three cycles.

3.5.2

ATP/EMTP-Generated Signal Tests
To evaluate the proposed algorithm a portion of a 230kV , 50Hz power system

is modeled appropriately using the ATP/EMTP. The parameters of the modeled
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Figure 3.17: Frequency step deviation response.

Figure 3.18: Simultaneous frequency and amplitude step deviation response.

power system are given in Figure A.1. Two three-phase and phase-phase-ground faults
are applied at t = 0.04s. The input signals were the three phase currents which are
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Figure 3.19: Phase angle step deviation response.

shown in Figure 3.20. The current waveforms are contaminated high frequency noise
and decaying DC component at the beginning of the fault. Table shows the results
for phase-B. This table shows amplitude overshoot (maximum error), amplitude first
cycle error (AFCE), frequency first cycle error (FFCE), and τ99% for all three methods.
It appears that the proposed IRWT achieves the desired values faster and more

Figure 3.20: Three-phase fault currents.

accurate for a given faults including severe harmonic distortion. The decaying DC
component in Table are measured as 320% and 280% for ABC and ABG faults,
respectively.
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Table 3.6: Transient Test Results
Fault

Filter

Overshoot AFCE
[%]
[%]

FFCE τ99%
[%]
[ms]

310 pt[-7 pt]ABC

IRWT

0.86

0.94

0.38

43.4

RWT
DFT

2.51
9.42

1.27
2.89

1.06
4.62

101.6
128.8

0.59

0.51

0.21

45.2

1.31
6.82

1.12
2.36

0.97
3.73

98.2
119.8

310 pt[-7 pt]ABG IRWT
RWT
DFT

3.6

Summary

In this section, a recursive wavelet-based algorithm, IRWT, was introduced
utilizing a new mother wavelet function. The algorithm is used to estimate the
amplitude, phase angle and frequency in power systems. We have shown that IRWT
provides an improvement over the existing recursive wavelet transform algorithm [60].
The improvements are in the areas of speed, accuracy, and dynamic response in
decaying DC offset and harmonic distortion. We have shown that by subtracting the
WT odd-samples results from the WT even-samples results effectively dampens the
oscillations due to the decaying DC component and harmonics distortions. Moreover,
it drastically reduced the overshoot that is inherent to the phasor estimation. The
proposed algorithm is compared with the commonly used full-cycle discrete Fourier
transform (DFT) method and the recursive wavelet transform (RWT) technique [60].
The RWT and DFT based methods suffer from the overshoot and oscillations due
to the decaying DC component. Figure 3.12, illustrates the overshoot due to the
decaying DC component causes 51.07%, 28.3% overshoot in amplitude for DFT and
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RWT based methods, respectively. The amplitude overshoot due to the decaying
DC component is 1.86% compared to those of DFT and RWT which are 51.07%
and 28.3%, respectively. This is a considerable improvement. Also, the oscillations
in RWT and DFT methods reaches to an acceptable value after 3-5 cycles, while
the proposed IRWT approaches the same value after 1.5 cycles. Table shows the
superiority of the proposed IRWT compared to the RWT and DFT based methods
for different cases of decaying DC component. In non-harmonic and non-decaying
DC component conditions, the conventional DFT based method is faster than both
IRWT and RWT methods. This case is observed in Figure 3.8 and Table . The
algorithm advantages are summarized as follows:
• One of the advantages of the proposed IRWT over the DFT and RWT
methods is its dynamic response. The IRWT output tracks the step deviations in
frequency and amplitude much faster than RWT and DFT based methods with much
less oscillations. This phenomenon is demonstrated in Figure 3.17.
• To evaluate the performance of IRWT, we considered various conditions
including static, dynamic, and transient test cases. The evaluation results indicate
that the proposed method is highly applicable to real-time applications in both main
and/or backup protection in any power systems.
• The decaying DC component is removed without estimating its parameters.
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CHAPTER 4

PMU BEHAVIOR IN TRANSIENT AND DYNAMIC CONDITIONS

As Smart Grid projects have developed, a number of commercial PMUs have
been deployed in North Americas eastern and western systems in. As a number of
companies are competing in this market, the performance of each individual PMU
could directly affect the performance of the entire power system. Moreover, power
systems often operate near their stability limits for economic purposes, and severe
disturbances may cause rapid power oscillations in a small electrical system or a
long-distance transmission system, and disturbed signals due to saturation of current
transformers and power swing blocking schemes that prevent distance protection from
maltripping may cause relay failure in tripping for an internal fault which may occur
during a power oscillation. Under these conditions, the fundamental frequency and
magnitude of the fault current may change rapidly, and the decaying DC components may be present in the fault current as well. Clearly, although IEEE standard
C37.118 [66] has no specific requirement for phasor measurement units (PMUs) under dynamic conditions or in the presence of decaying DC components, PMUs must
provide accurate phasor estimations under these conditions to bring the system back
to normal conditions.
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This section presents a methodology to improve and compensate the PMUs
output in transient and dynamic conditions due to high through faults currents and
saturation of current transformers [67–69].

4.1

Transient in Power Systems

Power system faults and switching operations produce discontinuous points
such as steps and ramps in current and voltage waveforms due to electromagnetic
transients. Typically, phasor estimation is determined over one cycle of nominal
power system frequency since discontinuities in waveforms caused by the transients
may occur within an observed data window. In this case, the accuracy of the phasor
output estimated over such a data window is affected by the discontinuities, neither
representing the pre-state nor the post-state accurately.
For the purpose of the present discussion, transients in power systems may be
classified into two categories: 1) electromagnetic transients and 2) electromechanical
transients.

4.1.1

Phasor Estimation During the Abrupt Changes
Switching operations and faults produce step changes in the voltage and cur-

rent waveforms. Power system faults cause CT saturation and abrupt changes in
current signals. In addition, resonances during these phenomena create additional
frequencies in the waveforms. Classified as electrical or electromagnetic transients,
these transients introduce amplitude deviation and high frequency components in the
signals. These transients dissipate within a short time, and the waveforms then re51

turn to a steady state condition. PMUs attenuate these high frequency signals to
insignificant values using anti-aliasing filters.
Since phasor estimation is typically performed over one period of the nominal
power system frequency, one needs to consider whether the phasor estimation obtained
during step changes in the input signals due to electromagnetic transients in a data
window is valid.
For instance, an abrupt change in the current signal is shown in Figure 4.1. In
this figure, the observing window contains N samples. As the computation window
moves forward as new samples are obtained, the data window k and k+N are the
windows closest to the boundary containing only the samples belonging to the predisturbance and post-disturbance, respectively. The phasors calculated through the

Figure 4.1: Phasor estimation during the transient period

windows k+1 to k+N-1 represent neither the pre- nor post- segments. Use of these
phasors for any type of control or protection functions may be inappropriate.
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CHAPTER 5

ESTIMATION OF PMU SEQUENTIAL COMPONENTS FOR FAULT
ANALYSIS APPLICATION

5.1

Introduction

This section introduces a new feature of PMUs for fault analysisa fault classification technique based on the current signal sequence components. The introduced
method proposes a new capability of PMU for fault detection and classification. The
proposed algorithm consists of three steps based on the phasors of the zero- and
negative-sequence quantities present in the current and voltage waveforms: fault detection, determining fault type, and fault phase selection. The fault is detected via
the direction of positive-sequence reactive power. Then, subtraction of zero-sequence
current from the negative-sequence current is computed by each relay to classify the
fault type. Finally, by using zero- and negative-sequence currents, a defined criterion
index identifies the faulted phase(s). The fundamental justifications and mathematical principles of the proposed method are presented below.
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5.2

5.2.1

Current and Voltage Sequence Components

Non-Fault Condition
A portion of a power system, modeled using the electromagnetic transient

program (EMTP/ATP), analyzes the proposed algorithm, which includes a 400kV,
150km, single-circuit transmission line, saturable current transformers (CTs), voltage
transformers, and two voltage sources (Figure 5.1). Under the non-fault condition,

Figure 5.1: Single-circuit transmission line protected by two relays at both end sides

each of the current and voltage signals has a positive component.

V p = |V p |∠γ p , V n = 0, V z = 0
I p = |I p |∠β p , I n = 0, I z = 0

(5.1)

where, V p , γ p , I p , and β p are positive-sequences of amplitude and phase angle of
the current and voltage signals, respectively. V n , V z , I n , and I z are negative- and
zero-sequences of voltage and current signals, respectively.
If transmission line resistance is neglected, the positive-sequence of the delivered reactive power at the relay locations are Qp1 and Qp2 ,obtained using the positive54

sequence voltage.

V1p p
=
(V1 − V2p cos(α)) , Qn1 = 0 , Qz1 = 0
X
V2p p
p
Q2 =
(V2 − V1p cos(α)) , Qn2 = 0 , Qz2 = 0
X

Qp1

(5.2)
(5.3)

where, V1p and V2p are positive-sequence voltages at the Relay 1 and Relay 2. X is
the line reactance and α is the difference voltage phase angle of V1p and V2p . Under
normal conditions, and when transmission line is not extremely lengthy, as long as
the following is true:
V2p > V1p cos(α)
the positive-sequence of reactive power at the Relay 1 location (Qp1 ) is positive and
the positive-sequence of reactive power at the Relay 2 location (Qp2 ) is negative.

5.2.2

Fault Condition
To analyze the reactive power directions after the fault time, consider the

electrical circuit shown in Figure 5.1. A fault is modeled by an inductor Xf and a
resistor Rf connected in series placed at point F . The fault is occurred at m% of
the line length from the Relay 1 (Figure 5.2). Xs1 , Es1 , δs1 , Xs2 Es2 , and δs2 are
impedances and voltage amplitudes and phase angles of two sources. α is the sources
voltage phase angle difference. γ, and Vf are phase angle and amplitude of the voltage
at the fault point, respectively. Using KCL law, the voltage at this point (point F )
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is obtained,

Vf
Vf − Es1
Vf − Es2
+
+
=0
Rf + jXf
Xs1 + mX Xs2 + (1 − m)X

Solving the above equation in terms of Vf leads to,

Vf =

√

d2 + c2 ·
p
(aEs1 )2 + (bEs2 )2 + 2abEs1 Es2 cos(α) ∠γ

(5.4)

where,

a=

1
1
, b=
mX + Xs1
(1 − m)X + Xs2

c=a+b+
γ = tan−1 (

Rf2

Xf
Rf
, d= 2
2
+ Xf
Rf + Xf2

aEs1 sin(δs1 ) + bEs2 sin(δs2 )
c
π
) − tan−1 ( ) −
aEs1 cos(δs1 ) + bEs2 cos(δs2 )
d
2

(5.5)

As long as Vf cos(γ) is less than Es2 cos(α), Rf in Equation 5.6 satisfies the voltage

Figure 5.2: A ground fault model placed at point F
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phase angle at the fault point (γ) and the reactive power measured by Relay 2 will
change to a positive value: (Figure 5.3). Then, once a fault occurs, the reactive power
measured by both relays is positive. Therefore, as long as

Vf cos(γ) < Es2 cos(α)

using the voltage amplitude and phase angle of the fault point, given in Equation 5.4
and Equation 5.5, the fault resistance boundary is obtained as

tan(η)
+
Rf <
2c

r
(

tan(η) 2
) − Xf2
2c

where,

η = tan−1 (

π
aEs1 sin(δs1 ) + bEs2 sin(δs2 )
)−α−
aEs1 cos(δs1 ) + bEs2 cos(δs2 )
2

Figure 5.3: Reactive power direction for Relay 2
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(5.6)

5.3

Fault Classification based on The Sequential Current and Voltage
components

5.3.1

Single-Phase to Ground Fault
Figure 5.4 shows the sequence networks components connected in a series for

a single-phase-to-ground fault. For simplicity, this sequence network is reduced in
terms of Thevenin equivalent circuits for all sequences, shown in Figure 5.5. Eoc is
the open-circuit voltage in the fault time point in positive-sequence. Z z , Z n , and Z p
are equivalent impedances seen from the fault point in zero-, negative-, and positivesequence circuits and are easily obtained from Equation 5.7-Equation 5.10.

Zz =

z
z
(1 − m)X z Xs2
(mX z + Xs1
)
z
z
Xs1 + Xs2 + X z

(5.7)

Zn =

n
n
)
(mX n + Xs1
(1 − m)X n Xs2
n
n
Xs1 + Xs2 + X n

(5.8)

Zp =

p
p
(1 − m)X p Xs2
(mX p + Xs1
)
p
p
Xs1 + Xs2 + X p

(5.9)

Eoc = Es1

p

(1 − m)X p + Xs2
p
p
Xs1 + Xs2 + X p

+Es2
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p

mX p + Xs1
p
p
Xs1 + Xs2 + X p

(5.10)

Figure 5.4: Sequential networks, single-phase-ground fault

Figure 5.5: Simplified connected sequential networks, single-phase-ground fault

The positive-sequence network has a similar configuration given the single-phaseto-ground fault network in part II. Therefore, in a positive-sequence network, the
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reactive power is positive at both relays, enabling the reactive-power behavior of the
positive-sequence component to detect the fault.
Since the negative- and zero-sequence of the current signals has different behaviors under different fault types (according to the sequential networks, Figure 5.4, Figure 5.6, and Figure 5.8) a criterion function formed by the negative- and zero-sequence
components (subtracting the negative-sequence current from the zero-sequence current, I z − I n ) determines the different fault types and phases involved in the faults.
Since the value of I z − I n varies under different fault types, it can distinguish the
single-phase grounded faults, two-phase grounded faults, and ungrounded faults appropriately. From Figure 5.4,

z
+ (1 − m)X z
Xs2
z
z
Xs1
+ Xs2
+ Xz

(5.11)

I1n

n
+ (1 − m)X n
Xs2
=I n
n
Xs1 + Xs2
+ Xn

(5.12)

I=

Eoc
Z p + Z n + Z z + 3Rf

(5.13)

I1z = I

I1z

−

I1n

=I

z
n
m(Xs2
X n − X z Xs2
)

n
z
z
n
n
z
+(1 − m)(X z Xs1
− X n Xs1
) + (Xs2
Xs1
− Xs2
Xs1
)
z
z
n
n
(Xs1
+ Xs2
+ X z )(Xs1
+ Xs2
+ X n)
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(5.14)

z
n
z
n
where, Xs1
, Xs1
, Xs2
, and Xs2
are zero- and negative sequences of voltage source

impedances. similarly, for Relay 2,

I2z − I2n = −I

I2z = I

z
Xs1
+ mX z
z
z
Xs1
+ Xs2
+ Xz

(5.15)

I2n = I

n
Xs1
+ mX n
n
n
Xs1
+ Xs2
+ Xn

(5.16)

n
z
)
X n − X z Xs2
m(Xs2

z
n
n
z
z
n
)
Xs1
− Xs2
Xs1
) + (Xs2
− X n Xs1
+(1 − m)(X z Xs1
z
z
n
n
z
n
(Xs1 + Xs2 + X )(Xs1 + Xs2 + X )

(5.17)

It can be stated that Equation 5.14 and Equation 5.17 have different signs (i.e., the
zero-sequence reactance is more than the positive-sequence reactance unless in some
generator substations). In other words, if

n
z
Xs2
+ (1 − m)X n
Xs2
+ (1 − m)X z
>
z
z
n
n
Xs1
+ Xs2
+ Xz
Xs1
+ Xs2
+ Xn

then,

z
n
Xs1
+ mX z
Xs1
+ mX n
>
z
z
n
n
Xs1
+ Xs2
+ Xz
Xs1
+ Xs2
+ Xn
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Therefore, the value of I z − I n is positive for one relay and is negative for
another. In other words, if I1z − I1n > 0 then I2z − I2n < 0 and if I1z − I1n < 0 then
I2z − I2n > 0 for the single-phase-to-ground fault case.
To identify the faulty phase, a criterion index C using the zero- and negativesequence current and voltage components is defined:

C = V n I z∗ + V z I n∗

(5.18)

The index C for the three phases during a single-phase-to-ground fault (A − G) for
Relay1 is obtained as

n
z
C A = |IAn ||IAz |j(Xs1
+ Xs1
)
√
3 z
1 z
B
n
z
n
n
C = |IA ||IA |{
(Xs1 − Xs1
+ Xs1
) − j (Xs1
)}
2√
2
1 z
− 3 z
n
n
(Xs1 − Xs1
) − j (Xs1
+ Xs1
)}
C C = |IAn ||IAz |{
2
2

(5.19)

where, IAn and IAz are negative and zero-sequences of the current in phase A. As it can
be seen, the imaginary part of C, which is | 21 (C − C ∗ )|, for faulted phase (phase A)
is maximum. Therefore, the maximum value of |C − C ∗ | identifies the faulted phase.

5.3.2

Phase-Phase-to-Ground Fault
The sequence networks for a phase-phase-to-ground fault (AB − G) are con-

nected to each other as shown in Figure 5.6. In this figure, Rf and Rg are the fault
and ground-path resistances, respectively and Ifz , Ifn , and Ifp are zero-, negative, and
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positive-sequences of the current at the fault point, respectively. The reduced equivalent of the sequential circuits is shown in Figure 5.7. To simplify the calculations,
we assumed Rf = 0 in this figure.

Figure 5.6: Sequential networks for phase C, phase-phase-ground fault, AB-G

The positive-sequence network in this fault type (on phase C) has a similar
configuration as the positive-sequence network in part II. Therefore, the positive
sequence reactive power for both relays is positive. Then, the phase-phase-to-ground
fault can be identified.
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Figure 5.7: Simplified connected sequential networks, phase-phase-ground fault,
AB-G

To identify the fault type, as a phase-phase-to-ground, I z − I n is used. For
simplicity, let Rf = 0. From Figure 5.6 and for the worst condition, which is Rg = 0,
the negative- and zero-sequence currents measured by Relay 1 are obtained:

I1z = Ifz

z
Xs2
+ (1 − m)X z
z
z
Xs1
+ Xs2
+ Xz

(5.20)

I1n = Ifn

n
Xs2
+ (1 − m)X n
n
n
Xs1
+ Xs2
+ Xn

(5.21)

Ifz

Z n (Z z + 3Rg )Eoc
= p n
Z Z + Z p Z z + Z z Z n + 3Rg (Z z + Z n )

(5.22)

Ifn

Z z + 3Rg z
=
If
Zn

(5.23)

I1z

−

I1n

=−

n
Ifn XZ (Xs2
+ (1 − m)X n )
z
−Ifz XN (Xs2
+ (1 − m)X z
XZ XN
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(5.24)

where,

z
z
n
n
XZ = Xs1
+ Xs2
+ X z , XN = Xs1
+ Xs2
+ Xn

Similarly, for Relay 2,

I2z = Ifz

z
Xs1
+ mX z
z
z
+ Xz
+ Xs2
Xs1

(5.25)

I2n = Ifn

n
Xs1
+ mX n
n
n
Xs1
+ Xs2
+ Xn

(5.26)

I2z − I2n = −

n
Ifn XZ (Xs1
+ mX n )
z
+ mX z
−Ifz XN (Xs1
XZ XN



(5.27)
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With the assumption that zero-sequence impedance is greater than negative-sequence
impedance and by rearranging Equation 5.24 and Equation 5.27, we have

I1z

−

I1n

z
Ifz
XZ − Xs1
− mX z
XN
=
·
·
−1
n
XZ
XN − Xs1
− mX n Ifn

I2z − I2n =

z
− (1 − m)X z
XZ − Xs2
XZ
Ifz
XN
·
−1
·
n
− (1 − m)X n Ifn
XN − Xs2

I1z − I1n < 0 ,

I2z − I2n < 0
(5.28)

Therefore, if the zero-sequence current is less than the negative-sequence current for
both Relay1 and Relay 2, then this is a phase-phase-to-ground fault.
After identifying the fault type, |C − C ∗ | is used to find the faulted phases.
With the positive-sequence voltage as the reference, the phase angle of the negativesequence current is −90◦ . If we consider the ground-path resistance as Rg , then the
phase angle of zero-sequence current is located in −90◦ < φ < 0. Therefore, for
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Relay1, we have,
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n
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C C = |Icn ||Icz |{−(Xs1

(5.29)

where, Icn and Icz are negative- and zero- sequences of the current in phase C, respectively. The minimum of imaginary part of C, 21 |C − C ∗ | occurs for one of the faulted
phases. Here, phase B has the minimum value of 21 |C − C ∗ |. Therefore, the faulted
phases are identified by finding the minimum value of 12 |C − C ∗ |.

5.3.3

Ungrounded Fault
Figure 5.8 shows the sequential networks for an ungrounded fault. The positive-

sequence network has a configuration similar to the positive-sequence network in part
II. Therefore, the measured positive-sequence component of the reactive power at
both relays is positive; consequently, the ungrounded fault can be identified. In this
case, the zero-sequence current and voltage components are zero and consequently,
C = 0 the ungrounded phase-phase fault is identified.
To find the faulted phase, a modified criterion index Cm is defined:

Cm = V p I p∗ + V n I n∗
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(5.30)

Figure 5.8: Sequential networks for phase C, ungrounded phase-phase fault, AB

In Figure 5.8, if the voltage at the fault point is considered the reference, the phase
angle of negative-sequence current is −90◦ (For simplicity, let Rf = 0). The modified
index Cm for relay1 is

p
A
n
Cm
= j(Xs1
|Icp |2 + Xs1
|Icn |2 )
p
B
n
Cm
= j(Xs1
|Icp |2 + Xs1
|Icn |2 )
p
C
n
= j|Icp ||Icn |(Xs1
+ Xs1
)
Cm

(5.31)

As Equation 5.31 shows, the faulted phases have the same Cm values (phases A and
B). Therefore, the faulted phases can be identified by checking the equality of Cm for
two phases.
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Figure 5.9 shows a simple block diagram of the proposed algorithm. First,
the analog input signal from the CTs and PTs are converted to the digital signal
by the data acquisition unit (DAU) with the sampling rate of fs which goes to the
relay fault detector via classification. The sequential components of current and
voltage signals are extracted to calculate the positive-sequence of reactive powers
at the relays location (Qp1 and Qp2 ). If both Qp1 and Qp2 become positive, the fault
condition is detected and the algorithm goes to the next step for fault identification.
The proposed algorithm will then check the values of I1z − I1n , I2z − I2n , and |C|. If
values of I1z − I1n and I2z − I2n have different signs (i.e., I1z − I1n > 0 and I2z − I2n < 0
6 0 the fault is identified as single-phase-toor I1z − I1n < 0 and I2z − I2n > 0) and |C| =
ground fault (SPGF). At this stage, the index of 12 |C − C ∗ | is calculated for all three
phases. This index is maximum for the faulty phase. If both I1z − I1n and I2z − I2n are
negative and |C| =
6 0 the fault is identified as a phase-phase-to-ground fault (PPGF).
The index of 21 |C − C ∗ | is maximum for the faulty phases. If |C| = 0, a phase-phase
ungrounded fault will be declared, and a new index Cm is calculated for all three
phases to identify the faulty phases. In this fault type, the faulty phases have a same
values of Cm .

5.4

Performance Evaluation

In this paper, the EMTP/ATP simulator evaluated the performance of the
proposed algorithm. Figure 5.1 depicts the one-line diagram of the simulated system,
a 400kV , 150km, single-circuit transmission line. The JMarti line model is used in
this paper. The parameters of the sources and transmission line are given in Table
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Figure 5.9: Block diagram of the proposed algorithm

Table 5.1: Source and transmission line parameters
Element
S1(Ω)
S2(Ω)
Line (Ω/km)

Zp
0.256+j5.248
0.384+j7.04
0.0168+j0.223

Zn
0.256+j5.248
0.384+j7.04
0.0168+j0.223

Zz
1.408+j7.424
1.408+j9.344
0.242+j0.724

. Practical considerations such as CTs and analog anti-aliasing filters, which are
second-order low-pass Butterworth filters, with a cutoff frequency of 350 Hz are also
implemented in the model. To demonstrate the robustness of the protection scheme,
the simulations are conducted with respect to various system and fault conditions.
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For more investigations, one of these simulated cases is studied in detail. Figure 5.10Figure 5.11 show the fault currents, sequential components, and responses of the
relaying scheme to an a-phase to ground fault. The fault path resistance is 1Ω and
fault location is set at 0.1 p.u. The current signals at the Relay 1 and Relay 2 locations
for a-phase are shown in Figure 5.10. The fault occurs at t= 40ms. Figure 5.11 and
Figure 5.12 show the sequential components of the fault current at Relay 1 and Relay
2, respectively. The response of modal fault-detection and classification indexes under
the phase-a basis are obtained from Figure 5.11 and Figure 5.12. The value of this
index, I z − I n , for Relay 1 and Relay 2, is 0.021 and −0.019, respectively. Therefore,
based on the proposed algorithm in Figure 5.9, this fault is identified as a single-phase
grounded fault. Since the white-noise model has been included in this system and
the signal-to-noise ratio (SNR) is set to SNR= 60 according to the actual system, all
of the tests in this paper have taken the noise into account. The results for different

Figure 5.10: Through fault current at the relay locations, a-phase grounded fault

fault cases are summarized in Table . All faults are considered at 60km away from
source S1. As shown, for all grounded fault cases, Qp1 and Qp2 are positive, which
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Figure 5.11: Sequential components of the current signal at the Relay 1 location

Figure 5.12: Sequential components of the current signal at the Relay 2 location

means that all faults have been detected. For single-phase-to-ground faults, one of
I1z − I1n or I2z − I2n is positive. This indicates that the fault is a single-phase-to-ground
fault. For AG, BG and CG faults, the maximum of 21 |C − C ∗ | occurs on phases
A, B and C, respectively, which are faulted phases. Therefore, the faulted phase is
identified correctly.
For a phase-to-phase-to-ground fault I1z − I1n and I2z − I2n are negative. For
ABG, ACG and BCG faults, 12 |C − C ∗ | is minimum on phases B, A and C, respectively. These faulted phases are identified correctly. For an ungrounded phase-to-
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Table 5.2: Fault identification in different fault types
Qp1

Qp2

I1z − I1n

I2z − I2n

(pu)

(pu)

(pu)

(pu)

A

B

C

AG

8.56

0.56

0.013

-0.013

12.67

6.33

6.33

BG

8.56

0.56

0.013

-0.013

6.33

12.67

6.33

CG

8.56

0.56

0.013

-0.013

6.33

6.33

12.67

ABG

31.28

5.57

-0.058

-0.037

10.97

6.336

12.67

ACG

31.28

5.57

-0.058

-0.037

6.336

12.67

10.97

BCG

31.28

5.57

-0.058

-0.037

12.67

10.97

6.336

Fault

(pu)

phase fault, Qp1 and Qp2 are positive, the absolute value of C is zero (|C|=0), and
for two out of the three phases |Cm | are the same. Therefore, this type of fault is
identified correctly.

5.5

Summary
• Phasor of the current and voltage signals are decomposed to sequential com-

ponents.
• A new approach based on the voltage and current sequence components is
presented for fault classification.
• Using the zero- and negative-sequence components, a criterion index is defined. This index for faulted phase(s) is always maximum or minimum.
• This feature of the proposed method easily identifies the fault types.
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• The simulation and theoretical results indicate that the proposed method is
not influenced by factors such as fault type, power-system operating mode, and the
fault resistance at the fault point.
• Another advantage compared to the existing methods is that the proposed
method is settings-free.
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CHAPTER 6

CONCLUSIONS

6.1

Summary

The phasor measurement units can reflect the state of a power system with a
high resolution and wide-area perspective. The application of PMU in power system
monitoring, protection and control enhances the power system situational awareness,
and improves the reliability. However, the PMU performance is not immune to some
transient conditions.
This dissertation aims to resolve the phasor estimation issues and improve
the accuracy of PMU measurements. New algorithms for improving the phasor estimation accuracy under power system transients are proposed after careful study by
comparison to existing methods. These algorithms improve the PMU performance
based applications. The contributions of this dissertation are summarized as follows:
Chapter 1 introduces the research goals and the existing issues in phasorestimation algorithms. Chapter 2 introduces the fundamentals of the phasor measurement units and associated technology. The approaches for transferring PMU data
in power grid and the applications of PMUs in power system are described as well.
Chapter 3 develops a new phasor and frequency estimation approach for real-time
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applications and improving PMU performance under transient conditions. The effect
of electromagnetic transients can be eliminated using the proposed phasor estimation
method. The proposed real-time phasor estimation features:
• Tracking step deviations in frequency and amplitude much faster than RWTand DFT-based methods without output oscillations. • Achieving better accuracy
during power system oscillations by using the even and odd components of the current
signals. • Functioning as the main and/or backup protection in any power systems. •
Faster and better dynamic performance. • Decaying DC components are eliminated.
Given the transient and dynamic behavior of PMUs examined in chapter 4,
a new approach for phasor estimation under saturation conditions in real-time is
proposed as well. The proposed algorithm for saturation detection can be used to indicate the phasor quality so that the power system applications are aware of whether
the phasors used are valid. Test results indicate unique characteristics for each phasor unit and good dynamic behavior consistency among most of the tested PMUs.
The effect of CT saturation on PMU output is eliminated using the even and odd
components.
Chapter 5 developed a methodology for evaluating the power system faults
based on PMU phasor estimation. The simulation and theoretical results indicate that
the proposed method is not influenced by factors such as fault type, power-system
operating mode, and the fault resistance at the fault point. Furthermore, test results
demonstrate that the concerns of existing issues in fault analysis when sequential
components are extracted from the phasor measurement units can be resolved by the
new algorithms proposed here.
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6.2

Intellectual Merit

The intellectual merit of the proposed research is found in developing an innovative design methodology for development PMU and yield fundamental contributions
in terms of new measuring, control and protection algorithms through a novel signal
processing approach. This will benefit power system digital relays tremendously in
power system stability by mitigating blackouts and learning the real-time behavior
of the smart grids. It also mitigates the fundamental problems of synchronization in
signal processing.

6.3

Conclusion
• An intelligent real-time scheme is proposed for PMU based on wavelet func-

tions for further use in dynamic and transient stability monitoring, wide area protection and control, and system state estimation.
• The proposed phasor estimation algorithm achieves high accuracy under
various conditions of power system.
• Evaluating the current waveforms to adapt PMU with the appropriate operating condition to achieve higher performance.
• A new approach is introduced to compensate for the saturated current signals
for phasor estimation application.
• Sequential components are extracted using phasor measurements. These
components are used for power system fault analysis.
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6.4

Suggestions for Future Work

The research and study in this dissertation should be continued in the future.
Proposing new methods for improving the frequency and phasor computation under transient and dynamic conditions should be extended using hybrid approaches
based on wavelet transformation and Fourier algorithms. The tasks offering the most
promise are as follows:
• Specification of operating issues and description of scenarios where such
issues may be important to PMU performance.
• Description the PMUs positioning algorithms and required conditions for
the effective and efficient operation of the PMU in the wide-area power system.
• Description of test procedures to accomplish the interoperability and accuracy characterization and assessments of PMUs.
• Interchangeability among different PMUs and time synchronization options.
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APPENDICES
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APPENDIX A

PARAMETERS OF THE POWER SYSTEM MODEL

The power system is modeled appropriately using the EMTP/ATP. It includes
components such as voltage source, transmission line, two circuit breakers, two saturable CTs and a power transformer. The power transformer model is a typical
400/230 kV, 160 MVA, YnD11 transformer. The power transformer capacitances are
modeled by two capacitors at the primary and secondary sides. For this study, the
nonlinear magnetizing branch of the power transformer is represented using Type-96
hysteretic. The transmission lines are 100 km and 80 km and are simulated using the
JMarti model [65]. The details of components parameters are:

Figure A.1: Simulated power system model.

Source:
Positive sequence impedance: Z+ = 0.34 + 5.44j Ω
Zero sequence impedance: Z◦ = 2.6 + 10.12j Ω
Short circuit capacity: SSC = 9.8M V A, P = 128M W
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Transmission lines:
Model: JMarti, four bundle overhead line
Positive sequence impedance: Z+ = 1.12 + 9.11j Ω
Zero sequence impedance: Z◦ = 3.92 + 26.7j Ω

Power transformer:
Model: BCTRAN
Uk (Impedance percent)=14 %, S=160 MVA, Loss=210 kW
Capacitance-HV=0.006 µF , Capacitance-LV=0.004 µF , Vector group: YnD11
The type of power transformer magnetic core is M5 [90] and its characteristic is shown
in Fig. (a).

Figure A.2: Power transformer (a) and CT saturation (b) characteristic curves.

Current transformer:
Class: 5P20, 20 VA, RCT = 1.5Ω
The CT saturation characteristic curve is shown in logarithmic scale in Fig. (b).
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