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Abstract
Ergodicity of random dynamical systems where a periodic measure exists on a Polish
space is obtained. In the Markovian random dynamical systems case, the idea of Poincare´
sections is introduced. It is proved that if the periodic measure is PS-ergodic, then it is
ergodic. Moreover, if the infinitesimal generator of the Markov semigroup has only equally
placed simple eigenvalues including 0 on the imaginary axis, then the periodic measure is
PS-ergodic. Conversely if the periodic measure is PS-mixing, then the infinitesimal generator
has only equally placed simple eigenvalues including 0 on the imaginary axis. This is clearly
distinguished from the mixing stationary case in which the Koopman-von Neumann Theorem
says there is only one simple eigenvalue 0 on the imaginary axis. This result is also proved
for stochastic semi-flow case. Random periodic paths of the stochastic perturbation of the
periodic motion of an ODE is obtained.
The “equivalence” of random periodic processes and periodic measures is established.
It is proved that a random periodic path of a random dynamical system gives a periodic
measure. Conversely, in general a periodic measure may not give a random periodic path on
the original probability space. But on an enlarged probability space, the extended random
dynamical system has a random periodic process. The law of the random periodic process
is the periodic measure in the Markovian case. The strong law of large numbers (SLLN) is
also proved. This is a new class of random processes satisfying the ergodic theory and SLLN
complimentary to the existing results in the stationary regime.
Keywords: random periodic processes; periodic measures; invariant measures; ergodicity;
Poincare´ sections; PS-ergodic; PS-mixing; Markov semigroup; spectrum; strong law of large
numbers.
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1 Introduction
Ergodicity is significant for the theory of dynamical systems in describing their large time
behaviour and irreducibility. It is a natural and common phenomenon for random systems due
to the spreading nature of noise. However, important results in the state of art of ergodic theory
have been proved only under the regime of stationary measures and stationary processes. They
are not applicable to systems with periodicity, even in the case of Markov chains, “aperiodicity”
was required in literature. In this paper we will break this restriction to provide an ergodic theory
of random dynamical systems when “periodicity” exists. This scenario, regarded as random
periodic, will be defined in a very general situation of a separable Banach space, applicable for
both discrete random mappings and continuous time stochastic flows.
It is well known but still worth mentioning in this context that the notion of periodic paths
has been a major concept in the theory of dynamical systems since Poincare´’s pioneering work
([56]). Random periodic paths should play a similar role in the theory of random dynamical
systems.
Moreover, periodic phenomena exist in many real world problems. But, by nature, many
real world systems are very often subject to the influence of internal or external randomness.
Random periodicity is ubiquitous in the real world and can be found in daily temperature
variations, economic and business cycles, internet traffic volumes and activity of sunspots, where
periodicity, nonlinearity and randomness are present and interweave. For instance, the maximum
daily temperature in any particular region is a random process, however, it certainly has periodic
nature driven by the divine clock due to the revolution of the earth around the sun.
But periodicity and randomness do not seem to match each other naturally, so the first major
task is to define the random periodicity in a general setting. The study of random periodicity
has attracted considerable interests in literature recently.
Physicists have attempted to study random perturbations to periodic solutions for some time.
They used first order linear approximations or asymptotic expansions in a small noise regime,
e.g. see [65],[68]. The approach in [68] was to seek Y (t + τ, ω) returning to a neighbourhood
of Y (t, ω) for each noise realisation, where τ > 0 is a fixed number. This suggests that almost
surely each sample path is in a neighbourhood of its mean, which is not far from the original
unperturbed periodic path. This reveals certain information about the “periodicity” under small
noise perturbations. However, in many situations, the sample path may not always stay in a
small neighbourhood of its mean even when noise is small. One of the obstacles to make more
progress was the lack of a rigorous mathematical definition and appropriate mathematical tools.
There were some scattering attempts in mathematics literature raising and discussing random
periodic orbits for random dynamical systems generated by time-one mappings ([41],[42]). Our
work provides a systematic approach and theory applicable for both time-one mappings and
flows.
New observation was made in [70] which says that for each fixed t, {Y (kτ + t, ω)}k∈N should
be a stationary path of the τ -mesh discrete random dynamical system {Φ(kτ)}k∈N, where Φ :
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R+×Ω×X→ X is a random dynamical system over a metric dynamical system (Ω,F , P, (θs)s∈R).
This has been made possible by appealing to the pathwise formulations of random systems
provided by the theory of stochastic flows/random dynamical systems ([26],[27],[45],[70]). The
idea regarding stochastic differential equations as random dynamical systems went back to late
1970’s with a number of seminal works ([3],[4],[19],[39],[43], [51] etc) and Markov chains in
[40]. Later this was further developed to include stochastic partial differential equations in
[29],[32],[34],[52]. This then led to the rigorous definition of random periodic paths and a series
of new results ([26],[27],[45],[70]).
The concept of random periodic paths has led to more progress on investigations of vari-
ous issues in stochastic dynamics and modelling real world problems recently. They include an
intriguing observation of random periodic paths in the stochastic Timmerman-Jin model of El
Nino phenomenon arising in climate dynamics ([8]); study of bifurcations of stochastic reaction
diffusion equations ([66]); periodic random attractors of stochastic lattice systems ([2]); stochas-
tic resonance ([14]); strange attractors of a particular hyperbolic random dynamical systems
where infinite number of random periodic paths were found ([38]); anticipating random periodic
solutions of SDEs and SPDEs including periodically forced Allen-Cahn equations ([23],[24]);
numerical analysis of random periodic solutions of SDEs ([21]); a new theory of time series of
random periodic processes and applications in forecasting ([22]).
An alternative way to understand random periodic behaviour is to study periodic measures
which describe periodicity in the sense of distributions ([37]). There are a few works in the litera-
ture attempting to study statistical solutions of certain types of stochastic differential equations
with periodic forcings; motivated in the context of studying the climate change problem when
the seasonal cycle is taken into considerations ([33],[48]); some mean field models in chemical
reactions ([59]) and Ornstein-Uhlenbeck processes ([10],[57]). However, it seems that the peri-
odic measure was written in the form (2.2.12) for the first time in [28]1 (see also [23], [21]). Our
formulation includes an entrance law and time periodicity of the measure function. We note
here that the time periodicity of the measure function in (2.2.12) was suggested by Has’minskii
in [37], but the entrance law was missing in his formulation except for discrete transition semi-
group at the integral multiples of the period. It is important to note from our work that both
the periodic condition of the measure function in time and entrance law at all time are not
redundant in the definition of periodic measure given in [28].
For Markovian random dynamical systems, we introduce the idea of Poincare´ sections {Ls}s≥0
with Ls+τ = Ls such that for any x ∈ Lt, P (s, x, Ls+t) = 1, s, t ≥ 0. Thus P (kτ, x, Ls) = 1
when x ∈ Ls. Note at integral multiples of the period kτ , the discrete τ -mesh random dynam-
ical system {Φ(kτ)}k∈N and its transition probability {P (kτ)}k∈N, are in a stationary regime
on each Poincare´ section. We can apply the Krylov-Bogoliubov procedure and the Chapman-
Kolmogorov equation to find invariant measure ρs with respect to {P (kτ)}k∈N on each Poincare´
section Ls. These {ρs}s≥0, form a periodic measure with respect to {P (t)}t≥0. Moreover, if
{P (kτ)}k∈N is irreducible on each Ls, then we can prove that the Poincare´ sections are uniquely
determined.
For a periodic measure {ρs}s∈R, its average over a period ρ¯ = 1τ
∫ τ
0 ρsds is an invariant
measure with respect to {P (t)}t≥0. Thus we can construct a canonical dynamical system on a
path space from the invariant measure. The ergodicity of the invariant measure ρ¯ on the state
space is defined through the ergodicity of the canonical dynamical systems. The periodic measure
{ρs}s∈R is called ergodic if ρ¯ is ergodic. In a non-degenerate random periodic regime, there is no
possibility that the invariant measure ρ¯ is weakly mixing and the transition probability P (t, ·,Γ)
1This paper is now replaced by the current paper and will not be submitted for a publication.
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converges to ρ¯(Γ) in L2(X, ρ¯(dx)). However, we will note first the quantity,
RN (Γ) :=
∫
X
| 1
N
N−1∑
k=0
∫ τ
0
(P (kτ + s, x,Γ)− ρs(Γ))ds|ρ¯(dx),
converges to 0 as N →∞ for each Γ ∈ B(X) if and only if the periodic measure is ergodic.
The concept of Poincare´ sections is a key tool to enable us to establish criteria for the
convergence of RN . Observe that for each s ∈ R, ρs is an invariant measure of the τ -mesh
discrete Markovian semigroup {P (kτ)}k∈N on the Poincare section Ls. We call the periodic
measure is PS-ergodic (PS-mixing) if for each s, the measure ρs as an invariant measure of
{P (kτ)}k∈N on Ls is ergodic (mixing). We will prove that if the periodic measure is PS-ergodic,
then RN → 0 weakly and the periodic measure is ergodic.
We will classify between a real random periodic regime and a degenerate stationary case.
The latter is the case that synchronisation occurs where the periodic measure is degenerated to
a stationary measure. In the case of non-degenerate periodic measure with a minimum period
τ > 0, there is an angle variable which is not constant, unlike the stationary case. We give a
sufficient conditions to distinguish a real random periodic case and a stationary case in terms
of the spectra of the Markov semigroup.
We will prove that when the periodic measure is PS-mixing, the minimum period of the τ -
periodic measure is no less than τ˜ , where τ˜ = τk for certain k ∈ N\{0}, if the infinitesimal gener-
ator of the transformation operator, has simple eigenvalues {2kmpiτ }m∈Z. Among the eigenvalues
on the imaginary axis, 0 was already known. Note in the stationary regime, the Koopman-von
Neumann theorem, which says that the infinitesimal generator has only the eigenvalue 0 on the
imaginary axis in the stationary mixing regime, is of central importance in the theory of existing
ergodic theory.
The spectral characterisation of the infinitesimal generators on the path-space is somehow
hard to verify. Further to this result, we identify it with a different characterisation in terms
of the spectral structure of the Markov semigroup and its infinitesimal generator. This setting
is on the phase space and there are many mathematical tools already available in the theory
of spectral analysis ([61],[20]). We will prove that if the periodic measure is PS-mixing, the
minimum period of the periodic measure is no less than τ˜ = τk for certain k ∈ N \ {0}, if and
only if the generator of the Markov semigroup has only simple eigenvalues {2kmpiτ i}m∈Z on the
imaginary axis.
Furthermore, we can prove that if the infinitesimal generator has only simple eigenvalues
{2kmpiτ i}m∈Z, for certain k ∈ N \ {0}, or has only one eigenvalue 0 on the imaginary axis, then
the periodic measure is PS-ergodic, therefore it is ergodic. Moreover, this result does not need
to use the Poincare´ sections, though they exist naturally, and any other conditions apart from
the existence of a τ -periodic measure. In contrast, it is well-known that the operator has only
one simple eigenvalue 0 on the imaginary axis in the stationary and mixing regime.
It is noted that the spectral structure of the Markov semigroup is more fruitful than the one
of the transformation operator on the path space. There are possible eigenvalues of the Markov
semigroup lying within the unit dics with a strictly positive distance from the unit circle. In
this context, it is worthy mentioning that in the case of the stationary regime, many results on
spectral gaps have been obtained, which give how far the rest of spectra of the generator are away
from the 0 eigenvalue (c.f. see [9],[67] etc). Moreover, the spectral gap gives mixing property
and convergence rate of transitional probability to the invariant measure. This fundamentally
important result has brought many powerful analysis tools to the study of ergodicity and mixing
of the invariant measure of stochastic systems. In this paper, we prove if the semigroup has
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a spectral gap on each Poincare´ section, then the periodic measure is PS-mixing and for any
Γ ∈ B(Rd), as k →∞,∫
X
|1
τ
∫ (k+1)τ
kτ
P (s, x,Γ)ds− ρ¯(Γ)|ρ¯(dx) ≤ e−δkτ .
This result, together with the result of eigenvalues on the imaginary axis, provides a clear
analytic characterisation of the PS-mixing property of the random periodic solutions and periodic
measures in terms of the spectra of the corresponding semigroup. Putting above result together,
it is concluded that the spectral structure of the semigroup, if equally spaced on the unit circles
as {e 2mpiτ it}m∈Z, and with a spectral gap, can determine completely that the periodic measure is
PS-mixing and with period τ .
However, it is still open to see whether or not the spectral gap of differential operator implies
the spectral gap of its semigroup on Poincare´ sections and the PS-mixing property of the periodic
measure. Needless to say, in the case of stochastic differential equations and stochastic partial
differential equations, the associated generators are second order differential operators on a finite
dimensional space and an infinite dimensional space respectively.
Random periodic paths describe random periodicity in a pathwise manner for almost all
noise paths, while periodic measure gives a description in terms of the law. They are not
immediately equivalent, but both indispensable concepts for understanding random periodicity
and its ergodicity, as stationary processes and invariant measures are in the stationary regime.
In this paper, we will prove that they can be ”equivalent” in the following sense. First we
will prove that random periodic paths of a Markovian random dynamical system give rise to a
periodic measure of the corresponding Markovian semigroup. Conversely, in general a periodic
measure cannot give random periodic paths in the original probability space. However, we are
able to construct an enlarged probability space by adding trajectories of the random dynamical
systems to be part of the new noise paths space, in which we can construct random periodic
paths. Moreover, one can prove that the law of the random periodic paths is the very periodic
measure. For this reason, we call the random periodic paths random periodic processes in the
future. Both cocycles and semi-flows can possess random periodic processes (see [26],[27],[70]).
We will discuss these two cases separately in the following sections.
We would also like to point out that what we normally observe in the real world is only
one realisation of a random periodic process, rather than a periodic measure. However, random
periodicity could be difficult to statistically test without appealing to the periodic distribution
idea, especially when noise is large. On the other hand, to find a periodic measure from one
realisation is an essential difficulty. To overcome this difficulty, we appeal to establish the law
of large numbers.
Indeed, one application of the ergodicity and the convergence of the transition probability
along a sequence of multiples of period to ρs for some s is to construct a proof of the strong
law of large numbers (SLLN). SLLN was known for sequences of independent and identically
distributed random variables (Kolmogorov’s SLLN theorem) and stationary processes/invariant
measures (Birkhoff’s ergodic theory). Recently the central limit theorem (CLT) has ben proved
in [22]. We add here random periodic processes as a new kind of processes satisfying SLLN and
CLT. It suggests that the periodic measure gives a statistical description of the random periodic
process in a long run.
The above results are first proved in the cocycle/homogeneous Markovian case. Under
this setup, the invariant measure ρ¯ that is critical for establishing an ergodic theory can be
constructed as the mean of the periodic measure over one period. However, the invariant
measure can not be constructed immediately for periodic stochastic semi-flows/inhomogeneous
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Markov semigroups. Periodic stochastic semi-flows can be generated by stochastic differential
equations and stochastic partial differential equations with time-dependent periodic coefficients
([26],[27],[23]). However, we can make it working by lifting up the τ -periodic semi-flows and the
random periodic paths on the phase space X to the cylinder [0, τ) × X. It is proved that the
lifted flow is a cocycle and the lift of the random periodic path is the random periodic path of
lifted cocycle. Moreover the lift of a periodic measure of the periodic semigroup on the phase
space is proved to the periodic measure of the homogeneous Markov semigroup on the cylinder.
Following the lift, the Poincare´ section at time s is therefore {s} × X. Moreover the ergodicity
of the lifted periodic measure can be defined and studied as in the cocycle case. As an example,
we will study a periodic diffusion on Rd. In this case, let Ls be the generator of the diffusion
process, where s is the time appears in the coefficients and L˜ be the generator of the lifted
diffusion. It is easy to see that
L˜ = Ls + ∂
∂s
.
It is proved that if Ls has only one simple eigenvalue 0 on the imaginary axis for each fixed time
s, then L˜ has simple eigenvalues {2mpiτ i}m∈Z only on the imaginary axis, which implies that the
periodic measure is PS-ergodic and thus ergodic.
2 The cocycle case
In this part, we will study random periodicity of random dynamical systems of cocycles. This
is necessary because on one hand random periodicity exists naturally for systems of cocycles.
In this case, the integration of a periodic measure, if exists, over the time of one period is an
invariant measure. Thus its ergodicity makes sense as that of the average invariant measure. On
the other hand however, the above observation is not valid for stochastic periodic semi-flows.
One cannot define an invariant measure from the integration of periodic measures thus ergodicity
cannot be defined in the same way as above. But in the second part of this paper, we will use
the idea of lifting stochastic periodic semi-flows to a cocycle on a cylinder, and periodic measure
to that of the cocycle on the cylinder, of which the ergodicity can be studied. Thus the first
fundamental task is to study the ergodicity of coycles.
Let X be a Polish space and B(X) be its Borel σ-algebra. In this section, we consider a
measurable cocycle random dynamical system Φ on (X,B(X)) over a metric dynamical system
(Ω,F , P, (θ(t))t∈R+) with a one-sided time set R+ := {t ∈ R : t ≥ 0}, Φ : R+ ×Ω×X→ X. It is
(BR+ ⊗F ⊗ B(X),B(X))-measurable and satisfies the cocycle property:
Φ(0, ω) = idX and Φ(t+ s, ω) = Φ(t, θ(s)ω)Φ(s, ω), for all s, t ∈ R+,
for almost all ω ∈ Ω. The map θ(t) : Ω→ Ω is P -measure preserving and measurably invertible.
Therefore it can be extended to R− as well by setting θ(t) = θ(−t)−1 when t ∈ R−. There
is no need to require the map Φ(t, ω) : X → X to be invertible, which enables the work to be
applicable to both SDEs and SPDEs.
2.1 Random periodic paths and examples
First recall the definition of random periodic paths (solutions) given in [26], [27]. The
definition of stationary solutions was well known. But we include it here to make a comparison
between the concepts of random periodic paths and stationary solutions. The same remark also
applies to invariant measures in Definitions 2.8 and 2.11.
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Definition 2.1. A random periodic path of period τ of the random dynamical system Φ : R+ ×
Ω× X→ X is an F- measurable map Y : R× Ω→ X such that for almost all ω ∈ Ω,
Φ(t, θ(s)ω)Y (s, ω) = Y (t+ s, ω), Y (s+ τ, ω) = Y (s, θ(τ)ω), (2.1.1)
for any t ∈ R+, s ∈ R. It is called a random periodic path with the minimal period τ if τ > 0
is the smallest number such that (2.1.1) holds. It is a stationary path of Φ if Y (s, θ(−s)ω) =
Y (0, ω) =: Y0(ω) for all s ∈ R, ω ∈ Ω, i.e. Y0 : Ω → X is a stationary path if for almost all
ω ∈ Ω,
Φ(t, ω)Y0(ω) = Y0(θ(t)ω), for any t ∈ R+. (2.1.2)
The concept of the stationary path has been known for some time and is the corresponding no-
tion of fixed points in the stochastic counterpart. The study of stationary processes and invariant
measures has lied in the central place of the study of stochastic partial differential equations and
ergodic theory in the last few decades ([5],[6],[15],[17],[18],[30],[35],[43],[44],[47],[50],[60],[62],[69],
to name but a few).
The first part of the definition of the random periodic path suggests that a random periodic
path {Y (s, ω)}s∈R is indeed a pathwise trajectory of the random dynamical system. The second
part of the definition says that it has some periodicity. But it is different from a periodic path in
the deterministic case, Y (s+ τ, ω) is not equal to Y (s, ω), but Y (s, θ(τ)ω). We call this random
periodicity. Starting at Y (s, ω), after a period τ , trajectory does not return to Y (s, ω), but
to Y (s, ·) with different realisation θ(τ)ω. So it is neither completely random, nor completely
periodic, but a mixture of randomness and periodicity. In fact, the path {Y (s+τ, ω)}s∈R repeats
the path {Y (s, θ(τ)ω)}s∈R, rather than {Y (s, ω)}s∈R as in the deterministic case. This kind of
random periodicity can be numerically checked as demonstrated in [21].
Let φ(s, ω) = Y (s, θ(−s)ω), s ∈ R. It is easy to see that φ satisfies the definition in [70]
Φ(t, ω)φ(s, ω) = φ(t+ s, θ(t)ω), φ(s+ τ, ω) = φ(s, ω), t ∈ R+, s ∈ R. (2.1.3)
Therefore φ is a periodic function and define
Lω = {(φ(s, ω) : s ∈ [0, τ)}. (2.1.4)
It is easy to see from the first formula in (2.1.3) that Lω is an invariant set, i.e.
Φ(t, ω)Lω = Lθ(t)ω,
for any t ∈ R+. But needless to say that random periodic solution gives more detailed informa-
tion about the dynamics of the random dynamical system than a general invariant set. Unlike
the periodic solution of deterministic dynamical systems, the random dynamical system does
not follow the closed curve, but move from one closed curved to another when time evolves. This
is fundamentally different from the deterministic case, which makes it hard to study. However,
this natural definition in random case makes it possible to gain new understanding of random
phenomena with some periodic nature, where strict deterministic periodicity is not applicable.
The above definition is given for the continuous time case only. All the results are given
in this setting as well. This is to keep the simplicity of notation except for Examples 2.6,
2.7. They all apply to the case when the time is discrete, i.e. when R is replaced by Z =
{· · · ,−2,−1, 0, 1, 2, · · · } and R+ by N = {0, 1, 2, · · · }.
It is not the purpose of this paper to discuss the existence of the random periodic path.
In this paper, we only give some examples of random dynamical systems that have a random
periodic path,
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The problem of a random perturbation to periodic motions is of great interests to both
mathematicians and physicists. If an ordinary differential equation (ODE) has a periodic path,
does a stochastic differential equation with the coefficients of the ODE as its drift possess a
random periodic path? This can be regarded as stochastic perturbations of periodic motion of
the dynamical system generated by the ODE. If the noise is nondegenerate (strictly elliptic), we
can see that random periodic solution is synchronised to a stationary solution.
Zhao-Zheng (2009) provided a first example of stochastic differential equation with a random
periodic path. This is SDE (2.1.5) with W1 = W2 instead of two independent Brownian motions.
In this case, the random periodic path was written explicitly in Zhao-Zheng (2009). But when
W1 and W2 are independent Brownian motions, SDE (2.1.5) still has a random periodic path
with a positive minimum period, but its proof is much more involved. Note the noise in (2.1.5)
is degenerate. This opens an important challenge to determine whether or not random periodic
solution exists for other concrete equations of physical interests with degenerate noise.
Example 2.2. Consider the following stochastic differential equation on R2{
dx1 = [−x2 + x1(1− x21 − x22)]dt+ x1dW1(t),
dx2 = [x1 + x2(1− x21 − x22)]dt+ x2dW2(t).
(2.1.5)
Here W1(t) and W2(t) are two independent one-dimensional two-sided Brownian motions on the
probability space (Ω,F , P ) with (W1(0),W2(0))T = (0, 0)T . Denote W (t) = (W1(t),W2(t))T .
Set F ts = σ(W (u) −W (v) : s ≤ v ≤ u ≤ t), F t−∞ = Vs≤tF ts and θ : R × Ω → Ω the measure
preserving metric dynamical system given by
(θsω)(t) = W (t+ s)−W (s), s, t ∈ R.
Denote by Φ = (Φ1,Φ2) : [0,∞)×R2×Ω→ R2 the cocycle generated by the solutions of (2.1.5).
It is well known that the noiseless system{
dx1
dt = −x2 + x1(1− x21 − x22),
dx2
dt = x1 + x2(1− x21 − x22),
(2.1.6)
has a periodic solution (x1(t), x2(t)) = (cos t, sin t). In the following proposition, we will study
the existence of random periodic path which can be regarded as a random perturbation of the
periodic motion of the deterministic dynamical system generated by (2.1.6).
Proposition 2.3. Equation (2.1.5) has a unique random periodic solution x∗(t) = (x∗1(t), x∗2(t)) 6=
(0, 0) with a positive minimum period satisfying for a.s. ω ∈ Ω,
x∗(t+ pi, ω) = −x∗(t, θpiω), (2.1.7)
x∗(t+ 2pi, ω) = x∗(t, θ2piω). (2.1.8)
Proof. Let us use the polar coordinates by letting x1 = r cosϕ, x2 = r sinϕ. Then we have{
dr = r(1− r2 + 14 sin2(2ϕ))dt+ r cos2 ϕ dW1(t) + r sin2 ϕ dW2(t),
dϕ = dt+ 14 sin(4ϕ)dt+
1
2 sin(2ϕ) d(W2(t)−W1(t)).
(2.1.9)
This generates a stochastic flow (r, ϕ) : [0,∞) × (R+ × R) × Ω → (R+ × R). Let us first look
at the angle equation. Note that the coefficients b(ϕ) = 1 + 14 sin(4ϕ) and σ(ϕ) =
1
2 sin(2ϕ) are
periodic functions of period pi2 and pi respectively. Thus we can consider the equation as an SDE
on a circle of radius 12 i.e. we can consider ϕ˜t = ϕt mod pi, then ϕ˜t is a random dynamical
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system cocycle on the circle S 1
2
. By the fact that S 1
2
is compact, so there is an invariant measure
ρϕ˜ for ϕ˜. Therefore by Birkhoff ergodic theorem, we have as T →∞,
1
T
∫ T
0
sin2(2ϕt)dt =
1
T
∫ T
0
sin2(2ϕ˜t)dt→
∫
S 1
2
sin2(2x)ρϕ˜(dx).
When ϕ˜ = 0 or pi2 , dϕt = dϕ˜t = dt, then it is obvious that ρϕ˜ cannot be supported at {0, pi2 }.
Thus
β :=
∫
S 1
2
sin2(2x)ρϕ˜(dx) > 0, a.s. (2.1.10)
Now we consider ψt = ϕt − t, then
dtψt =
1
4
sin(4ψt + 4t)dt+
1
2
sin(2ψt + 2t)d(W
2
t −W 1t ). (2.1.11)
Denote by ψt(α) as the solution of (2.1.11) with initial condition ψ0 = α. Note ψt satisfies
a stochastic differential equation with coefficients periodic in time with period pi. Inspired by
Carvehille-Chappell-Elworthy [7] (see also Rogers-Williams [58]), we consider the gradient flow
on the circle S 1
2
and its Lyapunov exponent. Define Ψt(α) = ∇αψt(α). Then it is easy to see
that
dtΨt = cos(4ψt + 4t)Ψtdt+
√
2 cos(2ψt + 2t)Ψtd(
W 2t −W 1t√
2
).
This is a linear stochastic differential equation for Ψt. Note that
W 2t −W 1t√
2
is equivalent to a
standard one-dimensional Brownian motion, so by Itoˆ’s formula, we can solve
Ψt(α) = exp{
∫ t
0
cos(4ψr + 4r)dr −
∫ t
s
cos2(2ψr + 2r)dr
+
∫ t
0
cos(2ψr + 2r)d(W
2
r −W 1r )}
= exp{−
∫ t
0
sin2(2ψr + 2r)dr +
∫ t
0
cos(2ψr + 2r)d(W
2
r −W 1r )}.
Thus the Lyapunov exponent is computed as follows by using (2.1.10),
λ = lim
t→∞
1
t
log |Ψt(α)|
= − lim
t→∞
1
t
∫ t
s
sin2(2ϕr)dr
= −β < 0, a.s.
Then there exists a tempered random variable C(ω) > 0 such that for a.s. ω ∈ Ω
|ψs+kpi(θ−kpiω, α)− ψs+kpi(θ−kpiω, α′)| ≤ C(ω)e−βkpi.
In particular, for a.s. ω, for k < l,
|ψs+kpi(θ−kpiω, α)− ψs+lpi(θ−lpiω, α)| ≤ C(ω)e−βkpi.
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Thus {ψs+kpi(θ−kpiω, α)}k is a Cauchy sequence and therefore it has a limit, denoted by ψ∗s(ω).
The limit does not depend on α. Note, for t ≥ 0,
ψt+s+kpi(θ−kpiω, α) = ψt(θsω) ◦ ψs+kpi(θ−kpiω, α)→ ψt(θsω)ψ∗s(ω).
But for a.s. ω ∈ Ω
ψt+s+kpi(θ−kpi, α)→ ψ∗t+s(ω).
Thus for a.s. ω ∈ Ω, t ≥ 0,
ψt(θsω)ψ
∗
s(ω) = ψ
∗
t+s(ω).
Moreover, for a.s. ω ∈ Ω
ψs+pi+kpi(θ−kpiω, α) = ψs+(k+1)pi(θ−(k+1)piθpiω, α)→ ψ∗s(θpiω)
and for a.s. ω ∈ Ω
ψs+pi+kpi(θ−kpiω, α)→ ψ∗s+pi(ω).
Thus for a.s. ω ∈ Ω
ψ∗s+pi(ω) = ψ
∗
s(θpiω).
This means that SDE (2.1.11) has a random periodic solution with period pi. Set
ϕ∗s(ω) = s+ ψ
∗
s(ω), for any s ∈ R. (2.1.12)
Then it is easy to see that
ϕ∗s+pi(θ−piω) = pi + ϕ
∗
s(ω) (2.1.13)
ϕ∗s+2pi(θ−2piω) = 2pi + ϕ
∗
s(ω). (2.1.14)
Moreover, let ϕs(·) denote the stochastic flow generated by the second equation of SDE (2.1.9).
Then for t ≥ 0,
ϕt(θsω)ϕ
∗
s(ω) = ϕ
∗
t+s(ω). (2.1.15)
Consider SDE (2.1.9), the radius and angle coordinates together generate a cocycle satisfying
for s, t ≥ 0,
(rt(θsω), ϕt(θsω)) ◦ (rs(ω), ϕs(ω)) = (rt+s(ω), ϕt+s(ω)).
On the other hand, inspired by Arnold [1], let ξ = 1
r2
, then
dξ = ξ(−3 + 4(cos4 ϕ+ sin4 ϕ))dt+ 2dt
+ξ(−2 cos2 ϕdW1(t)− 2 sin2 ϕdW2(t)). (2.1.16)
Denote by ϕt,s(ϕ), ξt,s(ξ, ϕ) the solution of the second equation in SDE (2.1.9) and the solution
of (2.1.16) respectively for t ≥ s with ϕs,s(ϕ) = ϕ and ξ(s, s, ξ, ϕ) = ξ. Then given (ξs, ϕs) being
measurable with respect to Fs−∞, one can solve ξ easily as follows, for t ≥ s,
ξ(t, s, ξs, ϕs)
= ξs exp{−3(t− s) + 2
∫ t
s
(cos4(ϕv,s(ϕs)) + sin
4(ϕv,s(ϕs)))dv
−2
∫ t
s
cos2(ϕv,s(ϕs))dW1(v)− 2
∫ t
s
sin2(ϕv,s(ϕs))dW2(v)}
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+2
∫ t
s
exp{−3(t− u) + 2
∫ t
u
(cos4(ϕv,s(ϕs)) + sin
4(ϕv,s(ϕs)))dv
−2
∫ t
u
cos2(ϕv,s(ϕs))dW1(v)− 2
∫ t
u
sin2(ϕv,s(ϕs))dW2(v)} du.
Given (rs, ϕs), consider (ξs, ϕs) = (
1
r2s
, ϕs). It follows that for t ≥ s,
r(t, s, rs, ϕs)
= (ξ(t, s, ξs, ϕs))
− 1
2
=
[
exp{3(t− s)− 2
∫ t
s
(cos4(ϕv,s(ϕs)) + sin
4(ϕv,s(ϕs)))dv
+2
∫ t
s
(cos2(ϕv,s(ϕs))dW1(v) + sin
2(ϕv,s(ϕs))dW2(v))}
] 1
2
·
[
1
r2s
+ 2
∫ t
s
exp{3(u− s)− 2
∫ u
s
(cos4(ϕv,s(ϕs)) + sin
4(ϕv,s(ϕs)))dv
+2
∫ u
s
(cos2(ϕv,s(ϕs))dW1(v) + sin
2(ϕv,s(ϕs))dW2(v))}du
]− 1
2
,
defines the solution of the first equation of (2.1.9) for any t ≥ s wth initial condition rs at the
time t = s. Recall ϕ∗ given in (2.1.12). Define, for any s ∈ R,
r∗s :=
[
2
∫ s
−∞
exp{−3(s− u) + 2
∫ s
u
(cos4 ϕ∗v + sin
4 ϕ∗v)dv
−2
∫ s
u
(cos2 ϕ∗vdW1(v) + sin
2 ϕ∗vdW2(v))}du
]− 1
2
.
Then for any t ≥ s,
r(t, s, r∗s , ϕ
∗
s, ω)
=
[ ∫ s
−∞
exp{−3(t− u) + 2
∫ t
u
(cos4 ϕ∗v + sin
4 ϕ∗v)dv
−2
∫ t
u
(cos2 ϕ∗vdW1(v) + sin
2 ϕ∗vdW2(v))}du
+
∫ t
s
exp{−3(t− u) + 2
∫ t
u
(cos4 ϕ∗v + sin
4 ϕ∗v)dv
−2
∫ t
u
(cos2 ϕ∗vdW1(v) + sin
2 ϕ∗vdW2(v))}du
]− 1
2
(2.1.17)
=
[ ∫ t
−∞
exp{−3(t− u) + 2
∫ t
u
(cos4 ϕ∗v + sin
4 ϕ∗v)dv
−2
∫ t
u
(cos2 ϕ∗vdW1(v) + sin
2 ϕ∗vdW2(v))}du
]− 1
2
= r∗t (ω).
Moreover, let W˜i(v) = θpiWi(v) = Wi(v + pi) −Wi(v), i = 1, 2, then by the change of variables
and (2.1.13),
r∗s+pi(ω) (2.1.18)
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=
[ ∫ s+pi
−∞
exp{−3(s+ pi − u) + 2
∫ s+pi
u
(cos4 ϕ∗v + sin
4 ϕ∗v)dv
−2
∫ s+pi
u
(cos2 ϕ∗vdW1(v) + sin
2 ϕ∗vdW2(v))}du
]− 1
2
=
[ ∫ s+pi
−∞
exp{−3(s+ pi − u) + 2
∫ s
u−pi
(cos4 ϕ∗v+pi + sin
4 ϕ∗v+pi)dv
−2
∫ s
u−pi
(cos2 ϕ∗v+pidW˜1(v) + sin
2 ϕ∗v+pidW˜2(v))}du
]− 1
2
=
[ ∫ s+pi
−∞
exp{−3(s+ pi − u) + 2
∫ s
u−pi
(cos4 ϕ∗v(θpiω) + sin
4 ϕ∗v(θpiω))dv
−2θpi ◦
∫ s
u−pi
(cos2 ϕ∗vdW1(v) + sin
2 ϕ∗vdW2(v))}du
]− 1
2
=
[ ∫ s
−∞
exp{−3(s− u) + 2
∫ s
u
(cos4 ϕ∗v(θpiω) + sin
4 ϕ∗v(θpiω))dv
−2θpi ◦
∫ s
u
(cos2 ϕ∗vdW1(v) + sin
2 ϕ∗vdW2(v))}du
]− 1
2
= r∗s(θpiω).
That is to say that r∗ is random periodic with period pi. Let
(x∗1(s), x
∗
2(s)) = (r
∗
s cosϕ
∗
s, r
∗
s sin(ϕ
∗
s)).
Then from (2.1.13) and (2.1.18), we know that
(x∗1(s+ pi, ω), x
∗
2(s+ pi, ω)) = (r
∗
s+pi cosϕ
∗
s+pi(ω), r
∗
s+pi sinϕ
∗
s+pi(ω))
= (r∗s(θpiω) cos(ϕ
∗
s(θpiω) + pi), r
∗
s(θpiω) sin(ϕ
∗
s(θpiω) + pi))
= −(r∗s(θpiω) cos(ϕ∗s(θpiω)), r∗s(θpiω) sin(ϕ∗s(θpiω)))
= −(x∗1(s, θpiω), x∗2(s, θpiω)),
i.e. (2.1.7) holds. Similarly, by (2.1.14) and (2.1.18), we can prove that (2.1.8) also holds. Now
by (2.1.15) and (2.1.17), we know that for t ≥ 0,
Φ(t, θsω)(x
∗
1(s, ω), x
∗
2(s, ω))
= (Φ1(t, θsω),Φ2(t, θsω))(x
∗
1(s, ω), x
∗
2(s, ω))
= (rt(θsω) cos(ϕt(θsω)), rt(θsω) sin(ϕt(θsω))(r
∗
s(ω) cos(ϕ
∗
s(ω)), r
∗
s(ω) sin(ϕ
∗
s(ω)))
= (r∗t+s(ω) cos(ϕ
∗
t+s(ω)), r
∗
t+s(ω) sin(ϕ
∗
t+s(ω)))
= (x∗1(t+ s, ω), x
∗
2(t+ s, ω)).
That is to say we have a random periodic solution (x∗1(s, ω), x∗2(s, ω)) 6= (0, 0), s ∈ R with
periodic 2pi. It is clear from (2.1.7) that the minimum period is strictly positive.
Remark 2.4. (i). We have done some numerical simulations on equation (2.1.5). To explain
the numerical simulations, note (2.1.1) (or (2.1.8)) implies
x∗(s− 2pi, ω) = x∗(s, θ−2piω) for all s ∈ R.
This means the paths x∗(·, ω) and x∗(·, θ−2piω) are identical if we shift each coordinate of x∗(·, θ−2piω)
to the left by τ . By the same reason, if x∗(·, ω) is a stationary path, then for any t, x∗(·, ω)
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Figure 1: Multiplicative noise-random periodic solutions: from the left to right, path of first
coordinate with one realisation ω, its pullbacks θ−piω and θ−2piω respectively. Red paths are
identical up to a shift.
and x∗(·, θ−tω) are identical if we shift each coordinate of x∗(·, θ−tω) to the left (when t > 0)
or the right (when t < 0) by |t|, since a stationary path is when (2.1.1) holds for τ being any
real number. The numerical simulations demonstrated in Figure 1 describe that x∗1(·, ω) and
x∗1(·, θ−2piω) are identical up to a shift, while x∗1(·, θ−piω) is not identical to them. But our sim-
ulations suggestion x∗1(· − pi, ω) = −x∗1(·, θ−piω), which is exactly what we proved in Proposition
1.1.4. This provides numerical evidence that x∗ is not a stationary path.
(ii). It is obvious from (2.1.7) and (2.1.8) that (x∗1, x∗2) is the random periodic path with a
positive minimum period. It is also easy to draw the conclusion that 2pin , n being even members,
cannot be the minimum period. The minimum period has to be of the form 2pin with n being an
odd number. But it is not clear whether or not 2pi is indeed its minimum period.
(iii). To compare the situation with a stationary solution case, we consider a similar per-
burbed equation with additive noise:{
dx1 = [−x2 + x1(1− x21 − x22)]dt+ dW1(t),
dx2 = [x1 + x2(1− x21 − x22)]dt+ dW2(t).
(2.1.19)
This equation would have a stationary path. Indeed numerical simulations demonstrate that
x∗1(·, ω), x∗1(·, θ−piω) and x∗1(·, θ−2piω) are identical up to a shift (Figure 2). We have done
simulations of pull-back of some other values of time as well. Though not presented here for the
interests of space, they are all identical up to a shift.
(iv). Note there are many examples that an invariant measure exits, but there is no stationary
paths in the original probability spaace unless one prepares to enlarge the probability space. Here
is one example.
Example 2.5. Consider the stochastic flow
Φt(ω)x = e
i(x+Bt+t) (2.1.20)
14 C. R. Feng and H. Z. Zhao
Figure 2: Additive noise-stationary solutions: from the left to right, path of first coordinate
with one realisation ω, its pullbacks θ−piω and θ−2piω respectively. Red paths and blue paths
are identical up to a shift.
on a circle S1, where Bt is a one-dimensional Brownian motion for Wiener space (Ω,F , P ). First
that the invariant measure, denoted by ρ, is the normalised Lebesgue measure on the unit circle
S1. To fix our notation in the proof, θt : Ω → Ω be the shift operator for each t ≥ 0 defined by
(θtω)(s) = Bt+s−Bt, s ≥ 0. Let µ be the Markov invariant probability measure on (Ω×S1,F⊗B)
for the skew product Θt, where Θt(ω, z) = (θtω,Φt(ω)z), and µ(dω, dx) = µω(dx)×P (dω) be its
factorisation. It is well-known that (e.g. see [1])
Φt(ω)µω = µθtω, ρ = Eµ·.
But due to the shift invariance property of Lebesgue measure, we know Φtρ = ρ. By the one-
to-one correspondence of the Markov measure and the invariant measure of Markov semigroup
([12]) and Example 1.4.7 in [1], we have that µ = P × ρ. Thus µω = ρ P -a.s.
However, there is no stationary path in this case. If this is not true, there must be a random
variable, denoted by Z, whose law is the invariant measure ρ (thus with the uniform distribution)
such that Φt(ω)Z(ω) = e
i(Z+t+Bt) is the stationary path and µω = δZ(ω). This is certainly not
the case here as µω = ρ is not a random Dirac measure. So there is no stationary path in this
case.
The significance of this example is that stationary or periodic properties in the senses of
measure and pathwise can be different. In this example, the stochastic flow has an invariant
measure, but does not have a stationary path. In fact it does not have a pathwise limit. For
this reason, though the angular process defined by the stochastic flow (2.1.20) on S1 rotates, the
stochastic flow does not have random periodic paths. Note the Lyapunov exponent is zero in this
case. It is worth pointing out here that this is in a completely different scenario from the case
of equation (2.1.5) where the stochastic flow does have a pathwise limit due to the Lyapunov
exponent being negative.
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Example 2.6. Consider the following well known example of a discrete time Markov chain with
three states {1, 2, 3} and the transition probability matrix
P =
 0 12 121 0 0
1 0 0
 .
Recall that in the theory of Markov chain the period d(i) of the state i is the greatest common
divisor of {n : Pnii > 0}. It is easy to see that d(1) = d(2) = d(3) = 2 in this case.
We can build a random dynamical system from this Markov chain. For this, define
ω = · · · j−2j−1 : j0 : j1j2 · · ·
as a sign sequence where jn = 0 or 1 with equal probabilities for all n = 0,±1,±2, · · · . Here
ω(0) = j0. Define Ω to be a set containing all possible ω above,
θω = · · · j−2j−1j0 : j1 : j2j3 · · · ,
and
θn = θθ · · · θ︸ ︷︷ ︸
n
.
Then it is easy to see that
Φ(ω)1 =
{
2 when ω(0) = 0,
3 when ω(0) = 1,
and
Φ(ω){2, 3} = 1 for any ω ∈ Ω.
Moreover,
Φn(ω) = Φ(θ
n−1ω)Φ(θn−2ω) · · ·Φ(ω),
defines a cocycle. Let
Y (0, ω) = 1 for all ω ∈ Ω,
and
Y (1, ω) =
{
2 when ω(0) = 0,
3 when ω(0) = 1.
Then
Y (k + 2n, ω) := Y (k, θ2nω), k = 0, 1,
defines a random periodic path of the random dynamical system Φn. That is to say that
Φn(ω)Y (0, ω) = Y (0, θ
nω), Φn(θω)Y (1, ω) = Y (1, θ
nω), (2.1.21)
when n ∈ N is even, and
Φn(ω)Y (0, ω) = Y (1, θ
n−1ω), Φn(θω)Y (1, ω) = Y (0, θn+1ω), (2.1.22)
when n ∈ N is odd. The corresponding 2-periodic measure is
ρ2n = (1, 0, 0), ρ2n+1 = (0,
1
2
,
1
2
), n = 0, 1, 2, · · · , (2.1.23)
16 C. R. Feng and H. Z. Zhao
which satisfies
ρ0P = ρ1, ρ1P = ρ0. (2.1.24)
The random periodic path definition is very different from the definition of a periodic state
in the Markov chain theory. But these two definitions are equivalent in the Markov chain case.
However, the proof of this statement is not obvious in a general case. But it can be proved
by using the results in this paper. Reading of the following sketch of proof should be postponed
after reading relevant results proved in the later part of the paper. We consider an irreducible
Markov chain with discrete space S only without losing generality, otherwise we can consider an
irreducible class.
First, we know that for an irreducible Markov chain of period d, the the state space can be
partitioned to d number of md-irreducible subsets (c.f.[17],[54])
S = C0 ∪ C1 ∪ · · · ∪ Cd−1,
where m is a fixed integer. Let ρ0 be the invariant measure of the d-step Markov chain on C0.
Then ρr = ρ0P
r is an invariant measure of the d-step Markov chain on Cr. It is easy to see that
(ρr)r=0,1,··· is a periodic measure of the Markov chain, though it seems that this was not pointed
out in literature. We can construct a random dynamical system using the same method as given
previously in this example. It is evident that the transition probability of the random dynamical
system is the same as the transition probability of the Markov chain. So the random dynamical
system has a periodic measure of period d. By Theorem 2.41 developed later in this paper, we
can construct a random periodic path. It is noted that the proof of Theorem 2.41 is independent
of this remark. So it can be used here.
Conversely, if the random dynamical system generated by an irreducible Markov chain has
a periodic measure or random periodic path, we may not be able to conclude immediately that
the Markov chain is periodic with the same period in the sense of classical Markov chain theory.
However, if the support of the periodic measure Ls = supp(ρs), for each s = 0, 1, · · · , d − 1,
satisfies the md-irreducibility condition with certain integer m, then we have a unique Poincare´
decomposition satisfying the irreducibility condition. Now we can conclude that the Markov
chain must be d-periodic in the sense of classical Markov chain theory. Otherwise it must have
a different Poincare´ decomposition by the partition theorem of the irreducible Markov chain
mentioned in the last paragraph. This is a contradiction with the uniqueness of the Poincare´
decomposition.
Example 2.7. ([45]) Consider random dynamical systems generated by the following random
mapping
Φ(ω)x = ηx(1− x), (2.1.25)
where η is a random variable taking two possible values λ and µ with nontrivial probabilities.
A cocycle Φn(ω) and the metric dynamical system θ
n can be established in a similar way as in
Example 2.6. In [45], the authors proved that when 3.00547 ≤ µ < λ ≤ 1 + √5, the random
dynamical system has a periodic solution of period 2 i.e. there exist Y (0, ω) and Y (1, ω) satisfying
(2.1.21), (2.1.22).
2.2 Periodic measures
We start our investigation with proving a simple but important result that under the as-
sumption of the existence of random periodic paths, the random Dirac measure with the sup-
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port on sections of the random periodic curve Lω is the periodic measure and its time av-
erage is an invariant measure. To make this clear, we consider a standard product measur-
able space (Ω¯, F¯) = (Ω × X,F ⊗ B(X)) and the skew-product of the metric dynamical system
(Ω,F , P, (θ(t))t∈R) and the cocycle Φ(t, ω) on X, Θ¯(t) : Ω¯→ Ω¯,
Θ¯(t)(ω¯) = (θ(t)ω,Φ(t, ω)x), where ω¯ = (ω, x), t ∈ R+. (2.2.1)
Recall
PP (Ω× X) := { µ : probability measure on (Ω× X,F ⊗ B(X))
with marginal P on (Ω,F)}
and
P(X) := {ρ : probability measure on (X,B(X))}.
Definition 2.8. A map µ : R→ PP (Ω× X) is called a periodic probability measure of period τ
on (Ω× X,F ⊗ B(X)) for the random dynamical system Φ if
µτ+s = µs and Θ¯(t)µs = µt+s, for any t ∈ R+, s ∈ R. (2.2.2)
It is called a periodic measure with minimum period τ > 0 if τ is the smallest number such that
(2.2.2) holds. It is an invariant measure if it also satisfies µs = µ0 for any s ∈ R i.e. µ0 is an
invariant measure of Φ if µ0 ∈ PP (Ω× X) and
Θ¯(t)µ0 = µ0, for any t ∈ R+. (2.2.3)
Theorem 2.9. If a random dynamical system Φ : R+×Ω×X→ X has a random periodic path
Y : R× Ω→ X, it has a periodic measure on (Ω× X,F ⊗ B(X)) µ : R→ PP (Ω× X) given by
µs(A) =
∫
Ω
δY (s,ω)(Aθ(s)ω)P (dω), (2.2.4)
where Aω is the ω-section of A. Moreover, the time average of the periodic measure defined by
µ¯ =
1
τ
∫ τ
0
µsds. (2.2.5)
is an invariant measure of Φ whose random factorisation is supported by Lω defined in (2.1.4).
Proof. It is obvious that P is the marginal measure of µs on (Ω,F), so µs ∈ PP (Ω × X). To
check (2.2.2), first note for t ∈ R+, Θ¯(t)−1(A) = {(ω, x) : (θ(t)ω,Φ(t, ω)x) ∈ A}. Then it is easy
to see that for t ∈ R+
(Θ¯−1t (A))ω
= {x : (θ(t)ω,Φ(t, ω)x) ∈ A}
= {x : Φ(t, ω)x ∈ Aθ(t)ω}
= Φ−1(t, ω)Aθ(t)ω. (2.2.6)
Thus for t ∈ R+
(Θ¯tµs)(A)
= µs(Θ¯
−1
t (A))
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=
∫
Ω
δY (s,ω)((Θ¯
−1
t (A))θ(s)ω)P (dω)
=
∫
Ω
δY (s,ω)(Φ
−1(t, θ(s)ω)Aθ(t)θ(s)ω)P (dω)
=
∫
Ω
δΦ(t,θ(s)ω)Y (s,ω)(Aθ(t+s)ω)P (dω)
=
∫
Ω
δY (t+s,ω)(Aθ(t+s)ω)P (dω)
= µt+s(A). (2.2.7)
Second from the definition of random periodic path and the probability preserving property of
θ, we have
µs+τ (A)
=
∫
Ω
δY (s,θ(τ)ω)(Aθ(s)θ(τ)ω)P (dω)
=
∫
Ω
δY (s,ω)(Aθ(s)ω)P (dω)
= µs(A).
Thus µs, s ∈ R defined by (2.2.4) is a periodic measure as claimed in the theorem. To see µ¯
defined by (2.2.5) is an invariant measure, note for any A ∈ F ⊗ B(X) and t ∈ [0, τ), by what
we have proved for µs,
Θ¯(t)µ¯(A)
=
1
τ
∫ τ
0
Θ¯(t)µs(A)ds
=
1
τ
∫ τ
0
µt+s(A)ds
=
1
τ
∫ t+τ
t
µs(A)ds
=
1
τ
∫ τ
t
µs(A)ds+
1
τ
∫ t+τ
τ
µs(A)ds
=
1
τ
∫ τ
t
µs(A)ds+
1
τ
∫ t
0
µτ+s(A)ds
=
1
τ
∫ τ
t
µs(A)ds+
1
τ
∫ t
0
µs(A)ds
= µ¯(A). (2.2.8)
A similar argument can be used to prove that any t ∈ R+,
Θ¯(t)µ¯(A) = µ¯(A). (2.2.9)
Thus µ¯ is an invariant measure. To see its support, by (2.2.5), (2.2.4) and Fubini’s Theorem,
for any A ∈ F¯ ,
µ¯(A)
=
1
τ
∫ τ
0
µs(A)ds
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=
1
τ
∫ τ
0
∫
Ω
δY (s,θ(−s)ω)(Aω)P (dω)ds
=
∫
Ω
1
τ
∫ τ
0
δY (s,θ(−s)ω)(Aω)dsP (dω).
This leads to its factorisation given by
(µ¯)ω =
1
τ
∫ τ
0
δY (s,θ(−s)ω)ds =
1
τ
∫ τ
0
δφ(s,ω)ds,
which is supported by Lω.
Remark 2.10. For a random periodic path Y , it is easy to see that the factorization of µs
defined in Theorem 2.9 is
(µs)ω = δY (s,θ(−s)ω), (2.2.10)
and satisfies
(µs+τ )ω = (µs)ω, Φ(t, ω)(µs)ω = (µt+s)θ(t)ω. (2.2.11)
Now consider a Markovian cocycle random dynamical system Φ on a filtered dynamical
system (Ω,F , P, (θt)t∈R, (F ts)s≤t), i.e. for any s, t, u ∈ R, s ≤ t, θ−1u F ts = F t+us+u and for any
t ∈ R+, Φ(t, ·) is measurable with respect to F t0. We also assume the random periodic solution
Y (s) is adapted, that is to say that for each s ∈ R, Y (s, ·) is measurable with respect to
Fs−∞ := ∨r≤sFsr .
Denote the transition probability of Markovian process Φ(t, ω)x on the Polish space X with
Borel σ-field B(X) by (c.f. Arnold [1], Da Prato and Zabczyk [15])
P (t, x,B) = P ({ω : Φ(t, ω)x ∈ B}), t ∈ R+, B ∈ B(X),
and for any probability measure ρ on (X,B(X)), define
(P ∗(t)ρ)(B) =
∫
X
P (t, x,B)ρ(dx), for any t ∈ R+, B ∈ B(X).
Definition 2.11. A measure function ρ : R→ P(X) is called a periodic measure of period τ on
the phase space (X,B(X)) for the Markovian random dynamical systems Φ if it satisfies
ρs+τ = ρs and ρt+s(B) =
∫
X
P (t, x,B)ρs(dx) s ∈ R, t ∈ R+. (2.2.12)
It is called a periodic measure with minimal period τ if τ > 0 if the smallest number such that
(2.2.12) holds. It is called an invariant measure if it also satisfies ρs = ρ0 for all s ∈ R, i.e. ρ0
is an invariant measure for the Markovian random dynamical system Φ if
ρ0 = P
∗(t)ρ0, for all t ∈ R+. (2.2.13)
Remark 2.12. In [37], Has’minskii suggested that
P ∗kτρs = ρkτ+s = ρs. (2.2.14)
It is easy to construct a counter example which satisfies (2.2.14), but not (2.2.12). For example
we consider a RDS with two different periodic measures of the same period with non-overlapping
supports. Then we can construct a new measure function {ρs}s∈[0,τ) by choosing one periodic
measure for certain time and another periodic measure for other time. The measure function
can be extended to all s ∈ R by imposing the periodicity in time. Then the new measure function
still satisfies (2.2.14), but does not satisfy (2.2.12). Certainly it does not make sense to say it
is a periodic measure of the Markov semigroup as it is constructed from two different periodic
measures. In fact, both conditions in the definition (2.2.12) are not redundant.
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Theorem 2.13. Assume the Markovian cocycle Φ : R+ × Ω × X → X has an adapted random
periodic path Y : R× Ω→ X. Then the measure function ρ : R→ P(X) defined by
ρs := E(µs)· = EδY (s,θ(−s)·) = EδY (s,·), (2.2.15)
which is the law of the random periodic path Y , is a periodic measure of Φ on (X,B(X)). Its
time average ρ¯ over a time interval of exactly one period defined by
ρ¯ =
1
τ
∫ τ
0
ρsds, (2.2.16)
is an invariant measure and satisfies that for any B ∈ B(X), t ∈ R
ρ¯(B)
= E(
1
τ
m{s ∈ [0, τ) : Y (s, ·) ∈ B})
= E(
1
τ
m{s ∈ [t, t+ τ) : Y (s, ·) ∈ B}). (2.2.17)
Proof. Firstly it is easy to see from the definition of random periodic path that for any B ∈ B(X),
ρs+τ (B)
= P ({ω : Y (s+ τ, ω) ∈ B})
= P ({ω : Y (s, θτω) ∈ B})
= P ({ω : Y (s, ω) ∈ B})
= ρs(B).
Secondly, from (2.2.10) we have (µt+s)ω = δY (t+s,θ(−t−s)ω) = δΦ(t,θ(−t)ω)Y (s,θ(−t−s)ω). Therefore
for any B ∈ B(X), t ∈ R+, by measure preserving property of θ, independency of Φ(t, θ(s)ω)
and Fs−∞,
ρt+s(B)
= EδΦ(t,θ(s)·,Y (s,·)(B)
= P ({ω : Φ(t, θ(s)ω)Y (s, ω) ∈ B})
=
∫
X
P (t, x,B)P (ω : Y (s, ω) ∈ dx)
=
∫
X
P (t, x,B)ρs(dx)
= P ∗(t)ρs(B). (2.2.18)
Therefore ρ satisfies Definition 2.11 so is a periodic measure on (X,B(X)). To prove the second
part of the theorem, similar to the computation in (2.2.8), we have for any t ∈ [0, τ),∫ τ
0
ρt+sds =
∫ τ
0
ρsds,
and by using Fubini’s Theorem,∫ τ
0
P ∗(t)ρsds = P ∗(t)(
∫ τ
0
ρsds).
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It then follows easily that ρ¯ is an invariant measure of Φ satisfying (2.2.13). To prove the
last part of the theorem, from (2.2.16), (2.2.15), and using Fubini’s Theorem, we know for any
B ∈ B(X),
ρ¯(B)
=
1
τ
∫ τ
0
P (ω : Y (s, ω) ∈ B)ds
=
1
τ
∫ τ
0
(EδY (s,·)(B))ds
= E(
1
τ
∫ τ
0
δY (s,·)(B)ds)
= E(
1
τ
m{s ∈ [0, τ) : Y (s, ·) ∈ B}).
However, since ρ¯ is an invariant measure, so from (2.2.18) we know that for any t ∈ R+
ρ¯(B)
= P ∗(t)ρ¯(B)
=
1
τ
∫ τ
0
P ∗(t)ρs(B)ds
=
1
τ
∫ τ
0
ρt+s(B)ds
= E(
1
τ
∫ τ
0
δY (t+s,·))(B)ds)
= E(
1
τ
∫ t+τ
t
δY (s,·))(B)ds)
= E(
1
τ
m{s ∈ [t, t+ τ) : Y (s, ·)) ∈ B}).
For t ∈ R−, it is easy to verify P ∗(−t)ρs+t = ρs and therefore
ρ¯(B)
= P ∗(−t)ρ¯(B)
=
1
τ
∫ t+τ
t
P ∗(−t)ρs+t(B)ds
=
1
τ
∫ t+τ
t
ρs(B)ds
= E(
1
τ
∫ t+τ
t
δY (s,·))(B)ds)
= E(
1
τ
m{s ∈ [t, t+ τ) : Y (s, ·)) ∈ B}).
So we can see that (2.2.17) is true for any t ∈ R.
Remark 2.14. The proof of ρ¯ being an invariant measure does not depend on ρs being defined
by (2.2.15). As long as ρs, s ∈ R, is a periodic measure of {P (t)}t≥0, ρ¯ defined by (2.2.16) is
an invariant measure of {P (t)}t≥0.
22 C. R. Feng and H. Z. Zhao
We observe that identity (2.2.17) says that the expected time spent inside a Borel set by
the random periodic path over a time interval of exactly one period starting at any time is
invariant, i.e. independent of the starting time. This shows that the random periodicity of a
random periodic path by means of invariant measures. In the following we will establish the
ergodic theory and the mean ergodic theory for periodic measures and random periodic paths.
They push (2.2.17) and the above observation much further in the case when a random periodic
path exists. They say that on the long run, the average time that the random periodic path
spends on a Borel set B over one period is equal to ρ¯(B) both in law and in the long time
average a.s.
2.3 Poincare´ sections and ergodicity with periodicity
We start to study the ergodicity of the random dynamical systems when periodicity exists.
It is noted that the classical ergodic theorem dealing with invariant measures and stationary
processes from Khas’minskii and Doob’s theorems fails to work in the stochastic periodic regime.
Doob’s classical method says that if the Markov transitional probability measures P (t, x, ·),
x ∈ X, are mutually equivalent at a certain time t0 > 0 (t0-regular), then the invariant measure
is strongly mixing and unique. Khas’minskii’s theorem provides sufficient condition of verifying
the regularity which says that if the Markovian semigroup is t0-irreducible for certain t0 > 0
and strong Feller at certain t1 > 0, then the Markov semigroup is (t0 + t1)-regular.
However, in a random periodic regime, if the periodic measure has a minimum period τ > 0,
the invariant measure is not mixing and the t0-regularity of the Markovian semigroup is no
longer true any more. This crucial assumption in Doob’s Theorem excludes random periodic
case automatically. The irreducibility condition may not be always true on the whole space, in
particular, if the support of ρs is not the whole space for a given s, then for a nonempty open set
Γ lying outside of supp(ρs), Φ(s)x reaches Γ with probability 0 for any x ∈ supp(ρ0). Even the
irreducibility condition is satisfied, the strong Feller condition is a strict requirement which may
not be satisfied in many situations e.g. when the coppesponding second order differential oper-
ator, which is the infinitesimal generator of the Markovian semigroup in the case of diffusions,
is not strictly elliptic.
Our idea here is to study, for any s ∈ [0, τ), the τ -mesh discrete time random dynamical
systems at integral multiples of the period Φ(kτ, ω) : Ls → Ls, k ∈ N = {0, 1, 2, · · · }. Here
Ls = supp(ρs). For each s ∈ [0, τ), the measure ρs on Ls is an invariant measure with respect
to P (kτ), k ∈ N. This brings us back to the stationary regime. Then we are in the right set-up
to discuss the irreducibility and mixing property of Φ(kτ) on Ls. Then through the Markovian
property, periodicity and the Chapman-Kolmogorov equation, we can obtain the ergodicity of
the original random dynamical system if ρs is a mixing invariant measure of the discrete Markov
semigroup P (kτ).
We abstract the above idea to give the following definition first without assuming even the
existence of periodic measures in the first place.
Definition 2.15. The sets Ls ⊂ X, s ≥ 0, are called the Poincare´ sections of the transition
probability P (t, ·, ·), t ≥ 0, if
Ls+τ = Ls,
and for any x ∈ Ls, t ≥ 0,
P (t, x, Ls+t) = 1. (2.3.1)
Remark 2.16. (i). In fact, Ls, s ≥ 0 can be extended to any s ∈ R by the periodicity of L..
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(ii). It is easy to see for each Poincare´ section Ls, we have
P (kτ, x, Ls) = 1, for any x ∈ Ls.
This means starting from x ∈ Ls, Φ(kτ, ω)x returns to the set Ls with probability one at any
time being a multiple integral of the period. This could be regarded as the Poincare´ returning map
property in the random regime, mirroring the celebrated Poincare´ mapping in the deterministic
case. However, the map Φ(kτ, ω) does not have a fixed point on Ls. This is very different from
the deterministic case.
(iii). It is worth pointing out that under the condition of existence of periodic measures, non-
trivial Poincare´ sections automatically exist. To see this, let Ls := supp(ρs). Then for any
t ≥ 0 ∫
Ls
P (t, x, Lt+s)ρs(dx) = ρt+s(Lt+s) = 1. (2.3.2)
This, together with the fact that 0 ≤ P (t, x, Lt+s) ≤ 1, implies that
P (t, x, Lt+s) = 1 for ρs − almost all x ∈ Ls, for any t ≥ 0. (2.3.3)
(iv). Only from Definition 2.15, the choice of the Poincare´ sections may not be unique. For
example in all cases, Ls = X, s ≥ 0 is also a trivial choice of Poincare´ sections satisfying
Definition 2.15. We will further add irreducibility condition below to guarantee a unique choice
of the Poincare´ sections up to a shift (Lemma 2.24). But the irreducibility is not immediately
needed in the following compactness theorem.
Recall a Markovian semigroup {P (t)}t≥0, is said to be stochastically continuous ([15]) if
lim
t→0
P (t, x,B(x, γ)) = 1, for all x ∈ X, γ > 0.
Denote by Bb(X), the space of all bounded Borel measurable functions on X, and Cb(X) the
space of all bounded continuous functions on X. For any φ ∈ Bb(X), define
P (t)φ(x) =
∫
X
P (t, x, dy)φ(y), for t ≥ 0.
Recall that the stochastically continuous semigroup {P (t)}t≥0, is called a Feller semigroup if for
any φ ∈ Cb(X), we have P (t)φ ∈ Cb(X) for any t ≥ 0. It is called a strong Feller semigroup at a
time t0 > 0 on a subset Γ of X if for any φ ∈ Bb(X), we have P (t0)φ(x)|x∈Γ ∈ Cb(Γ).
Define now for any Γ ∈ B(X),
RN (x,Γ) :=
1
N
N∑
k=1
P (kτ, x,Γ),
and
(R∗Nν)(Γ) :=
∫
X
RN (x,Γ)ν(dx),
for a measure ν ∈ P(X). Note if ν has a support in L0, then
(R∗Nν)(L0) =
1
N
N∑
k=1
∫
X
P (kτ, x, L0)ν(dx) = 1.
So supp(R∗Nν) ⊂ L0.
With the help of the Krylov-Bogoliubov theorem, we can prove the following existence the-
orem for a periodic measure.
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Theorem 2.17. Assume Ls, s ∈ R are Poincare´ sections of Markovian semigroup {P (t)}t≥0
and P (t) is a Feller semigroup on L0. If for some ν ∈ P(X) with its support in L0 and a
subsequence Ni with Ni →∞ as i→∞ such that
R∗Niν → ρ0,
weakly as i→∞. Define for any Γ ∈ B(X), if s ≥ 0
ρs(Γ) =
∫
L0
P (s, x,Γ)ρ0(dx),
and if s < 0,
ρs(Γ) = ρs+kτ (Γ),
where k is the smallest integer such that s+ kτ ≥ 0. Then ρs, s ∈ R, is a periodic measure with
respect to the semigroup {P (t)}t≥0. For each s ∈ R, supp(ρs) ⊂ Ls. In particular ρs(Ls) = 1.
Proof. By the Krylov-Bogoliubov Theorem, it is easy to see that ρ0 is an invariant measure of
P (kτ), k = 0, 1, 2, · · · , and ρ0(L0) = 1. Note supp(ρ0) ⊂ L0 as ρ0 is a probability measure. From
the definition of ρs, when s ≥ 0, by (2.3.1),
ρs(Ls) =
∫
L0
P (s, x, Ls)ρ0(dx) =
∫
L0
1ρ0(dx) = ρ0(L0) = 1.
Similarly, supp(ρs) ⊂ Ls. Thus when s ≥ 0, by Chapman-Kolmogorov equation, Fubini’s
theorem and the fact that ρ0 is the invariant measure of P (τ), for any Γ ∈ B(X),
ρs+τ (Γ)
=
∫
L0
P (s+ τ, x,Γ)ρ0(dx)
=
∫
L0
∫
X
P (s, y,Γ)P (τ, x, dy)ρ0(dx)
=
∫
X
P (s, y,Γ)
∫
L0
P (τ, x, dy)ρ0(dx)
=
∫
X
P (s, y,Γ)ρ0(dy)
= ρs(Γ).
Moreover, for any t ≥ 0, s ≥ 0, by a similar argument as above,
(P ∗(t)ρs)(Γ)
=
∫
Ls
P (t, x,Γ)ρs(dx)
=
∫
X
P (t, x,Γ)
∫
L0
P (s, y, dx)ρ0(dy)
=
∫
L0
∫
X
P (t, x,Γ)P (s, y, dx)ρ0(dy)
=
∫
L0
P (t+ s, y,Γ)ρ0(dy)
= ρt+s(Γ).
That is to say ρs, s ≥ 0 is the periodic measure of the transition semigroup {P (t)}t≥0. For s < 0,
it is obvious to verify the result.
Random Periodic Processes, Periodic Measures and Ergodicity 25
This theorem could be regarded as the extension of Krylov-Bogoliubov theorem to the pe-
riodic measure case. Though the theorem looks very different from the Poincare´-Bendixson
theorem in the first sight, but in spirit it is indeed like the Poincare´-Bendixson theorem as a
random counterpart in the level of measures. Though the Poincare´ map does not have a fixed
point in the pathwise sense, but
P ∗(kτ) : P(Ls)→ P(Ls)
has a fixed point ρs ∈ P(Ls) for all s ∈ R. All these invariant measures of P (kτ) together form
a periodic measure.
Denote XR the space of all X-valued functions defined on R, B(XR) is the smallest σ-field
containing all cylindrical sets in XR. For any n ∈ N and a set of finite sequence of real numbers
I = {t1, t2, · · · , tn}, t1 < t2 < · · · < tn, we define a probability measure P ρ¯I on (Xn,B(Xn)) by
the formula
P ρ¯I (Γ) =
∫
X
ρ¯(dx1)
∫
X
Pt2−t1(x1, dx2) · · ·
∫
X
Ptn−tn−1(xn−1, dxn)IΓ(x1, x2, · · · , xn),
for any Γ ∈ B(Xn). For a set of a sequence of distinct real numbers I = {t1, t2, · · · , tn}, let
I′ = {ti1 , ti2 , · · · , tin} be a permutation of I so that ti1 < ti2 < · · · < tin . Define for any
Γ1 × Γ2 × · · · × Γn ∈ B(Xn),
P ρ¯I (Γ1 × Γ2 × · · · × Γn) = P ρ¯I′(Γi1 × Γi2 × · · · × Γin).
Then {P ρ¯I , I being a set of sequences of distinct real numbers } is a consistent family of finite
dimensional distributions. By the Kolmogorov extension theorem, there exists a unique prob-
ability measure P ρ¯ on (Ω∗,F∗) = (XR,B(XR)) with a family of finite-dimensional distributions
{P ρ¯I }I. For any ω∗ ∈ Ω∗, denote its canonical process by
Wt(ω
∗) = ω∗(t),
which is a Markovian process. Define a measurably invertible map θ∗ : R× Ω∗ → Ω∗ by
(θ∗tω
∗)(s) = ω∗(t+ s), t, s ∈ R.
Since ρ¯ is an invariant measure, so the process Wt, t ∈ R, is stationary: P ρ¯(W ∈ θ∗tΓ) = P ρ¯(W ∈
Γ) for all t ∈ R and Γ ∈ B(XR). Therefore
(θ∗t )
−1P ρ¯ = P ρ¯.
It follows that (Ω∗,F∗, θ∗t , P ρ¯) defines a dynamical system, which is called the canonical dy-
namical system associated with the semigroup Pt, t ≥ 0 and invariant measure ρ¯. It is well
known that if Pt, t ≥ 0 is stochastically continuous, then the canonical process ω∗(t), t ∈ R is
stochastically continuous i.e. for any γ > 0,
lim
t↓s
P ρ¯(||Wt −Ws|| ≥ γ) = 0,
and the linear transformation operator Ut : Hρ¯C → Hρ¯C, where Hρ¯C = L2C(Ω∗,F∗, P ρ¯) defined by
Utξ(ω
∗) = ξ(θ∗tω
∗), ξ ∈ Hρ¯C, ω∗ ∈ Ω∗, t ∈ R, (2.3.4)
is continuous in t. This means that (Ω∗,F∗, θ∗t , P ρ¯) is a continuous metric dynamical system.
This Ut is called the induced linear transformation of the canonical dynamical system from Hρ¯C
to Hρ¯C. The invariant measure ρ¯ is called ergodic if (Ω∗,F∗, θ∗t , P ρ¯) is ergodic i.e.
lim
T→∞
1
T
∫ T
0
P ρ¯(θ∗−tA ∩B)dt = P ρ¯(A)P ρ¯(B), for any A,B ∈ F∗,
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or equivalently
lim
T→∞
1
T
∫ T
0
< Utξ, η > dt =< ξ, 1 >< η, 1 >, for any ξ, η ∈ Hρ¯C.
We say that the periodic measure {ρt}t∈R, is ergodic if its average ρ¯ as an invariant measure
is ergodic. Also recall that an invariant measure ρ is called weakly mixing if (Ω∗,F∗, θ∗t , P ρ) is
weakly mixing i.e. there is a set I ⊂ [0,∞) of relative measure 1 such that
lim
t→∞,t∈I
P ρ¯(θ∗−tA ∩B) = P ρ¯(A)P ρ¯(B), for any A,B ∈ F∗,
or equivalently
lim
t→∞,t∈I
< Utξ, η >=< ξ, 1 >< η, 1 >, for any ξ, η ∈ HρC.
The ergodicity and mixing property of discrete random dynamical systems, which will also be
needed in this paper, can also be defined similarly by replacing the integral by summation and
lim
t→∞,t∈I
by the limit along the discrete time sequence respectively.
It is well-known that the following statements are equivalent (c.f. Theorem 3.2.4, [15]):
(i) ρ¯ is ergodic;
(ii) if Utξ = ξ for all t ∈ R+, then ξ is constant;
(iii) if P (t)φ = φ for all t ∈ R+, then φ is a constant;
(iv) if a set Γ ∈ B(X) satisfies for all t ∈ R+
PtIΓ = IΓ, ρ¯− a.e.
then either ρ¯(Γ) = 0 or ρ¯(Γ) = 1;
(v) for any Γ ∈ B(X), lim
T→∞
1
T
∫ T
0 P (s, x,Γ)ds→ ρ¯(Γ), in L2(X, ρ¯(dx)).
Moreover, the following statements are also equivalent:
(vi) ρ is weakly mixing;
(vii) if Utξ = e
iλtξ for all t ∈ R+, λ is a real number, then λ = 0 and ξ is constant;
(viii) if P (t)φ = eiλtφ for all t ∈ R+, λ is a real number, then λ = 0 and φ is a constant;
(ix) there exists I ⊂ [0,∞) of relative measure 1 such that
lim
t→∞,t∈I
P (t, x,−)→ ρ.
The equivalence of (vi) and (vii) is the Koopman-von Neumann Theorem. From equivalence
of (vi) and (ix) in the above, it is easy to see there is no way one can establish the mixing
property for ρ¯ in the regime of random periodicity unless the periodicity is degenerated.
Now we assume a periodic measure {ρs}s∈R exists with Ls = supp(ρs). Set
L :=
⋃
{Ls : s ∈ [0, τ)}. (2.3.5)
Then it is easy to see that
ρ¯(L) =
1
τ
∫ τ
0
ρs(L)ds = 1. (2.3.6)
This implies that supp(ρ¯) ⊂ L. Moreover, note ρ¯(B) = 1 iff ρs(B) = 1 for almost all s ∈ [0, τ).
So Ls ⊂ supp(ρ¯). Thus L =
⋃
0≤s≤τ
Ls = supp(ρ¯).
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We first prove a simple but useful lemma. For this we consider
Condition A: The Markovian cocycle Φ : R+×Ω×X→ X has a periodic measure ρ : R→ P(X)
and for any Γ ∈ B(X), we have when N →∞,
∫
X
|
∫ τ
0
(
1
N
N−1∑
k=0
P (s+ kτ, y,Γ)− ρs(Γ))ds|ρ¯(dy)→ 0, (2.3.7)
where ρ¯ = 1τ
∫ τ
0 ρsds.
Lemma 2.18. Assume the Markovian semigroup P (t) is stochastically continuous. Then the
invariant measure ρ¯ is ergodic if and only if Condition A holds. Moreover, in this case L
defined by (2.3.5) is the unique set (up to a ρ¯-measure 0 set) with positive ρ¯-measure satisfying
P (t, x, L) = IL(x).
Proof. First assume Condition A holds. For any Γ ∈ B(X), if
(P (t)IΓ)(·) =
∫
X
P (t, ·, y)IΓ(y)dy = P (t, ·,Γ) = IΓ(·), ρ¯− a.e.,
then it turns out from Condition A that∫
X
|1
τ
∫ (k+1)τ
kτ
IΓ(y)ds− ρ¯(Γ)|ρ¯(dy) =
∫
X
|IΓ(y)− ρ¯(Γ)|ρ¯(dy) = 0,
so
ρ¯(Γ) = IΓ(y), ρ¯− a.e.
This implies that IΓ(y) is a constant for ρ¯-a.e. y ∈ X. Thus
ρ¯(Γ) = 0 or 1.
By Theorem 3.2.4 in [15], ρ¯ is ergodic. Moreover, from the fact that supp(ρ¯) ⊂ L, it is easy to
see that in the case ρ¯(Γ) = 1, Γ = L up to a ρ¯-measure 0 set. The last claim is proved.
Conversely, assume ρ¯ is ergodic. Then 1T
∫ T
0 P (s, x,Γ)ds → ρ¯(Γ) in L2(X, ρ¯(dx)). Thus
1
Nτ
N−1∑
k=0
∫ τ
0 P (s+ kτ, x,Γ)ds→ ρ¯(Γ) in L2(X, ρ¯(dx)). Then Condition A follows from above and
Cauchy-Schwarz inequality.
With this lemma, we only need to verify Condition A in order to prove the ergodicity for an
invariant measure generated by periodic measures.
Definition 2.19. The τ -periodic measure {ρs}s∈R is called to be PS-ergodic (PS-mixing) if
for each s ∈ [0, τ), ρs as the invariant measure of the τ -mesh discrete Markovian semigroup
{P (kτ)}k∈N, at integral multiples of the period on the Poincare´ section Ls, is ergodic (mixing).
Theorem 2.20. Let the Markovian semigroup P (t) be stochastically continuous and have a τ -
periodic measure {ρs}s∈R. Assume {ρs}s∈R is PS-ergodic. Then Condition A is satisfied and the
invariant measure ρ¯ is ergodic. In particular, Γ = L is the unique set with positive ρ¯-measure
satisfying P (t, x,Γ) = IΓ(x) for any t ≥ 0. Moreover, if τ > 0 is the minimum period of the
periodic measure, then Ls1 ∩ Ls2 = ∅ when s1, s2 ∈ [0, τ), s1 6= s2.
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Proof. According to Theorem 3.4.1 in [15], as for any fixed s ∈ [0, τ), ρs as the invariant measure
of P (kτ)|Ls , k ∈ N, is ergodic, so for any φ ∈ L2(Ls, ρs), we have as N →∞,
1
N
N−1∑
k=0
P (kτ)φ(·)→< φ, 1 >L2(Ls,ρs), in L2(Ls, ρs).
Now consider φ(·) = P (t, ·,Γ) for an arbitrarily given Γ ∈ B(X). Note P (kτ)φ(·) = P (t+kτ, ·,Γ)
and < φ, 1 >L2(Ls,ρs)= ρt+s(Γ). Thus as N →∞
1
N
N−1∑
k=0
P (t+ kτ, ·,Γ)→ ρt+s(Γ), in L2(Ls, ρs). (2.3.8)
It then follows by applying Fubini theorem, Jensen’s inequality and Lebesgue’s dominated con-
vergence theorem that∫
X
|
∫ τ
0
(
1
N
N−1∑
k=1
P (t+ kτ, x,Γ)− ρt(Γ))dt|ρ¯(dx)
=
1
τ
∫ τ
0
∫
X
|
∫ τ
0
[
1
N
N−1∑
k=1
P (t+ kτ, x,Γ)− ρt+s(Γ)]dt|ρs(dx)ds
≤ 1
τ
∫ τ
0
∫
X
∫ τ
0
| 1
N
N−1∑
k=1
P (t+ kτ, x,Γ)− ρt+s(Γ)|dtρs(dx)ds
=
1
τ
∫ τ
0
∫ τ
0
∫
X
| 1
N
N−1∑
k=1
P (t+ kτ, x,Γ)− ρt+s(Γ)|ρs(dx)dtds
≤ 1
τ
∫ τ
0
∫ τ
0
[∫
X
| 1
N
N−1∑
k=1
P (t+ kτ, x,Γ)− ρt+s(Γ)|2ρs(dx)
] 1
2
dtds
→ 0,
as k →∞. Thus Condition A holds and the other results of the first part of the theorem follow.
To prove the last result, from the PS-ergodicity of the periodic measure, we know that
1
N
N−1∑
k=0
P (kτ, x,Γ) → ρs(Γ) in L2(X, ρs(dx)), for any Γ ∈ B(X). So there exists a subsequence
such that along the subsequence, the above convergence holds for ρs-a.e. x. As τ > 0 is a
minimum period, so for any s1, s2 ∈ [0, τ), s1 6= s2, ρs1 6= ρs2 . Let Γ ∈ B(X) be such that
ρs1(Γ) 6= ρs2(Γ). For ρs1 , ρs2 , there exists a common subsequence Nm → ∞ as m → ∞ such
that for any Γ ∈ B(X), 1Nm
Nm−1∑
k=0
P (kτ, x,Γ)→ ρs1(Γ) for ρs1-a.e. x and 1Nm
Nm−1∑
k=0
P (kτ, x,Γ)→
ρs2(Γ) for ρs2-a.e. x. Set
A = {x ∈ X : 1
Nm
Nm−1∑
k=1
P (kτ, x,Γ)→ ρs1(Γ)},
B = {x ∈ X : 1
Nm
Nm−1∑
k=1
P (kτ, x,Γ)→ ρs2(Γ)}.
So ρs1(A) = 1 and ρs2(B) = 1. But it is clear that A ∩ B = ∅. Thus the last claim of the
theorem is asserted.
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Now we study the irreducibility condition. For 0 ≤ s < τ , consider
Definition 2.21. (The ksτ-irreducibility condition on a Poincare´ section Ls): For a
fixed s ∈ [0, τ), if there exists ks ∈ N \ {0}, such that for an arbitrary nonempty relatively open
set Γ ⊂ Ls, we have
P (ksτ, x,Γ) > 0, for ρs − a.e. x ∈ Ls, (2.3.9)
then we call the Markovian semigroup {P (t)}t≥0, is ksτ -irreducible on the Poincare´ section Ls.
If for a certain map s 7→ ks ∈ N \ {0}, s ∈ [0, τ), the semigroup is ksτ -irreducible for each
s ∈ [0, τ), then we call the Markovian semigroup is ksτ, s ∈ [0, τ), irreducible on Poincare´
sections Ls, s ∈ [0, τ).
Definition 2.22. (The ksτ-regularity on a Poincare´ section Ls): A Markovian semigroup
{P (t)}t≥0, is said to be t0-regular if all transitional probability measures P (t0, x, ·), x ∈ X, are
mutually equivalent. For a fixed s ∈ [0, τ), it is said to be ksτ -regular for a certain ks ∈ N\{0} on
a Poincare´ section Ls, if all transitional probability measures P (ksτ, x, ·), x ∈ Ls, are mutually
equivalent. If for a certain map s 7→ ks ∈ N \ {0}, s ∈ [0, τ), the semigroup is ksτ -regular on Ls
for each s ∈ [0, τ), then we call the Markovian semigroup is ksτ, s ∈ [0, τ), regular on Poincare´
sections Ls, s ∈ [0, τ).
Remark 2.23. With the irreducibility condition, we can prove in the next lemma that the choice
of the Poincare´ sections is unique up to a shift. As an example, consider Example 2.6 again.
There are two choices of the Poincare´ sections. One is Ln = X = {1, 2, 3} for any n ∈ N.
Another one is Ln = {1} when n is even and Ln = {2, 3} when n is odd. For the first choice,
the irreducibility condition is not satisfied for whatever the choices of k0 ∈ N \ {0}, and τ ∈ N
are. However, for the second choice, the 2-irreducibility condition for both
L2k = {1}, L2k+1 = {2, 3}
is satisfied. It is obvious that L2k and L2k+1 are the supports of the corresponding 2-periodic
measures: ρn, n ∈ {0,±1,±2, · · · } with
ρ2k = (1, 0, 0), ρ2k+1 = (0,
1
2
,
1
2
),
for k = 0,±1,±2, · · · .
The following is a general result for the Markovian random dynamical system on the Polish
space X.
Lemma 2.24. Assume the Markovian semigroup {P (t)}t≥0 has Poincare´ sections {Ls}s∈Rand
periodic measure{ρs}s∈R with supp(ρs) ⊂ Ls. If P (t) satisfies the ks0τ -irreducibility condition
on Ls0 for some ks0 ∈ N \ {0}, then Ls0 = supp(ρs0). Moreover, if the semigroup satisfies the
ksτ -irreducibility condition on the Poincare´ sections Ls for all s ∈ [0, τ), then Ls = supp(ρs)
for any s ∈ R.
Proof. By the ks0τ -irreducibility condition on a Poincare´ section Ls0 , we know that there exists
ks0 ∈ N \ {0} such that for an arbitrary nonempty relatively open set Γ ⊂ Ls0 , we have
P (k0τ, x,Γ) > 0, for ρs0 − a.e. x ∈ Ls0 .
So for this Γ, we have
ρs0(Γ) =
∫
Ls0
P (k0τ, x,Γ)ρs0(dx) > 0.
Thus Ls0 = supp(ρs0). The last claim follows easily from the above.
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Remark 2.25. Under the irreducible conditions on Poincare´ sections, it is easy to know that
for any fixed s ∈ [0, τ) and any open set Γs ⊂ Ls = supp(ρs) with ρs(Ls \ Γ¯s) > 0, we have for
any x ∈ Ls,
P (kτ, x, Γ¯s) < 1.
This suggests that Γs does not satisfy the requirement being a Poincare´ section at time s. Thus,
Ls = supp(ρs), s ∈ [0, τ) are minimal Poincare´ sections.
Theorem 2.26. Let the Markovian semigroup P (t) be stochastically continuous and have a τ -
periodic measure {ρs}s∈R. Denote Ls = supp(ρs) and L =
⋃
0≤s<τ Ls. Assume the semigroup is
ksτ -regular, s ∈ [0, τ), on Poincare´ sections for certain map s 7→ ks ∈ N \ {0}, s ∈ [0, τ). Then
the periodic measure is PS-mixing and thus ergodic.
Proof. Note first that ρs is an invariant measure w.r.t. P (kτ), for any k ∈ N. Due to the
ksτ -regularity assumption, Doob’s theorem ([16]) can be then applied to the discrete semigroup
on the Poincare´ section Ls so the invariant measure ρs of {P (kτ)}k∈N, is ergodic on Ls and for
any x ∈ Ls, Γ ∈ B(X),
P (kτ, x,Γ)→ ρs(Γ), as k →∞. (2.3.10)
To see this, first note that Doob’s theorem implies that (2.3.10) holds for any Γ ∈ B(X) ∩ Ls.
But (2.3.10) is true for any Γ ∈ B(X), as for any x ∈ Ls, P (kτ, x,Γ) = P (kτ, x,Γ ∩ Ls) and
ρs(Γ) = ρs(Γ ∩ Ls) since supp(ρs) = Ls. Therefore P (kτ, x, ·) → ρs(·) weakly by Proposition
2.4 in [39]. This implies that the periodic measure is PS-mixing. Thus it is PS-ergodic and thus
ergodic.
Example 2.27. Consider the Markov chain in Example 2.6. From Remark 2.23 and Theorem
2.26, it is easy to see that the invariant measure
ρ¯ =
1
2
(ρ0 + ρ1) = (
1
2
,
1
4
,
1
4
)
is ergodic. It is evident that ρ0 = (1, 0, 0), the invariant measure of P (2k), k ∈ N, on the Poincare´
section L0 = {1} and ρ1 = (0, 12 , 12), the invariant measure of P (2k), k ∈ N, on the Poincare´
section L1 = {2, 3}, are mixing. Moreover, the Poincare´ sections are disjoint as described in
Theorem 2.20 on a Euclidean or a Hilbert space. It is also worth noting that the Markovian
semigroup P (2k), k ∈ N, satisfies the 2-regularity condition on both Poincare´ sections L0 and
L1.
Remark 2.28. From the Example 2.6, for a finite state periodic irreducible Markov chain, the
Poincare´ sections are always disjoint and the Markovian semigroup {P (kτ)}k∈N, satisfies the
ksτ -regularity condition on Poincare´ sections for a certain map s 7→ ks ∈ N \ {0}. So Theorem
2.20 always applies. This is one of the differences of the random dynamical systems generated by
discrete time Markov chain on a discrete space and continuous time random dynamical systems
on a continuous space. In the latter case, Theorem 2.20 may fail to be valid, while Lemma 2.18
applies in a great generality.
The regularity of the semigroup condition can be checked by applying the standard Khas’minskii
method on Poincare´ sections.
Lemma 2.29. Assume the Markovian semigroup P (t), t ≥ 0, is ksτ -irreducible, s ∈ [0, τ), on
the Poincare´ sections Ls = supp(ρs), s ∈ [0, τ) for certain map s 7→ ks ∈ N \ {0}, and strong
Feller at k∗sτ on Ls for each s ∈ [0, τ), where s 7→ k∗s ∈ N \ {0} is a certain map. Then the
semigroup is (ks + k
∗
s)τ -regular on the Poincare´ sections.
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Proof. By the Chapman-Kolmogorov equation and a similar proof as the one of Khas’minskii’s
theorem ([37]), it is not difficult to prove that as there exists k∗s ∈ N such that P (k∗sτ) is strong
Feller and satisfies the ksτ -irreducibility condition on each Poincare´ section Ls so the transition
probabilities P ((k∗s + ks)τ, x, ·), x ∈ Ls are equivalent. The claim is asserted.
2.4 Random periodic verses stationary: sufficient-necessary conditions
It is not a trivial task to check whether or not the minimum period of a random periodic
solution is strictly positive. In this section, we will develop some equivalent sufficient and
necessary conditions in four different notions. In particular, we will characterise it with an
analytic assumption that the infinitesimal generator of the corresponding Markov semigroup of
the random dynamical system has infinitely many simple eigenvalues {2mpiτ i}m∈Z, and no other
eigenvalues on the imaginary axis.
First note it is evident that if the invariant measure ρ¯ is ergodic, and there exists a set
I ⊂ [0, τ) with positive Lebesgue measure such that for each s ∈ I, ρs is not ergodic, then
ρ¯ 6= ρs for any s ∈ I. In this case, the periodic measure is not degenerated to an invariant
measure. In the following we will mainly consider the case when the periodic measure {ρs}s∈R
is PS-ergodic.
Recall first the following standard definition.
Definition 2.30. Let Ut : Hρ¯C → Hρ¯C be the transformation operator defined by (2.3.4). A
measurable function α : Ω∗ → [0, 2pi) is said to be an angle variable for the canonical dynamical
system (Ω∗,F∗, (θ∗(t))t∈R, P ρ¯), if there exists a constant λ ∈ R such that for every t ∈ R,
Utα = λt+ α (mod 2pi), P
ρ¯ − a.s. (2.4.1)
Remark 2.31. The following results in this paragraph are also well-known. We summarise them
here as they are needed. As Ut is a unitary operator and U
∗
t = U−t, so according to Stone’s
theorem, the infinitesimal operator of Ut, t ∈ R, is of the form iA, where A is a self-adjoint
operator acting on Hρ¯C. The operator A is called the infinitesimal generator of the canonical
dynamical system (Ω∗,F∗, (θ∗(t))t∈R, P ρ¯). Assume there exist λ ∈ R and ξ ∈ Hρ¯C ∩D(A) such
that
Aξ = λξ. (2.4.2)
Then
Utξ = e
iAtξ = eiλtξ. (2.4.3)
It then follows that Ut|ξ| = |ξ|, t ∈ R. So if ρ¯ is ergodic, then ξ is a constant and we can assume
that |ξ| = 1. Consequently ξ = eiα, where α is a real valued random variable with values on
[0, 2pi). From (2.4.3), we know that α is an angle variable satisfying (2.4.1).
Recall the Koopman-von Neumann theorem which says that ρ¯ is weakly mixing if and only
if any angle variable is constant and the operator A has only one eigenvalue 0. Moreover, 0 is a
simple eigenvalue of A.
Note that the semigroup P (t) is a map from L2(X, dρ¯) to L2(X, dρ¯). Recall the following
well-known result (Theorem 3.2.1 in [15]): there exist, ξ ∈ Hρ¯C, γ ∈ C with |γ| = 1 such that
Utξ = γξ,
iff there exist φ ∈ L2(X, dρ¯), γ ∈ C with |γ| = 1 such that
P (t)φ = γφ
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and ξ(ω∗) = φ(ω∗(0)). That is to say that all the eigenvalues of P (t) on the unit circle agree
with all the eigenvalues of the Ut. This will help in the proof of the next theorem to identify
the spectra of semigroup Ut on the space of square integrable functions on the path space XR to
the spectra on the unit circle of semigroup P (t) on the space of square integrable functions on
the phase space X.
It is worth noting that the spectral analysis of the latter is easier to handle than the former
one. Moreover, the spectral structure of the latter is richer than that of the former one. This
extra information of the spectra of the semigroup gives more information about the dynamics
of the Markov random dynamical system, e.g. mixing property and convergence rate of the
transitional probability to the invariant measure in the stationary case. We will prove in the
next subsection that spectral gap of the semigroup on L2(Ls, ρs) for all s ∈ R leads to the
PS-mixingness of {ρs}s∈R and the mixing rate is given by the spectral gap.
Moreover, the spectra of the semigroup P (t) can be analysed by studying the spectra of its
infinitesimal generator. Recall the definition of the infinitesimal generator L of the semigroup
P (t) : L2(X, dρ¯)→ L2(X, dρ¯) given by
Lφ = lim
t→0+
P (t)φ− φ
t
, (2.4.4)
for all φ ∈ D(L), where
D(L) := {φ ∈ L2(X, dρ¯) : lim
t→0+
P (t)φ− φ
t
exists in L2(X, dρ¯)}.
Following Theorem 2.20, we are now ready to prove the following theorem.
Theorem 2.32. Assume the transition probability is stochastically continuous and has a peri-
odic measure {ρs}s∈R of period τ . Assume the τ -periodic measure is PS-mixing. Then one of
the following three cases happens:
Case (i). The period τ is the smallest number such that (2.2.12) holds. This implies the following
equivalent statements:
(ia). There exists a nontrivial angle variable with λ = 2lpiτ for some l ∈ N \ {0} and no
nontrivial angle variables with λ < 2lpiτ ;
(ib). The infinitesimal generator A of Ut has infinite many simple eigenvalues {2lmpiτ }m∈Z
for some l ∈ N \ {0}, and no other eigenvalues;
(ic). The infinitesimal generator L of the semigroup P (t) has infinite many simple eigenval-
ues {2lmpiτ i}m∈Z for some l ∈ N \ {0}, and no other eigenvalues on the imaginary axis.
Case (ii). There exist k ∈ N \ {0, 1}, s, s˜ ∈ [0, τ), s < s˜, such that τ = k(s˜ − s) and τ˜ = s˜ − s
is the smallest real number τ such that (2.2.12) holds. This implies the following equivalent
statements:
(iia). There exists a nontrivial angle variable with λ = 2lpiτ˜ for some l ∈ N \ {0} and no
nontrivial angle variables with λ < 2lpiτ˜ for some τ˜ =
τ
k , with some k ∈ N \ {0, 1};
(iib). The infinitesimal generator A of Ut has infinite many simple eigenvalues {2lmpiτ˜ }m∈Z
for some l ∈ N \ {0} and some τ˜ = τk , with some k ∈ N \ {0, 1}, and no other eigenvalues;
(iic). The infinitesimal generator L of the semigroup P (t) has infinite many simple eigen-
values {2lmpiτ˜ i}m∈Z for some l ∈ N \ {0} and some τ˜ = τk , with some k ∈ N \ {0, 1}, and no other
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eigenvalues on the imaginary axis.
Case (iii). For any s, t ∈ R, ρs = ρt. So ρ¯ = ρs is an invariant measure for {P (t)}t≥0. This is
equivalent to the following equivalent statements:
(iiia). The angle variable is a constant and λ = 0;
(iiib). The infinitesimal generator A of Ut has one simple eigenvalue 0 and no other eigen-
values;
(iiic). The infinitesimal generator L of the semigroup P (t) has only one simple eigenvalues
0, and no other eigenvalues on the imaginary axis.
(iiid). There exists s ∈ [0, τ) and a sequence sk → s, sk > s such that Ls ∩ Lsk 6= ∅.
Conversely, if there exists a nontrivial angle variable with λ = 2piτ and no nontrivial angle
variables with λ < 2piτ , then τ is the minimum period of the periodic measure; if there exists a
nontrivial angle variable with λ = 2piτ˜ and no nontrivial angle variables with λ <
2pi
τ˜ for some
τ˜ = τk , k ∈ N \ {0}, the minimum period of the periodic measure is no less than τ˜ ; if the angle
variable is a constant and λ = 0, then the periodic measure has no positive minimum period,
i.e. the periodic measure is a stationary measure.
Proof. It is obvious that there are only 3 possible cases (i), (ii) and (iii). First assume that for
each s ∈ R, ρs as an invariant measure of {P (kτ)}k∈N is mixing.
Case (i). Now we prove that (i) implies (ia).
First suppose (i) holds. Note as a special case of Theorem 3.4.2 in [15], for any Γ ∈ B(X),
P (t+ kτ, x,Γ)→ ρt(Γ) in L2(L0, ρ0),
as k →∞. But all the measures ρt are different for different t ∈ [0, τ). It follows from applying
Theorem 3.4.1 in [15] that the invariant measure ρ¯ is definitely not weakly mixing. Thus by
Koopman-von Neumann theorem, there is an angle variable that is not constant. Then by
Remark 2.31, there is an angle variable α such that (2.4.1) holds and λ 6= 0 and (2.4.3) is
satisfied. By Proposition 3.2.1 in [15], there exists a function φ ∈ L2C(X, dρ¯) such that
P (t)φ = eiλtφ, for any t ≥ 0, ρ¯− a.s.,
and ξ defined in (2.4.3) is given by ξ(ω∗) = φ(ω∗(0)). In particular, there exists s ∈ [0, τ) such
that
∫
Ls
(φ(x))2ρs(dx) > 0 and
P (kτ)φ(x) = eikλτφ(x), for any k ∈ N, x ∈ Ls.
However, the discrete random dynamical system Φ(kτ), by Remark 2.16 (ii), starting from Ls
will return on Ls with probability 1. Furthermore on Ls, the invariant measure ρs of Φ(kτ)|Ls
is mixing. By Theorem 3.4.1 in [15], eikλτ = 1 and φ|Ls is constant. This suggests that λkτ
is divisible by 2pi for any k. So λτ = 2lpi for certain l ∈ N \ {0}. We can certainly choose the
smallest such λ, still denoted by λ without causing any confusions. The claim that (i) implies
(ia) is asserted.
We now prove that (ia) and (ib) are equivalent.
First if (ia) is true, denote by α the angle variable satisfying for certain l ∈ N \ {0}
Utα =
2lpi
τ
t+ α (mod 2pi).
34 C. R. Feng and H. Z. Zhao
It is easy to know that for any m ∈ Z,
Ut(mα) =
2lmpi
τ
t+mα (mod 2pi).
This means that mα is also an angle variable for each m ∈ Z. Let ξ = eilmα. Then
Utξ = e
i 2lmpi
τ
tξ. (2.4.5)
It follows that
Aξ = 2lmpi
τ
ξ.
Thus 2lmpiτ is an eigenvalue of A for each m ∈ Z.
We will prove that A has no other eigenvalues outside of the set {2mpiτ }m∈Z. For this, let
Aξ = λξ, we have
Utξ = e
iλtξ.
In particular,
Ukτξ = e
iλkτξ.
Therefore there exists a function φ ∈ L2(X, ρ¯(dx)) such that
P (kτ)φ = eiλkτφ. (2.4.6)
Note that
∫
X φ
2(x)ρ¯(dx) = 1τ
∫ τ
0
∫
Ls
φ2(x)ρs(dx)ds. Therefore for a.e. s ∈ [0, τ),
∫
Ls
φ2(x)ρs(dx) <
∞. Consider such an s ∈ [0, τ) satisfying ∫Ls φ2(x)ρs(dx) <∞ and φ|Ls the function φ restricted
on Ls. Note
∫
Ls
(φ|Ls(x))2ρs(dx) <∞ and for any x ∈ Ls,
P (kτ)φ(x) = P (kτ)φ|Ls(x).
Thus from (2.4.6), we have
P (kτ)φ|Ls = eiλkτφ|Ls .
However, the invariant measure ρs of the discrete random dynamical system Φ(kτ), k ∈ N, on
Ls is mixing. By Koopman-von Neumann theorem, e
iλkτ = 1 for all k ∈ N and ξ is a constant.
Thus there exists m ∈ Z such that λ = 2mpiτ . Also one can conclude that ξ = eimα with mα
being an angle variable for λ = 2mpiτ . This means that ξ is the only variable corresponding to
λ = 2mpiτ satisfying Aξ = λξ and |ξ| = 1. Thus λ = 2mpiτ , m ∈ Z are the only eigenvalues of A
and are simple eigenvalues. The result that 0 is one simple eigenvalue is a well-known result.
Thus we have proved (ib) holds.
Conversely, if (ib) is true, it was already known that (ia) holds. Its proof was given in
Remark 2.31.
We now prove the equivalence of (ib) and (ic). If (ib) is true, then Ut has eigenvalues
ei
2mpi
τ
t, m ∈ Z. Thus by the result that the eigenvalues of P (t) on the unit circle are the same
as the eigenvalues of Ut, so e
i 2mpi
τ
t, m ∈ Z, are only eigenvalues of P (t) on the unit circle, and
they are simple. Then it follows from the definition (2.4.4) of L, {i2mpiτ }m∈Z are only simple
eigenvalues of L on the imaginary axis. The converse can be proved similarly.
Case (ii). The proof that (ii) implies (iia) and equivalence of (iia), (iib) and (iic)) can be done
by a similar argument as in the proof in case (i).
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Case (iii). We now prove the equivalence of (iii) and (iiia). The part from (iii) to (iiia) was
already given when we consider the Case (i). Now we assume (iiia) holds. In this case ρ¯ is
weakly mixing. In both Case (i) and Case (ii), ρ¯ is not weakly mixing. So Case (iii) must occur
and (iii) holds.
The equivalence of (iiia) and (iiib) follows from Koopman-von Neumann theorem and the
equivalence of (iiia) with ρ¯ being weakly mixing. The proof of the equivalence of (iiib) and (iiic)
can be done similarly as the proof of the equivalence of (ib) and (ic).
We finally prove that (iii) and (iiid) are equivalent. Suppose (iiid) is true, we need to prove
that ρt = ρs for any s, t ∈ R. First note under the stochastic continuity assumption, it is well
known that for any φ ∈ Cb(X),
lim
t→0
∫
X
φ(y)P (t, x, dy) = φ(x). (2.4.7)
For each k, set τk = sk − s. Then τk → 0 as k →∞, and by Theorem 2.20, ρs+τk = ρs. Define
for any t > s, there exists Nk ∈ N and 0 ≤ λk < τk such that t = s + Nkτk + λk. It is obvious
that λk → 0 as k → ∞. So by the Chapman-Kolmogorov equation, (2.4.7) and Lebesgue’s
dominated convergence theorem,
< φ, ρt >
=
∫
X
φ(y)ρt(dy)
=
∫
X
φ(y)ρs+Nkτk+λk(dy)
=
∫
X
φ(y)
∫
X
P (λk, x, dy)ρs+Nkτk(dx)
=
∫
X
φ(y)
∫
X
P (λk, x, dy)ρs(dx)
=
∫
X
(
∫
X
φ(y)P (λk, x, dy))ρs(dx)
→
∫
X
φ(x)ρs(dx)
= < φ, ρs > .
So < φ, ρs >=< φ, ρt > for any φ ∈ Cb(X). Thus ρt = ρs. The result (iii) is proved.
The converse part that (iii) implies (iiid) is trivial.
Now we prove the converse part of the theorem. We assume there exists a nontrivial angle
variable with λ = 2piτ and no nontrivial angle variables with λ <
2pi
τ . Note from Remark 2.31,
(2.4.1) is always true since ρ¯ is ergodic. We now prove (i) by contradiction. If τ is not the
smallest number such that (2.2.12) holds, then either Case (ii) or Case (iii) should happen.
If Case (ii) happens, then by a similar argument as in the last paragraph, we can show that
λ = 2lpiτ˜ , and no nontrivial angle variables with λ <
2lpi
τ˜ , for certain l ∈ N \ {0}, where τ˜ is the
number given in (ii). This is a contraction. If Case (iii) happens, then ρ¯ is equal to ρs for any s
and is weakly mixing. The proof is completely independent of any argument in this part, so we
can use the result without causing any confusions. This then leads us to conclude that λ = 0
following the Koopman-von Neumann theorem. This is also a contradiction. Claim (i) follows.
Now assume there exists a nontrivial angle variable with λ = 2piτ˜ and no nontrivial angle
variables with λ < 2piτ˜ for some τ˜ =
τ
k , k ∈ N \ {0}. If the minimum period of the periodic
measure is less than τ˜ , say τ˜∗ < τ˜ . Then from the result in case (ii) that we have proved,
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there is an angle variable with λ = 2lpiτ˜∗ for some l ≥ 1 and no any nontrivial angle variable with
λ < 2lpiτ˜∗ . This is a contradiction with the assumption. The claim that the minimum period of
the period measure is no less than τ˜ is proved.
The very last claim has been already proved in case (iii).
Noting the relation of the eigenvalues of the infinitesimal generator L on the imaginary axis
and the angle variable mentioned above already, we can state the converse part of Theorem 2.32
differently.
Corollary 2.33. Assume the transition probability is stochastically continuous and has a peri-
odic measure {ρs}s∈R of period τ , which is PS-mixing. If the infinitesimal generator L has simple
eigenvalues {2mpiτ i}m∈Z and no other eigenvalues on the imaginary axis, then the period τ is the
minimum period of the periodic measure; if the infinitesimal generator L has simple eigenvalues
{2mpiτ˜ i}m∈Z, where τ˜ = τk for some k ∈ N, k ≥ 1 and no other eigenvalues on the imaginary axis,
then the minimum period of the periodic measure is no less than τ˜ ; if the infinitesimal generator
L has simple eigenvalue {0} and no other eigenvalues on the imaginary axis, then the periodic
measure has no positive minimum period, i.e. the periodic measure is a stationary measure.
We can also present Theorem 2.32 as a sufficient-necessary condition to distinguish random
periodic and stationary regimes.
Theorem 2.34. Assume the transition probability is stochastically continuous and has a periodic
measure {ρs}s∈R of period τ , which is PS-mixing. Then the minimum period of the periodic
measure is τ˜ = τk , for certain k ∈ N \ {0}, if and only if that the infinitesimal generator L has
simple eigenvalues {2lmpiτ i}m∈Z, for some l ∈ N\{0}, and no other eigenvalues on the imaginary
axis. The periodic measure has no positive minimum period if and only if that the infinitesimal
generator L has simple eigenvalue {0}, and no other eigenvalues on the imaginary axis.
Proof. The theorem follows from Theorem 2.32 and Corollary 2.33 easily.
Dropping out the PS-mixing condition, the next theorem says that the PS-ergodicity can be
obtained entirely based on the information of the spectral structure of the infinitesimal generator.
Moreover, the Poincare´ sections can also be defined by the eigenfunctions.
Theorem 2.35. Assume the transition probability is stochastically continuous and has a periodic
measure {ρs}s∈R of period τ .
(i). If the infinitesimal generator L has simple eigenvalues {2mpiτ i}m∈Z, and no other eigen-
values on the imaginary axis, then the periodic measure {ρs}s∈R is PS-ergodic and τ is the mini-
mum period. Moreover, the eigenfunction φ0m corresponding to the eigenvalue, λm =
2mpi
τ i, m =
1, 2, · · · , is given by
φ0m(x) = e
i 2mpi
τ
t, when x ∈ Lt. (2.4.8)
Moreover, the Poincare´ sections are given by the eigenfunction, denoted by φ0, corresponding to
the eigenvalue 2piτ i,
Lt = {x ∈ X : φ0(x) = ei 2piτ t}, for t ∈ R. (2.4.9)
(ii). If the infinitesimal generator L has simple eigenvalues {2mpiτ˜ i}m∈Z, where τ˜ = τl , for
a l ∈ N, and no other eigenvalues on the imaginary axis, then the periodic measure {ρs}s∈R is
PS-ergodic and the minimum period of the invariant measure is at least τ˜ .
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Proof. (i). Let φ0 ∈ L2C(L0, ρ0) satisfy
P (kτ)φ0 = φ0. (2.4.10)
We will prove that φ0 is constant on L0. Denote λ = i
2pi
τ . Set for t ∈ R
φt0(x)
:= eλtP (kτ − t)φ0(x) = eλt
∫
L0
P (kτ − t, x, dy)φ0(y), x ∈ Lt, (2.4.11)
where k is the smallest integer such that kτ ≥ t. It is easy to know that
φτ0(x) = e
λτφ0(x) = φ0(x), x ∈ L0. (2.4.12)
Now by Jensen’s inequality we see that φt0 ∈ L2C(Lt, ρt) for each t. It is easy to notice that
{φt0}t∈R is periodic in t. Moreover, it is noted that for any s, t ≥ 0,
P (s)φt+s0 (x) = e
λ(t+s)P (s)P (kτ − (t+ s))φ0(x)
= eλ(t+s)P (kτ − t)φ0(x)
= eλseλtP (kτ − t)φ0(x)
= eλsφt0(x), x ∈ Lt. (2.4.13)
Define
φ0(x) = φ
t
0(x), for x ∈ Lt, t ∈ R.
Then φ is well-defined on the whole space X and (2.4.13) is equivalent to
P (s)φ0 = e
λsφ0, for all s ≥ 0. (2.4.14)
Thus
Lφ0 = λφ0. (2.4.15)
Now as the eigenvalue λ of L is simple, so there is a unique, up to constant multiplication, φ0
satisfying (2.4.15). However, it is observed that
φ0(x) = φ
t
0(x) = e
λt, for x ∈ Lt, (2.4.16)
clearly satisfies (2.4.14) and (2.4.15). In particular, φ0(x) is constant on L0. Thus, ρ0 is ergodic
with respect to {P (kτ)}k∈N. This means the periodic measure is PS-ergodic. Note that φ0(x)
are different when x is in different Poincare´ sections, and they are constant when x is in a single
Poincare´ section. So Ls ∩ Lt = ∅ when s, t ∈ [0, τ), s 6= t. Thus τ is the minimum period. It is
then obvious that Lt can be constructed as (2.4.9).
Similarly, one can prove that the eigenfunction φ0m corresponding to the eigenvalue, λm =
2mpi
τ i, m = 1, 2, · · · , is given by (2.4.8).
(ii). Similar to the proof in (i), we also assume φ0(x), x ∈ L0 satisfies (2.4.10). Consider
λ = i2piτ˜ . Using the same procedure as above, one can construct the same eigenfunction as
(2.4.16), but with λ given in this part. The eigenfunction also satisfies (2.4.14) and (2.4.15).
In particular, φ0(x) is constant on L0. Thus, ρ0 is ergodic with respect to {P (kτ)}k∈N, so the
periodic measure is PS-ergodic. Note that φ0(x) are different when x is in different Poincare´
sections Lt for 0 ≤ t < τ˜ , and they are constant when x remains in a single Poincare´ section.
So Ls ∩ Lt = ∅ when s, t ∈ [0, τ˜), s 6= t. Thus the minimum period of the periodic measure is at
least τ˜ .
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Remark 2.36. (i) The equivalence of (ib) and (ic), ((iib) and (iic), (iiib) and (iiic)) holds
without assuming ρs being mixing with respect to {P (kτ)}k∈N for each s ∈ R. Thus if one of the
(ib), (iib), (iiib) holds, then the periodic measure {ρs}s∈R is PS-ergodic.
(ii). We now discuss a special case of discrete Markov chains. In the random periodic case
with the minimum period τ ∈ N, it is known that the one step transition probability matrix has
τ simple eigenvalues ei
2mpi
τ , m ∈ {0, 1, · · · , τ − 1} ([31]). They are equally placed on the unit
circle and one of them is 1. While in the stationary and mixing regime, the Perron-Frobenius
Theorem, which is equivalent to the Koopman-von Neumann Theorem when we consider the
corresponding transformation operator, says that the one-step transition probability matrix has
only one simple eigenvalue 1 on the unit circle. As an example, it is not difficult to check that the
transition matrix in Example 2.6 has three eigenvalues on the unit circle, namely {0, e 2pi3 i, e 4pi3 i}.
Our result, which is true in a great generality and is proved by a very different method, agrees
in the Markov chain case with these classical results.
Though the spectral structure was known for periodic Markov chain with finite number of
states, there did not exist an ergodic theory even in this case. This is a bit surprising.
(iii). As far as the infinitesimal generator A is concerned, without quoting detailed condi-
tions, our result simply says that A has infinitely many eigenvalues 2mpiτ , m ∈ Z iff ρs is the
periodic measure with minimal period τ > 0, while Koopman-von Neumann theorem says that
A has only one simple eigenvalue 0 in the stationary and mixing regime.
Proposition 2.37. Assume the transition probability is stochastically continuous and has a
periodic measure {ρs}s∈R of period τ , which is PS-ergodic. Then there exist k ∈ N \ {0},
s, s˜ ∈ [0, τ ], s < s˜, such that τ = k(s˜− s) and τ˜ = s˜− s is the smallest real number τ such that
(2.2.12) holds if and only if there exist s, s˜ ∈ [0, τ ], s < s˜ such that Ls ∩Ls˜ 6= ∅ and Ls ∩Lr = ∅
for any r ∈ (s, s˜).
Proof. Assume there exist s, s˜ ∈ [0, τ ], s < s˜ such that Ls ∩ Ls˜ 6= ∅ and Ls ∩ Lr = ∅ for any
r ∈ (s, s˜). Then by Theorem 2.20, we have ρs˜ = ρs. Thus
ρs+τ˜ = ρs˜ = ρs = ρs+τ , (2.4.17)
where s˜ = s+ τ˜ . Now for any Γ ∈ B(X), by the Chapman-Kolmogorov equation and (2.4.17),
ρs(Γ)
= ρs+τ (Γ)
=
∫
X
P (τ − τ˜ , x,Γ)ρs+τ˜ (dx)
=
∫
X
P (τ − τ˜ , x,Γ)ρs(dx)
= ρs+τ−τ˜ (Γ)
· · ·
= ρs+τ−kτ˜ (Γ),
where k > 0 is an integer (unique) such that 0 ≤ τ−kτ˜ < τ˜ . Thus ρs = ρs+τ−kτ˜ . Note if τ > kτ˜ ,
then s < s + τ − kτ˜ < s + τ˜ = s˜. Because Ls = supp(ρs) = supp(ρs+τ−kτ˜ ) = Ls+τ−kτ˜ , so it
contradicts with the assumption that Ls ∩ Lr = ∅ for any r ∈ (s, s˜). Thus by the contradiction
argument, we conclude that τ = kτ˜ . Note for any s′ ≥ s, Γ ∈ B(X),
ρs′+τ˜ (Γ)
=
∫
X
P (s′ − s, x,Γ)ρs+τ˜ (dx)
Random Periodic Processes, Periodic Measures and Ergodicity 39
=
∫
X
P (s′ − s, x,Γ)ρs(dx)
= ρs′(Γ). (2.4.18)
We now claim that τ˜ > 0 is the smallest number such that (2.4.18) holds. If this is not true,
there exists τ ′ ∈ (0, τ˜) such that for any Γ ∈ B(X),
ρs′+τ ′(Γ) = ρs′(Γ).
Let m be an integer number such that s + mτ˜ ≥ s′. So by the same argument as (2.4.18), we
know
ρs+mτ˜+τ ′ = ρs+mτ˜ = ρs.
But
ρs+mτ˜+τ ′(Γ)
=
∫
X
P (τ ′, x,Γ)ρs+mτ˜ (dx)
=
∫
X
P (τ ′, x,Γ)ρs(dx)
= ρs+τ ′(Γ).
Thus
ρs+τ ′ = ρs.
This again is in contradiction with ρr 6= ρs when s < r < s+ τ˜ . Similar as above we can prove
that when s′ < s, (2.4.18) is also true and τ˜ is the smallest number for such an equality for all
s ∈ R. Thus (ii) is proved.
Conversely, if there exist k ∈ N \ {0}, s, s˜ ∈ [0, τ ], s < s˜, such that τ = k(s˜− s) and τ˜ = s˜− s
is the smallest real number τ such that (2.2.12) holds, it is trivial that there exist s˜, s ∈ [0, τ)
such that τ˜ = s˜− s and Ls = Ls˜. The result then follows from Theorem 2.20.
2.5 Spectral gap and PS-mixing
We further this study here to prove that a spectral gap of the semigroup implies the conver-
gence of the transition probability to the periodic measure along the subsequence {P (kτ)}k∈N
on Poincare´ sections. Under the spectral gap assumption, we obtain that the periodic measure
{ρs}s∈R is PS-mixing and the mixing rate.
Assume em ∈ L2(X, ρ¯(dx)) is the eigenfunction of L with ||em||L2(X,ρ¯(dx))
= 1 corresponding to the eigenvalue λm =
2mpi
τ i on the imaginary axis, for each m ∈ Z. It
is well-known that e0 = 1. Define
Hˆ = span{em,m ∈ Z} ⊂ L2(X, ρ¯(dx)),
and
H˜ = Hˆ⊥ = {f ∈ L2(X, ρ¯(dx)), < f, em >= 0,m ∈ Z},
where < f, g >=< f, g >L2 .
Consider
Qs(kτ) := P (kτ)|Ls : L2(Ls, ρs(dx))→ L2(Ls, ρs(dx)).
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We say the discrete semigroup {P (kτ)}k∈N, has spectral gap or is of exponential contraction on
the Poincare´ section Ls if there exists a δ > 0 such that
lim
k→∞
1
kτ
ln ||Qs(kτ)|H˜||s < −δ < 0, (2.5.1)
where ||Qs(kτ)||s is the operator norm of Qs(kτ) on L(L2(Ls, ρs(dx)) ∩ H˜).
We prove the following result.
Proposition 2.38. Assume the Markovian semigroup {P (t)}t≥0, has a periodic measure {ρs}s∈R
of period τ > 0, and the corresponding infinitesimal operator L has simple eigenvalues λm =
2mpi
τ i,m ∈ Z only on the imaginary axis. If the semigroup {P (kτ)}k∈N, has a spectral gap on
the Poincare´ section L0, then the invariant measure ρ0 of {P (kτ)}k∈N is mixing and for any
f ∈ L2(X, ρ¯(dx)), we have that for a.e. s ≥ 0, k ∈ N,
||P (kτ + s)f −
∫
Ls
f(x)ρs(dx)||L2(L0,ρ0(dx)) ≤ e−δkτ ||f ||L2(Ls,ρs(dx)). (2.5.2)
Moreover, if the semigroup {P (kτ)}k∈N, has a spectral gap on each Poincare´ section Lt for
t ∈ [0, τ), then the periodic measure {ρs}s∈R is PS-mixing, has minimum period τ and for any
f ∈ L2(X, ρ¯(dx)), k ∈ N,∫
X
|1
τ
∫ (k+1)τ
kτ
P (t)f(x)dt−
∫
X
f(x)ρ¯(dx)|ρ¯(dx) ≤ e−δkτ ||f ||L2(X,ρ¯(dx)). (2.5.3)
Proof. By the spectral gap assumption of the semigroup P (t) on the Poincare´ section L0, it
is easy to see that ρ0 as the invariant measure of {P (kτ)}k∈N on L0 is mixing, and for any
f ∈ H˜ ∩ L2(L0, ρ0(dx))
||P (kτ)f ||L2(L0,ρ0(dx)) ≤ e−δkτ ||f ||L2(L0,ρ0(dx)). (2.5.4)
For any f ∈ L2(X, ρ¯(dx)), it is easy to see that f ∈ L2(Ls, ρs(dx)) for a.e. s ∈ [0, τ). Consider
for any fixed t, s ∈ [0, τ) and f ∈ L2(Lt+s, ρt+s(dx)), note
||P (s)f ||L2(Lt,ρt(dx))
=
[∫
Lt
(
∫
X
P (s, x, dy)f(y))2ρt(dx)
] 1
2
≤
[∫
Lt
∫
X
P (s, x, dy)f2(y)ρt(dx)
] 1
2
=
[∫
Lt+s
f2(y)ρt+s(dy)
] 1
2
= ||f ||L2(Lt+s,ρt+s(dx)). (2.5.5)
so P (s)f ∈ L2(Lt, ρt(dx)) and there exist P̂ (s)f ∈ Hˆ and P˜ (s)f ∈ H˜ such that
P (s)f = P̂ (s)f + P˜ (s)f.
Here
P̂ (s)f =
∑
m∈Z
< em, P (s)f > em.
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By (2.5.4), we derive that for any f ∈ L2(Ls, ρs(dx)),
||P (kτ)[P (s)f − P̂ (s)f ]||L2(L0,ρ0(dx))
≤ e−δkτ ||P (s)f − P̂ (s)f ||L2(L0,ρ0(dx)). (2.5.6)
Note that for any k ∈ N, s ≥ 0,
P (kτ)P̂ (s)f
=
∑
m∈Z
< em, P (s)f > e
2mpi
τ
kτiem
=
∑
m∈Z
< em, P (s)f > em
= P̂ (s)f. (2.5.7)
That is to say that P̂ (s)f is an eigenfunction of P (kτ) corresponding to eigenvalue 1. By
Theorem 2.32, ρ0 is an ergodic invariant measure with respect to {P (kτ)}k∈N, on L0, so P̂ (s)f
is constant on L0 by Theorem 3.2.4 in [15].
Moreover, from (2.5.6) and (2.5.7), we have
||P (kτ + s)f − P̂ (s)f ||L2(L0,ρ0(dx))
≤ e−δkτ ||P (s)f − P̂ (s)f ||L2(L0,ρ0(dx))
≤ e−δkτ ||P (s)f ||L2(L0,ρ0(dx))
≤ e−δkτ ||f ||L2(Ls,ρs(dx)). (2.5.8)
Now note that P̂ (s)f is constant on L0, so by Jensen’s inequality and (2.5.8), we have∫
L0
(P (kτ + s)f)(x)ρ0(dx)→ P̂ (s)f,
as k →∞. However, by Fubini theorem and (2.2.12),∫
L0
(P (kτ + s)f)(x)ρ0(dx) =
∫
Ls
f(x)ρs(dx).
Thus P̂ (s)f =
∫
Ls
f(x)ρs(dx) and so (2.5.2) holds for any f ∈ L2(Ls, ρs(dx)).
If the semigroup {P (kτ)}k∈N has spectral gap on each Pincare´ section, it is easy to see that
the periodic measure {ρs}s∈R is PS-mixing. Similarly, (2.5.2) holds for f ∈ L2(Lt+s, ρt+s(dx))
i.e. ∫
Lt
[P (kτ + s)f(x)−
∫
Ls+t
f(x)ρt+s(dx)]
2ρt(dx)
≤ e−2δkτ ||f ||2L2(Lt+s,ρt+s(dx)). (2.5.9)
But for any f ∈ L2(X, ρ¯(dx)), we know f ∈ L2(X, ρt(dx)) for a.e. t. In particular we have (2.5.9)
for a.e. t ∈ [0, τ). In particular ρt is mixing with respect to {P (kτ)}k∈N on Lt. So it follows
from applying Fubin’s theorem, Jensen’s inequality and (2.5.9) that∫
X
∣∣∣∣∣1τ
∫ (k+1)τ
kτ
P (s)f(x)ds−
∫
X
f(x)ρ¯(dx)
∣∣∣∣∣ ρ¯(dx)
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=
∫
X
∣∣∣∣1τ
∫ τ
0
P (kτ + s)f(x)ds− 1
τ
∫ τ
0
∫
X
f(x)ρs(dx)ds
∣∣∣∣ ρ¯(dx)
≤ 1
τ2
∫ τ
0
∫
X
∫ τ
0
∣∣∣∣P (kτ + s)f(x)− ∫
X
f(x)ρs+t(dx)
∣∣∣∣ dsρt(dx)dt
=
1
τ2
∫ τ
0
∫ τ
0
∫
X
∣∣∣∣P (kτ + s)f(x)− ∫
X
f(x)ρs+t(dx)
∣∣∣∣ ρt(dx)dsdt
=
1
τ2
∫ τ
0
∫ τ
0
[∫
X
∣∣∣∣P (kτ + s)f(x)− ∫
X
f(x)ρs+t(dx)
∣∣∣∣2 ρt(dx)
] 1
2
dsdt
≤ 1
τ
∫ τ
0
e−δkτ ||f ||L2(Lt,ρt(dx))dt
≤ e−δkτ ||f ||L2(X,ρ¯(dx)).
The proof is completed.
Theorem 2.39. Assume the same conditions as in Proposition 2.38. Then the periodic measure
is ergodic and for any Γ ∈ B(X),∫
Rd
|1
τ
∫ (k+1)τ
kτ
P (s, x,Γ)ds− ρ¯(Γ)|ρ¯(dx) ≤ e−δkτ . (2.5.10)
Proof. The result follows from taking f = IΓ, where Γ ∈ B(Rd) in (2.5.3). Thus Condition A
is satisfied with exponential convergence and so the periodic measure is ergodic from Lemma
2.18.
Theorems 2.34, 2.35, 2.38 have some significant implications to the study of stochastic differ-
ential equations, stochastic partial differential equations and their connections with spectral anal-
ysis of their generators. The spectrums of the semigroup/generator on the unit circle/imaginary
axis determines the ergodicity of the periodic measure by Theorem 2.35. With more information
on the spectral gap of the semigroup, we obtain the PS-mixing property. Then we use the Theo-
rem 2.34, together with the spectrums of the semigroup/generator on the unit circle/imaginary
axis again to estimate the minimum period of the periodic measure.
We only pour lights here to demonstrate the above implication by considering, as an example,
the SDEs on Rd and connection with spectrum of the corresponding second order differential
operator as its generator. Consider the following SDEs on Rd:
dx(t) = b(x(t))dt+ σ(x(t))dW (t), x(0) = x, (2.5.11)
where b ∈ C2(Rd,Rd), σ ∈ C2(Rd, L(Rd,Rd)), W is a d-dimensional Brownian motion on a
probability space (Ω,F , P ). Assume (2.5.11) has a unique solution x(t, x) with initial condition
x(0, x) = x. It is well-known that the semigroup associated the diffusion process is given by
P (t)φ(x) = Eφ(x(t, x)),
where φ ∈ Bb(Rd).
Assume the semigroup P (t) has a periodic measure {ρs}s∈R with period τ > 0. Let ρ¯ =
1
τ
∫ τ
0 ρsds. This is the invariant measure of P (t). It is easy to see that P (t) is a contraction
semigroup on L2(Rd, dρ¯) as by Jensen’s inequality, the Fubini theorem and the identity (2.2.13)
for ρ¯,
||P (t)φ||L2(Rd,dρ¯)
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=
[∫
Rd
(
∫
Rd
P (t, x, dy)φ(y))2ρ¯(dx)
] 1
2
≤
[∫
Rd
∫
Rd
P (t, x, dy)φ2(y)ρ¯(dx)
] 1
2
=
[∫
Rd
∫
Rd
ρ¯(dx)P (t, x, dy)φ2(y)
] 1
2
=
[∫
Rd
ρ¯(dy)φ2(y)
] 1
2
= ||φ||L2(Rd,dρ¯).
It is well-known that the generator of P (t) is given by
L = 1
2
d∑
i,j=1
(σ(x)σ∗(x))ij
∂2
∂xi∂xj
+
d∑
i=1
bi(x)
∂
∂xi
, (2.5.12)
with domain
D(L) = H1(Rd, ρ¯(dx))
= {φ : Rd → R1,
∫
Rd
|φ(x)|2ρ¯(dx) +
∫
Rd
|Dφ(x)|2ρ¯(dx) <∞}.
The contractility of P (t) implies that all the spectra of L have nonpositive real parts. Moreover
from Theorem 2.32, we know that there is a τ > 0 which is the minimum period of the periodic
measure iff the differential operator L given by (2.5.12) has infinite many simple eigenvalues
{2mpiτ˜ i}m∈Z for some τ˜ > 0, and no other eigenvalues on the imaginary axis. Otherwise, if
a positive minimum period does not exist, then L has only one simple eigenvalue 0, and no
other eigenvalues on the imaginary axis. In this case, the periodic measure is degenerated to an
invariant measure. In both cases, all other spectra of L has negative real parts.
The result that the differential operator L has a simple eigenvalue 0 with a spectral gap of all
other spectra from 0 implies the mixing of the invariant measure is of fundamental importance
in the ergodic theory of random dynamical systems in the stationary regime. It has been subject
to intensive studies in the literature (c.f. [9],[66]). The equivalence of the spectral result with
the periodic measure obtained in this paper was not known before. In this paper we do not
intend to give the detailed spectral analysis of the differential operator in the case of existence
of periodic measure and leave it for future investigations.
Assume the operator L in L2(Rd, ρ¯(dx)) has simple eigenvalues {2mpiτ i}m∈N only on the
imaginary axis, then the periodic measure is ergodic. Now we further assume that there exists
a constant δ > 0 at the bottom of the real parts of the spectra of L on H˜ i.e.
δ = inf{Re(σ(−L)) on H˜} > 0. (2.5.13)
This is the spectral gap between the eigenvalues on the imaginary axis and the other part of the
spectrum of the differential operator L.
An interesting problem is to investigate whether or not the spectral gap assumption of the
corresponding differential operator implies the spectral gap assumption of the semigroup on
Poincare´ sections.
Many interesting results on the equivalence of the spectra of the semigroup P (t) and the
spectra of the corresponding differential operator (spectral mapping theorem) have been obtained
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in [20] when the semigroup satisfies certain conditions e.g. eventually norm-continuity condition.
But in the random periodic case, on the whole space, this kind of conditions may not be satisfied
due to the degeneracy of the operator. However, on each Poincare´ section, this kind of spectral
mapping result may still hold. But no definite result is known and the problem appears to be
complex. It certainly deserves more future studies. We end up this section by remarking that
when the differential operator L is self-adjoint in the space L2(Rd, ρ¯(dx)), then L does not have
any imaginary eigenvalues on the imaginary axis other than 0. Thus according to Theorem
2.32, the periodic measure is a degenerated to stationary measure. In this case, the spectral
mapping result holds. It is known that if the differential operator L has a spectral gap, then
the stationary measure is mixing.
2.6 Construction of random periodic paths from a periodic measure
In general, with the original probability space, similar to the case that an invariant measure
does not give a stationary process, neither a periodic measure gives a random periodic path. In
the following, an enlarged probability space and an extended random dynamical system will be
constructed such that on the enlarged probability space, a pull-back flow is a random periodic
path of the extended random dynamical system. This construction is much more demanding
than constructing the periodic measure from a random periodic path.
Now we consider a Markovian random dynamical system. If it has a periodic measure on
(X,B(X)), then we can construct a periodic measure on the product measurable space (Ω ×
X,F ⊗ B(X)). Here we use Crauel’s construction of invariant measures on the product space
from invariant measures of transition semigroup on phase space.
Theorem 2.40. Assume the Markovian random dynamical system Φ has a periodic measure
ρ : R→ P(X) on (X,B(X)). Then for any s ∈ R
(µs)ω := lim
n→∞Φ(nτ + s, θ(−nτ − s)ω)ρ0, (2.6.1)
exists. Let
µs(dx, dω) = (µs)ω(dx)× P (dω).
Then µs is a periodic measure on the product measurable space (Ω × X,F ⊗ B(X)) for Φ and
E(µs)· = ρs, s ∈ R.
Proof. First note that if ρs is a periodic measure on (X,B(X)), by Definition 2.11, we have for
any n ∈ N
P ∗(nτ)ρ0 = ρnτ = ρ0.
This means that ρ0 is a forward invariant measure under P
∗(nτ), n ∈ N. By Crauel [11, 12],
we know that the following limit exists
(µ0)ω := lim
n→∞Φ(nτ, θ(−nτ)ω)ρ0.
By cocycle property of Φ, we have that for any B ∈ B(X) for any s ∈ R+,
lim
n→∞Φ(nτ + s, θ(−nτ − s)ω)ρ0(B)
= lim
n→∞(Φ(s, θ(−s)ω) ◦ Φ(nτ, θ(−nτ)θ(−s)ω)ρ0)(B)
= lim
n→∞(Φ(nτ, θ(−nτ)θ(−s)ω)ρ0)(Φ(s, θ(−s)ω)
−1B)
= (µ0)θ(−s)ω(Φ(s, θ(−s)ω)−1B)
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= Φ(s, θ(−s)ω)(µ0)θ(−s)ω(B)
= : (µs)ω(B). (2.6.2)
When s ∈ R−, we can also obtain that the above limit still exists by decomposing s = −mτ+s0,
s0 ∈ [0, τ), and considering
lim
n→∞Φ(nτ + s, θ(−nτ − s)ω)ρ0(B)
= lim
n→∞(Φ(s+mτ, θ(−(s+mτ))ω)
◦Φ((n−m)τ, θ(−(n−m)τ)θ(−(s+mτ))ω)ρ0)(B)
= : (µs)ω(B).
Now, from the cocycle property and (2.6.1) and the argument of taking limits in (2.6.2), we
know that for t ∈ R+,
Φ(t, ω)(µs)ω
= lim
n→∞Φ(t, ω) ◦ Φ(nτ + s, θ(−nτ − s)ω)ρ0
= lim
n→∞Φ(nτ + t+ s, θ(−nτ − t− s)θ(t)ω)ρ0
= (µt+s)θ(t)ω. (2.6.3)
It follows that for any A ∈ F ⊗ B(X), by (2.2.6) and (2.6.3), for t ∈ R+
(Θ¯(t)µs)(A)
=
∫
Ω
(µs)ω((Θ¯
−1
t (A))ω)P (dω)
=
∫
Ω
(µs)ω(Φ
−1(t, ω)Aθ(t)ω)P (dω)
=
∫
Ω
(Φ(t, ω)(µs)ω)(Aθ(t)ω)P (dω)
=
∫
Ω
(µt+s)θ(t)ω(Aθ(t)ω)P (dω)
=
∫
Ω
(µt+s)ω(Aω)P (dω)
= µt+s(A).
Moreover, it is easy to see that
(µs+τ )ω = lim
n→∞Φ((n+ 1)τ + s, θ(−(n+ 1)τ − s)ω)ρ0 = (µs)ω,
so
µs+τ = µs.
Then µ. is a periodic measure on the product measurable space (Ω× X,F ⊗ B(X)) for Φ.
Next let us prove for any B ∈ B(X), s ∈ R, E(µs)ω(B) = ρs(B). First, we will show that for
any B ∈ B(X), E(µ0)ω(B) = ρ0(B). In fact, by the Lebesgue’s dominated convergence theorem,
the Fubini theorem and measure preserving property of θ,
E(µ0)ω(B)
=
∫
Ω
lim
n→∞Φ(nτ, θ(−nτ)ω)ρ0(B)P (dω)
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= lim
n→∞
∫
Ω
ρ0(Φ(nτ, θ(−nτ)ω)−1(B))P (dω)
= lim
n→∞
∫
Ω
∫
X
IΦ(nτ,θ(−nτ)ω)−1B(x)dρ0(x)P (dω)
= lim
n→∞
∫
X
∫
Ω
IΦ(nτ,θ(−nτ)ω)−1B(x)P (dω)dρ0(x)
= lim
n→∞
∫
X
∫
Ω
IB(Φ(nτ, θ(−nτ)ω)x)P (dω)dρ0(x)
= lim
n→∞
∫
X
P (nτ, x,B)dρ0(x)
= ρ0(B).
Similarly and also applying the above result, we have for s ∈ R+,
E(µs)ω(B)
=
∫
Ω
lim
n→∞Φ(s+ nτ, θ(−s− nτ)ω)ρ0(B)P (dω)
= lim
n→∞
∫
X
∫
Ω
1B(Φ(s+ nτ, θ(−s− nτ)ω)x)P (dω)ρ0(dx)
= lim
n→∞
∫
X
P (s+ nτ, x,B)dρ0(x)
= lim
n→∞
∫
X
∫
X
P (s, y,B)P (nτ, x, dy)ρ0(dx)
= lim
n→∞
∫
X
P (s, y,B)
∫
X
P (nτ, x, dy)ρ0(dx)
=
∫
X
P (s, y,B)dρ0(dy)
= ρs(B).
If s ∈ R−, there exists m ∈ Z+, s0 ∈ [0, τ) such that s = −mτ + s0. So
E(µs)ω(B)mn→∞Φ(s0 + (n−m)τ, θ(−s0 − (n−m)τ)ω)ρ0(B)P (dω)
= lim
n→∞
∫
X
∫
Ω
1B(Φ(s0 + (n−m)τ, θ(−s0 − (n−m)τ)ω)x)P (dω)ρ0(dx)
= lim
n→∞
∫
X
P (s0 + (n−m)τ, x,B)dρ0(x)
= lim
n→∞
∫
X
∫
X
P (s0, y, B)P ((n−m)τ, x, dy)ρ0(dx)
= lim
n→∞
∫
X
P (s0, y, B)
∫
X
P ((n−m)τ, x, dy)ρ0(dx)
=
∫
X
P (s0, y, B)ρ0(dy)
= ρs0(B)
= ρs+mτ (B)
= ρs(B).
In summary, we proved the last claim of the theorem for all s ∈ R.
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We assume that the cocycle Φ generates a periodic probability measure µ on the product
measurable space (Ω¯, F¯). The following observation of an extended probability space, a random
dynamical system and the correct construction of an invariant measure µˆ are key to the proof
of the following theorem, which enables us to construct periodic paths from periodic measures.
Set Iτ = [0, τ) of the additive modulo τ , B(Iτ ) = {∅, Iτ}, Ωˆ = Iτ ×Ω×X, Fˆ = B(Iτ )⊗F ⊗
B(X), ωˆ = (s, ω, x) ∈ Ωˆ. Define the skew product Θˆ : R+ × Ωˆ→ Ωˆ as
Θˆ(t)ωˆ
= (s+ t mod τ, θ(t)ω,Φ(t, ω)x)
= (s+ t− [s+ t
τ
]τ, θ(t)ω,Φ(t, ω)x), t ∈ R+. (2.6.4)
Theorem 2.41. Assume that a random dynamical system Φ generates a periodic probability
measure µ on the product measurable space (Ω × X,F ⊗ B(X)). Then a measure µˆ on the
measurable space (Ωˆ, Fˆ) defined by,
µˆ(Iτ ×A) = 1
τ
∫ τ
0
µs(A)ds, µˆ(∅ ×A) = 0, (2.6.5)
for any A ∈ F ⊗ B(X), is a probability measure and Θˆ(t) : Ωˆ→ Ωˆ defined by (2.6.4) is measure
µˆ-preserving, and
Θˆ(t1)Θˆ(t2) = Θˆ(t1 + t2), for any t1, t2 ∈ R+. (2.6.6)
If we extend Φ to a map over the metric dynamical system (Ωˆ, Fˆ , µˆ, (Θˆ(t))t∈R+) by
Φˆ(t, ωˆ) = Φ(t, ω), t ∈ R+, (2.6.7)
then Φˆ is a RDS on X over Θˆ and has a random periodic path Yˆ : R+ × Ωˆ→ X constructed as
follows: for any ωˆ∗ = (s, ω∗, x∗(ω∗)) ∈ Ωˆ,
Yˆ (t, ωˆ∗) := Φ(t+ s, θ(−s)ω∗)x∗(θ(−s)ω∗), t ∈ R+. (2.6.8)
Proof. It is easy to see that the proof of (2.6.6) is a matter of straightforward computations and
µˆ is a probability measure. To verify Θˆ(t)µˆ = µˆ, for any t ∈ R+, first using (2.2.2) and a similar
argument as (2.2.8), we have that for any t ∈ [0, τ),
Θˆ(t)µˆ(Iτ ×A)
=
1
τ
∫ τ
0
µs(Θ¯
−1(t)A)ds
=
1
τ
∫ τ
0
µs+t(A)ds
=
1
τ
∫ τ
0
µs(A)ds
= µˆ(Iτ ×A).
It is trivial to note that Θˆ(t)µˆ(∅ × A) = µˆ(∅ × A). So Θˆ(t) is µˆ-preserving for t ∈ [0, τ). This
can be easily generalised to any t ∈ R+ using the group property of Θˆ. Moreover, it is trivial to
see that Φˆ is a cocycle on X over Θˆ. Again, the construction of Yˆ given by (2.6.8) is key to the
proof, from which the actual proof itself is quite straightforward. In fact, for ωˆ = (s, ω, x), we
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have Yˆ (t, ωˆ) = Φ(t+ s, θ(−s)ω)x. Moreover, for any r, t ∈ R+, we have by the cocycle property
that
Φˆ(r, Θˆ(t)ωˆ)Yˆ (t, ωˆ)
= Φ(r, θ(t)ω)Φ(t+ s, θ(−s)ω)x
= Φ(r + t+ s, θ(−s)ω)x = Yˆ (r + t, ωˆ). (2.6.9)
Note that Θˆ(τ)ωˆ = (s, θ(τ)ω,Φ(τ, ω)x), so we have by the cocycle property
Yˆ (t, Θˆ(τ)ωˆ)
= Φ(t+ s, θ(τ − s)ω)Φ(τ, θ(−s)ω)x
= Φ(t+ s+ τ, θ(−s)ω)x = Yˆ (τ + t, ωˆ). (2.6.10)
The proof is completed.
Remark 2.42. It is not clear how to extend the definition of Y to R− in general. However, if
the cocycle Φ(t, ω) : X → X is invertible for any t ∈ R+ and ω ∈ Ω, for instance in the case of
SDEs in a finite dimensional space with some suitable conditions, it is obvious to extend Y to
R−.
One implication of Theorems 2.40 and 2.41 is that starting from a periodic measure ρs ∈
P(X), ρs+τ = ρs, s ∈ R. one can construct a (enlarged) probability space (Ωˆ, Fˆ , µˆ) and an
extended random dynamical system, with which the pull-back of the random dynamical system
is a random periodic path. In the following we will prove that the transition probability of
Φˆ(t, ωˆ)x is actually the same as P (t, x, ·) and the law of the random periodic solution Yˆ is ρs,
i.e.
Lˆ(Yˆ (s, ·)) = ρs, for any s ∈ R+.
We call Yˆ a random periodic process as its law is periodic.
In the following, by Eˆ we denote the expectation on (Ωˆ, Fˆ , µˆ).
Lemma 2.43. Assume ρs is a periodic measure of a Markovian random dynamical system Φ.
Let the metric dynamical system (Ωˆ, Fˆ , µˆ, (Θˆ(t))t∈R+), the extended random dynamical system
Φˆ and the random periodic process Yˆ be defined in Theorem 2.41. Then for any B ∈ B(X)
µˆ{ωˆ : Yˆ (t, ωˆ) ∈ B} = ρt(B),
and
Pˆ (t, y, B) = µˆ{ωˆ : Φˆ(t, ωˆ)y ∈ B} = P (t, y, B).
Thus ρ· is a periodic measure of Φˆ as well.
Proof. Note in (2.6.5), for any A ∈ F ⊗ B(X), by the periodicity of µs and measure preserving
property of θ,
µˆ(Iτ ×A)
=
1
τ
∫ τ
0
µs(A)ds
=
1
τ
∫ τ
0
µ−s(A)ds
=
1
τ
∫ τ
0
∫
Ω
(µ−s)ω(Aω)P (dω)ds
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=
1
τ
∫ τ
0
∫
Ω
(µ−s)θ(−s)ω(Aθ(−s)ω)P (dω)ds.
From the proof of Theorem 2.41, we know that, for any ωˆ = (s, ω, x),
Yˆ (t, ωˆ) = Φ(t+ s, θ(−s)ω)x,
is a random periodic process on the probability space (Ωˆ, Fˆ , µˆ, (Θˆ(t))t∈R+). Then for any t ∈ R+
and B ∈ B(X), by (2.6.3) and definition of Yˆ ,
µˆ(ωˆ : Yˆ (t, ωˆ) ∈ B)
=
∫
Ωˆ
IB(Yˆ (t, ωˆ))µˆ(dωˆ)
=
1
τ
∫ τ
0
∫
Ω
∫
X
IB(Yˆ (t, ωˆ))(µ−s)θ(−s)ω(dx)P (dω)ds
=
1
τ
∫ τ
0
∫
Ω
∫
X
IB(Φ(t+ s, θ(−s)ω)x)(µ−s)θ(−s)ω(dx)P (dω)ds
=
1
τ
∫ τ
0
∫
Ω
∫
X
IB(y)[Φ(t+ s, θ(−s)ω)(µ−s)θ(−s)ω](dy)P (dω)ds
=
1
τ
∫ τ
0
∫
Ω
∫
X
IB(y)(µt)θ(t)ω(dy)P (dω)ds
= E[(µt)θ(t)·(B)] = E[(µt)·(B)]
= ρt(B).
Now we consider Φˆ(t, ωˆ) = Φ(t, ω), the extended random dynamical system on X over the
probability space (Ωˆ, Fˆ , µˆ). For any y ∈ X, note again ωˆ = (s, ω, x),
Pˆ (t, y, B)
= µˆ(ωˆ : Φˆ(t, ωˆ)y ∈ B)
=
∫
Ωˆ
[IB(Φˆ(t, ωˆ)y)]µˆ(dωˆ)
=
1
τ
∫ τ
0
∫
Ω
∫
X
IB(Φˆ(t, ωˆ)y)(µs)ω(dx)P (dω)ds
=
1
τ
∫ τ
0
∫
Ω
∫
X
IB(Φ(t, ω)y)(µs)ω(dx)P (dω)ds
=
∫
Ω
IB(Φ(t, ω)y)P (dω)
= P (t, y, B).
The last claim follows easily from the above two results already proved.
2.7 Law of large numbers
Now we start to study the mean ergodic theorem. For this, we first study the weak law of
large numbers (WLLN) for the random periodic process. We will use a WLLN for sequences
of dependent random variables with long range decay covariance. This result can be found in
Exercise 2.2.2 in [17].
Lemma 2.44. (WLLN) Let Xn be a sequence of identical distributed variables and Sn :=∑n
i=1Xi denote the n-th partial sum of Xn. Assume that cov(Xi, Xj) ≤ r(i − j) for j ≤ i
with r(k)→ 0 as k →∞. Then for any  > 0,
lim
n→∞P (|
Sn
n
− EX1| > ) = 0.
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Instead of considering the whole interval [0, T ], we can sometimes consider a ”window” in
the first period [0, τ), and identical copies of the window in the subsequent periods. We will
prove the SLLN in those windows. The case of continuous internal [0, T ] (T → ∞) is a special
case of the results that we will prove here. For this, let F0 ⊂ [0, τ) be a given Borel set on R1
with Lebesgue measure m(F0) > 0 and for k = 0, 1, 2, · · · ,
Fk := {t = kτ + t0 : t0 ∈ F0}, GN := ∪N−1k=0 Fk and G∞ := ∪∞k=0Fk. (2.7.1)
Consider:
Condition B: The Markovian cocycle Φ : R+×Ω×X→ X has a periodic measure ρ : R→ P(X)
and for any B ∈ B(X),
r(k) :=
∫
X
∣∣∣ 1
m(F0)
∫
Fk
(P (s, y,B)− ρs(B))ds
∣∣∣ρ0(dy)→ 0, (2.7.2)
as k →∞. Here Fk, k = 0, 1, 2, · · · , are defined by (2.7.1).
We will prove that strong law of large numbers follows from Condition B. This is also known
as the mean ergodic theorem. Note Condition B is somehow stronger than Condition A. It is
satisfied under the spectral gap assumption (Theorem 2.38). Moreover Condition B also holds
under the strong Feller and irreducible assumption, which can be seen from the proof of Theorem
2.26 for x ∈ L0 and Lebesgue’s dominated convergence theorem.
Now we consider the law of large numbers. Define for any B ∈ B(X),
Jˆk := Eˆ
[( 1
m(F0)
∫
Fk
(IB(Yˆ (t, ·))− ρs(B))ds
)
( 1
m(F0)
∫
F0
(IB(Yˆ (t, ·))− ρs(B))ds
)]
,
where Yˆ is a random periodic process. We have:
Lemma 2.45. Assume the semigroup transition probability P (t, x, ·) and periodic measure{ρs}s∈R
satisfy Condition B. Then the random periodic process Yˆ which is given in Theorem 2.41 has
decay correlation between intervals in different periods, i.e.
|Jˆk| → 0, as k →∞.
Proof. When k ≥ 1, note when kτ ≤ t < (k + 1)τ ,
Yˆ (t, ωˆ) = Φˆ(t− τ, Θˆ(τ)ωˆ)Yˆ (τ, ωˆ).
Then taking the conditional expectation and using Lemma 2.43, for k ≥ 1,
Jˆk
= Eˆ
[
Eˆ
[ 1
m(F0)
∫
Fk
(IB(Φˆ(t− τ, Θˆ(τ)·)Yˆ (τ, ·))− ρt(B))dt|Fˆτ−∞
]
·
( 1
m(F0)
∫
F0
(IB(Yˆ (t, ·))− ρt(B))dt
)]
= Eˆ
( 1
m(F0)
∫
Fk
(P (t− τ, Yˆ (τ, ·), B)− ρt(B))dt
)
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·
( 1
m(F0)
∫
F0
(IB(Yˆ (t, ·))− ρt(B))dt
)
.
So by Condition B,
|Jˆk|
≤ Eˆ
∣∣∣ 1
m(F0)
∫
Fk
(P (t− τ, Yˆ (τ, ·), B)− ρt(B))dt
∣∣∣
=
∫
X
∣∣∣ 1
m(F0)
∫
Fk
(P (t− τ, y, B)− ρt(B))dt
∣∣∣µˆ(ωˆ : Yˆ (τ, ωˆ) ∈ dy)
=
∫
X
∣∣∣ 1
m(F0)
∫
Fk
(P (t− τ, y, B)− ρt(B))dt
∣∣∣ρ0(dy)
→ 0,
as k →∞.
Then we can prove the weak law of large numbers.
Lemma 2.46. (WLLN) Assume the same condition as in Lemma 2.45. Then the random
periodic process Yˆ constructed in Theorem 2.41 and its law ρ· satisfy WLLN, i.e. as N →∞,
1
m(GN )
∫
GN
IB(Yˆ (t, ωˆ))dt→ 1
m(F0)
∫
F0
ρt(B)dt
in probability.
Proof. Define
ξˆk(ωˆ) :=
1
m(F0)
∫
Fk
IB(Yˆ (t, ωˆ))dt.
Then for any m > n, from the measure preserving property of Θˆ and the random periodicity of
Yˆ , we have
Jmn
:= cov(ξˆm, ξˆn)
= E
[( 1
m(F0)
∫
Fm
IB(Yˆ (s, ·))ds− 1
m(F0)
∫
F0
ρs(B)ds
)
·
( 1
m(F0)
∫
Fn
IB(Yˆ (s, ·))ds− 1
m(F0)
∫
F0
ρs(B)ds
)]
= E
[( 1
m(F0)
∫
Fm
IB(Yˆ (s, Θˆ(−nτ)·))ds− 1
m(F0)
∫
F0
ρs(B)ds
)
·
( 1
m(F0)
∫
Fn
IB(Y (s, Θˆ(−nτ)·))ds− 1
m(F0)
∫
F0
ρs(B)ds
)]
= E
[( 1
m(F0)
∫
Fm
IB(Yˆ (s− nτ, ·))ds− 1
m(F0)
∫
F0
ρs(B)ds
)
·
( 1
m(F0)
∫
Fn
IB(Yˆ (s− nτ, ·))ds− 1
m(F0)
∫
F0
ρs(B)ds
)]
:= E
[( 1
m(F0)
∫
Fm−n
IB(Yˆ (s, ·))ds− 1
m(F0)
∫
F0
ρs(B)ds
)
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·
( 1
m(F0)
∫
F0
IB(Yˆ (s, ·))ds− 1
m(F0)
∫
F0
ρs(B)ds
)]
. (2.7.3)
So by Lemma 2.45, |Jˆmn| ≤ r(m − n − 1), when m > n. It is easy to know that when m = n,
|Jˆnn| ≤ 1. On the other hand,
1
m(GN )
∫
GN
IB(Yˆ (s, ωˆ))ds
=
1
N
1
m(F0)
N−1∑
m=0
∫
Fm
IB(Yˆ (s, ωˆ))ds
=
1
N
N−1∑
m=0
ξˆm(ωˆ).
Thus by Lemma 2.44, we have
1
m(GN )
∫
GN
IB(Yˆ (t, ωˆ))dt→ Eˆξˆm(·) = 1
m(F0)
∫
F0
ρt(B)dt,
in probability as N →∞.
Now we can prove the SLLN theorem for random periodic processes/periodic measures.
Theorem 2.47. (SLLN) Assume the same conditions as in Lemma 2.45. Then as R 3 T →∞,
1
m([0, T ) ∩G∞)
∫
[0,T )∩G∞
IB(Yˆ (t, ωˆ))dt→ 1
m(F0)
∫
F0
ρt(B)dt a.s. (2.7.4)
In particular, if Condition B holds for F0 = [0, τ), then as T →∞,
1
T
∫ T
0
IB(Yˆ (t, ωˆ))dt→ ρ¯(B) a.s. (2.7.5)
Proof. It suffices to note from (2.6.10) that
ξˆm(ωˆ)
=
1
m(F0)
∫
Fm
IB(Yˆ (t−mτ, Θˆ(mτ)ωˆ))dt
=
1
m(F0)
∫
F0
IB(Yˆ (t, Θˆ(mτ)ωˆ))dt
= ξˆ0(Θˆ(mτ)ωˆ).
Then by Birkhoff’s ergodic theorem, there exists ξ∗(ω) such that
1
m(GN )
∫
GN
IB(Yˆ (s, ωˆ))ds
=
1
N
N−1∑
m=0
ξm(ωˆ)
=
1
N
N−1∑
m=0
ξ0(Θˆ(mτ)ωˆ)
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→ ξ∗(ωˆ) a.s., (2.7.6)
as N → ∞. On the other hand, by Lemma 2.46, the left hand side of (2.7.6) converges to
1
m(F0)
∫
F0
ρs(B)ds in probability. So there exist a subsequence Nk → ∞, as k → ∞, such that
as k →∞,
1
m(GNk)
∫
GNk
IB(Yˆ (s, ωˆ))ds→ 1
m(F0)
∫
F0
ρs(B)ds a.s.
Thus
1
m(F0)
∫
F0
ρs(B)ds = ξ
∗(ωˆ) a.s.
That is to say as integer sequence N →∞,
1
m(GN )
∫
GN
IB(Y (s, ωˆ))ds→ 1
m(F0)
∫
F0
ρs(B)ds a.s.
By a standard argument, we can get the result for T → +∞.
In the following we can prove that (2.7.4) ((2.7.5) as well) can be represented in a different
way using general test functions. Define for any B ∈ B(X)
ρ¯F0,T (B) =
1
m([0, T ) ∩G∞)
∫
[0,T )∩G∞
IB(Yˆ (t, ωˆ))dt,
ρ¯F0(B) =
1
m(F0)
∫
F0
ρt(B)dt.
Let X1 be a separable Banach space, define the space
L1(X,B(X), ρ¯F0(dx);X1)
= {f : X→ X1, Borel measurable and
∫
X
||f(x)||X1 ρ¯F0(dx) <∞}.
Theorem 2.48. (SLLN) Assume the same conditions as in Lemma 2.45. Then for any f ∈
L1(X,B(X), ρ¯F0(dx);X1), as R 3 T →∞,
1
m([0, T ) ∩G∞)
∫
[0,T )∩G∞
f(Yˆ (t, ωˆ))dt
→ 1
m(F0)
∫
F0
∫
X
f(x)ρt(dx)dt a.s. (2.7.7)
In particular, if Condition B holds for F0 = [0, τ), then as T →∞,
1
T
∫ T
0
f(Yˆ (t, ωˆ))dt→
∫
X
f(x)ρ¯(dx) a.s. (2.7.8)
Proof. Note ρ¯F0,T (·) is a random probability measure on (X,B(X)) and satisfies
ρ¯F0,T (B)→ ρ¯F0(B), for any B ∈ B(X), as T →∞.
For any f ∈ L1(X,B(X), ρ¯F0(dx);X1), there is a sequence of simple functions fn such that∫
X
||fn(x)− f(x)||X1 ρ¯F0(dx)→ 0 as n→∞.
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Therefore for any  > 0, there exists an m∗ > 0 such that when m ≥ m∗,∫
X
||fm(x)− f(x)||X1 ρ¯F0(dx) <

4
.
It follows from (2.7.4) easily that as T →∞,
||
∫
X
fm∗(x)ρ¯F0,T (dx)−
∫
X
fm∗(x)ρ¯F0(dx)||X1 → 0.
Now we can apply Lebesgue’s dominated convergence theorem to deduce that as T →∞,
Eˆ||
∫
X
fm∗(x)ρ¯F0,T (dx)−
∫
X
fm∗(x)ρ¯F0(dx)||X1 → 0.
Thus, there exists T ∗ such that when T > T ∗
Eˆ||
∫
X
fm∗(x)ρ¯F0,T (dx)−
∫
X
fm∗(x)ρ¯F0(dx)||X1 <

2
.
Note for any integer N such that Nτ > T ∗
Eˆ||
∫
X
f(x)ρ¯F0,Nτ (dx)−
∫
X
f(x)ρ¯F0(dx)||X1
= Eˆ||
∫
X
fm∗(x)ρ¯F0,Nτ (dx)−
∫
X
fm∗(x)ρ¯F0(dx)||X1
+Eˆ
∫
X
||f(x)− fm∗(x)||X1 ρ¯F0,Nτ (dx)
+Eˆ
∫
X
||f(x)− fm∗(x)||X1 ρ¯F0(dx)
<

2
+
∫
X
||f(x)− fm∗(x)||X1 ρ¯F0(dx) +

4
< .
Here we used the fact that Eˆρ¯F0,Nτ = ρ¯F0 . Thus
Eˆ||
∫
X
f(x)ρ¯F0,Nτ (dx)−
∫
X
f(x)ρ¯F0(dx)||X1 → 0
as N →∞. By Chebyshev’s inequality we know that∫
X
f(x)ρ¯F0,Nτ (dx)→
∫
X
f(x)ρ¯F0(dx)
in probability as N → ∞. Therefore there exists a subsequence Nk with Nk → ∞ as k → ∞
such that ∫
X
f(x)ρ¯F0,Nkτ (dx)→
∫
X
f(x)ρ¯F0(dx) a.s.
as k →∞. On the other hand, using a similar argument of Birkhoff’s ergodic theorem as before,
we know that ∫
X
f(x)ρ¯F0,Nτ (dx) =
N−1∑
i=0
1
Nm(F0)
∫
F0
∫
X
f(x)δYˆ (s,Θˆ(iτ)ωˆ)(dx)ds
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converges almost surely. Thus we have as N →∞,∫
X
f(x)ρ¯F0,Nτ (dx)→
∫
X
f(x)ρ¯F0(dx) a.s.
Now by a standard argument to pass the limit as R 3 T → ∞, we completed the proof of the
theorem.
Remark 2.49. Note it is obvious that (2.7.7) ((2.7.8)) implies (2.7.4) ((2.7.5)) by taking f =
IB. Therefore (2.7.7) ((2.7.8)) and (2.7.4) ((2.7.5)) are equivalent. In other cases considered
in this paper, the SLLN with test functions can also be given similarly. We omit them as they
become obvious with this remark.
3 The semi-flow case
3.1 Periodic stochastic semi-flows, random periodic paths and their lifts
As in the last section, denote by (Ω,F , P, (θ(s))s∈R) a metric dynamical system and θ(s) :
Ω → Ω is assumed to be measurably invertible for all s ∈ R. Denote ∆ := {(t, s) ∈ R2, s ≤ t}.
Consider a stochastic semi-flow u : ∆ × Ω × X → X, which satisfies the following standard
condition
u(t, r, ω) = u(t, s, ω) ◦ u(s, r, ω), for all r ≤ s ≤ t, r, s, t ∈ R, a.s.. (3.1.1)
As in the cocycle case in the last section, we do not assume the map u(t, s, ω) : X → X to be
invertible for (t, s) ∈ ∆, ω ∈ Ω.
Definition 3.1. We call u is a τ -periodic stochastic semi-flow if it satisfies an additional peri-
odicity property: there exists a constant τ > 0 such that
u(t+ τ, s+ τ, ω) = u(t, s, θ(τ)ω), for any t ≥ s, a.s.. (3.1.2)
Remark 3.2. (i) The periodicity assumption (3.1.2) is very natural. It can be verified that the
solutions for SDEs or SPDEs with time periodic coefficients satisfy (3.1.2) by the same argument
as verifying the cocycle property for autonomous stochastic systems. In the cocycle case, (3.1.2)
holds for all τ ≥ 0 i.e.
u(t, s, ω) = u(t− s, 0, θ(s)ω) for all s ≤ t, s, t ∈ R, a.s..
(ii) The periodicity assumption (3.1.2) plays a crucial role to enable us to lift the semiflow
u to a cocycle on the cylinder [0, τ)× X.
The definition of random periodic paths (solutions) for stochastic semi-flow was given in [26],
[27]:
Definition 3.3. A random periodic path of period τ of the semi-flow u : ∆× Ω× X→ X is an
F-measurable map Y : R× Ω→ X such that for almost all ω ∈ Ω,
u(t, s, ω)Y (s, ω) = Y (t+ s, ω), Y (s+ τ, ω) = Y (s, θ(τ)ω), (3.1.3)
for any (t, s) ∈ ∆.
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The discussion of the existence of random periodic paths and periodic measures of semiflows
is not the purpose of this paper. See [26],[27],[23],[24],[21],[64] for random periodic paths of
stochastic differential equations and stochastic partial differential equations with periodic coeffi-
cients. For periodic measure of stochastic differential equations with weakly dissipative drifts or
gradient systems and non-degenerate diffusions, see [25]. This part concentrates on developing
the ergodic theory.
The following lemma tells us how to lift a periodic stochastic semi-flow to a cocycle on a
cylinder and the corresponding lift of a random periodic path. It plays a critical role in the
subsequent development of extending the theory to the semi-flow case.
Lemma 3.4. We lift the τ -periodic stochastic semi-flow u : ∆ × Ω × X → X to a random
dynamical system on a cylinder X˜ := [0, τ)× X by the following:
Φ˜(t, ω)(s, x) = (t+ s mod τ, u(t+ s, s, θ(−s)ω)x), (3.1.4)
for any (s, x) ∈ X˜, t ∈ R+ for a.e. ω ∈ Ω. Then Φ˜ : R+ × Ω × X˜ → X˜ is a cocycle on X˜ over
the metric dynamical system (Ω,F , P, (θ(s))s∈R).
Moreover, assume Y : R × Ω → X is a random periodic solution of the semi-flow u with
period τ > 0. Then Y˜ : R× Ω→ X˜ defined by
Y˜ (s, ω) := (s mod τ, Y (s, ω)), (3.1.5)
is a random periodic solution of the cocycle Φ˜ on X˜.
Proof. From (3.1.1), (3.1.2), we have for any (s, x) ∈ X˜, t1, t2 ∈ R+
Φ˜(t2, θ(t1)ω) ◦ Φ˜(t1, ω)(s, x)
=
(
t2 + t1 + s mod τ, u(t2 + (t1 + s mod τ), t1 + s mod τ,
θ(−(t1 + s mod τ))θ(t1)ω) ◦ u(t1 + s, s, θ(−s)ω)x
)
=
(
t2 + t1 + s mod τ, u(t2 + (t1 + s− kτ), t1 + s− kτ,
θ(−(t1 + s− kτ))θ(t1)ω) ◦ u(t1 + s, s, θ(−s)ω)x
)
=
(
t2 + t1 + s mod τ, u(t2 + (t1 + s), t1 + s, θ(−(t1 + s))θ(t1)ω)
◦u(t1 + s, s, θ(−s)ω)x
)
=
(
t2 + t1 + s mod τ, u(t2 + t1 + s, s, θ(−s)ω)x
)
= Φ˜(t1 + t2, ω)(s, x),
where we take k = [ t1+sτ ], [·] represents the integer part. This means that Φ˜ is a cocycle.
Now sssume Y : R × Ω → X is a random periodic solution of the semi-flow u, and set
Y˜ : R× Ω→ X˜ defined by (3.1.5). Then one can easily verify that for s ∈ R, t ∈ R+,
Φ˜(t, θ(s)ω)Y˜ (s, ω) = Y˜ (t+ s, ω),
and
Y˜ (s+ τ, ω) = Y˜ (s, θ(τ)ω).
That is to say that Y˜ is a random periodic solution of the cocycle Φ˜ on X˜.
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3.2 Periodic measures and their lifts
Now we define the skew product Θ¯ : ∆× Ω¯→ Ω¯ of the metric dynamical system
(Ω,F , P, (θ(s))s∈R) and the semi-flow u by
Θ¯(t+ s, s)(ω, x) = (θ(t)ω, u(t+ s, s, θ(−s)ω)x), t ∈ R+, s ∈ R. (3.2.1)
Here Ω¯ = Ω× X as in the last section. One can easily verify that for any t1, t2 ∈ R+, s ∈ R,
Θ¯(t2 + t1 + s, t1 + s) ◦ Θ¯(t1 + s, s) = Θ¯(t2 + t1 + s, s). (3.2.2)
Theorem 3.5. Assume the τ -periodic stochastic semi-flow u : ∆ × Ω × X → X has a random
periodic solution Y : R× Ω→ X. Define
(µs)ω(Γ) = δY (s,θ(−s)ω)(Γ). (3.2.3)
Then
µs(dx, dω) = (µs)ω(dx)× P (dω) (3.2.4)
is a periodic measure of the skew product Θ¯ on the product measurable space (Ω×X,F ⊗B(X)),
i.e.
Θ¯(t+ s, s)µs = µt+s, µτ+s = µs, for all t ∈ R+, s ∈ R, (3.2.5)
which is equivalent to
u(t+ s, s, θ(−s)ω)(µs)ω = (µt+s)θ(t)ω and (µτ+s)ω = (µs)ω, (3.2.6)
for all t ∈ R+, s ∈ R, ω ∈ Ω.
Proof. We use the lifting-up and mapping-down procedure. First, from Lemma 3.4, we know
that Y˜ (s, ω) defined in (3.1.5) is a random periodic solution of cocycle Φ˜ on X˜. Following the
result of Theorem 2.9 about the relation of random periodic solutions and periodic measures
for cocycle, there is a periodic measure µ˜s on the product measurable space (Ω× X˜,F ⊗ B(X˜))
defined as
µ˜s(A˜) =
∫
Ω
δY˜ (s,ω)(A˜θ(s)ω)P (dω)
for any set A˜ ∈ F ⊗ B(X˜). Then for any t ∈ R+, s ∈ R,
(µ˜τ+s)ω = (µ˜s)ω, and Φ˜(t, ω)(µ˜s)ω = (µ˜t+s)θ(t)ω, (3.2.7)
where (µ˜s)ω is the factorisation of µ˜s(dx˜, dω) = (µ˜s)ω(dx˜)× P (dω). In fact,
(µ˜s)ω = δY˜ (s,θ(−s)ω).
So for any C ∈ B([0, τ)), Γ ∈ BX,
(µ˜s)ω(C × Γ)
= δ(s mod τ,Y (s,θ(−s)ω))(C × Γ)
= δ(s mod τ)(C)δY (s,θ(−s)ω)(Γ)
= δ(s mod τ)(C)(µs)ω(Γ), (3.2.8)
58 C. R. Feng and H. Z. Zhao
where (µs)ω is defined in (3.2.3). Then (3.2.6) follows from (3.2.7) and (3.2.8) and the definition
of Φ˜ in (3.1.4). Now from (3.2.4), for any A ∈ F ⊗ B(X), s ∈ R
µs(A) =
∫
Ω
(µs)ω(Aω)P (dω).
Note for any t ∈ R+
Θ¯(t+ s, s)−1A
= {(ω, x) : (θ(t)ω, u(t+ s, s, θ(−s)ω)x) ∈ A}
= {(ω, x) : ω ∈ Ω and u(t+ s, s, θ(−s)ω)x ∈ Aθ(t)ω}
= {(ω, x) : ω ∈ Ω and x ∈ u(t+ s, s, θ(−s)ω)−1Aθ(t)ω},
thus
(Θ¯(t+ s, s)µs)(A)
= µs(Θ¯(t+ s, s)
−1A)
=
∫
Ω
(µs)ω(u(t+ s, s, θ(−s)ω)−1Aθ(t)ω)P (dω)
=
∫
Ω
u(t+ s, s, θ(−s)ω)(µs)ω(Aθ(t)ω)P (dω)
=
∫
Ω
(µt+s)θ(t)ω(Aθ(t)ω)P (dω)
=
∫
Ω
(µt+s)ω(Aω)P (dω)
= µt+s(A). (3.2.9)
Moreover, µτ+s = µs follows from (µτ+s)ω = (µs)ω easily. Therefore (3.2.5) is verified. Con-
versely, if (3.2.5) is true, then (3.2.6) can be also verified using the factorisation of µs as
µs(dx, dω) = (µs)ω(dx)× P (dω), the definition of Θ¯ and (3.2.9).
Now consider the case when u(t + s, s, ·) is a Markovian semi-flow on a filtered dynamical
system (Ω,F , P, (θt)t∈R, (F ts)s≤t), i.e. for any s, t, u ∈ R, s ≤ t, we have θ−1u F ts = F t+us+u and
u(t + s, s, ·) is independent of Fs−∞. We also assume the random periodic solution Y (s, ω) is
adapted, that is to say that for any s ∈ R, Y (s, ·) is measurable with respect to Fs−∞ := ∨r≤sFsr .
Denote the transition probability of u by
P (t+ s, s, x,Γ) = P ({ω : u(t+ s, s, ω)x ∈ Γ}),
for any Γ ∈ B(X), t ∈ R+, s ∈ R. Note that u is not a homogenous Markov process, so
its transition probability depends on the starting time s. But from (3.1.2) and the measure
preserving property of θτ , the P (t+ s, s, x,Γ) satisfies the following periodic relation
P (t+ s+ τ, s+ τ, x,Γ) = P (t+ s, s, x,Γ), (3.2.10)
for any Γ ∈ B(X), t ∈ R+, s ∈ R.
For any probability measure ρ on (X,BX), define
(P ∗(t+ s, s)ρ)(Γ) =
∫
X
P (t+ s, s, x,Γ)ρ(dx), for any Γ ∈ BX, s ∈ R, t ∈ R+.
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Definition 3.6. The measure valued function ρ : R → P(X) is called a τ -periodic measure of
the τ -periodic Markov semigroup P (t+ s, s, x,Γ), t ≥ 0, if for any s ∈ R, t ∈ R+,
P ∗(t+ s, s)ρs = ρt+s, ρs+τ = ρs. (3.2.11)
Theorem 3.7. Assume that the τ -periodic Markovian stochastic semi-flow u : ∆×Ω×X→ X
has an adapted random periodic solution Y : R× Ω→ X. Then it has a periodic measure ρs on
(X,B(X)) defined by
ρs(Γ) = EδY (s,ω)(Γ) = P ({ω : Y (s, ω) ∈ Γ}), Γ ∈ B(X), s ∈ R. (3.2.12)
Moreover, for any t ∈ R,
E(m{s ∈ [0, τ) : Y (s, ·) ∈ Γ}) = E(m{s ∈ [t, t+ τ) : Y (s, ·) ∈ Γ}). (3.2.13)
Proof. Consider the lifted cocycle Φ˜. Denote its transition probability by
P˜ (t, (s, x), Γ˜) = P ({ω : Φ˜(t, ω)(s, x) ∈ Γ˜}), for any Γ˜ ∈ B(X˜), t ∈ R+.
One can easily see that
P˜ (t, (s, x), C × Γ) = δ(t+s mod τ)(C)P (t+ s, s, x,Γ), (3.2.14)
for any t ∈ R+, (s, x) ∈ X˜, C ∈ B([0, τ)), Γ ∈ B(X). For any probability measure ρ˜ on (X˜,B(X˜)),
define
(P˜ ∗(t)ρ˜)(Γ˜) =
∫
X˜
P˜ (t, x˜, Γ˜)ρ˜(dx˜), for any Γ˜ ∈ B(X˜), t ∈ R+. (3.2.15)
Following the result for the cocycle case, Theorem 2.13, define
ρ˜s(Γ) = E(µ˜s)ω(Γ˜) = P ({ω : Y˜ (s, ω) ∈ Γ˜}), for any Γ˜ ∈ B(X˜).
Then
P˜ ∗(t)ρ˜s = ρ˜t+s, and ρ˜s+τ = ρ˜s, s ∈ R, t ∈ R+. (3.2.16)
But it is easy to see that for any C ∈ B([0, τ)) and Γ ∈ B(X),
ρ˜s(C × Γ) = δ(s mod τ)(C)ρs(Γ), (3.2.17)
and
(P˜ ∗(t)ρ˜s)(C × Γ) = δ(t+s mod τ)(C)(P ∗(t+ s, s)ρs(Γ)). (3.2.18)
From (3.2.16), (3.2.12), (3.2.17), (3.2.18), we know immediately (3.2.11) by taking C = [0, τ).
On the other hand, if we define ρ˜s as in (3.2.17), It is easy to derive (3.2.18) from (3.2.14),
(3.2.15). Then we can get (3.2.16) if (3.2.11) holds.
We cannot construct an invariant measure on the space (X,B(X)). But following the con-
struction of the invariant measure in the case of cocycle from a random periodic solution, we
can do this for the lifted cocycle on the cylinder X˜. For this, define
¯˜ρ =
1
τ
∫ τ
0
ρ˜sds,
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ρ¯ =
1
τ
∫ τ
0
ρsds.
Then
P˜ ∗(t)¯˜ρ = ¯˜ρ.
Then following Theorem 2.13, we can obtain for any C ∈ B([0, τ)), Γ ∈ B(X), t ∈ R
¯˜ρ(C × Γ)
= E(
1
τ
m{s ∈ [0, τ) : (s, Y (s, ·)) ∈ C × Γ})
= E(
1
τ
m{s ∈ [t, t+ τ) : (s mod τ, Y (s, ·)) ∈ C × Γ}). (3.2.19)
We can take C = [0, τ) to obtain (3.2.13).
Remark 3.8. It is worth noting that for any C ∈ B([0, τ)), Γ ∈ B(X), t ∈ R,
¯˜ρ(C × Γ)
=
1
τ
∫ τ
0
ρ˜s(C × Γ)ds
=
1
τ
∫ τ
0
δs mod τ (C)ρs(C × Γ)ds
=
1
τ
∫
C
ρs(Γ)ds. (3.2.20)
3.3 Ergodicity
First we consider the ergodic theory under the assumption that a random periodic path
Y : R× Ω→ X exists. Set
Ls :=
⋃
{Y (s, ω) : ω ∈ Ω} ⊂ X, for any s ∈ R, (3.3.1)
and
L :=
⋃
{Ls : s ∈ [0, τ)} ⊂ X. (3.3.2)
Moreover, define
L˜s := {s mod τ} × Ls ⊂ X˜, for any s ∈ R, (3.3.3)
and
L˜ :=
⋃
{L˜s : s ∈ [0, τ)} ⊂ X˜. (3.3.4)
Then we have
ρs(Ls) =
∫
Ω
δY (s,ω)(Ls)P (dω) = 1,
and
ρ˜s(L˜s) =
∫
Ω
δY˜ (s,ω)(L˜s)P (dω) = 1,
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so
ρ¯(L) =
1
τ
∫ τ
0
ρs(L)ds = 1,
and
¯˜ρ(L˜) =
1
τ
∫ τ
0
ρ˜s(L˜)ds = 1.
This implies that supp(ρ˜s) ⊂ L˜s and supp(ρ˜) ⊂ L˜ on the lifted cylinder X˜.
From (3.2.11), it is easy to know as before that {Ls}s∈R is a special case of the Poincare´
sections in the following definition.
Definition 3.9. If Ls ∈ B(X), s ≥ 0, satisfy
Ls+τ = Ls, (3.3.5)
and for any s ∈ [0, τ), t ≥ 0,
P (t+ s, s, x, Ls+t) = 1, for any x ∈ Ls, (3.3.6)
The sets Ls, s ∈ [0, τ), are called the Poincare´ sections of the periodic Markovian semigroup
{P (t+ s, s)}t∈R+.
Remark 3.10. This is actually equivalent to L˜s+τ = L˜s and
P˜ (t, (s, x), L˜t+s) = 1 for any (s, x) ∈ L˜s, t ≥ 0. (3.3.7)
Thus L˜s, s ∈ R, are Poincare´ sections of the Markov semigroup {P˜ (t)}t≥0.
Remark 3.11. Similar to the cocycle case, (i), and (iv) in Remark 2.16 are still valid, (iii) is
also valid as demonstrated already as above under the assumption of the existence of a random
periodic path. As in the cocycle case, the definition of Poincare´ sections does not depend on
this assumption, so it plays a crucial role to study ergodicity by moving away from the pathwise
approach. Moreover, it is easy to see for each Poincare´ section L˜s = (s, Ls), we have
P˜ (kτ, (s, x), L˜s) = 1, for any (s, x) ∈ Ls.
Define
L =
⋃
{Ls : 0 ≤ s < τ}. (3.3.8)
It is easy to see that L˜ ⊂ [0, τ) × L. Moreover, similar to the cocycle case, the choice of the
Poincare´ section is not unique, e.g. both Ls = X, s ∈ R and Ls = supp(ρs), s ∈ R satisfy the
definition. However, {Ls = supp(ρs) : s ∈ R} is the unique Poincare´ section satisfying the
following irreducibility condition as in the cocycle case.
For any φ ∈ Bb(X), define
P (t+ s, s)φ(x) =
∫
X
P (t+ s, s, x, dy)φ(y), for t ≥ 0.
Recall that the semigroup {P (t + s, s)}t≥0, is called a Feller semigroup if for any φ ∈ Cb(X),
we have P (t + s, s)φ ∈ Cb(X) for any t ≥ 0 and s ∈ [0, τ). The semigroup {P (t + s, s)}t≥0,
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is called a strong Feller semigroup at a time t0 > 0 if for any φ ∈ Bb(X), and any s ∈ [0, τ)
we have P (t0 + s, s)φ ∈ Cb(X). The non-homogeneous semigroup P (t, s), t ≥ s, is said to be
stochastically continuous, if for any γ > 0 and x ∈ X,
lim
t↓s
P (t, s, x,B(x, γ)) = 1. (3.3.9)
Define
Bb,pdc(X˜)
:= {φ˜ : [0, τ ]× X, ¯˜ρ)→ R1 : φ˜ is bounded and measurable with φ˜(0, ·) = φ˜(τ, ·)}.
For any φ˜ ∈ Bb,pdc(X˜), define
(P˜ (t)φ˜)(s, x) =
∫
X˜
P˜ (t, (s, x), drdy)φ˜(r, y).
The following lemma is basic.
Lemma 3.12. If φ˜ ∈ Bb,pdc(X˜), P˜ (t)φ˜) ∈ Bb,pdc(X˜).
Proof. Frist note from (3.2.14),
(P˜ (t)φ˜)(s, x) =
∫
X
P (t+ s, s, x, dy)φ˜(s+ t, y).
Thus by the periodic relation (3.2.10) and the periodicity of s→ φ˜(s,−), for any (s, x) ∈ X˜,
(P˜ (t)φ˜)(s+ τ, x) =
∫
X
P (t+ s+ τ, s+ τ, x, dy)φ˜(s+ τ + t, y)
=
∫
X
P (t+ s, s, x, dy)φ˜(s+ t, y).
= (P˜ (t)φ˜)(s, x).
So the claim is proved.
Consider the following assumption:
Condition A′: The τ -periodic Markovian stochastic semi-flow u : ∆×Ω×X→ X has a periodic
measure ρ : R→ P(X) and for any Γ ∈ B(X), we have when N →∞,∫ τ
0
∫
X
|
∫
C
[
1
N
N−1∑
k=0
P (kτ + t, s, y,Γ)− ρt(Γ)]dt|ρs(dy)ds→ 0, (3.3.10)
for any Borel set C ⊂ [0, τ).
First we prove the following key lemma.
Lemma 3.13. (i). The τ -periodic Markov transition probability P (t, s, x, ·), t ≥ s, is stochasti-
cally continuous if and only if its lift P˜ (t, (s, x), ·), t ≥ 0 is stochastically continuous;
(ii). For fixed k ∈ N, s ∈ R, P (kτ + s, s, x, ·) is Feller/strong Feller on Ls if and only if
P˜ (kτ, (s, x), ·) is Feller/strong Feller on L˜s;
(iii). Condition A′ holds for P (t, s, x, ·), t ≥ 0 and the periodic measure ρ : R → P(X)
if and only if Condition A holds for the lifted P˜ (t, (s, x), ·), t ≥ 0, and the periodic measure
ρ˜ : R→ P(X˜) i.e. for any Γ˜ ∈ B([0, τ))⊗ B(X),∫
X˜
|
∫ τ
0
[
1
N
N−1∑
k=0
P˜ (t+ kτ, y˜, Γ˜)− ρ˜t(Γ˜)]dt| ¯˜ρ(dy˜)→ 0, as k →∞; (3.3.11)
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(iv). The statement that a set Γ ∈ B(X) satisfies
P (t+ s, s)IΓ = IΓ for all t ≥ 0 (3.3.12)
if and only if either ρ¯(Γ) = 0 or ρ¯(Γ) = 1 is equivalent to the statement that a set Γ˜ ∈ B(X˜)
satisfies
P˜ (t)IΓ˜ = IΓ˜ for all t ≥ 0 (3.3.13)
if and only if either ¯˜ρ(Γ˜) = 0 or ¯˜ρ(Γ˜) = 1.
Proof. (i). Consider any fixed (s, x) ∈ X˜, it is easy to know for any γ > 0, when t < γ,
P˜ (t, (s, x), B((s, x), γ))
= δt+s mod τ (B(s, γ))P (t+ s, s, x,B(x, γ))
= P (t+ s, s, x,B(x, γ)). (3.3.14)
Here we used B((s, x), γ) = B(s, γ) × B(x, γ). This is true under the norm on X˜: ||(s, x)|| =
max{|s|, ||x||}, which is equivalent to ||(s, x)||1 =
√|s|2 + |x|2. Then it follows from (3.3.14)
that P˜ (t) is stochastically continuous iff P (t+ s, s) is stochastically continuous.
(ii). From (3.2.14), it is easy to know that for any φ˜ ∈ Bb(X˜),
P˜ (kτ)φ˜(s, x)
=
∫
X˜
P˜ (kτ, (s, x), dtdy)φ˜(t, y)
=
∫
X
P (kτ + s, s, x, dy)φ˜(s+ kτ, y). (3.3.15)
If P (kτ + s, s) is Feller on Ls, it is easy to know from (3.3.15) that if φ˜ ∈ Cb(X˜), then
(P˜ (kτ)φ˜)(s, x)|(s,x)∈L˜s ∈ Cb(L˜s). So P˜ (kτ) is Feller on L˜s. Conversely, if P˜ (kτ) is Feller, taking
φ˜(s, x) = φ(x) ∈ Cb(X), so from (3.3.15), (P (kτ + s, s)φ)(x)|x∈Ls ∈ Cb(Ls). Thus P (kτ + s, s)
is Feller on Ls. The equivalence of strongly Feller properties of P (kτ + s, s) and P˜ (kτ) can be
checked similarly, but only noticing that the continuity of (P˜ (kτ))φ˜(s, x) with respect to the
variable s on L˜s is irrelevant as s is fixed on L˜s.
(iii). Note for any Γ ∈ B(X),
P˜ (t, (s, x), [0, τ)× Γ) = P (t+ s, s, x,Γ), (3.3.16)
ρ˜s([0, τ)× Γ) = ρs(Γ), (3.3.17)
¯˜ρ(dsdx) =
1
τ
ρs(dx)ds. (3.3.18)
From (3.3.17), it is easy to see that
¯˜ρ([0, τ)× Γ) = ρ¯(Γ). (3.3.19)
Thus if (3.3.11) holds, then (3.3.10) follows easily i.e. Condition A′ is satisfied.
Conversely, if (3.3.10) holds, then for any Γ˜ = C × Γ,
∫
X˜
|
∫ τ
0
[
1
N
N−1∑
k=0
P˜ (t+ kτ, y˜, C × Γ)− ρ˜t(C × Γ)]dt| ¯˜ρ(dy˜)
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=
1
τ
∫ τ
0
∫
X
|
∫ τ
0
[
1
N
N−1∑
k=0
P˜ (t+ kτ, (s, y), C × Γ)− ρ˜t+s(C × Γ)]dt|ρs(dy)ds
=
1
τ
∫ τ
0
∫
X
|
∫ τ
0
[
1
N
N−1∑
k=0
P (t+ s+ kτ, s, x,Γ)δt+s+kτ mod τ (C)
−ρt(Γ)δt+s mod τ (C)]dt|ρs(dy)ds
=
1
τ
∫ τ
0
∫
X
|
∫ τ
0
[
1
N
N−1∑
k=0
P (t+ s+ kτ, s, x,Γ)δt+s mod τ (C)
−ρt(Γ)δt+s mod τ (C)]dt|ρs(dy)ds
=
1
τ
∫ τ
0
∫
X
∣∣∣ ∫ τ−s
0
[
1
N
N−1∑
k=0
P (t+ s+ kτ, s, x,Γ)δt+s(C)− ρt(Γ)δt+s(C)]dt
+
∫ τ
τ−s
[
1
N
N−1∑
k=0
P (t+ s+ kτ, s, x,Γ)δt+s−τ (C)
−ρt(Γ)δt+s−τ (C)]dt
∣∣∣ρs(dy)ds
=
1
τ
∫ τ
0
∫
X
∣∣∣ ∫ τ−s
0
[
1
N
N−1∑
k=0
P (t+ s+ kτ, s, x,Γ)δt+s(C)− ρt(Γ)δt+s(C)]dt
+
∫ 0
−s
[
1
N
N∑
k=1
P (t+ s+ kτ, s, x,Γ)δt+s(C)− ρt(Γ)δt+s(C)]dt
∣∣∣ρs(dy)ds
=
1
τ
∫ τ
0
∫
X
∣∣∣ ∫
C
[
1
N
N−1∑
k=0
P (t+ kτ, s, x,Γ)− ρt(Γ)]
−
∫ 0
−s
[P (t+ s, s, x,Γ)δt+s(C)− P (t+ s+Nτ, s, x,Γ)δt+s(C)]dt
∣∣∣ρs(dy)ds
≤ 1
τ
∫ τ
0
∫
X
|
∫
C
[
1
N
N−1∑
k=0
P (t+ kτ, s, x,Γ)− ρt(Γ)]dt|ρs(dy)ds
+
1
τN
∫ τ
0
∫
X
|
∫ 0
−s
[P (t+ s, s, x,Γ)δt+s(C)
−P (t+ s+Nτ, s, x,Γ)δt+s(C)]dt|ρs(dy)ds
→ 0,
as N →∞.
(iv). Assume first that for any Γ˜ ∈ B([0, τ)) ⊗ B(X), (3.3.13) holds if and only if either
¯˜ρ(Γ˜) = 0 or 1. Now we assume (3.3.12), then for Γ˜ = C × Γ with C = [0, τ),
IC(t+ s mod τ)P (t+ s, s, x,Γ) = IC(s)IΓ(x) for all t ≥ 0.
From (3.3.16), we know that
P˜ (t, (s, x), [0, τ)× Γ) = I[0,τ)×Γ(s, x).
So by the assumption about ¯˜ρ, we know ¯˜ρ([0.τ) × Γ) = ¯˜ρ([0, τ) × Γ) = 0 or 1. It follows from
(3.3.19) that ρ¯(Γ) = 0 or 1. Conversely, if ρ¯(Γ) = 1, then ¯˜ρ([0, τ)×Γ) = 1 from (3.3.19). By the
assumption about ρ¯ again, we have
P˜ (t, (s, x), [0, τ)× Γ) = I[0,τ)×Γ(s, x).
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So (3.3.12) follows from (3.3.16).
Now we assume that for any Γ ∈ B(X), (3.3.12) holds if and only if either ρ¯(Γ) = 0 or 1.
Further we assume Γ˜ = C × Γ satisfies (3.3.13). Then from (3.2.14) that
IC(t+ s mod τ)P (t+ s, s, x,Γ) = IC(s mod τ)IΓ(x),
for any t ≥ 0, x ∈ X. One possibility is that C is a measure zero set. In this case, ¯˜ρ(C × Γ) = 0.
Now we consider C has positive Lebesgue measure. If the measure of C is less than τ , then there
exists s ∈ R, t ∈ R+ such that IC(t+ s mod τ) = 0 and IC(s mod τ) = 1 or IC(t+ s mod τ) = 1
and IC(s mod τ) = 0. In the former case, IΓ(x) = 0 for any x ∈ X. So ρ¯(Γ) = 0, which implies
¯˜ρ(C × Γ) = 0. In the latter case, P (t+ s, s, x,Γ) = 0 for any x ∈ X. So we also have ρ¯(Γ) = 0,
which implies ¯˜ρ(C × Γ) = 0. Now it only remains to consider the case when the measure of C
is τ . In this case, (3.3.12) holds. So by assumption, ρ¯(Γ) = 1. Thus in this case, ¯˜ρ(C × Γ) = 1.
This implies if Γ˜ satisfies (3.3.13), then ¯˜ρ(Γ˜) is either 0 1. The converse of this statement is
trivial.
Similar as in the cocycle case, from the invariant measure ¯˜ρ, we can define a canonical contin-
uous dynamical system (Ω∗,F∗, P ¯˜ρ, (θ∗t )t∈R) = (X˜,B(X˜), P ¯˜ρ, (θ∗t )t∈R) and the unitary operator
Ut : L
2
C(Ω
∗,F∗, P ¯˜ρ) → L2C(Ω∗,F∗, P ¯˜ρ). Then the invariant measure ¯˜ρ is called ergodic if the
continuous dynamical system (Ω∗,F∗, P ¯˜ρ, (θ∗t )t∈R) is ergodic. The periodic measure {ρs}s∈R is
called ergodic if the average of its lift ¯˜ρ is ergodic.
We have the following theorem.
Theorem 3.14. Assume the periodic semiflow u(t + s, s), t ≥ 0, is stochastically continuous.
Then the following statements are equivalent:
(i). The periodic measure {ρs}s∈R is ergodic;
(ii). Condition A′ is satisfied;
(iii). If a set Γ ∈ B(X) satisfies (3.3.12), then either ρ¯(Γ) = 0 or ρ¯(Γ) = 1.
Proof. First from Lemma 2.18, ¯˜ρ is ergodic if any only if (3.3.11) is satisfied. Then the claim
that (i) and (ii) are equivalent follows from Lemma 3.13 (iii).
Second it is well-known that ¯˜ρ is ergodic if any only if that if Γ˜ satisfies (3.3.13), then ¯˜ρ(Γ˜)
is either 0 or 1 (c.f. [15]). So the equivalence of (i) and (iii) follows from Lemma 3.13 (iv).
From (3.2.14) and (3.2.16), it is easy to see that for any k ∈ N,
P˜ (kτ, (s, x), {s} × Γ) = P (kτ + s, s, x,Γ),
ρ˜s({s} × Γ) = ρs(Γ).
Thus for any fixed s, ρs is an invariant measure of {P (kτ + s, s)}k∈N on the Poincare´ section Ls
if and only if ρ˜s is an invariant measure of {P˜ (kτ)}k∈N on the Poincare´ section L˜s. Therefore
for each fixed s, ρs is an ergodic invariant measure of {P (kτ + s, s, x,Γ)}k∈N on the Poincare´
section Ls if and only if for any Γ satisfying
P (kτ + s, s, x,Γ) = IΓ(x), for any k ∈ N
then either ρs(Γ) = 0 or ρs(Γ) = 1. It is easy to see that the latter statement is equivalent to
the following statement that for any Γ˜ = {s} × Γ satisfying
P˜ (kτ, x˜, Γ˜) = IΓ˜(x˜), for any k ∈ N
then either ρ˜s({s}×Γ) = 0 or ρ˜s({s}×Γ) = 1. The latter is certainly equivalent to the ergodicity
of the invariant measure ρ˜s of {P˜ (kτ)}k∈N on the Poincare´ section L˜s. This means that ρs is
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an ergodic invariant measure of {P (kτ + s, s)}k∈N on the Poincare´ section Ls for each fixed s if
any only if {ρ˜s}s∈R is PS-ergodic.
Similar to Theorem 2.20, it turns out to have the following theorem.
Theorem 3.15. Assume the Markovian τ -periodic semiflow u(t + s, s), t ≥ 0, is stochastic
continuous and its Markovian transition probability semigroup {P (t + s, s)}t≥0, has a periodic
measure {ρs}s∈R. If for each s, ρs as an invariant measure of the discrete transition probability
{P (kτ + s, s)}k∈N, is ergodic, then ¯˜ρ is ergodic with respect to the lifted transition probability
semigroup {P˜ (t)}t≥0.
Definition 3.16. (The ksτ-irreducibility Condition on a Poincare´ section Ls): For a
fixed s ∈ [0, τ), if there exists ks ∈ N \ {0}, such that for an arbitrary nonempty relatively open
set Γ ⊂ Ls, we have
P (ksτ + s, s, x,Γ) > 0, for ρs − a.e. x ∈ Ls, (3.3.20)
then we call the Markovian semigroup {P (t+s, s)}t≥0, is ksτ -irreducible on the Poincare´ section
Ls. If for a certain map s 7→ ks ∈ N \ {0}, s ∈ [0, τ), the semigroup is ksτ -irreducible for each
s ∈ [0, τ), then we call the Markovian semigroup is ksτ, s ∈ [0, τ), irreducible on Poincare´
sections Ls, s ∈ [0, τ).
Definition 3.17. (The ksτ-regularity on a Poincare´ section Ls): A Markovian semigroup
P (t + s, s), t ≥ 0, s ∈ R, is said to be t0-regular if all transitional probability measures P (t0 +
s, s, x, ·), x ∈ X, are mutually equivalent. For a fixed s ∈ [0, τ), it is said to be ksτ -regular
for a certain ks ∈ N \ {0} on a Poincare´ section Ls, if all transitional probability measures
P (ksτ+s, s, x, ·), x ∈ Ls, are mutually equivalent. If for a certain map s 7→ ks ∈ N\{0}, s ∈ [0, τ),
the semigroup is ksτ -regular on Ls for each s ∈ [0, τ), then we call the Markovian semigroup is
ksτ, s ∈ [0, τ), regular on Poincare´ sections Ls, s ∈ [0, τ).
Irreducibility condition (3.3.20) implies that for an arbitrary nonempty relatively open set
Γ˜ ⊂ L˜s, we have
P˜ (k0τ, (s, x), Γ˜) > 0, for ρ˜s − a.e. (s, x) ∈ L˜s. (3.3.21)
This means that P˜ (k0τ) is irreducible on L˜s.
First we give the compactness theorem. For this result, the irreducibility condition is not
needed. Define now for any Γ ∈ B(X),
RN (x,Γ) :=
1
N
N∑
k=1
P (kτ, 0, x,Γ),
and
(R∗Nν)(Γ) :=
∫
X
RN (x,Γ)ν(dx),
for a measure ν ∈ P(X). Note if ν has a support in L0, then
(R∗Nν)(L0) =
1
N
N∑
k=1
∫
L0
P (kτ, 0, x, L0)ν(dx) = 1.
So supp(R∗Nν) ⊂ L0.
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Theorem 3.18. Assume L˜s, s ∈ R are Poincare´ sections of Markovian semigroup P (t+s, s), t ≥
0, s ∈ R, and P (t + s, s) is Feller on L0. If for some ν ∈ P(X) with its support in L0 and a
subsequence Ni with Ni →∞ such that
R∗Niν → ρ0, (3.3.22)
weakly as i→∞. Define, if s ≥ 0
ρs(Γ) =
∫
L0
P (s, 0, x,Γ)ρ0(dx),
and if s < 0,
ρs(Γ) = ρs+kτ (Γ),
where k is the smallest integer such that s+ kτ ≥ 0. Then ρs, s ∈ R, is a periodic measure with
respect to the semigroup P (t+ s, s), t ≥ 0, s ∈ R. For each s ≥ 0, supp(ρs) ⊂ Ls. In particular
ρs(Ls) = 1.
Proof. Set Γ˜ = (0,Γ) ∈ B(X˜), and
R˜N ((0, x), Γ˜) :=
1
N
N∑
k=1
P˜ (kτ, (0, x), Γ˜),
and
(R˜∗N ν˜)(Γ˜) :=
∫
{0}×X
R˜N (x˜, Γ˜)ν˜(dx˜),
for a measure ν˜(dx˜) = δ{0}(ds)ν(dx) ∈ P({0}×X). For a ν ∈ P(X) with a support being in L0,
(R˜∗N ν˜)(Γ˜)
=
∫
L0
R˜N ((0, x), Γ˜)ν(dx)
=
1
N
N∑
k=1
∫
L0
P (kτ, 0, x,Γ)ν(dx) = (R∗Nν)(Γ).
From (3.3.22), it is easy to see that
(R˜∗Ni ν˜)(Γ˜)→ ρ˜0(Γ˜) = ρ0(Γ), (3.3.23)
as i→∞. From the Feller assumption of P (kτ, 0) on L0, by Lemma 3.13, P˜ (kτ) is Feller on L˜0.
This, together with (3.3.23) and the Krylov-Bogoliubov theorem, implies that ρ˜0 is an invariant
measure of P˜ (kτ), k = 0, 1, 2, · · · on L˜0, and ρ˜0(L˜0) = 1. This leads to that ρ0 is an invariant
measure of P (kτ, 0), k = 0, 1, 2, · · · on L0, and ρ0(L0) = 1. Note supp(ρ0) ⊂ L0 as ρ0 is a
probability measure. From the definition of ρs and (3.3.6), when s ≥ 0,
ρs(Ls) =
∫
L0
P (s, 0, x, Ls)ρ0(dx) =
∫
L0
1ρ0(dx) = ρ0(L0) = 1.
Similarly, supp(ρs) ⊂ Ls. Thus when s ≥ 0, using the Chapman-Kolmogorov equation, Fubini
theorem and (3.2.10), for any Γ ∈ B(X)
ρs+τ (Γ)
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=
∫
L0
P (s+ τ, 0, x,Γ)ρ0(dx)
=
∫
L0
∫
X
P (s+ τ, τ, y,Γ)P (τ, 0, x, dy)ρ0(dx)
=
∫
X
P (s, 0, y,Γ)
∫
L0
P (τ, 0, x, dy)ρ0(dx)
=
∫
X
P (s, 0, y,Γ)ρ0(dy)
= ρs(Γ).
Moreover, for any t ≥ 0, s ≥ 0, Γ ∈ B(X)
(P ∗(t+ s, s)ρs)(Γ)
=
∫
Ls
P (t+ s, s, x,Γ)ρs(dx)
=
∫
X
P (t+ s, s, x,Γ)
∫
L0
P (s, 0, y, dx)ρ0(dy)
=
∫
L0
∫
X
P (t+ s, s, x,Γ)P (s, 0, y, dx)ρ0(dy)
=
∫
L0
P (t+ s, 0, y,Γ)ρ0(dy)
= ρt+s(Γ).
That is to say ρs, s ≥ 0, is the periodic measure of the transition semigroup P (t+s, s), t ≥ 0, s ≥
0. For s < 0, it is obvious to verify the result.
The following theorem gives the ergodicity under the regularity assumption.
Theorem 3.19. Let the Poincare´ sections L˜s = (s, Ls), s ∈ [0, τ) be defined in Definition
3.9 and a periodic measure ρ : →P(X) exist. Let the Markovian semigroup P (t + s, s) be
stochastically continuous and have a τ -periodic measure ρs, s ∈ R. Denote Ls = supp(ρs) and
L =
⋃
0≤s<τ Ls. Assume the semigroup is ksτ -regular, s ∈ [0, τ), on Poincare´ sections for
certain map s 7→ ks ∈ N \ {0}, s ∈ [0, τ). Then Condition A′ is satisfied and the invariant
measure ρ¯ is ergodic.
Proof. It follows from (3.3.15) that the strong Feller assumption of P (t+s, s) implies the strong
Feller property of P˜ (t). Also recall that P˜ (ksτ) is regular on L˜s follows the assumption P (ksτ +
s, s) on Poincare´ sections Ls. Thus by the proof of Theorem 2.26, we know that for any x ∈ Ls
and Γ˜ ∈ B(L˜s), as k →∞,
P˜ (kτ, s, x), Γ˜)→ ρ˜s(Γ˜).
Thus ρ˜s is an ergodic invariant measure of the transition probability semigroup P˜ (kτ), k ∈ N,
which is equivalent to that ρs is ergodic with respect to the discrete transition probability
semigroup P (kτ + s, s), k ∈ N according to Lemma 3.13 (iv). The proof of (3.3.11) and ¯˜ρ being
ergodic can be completed following similar an argument to the proof of Theorem 2.26. The rest
of the theorem follows from Lemma 3.13 and Theorem 3.14.
In the following, we consider the ergodicity of the periodic measure {ρs}s∈R. Apparently
Theorem 2.32, Proposition 2.37, Corollary 2.33, Theorem 2.38 are still true in terms of the lifted
periodic measure {ρ˜s}s∈R and the transition probability of the lifted random dynamical system.
But it is worth some further investigations and remarks.
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Remark 3.20. (i) In the periodic semi-flow case, when s, t ∈ [0, τ), s 6= t, L˜s ∩ L˜t = ∅ is
automatically true. However, it is possible that Ls ∩ Lt 6= ∅. They could even be the same in
many cases.
(ii) Part (i) of this Remark has one more implication. It suggests that on the lifted cylinder,
Case (ii) and Case (iii) in Theorem 2.32 do not happen. Moreover there is an angle variable
which is nontrivial with λ = 2lpiτ , for certain l ∈ N \ {0}, and the infinitesimal generator A˜
of the induced canonical dynamical system U˜t associated with the lifted Markovian semigroup
P˜ (t) and lifted invariant measure ¯˜ρ has infinite many simple eigenvalues {2lmpiτ }m∈Z, for certain
l ∈ N \ {0}, and no other eigenvalues. In fact this result is quite evident on the lifted cylinder.
Similar to the case of cocycles, as A˜ has simple eigenvalues {2mpiτ }m∈Z, so the unitary semi-
group U˜t has simple eigenvalues {ei 2lmpiτ t}m∈Z. for certain l ∈ N \ {0}. This, by Lemma 3.2.1 in
[15], implies that the lifted Markov semigroup
P˜ (t) : L2pdc → L2pdc
has only simple eigenvalues {ei 2mpiτ t}m∈Z on the unit circle. Here
L2pdc = L
2
pdc([0, τ ]× X, ¯˜ρ) = {φ˜ ∈ L2([0, τ ]× X, ¯˜ρ) : φ˜(0, ·) = φ˜(τ, ·)}.
It is worth to note that the claim P˜ (t) : L2pdc → L2pdc follows from Lemma 3.12, Jensen’s
inequality and Fubini theorem.
The spectral property of P˜ (t) enables us to conclude that the infinitesimal generator L˜ of
P˜ (t) has simple eigenvalues 2mpiτ i,m ∈ Z only on the imaginary axis, where
L˜φ˜ = lim
t↓0
P˜ (t)φ˜− φ˜
t
for all φ˜ ∈ D(L˜) := {φ˜ ∈ L2pdc([0, τ ] × Rd, ¯˜ρ(dsdx)) : lim
t↓0
P˜ (t)φ˜−φ˜
t exists}. From Theorem 2.32,
we know that P˜ (t) on L2pdc has a periodic measure with a minimum period τ if P˜ (t) has simple
eigenvalues {e 2mpiτ ti}m∈Z, only and no other eigenvalues on the unit circle. This is equivalent to
say that its generator L˜ has only simple eigenvalues {2mpiτ i}m∈Z, only and no other eigenvalues
on the imaginary axis. In fact, we will see that this is always the case under some natural
condition for the SDEs on Rd.
In the rest part of this subsection, we consider the following non-autonomous stochastic
differential equations on Rd
du(t) = b(t, u(t))dt+ σ(t, u(t))dW (t), t ≥ s, u(s) = x, (3.3.24)
where b ∈ C2(Rd+1,Rd), σ ∈ C2(Rd+1, L(Rd,Rd)), W is a d-dimensional Brownian motion on a
probability space (Ω,F , P ). Assume (3.3.24) has a unique solution u(t, s, x) with initial condition
u(s, s, x) = x. It is well-known that the semigroup associated with the diffusion process is given
by
P (t+ s, s)φ(x) = Eφ(u(t+ s, s, x)), t ≥ 0
where φ ∈ Bb(Rd). Assume the Markovian semigroup has a periodic measure {ρs}s∈R.
Note on the lifted cylinder X˜ = [0, τ) × Rd, the lifted cocycle with coordinates u˜ = (u˜0, u)
given by,
u˜(t)(x˜) = (t+ s mod τ, u(t+ s, s, θ(−s)ω)x),
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satisfies
du˜(t) = b˜(u˜(t))dt+ σ˜(u˜(t))dW˜ (t), (3.3.25)
where u˜(0)x˜ = x˜ = (x˜0, x) = (s, x), W˜ = (W˜0,W ), W˜0 is a one-dimensional Brownian motion
which is independent of W ,
b˜(u˜) =
(
1
b(u˜)
)
=
(
1
b(u˜0, u)
)
,
and
σ˜(u˜) =
(
0 0
0 σ(u˜)
)
=
(
0 0
0 σ(u˜0, u)
)
.
Now we define
φ˜(u˜) = φ(u).
Then by the measure preserving property
P˜ (t)φ˜(x˜) = Eφ˜(u˜(t, x˜)) = Eφ(u(t+ s, s, x)) = P (t+ s, s)φ(x). (3.3.26)
It is well-known that the infinitesimal generator of P˜ (t) is given by
L˜ = 1
2
d∑
i,j=0
(σ˜(x)σ˜∗(x˜))ij
∂2
∂x˜i∂x˜j
+
d∑
i=1
bi(x˜)
∂
∂x˜i
=
1
2
d∑
i,j=1
(σ(s, x)σ∗(s, x))ij
∂2
∂xi∂xj
+
d∑
i=1
bi(s, x)
∂
∂xi
+
∂
∂s
,
with the domain
D(L˜) = H1pdc([0, τ ]× Rd, ¯˜ρ(dsdx))
= {φ˜ : [0, τ ]× Rd → R1 : φ˜(0, ·) = φ˜(τ, ·), and∫
[0,τ)×Rd
|φ˜(s, x)|2 ¯˜ρ(dsdx) +
∫
[0,τ)×Rd
|Dφ˜(s, x)|2 ¯˜ρ(dsdx) <∞}.
For each fixed s ∈ R, denote
Ls = 1
2
d∑
i,j=1
(σ(s, x)σ∗(s, x))ij
∂2
∂xi∂xj
+
d∑
i=1
bi(s, x)
∂
∂xi
,
as a second order differential operator with the domain
D(Ls) = H1(Rd, ρs(dx))
= {φ : Rd → R1 :
∫
Rd
|φ(x)|2ρs(dx) +
∫
Rd
|Dφ(x)|2ρs(dx) <∞}.
We have the following observation: if
∂
∂s
e(s) = λe(s), e(0) = e(τ),
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then
λ = λm =
2mpi
τ
i, and e(s) = em(s) = e
λms, for m ∈ Z.
It is easy to see that
L˜em = λmem.
That is to say L˜ has eigenvalues λm = 2mpiτ i with eigenvector em. This observation inspires us
to prove the following theorem.
Theorem 3.21. Assume for each fixed s ∈ R, the second order differential operator Ls on D(Ls)
is a self-adjoint operator with a simple eigenvalue 0. Then the operator L˜ on D(L˜) has simple
eigenvalues λm =
2mpi
τ i,m ∈ Z, and no other eigenvalues on the imaginary axis. Moreover, for
each s ∈ R, ρs as an invariant measure of {P˜ (kτ)}k∈N is ergodic and thus ¯˜ρ is ergodic invariant
measure with respect to {P˜ (t)}t∈R+.
Proof. We consider eigenvalues with zero real part. Assume that ψ˜ ∈ D(L˜) satisfies
L˜ψ˜ = λψ˜, (3.3.27)
with a number λ such that Re(λ) = 0. Set ψ˜ = eλsφ˜. Then
L˜φ˜ = 0,
i.e.
Lsφ˜+ ∂
∂s
φ˜ = 0.
We solve this equation by the separation of variables method. For this let φ˜(s, x) = g(s)h(x).
Then it is easy to see that
g(s)Lsh(x) + h(x) d
ds
g(s) = 0.
So
Lsh(x)
h(x)
= −
d
dsg(s)
g(s)
= −c(s),
where c(s) is a function of s. Observe that for any s,
Lsh(x) = −c(s)h(x).
So −c(s) is an eigenvalue of Ls and the h(x) is the corresponding eigenfunction to the operator
Ls on D(Ls). By the assumption that Ls is self-adjoint, we know that the map s 7→ c(s) is a
real-valued function. But for each s, the semigroup {P (t+s, s)}t≥0, on L2(X, ρs), corresponding
to the operator Ls is a contraction operator. So c(s) ≥ 0 for all s. Note
g(s) = g(0)e
∫ s
0 c(r)dr.
By the periodicity of g(s)eλs, and g(s) is real-valued, so we have c(r) = 0 for a.e. r and
λ = λm = i
2mpi
τ for one m ∈ Z. So the function g is constant. By the assumption that for
each s, the operator Ls on L2(X, ρs) has only simple eigenvalue 0 on the imaginary axis, we
can see that h(x) is a constant. It turns out that φ˜ is constant. Without loss of generality, let
φ˜ = 1. This means that ψ˜(s, x) = ei
2mpi
τ
s is the only solution of (3.3.27). So λm = i
2mpi
τ , are
simple eigenvalues of L˜ and no other eigenvalues on the imaginary axis. Thus, the last part of
the theorem then follows from Theorem 2.32.
72 C. R. Feng and H. Z. Zhao
It follows from Theorem 2.32 for the cocycle case that the periodic measure {ρs}s∈R of P˜ (t) if
exists, is ergodic if on the imaginary axis the differential operator L˜ has only simple eigenvalues
2mpi
τ i, for all m ∈ Z. But with fixed s, which is corresponding to a Poincare´ section in this case,
L˜ is not necessarily degenerate. This is one reason that in the cocycle case, the weak spectral
mapping theorem assumption may not be right on the whole phase space, but can be true on
each Poincare´ section.
Assume em ∈ L2pdc([0, τ ] × Rd, ¯˜ρ(dsdx)) is the eigenfunction of L˜ with
||em||L2([0,τ ]×Rd, ¯˜ρ(dsdx)) = 1 corresponding to the eigenvalue λm = 2mpiτ i, for each m ∈ Z, .
It is well-known that e0 = 1. Define
Hˆ = span{em,m ∈ Z} ⊂ L2pdc([0, τ ]× Rd, ¯˜ρ(dsdx)),
and
H˜ = Hˆ⊥ = {f ∈ L2pdc([0, τ ]× Rd, ¯˜ρ(dsdx)), < f, em >= 0,m ∈ Z},
where < f, g >=< f, g) >L2 .
As P˜ (t), t ∈ R, is a contraction semigroup, it is easy to know that
lim
t→∞
1
t
ln ||P˜ (t)|| ≤ 0. (3.3.28)
We call the semigroup P˜ (kτ), k ∈ N, is exponentially contraction on the Poincare´ section L˜s
if there is a δ > 0 such that on the Poincare´ section L˜s,
lim
k→∞
1
kτ
ln ||P˜ (kτ)|L˜s || = −δ < 0, (3.3.29)
where ||P˜ (kτ)|L˜s || is the operator norm on L(L2pdc(L˜s, ρs(dx)) ∩ H˜). This is equivalent to
lim
k→∞
1
kτ
ln ||P (kτ + s, s)|| = −δ < 0, (3.3.30)
where || · || is the operator norm on L(L2(Rd, ρs(dx)) ∩ H˜s), and H˜s = {f(s, ·) : f ∈ H˜}. In this
case we also say that the semigroup P (kτ + s, s) is of exponential contraction at the integral
multiples of period starting at time s.
As a direct consequence of Proposition 2.39, we have∫
[0,τ ]×Rd
|1
τ
∫ (k+1)τ
kτ
P˜ (t, (s, x), C × Γ)dt− ¯˜ρ(C × Γ)| ¯˜ρ(dsdx) ≤ e−δkτ . (3.3.31)
Then the following result follows from taking C = [0, τ ] in (3.3.31) and applying (3.2.14), (3.2.20)
and (3.3.18):
Proposition 3.22. Let the τ -periodic Markov semigroup P (t + s, s), t ≥ 0, s ∈ R have a
periodic measure {ρs}s∈R. Assume all the conditions of Theorem 3.21 and that the semigroup
is of exponential contraction (3.3.30) at the integral multiples of period starting at each time s.
Then the periodic measure is PS-mixing and for any Γ ∈ B(X),∫ τ
0
∫
Rd
|1
τ
∫ (k+1)τ
kτ
P (t+ s, s, x,Γ)dt− ρ¯(Γ)|ρs(dx)ds ≤ e−δkτ . (3.3.32)
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3.4 Construction of random periodic paths on the phase space
In the following, we will give a construction of the random periodic solution from a periodic
measure for stochastic semi-flows.
Similar to in the last section, set Iτ = [0, τ) of the additive modulo τ ,
Ωˆ = Iτ × Ω× X,B(Iτ ) = {∅, Iτ}, Fˆ = B(Iτ )⊗F ⊗ B(X).
For ωˆ = (s, ω, x) ∈ Ωˆ, define for t ∈ R+, the skew triple product of the metric dynamical system
(Ω,F , P, (θ(s))s∈R), the semiflow u and the rotation on the circle Iτ ,
Θˆ(t)ωˆ = (s+ t mod τ, θ(t)ω, u(t+ s, s, θ(−s)ω)x). (3.4.1)
Theorem 3.23. Assume that the τ -periodic Markovian semi-flow u has a periodic measure
µs(dx, dω) = (µs)ω(dx) × P (dω) on the product measurable space (Ω × X,F ⊗ B(X)) satisfying
(3.2.6) (or (3.2.5)). Then a measure µˆ on the measurable space (Ωˆ, Fˆ) defined by
µˆ(Iτ ×A) = 1
τ
∫ τ
0
µs(A)ds, µˆ(∅ ×A) = 0, (3.4.2)
for any A ∈ F ⊗ B(X), is a probability measure and the skew product Θˆ(t) : Ωˆ → Ωˆ, t ∈ R+,
defined by (3.4.1) is measure µˆ-preserving, and satisfies the semi-group property: Θˆ(t1)Θˆ(t2) =
Θˆ(t1 + t2) for any t1, t2 ∈ R+. Moreover, for ωˆ = (s, ω, x)
Φˆ(t, ωˆ) = u(t+ s, s, θ(−s)ω), (3.4.3)
is a cocycle random dynamical system over the metric dynamical system (Ωˆ, Fˆ , µˆ,
Θˆ(t)t∈R+). The cocycle Φˆ has a random periodic path Yˆ given by the following: for ωˆ∗ =
(s, ω∗, u∗(t2, t1, θ(−t2)ω∗)x) ∈ Ωˆ, Yˆ : R+ × Ωˆ→ X is defined by
Yˆ (t, ωˆ∗) := u(t+ s, 0, θ(−s)ω∗)u∗(t2 − s, t1 − s, θ(−t2)ω∗). (3.4.4)
Proof. We first show the semigroup property of Θˆ. For this, from (3.4.1), the definition of Θˆ,
and (3.1.1), (3.1.2), we have that
Θˆ(t2)Θˆ(t1)ωˆ
=
(
s+ t1 + t2 mod τ, θ(t1 + t2)ω, u(t2 + (s+ t1 mod τ), s+ t1 mod τ,
θ(−(s+ t1 mod τ)θ(t1)ω) ◦ u(t1 + s, s, θ(−s)ω)x
)
=
(
s+ t1 + t2 mod τ, θ(t1 + t2)ω, u(t2 + t1 + s− kτ, s+ t1 − kτ,
θ(−s− t1 + kτ)θ(t1)ω) ◦ u(t1 + s, s, θ(−s)ω)x
)
=
(
s+ t1 + t2 mod τ, θ(t1 + t2)ω, u(t2 + t1 + s, s+ t1, θ(−s)ω)
◦u(t1 + s, s, θ(−s)ω)x
)
=
(
s+ t1 + t2 mod τ, θ(t1 + t2)ω, u(t2 + t1 + s, s, θ(−s)ω)
)
= Θˆ(t1 + t2)ωˆ,
where we take k = [ t1+sτ ], [·] represents the integer part.
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Now assume the stochastic semi-flow has periodic measure (µs)ω satisfying (3.2.6). It is
obvious that µˆ defined by (3.4.2) is a probability measure on the measurable space (Ωˆ, Fˆ). We
now need to prove that Θˆ(t)µˆ = µˆ for all t ∈ R+. Note that
Θˆ(t)(s, ω, x) = (t+ s mod τ, Θ¯(t+ s, s)(ω, x)).
So for any A ∈ F ⊗ B(X), t ∈ [0, τ),
Θˆ(t)µˆ(Iτ ×A)
= µˆ(Θˆ(t)−1(Iτ ×A))
= µˆ
(
(s, ω, x) : (s+ t mod τ, θ(t)ω, u(t+ s, s, θ(−s)ω)x) ∈ Rτ ×A
)
= µˆ
(
{(s, ω, x) : (s ∈ [0, τ − t), (θ(t)ω, u(t+ s, s, θ(−s)ω)x) ∈ A}
∪{(s, ω, x) : (s ∈ [τ − t, τ), (θ(t)ω, u(t+ s, s, θ(−s)ω)x) ∈ A}
)
=
1
τ
∫ τ−t
0
µs(Θ¯(t+ s, s)
−1A)ds+
1
τ
∫ τ
τ−t
µs(Θ¯(t+ s, s)
−1A)ds
=
1
τ
∫ τ−t
0
µt+s(A)ds+
1
τ
∫ τ
τ−t
µt+s(A)ds
=
1
τ
∫ τ
t
µs(A)ds+
1
τ
∫ t+τ
τ
µs(A)ds
=
1
τ
∫ τ
t
µs(A)ds+
1
τ
∫ t
0
µs(A)ds
=
1
τ
∫ τ
0
µs(A)ds
= µˆ(Iτ ×A).
This can be generalised to any t ∈ R+ using the group property of Θˆ. Thus (Ωˆ, Fˆ , µˆ, (Θˆt)t∈R+)
is a metric dynamical system. We can prove Φˆ defined by (3.4.3) is a cocycle on X over the
(Ωˆ, Fˆ , µˆ, (Θˆt)t∈R+). In fact, from the definitions of Φˆ, Θˆ, and (3.1.1), (3.1.2), we know for any
r, t ∈ R+, ωˆ = (s, ω, x) ∈ Ωˆ,
Φˆ(r, Θˆ(t)ωˆ) ◦ Φˆ(t, ωˆ)
= u(r + (t+ s mod τ), t+ s mod τ, θ(−(t+ s mod τ))θ(t)ω) ◦ u(t+ s, s, θ(−s)ω)
= u(r + t+ s, t+ s, θ(−s)ω) ◦ u(t+ s, s, θ(−s)ω)
= u(r + t+ s, s, θ(−s)ω)
= Φˆ(r + t, ωˆ).
The claim is asserted.
Now we prove that Yˆ defined by (3.4.4) is a random periodic solution of Φˆ. First note if
ωˆ = (s, ω, x) ∈ Ωˆ,
Yˆ (t, ωˆ) = u(t+ s, 0, θ(−s)ω)x for any t ∈ R+.
Thus from (3.1.1), (3.1.2) and definition of Φˆ and Yˆ , we have for any r, t ∈ R+
Φˆ(r, Θˆ(t)ωˆ)Yˆ (t, ωˆ)
= u(r + (s+ t mod τ), s+ t mod τ, θ(−(s+ t mod τ)θ(t)ω) ◦ u(t+ s, 0, θ(−s)ω)x
= u(r + s+ t, s+ t, θ(−s)ω) ◦ u(t+ s, 0, θ(−s)ω)x
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= u(r + s+ t, 0, θ(−s)ω)x
= Yˆ (r + t, ωˆ).
Moreover,
Yˆ (t+ τ, ωˆ) = u(t+ τ + s, 0, θ(−s)ω)x,
and note
Θˆ(τ)ωˆ = (s, θ(τ)ω, u(τ + s, s, θ(−(s+ τ))ω ◦ θ(τ)ω)x).
So from the definition of Yˆ ,
Yˆ (t, Θˆ(τ)ωˆ)
= u(t+ s, 0, θ(−s)θ(τ)ω) ◦ u(τ, 0, θ(−s)ω)x
= u(t+ s+ τ, τ, θ(−s)ω) ◦ u(τ, 0, θ(−s)ω)x
= u(t+ s+ τ, 0, θ(−s)ω)x.
Thus
Yˆ (t+ τ, ωˆ) = Yˆ (t, Θˆ(τ)ωˆ).
That is to say Yˆ is a random periodic solution as claimed.
We now consider a periodic Markovian semi-flow u. Starting from a periodic measure on
(X,B(X)) satisfying (3.2.11), we give a construction of the periodic measure on the product
measurable space (Ω × X,F ⊗ B(X)) and therefore a random periodic path of the Markovian
semiflow u over the enlarged metric dynamical system (Ωˆ, Fˆ , µˆ, (Θˆt)t∈R+). Note we ignore the
order of ω and s in ωˆ = (ω, s, x), then it is easy to see that
Θˆ(t)(ωˆ) = (θ(t)ω, Φ˜(t, ω)(s, x)). (3.4.5)
In this sense, we can regard Θˆ as the skew product of the metric dynamical system
(Ω,F , P, (θ(s))s∈R) and the lifted cocycle Φ˜ : R+ × X˜ → X˜. The idea is again to lift the semi-
flow to the cocycle on the cylinder X˜ and then apply Theorem 2.40 to construct a periodic
measure µ˜s on the product space (Ω × X˜,F ⊗ B(X˜)). However, instead of applying Theorem
2.41, which only gives a random periodic path of the lifted cocycle Φ˜ on the cylinder X˜, here we
go further to project the periodic measure to a periodic measure of the semi-flow u on the space
(Ω × X,F ⊗ B(X)). Then we are ready to construct a random periodic path of the semiflow u
on X over the enlarged probability space (Ωˆ, Fˆ , µˆ, (Θˆ(t))t∈R+) by applying Theorem 3.23.
Theorem 3.24. Assume a periodic Markovian semi-flow u : ∆ × Ω × X → X has a periodic
measure (ρs)s∈R on (X,B(X)) in the sense of (3.2.11). Then the semi-flow u has a periodic
measure µs, s ∈ R on (Ω× X,F ⊗ B(X)) in the sense of (3.2.6) (or (3.2.5)) and E(µs)· = ρs.
Proof. As u has a periodic measure ρs in the sense of (3.2.11), from the proof of Theorem 3.7,
we know that the lifted cocycle Φ˜ on X˜ over the probability space (Ω,F , P ) has a periodic
measure ρ˜s defined by (3.2.17) satisfying (3.2.16). Then by using Theorem 2.40, there exists
a periodic measure µ˜s, s ∈ R, of Φ˜ on the product measure space (Ω × X˜,F ⊗ B(X˜)) over the
metric dynamical system (Ω,F , P, (θs)s∈R), i.e. for any s ∈ R, t ∈ R+,
Φ˜(t, ω)(µ˜s)ω = (µ˜t+s)θ(t)ω, (µ˜s+τ )ω = (µ˜s)ω. (3.4.6)
Define for any Γ ∈ B(X),
(µs)ω(Γ) = (µ˜s)ω({s mod τ} × Γ). (3.4.7)
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Then
(µτ+s)ω(Γ)
= (µ˜τ+s)ω({s+ τ mod τ} × Γ)
= (µ˜s)ω({s mod τ} × Γ)
= (µs)ω(Γ). (3.4.8)
Moreover, for any C ∈ B(Iτ ) and Γ ∈ B(X), from the definition of Φ˜, for t ∈ R+,
Φ˜(t, ω)(µ˜s)ω(C × Γ)
= (µ˜s)ω({(r, x) ∈ [0, τ)× X : (t+ r mod τ, u(t+ r, r, θ(−r)ω)x) ∈ C × Γ}).
Now we consider the case s ∈ [0, τ). Take C = {s+ t mod τ}, then by Condition (3.1.2) again,
we have
Φ˜(t, ω)(µ˜s)ω({s+ t mod τ} × Γ)
= (µ˜s)ω({(r, x) ∈ [0, τ)× X : (t+ r mod τ, u(t+ r, r, θ(−r)ω)x)
∈ {s+ t mod τ} ×B})
= (µ˜s)ω({s} × u(t+ s, s, θ(−s)ω)−1Γ)
= (µs)ω(u(t+ s, s, θ(−s)ω)−1Γ)
= u(t+ s, s, θ(−s)ω)(µs)ω(Γ).
On the other hand,
(µ˜t+s)θ(t)ω({s+ t mod τ} × Γ) = (µt+s)θ(t)ω(Γ).
Then it follows from (3.4.4) that for any s ∈ [0, τ), t ∈ R+,
u(t+ s, s, θ(−s)ω)(µs)ω = (µt+s)θ(t)ω. (3.4.9)
For general s ∈ R, there is a unique m ∈ Z, s0 ∈ [0, τ) such that s = mτ + s0. From (3.4.9) we
have
u(t+ s−mτ, s−mτ, θ(−s+mτ)ω)(µs−mτ )ω = (µt+s−mτ )θ(t)ω.
Proof. It then follows from (3.1.2) and (3.4.8) that
u(t+ s−mτ, s−mτ, θ(−s+mτ)ω)(µs−mτ )ω = u(t+ s, s, θ(−s)ω)(µs)ω
and
(µt+s−mτ )θ(t)ω = (µt+s)θ(t)ω.
Thus we proved (3.4.9) holds for all s ∈ R. So (µs)s∈R is a periodic measure on (Ω×X,F×B(X))
of the semi-flow u as claimed. Moreover, from (3.4.7) and Theorem 2.40, we have for any
Γ ∈ B(X),
E(µs)ω(Γ) = E(µ˜s)ω({s mod τ} × Γ)
= ρ˜s({s mod τ} × Γ)
= δs mod τ ({s mod τ})ρs(Γ) = ρs(Γ).
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3.5 Law of large numbers on the lifted cylinder
Recall some notation from Section 2.7. Let F0 ⊂ [0.τ) be a given Borel set on R1 with
Lebesgue measure m(F0) > 0 and Fk, GN , G∞ be defined by (2.7.1). Consider
Condition B′: The τ -periodic Markovian stochastic semi-flow u : ∆×Ω×X→ X has a periodic
measure ρ : R→ P(X) and for any Γ ∈ B(X), we have∫
X
∣∣∣ 1
m(F0)
∫
Fk
(P (t, 0, x,Γ)− ρt(Γ))dt
∣∣∣ρ0(dx)→ 0 as k →∞. (3.5.1)
Remark 3.25. Condition B′ holds under the assumptions of Proposition 3.22.
Similar to the cocycle case, we can also prove a SLLN theorem for the periodic Markovian
semi-flows. We only state the results without including their proofs as they are similar to the
cocycle case.
Theorem 3.26. (SLLN) Assume Condition B′ holds. Then as R 3 T →∞,
1
m([0, T ) ∩G∞)
∫
[0,T )∩G∞
IΓ(Y (s, ω))ds→ 1
m(F0)
∫
F0
ρs(Γ)ds a.s.
In particular, if Condition B′ holds for F0 = [0, τ), then as T →∞,
1
T
∫ T
0
IΓ(Y (s, ω))ds→ ρ¯(Γ) := 1
τ
∫ τ
0
ρs(Γ)ds a.s.
We can combine Theorem 3.23 and 3.24 to construct a random periodic solution Yˆ on the
enlarged probability space (Ωˆ, Fˆ , µˆ, (Θˆ(t))t∈R+), from the periodic measure ρs for the semi-flow
as well. However, unlike the case of cocycles considered in the last section, the law of Yˆ under
the probability measure µˆ is, though still periodic, but not ρs any more. Note in the proof
Lˆ(Yˆ (s)) = ρs in the cocycle case, the shift invariant plays a key role. This shift invariance can
be explained as follows: Let Φ be a cocycle considered in Section 2 and define
u(t, s, ω) = Φ(t− s, θ(s)ω), t ≥ s.
Then for any r ≥ t ≥ s,
u(r, t, ω) ◦ u(t, s, ω)
= Φ(r − t, θ(t)ω) ◦ Φ(t− s, θ(s)ω)
= Φ(r − s, θ(s)ω) = u(r, s, ω).
But for any r ∈ R, t ≥ s,
u(t+ r, s+ r, ω) = Φ((t+ r)− (s+ r), θ(s+ r)ω) = Φ(t− s, θ(s)θ(r)ω).
Thus,
u(t+ r, s+ r, ω) = u(t, s, θ(r)ω). (3.5.2)
The last identity (3.5.2) is the shift invariance for cocycles. However, (3.5.2) is not true for
general semi-flows. It is noted that for periodic semi-flow satisfying (3.1.1) and (3.1.2), (3.5.2) is
true for r = τ . But this is not enough to prove the result that the law of Yˆ is ρs, which is a key
step to prove the law of large numbers for periodic measures. However, similar to the cocycle
case, we still have the following SLLN for lifted semi-flows:
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Theorem 3.27. Assume ρs is a periodic measure in the sense of (3.2.11) with respect to the
Markovian semigroup P (t+s, s, ·) of the periodic Markovian semi-flow u(t+s, s, ω) on the space
X over a metric dynamical system (Ω,F , P, (θ(t))t∈R). Then P (t + s, s, ·) can be lifted to a
Markovian semigroup P˜ (t, x˜, ·) of the Markovian cocycle Φ˜(t, ·) on the cylinder X˜ = Iτ × X,
ρs can be lifted to a τ -periodic measure ρ˜s of the semigroup P˜ (t, x˜, ·). Furthermore, we can
construct an enlarged probability space ( ˆ˜Ω, ˆ˜F , ˆ˜µ), measure preserving map ˆ˜Θ(t) : ˆ˜Ω → ˆ˜Ω and
extended random dynamical system ˆ˜Φ in the same way as in Theorem 2.41, but with X replaced
by X˜. Then ˆ˜Φ has a random periodic solution given by: for any ˆ˜ω∗ = (s, ω∗, x˜∗(ω∗)) ∈ ˆ˜Ω,
ˆ˜Y (t, ˆ˜ω∗) := Φ˜(t+ s, θ(−s)ω∗)x˜∗(θ(−s)ω∗), t ∈ R+.
Assume further that the transition semigroup P (t+s, s, ·) and the periodic measure ρs satisfy the
Condition B′ uniformly w.r.t. subsets of F0 with positive Lebesgue measure m(F0) > 0. Then
we have the SLLN, i.e. for any B˜ ∈ B(X˜), as T →∞,
1
m([0, T ) ∩G∞)
∫
[0,T )∩G∞
IB˜(
ˆ˜Y (s, ˆ˜ω))ds→ 1
m(F0)
∫
F0
ρ˜s(Γ˜)ds a.s.
In particular, if Condition B′ holds for F0 = [0, τ), then as T →∞,
1
T
∫ T
0
IB˜(
ˆ˜Y (s, ˆ˜ω))ds→ ¯˜ρ(Γ˜) a.s.
Proof. In order to prove the law of large number theorem for a periodic measure, we consider
lifted cylinder space X˜. Consider the lifted measure and transition semigroup defined by
ρ˜s(C × Γ) = δ(s mod τ)(C)ρs(Γ),
and
P˜ (t, (s, x), C × Γ) = δ(t+s mod τ)(C)P (t+ s, s, x,Γ),
for any C ∈ BIτ and Γ ∈ B(X). It is easy to see that they satisfy
P˜ ∗(t)ρ˜s = ρ˜t+s and ρ˜s+τ = ρ˜s, s ∈ R, t ∈ R+.
Moreover, for any k ≥ 1, y˜ = (s, x), if m(C ∩ F0) > 0,∫
X˜
∣∣∣ 1
m(F0)
∫
Fk
(P˜ (t, y˜, C × Γ)− ρ˜t(C × Γ))dt
∣∣∣ρ˜0(dy˜)
=
∫ τ
0
∫
X
∣∣∣ 1
m(F0)
∫
Fk
(δ(t+s mod τ)(C)P (t+ s, s, x,Γ)
−δ(t mod τ)(C)ρt(Γ))dt
∣∣∣δ0(ds)ρ0(dy)
=
∫
X
∣∣∣ 1
m(F0)
∫
Fk
δ(t mod τ)(C)(P (t, 0, x,Γ)− ρt(Γ)))dt
∣∣∣ρ0(dy)
=
∫
X
∣∣∣ 1
m(F0)
∫
Fk
δ(t mod τ)(C)(P (t, 0, x,Γ)− ρt(Γ)))dt
∣∣∣ρ0(dy)
=
m(F0 ∩ C)
m(F0)
∫
X
∣∣∣ 1
m(F0 ∩ C)
∫
Fk∩Ck
(P (t, 0, x,Γ)− ρt(Γ)))dt
∣∣∣ρ0(dy)
≤ r(k),
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where Ck is an identical copy of C in [kτ, (k + 1)τ) defined by the same way as Fk. When
m(C ∩ F0) = 0, the above is automatically true. Thus we have∫
X˜
∣∣∣ 1
m(F0)
∫
Fk
(P˜ (t, y˜, C × Γ)− ρ˜t(C × Γ))dt
∣∣∣ρ˜0(dy˜) ≤ r(k). (3.5.3)
That is to say the lifted semigroup P˜ and the lifted periodic measure ρˆ satisfy Condition B. Let
Φ˜ defined by (3.1.4), i.e.
Φ˜(t, ω)(s, x) = (t+ s mod τ, u(t+ s, s, θ(−s)ω)x), for any (s, x) ∈ X˜, t ∈ R+.
Then P˜ is the transition semigroup of Φ˜. Now we follow the same procedure as in Theorem 2.41
to construct a periodic measure µs on the product measurable space (Ω× X˜,F ⊗B(X˜)) with the
following decomposition
µ˜s(dx˜, dω) = (µ˜s)ω(dx˜)× P (dω).
and
E(µ˜s)· = ρ˜s, s ∈ R.
Moreover, for any s ∈ R, t ∈ R+,
Φ˜(t, ω)(µ˜s)ω = (µ˜t+s)θ(t)ω, (µ˜s+τ )ω = (µ˜s)ω. (3.5.4)
Now we can use the idea of Theorem 2.40 to consider an enlarged probability space ( ˆ˜Ω, ˆ˜F , ˆ˜µ),
where ˆ˜Ω = Iτ × Ω× X˜, ˆ˜F = BIτ ⊗F × B(X˜), and
ˆ˜µ(Iτ × A˜) = 1
τ
∫ τ
0
µ˜s(A˜)ds, ˆ˜µ(∅ × A˜) = 0, for any A˜ ∈ F ⊗ B(X˜).
Define the skew product ˆ˜Θ : R+ × ˆ˜Ω→ ˆ˜Ω as follows: for any ˆ˜ω = (s, ω, x˜) ∈ ˆ˜Ω.
ˆ˜Θ(t)ˆ˜ω = (s+ t mod τ, θ(t)ω, Φ˜(t, ω)x˜), t ∈ R+.
Now define ˆ˜Φ : R+ × ˆ˜Ω× X˜→ X˜ by: for any (r, x) ∈ X˜,
ˆ˜Φ(t, ˆ˜ω)(r, x) = Φ˜(t, ω)(r, x) = (t+ r mod τ, u(t+ r, r, θ(−r)ω)x).
Define for ˆ˜ω∗ = (s, ω∗, x˜∗(ω∗)) ∈ ˆ˜Ω,
ˆ˜Y (t, ˆ˜ω∗) := Φ˜(t+ s, θ(−s)ω∗)x˜∗(θ(−s)ω∗), t ∈ R+.
So first for ˆ˜ω∗ = (s, ω, x˜), x˜ = (r, x),
ˆ˜Y (t, ˆ˜ω) = Φ˜(t+ s, θ(−s)ω)(r, x) = (t+ s+ r mod τ, u(t+ s+ r, r, θ(−(s+ r))ω)x).
We can check this is a random periodic solution of the random dynamical system ˆ˜Φ over the
metric dynamical system (ˆ˜Ω, ˆ˜F , ˆ˜µ, ( ˆ˜Θ(t))t∈R+). To see this, for any t1, t ∈ R+,
ˆ˜Φ(t1,
ˆ˜Θ(t)ˆ˜ω) ˆ˜Y (t, ˆ˜ω)
= Φ˜(t1, θ(t)ω)(t+ s+ r mod τ, u(t+ s+ r, r, θ(−(s+ r))ω)x)
= (t1 + t+ s+ r mod τ, u(t1 + t+ s+ r, t+ s+ r, θ(−(s+ r))ω)
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◦u(t+ s+ r, r, θ(−(s+ r))ω)x)
= (t1 + t+ s+ r mod τ, u(t1 + t+ s+ r, r, θ(−(s+ r))ω)x)
= ˆ˜Y (t1 + t, ˆ˜ω).
Moreover,
ˆ˜Y (t+ τ, ˆ˜ω)
= (τ + t+ s+ r mod τ, u(τ + t+ s+ r, r, θ(−(s+ r))ω)x)
= (t+ s+ r mod τ, u(τ + t+ s+ r, r, θ(−(s+ r))ω)x).
Note also that
ˆ˜Θ(τ)ˆ˜ω
= (s mod τ, θ(τ)ω, Φ˜(τ, ω)(r, x))
= (s mod τ, θ(τ)ω, (r mod τ, u(τ + r, r, θ(−r)ω)x)).
So
ˆ˜Y (t, ˆ˜Θ(τ)ˆ˜ω)
=
(
t+ s+ r mod τ, u(t+ (s+ r mod τ), r mod τ, θ(−(s+ r mod τ))θ(τ)ω)
◦u(τ + r, r, θ(−(r + s))ω)x)
)
=
(
t+ s+ r mod τ, u(t+ s+ r, r, θ(−(s+ r))θ(τ)ω)
◦u(τ + r, r, θ(−(r + s))ω)x)
)
=
(
t+ s+ r mod τ, u(τ + t+ s+ r, τ + r, θ(−(s+ r))ω)
◦u(τ + r, r, θ(−(r + s))ω)x)
)
=
(
t+ s+ r mod τ, u(τ + t+ s+ r, r, θ(−(s+ r))ω)x
)
= ˆ˜Y (t+ τ, ˆ˜ω).
Finally, we need to check the law of ˆ˜Y . For any C × Γ ∈ B(X˜),
ˆ˜µ({ ˆ˜ω : ˆ˜Y (t, ˆ˜ω) ∈ C × Γ})
= ˆ˜E[IC×Γ(
ˆ˜Y (t, ˆ˜ω))]
=
1
τ
∫ τ
0
∫
Ω
∫
X
IC×Γ(t+ s+ r mod τ, u(t+ s+ r, r, θ(−(s+ r))ω)x)
(µ˜s)ω(dr, dx)P (dω)ds
=
1
τ
∫ τ
0
∫
Ω
∫
X
IC×Γ(r, x)Φ˜(t+ s, θ(−s)ω)(µ˜−s)θ(−s)ω(dr, dx)P (dω)ds
=
1
τ
∫ τ
0
∫
Ω
∫
X
IC×Γ(r, x)(µ˜t)θ(t+s)ω(dr, dx)P (dω)ds
=
∫ τ
0
∫
Ω
∫
X
IC×Γ(r, x)(µ˜t)ω(dr, dx)P (dω)
= ρ˜t(C × Γ).
Finally, as P˜ (t, x, ·) and ρ˜ satisfy Condition B, we have the SLLN by Theorem 2.47.
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We can also easily prove the following result following a similar argument as of Lemma 2.45,
Proposition 3.22 and the proof of Theorem 3.27.
Proposition 3.28. Assume conditions of Theorem 3.19, but k0τ -irreducibility for P (k0τ, 0) on
L0 only, or conditions of Proposition 3.22. Then Condition B
′ is satisfied so the strong law of
large numbers in Theorem 3.27 holds.
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