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Two dimensional electronic spectroscopy has proved to be a valuable experimental technique to
reveal electronic excitation dynamics in photosynthetic pigment-protein complexes, nanoscale semi-
conductors, organic photovoltaic materials, and many other types of systems. It does not, however,
provide direct information concerning the spatial structure and dynamics of excitons. 2D infrared
spectroscopy has become a widely used tool for studying structural dynamics but is incapable of
directly providing information concerning electronic excited states. 2D electronic-vibrational (2DEV)
spectroscopy provides a link between these domains, directly connecting the electronic excitation
with the vibrational structure of the system under study. In this work, we derive response functions
for the 2DEV spectrum of a molecular dimer and propose a method by which 2DEV spectra could
be used to directly measure the electronic site populations as a function of time following the initial
electronic excitation. We present results from the response function simulations which show that our
proposed approach is substantially valid. This method provides, to our knowledge, the first direct
experimental method for measuring the electronic excited state dynamics in the spatial domain, on
the molecular scale. C 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4931634]
I. INTRODUCTION
Photosynthetic pigment-protein complexes perform a
number of distinct tasks, including light harvesting, exciton
migration, dissipation of excess energy, and the separation and
transfer of charge carriers.1–3 They are able to perform these
tasks with only a relatively small molecular toolbox, consisting
primarily of a variety of chlorin derivatives and carotenoids.
Photosynthetic organisms are able to use this small toolbox
to significant advantage, tuning the properties towards specific
roles. They accomplish this by precisely controlling the spatial
organization and the local environments of the pigments to tune
the electronic structure of the complex, affecting the electronic
energies of each pigment as well as the strength of the coupling
between neighboring molecules. These interactions result in
varying degrees of delocalization in the electronic excited
states and help to guide both the energetic and the spatial
dynamics of the electronic excitation energy.
In recent years, two-dimensional electronic spectroscopy
(2DES) has become a mature technique for studying electronic
dynamics in photosynthetic complexes, as well as other types
of molecular aggregates.4,5 Much progress towards the under-
standing of electronic excitation dynamics in these types of
systems has been enabled by this technique, with the determi-
nation of precise energetic pathways and unraveling of the de-
gree to which electronic coherence may, or may not, determine
a)Current address: School of Chemistry, University of Bristol, Bristol BS8
1TS, United Kingdom.
b)Electronic mail: grfleming@lbl.gov
the rate and efficiency of energy transfer.6–14 All of these appli-
cations of electronic spectroscopies, however, critically rely
on the development of accurate models to provide the link be-
tween the electronic energy levels and the spatial character of
the states. Typically, these models rely on incomplete informa-
tion regarding both the electronic and spatial structures of these
complexes and necessitate complicated procedures that aim to
optimize the fit to a number of different, but related, observ-
ables, such as the spectral structures in 2DES and various linear
spectra.15–18 It has been demonstrated that the polarization
dependence of 2DES can provide structural information that
helps constrain the parameters of the model,19,20 but this cru-
cially relies on complex mutant studies to link the excitons with
their spatial locations. Imperfections in the model still have
substantial ramifications for the results, potentially resulting
in an incorrect interpretation of the spatial localization of the
excitation due to the difficulty in correctly separating the site
energies from the strength of the electronic coupling. The
information derived from this model-based approach has been
very successfully applied towards the accurate reproduction of
experimental observables in even very large and complex sys-
tems,21 and recent developments in highly scalable electronic
structure methods show promise in aiding the future refinement
of these models.22 To improve feedback between theory and
experiment, however, there is a distinct need for an experi-
mental method capable of directly linking the energetic and
spatial domains without need for a model, or the assumptions
that this entails.
Electronic spectroscopies, like 2DES, are very useful for
understanding energetic structure and dynamics in complicated
0021-9606/2015/143(12)/124203/13/$30.00 143, 124203-1 ©2015 AIP Publishing LLC
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systems, but they lack a direct connection to spatial informa-
tion. Alternatively, vibrational spectroscopies are capable of
providing structural information, and 2D infrared spectroscopy
(2DIR) has become a widespread tool in the study of protein
structure and structural dynamics.23,24 Pure vibrational spec-
troscopy does not, however, provide any information about
electronic dynamics. The recently developed 2D electronic-
vibrational (2DEV) spectroscopy provides a direct link be-
tween these two regimes.25 2DEV measures the direct corre-
lation between electronic and vibrational degrees of freedom,
providing the cross peak between the traditional 2DES and
2DIR spectra. The successful application of 2DEV to the study
of molecular aggregates, such as photosynthetic pigment pro-
tein complexes, has the potential to provide a direct experi-
mental connection between the energetic and spatial domains
of electronic energy transfer that has heretofore been missing.
We propose a method by which 2DEV spectra of a molec-
ular aggregate could be used to directly measure electronic
site populations, without need for a model. This method is
based on the idea that a localized vibrational mode that is only
weakly coupled to the electronic transition of interest could be
used as a proxy for spatial location in an extended molecule or
aggregate. This idea of using localized vibrations as proxies for
position in a molecular aggregate has been used previously in
the analysis of visible-infrared pump-probe spectroscopy26,27
and is similar to the idea of using high frequency vibrational
modes to monitor conformational dynamics commonly found
in the analysis of femtosecond stimulated Raman spectros-
copy.28,29 The extension of the method to a multidimensional
technique, in which both the excitation axis and the detec-
tion axis are resolved, allows for much greater detail in the
information extracted from the spectra. Indeed, the approach
described here not only provides the rates of energy transfer
and relaxation, but also, without approximation, enables the
extraction of electronic populations in the site basis.
The specific method that we propose in this work is not
without its flaws and, indeed, is not entirely general. It crucially
relies on the ability to resolve a spectral feature corresponding
to each electronic excited state and a vibration localized on
each monomer. In our spectral simulations, the parameters
have been chosen to provide an illustrative example. Our goal
here is not to provide a fully general analysis method that
will work with spectra where these conditions are not met, but
rather to demonstrate that in principle, the information can be
extracted with a relatively straightforward technique. To this
end, it important to note the distinction between the approxi-
mate model we use to provide illustrative simulations and the
method used to extract the information from these approximate
spectra, which is not subject to the same approximations.
In this work, we extend the response functions recently
developed for simulating the 2DEV spectra of a monomer, and
successfully applied to the study of correlated electronic and
vibrational spectral dynamics and disorder,30,31 to the case of a
molecular dimer. We then describe how these spectra can be
used to directly measure the electronic site populations in a
generic molecular aggregate without need for an accompany-
ing model. Finally, we use the response function simulations to
provide a numerical demonstration of this method for the dimer
case, which shows that the resulting measured populations are
exactly equal to those from a direct calculation using a quantum
master equation with the same dynamical model.
II. MODEL
A. Dimer Hamiltonian
To demonstrate the feasibility of the proposed measure-
ment, we use a simplified model to describe the system. A
schematic illustration of this model is shown in Figure 1. The
Hamiltonian for our model is given by
H = H A + HB + J (|eA⟩⟨eB| + |eB⟩⟨eA|) , (1)
where H A and HB are the Hamiltonians for the monomers
A and B, J is the electronic coupling, and |eA⟩ and |eB⟩ are
the electronic excited states for the monomers. The monomer
Hamiltonians are taken to be the same as in our previous studies
of the 2DEV spectra of a solvated dye molecule30,31 and are
considered as four-level systems with the form
HM = HMbath + H
M
g1 |gM1⟩⟨gM1|
+HMe0 |eM0⟩⟨eM0| + HMe1 |eM1⟩⟨eM1|, (2)
where each of the terms is defined as
HMbath = ~

i
ωMi a
M
i
†
aMi + ~

j
νMj b
M
j
†
bMj , (3)
HMg1 = ~ωM + ~

j
hMj ν
M
j
(
bMj
†
+ bMj
)
, (4)
HMe0 = ϵM + ~

i
dMi ω
M
i
(
aMi
†
+ aMi
)
+ ~

j
αM0 h
M
j ν
M
j
(
bMj
†
+ bMj
)
, (5)
FIG. 1. A schematic illustration of the model used in this work (energies
are not drawn to scale). The electronic ground state is indicated by green
for monomer A and yellow for monomer B, whereas the electronic excited
state is indicated by blue and red, respectively. Solid lines indicate that the
vibration is on the ground state, while dashed lines indicate that the vibration
is excited. Note that when one of the excitons is populated, a vibrational
excitation can occur with that monomer on either the ground or excited
electronic state.
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HMe1 = ϵM + ~ω
′
M + ~

i
dMi ω
M
i
(
aMi
†
+ aMi
)
+ ~

j
αM1 h
M
j ν
M
j
(
bMj
†
+ bMj
)
. (6)
Here, M = A or B labels the monomers. We define ϵM as the
electronic energy gap, while ωM and ω′M are defined as the
frequency of the probed vibrational mode when monomer M
is on the ground (ωM) or excited (ω′M) electronic state. H
M
bath
denotes the Hamiltonian for the environment, and the opera-
tors aMi
(
aMi
†) and bMj (bMj †) are the annihilation (creation)
operators for the bath degrees of freedom for the electronic
and vibrational modes, respectively, which are taken to be har-
monic oscillators with frequenciesωMi and ν
M
j . The electronic
and vibrational degrees of freedom on each monomer are all
assumed to have completely independent baths. The parame-
ters dMi and h
M
j describe the strength of the system-bath coupl-
ing for the electronic and vibrational degrees of freedom. These
system-bath coupling components of the Hamiltonian are typi-
cally characterized by spectral densities, defined as JMe (ω)
=

i dMi
2
ωMi
2
δ(ω −ωMi ) andJMv (ω) =

j hMj
2
νMj
2
δ(ω − νMj )
for the electronic and vibrational levels, respectively. The
coupling between the electronic and vibrational system de-
grees of freedom is included via the change in the frequency
of the vibration and the parameters αM0 and α
M
1 , which rescale
the strength of the vibration-bath coupling due to the elec-
tronic excitation.30,31 We have shown previously how these
parameters can be extracted from the 2DEV spectra of a
monomer.31
In choosing this form for the monomer Hamiltonians,
we have made several assumptions and approximations. First
of all, we assume that the laser used to drive the electronic
transition only excites the fundamental 0-0 transition in the
vibration that is being probed and does not excite higher vi-
bronic transitions, either due to insufficient bandwidth or small
Franck-Condon factors. This assumption allows us to consider
the monomers as four-level systems and greatly reduces the
number of pathways that must be considered, simplifying the
resulting spectra. It also allows us to neglect any displacement
in the equilibrium position of the vibration that is probed,
the dominant effect of which would be to modify the Franck-
Condon factors and shift the oscillator strength of the elec-
tronic transition towards higher vibronic transitions. Addition-
ally, we assume that the monomer Hamiltonian is diagonal
in the basis {|gM0⟩, |gM1⟩, |eM0⟩, |eM1⟩}, and therefore, we
neglect relaxation of the electronic and vibrationally excited
states. In photosynthetic light harvesting complexes, electronic
relaxation to the ground state typically occurs on a much longer
time scale (∼100 ps–1 ns) than the energy transfer processes
(∼100 fs–1 ps) we are concerned with here and should be easily
separable from the desired information using our proposed
procedure. Neglecting vibrational relaxation should not have
a significant effect due to the assumption that the initial excita-
tion only involves the ground vibrational states. Because of this
assumption, the vibrational lifetime will primarily contribute
via its effects on the vibrational linewidth, which will not have
a significant impact on the quantities that are the focus of this
work.
For the interaction between the monomers, we include an
electronic coupling term, characterized by the parameter J.
The electronic coupling serves to mix the electronic states and
form delocalized excitons, labelled |µ⟩ and |ν⟩, with the form
|µ⟩ = cos θ |eA⟩ + sin θ |eB⟩,
|ν⟩ = − sin θ |eA⟩ + cos θ |eB⟩, (7)
where the mixing angle θ depends on the strength of the elec-
tronic coupling J and the difference in electronic site energies
and is given by
tan 2θ =
2J
ϵ A − ϵB , (8)
where ϵM = ϵM + λMe + α
M
0
2
λMv is the electronic transition
energy on monomer M renormalized by the environmental
reorganization energy for the electronic transition. The reor-
ganization energy is related to the spectral density by λMx
= ~
 ∞
0 dω JMx (ω)/ω, with x = e or v . Using this analytic
form for the diagonalization of the Hamiltonian, we have four
total electronic states for the system, the ground state |g⟩,
the two exciton states |µ⟩ and |ν⟩, and the doubly excited
state | f ⟩, which is not accessible in the current experiment
and will not be considered further. The overall state of the
system can then be described as |ε vA vB⟩, where ε denotes the
electronic state, and vA and vB denote the vibrational quantum
number for monomers A and B, respectively. The exciton ener-
gies are ϵ µ = (ϵ A + ϵB) /2 + sign(J)

(ϵ A − ϵB)2 + 4J, and ϵν
= (ϵ A + ϵB) /2 − sign(J)

(ϵ A − ϵB)2 + 4J. Throughout this
work, we use capital roman letter to index sites, lowercase
greek letters to index excitons, and lowercase roman letters
to index other quantities. In particular, when we refer to the
specific case of the dimer, we use µ and ν to denote the
excitons, and A and B to denote the sites, whereas α, β, γ,
and δ are used to denote generic excitons, and M and N are
used to denote generic sites, in the case of the dimer as well as
in the case of a larger molecular aggregate.
We assume that the coupling only induces mixing between
the electronic states, and that the vibrations have no role in the
mixing and remain localized on the monomers. This should
be a reasonable approximation for the range of parameter
values considered here, where the energies of the vibrations are
substantially larger than the energy gaps between the electronic
states. Furthermore, for the method we propose here, all that
are required is that there exists a vibrational mode on each
monomer that has these properties. This will likely always
be the case, even when other modes are strongly mixed with
the electronic states. The inclusion of vibronic mixing and
the study of its effects on the structure of the 2DEV spectra
would be very interesting, but the details become complicated,
and a proper treatment would require a more sophisticated
method for solving the quantum dynamics than used in this
study.32–36 We leave the incorporation of these effects for future
work.
The total Hamiltonian can be rewritten in the exciton
representation as
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H = H Abath + H
B
bath + H
A
g1|g10⟩⟨g10| + HBg1|g01⟩⟨g01| +
 
H Ae0cos
2θ + HBe0sin
2θ + J sin 2θ
 |µ00⟩⟨µ00|
+H Ae1cos
2θ |µ10⟩⟨µ10| + HBe1sin2θ |µ01⟩⟨µ01| +
 
H Ae0sin
2θ + HBe0cos
2θ − J sin 2θ |ν00⟩⟨ν00|
+H Ae1sin
2θ |ν10⟩⟨ν10| + HBe1cos2θ |ν01⟩⟨ν01| −
 
H Ae0 − HBe0
 sin 2θ
2
− 2J cos 2θ

(|µ00⟩⟨ν00| + |ν00⟩⟨µ00|)
−H Ae1
sin 2θ
2
(|µ10⟩⟨ν10| + |ν10⟩⟨µ10|) + HBe1
sin 2θ
2
(|µ01⟩⟨ν01| + |ν01⟩⟨µ01|) . (9)
In the derivations of the response functions used in this
work, it is necessary for us to neglect the terms of the Hamilto-
nian that go as (|µ . . .⟩⟨ν . . . | + |ν . . .⟩⟨µ . . . |), which drive en-
ergy transfer between the excitons. To account for energy trans-
fer processes, we include the dynamics in an ad hoc manner
similar to that used previously in the development of response
functions for energy transfer and reactive systems,37,38 modi-
fied so that the dynamics are equivalent to Redfield theory
under the secular approximation.39,40 The details of the method
by which we include these dynamics in the response functions
are given in Appendix A.
To be precise, we use excited state dynamics that are fully
determined by rates of population transfer. The rates are taken
from Redfield theory, which is based on a second order per-
turbative expansion of the system-bath coupling terms in the
Hamiltonian, together with a Markov approximation.39,40 For
a generic molecular aggregate, the Redfield relaxation tensor
is given by
Rαβ,γδ = Γδβ,αγ + Γ∗γα,βδ − δβδ

κ
Γακ,κγ − δαγ

κ
Γ∗βκ,κδ
(10)
with the damping matrix
Γαβ,γδ =
1
~2

M,N
⟨α |VM | β⟩ ⟨γ |VN | δ⟩CMN[ωδγ]. (11)
Here,VM = ~

i dMi ω
M
i
(
aMi
†
+ aMi
)
is the system-bath coupl-
ing operator for the electronic degrees of freedom, CMN[ω] is
the Fourier-Laplace transform of the environment correlation
function, and ~ωαβ = ϵα − ϵ β is the difference energy between
excitons α and β. The indices α, β, γ, and δ run over the
electronic states, expressed in the exciton basis, and M and N
run over the sites. With the Redfield tensor defined in this way,
the dynamics of the density matrix are given by the Redfield
master equation
∂
∂t
ραβ = −iωαβραβ(t) +

γ,δ
Rαβ,γδργδ(t). (12)
The element Rαβ,γδ represents the rate of exchange from
state |γ⟩⟨δ| to state |α⟩⟨β |. In the full Redfield theory, any
of these elements may take nonzero values. Therefore, any
pair of elements in the density matrix, either population or
coherence, might be coupled. By considering only the rates
of population transfer, we are making the secular approxima-
tion, whereby when

ωαβ − ωγδ

, 0, we set Rαβ,γδ = 0. This
serves to decouple the dynamics of populations and coherences
and significantly simplifies the interpretation of the dynamics
and the derivation of the response functions. In general, it
is not a good approximation,41,42 but it provides a sufficient
illustration for the purposes of this work. A demonstration
that the dynamics used in the response functions in this work
are equivalent to the secular Redfield theory is provided in
Appendix B.
B. Response functions
The double-sided Feynman diagrams for the Liouville
pathways included in the present approximate description are
shown in Figure 2. In this section, we restrict our focus to the
specific case of the dimer, though the results can be extended
to a larger molecular aggregate.16,43 Only the diagrams corre-
sponding to rephasing pathways are depicted, and for each,
there is a corresponding nonrephasing pathway, which dif-
fers by a complex conjugation of the state during t1. Due to
the very large difference in the frequencies of the electronic
and vibrational coherences during the t1 and t3 periods, these
pathways do not possess a significant rephasing power, and
so, the information content of the rephasing and nonrephasing
pathways is essentially equivalent.30 Despite this, we maintain
this language here to make a clear connection with degenerate
spectroscopies. The response functions have the form
RRαM(t1, t2, t3) =
| µ⃗α |2| µ⃗M |2
× exp

i
ϵα
~
t1 − iωMt3

FRαM(t1, t2, t3),
RNRαM(t1, t2, t3) =
| µ⃗α |2| µ⃗M |2
× exp

−i ϵα
~
t1 − iωMt3

FNRαM(t1, t2, t3),
(13)
for the rephasing and nonrephasing pathways on the ground
electronic state. The angled brackets represent an orientational
average, and the transition dipole moment µ⃗α corresponds
to the transition between the ground state and exciton |α⟩,
whereas the factor µ⃗M corresponds to the transition dipole
moment for the 0 → 1 transition for the vibration on site M ,
on the electronic ground state. The coherence factor oscil-
lates during the time period t1 at the renormalized exciton
frequency ϵα/~ = (ϵα + λα) /~ and at the renormalized vibra-
tional frequency ωM = ωM + λMv /~ during the time period
t3. The factors FαM(t1, t2, t3) are the third-order lineshape
functions and can be written in terms of the linear lineshape
functions which describe the bath induced fluctuations in the
energies of the electronic and vibrational states, gAe (t), gBe (t),
gAv (t), and gBv (t), which in turn can be directly calculated
from the spectral densities for the different components of the
bath.43,44
The pathways that evolve on the electronic excited state
during t2 have a similar structure, with a few important differ-
ences. They take the form
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FIG. 2. The rephasing Liouville pathways considered in this work and a schematic illustration of the resulting spectrum. The pathways that evolve on the
electronic ground state are labelled as RαM to indicate that exciton |α⟩ is excited, and the vibration on site M is probed, while those on the electronic excited
state are labelled as RαβM ′ to indicate that the population is transferred from exciton |α⟩ to exciton |β⟩ during t2 and that the vibration on site M is probed.
The interactions with the visible laser are indicated by red arrows while the interactions with the infrared laser are indicated by black arrows, and the emission of
the infrared signals is indicated by the black dashed arrows. Within the current approximations, the pathways that evolve on the electronic ground state during t2
have positive contributions (solid red lines), while the pathways that evolve on an electronic excited state make negative contributions (dashed blue lines). The
plus and minus signs are present to emphasize the sign of each contribution to the total response. The time variables {τi} are used to describe the details of the
trajectory on the electronic excited state.
RRαβM′(t1, t2, t3)=−
(| µ⃗α |2| µ⃗M′|2 UβM 2 exp i ϵα
~
t1 − iω′Mt3

+
| µ⃗α |2| µ⃗M |2 (1 − UβM 2) exp i ϵα
~
t1 − iωMt3
)
FRαβM′(t1, t2, t3), (14)
RNRαβM′(t1, t2, t3)=−
(| µ⃗α |2| µ⃗M′|2 UβM 2 exp −i ϵα
~
t1 − iω′Mt3

+
| µ⃗α |2| µ⃗M |2 (1 − UβM 2) exp −i ϵα
~
t1 − iωMt3
)
FNRαβM′(t1, t2, t3), (15)
where α is the initial excitonic state and β is the final excitonic
state. Note that α and β may or may not be equal. The factor
ω′M = ω′M +
 
αM1 − αM0
2
λMv /~ is the renormalized vibra-
tional frequency when the monomer is in the electronic excited
state. The factor µ⃗M′ denotes the transition dipole moment
for the 0 → 1 transition for the vibration on site M , on the
electronic excited state. Aside from the increased complexity
of the third-order lineshape functions, which are described in
detail for the general case in Appendix A, the main difference
from the ground state pathways is in the transition dipole
term, with the replacement of, e.g., | µ⃗M |2 with µ⃗M′UβM 2, the
transition dipole for the vibration on site M when exciton |β⟩
is populated. The origin of the two terms can be understood
from Figure 1. The first term is related to the probability that
the monomer M is in the electronic excited state, whereas
the second term is related to the probability that it is in the
electronic ground state. The factor of UβM is the fraction of
exciton |β⟩ that is localized on site M . For the case of the dimer,
it is simply related to the mixing angle, e.g., as either UµA
= cos θ or UνA = − sin θ. This additional factor scales the
signal with the probability that the electronic excitation is
localized on a given site and is a crucial piece of information
that impacts the 2DEV spectra much more directly than other
techniques, such as 2DES.
We assume for this work that the interaction with the
infrared pulse will only drive vibrational transitions, neglect-
ing the possibility that it will excite transitions between the
excitons. For the small excitonic energy gaps considered here,
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such transitions would appear at a much lower frequency
(∼200 cm−1) than the vibrational transitions (∼1500 cm−1). A
combined excitation of a vibration together with the excitonic
transition will, however, have a similar energy to the pure
vibrational transition, but these transitions might be very weak,
depending on the symmetries and selection rules for the vibra-
tions. For large polyatomic molecules, these selection rules
can become very complex.45–47 In either case, the electronic
coherences will typically dephase much more quickly than
the vibrational coherences, and so, the resulting features are
expected to be broad and structureless.
The frequency domain 2DEV spectrum is computed in
the impulsive limit by taking the Fourier transform over the
t1 and t3 domains for each term in the response function. The
total response is then given by the sum of the rephasing and
nonrephasing components as Stot(ω1, t2,ω3) = SR(−ω1, t2,ω3)
+ SNR(ω1, t2,ω3). The rephasing component is reflected along
the ω1 axis because of the change in the sign of the t1 coher-
ence oscillation term between the rephasing and nonrephasing
pathways. The purely absorptive spectrum corresponds to the
real part of the total spectrum, so the final result is given by Sabp
= Re [Stot]. To relax the impulsive approximation, the response
functions should be convolved with the electromagnetic fields
prior to the Fourier transforms. So long as the spectral band-
widths of the fields are sufficient to cover all of the transitions
of interest and the pulse durations are significantly shorter than
the time scale of the exciton dynamics, inclusion of realistic
laser pulses should not significantly alter the discussion of the
current work, so for simplicity, we do not account for this
additional experimental complication.
The response function method used in this work does
not provide the exact result, primarily due to the neglect of
the exciton coupling terms in the Hamiltonian, as described
following Equation (9), but it has substantial benefits in the
ease of interpretation. With the response functions, it is easy
to consider the results term-by-term, and so, there is no doubt
as to the origin or interpretation of any given feature. It would
certainly be possible to simulate the spectral response using
an exact method for solving the quantum dynamics, such as
the hierarchy equations of motion,35,48,49 but for establishing
the feasibility of our proposed approach, the current method
should prove adequate.
III. SIMULATION RESULTS
A series of 2DEV spectra calculated using this model
are shown in Figure 3 for two different strengths of the elec-
tronic coupling J, where we have chosen J = −50 cm−1 and
FIG. 3. 2DEV spectra for an electronic coupling of J =−50 cm−1 at (a) t2= 0 ps, (b) t2= 1 ps, and (c) t2= 5 ps, and for an electronic coupling of J =−150 cm−1
at (d) t2= 0 ps, (e) t2= 0.4 ps, and (f) t2= 5 ps. The excitons and vibrations are labelled for clarity. The rest of the parameters used in these simulations are
provided in the text.
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−150 cm−1. The spectra are shown at several different waiting
times following the initial excitation, to demonstrate the struc-
ture of the spectra that result from our model. For these simula-
tions, the site energy difference was ϵB − ϵ A = 125 cm−1, and
the vibrational frequencies were set to ωA = 1800 cm−1, ω′A
= 1700 cm−1, ωB = 1500 cm−1, and ω′B = 1400 cm
−1. These
values for the frequencies were chosen to be similar to a
C==C or C==O double bond stretch, as these types of modes
are common in organic chromophores and have been studied
in previous transient infrared experiments of light-harvesting
complexes.26,27,50 The spectral densities for the baths were
taken to have the Drude-Lorentz form,
JMx (ω) =
2λMx ωc
M
x ω
ωcMx
2
+ ω2
, (16)
with reorganization energies set to λAe = λ
B
e = 35 cm
−1 and
λAv = λ
B
v = 5 cm
−1 and cutoff frequencies for the time scales
of the baths were set to ωcAe = ωc
B
e = ωc
A
v = ωc
B
v = 50 cm
−1.
We have chosen the parameters α0 and α1 for both monomers
to take on the values 0.6 and 1.6, respectively, so that the
vibrational transition on the electronic excited state couples to
the bath with the same overall strength as the vibrational tran-
sition on the ground electronic state. The magnitude of these
parameters is comparable to those found in measurements on
the laser dye 3,3′-diethylthiatricarbocyanine iodide (DTTCI)
in chloroform.31 The temperature was set to T = 77 K, as most
multidimensional spectroscopy experiments on photosynthetic
pigment-protein complexes are performed at this temperature,
to improve the resolution of overlapping excitonic states. At
T = 300 K for the current parameters, the features become
broad and unresolvable (results not shown). The bath parame-
ters were chosen to be similar to those typically found in photo-
synthetic pigment-protein complexes.51,52 For demonstrative
purposes, the transition dipole moments were all set to 1, and
the electronic transition dipole moments for the monomers
were assumed to be perpendicular. We will demonstrate in Sec-
tion IV how these parameters can be removed in the extraction
of the electronic site populations, and so, this choice does not
affect the results.
In each of the spectra shown in Figure 3, there are four
positive-going features that correspond to probing vibrations
on the ground electronic state, and four negative-going fea-
tures that correspond to vibrations on the electronic excited
states (see Figure 2). The features arise from each combina-
tion of exciton and vibrational mode, and the intensity of a
given feature is proportional to the probability that the elec-
tronic excitation is localized on that monomer, together with
the associated transition dipole moments. As t2 increases, the
intensities of the features change, with those features corre-
sponding to probing site A (the lower energy site) increasing
and those corresponding to probing site B (the higher energy
site) decreasing, due to the relaxation of the electronic popula-
tions towards thermal equilibrium. Comparing the simulations
with different strengths of electronic coupling, for the stronger
coupling case, the exciton absorption energies show a greater
separation, due to the larger splitting between the excitonic
energies. Furthermore, the intensities of the features resulting
from probing the separate monomers are more similar, due to
the greater delocalization of the excitons relative to the weaker
coupling case. Both traits are directly related to the formation
of delocalized excitonic states by the electronic coupling.
The 2DEV spectrum reports on the exciton that is initially
populated, but otherwise, it does not provide direct informa-
tion on the electronic state of the system. Instead, it provides
information relating to the spatial distribution of the electronic
excitation. As the higher energy exciton |ν⟩ relaxes and the
population is transferred to |µ⟩, the ratio between the peaks
corresponding to exciting |ν⟩ and probing the vibrations on
sites A and B becomes more like the ratio of site populations
for exciton |µ⟩. At long waiting times, the spectra reflect the
thermal populations of electronic excited states. For the low
temperature simulations shown here, the equilibrium popula-
tion of the higher energy exciton is very small, and, whether
|µ⟩ or |ν⟩ is initially excited, the long-time ratios between the
monomer A and B features are very similar to the ratio for the
lower energy exciton.
There is no difference between the dynamics obtained
by probing the vibrations when the monomer is on either the
ground or the excited electronic state. In each case, the dy-
namics originate from the pathways RαβM′, where the system
evolves according to the electronic excited state. From Equa-
tions (14), (15), (B1), and (B2), the amplitudes resulting from
these pathways depend on the probability that a given exciton
is populated, together with the fraction of that exciton local-
ized on each monomer. These features suggest that it should
be possible to directly extract the electronic site populations
from the spectra, without the need for a model. A method for
isolating this information is described in Section IV.
In addition to reporting on the dynamics of the system
during the waiting time, the 2DEV spectra also provide infor-
mation about the bath dynamics and the system-bath coupling.
At early waiting times, the features in the 2DEV spectra have
positive center-line slopes, which is indicative of the initial
correlation between the electronic and vibrational transition
frequencies. For the isolated monomers, the decay of this slope
is proportional to the correlation function for the bath-induced
fluctuations in the energy of the vibrational transition, and
there may be a long-time non-zero slope when there exists a
correlation between the inhomogeneous distributions of the
electronic and vibrational energy gaps.30,31 Due to the elec-
tronic mixing in the dimer, the specific form of the center-line
slope becomes more complicated, as it will contain contribu-
tions from multiple pathways and will depend on the electronic
mixing angle and the correlation functions for the vibration
on each monomer. The dynamics still reflect the correlation
between the electronic and vibrational transitions, primarily
induced via the fluctuations of the vibrational zero-point ener-
gies on the electronic excited state, but interference effects may
complicate the precise dynamics.37,38 A detailed analysis of the
information that can be extracted from these slopes is left for
future considerations.
IV. MEASUREMENT OF ELECTRONIC
SITE POPULATIONS
The major advantage of 2DEV comes from its ability to
provide a direct experimental connection between the elec-
tronic eigenstates and the physical location of the excitation
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energy on a molecular scale. In this section, we demonstrate
how the 2DEV spectrum of a molecular aggregate could be
used to directly measure the electronic site populations. As
will become clear, this method does not rely on a model. The
fundamental experimentally measurable quantity that we use is
SαM(t2), the integrated intensity of the spectral feature arising
from excitation of exciton |α⟩ and detection of the vibration
on site M . We can choose to use the features that arise from
probing the vibration on either the electronic ground or excited
state, each of which contains contributions from the pathways
RαβM′. For probing the vibration on the electronic ground
state, this is given by
SαM(t2) =

dω1dω3

β
SabpαβM(ω1, t2,ω3)
=
| µ⃗α |2| µ⃗M |2 PαM(t2), (17)
where PαM(t2) is the probability that the electronic excitation
is localized on site M at time t2, given that the initial excitation
populated exciton |α⟩. The sum runs over all the exciton states.
The only change that is made for probing the vibration on the
electronic excited state is to replace the vibrational transition
dipole on the electronic ground state, | µ⃗M |2, with that on the
electronic excited state, | µ⃗M′|2. The overall probability that an
electronic excited state is populated at time t2, following exci-
tation to exciton |α⟩, is given byN PαN(t2), so the normalized
site population is given by
PαM(t2)
N PαN(t2) =
*,1 +

N,M
PαN(t2)
PαM(t2)
+-
−1
=
*.,1 +

N,M
| µ⃗M |2| µ⃗N |2 SαN(t2)SαM(t2)+/-
−1
. (18)
The only information required in addition to the 2DEV spectral
amplitudes is therefore the ratios of transition dipole moments
for the vibrations on either the electronic ground or excited
state, depending on which features are being used. It is also
important to note that any decay of the signal due to relax-
ation to the electronic ground state will be removed by the
normalization. If it is desired that the relaxation to the ground
electronic state be included, then Equation (18) must be modi-
fied by taking the denominator on the left-hand side at t2 = 0.
This, however, may introduce difficulties related to the finite
duration of real laser pulses.
So far as the current discussion is concerned, there is no
significant difference between the information content that can
be extracted from probing the vibrations on the ground versus
the excited electronic states. This choice is a practical matter,
since in particular molecules and for particular vibrations,
the vibrational transition dipoles on the ground and excited
electronic states might have very different magnitudes. For
example, 2DEV spectra of the C==C backbone stretch mode in
DTTCI are dominated by the electronic ground state feature,31
whereas in 8′-apo-β-caroten-8′-al, the spectrum is dominated
by electronic excited state features.53,54 Additionally, it is often
easier to assign vibrations on the ground electronic state, due to
the computational expense of ab initio excited state frequency
analysis.
There is, however, a substantial difference in the ease with
which the ratio of vibrational transition dipoles that appears
in Equation (18) can be measured for the ground or excited
electronic states. For the ground electronic state, this ratio
can be easily extracted from the vibrational linear absorp-
tion. The ratio
| µ⃗M′|2 / | µ⃗N ′|2 between vibrational transi-
tion dipoles on the electronic excited state, however, is, in
general, very difficult to measure. In principle, it could be
extracted from transient-2DIR spectra, or approximated from
the 2DEV spectra of the monomers in isolation, but each of
these approaches would require performing another difficult
experiment in addition to measuring the 2DEV spectra of the
system of interest. Here, we propose a method for measuring
this ratio that requires only the 2DEV spectrum at t2 = 0 and
the electronic linear absorption spectrum. To understand this
procedure, consider S(1)α , the integrated intensity of the elec-
tronic linear absorption to exciton |α⟩. This is given by
S(1)α =

dω
| µ⃗α |2 S(1)α (ω) = | µ⃗α |2 , (19)
where S(1)α (ω) is given by the Fourier Transform of the linear
lineshape function gα(t). This integrated intensity can be re-
lated to the integrated intensity of the 2DEV spectrum at t2
= 0 as S(1)α =

N SαN(0)/
| µ⃗N ′|2. Therefore, if we populate
a vector |S(1)⟩ with the values S(1)α for every exciton |α⟩, and
a matrix Sˆex−site with the values SαN(0) for every exciton |α⟩
and site N , then it is possible to extract the required ratio of
transition dipoles as| µ⃗M′|2| µ⃗N ′|2 =


N

Sˆ−1ex−site

S(1)


M

Sˆ−1ex−site

S(1)
 , (20)
where |N⟩ = |01,02, . . . ,0N−1,1N ,0N+1, . . .⟩ indicates a unit
vector representing site N . In Equation (20), the matrix Sˆex−site
can be thought of as a linear mapping between the exciton basis
and the site basis. The special case of the dimer is given by| µ⃗A′|2| µ⃗N ′|2 = S
(1)
µ SνA(0) − S(1)ν SµA(0)
S(1)ν SµN(0) − S(1)µ SνN(0)
, (21)
where N is either site A or B. Therefore, so long as it is possible
to measure SαN(t2) and S(1)α for each exciton |α⟩ and each site
N , then it should be possible to isolate PαM(t2)/N PαN(t2),
the population on site M following excitation to exciton |α⟩
at time t2. Note that in a real experiment with finite pulse
durations, the spectrum at t2 = 0 might be contaminated by
other pathways, and so, Equation (20) becomes approximate,
and it may be necessary to use a different method to estimate
the ratio of transition dipoles.
Once the relevant ratio of vibrational transition dipole mo-
ments has been measured, the only information necessary from
the 2DEV spectrum to extract the site populations following
excitation to exciton |α⟩ is the quantity SαM(t2), for each site
M . This might be a very difficult task in a real situation, when
there are many vibrational transitions and many excitons, all
potentially overlapping in the spectrum. In the case shown in
Figures 3(d)-3(f) with electronic coupling J = −150 cm−1, it
is relatively easy to see that this would be possible, due to
the substantial splitting between the exciton energies. For the
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FIG. 4. The site populations extracted from the simulated spectra (circles), compared against the populations calculated by integrating the Redfield master
equation (lines). The parameters are the same as for Figure 3. Panel (a) shows results for J =−50 cm−1, and panel (b) shows results for J =−150 cm−1. The
blue and red curves show the populations on sites A and B following initial excitation to the higher energy exciton, while for the cyan and magenta curves, the
initial excitation was to the lower energy exciton. For this figure, the values from the spectral simulations were taken from the electronic excited state features.
It makes no difference if the ground state features are used instead.
weaker electronic coupling of J = −50 cm−1 shown in Fig-
ures 3(a)-3(c), the features corresponding to different excitons
overlap significantly, and the separation of the contributions
from each feature becomes more difficult. In many cases, even
this degree of spectral resolution might not be possible. For
experimental data, one method for extracting the necessary
information and removing the interference from neighboring
features might be to perform an evolution-associated decom-
position of the spectrum.55–57 In principle, however, Equa-
tion (18) provides a method by which the site population could
be directly extracted from the experimental data without the
need for a model Hamiltonian to relate the excitons to the sites.
A numerical demonstration of this procedure is shown
in Figure 4. We take advantage of the fact that each term
of the total response function is calculated separately, and
so, it is trivial to calculate the integral over each individual
contribution. In this figure, we compare the site populations
as extracted from the simulations of the 2DEV spectra using
Equation (18) with those calculated directly by propagating
the Redfield master equations under the secular approximation.
For the Redfield dynamical simulations, the initial conditions
were chosen as either ρ(0) = |µ⟩ ⟨µ| or |ν⟩ ⟨ν |. The results
from the spectral simulations match perfectly with the results
from the secular Redfield theory, demonstrating that there is no
approximation in Equation (18). Furthermore, this method of
extracting populations is not specific to the use of secular Red-
field theory for the dynamics, and we expect that it should work
equally well for exact quantum dynamics, or to extract the true
quantum dynamics from the real experimental data. Therefore,
this method provides a means by which 2DEV spectra can
be used to directly extract the electronic site population as a
function of time without need for a model, or the associated
approximations. To our knowledge, no other experiment is
currently capable of this measurement.
A schematic summary of the proposed method for ex-
tracting the electronic site populations from the 2DEV spectra
is shown in Figure 5. The choice to use either the ground
or excited electronic state features can be made based on
convenience, and it makes only a practical difference. The only
information required in addition to the 2DEV spectra is the
ratio of vibrational transition dipoles, and no comparison with
a model is necessary.
FIG. 5. A schematic overview of the
proposed method for measuring the
electronic site populations for a dimer.
Either the ground or excited electronic
state features are chosen for the anal-
ysis. The ratio of transition dipole mo-
ments for the vibrations on the relevant
electronic state can be measured with
any method, though some suggestions
that rely only on linear absorption and
the 2DEV spectrum are described in the
text.
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V. CONCLUSION
In this work, we have derived response functions for
simulating the 2DEV spectra of a molecular dimer, and pro-
posed a method by which the 2DEV spectra of a molecular
aggregate could be used to directly measure the electronic site
populations following the initial electronic excitation, without
the need for a model to interpret the results. The proposed
method, given by Equation (18) and illustrated schematically
in Figure 5, makes no approximations that are apparent with
the current model. To demonstrate the feasibility of this exper-
iment, we have analyzed the results from the response function
simulations that use excitonic dynamics consistent with Red-
field theory, under the secular approximation, and compared
the results with a direct quantum dynamics simulation. We
believe that the results do not depend on the specific quantum
dynamics used, and, in future work, we intend to demonstrate
this, as well as relax some of the assumptions in the model.
Of significant interest would be the direct measurement of
coherent electronic dynamics, and the incorporation of vi-
bronic mixing between the sites, involving either the probed
vibration or a separate low frequency mode.7,11,34,35 A number
of synthetic and biological dimers which sample different
parameter regimes have been described, which would serve
as very interesting systems to test the practical application of
this experiment.58–65
It is important to note that there are a number of prac-
tical difficulties that might limit the general applicability of
the approach described in this work. In particular, it crucially
relies on the ability to resolve the spectral features corre-
sponding to each exciton and to a vibration on each site in
the 2DEV spectra. For many commonly studied molecular
aggregates, including J-aggregates and most photosynthetic
pigment-protein complexes, this may be a difficult task. It is
exacerbated by the absence of strong rephasing power in 2DEV
spectroscopy, which means that the homogeneous and inho-
mogeneous components of the linewidth cannot be separated
onto different axes, as occurs with degenerate techniques such
as 2DES and 2DIR. This implies that unless the features can be
resolved in the linear absorption spectra, it is unlikely that they
will be resolvable in the 2DEV spectra. A possible approach
to alleviating this difficulty might be to use an evolution-
associated spectral decomposition, to take advantage of the
different dynamics for each exciton and site, but this approach
can be complicated and is not always guaranteed to provide
all of the information required here. We expect that future
experimental and theoretical studies will provide a method that
is more generally applicable and robust to the complexity of
real experimental systems.
Aside from these limitations, the promise of the proposed
experiment is substantial. It represents, to our knowledge, the
first experimental technique that directly links the energetic
dynamics of electronic excitations with spatial information
describing where in the complex the excitation is located,
on the scale of individual pigments. Other experiments, such
as time resolved fluorescence or transient absorption anisot-
ropy,66–68 2DES with polarization control,19,20 and coherent
nonlinear frequency generation,69 can provide indirect infor-
mation which, when assisted by a model, can inform our under-
standing of the link between the excitonic and spatial struc-
tures, but they will always be strongly dependent on the details
and quality of the model. 2DEV is capable of providing a direct
experimental link between these representations and shows
promise in aiding the development of a more complete picture
of excitonic dynamics in molecular aggregates.
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APPENDIX A: DERIVATION
OF THE RESPONSE FUNCTIONS
Generic Feynman diagrams for the type of pathway con-
sidered in this work to describe the excited state dynamics are
shown in Figure 6. The derivations in this section do not depend
on any specific details of the system, so the labels a − f are
used to denote any generic states. The central approximation
we are making here is that the energy transfer dynamics are
determined by a rate kc←b from |b⟩ ⟨b| to |c⟩ ⟨c|, and a rate kb← c
for the reverse process, while assuming that there is no transfer
between these populations and the coherences, e.g., |b⟩ ⟨b| to
|b⟩ ⟨c|. If we take the rates from the Redfield theory, then this
corresponds to the secular approximation. It is important here
because it allows us to write a relatively simple closed form for
the response function. The substantial simplification allowed
by this approximation appears if we notice that the overall
nuclear propagator during t2 has no contribution when isolated,
and so when we perform the second order cumulant expansion,
we will only have to consider the cross terms between t1 and
t2 and between t2 and t3. The terms in the expansion that only
depend on t2 all cancel.
The response functions shown in Figure 6 can be written
as37,38
FIG. 6. Generic Feynman diagrams for the type of exciton dynamics consid-
ered in this work. During t2, we allow k transitions between the population
states in the one exciton manifold obeying some rate equation, with no
coupling into coherences.
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F(t1, t2, t3; {τm}) =

Gde,de(t3)

k
m=0
(δmeGbb,bb(τm) + δmoGcc,cc(τm))
 Ga f ,a f (t1)ρeq

, (A1)
where ρeq is the equilibrium density matrix, Gi j, i j(t) denotes the Liouville space Green’s function that describes evolution
according to the state |i⟩ ⟨ j |, and δme and δmo are delta functions that test for whether m is even or odd, respectively.
Written in terms of the Hilbert space time evolution operators, we have
F(t1, t2, t3; {τm})=

exp−
(
i
~
 t1
0
dτ′Uf g
)
exp−
(
i
~
 t1+τ0
t1
dτ′Ubg
)
×

k−1
m=0
exp− *, i~
 t1+m+1n=0 τn
t1+
m
n=0τn
dτ′m
 
Ucgδme +Ubgδmo
+-

× exp−
(
i
~
 t1+t2+t3
t1+t2
dτ′Ueg
)
exp+
(
− i
~
 t1+t2+t3
t1+t2
dτ′Udg
)
×

k−1
m=0
exp+ *,− i~
 t1+m+1n=0 τn
t1+
m
n=0τn
dτ′m
 
Ucgδme +Ubgδmo
+-

× exp+
(
− i
~
 t1+τ0
t1
dτ′Ubg
)
exp+
(
− i
~
 t1
0
dτ′Uag
)
ρeq

, (A2)
where exp+ and exp− are, respectively, the positively and negatively time-ordered exponentials, and Uig =
 
Vi − Vg
 − 
Vi − Vg
denotes the difference between the system-bath coupling terms in the Hamiltonian for level |i⟩ and the ground state.43,44 Now, via
an application of the second order cumulant expansion, we can find the general result for the third order lineshape function to be
F(t1, t2, t3; {τm}) = F (t1, t2, t3) ×F(t2, t3,{τm}), (A3)
where the part that depends on the initial and final states, but not on the specific trajectory, is
F (t1, t2, t3)=exp

−gdd(t3) − g∗ee(t3) − gaa(t1) − g∗f f (t1)

× exp

− f −da(t1, t2, t3) + f −df ∗(t1, t2, t3) + 2 Re [gde(t3)]

× exp

2 Re

ga f (t1) + f −ae(t1, t2, t3) − f −f e∗(t1, t2, t3) (A4)
with the auxiliary lineshape function
f −i j(t1, t2, t3) = gi j(t2) − gi j(t1 + t2) − gi j(t2 + t3) + gi j(t1 + t2 + t3). (A5)
The part that depends on details of the particular trajectory is
F(t2, t3,{τm})=× exp [2i Im [gbe(t2 + t3) − gbe(t2 + t3 − τ0) − gbe(t2) + gbe(t2 − τ0)]]
× exp
2i
k−1
m=0
δmo Im
gbe *,t2 + t3 −
m
n=0
τn+- − gbe *,t2 + t3 −
m+1
n=0
τn+- − gbe *,t2 −
m
n=0
τn+- + gbe *,t2 −
m+1
n=0
τn+-


× exp
2i
k−1
m=0
δme Im
gce *,t2 + t3 −
m
n=0
τn+- − gce *,t2 + t3 −
m+1
n=0
τn+- − gce *,t2 −
m
n=0
τn+- + gce *,t2 −
m+1
n=0
τn+-


× exp [−2i Im [gbd(t2 + t3) − gbd(t2 + t3 − τ0) − gbd(t2) + gbd(t2 − τ0)]]
× exp
−2i
k−1
m=0
δmo Im
gbd *,t2 + t3 −
m
n=0
τn+- − gbd *,t2 + t3 −
m+1
n=0
τn+- − gbd *,t2 −
m
n=0
τn+- + gbd *,t2 −
m+1
n=0
τn+-


× exp
−2i
k−1
m=0
δme Im
gcd *,t2 + t3 −
m
n=0
τn+- − gcd *,t2 + t3 −
m+1
n=0
τn+- − gcd *,t2 −
m
n=0
τn+- + gcd *,t2 −
m+1
n=0
τn+-

 .
(A6)
Here, we define the lineshape functions
gi j(t) =
 t
0
dτ1
 τ1
0
dτ2Ci j(τ2),
Ci j(t) = 1
~2


Uig(t)Ujg(0)ρeq , (A7)
where the angular brackets indicate averaging over the bath coordinates. Note that for any given pathway, either a or f is the
ground state, so many of the terms in the above equation will not contribute (note that Ugg(t) = 0). Typically, there will also be
some relation between d and e that will result in simplification, as well.
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To calculate the total response, it is necessary to integrate the above equation over all possible trajectories for a fixed t2. The
probability of a specific trajectory that has k transitions during t2 and begins on state |b⟩ ⟨b| is given by
Pb(k, t2,{τm})=Θ *,t2 −
k−1
m=0
τm+-
(
δke(kc←b kb← c) k2 + δko
(
k
k+1
2
c←b k
k−1
2
b← c
))
× exp
− (kc←bδke + kb← cδko) *,t2 −
k−1
m=0
τm+-

k−1
m=0
exp [− (kc←bδme + kb← cδmo) τm] , (A8)
where Θ(t) denotes a Heaviside step function. The overall response function is then given by
F(t1, t2, t3) =
∞
k=0
 t2
0
dτ0
 t2
0
dτ1 . . .
 t2
0
dτk−1 Pb (k, t2,{τm}) F(t1, t2, t3; {τm}). (A9)
To calculate a specific term of the response function, it is necessary to split up Equation (A9) in terms of the final state, which
gives us the final result,
Fbb(t1, t2, t3) =
∞
k=0
 t2
0
dτ0
 t2
0
dτ1 . . .
 t2
0
dτk−1 δke Pb (k, t2,{τm}) F(t1, t2, t3; {τm}), (A10)
Fbc(t1, t2, t3) =
∞
k=0
 t2
0
dτ0
 t2
0
dτ1 . . .
 t2
0
dτk−1 δko Pb (k, t2,{τm}) F(t1, t2, t3; {τm}). (A11)
In practice, these summations can be truncated after a finite number of terms, as for a given t2, the probability of a trajectory
approaches 0 for large values of k. This can be clearly seen when it is recognized that Equation (A8) reduces to a Poisson
distribution when kc←b = kb← c. For the simulations in this work, the multidimensional integrals were computed using the VEGAS
Monte Carlo algorithm,70 and it was typically sufficient to truncate the summation to fewer than 10 terms.
APPENDIX B: EQUIVALENCE WITH SECULAR REDFIELD
We can verify that the dynamics used in the spectral simulations are the same as for secular Redfield theory, with the initial
conditions of ρ(0) = |µ⟩ ⟨µ| or ρ(0) = |ν⟩ ⟨ν |. For the spectral simulations, the dynamics following excitation of exciton |µ⟩ are
given by the direct integration of equations
ρµ← µ(t) =
∞
k=0
 t
0
dτ0
 t
0
dτ1 . . .
 t
0
dτk δke Pµ (k, t,{τi}) (B1)
and
ρν← µ(t) =
∞
k=0
 t
0
dτ0
 t
0
dτ1 . . .
 t
0
dτk δko Pµ (k, t,{τi}) (B2)
with analogous equations for the initial condition ρ(0) = |ν⟩ ⟨ν |.
To show that the secular Redfield dynamics are equivalent to the dynamics from Equations (B1) and (B2), we can write the
formal solution to the Redfield equations in the interaction picture,42
ραβ= ραβ(0)eRαβ,γδt +

(γ,δ),(α,β)
Rαβ,γδ
 t
0
dt ′eRαβ,αβ(t−t
′)ei(ωαβ−ωγδ)t
′
ργδ(t ′). (B3)
Now we will make the secular approximation and focus on the population dynamics of the dimer system, and take the initial
condition to be ρµµ(0) = 1. Under these conditions, we can find the population terms for the singly excited states to be
ρµµ(t) = e−Rµµ, µµ(t) + Rµµ,νν
 t
0
dt ′ eRµµ, µµ(t−t
′)ρνν(t ′),
ρνν(t) = Rνν,µµ
 t
0
dt ′ eRνν,νν(t−t
′)ρµµ(t ′).
(B4)
By combining these equations and making the identification of kν← µ = Rµµ,µµ = −Rνν,µµ and kµ←ν = Rνν,νν = −Rµµ,νν, we can
get a recursive equation for ρµµ(t), which when taken to infinite depth becomes
ρµµ(t) =
∞
k′=0
 t
0
dt ′0 . . .
 t′2k−1
0
dt ′2k
 
kµ←νkν← µ
k′ 2k′
i=0
 
exp
−(kν← µδie + kµ←νδio)(t − t ′i) (B5)
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with an analogous equation for ρνν(t). Under a straightforward
change of variables, Equation (B5) is equivalent to Equa-
tion (B1). Therefore, the only approximation to the dynamics
in the spectral simulations on top of those already made in the
secular Redfield theory is the truncation of Equations (B1) and
(B2) after a finite number of terms. This is acceptable because
this sum can be made to converge to the limiting value with a
moderate number of terms.
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