Liapunov Multipliers and Decay of Correlations in Dynamical Systems by Collet, Pierre & Eckmann, Jean-Pierre
ar
X
iv
:n
lin
/0
30
30
02
v1
  [
nli
n.C
D]
  4
 M
ar 
20
03
Liapunov Multipliers
and Decay of Correlations in Dynamical Systems
P. Collet1 and J.-P. Eckmann2,3
1Centre de Physique The´orique, Laboratoire CNRS UMR 7644, Ecole Polytechnique, F-91128 Palaiseau Cedex, France
2De´pt. de Physique The´orique, Universite´ de Gene`ve, CH-1211 Gene`ve 4, Switzerland
3Section de Mathe´matiques, Universite´ de Gene`ve, CH-1211 Gene`ve 4, Switzerland
Dedicated to Gianni Jona-Lasinio in gratitude for his many encouragements.
Abstract. The essential decorrelation rate of a hyperbolic dynamical system is the decay rate of time-correlations one
expects to see stably for typical observables once resonances are projected out. We define and illustrate these notions
and study the conjecture that for observables in C1, the essential decorrelation rate is never faster than what is dictated
by the smallest unstable Liapunov multiplier.
1. Introduction
The purpose of this paper is a discussion of the relation between the decay of time-correlations
and the Liapunov exponents of dynamical systems. It is well-known that if a system has vanishing
Liapunov exponents, in general the decay of correlations can be arbitrarily slow. Here, we study
the case when the Liapunov exponents are all different from 0. The decay of time-correlations
in a dynamical system depends in general on the type of observable one considers. We will
explain below why, in our view, the class C1 of once differentiable observables is a natural and
useful choice. Whatever the choice, it implies a notion of essential decorrelation rate, also
to be defined below. Its intuitive meaning is perhaps best understood in terms of resonances
or improvable decorrelation rates [15,16]. These are rates which will be seen usually for
any randomly picked observable and which are slower than the essential ones. But they are
improvable in the following sense. For any ε > 0, there is a finite dimensional subspace of such
observables, and if we take any other observable in the complement of this subspace, we will
see the essential decorrelation rate within ε. It is precisely called essential, because no further
finite dimensional restriction of observables will lead to a faster decorrelation rate.
We will first define with mathematical precision an essential decorrelation radius ̺ess
which is the inverse of the essential decorrelation rate λess. We will then show by means of
some examples that systems with improvable decorrelation rates really exist. We then address
the question of the essential decorrelation radius. We will study for observables in C1 and for
several expanding systems the validity of the inequality
̺ess ≡ 1/λess ≥ 1/λmin , (1.1)
where logλmin is the smallest positive Liapunov multiplier.
1 We also argue that in many cases
1 The Liapunov exponent is the logarithm of the Liapunov multiplier
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the inequality above is strict, so that the (essential) decay rate of correlations is even slower than
what is suggested by the smallest positive Liapunov multiplier.2
Our paper deals thus with lower bounds not only on the essential spectrum, but also on the
essential decorrelation radius. For related work, see [17].
2. Setup
We consider throughout a smooth manifold M of dimension d, and a (piecewise) smooth map
f of M into itself. The differential of f (a d× d matrix) is denoted Df , and Df(x) or Df |x
when evaluated at the point x. Two quantities of interest in “chaotic” systems are the Liapunov
multipliers and the correlation functions. The Liapunov multipliers are obtained by considering
first the matrices
Λn(x) = Df
(
fn−1(x)
)
·Df
(
fn−2(x)
)
· · ·Df
(
x
)
≡
n−1∏
i=0
Df
(
f i(x)
)
.
By Oseledec’ theorem, given an invariant measure ν, the Liapunov multipliers are then the
eigenvalues of the matrix
lim
n→∞
(
Λn(x)
∗Λn(x)
) 1
2n , (2.1)
(which exists ν almost everywhere)3. If the system is in addition ergodic with respect to the
invariant measure, then these eigenvalues are ν-almost surely independent of x. Note that the
Liapunov multipliers will in general depend on ν when there are several invariant measures. We
will call these multipliers4
λ1 ≥ λ2 ≥ · · · ≥ λd .
Recall also that for SRB measures the limit in (2.1) exists Lebesgue almost surely (in the
basin of the measure) and not only on the support of the measure ν which may be of Lebesgue
measure zero.
A second quantity of interest are correlation functions. Consider two observables, F and
G, which are functions onM taking real values. Here, and throughout the paper, we will assume
that F and G have zero mean. Then we can form the correlation functions
Sk(x) = limn→∞
1
n
n−1∑
j=0
F
(
f j+k(x)
)
G
(
f j(x)
)
.
Again, Sk(x) is Lebesgue almost surely independent of x and is also equal to
Sk =
∫
dµ(x)F
(
fk(x)
)
G(x) ,
2 It is somewhat anti-intuitive that the lowest and not the largest Liapunov exponent matters, when compared with
the idea that Liapunov exponents are separation rates, but the reader should note that decay rates are really infinite time
quantities, and the fast local separation of orbits only works for a short time, and only for a few avoidable observables.
3 We always write λ for the Liapunov multiplier, and logλ for the corresponding Liapunov exponent.
4 They depend on the invariant measure.
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where µ is the SRB measure (assuming it exists).
A question of interest is the relation between the rate of decay of Sk as k → ∞ and the
Liapunov multipliers. A tempting idea is to argue that since the orbits seem to separate at a rate
λ1 (per unit time) the observables should decorrelate like
|Sk|&
C
λk1
, (2.2)
for some constant C. While this property is in a way true for short times (small k) because
generally there is a component of the observables which “feels” the fast rate of the largest
Liapunov multiplier, the purpose of this paper is to show that (2.2) does not hold asymptotically
in general.
First of all, closer scrutiny of the separation argument given above indicates that the
expected behavior of Sk should be dictated not by the largest Liapunov multiplier, but rather by
the smallest above 1:
|Sk|&
C
λkmin
, (2.3)
where5
λmin = min{λi : λi > 1} . (2.4)
We will see that (2.3) holds for certain special examples, but for a general map the Equation (2.3)
cannot be an equality for generic observables in C1, even if we avoid the resonances. Namely,
we expect for maps f with non-constant derivative and for observables in C1 an inequality
|Sk|&
C
λkess
, (2.5)
with 1 < λess < λmin: In general, the decorrelation is slower than C/λ
k
min. Furthermore, λess
is a much stronger barrier to decay than the resonances: Only a very radical restriction of the
observables (to a subspace of C1 with infinite codimension) will in general lead to a faster decay.
The purpose of this paper is to clarify the issues related to these questions.
5 We do not consider systems with Liapunov multipliers equal to 1, where it is known that the decorrelation rate
may not even be exponential.
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3. The Essential Decorrelation Radius
In this section we define the essential decorrelation radius ̺ess. The essential decorrelation rate
λess is then defined by
λess = 1/̺ess ,
so that the correlation functions Sk will basically decay like λ−kess = ̺kess.
The definition of ̺ess depends on two Banach
6 spaces X and Y , with X a subspace of the
dual of Y , The reader should think of X and Y as the Banach space of C1 functions with the
norm ‖h‖ = supx |h(x)|+ supx |Dh(x)|, but we will need more complicated spaces later. We
denote by 〈 , 〉 the continuous bilinear form on Y ×X which is the restriction of the pairing of
Y with its dual.
Definition 3.1. Let U be a bounded linear operator on X . We define the essential decorrelation
radius of U on X, Y by
̺ess(X, Y, U) = infCodimM<∞
CodimM′<∞
lim sup
n→∞
(
sup
x∈M\{0}, y∈M ′\{0}
|〈y, Unx〉|
‖x‖‖y‖
)1/n
. (3.1)
Remark. The reason we want the space X to be invariant under U is to make connection later
on with the spectral radius. This will force us to use spaces X whose definitions are a little
involved. Although such a problem does not seem to appear in the definition of the correlation
function, it is hidden in the duality relation between the two observables.
The idea of Definition 3.1 is to peal-out the various finite dimensional spectral subspaces
corresponding to eigenvalues outside of the essential spectral radius.
The essential spectral radius σess of U on X can be defined in many equivalent ways, see
e.g., [5, p. 44]. For our purpose the following one will be used (re2(U) in [5]):
Definition 3.2. Let U be a continuous linear operator on X . We define the essential spectral
radius by
σess(X,U) = sup{|λ| : dim Ker(U − λ1) =∞ or (U − λ1)X is not closed } , (3.2)
and the point-essential spectral radius by
σp−ess(X,U) = sup{|λ| : λ ∈ C is an accumulation point of eigenvalues
or an eigenvalue of infinite multiplicity} .
(3.3)
Theorem 3.3. Let U be a continuous linear operator on X . If X ⊂ Y ∗, then
̺ess(X, Y, U) ≥ σp−ess(X,U) . (3.4)
6 Hilbert spaces are not adequate since we work with functions in C1.
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Remark. It would be much nicer if we knew that ̺ess(X, Y, U) ≥ σess(X,U). Some of
the difficulties of this paper would disappear, and the considerations of Section 8 and Section 9
would immediately give the inequality (2.5). Nevertheless, Theorem 3.3 is still somewhat useful
because information on σp−ess is relatively easy to get at. One might be tempted to conjecture
that ̺ess(X, Y, U) ≥ σess(X,U). However, we found no proof, since we do not know those λ
for which U − λ has closed range. On the other hand, for those U and X we will consider, we
shall find σp−ess(X,U) = σess(X,U), so that in the end, we still have the more useful inequality
̺ess(X, Y, U) ≥ σess(X,U) in those cases.
Proof of Theorem 3.3. We first use the following
Lemma 3.4. With the notations of Definition 3.1 one has the identity
inf
CodimM<∞
CodimM′<∞
lim sup
n→∞
(
sup
x∈M\{0}, y∈M ′\{0}
|〈y, Unx〉|
‖x‖‖y‖
)1/n
= inf
CodimM<∞, M closed
Codim M′<∞, M′ closed
lim sup
n→∞
(
sup
x∈M\{0} , y∈M ′\{0}
|〈y, Unx〉|
‖x‖‖y‖
)1/n
.
(3.5)
Remark. The proof of this lemma will be given in the Appendix. The problem of non-closed
subspaces is a well-known nuisance in controlling intersection, see e.g., [8, footnote 2, p. 132].
The above lemma helps avoiding these esoteric problems.
We consider a complex number λ 6= 0 together with a sequence (λj) of complex numbers
converging to λ (some terms of the sequence and possibly infinitely many may be equal to λ),
which are eigenvectors of U in X associated to the sequence of independent eigenvectors (ej).
We claim that ̺ess ≥ |λ|. To prove this we will show that for any subspaces M ⊂ X and
M ′ ⊂ Y , both of finite codimension, we have
|λ| ≤ lim sup
n→∞
(
sup
x∈M,y∈M
′
∣∣〈y, Unx〉∣∣
‖y‖‖x‖
)1/n
. (3.6)
By Lemma 3.4, it is enough to show this for closed subspaces M and M ′. Let ε > 0 and denote
by s and s′ the codimensions of M and M ′, respectively. Let W be a subspace generated by
s+s′+1 vectors among the infinite sequence (ej)with respective eigenvalues of modulus larger
than |λ| − ε. From our hypothesis, this is always possible. We have dim(W ∩M) ≥ s′ + 1,
see [8, problem 1.42, p. 142].
From [8, Lemma 1.40, p. 141] we conclude that (in Y ∗) one has s′ = dimM ′⊥ and
therefore, since X ⊂ Y ∗ by assumption, we find
W ∩M 6⊂M ′⊥ .
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This implies that there are a w ∈ W ∩M and a v ∈ M ′ such that 〈v, w〉 6= 0. Therefore,
there is at least one eℓ among those generating W for which 〈v, eℓ〉 6= 0. Since the associated
eigenvalue λℓ satisfies |λℓ| ≥ |λ| − ε, we get
lim sup
n→∞
 sup
x∈M
y∈M
′
∣∣〈y, Unx〉∣∣
‖y‖‖x‖

1/n
≥ lim sup
n→∞
(∣∣〈v, Uneℓ〉∣∣
‖v‖‖eℓ‖
)1/n
= |λℓ| ≥ |λ| − ε .
We conclude that for any ε > 0,
̺ess ≥ |λ| − ε .
Since ε > 0 is arbitrary, we conclude ̺ess ≥ |λ| as asserted. Theorem 3.3 follows immediately
from the definition of σp−ess.
4. Baladi Map in 1 Dimension
In this section we focus on resonances, by giving a 1-dimensional example. In Section 5 we
give a 2-dimensional, area-preserving example and in Section 7 we show how this example
can be generalized to unequal slopes. This provides then an example with resonances and for
which the decay rate is not given by 1/λmin, but by 1/λess as explained in the Introduction and
in Section 2.
10
1
0
2λ2
1+λ
1−2λ2
λ2
1−2λ2
λ2 1−
2
λ2
xc
Fig. 1: The graph of the Baladi map.
Since there is only one Liapunov multiplier in dimension 1, we shall write λ instead of
λmin. There are many maps of the interval with a slope of constant modulus λ > 1, which are
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Markov and which have resonances in the correlation function. By a systematic search, Baladi
[1] found the simplest such map, whose partition has only four pieces. The map (which we will
call f ) is drawn in Fig. 1 and is defined by
f(x) =
{
λ(x− xc) + 1 , if x ≤ xc ,
−λ(x− xc) + 1 , if x ≥ xc ,
where xc = 2λ
2
1+λ +
1−2λ2
λ2 . Note that it has a slope ±λ, where λ > 1. Baladi obtained λ as
follows: If we call P1, . . . , P4 the four pieces of the partition of [0, 1] as shown on the bottom
of Fig. 1, we see that f(P1) = P2 ∪ P3, f(P2) = f(P3) = P4, and f(P4) = P1 ∪ P2 ∪ P3.
Therefore, the transition matrix M (the Markov matrix) defined by Mi,j = 1 if Pj ⊂ f(Pi) and
zero otherwise is given by:
M =

0 0 0 1
1 0 0 1
1 0 0 1
0 1 1 0
 .
Its characteristic polynomial is
λ4 − 2λ2 − 2λ ,
and its eigenvalues are
λ ≈ 1.76929 , λr,± ≈ −0.884846± i 0.58973 , and 0 .
The reader will check easily that the maximal eigenvalue is the right choice of λ. The correlation
functions are given by
Sk =
∫
dxF (x)G
(
fk(x)
)
h(x) ,
where the density h of the invariant measure (which is unique among the absolutely continuous
invariant measures) is given by
10
1
0
x
h(x)
2λ2
1+λ
1−2λ2
λ2
1−2λ2
λ2 1−
2
λ2
2λ2
N
λ(1+λ)
N
λ(1+λ)
N
2(1+λ2)
N
Fig. 2: The density h of the invariant measure. The normalization factor is N = (2λ3 − λ− 2)/λ2.
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h(x) =
α ≡ λ
2/N , if x < 2λ2/(1+ λ) ≡ x1 ,
β ≡ λ(1+ λ)/N , if 2λ2/(1+ λ) < x < 2/λ2 ≡ x2 ,
γ ≡ 2(1+ λ)/N , if 2/λ2 < x < 1 ,
(4.1)
and N = (2λ3 − λ− 2)/λ2 is a normalization. Changing variables to y = f−1(x) one gets
Sk =
∫
dy
(
P k(Fh)
)
(y)G(y) ,
where P is the Perron-Frobenius operator
(
Pg
)
(y) =
∑
x:f(x)=y
g(x)
|f ′(x)|
.
Note that since |f ′(x)| ≡ λ for our example, the Perron-Frobenius operator in this case equals
λ−1M when acting on functions which are constant on the four pieces of the Markov partition.
Therefore, on that space, its eigenvalues are given by
1 ,
λr,±
λ
≈
−0.884846± i 0.58973
1.76929 , and 0 .
It follows that for generic observables the correlation functions decay like
|Sk|&C
∣∣∣∣λr,±λ
∣∣∣∣k . (4.2)
This decay rate is slower than C|1/λ|k because |λr,±| ≈ 1.06320. We illustrate these findings
by numerical experiments in Fig. 3 and Fig. 4. The question is now whether C 6= 0. The matrix
M has an eigenvector v1 = (α, β, β, γ) as defined in (4.1) corresponding to the eigenvalue λ, a
2 dimensional eigen-subspace corresponding to the eigenvalues λr,± (spanned by some vectors
v2 and v3), and a fourth eigendirection v4 = (0, 1,−1, 0) corresponding to the eigenvalue 0.
These are also eigenspaces for λ−1P . We see that if the function F · h does not have any
component in the subspace spanned by v2 ,v3, then C = 0, and the decay of Sk is faster than
described in (4.2).7 In all other cases, C 6= 0 and (4.2) describes the relevant decay rate. We will
therefore say that λr,±/λ are resonances, see [15,16], because they can be avoided by choosing
observables (with zero average) in a subspace of codimension 2.
7 Strictly speaking, we have shown this only for functions which are constant on the pieces of the partition. The
proof of the general case is left to the reader.
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0 1 2 3 4 5 6 7 8 9 10 11 12
k
Fig. 3: A numerical study of the correlation function Sk for the 1-dimensional Baladi map, from 3 · 10
7 data points.
The continuous graph is the theoretical curve, const. Re(λr,+/λ)
k
.
0 1 2 3 4 5 6 7 8 9 10 11 12
k
Fig. 4: The same data as in Fig. 3 but now scaled vertically by
∣∣λr,+/λ∣∣−k. Superposed is the (dashed) curve scaled
by (1/λ)−k which shows clearly the difference between the decay rate of the resonance λr,±/λ and that of the inverse
of the Liapunov multiplier which is 1/λ.
5. A Skew Product Using a Baladi Map
Using the Baladi map f of the preceding section, we can construct a new map, Φ which is
area-preserving, invertible, hyperbolic, and has a resonance (the same as in Section 4). The map
is defined as in Fig. 5. In formulas:
Φ(x, y) =
(
f(x), y/λ+ t(x)/N
)
,
with λ as in the previous section and where t is given by
t(x) =

2λ2 , if x < 2λ
2
1+λ ,
1+ λ2 , if 2λ
2
1+λ < x <
2λ2+3λ+1
λ3+λ2 ,
0 , if 2λ
2
+3λ+1
λ3+λ2
< x < 2
λ2
,
0 , if 2
λ2
< x .
Since the first component of Φ is the 1-dimensional map f we discussed above, we see that
correlation functions for observables depending only on x will show the resonances we found
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Fig. 5: The map Φ maps the left puzzle affinely onto the right puzzle, respecting the shadings. Note that horizontally,
all domains are stretched (by λ) under the map, while the vertical directions are squeezed (by λ). Also note that the
overall shape of the domain is that of the graph of h of Fig. 2
there. But the map is uniformly contracting in the y direction, and furthermore, we have the
explicit expression
Φn(x, y) =
(
fn(x),
y
λn
+
∑n−1
j=0 t
(
f j(x)
)
λn−j+1
)
.
If F depends only on x and is of the form F (x, y) = u(x) we get
∫
dx dy F (Φn(x, y))G(x, y) =
∫
dx u
(
fn(x))v(x)dx ,
where
v(x) =
∫
dy G(x, y) .
Therefore, by the results of the preceding section, for generic u and G ∈ C1 we get a rate of
decay of correlations
∣∣λr,±/λ∣∣. On the other hand, there is a codimension two subspace of
functions G such that the decay rate drops down to 1/λ.
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0 a 1
0
1
0
a
1
0
1
Fig. 6: An asymmetric baker map. The gray rectangle on the left is mapped (preserving orientation) affinely on the
gray rectangle on the right. The white rectangle is mapped on the white rectangle.
6. Asymmetric Baker Map with Non-Trivial Essential Decorrelation Radius
In this section we give examples of maps whose essential decorrelation radius for observables
in C1 larger than 1/λmin. These maps fa are usually called asymmetric baker maps. These are
maps from [0, 1]× [0, 1] which are defined as follows. Fix a ∈ (0, 1). Then one defines
fa
(
x
y
)
=

( 1
a
0
0 a
)(
x
y
)
, if 0 ≤ x ≤ a ,( 1
1−a 0
0 1− a
)(
x
y
)
+
(
−a
1−a
a
)
, if a < x ≤ 1 .
These maps have Jacobian equal to 1 everywhere, are invertible, and the Lebesgue measure µ is
the only absolutely continuous invariant measure. The inverse is given by
f−1a
(
x
y
)
=

(
a 0
0 1a
)(
x
y
)
, if 0 ≤ y ≤ a ,(
1− a 0
0 11−a
)(
x
y
)
+
(
a
−a
1−a
)
, if a < y ≤ 1 .
The Liapunov multipliers of fa are the exponentials of
∓
(
µ({y < a}) loga+ µ({y > a}) log(1− a)
)
,
and so we find:
λ− = 1/λ+ = a
a · (1− a)1−a ≤ 1 .
Note that with our notation, λmin = λ+.
We next study the decay of the correlation functions. Consider the two observables:
F (x, y) = ∂xu(x) , G(x, y) = x , (6.1)
with u(0) = u(1) = 0, u ≥ 0, u 6≡ 0. Note that since F has zero average, it is not necessary to
impose that G has zero average. Then, with z = (x, y) we find
Sk =
∫
d2z F
(
fk(z)
)
G(z) =
∫
d2z F
(
z
)
G
(
f−k(z)
)
=
∫
d2z u′
(
x
)
G
(
f−k(z)
)
.
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When y is fixed, we let Iy be the horizontal segment Iy = {(x, y) : x ∈ [0, 1]}. Note that
f−k
∣∣∣
Iy
is regular, without discontinuities. Therefore, we can integrate by parts and get
Sk = −
∫
d2z u
(
x
)
∂xG
(
f−k(z)
)
· ∂x(f
−k)1(z) . (6.2)
By construction ∂xG ≡ 1 and thus we find with e1 ≡
(1
0
)
:
Sk = −
∫
d2z u(x) ∂x(f
−k)1(z) = −
∫
d2z u(x) D(f−k)
∣∣∣
z
e1
= −
∫
d2z u
(
x
)
· exp
log a · k−1∑
j=0
χy<a
(
f−j(z)
)
+ log(1− a) ·
k−1∑
j=0
χy>a
(
f−j(z)
) .
Note that the exponential does not depend on the first component x of z ∈ R2 and thus we can
integrate over x and obtain
Sk = −
∫
dy exp
log a · k−1∑
j=0
χy<a
(
f−j(z)
)
+ log(1− a) ·
k−1∑
j=0
χy>a
(
f−j(z)
) .
By an explicit computation we see that the integral over y equals
k−1∑
j=0
(
k − 1
j
)
aj(1− a)k−1−j exp
(
j log a+ (k − 1− j) log(1− a)
)
=
k−1∑
j=0
(
k − 1
j
)
aj(1− a)k−1−jaj(1− a)k−1−j
=
(
a2 + (1− a)2
)
k−1 .
0 0.5 1
0
1
a
Fig. 7: The upper curve shows the rates of decay 1/λmin = 1/λess = a
2
+ (1 − a)2 as a function of a, and the lower
curve shows 1/λ+ = a
a
(1 − a)1−a. One can see that the decay is generally slower than 1/λ+ = 1/λmin.
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At this point one needs to show that enough functions F and G have been constructed to
really characterize the essential decorrelation radius. This follows by a (simpler) application of
the ideas of Section 10. Note, however, that the basic ingredient will still be the integration by
parts formula (6.2). Leaving this problem aside, we get
|Sk| ≥ C
(
a2 + (1− a)2
)
k ≡ Cλ−kess ,
and
1/λess = a
2 + (1− a)2 ≥ 1/λ+ = a
a(1− a)1−a , (6.3)
with equality only in the case of uniform expansion, a = 12 (and the identity maps a = 0, a = 1).
Thus, the decay rate is not given by the inverse of the expanding Liapunov multiplier.
7. An Essential Decorrelation Radius above 1/λ and a Resonance
In this section, we somewhat generalize the construction of Section 4 and give an example
of a map of the interval which has a resonance λr with |1/λr| > 1/λess and for which also
1/λess > 1/λ. This map is obtained as a perturbation of the Baladi map.
Consider four consecutive intervals I1, . . . , I4 in increasing order. We consider a map f
of I = I1 ∪ · · · ∪ I4 into itself which is affine on each interval and satisfies the (topological)
Markov property
f(I1) = I2 ∪ I3 ,
f(I2) = I4 ,
f(I3) = I4 ,
f(I4) = I1 ∪ I2 ∪ I3 .
We will denote by l1, . . . , l4 the lengths of the intervals, and by f1, . . . , f4 the absolute value of
the slope of f in each interval. In order to ensure the above topological Markov property, some
relations are required between the lengths and the slopes, namely
l1f1 = l2 + l3 ,
l2f2 = l4 ,
l3f3 = l4 ,
l4f4 = l1 + l2 + l3 .
(7.1)
In order to ensure the differentiability of the map at the fixed point, we will assume that f3 = f4.
Note that the Baladi map is the particular case when all slopes have equal modulus. If the slopes
are given, the system (7.1) is composed of four homogeneous equations in four unknowns (the
lengths). A necessary condition for the existence of a solution is the vanishing of the determinant
of the associated matrix, namely
f1f2f
2
3 − f1f2 − f1f3 − f2 − f3 = 0 . (7.2)
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Note that if all slopes are equal to λ, then (7.2) is equivalent to the equation λ4 − 2λ2 − 2λ = 0
for the Baladi map. We can also write the above relation as
f1 =
f2 + f3
f2f
2
3 − f2 − f3
.
For any choice of f2 and f3 sufficiently close to λ, the above expression defines a number f1
again close λ which is therefore larger than one. We can now choose l4 > 0 and define
l2 =
l4
f2
, l3 =
l4
f3
, l1 =
l2 + l3
f1
.
The last equation of (7.1) is automatically satisfied and we have an obviously positive solution
for the set of lengths which can be normalized to
∑
i li = 1.
Having constructed our maps, we now investigate the Perron-Frobenius (PF) operator on
the set of functions which are piecewise constant on the atoms I1, . . . , I4 of the topological
Markov partition. These functions are in bijection with four vectors, and it is easy to verify that
the PF operator on these vectors is given by the matrix
P =

0 0 0 1
f3
1
f1
0 0 1
f3
1
f1
0 0 1
f3
0 1
f2
1
f3
0
 .
The eigen-equation for this matrix is
ξ4 −
ξ2
f3
(
1
f2
+
1
f3
)
−
ξ
f1f3
(
1
f2
+
1
f3
)
= 0 .
It follows easily from relation (7.2) that ξ = 1 is a solution. Since ξ = 0 is also a solution,
and by continuity, for f1, . . . , f3 near λ, we must have a resonance (close to λr,±) given by the
solutions of
ξ2 + ξ + 1− 1
f3
(
1
f2
+
1
f3
)
= 0 .
Thus, we have constructed maps f with both a resonance (when the fi are close to λ and chosen
as indicated above) and with non-constant slope. From the discussion of Section 8 we will get
immediately
Proposition 7.1. There is a piecewise affine map of the interval which has a resonance, and for
which the essential decorrelation radius is larger than 1/λ, where λ is the Liapunov multiplier
of the map (for the unique absolutely continuous invariant measure).
Furthermore, by continuity, when we are close enough to the Baladi map, we find
|1/λr| > 1/λess > 1/λ = 1/λmin .
Resonance and sub-optimal decay. Using the above construction of a map with a resonance
and non-constant slope, one can also construct a skew product in a similar way as in Section 5
and obtain a hyperbolic map with a resonance and with decay which is slower than 1/λmin.
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8. Maps of the Interval with Essential Decorrelation Radius above 1/λ
In this section we show that there are many maps of the interval (or the circle) for which the
essential decorrelation radius is larger than 1/λ, where λ is the Liapunov exponent (for the
absolutely continuous invariant measure). Our results hold for maps with constant slope in
each piece of the Markov partition. They are based on the work of Collet and Isola [4] who
generalized the inequality (6.3) to more general 1-dimensional systems. For these there is an
explicit formula both for the Liapunov multiplier and the essential spectral radius. For maps
with constant slope in each piece the methods of [4] can be generalized to show that ̺ess = σess.
Therefore, the equality between 1/λ and the essential decorrelation radius only holds when the
map has the same (absolute value of the) slope everywhere.8
The Liapunov multiplier for any invariant measure µ is given by
λµ = exp
(∫
dµ(y) log |f ′(y)|
)
. (8.1)
One has also for almost every x with respect to the measure µ the more physical form
λµ = limn→∞
n−1∏
j=0
|f ′
(
f j(x)
)
|
1/n = lim
n→∞
exp
 1
n
n−1∑
j=0
log |f ′
(
f j(x)
)
|
 . (8.2)
The identity between (8.1) and (8.2) is based on the invariance and ergodicity of the measure
µ. The results of [4] apply to 1-dimensional maps with the following properties: There is a
finite set of disjoint open intervals I1, . . . , Iℓ whose closure forms a covering of [0, 1], and the
closure of f(Ik) is [0, 1] for every k. We also assume that f is C2 on each interval Ik with a
C2 extension to the closure, and τ < |f ′|Ik < τ
′ with τ > 1.9 Ergodicity follows from the
previous assumption, since the Lebesgue measure of f−m(Ij)∪ Ii is not zero for every i, j and
any m > 0. In this case, there is a unique absolutely continuous invariant measure µ, and using
(8.1) we will call λ = λµ for this measure.
There is detailed information on the essential spectrum:
Theorem 8.1. [4] The essential spectral radius σess, where L is the Perron-Frobenius operator,
is given by
σess(C
1,L) = exp
(
lim
n→∞
1
n
log
∫
dµ(x) |(fn)′(x)|−1
)
. (8.3)
As we have seen in Section 3, the relevant quantity is σp−ess and not σess. (See also [11] for
an early reference.) In [4], it was shown that modulo a compact operator, each point of the open
disk of radius ̺ess is an eigenvalue. Closer inspection of the argument used there shows that for
maps with constant slope in each piece of the Markov partition the compact piece mentioned
8 To some extent these formulas can be generalized to hyperbolic SRB systems as we will show in Section 10.
9 Note that if all the slopes are positive, we are really talking about an ℓ-fold map of the circle to itself.
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above has no effect, since the boundary terms in [4, proof of Lemma 5] do not contribute.
Therefore, one finds
Theorem 8.2. The essential point spectral radius σp−essfor maps with constant derivative in
each piece of the Markov partition σp−ess is given by
σp−ess(C
1,L) = exp
(
lim
n→∞
1
n
log
∫
dµ(x) |(fn)′(x)|−1
)
. (8.4)
Conjecture 8.3. The identity (8.4) also holds for maps with variable slope.
Remark. For the maps of Theorem 8.2, we therefore find the inequality:
̺ess(C
1, C1, U) ≥ exp
(
lim
n→∞
1
n
log
∫
dµ(x) |(fn)′(x)|−1
)
. (8.5)
This means that for such maps the decay of correlations is indeed related to the Liapunov
multiplier, and as we shall see below in Theorem 8.4, equality only holds if all the slopes are
the same (in modulus).
Proof of Theorem 8.2. We start with a setting which is somewhat more general than the
assumptions of Theorem 8.2. We consider a map f of the unit interval which is piecewise C2
expanding and Markov, namely there is a finite partition A of the interval by subintervals such
that on each atom f is monotone and C2 on the closure and such that the image of each atom
is the union of atoms (modulo closure). We also assume that there is an integer k for which
|fk′| > ζ > 1, and f is topologically mixing. Under these assumptions it is well known that f
has a unique absolutely continuous invariant probability measure dµ = h dx which is ergodic
with exponential decay of correlations (see [2] and references therein). It is also easy to verify
that h is C1 on each atom of A (with C1 extension to the closure).
We will consider the decay of correlations in the space X of functions which are C1 except
maybe on the boundary of the atoms of A. For Y , we use the space of C1 functions whose
integral over each atom of A is equal to zero. This insures that if g ∈ Y , we can find a function
v ∈ C2 such that v′ = g and v vanishes on the boundary of the atoms of A.
We will denote by An the partition
∨n
0 f
−jA. If u and v are C1 functions, we have∫
u · v′ ◦ fndµ =
∫
uh
fn′
· v′ ◦ fnfn′dx =
∑
I∈An−1
∫
I
uh
fn′
· v′ ◦ fn · fn′dx ,
and integrating by parts we get∫
u · v′ ◦ fndµ = −
∑
I∈An−1
∫
I
(
uh
fn′
)
′
v ◦ fndx
+
∑
I∈An−1
u(b−I )h(b
−
I )v(f
n(b−I ))
fn′(b−I )
−
∑
I∈An−1
u(a+I )h(a
+
I )v(f
n(a+I ))
fn′(a+I )
,
(8.6)
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where the boundary points aI and bI are defined for I ∈ An−1 by
I = [aI , bI] .
Note that the two sequences (aI) and (bI) are identical except for the first and last terms, and
they are given by all the preimages of order up to n− 1 of the boundaries of the atoms of A. In
particular, for each I ∈ An, f
n(aI) and fn(bI) belong to ∂A.
We now use the assumption of Theorem 8.2, namely that f ′ is constant on the atoms of
A. This implies that fn′ is constant on the atoms of An−1. Therefore, the first term of (8.6) is
given by
−
∑
I∈An−1
∫
I
(
uh
fn′
)
′
v ◦ fndx = −
∫
(uh)′
fn′
v ◦ fndx = −
∫
Ln
(
(uh)′
fn′
)
vdx ,
where L is the Perron-Frobenius operator associated to f . Note that when f is not constant on
each atom of A, another term appears involving the derivative of fn′. This term corresponds to
a compact operator and did not intervene in the computation of the essential spectral radius in
[4]. It is not clear how such a term would influence the present computation.
To complete the proof of Theorem 8.2 one first applies Theorem 3.3 to the operator
U(g) = L
(
g
f ′
)
in the space X ′ of functions which are piecewise C0 except possibly at the boundary of the
atoms of A, and Y ′ the space of C2 functions vanishing on ∂A. One then applies Lemma 5 of
[4] to conclude that each point in the open disk of the essential spectrum is an eigenvalue. (This
Lemma has only been proven for full Markov maps but the proof easily extends to the general
Markov case.) Note that since h 6= 0, multiplication by h is a bounded invertible operator in X .
This provides the desired lower bound if there is only the first term in equation (8.6).
It remains to show that the last two terms are equal to zero, but this follows at once from
the requirement v(∂A) = 0.
Remark. The r.h.s. of (8.5) is a special value of the function
F (β) = lim
n→∞
1
n
log
∫
dµ(x) |(fn)′(x)|β ,
at β = −1. The function F is convex, and its derivative at β = 0 is the Liapunov exponent, by
(8.2) (for the measure µ after exchanging limits and derivatives which can be justified in that
case):
∂β limn→∞
1
n
log
∫
dµ(x) |(fn)′(x)|β
∣∣∣∣
β=0
= lim
n→∞
1
n
log
∫
dµ(x) log |(fn)′(x)|
= log
∫
dµ(x) log |f ′(x)| = logλµ ,
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by the invariance of the measure µ.
We next discuss the relation between λess and λ. The function F is related to the pressure
P of the observable − log f ′ (we refer to [14] for the definition) by the relation
F (β) = P ((β − 1) log |f ′|) , (8.7)
since P (− log |f ′|) = 0 and F is defined with respect to the SRB measure µ. The quantity
1/λess is bounded from above by:
1/λess ≤ limn→∞ supx
∣∣∣∣∣ 1(fn)′(x)
∣∣∣∣∣
1/n
≤ sup
x
|
1
f ′(x)
| .
And from below, it is bounded by 1/λ, using Jensen’s inequality∫
dν(x) exp
(
u(x)
)
≥ exp
(∫
dν(x)u(x)
)
,
which holds for any probability measure ν:10
− logλess = limn→∞
1
n
log
∫
dµ(x) |(fn)′(x)|−1 = lim
n→∞
1
n
log
∫
dµ(x) exp
(
− log |(fn)′(x)|
)
≥ lim
n→∞
1
n
log exp
(
−
∫
dµ(x) log |(fn)′(x)|
)
= lim
n→∞
1
n
− ∫ dµ(x) n−1∑
j=0
log |f ′
(
f j(x)
)
|

= −
∫
dµ(x) log |f ′(x)| = − logλ .
(8.8)
Thus, we see from Theorem 8.1 that 1/λess ≥ 1/λ.
On the other hand, if |f ′| is constant (and hence equal to λ), we always have λess = λ,
as one sees immediately from (8.3). More interestingly, the converse holds as well, modulo
conjugations:
Theorem 8.4. One has λ = λess if and only if there exists a Ψ of bounded variation for which
Ψ ◦ f(x) = TλΨ(x) , (8.9)
where Tλ is a map with piecewise constant slope ±λ. Furthermore, such a Ψ exists if and only
if
var(u) ≡ lim
n→∞
1
n
∫ ( n−1∑
j=0
u ◦ f j
)2
dµ (8.10)
10 The third line uses again the invariance of the measure as in (8.2).
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vanishes for u = log |f ′| − logλ.
Another way to say this is:
Corollary 8.5. One has 1/λess > 1/λ if and only if u = log |f ′| − logλ fluctuates in the sense
that var(u) 6= 0.
Proof of Theorem 8.4. The anchoring point of the proof will be the variance. First of all, by
[10] the limit in (8.10) always exists. Take now u = log |f ′| − logλ, where λ = λµ is again
the Liapunov multiplier. If var(u) = 0, then by a result of Rousseau-Egele [13, The´ore`me 2,
Lemme 6] there exists a function w of bounded variation such that u = w ◦ f − w so that for
our particular choice of u one has:
log |f ′| − logλ = w ◦ f − w ,
and exponentiating
|f ′|e−w◦f = λe−w . (8.11)
Note that exp(w) and exp(−w) are also of bounded variation. To keep the argument simpler,
we will consider only the case when f ′ > 0 and work on the circle, and leave the details of
the case where the sign of f ′ can change to the reader. In this case we find from (8.11) with
Ψ(x) =
∫
x
0 ds e
−w(s) the identities
(Ψ ◦ f)′ = f ′e−w ◦ f = λe−w = λΨ′ ,
and therefore Ψ ◦ f = TλΨ. So we conclude that if var(u) = 0 the required h exists, and
furthermore, computing (8.8) in the coordinate system defined by Ψ, we see that λess = λ.
If var(u) > 0, then, sinceF of (8.7) is a convex function andF ′′(0) = var(log |f ′|−logλ),
we see that λess < λ.
Finally, if λess < λ then clearly f cannot be conjugated to a function with constant slope,
because in that case we would have λ = λess from (8.8).
This completes the proof of Theorem 8.4 (and also of Corollary 8.5).
9. Expanding Maps of Smooth Manifolds
The results of [4] have been extended to the multi-dimensional expanding case in the work
of Gundlach and Latushkin [6]. Simplifying their statement for our purpose, they show the
following
Theorem 9.1. The Perron-Frobenius operator for a C2 expanding map φ of a smooth manifold
M, when acting on the space of C1 functions, has an essential spectral radius given by
σess = exp
(
sup
ν∈Erg
(
hν +
∫
M
dν(x) log
(
| det Dφ(x)|−1
)
− χν
))
, (9.1)
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where the sup is over all ergodic measures of the system, hν is the entropy of the map w.r.t. ν
and χν is the smallest Liapunov exponent of Dφ.
11
Remark. It should be noted that the hypotheses of Theorem 9.1, in particular the differentiability
everywhere imply the existence of a finite Markov partition for the map. It seems that no general
result is known in the absence of this condition.
Before we use (9.1) in more general contexts, we first show that one recovers indeed the
formulas of Theorem 8.1 when one considers the case of an expanding map f of the circle. In
that case, one takes φ = f . For an invariant ergodic measure ν the integral in (9.1) equals
λν = −
∫
dν log |f ′| .
The unique Liapunov exponent of Df for the invariant ergodic measure ν is
χν =
∫
log |f ′|dν .
From (9.1) we conclude the that
σess
(
C1
)
= exp
(
sup
ν∈Erg
{hν − 2
∫
log |f ′|dν}
)
.
On the other hand, by the variational principle (see Ruelle [14]) we have
sup
ν∈Erg
{hν − 2
∫
log |f ′|dν} = P (−2 log |f ′|) .
By (8.7), we have P (−2 log |f ′|) = F (−1), which is (8.3), as asserted.
We now consider the more general examples covered by Theorem 9.1 and show that they
indeed imply the same kind of lower bound. Note that by Ruelle’s identity [14] one knows that
the spectral radius σsp of the Perron-Frobenius operator on C
0 (or C1 if the transformation is
regular enough, since it equals the maximum positive eigenvalue) is
σsp = exp
(
sup
ν∈Erg
(
hν −
∫
M
dν(x) log | det Dφ(x)|
))
. (9.2)
When µ is the sole invariant measure which is absolutely continuous w.r.t. Lebesgue measure
we see by the variational principle [14] that the argument of the exponential is the pressure and
hence
σsp = exp
(
hµ −
∫
M
dµ(x) log | det Dφ(x)|
)
= expP (− log |detDφ|) = exp(0) = 1 .
(9.3)
11 This is obtained from Eq.(1.2) in [6], where the authors allow a cocycle derived from a bundle automorphism in
place of Dφ.
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To get a lower bound on the essential spectral radius, we can plug in a particular measure in
expression (9.1). Using the SRB measure µ, we get
σess ≥ e
−χµ .
Thus, we get in this case the following corollary from Theorem 9.1:
Corollary 9.2. The essential spectral radius of the Perron-Frobenius operator for a C2 expanding
map φ of a smooth manifoldM acting on the space of C1 functions satisfies
σess ≥ e
−χµ ,
where χν is the smallest Liapunov exponent of Dφ.
Question 9.3. The relation with ̺ess remains open.
10. A Conjecture and Some Steps Toward its Proof
The setting is now that of a smooth compact Riemannian manifoldM and a uniformly hyperbolic
diffeomorphism f which is topologically mixing on the global attracting set Ω. We denote by
µ the unique SRB measure (see [9]). We assume that the smallest Liapunov multiplier larger
than 1 is associated with a space of dimension one.12 Let g1 and g2 be two observables whose
regularity will be fixed below. Let A be a Markov partition of Ω, which is fine enough so that
each atom can be foliated by local stable and unstable manifolds (see [9]). From now on when
we speak of a local stable or unstable leaf, we always mean its restriction to an atom of the
Markov partition. When speaking of a function on an atom A0 of A, we mean a function on the
corresponding rectangle (the hull) on the ambient space M.
We can write the correlation function
Sk =
∫
M
dµ g1 · g2 ◦ f
k =
∫
M
dµ g1 ◦ f
−k · g2 =
∑
A∈A
∫
A
dµ g1 ◦ f
−k · g2 . (10.1)
We begin by rewriting (10.1) using the disintegration of the SRB measure with respect to
the unstable foliations (see [9]). In other words, there is a measure N on the set Wu of local
unstable leaves, and for any W ∈ Wu there is a Ho¨lder continuous positive functionΘW on W
such that
Sk =
∑
A∈A
∫
A∩Wu
dN(W )
∫
W
dMW g1 ◦ f
−k · g2 ·ΘW , (10.2)
where dMW is the Riemann measure on W , and where A ∩ W
u is the subset of elements of
Wu contained in A. We finally define the density h on the leaves by
h(x) = ΘW (x)(x) . (10.3)
12 This means that the smallest positive Liapunov exponent is associated with a space of dimension one.
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Note that the function h may not be defined on the whole phase space if we have a non trivial
attractor (for example a strange attractor). However one can interpolate this function to a
globally defined (strictly positive) Ho¨lder continuous function, see e.g., [12].
Remark. All our problems are related to this density13, because, as one can see from (10.2), the
effective observable is not g2 but g2 · h, and therefore smoothness requirements on g2 alone do
not suffice to make g2 · h smooth enough.
Let δ be a positive constant whose value may vary with the context and system. By C1+δ
we mean the class of C1 functions whose derivative is δ-Ho¨lder continuous.
Assumption 10.1. The foliation Wu by the local manifolds Wuloc is a C
1+δ foliation of C1+δ
manifolds and the field of one dimensional directions corresponding to the smallest expanding
direction is Ho¨lder continuous. Furthermore, h extends to a Ho¨lder continuous function on M
and C1+δ in the unstable directions.
We will need further assumptions on this foliation, see Fig. 8: Denote by ~tx the normal-
ized tangent vector to Wumin(x) at x, where Wumin(x) is the (one-dimensional) manifold at x
corresponding to the slowest expanding direction. Note that by our assumption it is Ho¨lder in
x.
Wu
Ws
W s
Wu
Wumin
w =Wumin
x
~tx
Fig. 8: The stable foliation Ws (of dimension 1) and the unstable foliation Wu (of dimension 2). Inside Wu lie the
one-dimensional leaves {w} of the most slowly expanding direction, forming the family Wumin . A leaf of this family
is called w, with a “coordinate origin” x
w
, (where s = 0), and the tangent vector~t
x(w,0) (here shown at s = 0). We
also labeled two leaves W s and Wu corresponding to the respective foliations Ws resp. Wu.
13 Note that this density can be rough even if the invariant measure is the Lebesgue measure
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Since the field of vectors {~tx} is covariant, we find (see [9]) that there is a Ho¨lder continuous
function ϕ (defined on M) such that
Dfx · ~tx = e
ϕ(x)~tf(x) . (10.4)
The function ϕ (whose average is positive) is the “local expansion rate” in the least unstable
direction. Similarly, there is a Ho¨lder continuous differential 1-form α such that for any x
αf(x)Dfx = e
ϕ(x)αx , (10.5)
and
α
(
~t
)
x
≡ αx
(
~tx
)
= 1 . (10.6)
To make the argument more transparent, we will pursue it for the case of only 2 positive
Liapunov exponents and leave the general case (with heavier notation) to the reader. We have
already fixed a tangent field~t and a 1-formαwhich measure what happens in the “slow” unstable
direction. Similarly, we now introduce a tangent field ~s and a 1-form β which describe the other
unstable direction. These are unique and Ho¨lder continuous. The analogs of (10.4)–(10.6) are
then
Dfx · ~sx = e
η(x)~sf(x) ,
βf(x)Dfx = e
η(x)βx ,
β
(
~s
)
x
≡ βx
(
~sx
)
= 1 .
Assumption 10.2. There are constants ε∗ > 0 and C∗ for which
k−1∑
j=0
η
(
f−j(x)
)
≥
k−1∑
j=0
ϕ
(
f−j(x)
)
+ kε∗ + logC∗ , (10.7)
uniformly for sufficiently large k and for all x in M.
This assumption implies α(~s ) = β(~t ) = 0, because the Liapunov multipliers are
different. In other words, the expansion rates η and ϕ are allowed to fluctuate, but there must
remain a “gap” ε∗ between them everywhere, and at large times. It would be interesting to
understand to which extent (10.7) could be replaced by a condition on the Liapunov exponents
alone. A stronger statement than (10.7) is to assume η(x) > ϕ(x) for all x. This is in fact the
“bunching condition,” since from the continuity of ϕ and η and the compactness of the manifold
it follows that η/ϕ > 1+ ε > 1, uniformly in x.
Remark. This same condition ensures the Ho¨lder continuity of the vector field tangent to Wumin
i.e., it establishes one of the requirements of Assumption 10.1.
Remark. The Assumption 10.2 should be compared to the usual hyperbolicity conditions [7].
In that case, one requires for the stable directions a bound of the form D(fn)|Es ≤ λ
n
−
(in an adapted metric), and D(f−n)
∣∣
Eu
≤ λ−n+ for the unstable directions, and then ε∗ =
logλ+ − logλ−. So for hyperbolicity, the strong form of (10.7) is being required.
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The following result is formulated as a conjecture, since the arguments toward its proof
are only sketched.
Conjecture 10.3. Consider a dynamical system which is uniformly hyperbolic and has an
SRB measure µ whose Liapunov multipliers are all different from 1. Assume it satisfies
Assumption 10.1 and Assumption 10.2. For observables which are piecewise14 C1 in the
unstable direction, and Lipschitz continuous in the stable directions, the essential decorrelation
radius is at least 1/λmin, where λmin is the smallest Liapunov multiplier greater than 1 (as in
Eq.(2.3)). Furthermore, the essential spectral radius is strictly larger than 1/λmin whenever the
system is not smoothly15 conjugated to a system whose differential is a constant function in the
direction corresponding to λmin.
Question 10.4. We expect the conclusions to hold for observable which are piecewise C1 in all
directions.
Sketch of proof of Conjecture 10.3. We first define the spacesX and Y for which can prove the
assertion of Conjecture 10.3. The spaceX is formed by functions obtained as follows: Select an
atom A0 of the partition A. Choose a fixed vector field VA0 which is defined in a neighborhood
of A0 and which is tangent at every x ∈ A0 to W
u
loc(x), and which does not vanish on the hull
of A0. This is possible because these manifolds are C
1+δ in x. We also assume that this vector
field has zero divergence in the unstable directions.
We further choose a function v which is C2 in the hull (in M) of A0, vanishing on the
stable boundaries of A0.
The observables g2 in X are defined by the equation
g2 =
1
h
dv(VA0) ,
where h is defined in (10.3), and is extended to a positive function on the hull of A0. By our
above assumptions, g2 is C1 in the unstable directions and δ-Ho¨lder continuous in the stable
directions. As we vary A0 and v over all possible choices, we obtain a set X0 of functions.
Since v ∈ C2, the map v 7→ dv(VA0) has closed kernel, and this induces a topology on the
image. If we divide by h, things do not change, and we have a topology on the functions g2.
Varying A0 this construction makes X0 to a Banach space X . (This space has a topology which
is somewhat finer than the C1−δ-Ho¨lder topology considered above.)
We next construct the space Y . Fix an atom A0. Let j be a function on the hull of A0
which is C0 along the unstable directions and δ-Ho¨lder in the stable ones. Define g1 by the
equation
dg1(~t )x = j(x) . (10.8)
Arguing as in the construction of X , we obtain Y by varying A0 and j, and inducing the
topology.
14 In fact, the class of observables we really consider is quite complicated, as it will turn out to be a complicated
subset of C1. See below for a precise description.
15 For more subtle aspects of the conjugation, see Theorem 8.4.
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Finally, the operator U is the Koopman operator of the map f , that is(
Ug
)
(x) = g
(
f(x)
)
. (10.9)
Now that the spaces are in place, we can work on (10.2). Take g1 and g2 in a piece A0 of
the partition. We integrate by parts in (10.2) in each W separately. Since V is divergence-free
and v vanishes at the stable boundary of A0, we obtain∫
W
dMW g1 ◦ f
−k · g2 ·ΘW =
∫
W
dMW g1 ◦ f
−k · dv(V )
= −
∫
W
dMW d
(
g1 ◦ f
−k
)
(V ) · v
= −
∫
W
dMW
(
dg1
)
◦ f−k ·
(
Dxf
−k(V )
)
· v .
(10.10)
Decomposing in the unstable directions we get
dg1f−k(x)
(
Dxf
−k(V )
)
= dg1(~t )f−k(x) · α(V )x · e
−
∑
k−1
j=0
ϕ
(
f
−j
(x)
)
+ dg1(~s )f−k(x) · β(V )x · e
−
∑
k−1
j=0
η
(
f
−j
(x)
)
.
(10.11)
Clearly, Assumption 10.2 implies a uniform bound for (10.11):
dg1f−k(x)
(
Dxf
−k(V )
)
= dg1(~t )f−k(x) · α(V )x · e
−
∑
k−1
j=0
ϕ
(
f
−j
(x)
)
+ O
(
e
−ε
∗
k−
∑
k−1
j=0
ϕ
(
f
−j
(x)
))
,
(10.12)
so that the faster rate η has been eliminated from the discussion. Inserting in (10.10), we find
Sk = −
∫
dµ dg1(~t
)
◦ f−k e−Σ˜k g˜2 + O(e
−ε
∗Zk) , (10.13)
(as k →∞), where
Σ˜k(x) =
k−1∑
j=0
ϕu
(
f−j(x)
)
, g˜2(x) =
v(x)
h(x)
, Zk =
∫
dµ e−Σ˜k ,
by the invariance of the measure, we find
Sk = −
∫
dµ g˜1 e
−Σk g˜2 ◦ f
k + O(e−ε∗Zk) , (10.14)
where
Σk(x) =
k−1∑
j=0
ϕu
(
f j(x)
)
, g˜1(x) = dg1(~t )x .
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We now use the thermodynamic formalism [3]. Define the Ho¨lder continuous function
ϕu by ϕu = − log detJu where Ju is the Jacobian matrix in the unstable bundle.16 Recall that
under our assumptions there is a homeomorphism π conjugating the dynamical system f on the
attractor to a subshift S of finite type. The SRB measure µ is then transformed to a Gibbs state
γ with the Ho¨lder continuous potential ϕu ◦ π. We get for the first term on the right hand side
of (10.14):
Dk = −
∫
dγ g˜1 ◦ π e
−Σk◦π · g˜2 ◦ π ◦ S
k . (10.15)
Define an operator T by
T ψ = e−ϕ
u
◦πψ˜ ◦ S ,
where ψ is a function on the shift space. Then (10.15) becomes
Dk = −
∫
dγ
(
T ∗
)
k(g˜1 ◦ π) · g˜2 ◦ π . (10.16)
We now apply Theorem 3.3 with X ′ = Y ′ = C0 and U ′ = T ∗ and we find ̺ess(X, Y, U) =
̺ess(X
′, Y ′, U ′) ≥ σp−ess(X
′, U ′). It remains to give a lower bound on σp−ess(X
′, U ′) in terms
of the pressure. Using a well-known device [2, Lemma 1.3], we can conjugate T to an operator
T+ defined by
T+ψ = e
−ϕ
u
+
◦πψ˜ ◦ S ,
where ϕu+ ◦ π depends only on the future, i.e., ϕu+ is constant on the stable (local) leaves. Note
now that when T ∗+ acts on a function ψ+ which depends only on the future, it is given by
T ∗+ψ+ =
1
φ+
L
(
φ+e
−ϕ
u
+
◦πψ+
)
, (10.17)
where L is the Perron-Frobenius operator and φ+ satisfies
Lφ+ = φ+ .
The eigenvalue above is 1 because we are dealing with an SRB measure, and the eigenvector is
unique. We now see that σp−ess(X
′, U ′) is bounded below by the essential point spectral radius
of L exp(−ϕu+ ◦ π). One now introduces the pressure
P (ϕu − h) ≡ lim
k→∞
1
k
log
∫
M
dµ(x) e
−
∑
k−1
j=0
h
(
f
−j
(x)
)
,
where P (ϕu) = 0, because we are dealing with an SRB measure. Then, it is known [4], [2,
Theorem 1.5.7] that every point in the open disk of radius exp(P (2ϕu)) is an eigenvalue of
L exp(−ϕu+ ◦ π). Since exp
(
P (2ϕu)
)
> 1/λmin, the desired inequality follows. This completes
the sketch of the proof of Conjecture 10.3.
16 In principle, for the case of 2 positive Liapunov exponents, ϕu can be computed from ϕ, η,~t,~s, α, and β.
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10.1. Sufficient Conditions
We next address the question of sufficient conditions for Assumption 10.1 and Assumption 10.2
to hold. A typical such condition is the bunching condition from [9, p. 602], or, the concept of
domination developed in [7]. Consider a point x and write Dfx in matrix form
Dfx =
(
Ax 0
0 Dx
)
,
with the blocks corresponding to unstable and stable subspaces, respectively. We define
λx = ‖Dx‖ , µx =
(
‖A−1x ‖
)
−1 .
Let νx be the inverse of the Lipschitz constant for f
−1:
νx =
1
L(f−1)x
, L(g)x ≡ sup
|x−y|<ε
|g(x)− g(y)|
|x− y|
,
with ε > 0 some small constant.
One defines the bunching constant by
Bu(f) = inf
x
logµx − logλx
log νx
.
Theorem 10.5. Let f be a C3 map of the manifold M which gives rise to an Axiom A system
whose unstable manifoldsWu are C2 and the stable ones,W s, are C1. Assume that the Liapunov
multipliers of f satisfy the following conditions:
1) The smallest Liapunov multiplier above 1 is λmin and the corresponding dimension is 1.
2) There are no Liapunov multipliers equal to 1.
3) The (multidimensional version of) inequality (10.7) holds.
4) The bunching constant satisfies
Bu(f) > 1 , (10.18)
and for the inverse map
Bu(f−1) > 1 . (10.19)
Then Assumption 10.1 and Assumption 10.2 hold.
Proof. The proofs of all assertions except for the smoothness of h can be found in [9, Chapter
19, p607].
So it remains to prove the differentiability of h. We recall that using a base point xW on
the leaf W , we have for the density of the SRB measure on the unstable manifold Wu(x) of any
x ∈W :
h(x) =
∞∏
j=0
eϕ
u
(
f
−j
(x)
)
−ϕ
u
(
f
−j
(xW )
)
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where xW is a reference point chosen once and for all on W
u(x). When varying x along an
unstable leaf, the reference point does not change. Each term in the above product is differen-
tiable in the unstable direction, and the regularity properties of h follow easily by checking the
convergence of the series. The Ho¨lder continuity of h follows by standard arguments from the
Ho¨lder continuity of the stable foliation.
Remark. In the case of skew products of Baladi maps, it is easy to verify that the local stable
manifolds are vertical segments. Because of the local flatness of the invariant measure of the
one dimensional system, it follows from the explicit expression of the map that the differential
is diagonal. This implies that the field of unstable directions is horizontal (as well as the local
unstable manifolds). This implies that Θw is constant on the local unstable manifold. By
changing if necessary the transverse measure, we can assume that Θw = 1. Therefore, if v is a
C2 function with compact support contained in an atom of the Markov partition, the observable g2
defined as above is C1 and we can apply the above technique. Note that in this case Assumption
10.1 is violated since the map is area preserving.
10.2. An Example
We construct an example where all the above assumptions are satisfied. This example is a
generalization of the solenoid and can also be viewed as a skew product. First of all, let p > 6
be an odd integer. Let ℓ be that solution of the equation
ℓ2
(
1+ cos(2π/p)
)
− 4ℓ+ 2 = 0 ,
which is less than one. Let r = 1 − ℓ. Note that for p large, we have r ≈ π/p. Let q be
another odd integer with p > q > 4. It is easy to verify that the spheres of radius r centered at
points with polar coordinates (ℓ, 2kπ/p, 2mπ/q)with 0 ≤ k < p and 0 ≤ m < q are mutually
disjoint. We now define a map f of M = T2 × B3 into itself (T2 the two dimensional torus and
B3 the three dimensional unit ball) by
f(ϑ, ϕ, (x, y, z)) = (pϑ, qϕ, rx+ ℓ cosϑ cosϕ, ry + ℓ sinϑ cosϕ, rz + ℓ sinϕ) ,
where the angles are modulo 2π and we use Cartesian coordinates on B3. It is left to the reader
to verify that because of our choice of ℓ and r the map is injective. It is obviously a skew product
above the map of the torus (ϑ, ϕ) 7→ (pϑ, qϕ) which is ergodic and mixing for the Lebesgue
measure.
Remark. More balls can be packed and also balls with larger radius using a Peano surface for
the position of the centers instead of the sphere of radius ℓ as above.
The differential of f is given by
Df =

p 0 0 0 0
0 q 0 0 0
X X r 0 0
X X 0 r 0
X X 0 0 r
 ,
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and
Df−1 =

1/p 0 0 0 0
0 1/q 0 0 0
−X /(rp) −X /(rq) 1/r 0 0
−X /(rp) −X /(rq) 0 1/r 0
−X /(rp) −X /(rq) 0 0 1/r
 ,
where X denotes various quantities of order one.
We now verify the bunching conditions. First of all, the stable bundle is obviously obtained
by setting the first two components of a tangent vector equal to zero. Therefore, λ = r, and also
the stable manifold of a point (ϑ, ϕ, x, y, z) is the set of points with the same angles ϑ and ϕ.
The unstable bundle is not so trivial. As in [9], the unstable bundle is obtained as a graph
above the space of vectors whose last two coordinates are equal to zero. In other words, for
every point P ∈ M, there is a linear operator LP from R
2 to R3 such that the unstable subspace
at P is the set
Eu(P ) =
{
(z, LP z)
∣∣ z ∈ R2} ,
with the canonical identifications. From the equation satisfied by LP (see [9]) it follows easily
that
sup
P∈M
‖LP ‖ ≤ O(1)q
−1 .
It then follows that µ−1 = q−1(1 + O(1)q−1). Finally ν−1 is at most the sup norm of Df−1
and we get ν−1 ≤ r−1 +O(1)r−1q−1. Recalling that r ≈ πq−1 for large q, we get
λµ−1ν−2 ≤ rq−1r−2(1+O(1)q−1) ≤ π−1(1+O(1)q−1) < 1 ,
for q large enough, namely the unstable bundle is even C2 (we only require C1+α for some
α > 0).
The stable bundle is obviously infinitely regular but we can check the bunching condition
for the inverse. We obtain λ = q−1 +O(1)r−1q−2, µ−1 = r, ν−1 = p+O(1). We get
λµ−1ν−α ≤ q−1rpα(1+O(1)q−1) = πq−2pα(1+O(1)q−1) ,
and this is smaller than one for q large enough if α < 2 and p is not much larger than q. In other
words, we can construct examples with the stable bundle C1+σ for any 0 < σ < 1.
Finally we have to check the condition inf η/ϕ > 1. In the above example this is made
simpler by the observation that the set of tangent vectors with first coordinate equal to zero
is covariant. The same is true for the set of vectors with second coordinate equal to zero.
Therefore, the two invariant bundles are graphs. The largest one is a set of vectors{(
s, 0, u1(P )s, v1(P )s, w1(P )s
) ∣∣ s ∈ R}
and the lowest one {(
0, s, u2(P )s, v2(P )s, w2(P )s
) ∣∣ s ∈ R} .
The six functions ui, vi, wi satisfy the usual coherence equations, and it follows easily that they
are all uniformly bounded by O(1)q−1. It follows easily that
η ≥ p+O(1)pq−1 and ϕ ≤ q +O(1) ,
and our condition is satisfied if p/q > 1+O(1)q−1 and q is large enough.
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Appendix
We give here the proof of Lemma 3.4. The l.h.s. of (3.5) is ̺ess. The r.h.s. will be called ¯̺ess.
We have obviously ¯̺ess ≥ ̺ess. To prove the converse inequality, let ε > 0. From the definition
of ̺ess we can find two subspaces M and M ′ of finite codimension such that
lim sup
n→∞
 sup
x∈M
y∈M
′
∣∣ < y, Unx > ∣∣
‖y‖‖x‖

1/n
< ̺ess +
ε
3 .
This implies that there is an integer N such that for any n > N we have sup
x∈M
y∈M
′
∣∣ < y, Unx > ∣∣
‖y‖‖x‖

1/n
< ̺ess +
ε
2
,
which is equivalent to
sup
x∈M
y∈M
′
∣∣ < y, Unx > ∣∣
‖y‖‖x‖
<
(
̺ess +
ε
2
)
n
.
Observe that the spaces M¯ and M¯ ′ which are the closures of M and M ′ are also of finite
codimension. Moreover, for each n, we can find x ∈ M¯ and y ∈ M¯ ′, both of norm 1 such that∣∣ < y, Unx > ∣∣
‖y‖‖x‖
≥ sup
x∈M¯
y∈M¯
′
∣∣ < y, Unx > ∣∣
‖y‖‖x‖
−
((
̺ess + ε
)
n −
(
̺ess + ε/2
)
n
)
.
If x /∈M or y /∈M ′ or both, we can find two sequences (xj) ⊂M and (yj) ⊂M
′ converging
to x and y respectively. Therefore,∣∣ < y, Unx > ∣∣
‖y‖‖x‖
= lim
j→∞
∣∣ < yj , Unxj > ∣∣
‖yj‖‖xj‖
≤ sup
x∈M
y∈M
′
∣∣ < y, Unx > ∣∣
‖y‖‖x‖
.
This implies for any n > N
sup
x∈M¯
y∈M¯
′
∣∣ < y, Unx > ∣∣
‖y‖‖x‖
≤
(
̺ess + ε
)
n .
Since ε is arbitrary, the result follows.
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