Abstract We propose a positivity preserving implicit Euler-Maruyama scheme for a jump-extended Cox-Ingersoll-Ross (CIR) process where the jumps are governed by a compensated spectrally positive α-stable process for α P p1, 2q. Different to the existing positivity preserving numerical schemes for jump-extended CIR or CEV models, the model considered here has infinite activity jumps. We calculate, in this specific model, the strong rate of convergence and give some numerical illustrations. Jump extended models of this type were initially studied in the context of branching processes and was recently introduced to the financial mathematics literature to model sovereign interest rates, power and energy markets.
Introduction
In this paper, we study the strong approximation of the alpha-CIR process. This class of models was first studied in the context of continuous state branching processes with interaction or/and immigration, see Li and Mytnik [18] , Fu and Li [13] and the references within, and was recently introduced by Jiao et al. [16] [17] to the mathematical finance literature to model sovereign interest rates, power and energy markets. The alpha-CIR process is an extension of the classic diffusion Cox-Ingersoll-Ross process to include jumps which are governed by a compensated spectrally positive α-stable Lévy process for α P p1, 2q. More specifically, given a positive initial point x 0 , the alpha-CIR process satisfies the following stochastic differential equation (SDE), dX t " pa´kX t q dt`σ 1 |X t | 1 2 dW t`σ2 |X t | 1 α dZ t , where a, k, σ 1 and σ 2 are positive constants and the diffusion and the jump coefficient are given by gpxq " |x| 1 2 and hpxq " |x| 1 a . The process W is a Brownian motion and Z is a compensated spectrally positive α-stable process, independent of W , of the form
where r N is a compensated Poisson random measure with its Lévy measure denoted by ν. In other words, the process Z is a pure jump Lévy process with the characteristic triple p0, ν, γ 0 q, where γ 0 :"´ş 8 1 xνpdxq. In general, under some monotonicity conditions on the jump coefficient, the above stochastic differential equation will have a unique non-negative strong solution for any integrable compensated spectrally onesided Lévy process Z, see [13] [18] . In view of applications, we will mainly focus our attention to the α-stable case.
The CIR and the CEV (constant elasticity of variance) processes are theoretically non-negative and are very popular in the modelling of interest rates, default rates and volatility, see for example Duffie et al. [10] [11] . Therefore, in practice, the ability to simulate a positive sample path is of crucial importance. The study of positivity preserving strong approximation schemes for CIR or CEV type processes has received a great deal of attention in the literature. For the classic diffusion case we mention the works of Alfonsi [3, 4] , Brigo and Alfonsi [7] , Dereich et al. [8] , Neuenkirch and Szpruch [21] and the references within. The jump-extended case (with and without delays) has recently received increasing attention, we refer to the work of Yang and Wang [26] , and the recent working papers of Fatemion Aghdas [12] and Stamatiou [22] . To the best of our knowledge, for jump-extended CIR/CEV models, the existing results have all focused on the case of finite activity jumps (the jumps are governed by a Poisson process with intensity rate λ ) and results on positivity preserving strong approximation schemes in the case of infinite activity jumps have yet to be obtained.
The common approach in devising a positivity preserving simluation scheme for jump-extended CIR models is to first transform, e.g. Lamperti transoform, the solution X and then combine an existing positivity preserving scheme for the Itô diffusions, such as the backward Euler-Maruyama scheme, with the jumps of the Poisson process to create a jump-adapted scheme. The theoretical convergence rate of n´1 is very attractive (see [26] ), however these jump-adapted schemes can suffer from high computational costs when the intensity rate λ is very high.
Unfortunately, the existing techniques for Poisson jumps do note translate well into the case of infinite activity. This is because, in the infinite activity case, one can not simulate individually the small jumps and transform methods will usually lead to extra jump terms, which, due to presence of the small jumps are impossible to simulate. Depending on the application, one possible alternative is to consider weak approximation schemes by using a gaussian approximation of the small jumps as done in Asmussen and Rosinski [1] or Kohatsu-Higa and Tankov [24] .
Fortunately, in the case of the alpha-CIR process, one is able to obtain some results in this direction. We propose an implicit approximation scheme in (1.3), which extends the scheme proposed in Alfonsi [3] and Brigo and Alfonsi [7] for the classic diffusion CIR process to include jumps. This method depends strongly on the fact that the diffusion coefficient g is a square root, which allows one to device an positive preserving implicit scheme by solving a quadratic equation.
Although the derivation of the current scheme follows closely the idea presented in [3] [7] , the inclusion of an infinite activity jump process makes the scheme behave very differently to the classic implicit scheme for the diffusion CIR model, and the proof of convergence is technically more difficult.
In the diffusion case, the discriminate of the previously mentioned quadratic equation is non-negative if the condition a´σ 2 1 {2 ą 0 is satisfied. In the proposed scheme, the support of the discriminate is bounded below only in the case where Z has finite activity jumps (Type A) or is of finite variation and has infinite activity jumps (Type B). In the case where Z is of infinite variation (Type C) and therefore has infinite activity jumps, there is no hope of finding a set of conditions on the parameters a, k, σ 1 , σ 2 , α and the grid size such that the discriminate is non-negative. This issue is resolved by taking the absolute value of the constant term in the quadratic equation, which ensures the non-negativity of the discriminate and the existence of an unique positive root (by Descartes' Sign Rule). Under this modification, strong convergence of the scheme can then be proved by noticing that the probability of the discriminate becoming negative is exponentially small with respect to the discretization grid.
As our main result, we obtain the strong rate of convergence of plog nq´1. The proof is done by first expanding the proposed implicit scheme around the explicit Euler-Maruyame scheme, which was shown to converge in our previous paper Li and Taguchi [19] , and then showing that the remainder terms will converge to zero. Unfortunately, due to our methodology and certain integrability conditions associated with the process Z, in order to obtain strong convergence, we needed to modify the jump coefficient. That is instead of taking hpxq " |x| 1 α , we consider a bounded jump coefficient given by hpxq :" mint|x| 1 α , Hu for some arbitrarily large constant H ą 0. The boundedness of the jump coefficient is a purely technical condition, but nevertheless common in the study of Euler-Maruyama schemes for α-stable processes. We refer the reader to Hashimoto [14] and Hashimoto and Tsuchiya [15] for the study of Euler-Maruyama schemes for symmetric α-stable driven SDEs. We point out that the boundedness condition on the jump coefficient h can be lifted if one considers the case where Z is square integrable. For example, when Z is compensated Poisson process or a compensated spectrally positive tempered α-stable process for α P p1, 2q.
Finally, we mentioned that the current simulation problem can also be treated using the symmetrized Euler-Maruyame scheme studied Diop [9] , Berkaoui et al. [5] and Bossy and Diop [6] . However, local time techniques used in [5] [6] [9] can not be applied to our setting. This is due to the lack of a suitable version of the Itô-Tanaka formula for α-stable process or in general, Lévy processes of infinite variation. In the case where Z is an integrable Lévy process with finite activity, we foresee that similar techniques can be applied to jump-extended CIR/CEV processes.
Notations and Assumptions
We work on a usual filtered probability space pΩ , F , Pq, the natural filtration of a given stochastic process X is denoted by F X " pF X t q tě0 and the negative part of X is denoted by X´:" maxt0,´Xu. For any 0 ď s ă t, the integral with upper limit t and lower limit s is understood as a integral over ps,ts. Given the terminal time T , we consider an equally spaced grid π n :" tpt 0 , . . . ,t n q : 0 " t 0 ă t 1 ă¨¨¨ă t n " T u and set ηptq :" t i for t P pt i ,t i`1 s. Given a process X on π n , for i " 0, . . . , n´1, we set ∆ X t i :" X t i`1´X t i . The Lévy measure of Z will be denoted by ν and the drift of Z is denoted by γ 0 "´ş 8 1 xνpdxq. For general results on Lévy processes we refer to Sato [23] and Applebaum [2] . In estimation, we often use C, C 1 , C 2 , C 0 or c to denote constants, which may change from line to line. Subscripts will be used to indicate dependence of the constant on other parameters.
An implicit scheme for the alpha-CIR process
Given a positive initial point x 0 and hpxq :" mint|x| 1 α , Hu, for some arbitrarily large constant H ą 0, we consider the solution to the stochastic differential equation
where a, k, σ 1 , σ 2 are positive parameters, and α P p1, 2q and Z is a compensated spectrally positive α-stable Lévy process with Lévy measure ν, independent of W . In order to derive a positivity preserving scheme for X, we take our inspiration from Alfonsi [3] or more generally Milstein et al. [20] by considering the implicit scheme, ∆ r X is non-negative. However the above can be negative as the drift γ 0 of Z is negative.
In the case where Z is a compensated spectrally positive α-stable process, or in general a Lévy process of infinite variation (Lévy process of Type C), the support of the process Z is not bounded below (see Theorem 24.10 (iii) in Sato [23] ). Therefore it is not possible to select parameters so that the discriminate is non-negative. To overcome this, we take the absolute value and consider the following scheme, X n t 0
:" x 0 and for each i " 0, . . . , n´1,
The goal in the rest of this article is to derive the strong rate of convergence under the assumption that a´σ 2 1 {2 ą 0 and α P p1, 2q. We must point out that Z can be replaced by any compensated spectrally positive integrable Lévy process and one can show that the scheme converges given good estimates on PrD t i`1 ă 0s and Er|∆ Z t i |s.
Remark 1.2
The difficulty of the current work lies in that a compensated spectrally positive α-stable process is a Lévy process of infinite variation (Type C). In the case where Z has finite activity (Type A) or has infinite activity and is of finite variation (Type B), (see Definition 11.9 in [22] ), it is possible to find a set of conditions on the parameters to ensure that the process D is non-negative. To see this, suppose that the support of the Lévy measure ν contains 0, (see page 148 of [22] for the definition and properties of the support of a measure). From Theorem 24.10 (iii) in Sato [23] , we know that the support of ∆ Z t i is almost surely contained in rγ 0 ∆t i , 8q, where the drift γ 0 is given by γ 0 "´ş
Strong convergence
To show that the proposed scheme converges, we expand the implicit scheme give in (1.3) around the Euler-Maruyama scheme and then apply the Yamada-Watanabe approximation technique. More explicitly, by expanding the quadratic in (1.3), using the identity |D| " D`2D´and adding/subtracting the appropriate terms we obtain
where k n " kp1`kT {nq´1 and ∆ R n t i
(change in the remainder process) is given by
is given by
is a martingale increment in the filtration F X " pF X t q tě0 can be quick checked as
 which is equal to zero. Hence we can conclude that Er∆ M n t i`1 | F t i s " 0. The next step is to compute the semimartingale decomposition of ∆ R n . The second term on the right hand side of (2.2) is given by
and for the last term of (2.2), we can write
Finally, by collecting terms appropriately, we can express ∆ R n
The terms in ∆ N n are martingale differences and A n is a predictable process.
Finally, by collecting the terms appropriately we obtain for i " 0, . . . , n´1
and the above discrete time scheme is then extended to continuous time by setting X n t :"X n t`R n t wherē
The extension of the martingale part of the remainder process to continuous time is done by setting N t " ErN t i`1 |F t s for t P pt i ,t i`1 s.
Auxiliary estimates
In this subsection, we present some auxiliary estimates which are needed to prove the strong convergence of the proposed scheme.
Lemma 2.1. For i " 0, . . . , n´1 and α P p1, 2q
where C α,σ 2 is some positive constant depending on a, α, σ 1 and σ 2 .
Proof. See subsection 4.3 of the Appendix.
Lemma 2.2. For α P p1, 2q, we have sup nPN max i"0,...,n´1 ErX n t i`1 s ă 8.
Proof. Taking the expectation of scheme given in (2.1) to obtain
s`2ErDt i`1 s.
In the last inequality, using the fact that D´is positive to obtain
Taking the expectation above, apply Hölder's inequality with 1{α`1{p " 1 and use the fact that |x| 1 α ď p1´1{αq`|x|{α, we obtain, for some C ą 0,
By using the Lemma 2.1,
where 1{α`1{p " 1.
Proof. It is sufficient to combine the Lemma 2.3 and the following inequality
Lemma 2.4. For α P p1, 2q, we have
, we proceed by setting κ n :" 1`kT {n and we note that it can be estimated byˇˇˇσ
The terms inside the square root can be estimated using the fact that 1´κ 3 n is Op1{nq, X t i and ∆ Z t i are independent and Er|∆ Z t i |s ď C{n 1 α . Therefore, by Lemma 2.2, the expectation of the right hand side above is bounded by an integrable random variable multiplied by 1{n 1 α`1 .
Lemma 2.5. The remainder process satisfies Er|R n t |s ď C T n´1 {2α or more specifically, the process N n and A n satisfies where C T is some constant depending on T .
Proof. Using Lemma 2.1, that is ErDt i`1 s is exponentially small with respect to the discretisation grid, we obtain
Recall that the martingale differences ∆ N n can be expressed as
where we set
p1`kT {nq 2¸a nd ∆M
In order to estimate Er|N n t |s, we note that for t P r0, T s
By taking the absolute value, applying the Cauchy-Schwartz inequality, Jensen's inequality and the L 2 -isometry to the martingale increment ∆M n t i`∆M n t i
, we obtain Proof. By taking the absolute value, the expectation and using independence increments property, we obtain Er|X n t´X n ηptq |s ď pa`kErX
where we have applied Lemma 2.2 in the last line.
Strong rate of convergence
We present in the following our main result on strong convergence. The proof relies on a careful application of the Yamada-Watanabe approximation technique. For readers who are unfamiliar with the approximation technique, we included some useful results in section 4.2 of the appendix. Before proceeding, we point out that the Yamada-Watanabe approximation technique can not be applied directly to |X´X n | as done in Alfonsi [3] . This is due to the presence of the remainder process R n . The differences/difficulties that we faced here are the following, (i) the martingale representation property do not hold and one can not hope to obtain estimates from an direct application of the Itô formula for Lévy processes, see for example Applebaum [2] , as the explicit form of the martingale M D is not known. (ii) Even in the case where M D can be computed or Z is square integrable and therefore martingale representation property holds, the monotone increasing condition on the jump coefficients (which is crucial in the proof of strong uniqueness in [18] and [13] ) may not be satisfied. To overcome the above mentioned issues, we notice that the error can be decomposed into |X t´X n t | ď |X t´X n t |`|R n t |. The estimate of the process R n is readily available in Lemma 2.5, and we need only to apply the Yamada-Watanabe approximation technique to the process Y n :" X´X n . Theorem 2.7. The strong rate of convergence is given by Proof. Let ε P p0, 1q and δ P p1, 8q. We define Y n :" X´X n and denote the jumps of Y n by ∆Y n s pzq :" σ 2 thpX s q´hpX n ηpsq quz. By applying Itô's formula to the YamadaWatanabe function φ δ ,ε pY n q, see equation (4.2), we obtain
where we have set The local martingales term M n,δ .ε will disappear after applying the standard localization argument and taking the expectation. In the following, we suppose that all integrals are appropriately stopped, and to simplify notation, we do not explicitly write the localizing sequence of stopping times and will focus on obtaining upper estimates of K We observe that if Y n " X´X n " 0 then hpXq´hpX n q " 0. Therefore we can apply Lemma 4.2 with y " Y n s and x " σ 2 thpX s q´hpX n s qu, since hpxq " mint|x| 1 α , Hu is non-decreasing. We obtain for any u ą 0, 
where in the second last inequality, we used the fact that h is 1{α-Hölder continuous. By applying (4.3) in Lemma 4.3, with u " 1, y " Y n s , x " σ 2 thpX s q´hpX n ηpsq qu and x 1 " σ 2 thpX s q´hpX n s qu, and the fact that h is bounded, K n,δ ,ε,2 t can be bounded as follows 
where in the last inequality we have used the fact that X n t´X n ηptq "X n t´X n ηptq`R n t and from Lemma 2.5 and 2.6 To estimate term J n,δ ,ε , we write
*
.
Putting this together, we obtain
Er|X t´X n t |s ď ε`Er|R
We choose ε " plog nq´1 and δ " n´1 4α 2 . By Gronwell's inequality we conclude that Er|X t´X n t |s ď C log n .
It is clear that the upper bound is independent of the localizing sequence of stopping times, the final result then holds by Fatou Lemma.
Remark 2.1
The condition that the jump coefficient h is bounded is only used in the estimation of K n,δ ,ε,2 in equation (2.4). The boundedness condition is used to make up for the lack of knowledge on the integrability of X n (or equivalentlyX n ). We claim that if one can show for some α P p1, 2q, that sup n Er|X n t | α s ă 8 in the case where hpxq " |x| 1 α , then it is possible to relax the boundedness condition. Uniform bound on the α-th moment of the approximation process X n appears to be difficult to obtain, however for the theoretical process X itself, one can show that for all α P p1, 2q and hpxq " |x| 
Numerical experiments
Numerical experiments were performed to study the strong rate of convergence of the implicit approximation scheme X n give in (1.3). The error between the "true" solution and the implicit approximation scheme is computed at terminal time T " 1. The "true" solution at T " 1 is calculated using the Euler-Maruyama Scheme, which is known to converge from Li and Taguchi [19] , with grid size 2´1 0 . We denote the "true" solution by X˚and a proxy to the strong error is obtained by computing 20 . The implicit scheme X n is simulated using n " 2 j , for j " 10, 9, 8, 7. The log-log plots of the error against grid size are given for some parameter values. Fig. 3 .1 log-log plots illustrating the convergence of the scheme. The red line is the reference line with slop 1{2. The graph on the left is generated with parameters σ 1 " 0.4, σ 2 " 0.09, α " 1.005, a " 2.03, k " 3, x 0 " 0.03. The graph on the right is generated with parameters are σ 1 " 0.4, σ 2 " 0.5, α " 1.005, a " 1.03, k " 4, x 0 " 0.03.
The rate of convergence appears slightly different for different values of σ 2 . That is when σ 2 is small (compared to σ 1 ) the rate appears to be lower and the strong error is also lower. Due to the limitation in techniques, we are unable to identify the theoretical cause of this. For experimental purposes, in the following pages, we present some graphs on the strong rate of convergence for different parameter regimes.
Conclusion
In this work, we devised a positivity preserving implicit numerical scheme for the alpha-CIR process. We show that the scheme convergences with a theoretical rate of plog nq´1 and numerical experiments indicated that the strong rate is likely to be of order 1{2. The current scheme is highly specialized to the CIR process and is not applicable to the CEV, but unlike existing positivity preserving schemes in the literature, we are able to handle a case where the jumps are of infinite activity.
Numerical experiments -Graphs on the rate of convergence
The effect of increasing σ 2 Fig. 3 .2 log-log plots illustrating the convergence of the implicit scheme to the "true" solution. The red line is a reference line with slop 1{2. The parameters are σ 1 " 0.5, σ 2 " 0.05`0.05ˆj, for j " 1, 2, . . . 6, α " 1.05, a " 2, k " 3, x 0 " 0.03. The graphs are to be read from left to right and top to bottom in increasing order of k. That is, the top left graph has j " 0 and the bottom right graph has j " 6.
Remark 3.1. In the above, we investigate the effect of increases in σ 2 . We observe that a increase in σ 2 increases the magnitude of the log-error. The numerical experiments suggests that the strong rate is 1{2, however the rate of convergence is lower when σ 2 is small.
The effect of increasing α when σ 2 is small Fig. 3 .3 log-log plots illustrating the convergence of the implicit scheme to the "true" solution. The red line is a reference line with slop 1{2. The parameters are σ 1 " 0.5, σ 2 " 0.05, α " 1.10`0.05ˆj, for j " 1, 2, . . . 6, a " 2, k " 3, x 0 " 0.03. The graphs are to be read from left to right and top to bottom in increasing order of k. That is, the top left graph has j " 0 and the bottom right graph has j " 6.
Remark 3.2. In the above graphs, we investigate the effect of increases in α in the case where σ 2 is small. We observe that when σ 2 is small then the increase in α have little effect to no effect on the rate of convergence or the magnitude of the log-error.
The effect of increasing α when σ 2 is large Fig. 3 .4 log-log plots illustrating the convergence of the implicit scheme to the "true" solution. The red line is a reference line with slop 1{2. The parameters are σ 1 " 0.5, σ 2 " 0.5, α " 1`0.05ˆj, for j " 1, 2, . . . 6, a " 2, k " 3, x 0 " 0.03. The graphs are to be read from left to right and top to bottom in increasing order of k. That is, the top left graph has j " 0 and the bottom right graph has j " 6. Remark 3.3. In the above graphs, we investigate the effect of increases in α in the case where σ 2 is relatively large. We observe that when σ 2 is relatively large then the increase in α has again little to no effect on the rate of convergence or the magnitude of the log-error. We experimented with the case α " 1, i.e. the first graph.
Appendix

Moment estimate of X
In this subsection, we show that for hpxq " |x| 1 α the solution of (1.1) has α-th moment. Lemma 4.1. The α-th moment of X is finite, that is sup tďT Er|X t | α s ă 8.
Proof. In the following, let pτ m q mPN`b e a localizing sequence of stopping times so that when stopped at τ m , all local martingales are martingales. By apply the Itô formula to X α , we obtain Therefore, by taking expectation on (4.1), since α P p1, 2q, α´1, By Gronwall's inequality, we obtain E r|X t^τ m | α s ď C 0 e C 0 T .
Finally, we conclude by using Fatou's lemma.
Yamada-Watanabe Approximation Technique
We introduce below the Yamada and Watanabe approximation technique. For each δ P p1, 8q and ε P p0, 1q, we select a continuous function ψ δ ,ε : R Ñ R`with support of ψ δ ,ε belongs to rε{δ , εs and is such that ż ε ε{δ ψ δ ,ε pzqdz " 1 and 0 ď ψ δ ,ε pzq ď 2 z log δ , z ą 0.
We define a function φ δ ,ε P C 2 pR; Rq by setting φ δ ,ε pxq :" It is straight forward to verify that φ δ ,ε has the following useful properties:
|x| ď ε`φ δ ,ε pxq, for any x P R, 0 ď |φ 1 δ ,ε pxq| ď 1, for any x P R, φ 1 δ ,ε pxq ě 0, for x ě 0 and φ 1 δ ,ε pxq ă 0, for x ă 0, φ 2 δ ,ε p˘|x|q " ψ δ ,ε p|x|q ď 2 |x| log δ 1 rε{δ ,εs p|x|q ď 2δ ε log δ , for any x P Rzt0u.
Lemma 4.2 (Lemma 1.3 in [19] ). Suppose that the Lévy measure ν satisfies ş 8 0 tzẑ 2 uνpdzq ă 8. Let ε P p0, 1q and δ P p1, 8q. Then for any x P R, y P Rzt0u with xy ě 0 and u ą 0, it holds that [19] ). Suppose that the Lévy measure ν satisfies ş 8 0 tzẑ 2 uνpdzq ă 8. Let ε P p0, 1q and δ P p1, 8q. Then for any x, x 1 P R, y P R and u P p0, 8s, it holds that 
