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Abstract
We construct the self-similar fundamental solution of the anisotropic porous
medium equation in the suitable fast diffusion range. We also prove the asymptotic
behaviour of finite mass solutions. Positivity, decay rates as well as other properties
are derived.
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1 Introduction
This paper focusses on the study of the existence and uniqueness of self-similar funda-
mental solutions to the following anisotropic porous medium equation
(1.1) ut =
N∑
i=1
(umi)xixi in Q := RN × (0,+∞)
with N ≥ 2, and mi > 0 for i = 1, ..., N . In case all exponents are the same we recover
the well-known equation
ut = ∆u
m, m > 0 ,
which for m = 1 is just the classical heat equation. For m 6= 1 it is a well-studied model for
nonlinear diffusion and heat propagation. For m > 1 the equation is degenerate parabolic
and is called the Porous Medium Equation, PME. On the other hand, for m < 1 the
equation is singular parabolic and is called the Fast Diffusion Equation, FDE.
The equation we propose, (1.1), was studied in [5, 8, 9, 10, 11] as a simplified model
for the motion of water in anisotropic media. If the conductivities of the media may be
different in different directions, the constants mi in (1.1) may be different from each other.
We consider solutions to the Cauchy problem for (1.1) with nonnegative initial data
(1.2) u(x, 0) = u0(x), x ∈ RN .
We assume that u0 ∈ L1(RN), u0 ≥ 0, and put M :=
∫
RN u0(x) dx, so-called total mass.
In this paper we will focus on the fast diffusion range
(H1) 0 < mi ≤ 1 for all i = 1, ..., N .
This is a condition of fast diffusion in all directions that is made here for convenience of
exposition since it allows for complete, clearcut results. We need a further assumption on
the exponents. We recall that in the isotropic fast diffusion equation (i.e. equation (1.1)
with m1 = m2 = ... = mN = m < 1), there is a critical exponent,
(1.3) mc := 1− 2
N
,
such that m > mc is a necessary and sufficient condition for the existence of fundamental
solutions. In this work we will always assume the average condition
(H2) m := 1
N
∑
i=1mi > mc .
We will show that this condition alone ensures the existence of self-similar fundamental
solution in the anisotropic FDE case.
We will assume that not all the mi are one. This last case is the linear heat equation
that is well-known. The case of partial linear diffusion, where some mi = 1, has some
2
special features that we will briefly discuss at the end of the paper. The case where slow
diffusion exponents mi > 1 are admitted will be treated in an upcoming work.
This problem came to our attention years ago during a visit of Prof. B. H. Song to Madrid.
He then published a number of works on the issue, mentioned above. Of interest here
are [11] where solutions with finite mass are constructed, and [10] where a fundamental
solution is constructed for general initial data, i.e., a solution with a Dirac delta as initial
data. It was supposed to be the basis of asymptotic long-time analysis.
We contribute here a missing basic ingredient, i. e., self-similarity. Indeed, we prove the
existence of the unique fundamental solution of self-similar type. This gives an amount
of extra information. Thus, it allows to identify in a very precise way not only the decay
and propagation exponents in every direction, but also the asymptotic profile F , see
Section 1.1. The combination of self-similarity and anisotropy is an uncommon topic in
the literature, see an example in [7] far from our field. However, it is rich in details and
consequences.
As one of the consequences, we are able to establish the sharp asymptotic behaviour
of nonnegative solutions with finite mass, the other main result of the paper. Other
properties are established, like quantitative positivity. See details below.
1.1 Self-similar solutions
We present next the main objects to be constructed and studied. The common type of
self-similar solutions of equation (1.1) has the form
(1.4) U(x, t) = t−αF (t−a1x1, .., t−aNxN)
with constants α > 0, a1, .., an ≥ 0 to be chosen below. We substitute this formula into
equation (1.1). Note that writing y = (yi) and yi = xi t
−ai , we have
Ut = −t−α−1
[
αF (y) +
N∑
i=1
aiyi Fyi
]
,
and
N∑
i=1
(Umi)xixi =
N∑
i=1
t−(αmi+2ai)(Fmi)yiyi ,
Therefore, equation (1.1) becomes
−t−α−1
[
αF (y) +
N∑
i=1
aiyi Fyi
]
=
N∑
i=1
t−(αmi+2ai)(Fmi)yiyi .
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We see that time is eliminated as a factor in the resulting equation on the condition that:
(1.5) α(mi − 1) + 2ai = 1 for all i = 1, 2, · · · , N.
We also want integrable solutions that will enjoy the mass conservation property, which
implies α =
∑N
i=1 ai. Imposing both conditions, and putting ai = σiα, we get unique
values for α and σi:
(1.6) α =
N
N(m− 1) + 2 ,
and
(1.7) σi =
1
N
+
m−mi
2
,
so that
∑N
i=1 σi = 1. Observe that by Condition (H2) we have α > 0, so that the self-
similar solution will decay in time in maximum value like a power of time. This is a
typical feature of a diffusion process.
As for the σi exponents, we know that
∑N
i=1 σi = 1, and in particular σi = 1/N in the
isotropic case. Conditions (H1) and (H2) on the mi ensure that σi > 0. This means that
the self-similar solution expands as time passes, or at least does not contract, along any
of the space variables.
With these choices, the profile function F (y) must satisfy the following nonlinear anisotropic
stationary equation in RN :
(1.8)
N∑
i=1
[
(Fmi)yiyi + ασi (yiF )yi
]
= 0.
Conservation of mass must also hold :
∫
U(x, t) dx =
∫
F (y) dy = M < ∞ for t > 0.
This profile is an interesting mathematical object in itself, as a solution of a nonlinear
anisotropic Fokker-Planck equation. It is our purpose to prove that there exists a suitable
solution of this elliptic equation, which is the anisotropic version of the equation of the
Barenblatt profiles in the standard PME/FDE, cf. [13, 14]. The solution is indeed explicit
in the isotropic case:
F (y;m) =
(
C +
α(1−m)
2mN
|y|
)−2/(1−m)
,
with a free constant C > 0 that fixes the total mass of the solution, C = C(M). It is
clear that this formula breaks down for m ≤ mc (called very fast diffusion range), where
many new developments occur, see the monograph [15] and papers [1, 2].
We will not get any explicit formula for F in the anisotropic case, but we have suitable
estimates, in particular regularity and decay. Anisotropy will be evident in the graphics
of the level lines.
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1.2 Self-similar variables
In several instances in the sequel it will be convenient to pass to self-similar variables,
by zooming the original solution according to the self-similar exponents (1.6)-(1.7). More
precisely, the change is done by the formulas
(1.9) v(y, τ) = (t+ t0)
αu(x, t), τ = log(t+ t0), yi = xi(t+ t0)
−σiα i = 1, .., N
with α and σi as before. We recall that all of these exponents are positive. There is a free
time parameter t0 ≥ 0 (a time shift).
Lemma 1.1 If u(x, t) is a solution (resp. super-solution, sub-solution) of (1.1), then
v(y, τ) is a solution (resp. super-solution, sub-solution) of
(1.10) vτ =
N∑
i=1
[
(vmi)yiyi + ασi ( yi v)yi
]
RN × (τ0,+∞).
This equation will be a key tool in our study. Note that the rescaled equation does not
change with the time-shift t0 but the initial value in the new time does, τ0 = log(t0). If
t0 = 0 then τ0 = −∞ and the v equation is defined for τ ∈ R.
We stress that this change of variables preserves the L1 norm. The mass of the v solution
at new time τ ≥ τ0 equals that of the u at the corresponding time t ≥ 0.
1.3 Outline of the work
After the introduction of the problem, conditions, and concept of self-similarity done in
this section, we devote Section 2 to establish the basic theory and the main properties
that are mostly common with the isotropic case but have some special features. Section
3 contains the construction of the Anisotropic Upper Barrier, a key tool in the proof of
existence of a self-similar fundamental solution.
After three technical sections that are also needed, we arrive at the statement and proof
of existence and uniqueness of a self-similar fundamental solution in Section 6. This proof
faces several difficulties that are not found in previous works on degenerate parabolic
equations of porous medium or fast diffusion type. A number of novel ideas are introduced,
similar ideas were used in [16].
Section 7 deals with the strict positivity of nonnegative solutions. For brevity we con-
centrate on the case with all mi < 1. We obtain a lower bound on the decay of the
self-similar profile as close as we want to the power O(|xi|−2/(1−mi)) in each direction, and
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this matches the upper bound estimates obtained in Section 3. In view of the already
obtained upper bounds, these rates are sharp.
In Section 8 we establish the asymptotic behaviour of finite mass solutions, another goal
of this paper.
As complementary information, numerical studies are produced in Section 9 to make
clear the effect of anisotropy on the shape of the solutions. We discuss the case of partial
linear diffusion in Section 10. The paper ends with a section on comments and open
problems.
2 Preliminaries. Basic theory
The existence and uniqueness of suitable solutions of our Cauchy problem with integrable
data is solved by Song and Jian in [11]. Thus, their Theorem 1.2 proves that, under
some assumptions on the problem, for any nonnegative u0 ∈ L1(RN) there is a unique
nonnegative weak solution u of Problem (1.1)-(1.2) with the following properties:
u ∈ C([0,∞) : L1(RN)), u ∈ C(Q) ∩ L∞(RN × [τ,∞)) for each τ > 0,
u takes the initial data in the sense that u(x, t)→ u0(x) in L1(RN) as t→ 0.
Such a solution preserves the total mass, M =
∫
u0(x) dx =
∫
u(x, t) dx.
2.1 Existence of solutions by approximation
We will give another approach to existence that will be useful in later proofs. We want
to establish the existence of non-negative solutions u(x, t) with nonnegative initial datum
u0 by a method of smooth positive approximations.
(i) Sequence of of approximate Cauchy-Dirichlet problems in a ball. Let us consider the
following sequence of approximate Cauchy-Dirichlet problems
(Pn)

(un)t =
N∑
i=1
(umin )xixi in Qn = Bn(0)× (0,+∞),
un(x, 0) = u0n(x) for |x| ≤ n,
un(x, t) = 0 for |x| = n, t ≥ 0,
where u0n = u0ζn and ζn is a cut-off sequence with the following properties: ζn ∈
C∞(RN), ζn(x) = 1 for |x| ≤ n− 1, ζn = 0 for |x| ≥ n, 0 < ζn < 1 for n− 1 < |x| < n,
the derivatives of the ζn up to second order are bounded uniformly in x ∈ RN and n ≥ 2.
Finally, (ζmi−1n )xixi is uniformly bounded from below. In what follows we do not explic-
itly write the n dependence. It is enough to consider the case of a smooth function u0
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with compact support and prove the existence result by approximation, compactness and
monotone limit (see Theorem 5.5 in [14] for isotropic case).
(ii) Sequence of approximate non degenerate Cauchy-Dirichlet problems We begin by
constructing a sequence of approximate initial data u0ε which do not take the value
u = 0, so as to avoid the singularity of the equation. For example we require u0ε = u0 +ε.
We recall that we are assuming u0 bounded. We replace problem (Pn) by
(Pn,ε)

(uε)t =
N∑
i=1
(
aiε(uε)(uε)xi
)
xi
in Qn,
uε(x, 0) = u0ε(x) for |x| ≤ n,
uε(x, t) = ε for |x| = n, t ≥ 0,
where the diffusion coefficients aiε(uε) are uniformly bounded from below and are such that
aiε(z) = miz
mi−1 for z ∈ [ε, supu0 + ε]. Since problem (Pn,ε) is not degenerate, we can
apply the standard quasilinear theory to find a unique solution uε(x, t), which is bounded
from below by ε > 0 in view of the Maximum Principle. Moreover, the solutions uε are
C∞(Qn) by bootstrap arguments based on repeated differentiation and interior regularity
results for parabolic equations. By the definition of aiε, we can replace a
i
ε(uε)(uε)xi in
(Pn,ε) by (u
mi)xi .
(iii) Passage to the limit. As we have seen, by the Maximum principle, the sequence uε
verifies
ε ≤ uε(x, t) ≤ supu0 + ε in Qn
and it is monotone nonincreasing in ε. We may define the function
u(x, t) = lim
ε→0
uε(x, t) in Qn
as a monotone limit of bounded non-negative functions. We see that uε converges to u
in Lp(Bn(0) × (0, T )) for every 1 ≤ p < ∞. In order to show that this u is the weak
solution of Problem (Pn) with initial datum u0 we need to estimate the spatial derivatives
of different powers of uε. We multiply (Pn,ε) by ηε = u
q
ε − εq with q = mi for all i.
Integrating by parts in Bn(0)× (0, T ) and recalling the non-negativity of the solutions we
get ∫ T
0
∫
Bn(0)
∣∣∣∣ ∂∂xiumiε
∣∣∣∣2 ≤ ∫
Bn(0)
[
1
mi + 1
u0
mi+1
ε − εmiu0ε
]
dx
−
∫
Bn(0)
[
1
mi + 1
umi+1ε (x, T )− εmiuε(x, T )
]
dx
≤
∫
Bn(0)
1
mi + 1
u0
mi+1
ε dx+
∫
Bn(0)
εmiu0ε dx
(2.1)
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for all i. The right-hand side in this last inequality is bounded. Then, since T is arbitrary,
it follows that { ∂
∂xi
umiε } is uniformly bounded in L2(Bn(0)× (0,+∞)) for all i. Therefore
a subsequence of it converges to some limit ψi weakly in L
2(Bn(0)× (0,+∞)). Since also
uε → u everywhere, we can identify ψi = ∂∂xiumi in the sense of distributions. The limit
is uniquely defined so that the whole sequence must converge to it. Passing to the limit
in (2.1), we get the following anisotropic energy inequalities for every i:
(2.2)
∫ T
0
∫
Bn(0)
∣∣∣∣ ∂∂xiumi
∣∣∣∣2 ≤ ∫
Bn(0)
[
1
mi + 1
u0
mi+1
ε
]
dx−
∫
Bn(0)
[
1
mi + 1
umi+1ε (x, T )
]
dx
for all i. Finally, since uε is a classical solution, it clearly is a weak solution with initial
datum u0ε. In the weak formulation letting ε → 0 we get that u is a weak solution
(Pn) with initial datum u0. Remember that for nonnegative data, this limit is monotone
increasing.
(iv) From balls to RN . Once obtained the solutions un to (Pn) depending on the radius
n, we pass to the limit as n → ∞ in (Pn) to prove the existence of a weak solution to
(1.1) (see Theorem 9.3 in [14] for isotropic case).
The important lesson of this construction is that solutions in RN with smooth initial data
are limits of approximate problems. These problems have positive and bounded smooth
solutions for the same equation in a bounded domain, so the many proofs may be done
on the approximations to avoid regularity issues.
2.2 T -accretivity and comparison in L1(RN)
The next theorem shows that the set of solutions forms an ordered semigroup of L1
contractions.
Theorem 2.1 For every two solutions u1 and u2 to (1.1) with respectively initial data
u0,1 and u0,2 in L
1(RN) we have
(2.3)
∫
RN
(u1(t)− u2(t))+ dx ≤
∫
RN
(u0,1 − u0,2)+ dx .
In particular, if u0,1 ≤ u0,2 for a.e. x, then for every t > 0 we have u1(t) ≤ u2(t) a.e. .
Proof. Recalling the approximation procedure of Section 2.1 we will work with smooth
enough solutions in order to apply Kato’s. The proof follows some arguments from [14,
Prop. 9.1].
(i) Let p = p(s) a smooth approximation of the positive part of the sign function sign(s),
with p(s) = 0 for s ≤ 0, 0 ≤ p(s) ≤ 1 for all s ∈ R and p′(s) ≥ 0 for all s ≥ 0. Take any
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cutoff function ζ ∈ C∞0 (RN), 0 ≤ ζ ≤ 1, ζ(x) = 1 for |x| ≤ 1, ζ(x) = 0 for |x| ≥ 2 and set
ζn(x) = ζ(x/n) for n ≥ 1, so that ζn ↑ 1 as n→∞. Let us multiply (1.1) by
ϕ(x) = p(u1(x)− u2(x)) ζn(x)
and integrate over RN . We then have∫
RN
(u1 − u2)t p(u1 − u2)ζndx =
N∑
i=1
∫
RN
(umi1 − umi2 )xixi p(u1(x)− u2(x)) ζn(x)dx.
Letting now p tend to sign+ and observing that
d
dt
(u1 − u2)+ = sign+(u1 − u2) d
dt
(u1 − u2),
we get after performing the time integration,
d
dt
∫
RN
(u1(t)− u2(t))+ζn(x)dx =
N∑
i=1
∫
RN
(umi1 − umi2 )xixi sign+(u1(x)− u2(x)) ζn(x)dx.
Now Kato’s inequality implies that for all i = 1, . . . , N
∂xixi(u
mi
1 − umi2 )+ ≥ [sign+(umi1 − umi2 )](umi1 − umi2 )xixi = [sign+(u1 − u2)](umi1 − umi2 )xixi ,
thus
d
dt
∫
RN
(u1(t)− u2(t))+ ζn(x)dx ≤
N∑
i=1
∫
RN
∂xixi(u
mi
1 − umi2 )+ ζn(x)dx
=
N∑
i=1
∫
RN
(umi1 − umi2 )+ ∂xixiζn(x)dx(2.4)
≤
N∑
i=1
∫
RN
(umi1 − umi2 )+ |∂xixiζn(x)|dx.
(ii) In the case of fast anisotropic diffusion the end of the proof needs a new argument
that goes as follows. In order to have a simpler argument, let us assume that 0 < mi < 1
for all i, we will do later the modification if some mi = 1. We observe that
(2.5) (ami − bmi) ≤ 21−mi(a− b)mi ∀a ≥ b.
Using the previous inequality (2.5) and the Young inequality
ab ≤ 1
p
ap +
1
q
bq
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valid for a, b > 0, p, q > 1 and p−1 + q−1 = 1, we get
(2.6)
(umi1 −umi2 )+ |∂xixiζn| ≤ 2
1−mi
mi εmi(u1−u2)+ ζn+C(ε,mi)(1−mi) |∂xixiζn|1/(1−mi)ζ−mi/(1−mi)n .
Let us now call Xn(t) =
∫
(u1(t)− u2(t))+ ζn(x)dx. Combining (2.6) and (2.4) we get
dXn
dt
≤ cεXn(t) + C(ε,mi)Kn,
with c =
∑
i 2
1−mi
mi mi and
Kn =
N∑
i=1
(1−mi)
∫
RN
(
ζ−min |∂xixiζn|
)1/(1−mi) dx.
Suppose that we can find a sequence of cutoff functions such that Kn is finite and goes to
zero as n→∞. Then, integration of the ODE with initial value Xn(0) gives
Xn(t) ≤ Xn(0)ecεt + C(ε,mi)
cε
Kn (e
cεt − 1),
so that in the limits, fist n→∞ and then ε→ 0 we get (2.3) as desired.
(iii) Let us find suitable cutoff functions ζn. First we find ζ1(x) as a smooth nonnegative
function that equals 1 in the ball of radius 1, is zero for |x| ≥ 2, and 0 < ζ1(x) < 1 for
1 < |x| ≤ 2. Moreover, it goes to zero as |x| → 2 in a very flat manner so that K1 is
finite. This is an easy calculation already done in [6].
(iv) For n > 1 we use the anisotropic scaling
ζn(x1, · · · , xN) = ζ1(n−(1−m1)x1, · · · , n−(1−mN )xN),
We easily get by computing the integral that Kn = K1n
−γ with
γ = 2−
N∑
i=1
(1−mi) = 2−N(1−m) > 0
by (H2). This means that Kn → 0 and concludes the proof.
(v) We need a variant of this argument in the case when mi = 1 for some i. We may
assume that mi = 1 for i = 1, . . . , j0, j0 < N , and mi < 1 for all i > j0.
The idea is to fix the scaling of ζ1 as a factor n
−(1−mi) for the directions with mi < 1 (as
before), and insert a factor 1/nδ for all mi = 1. Here, δ > 0 is small, as needed below.
Repeating the above calculation, the terms with mi = 1 contribute to the formula
dXn
dt
≤
∑
i:mi<1
∫
RN
(u1 − u2)+ |∂xixiζn(x)|dx+
∑
i:mi=1
∫
RN
(u1 − u2)+ |∂xixiζn(x)|dx,
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and we see that∑
i:mi=1
∫
RN
(u1 − u2)+ |∂xixiζn(x)|dx ≤ C
1
n2δ
∫
RN
(u1 − u2)+dx,
that goes to zero as n → ∞. The original terms mi < 1 have a slightly different contri-
bution than before. Now we get Kn = K1n
−γ′ with
γ′ = 2−
N∑
i=j0+1
(1−mi)− j0δ
and this quantity is still larger than zero if δ is small enough. We conclude as before. 
Remarks. (1) An alternative is to prove this result for the solutions of the problem in a
bounded domain, where there is not difficulty with the boundary so that the T -accretivity
property holds. We then pass to the limit using the announced strategy (see Subsection
2.1).
(2) The m-T-accretivity of the operator in the different settings we have been considering
in this section allows us to use the Crandall-Liggett theorem to generate a nonlinear
semigroup of mild solutions. The obtained solutions are unique in the sense of mild
solutions, and every smooth solution is easily proved to be the mild solution. These are
well-known properties of the isotropic case that apply to equation (1.1).
Actually, we can prove Theorem 2.1 for solutions to a Cauchy-Dirichlet problem associ-
ated to equation (1.1) posed on a domain U , where U can be bounded or unbounded (in
the latter case we will consider U either as an outer domain (i.e. the complement of a
bounded domain) or a half space. Let us consider the following Cauchy-Dirichlet problem
(2.7)

ut =
∑N
i=1(u
mi)xixi in U × [0,∞)
u(x, t) = h(x, t) ≥ 0 in ∂U × [0,∞)
u(x, 0) = u0(x) ≥ 0 in U,
where in general we take u0 ∈ L1(U) and h ∈ C(∂U × [0,∞)). Actually, recalling the ap-
proximation procedure of Subsection 2.1 we will work with positive and smooth solutions
with continuous initial data. This simplifies the proof of the following L1 contraction
principle in U .
Proposition 2.2 Suppose that u1 and u2 are two positive smooth solutions of (2.7) with
initial data u0,1, u0,2 ∈ L1(U) and boundary data h1 ≤ h2 on ∂U × [0,∞). Then we have
(2.8)
∫
U
(u1(t)− u2(t))+ dx ≤
∫
U
(u0,1 − u0,2)+ dx .
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In particular, if u0,1 ≤ u0,2 for a.e. x ∈ U , then for every t > 0 we have u1(t) ≤ u2(t) a.e.
in U .
Proof. We follow the lines of the proof of Theorem 2.1 using the same test function. We
point out that the boundary conditions of u1, u2 on ∂U implies in particular that u1 ≤ u2
on ∂U implies in particular ∂ν(u
mi
1 −umi2 )+ ≤ 0 on ∂U , where ν is the outward unit normal
vector to the boundary. Then we find
d
dt
∫
U
(u1(t)− u2(t))+ ζn(x)dx ≤
N∑
i=1
∫
U
∂xixi(u
mi
1 − umi2 )+ ζn(x)dx
= −
N∑
i=1
∫
U
∂xi(u
mi
1 − umi2 )+ ∂xiζn(x) dx+
∫
∂U
∂ν(u
mi
1 − umi2 )+ζn(x) dσ
≤
N∑
i=1
∫
U
(umi1 − umi2 )+ ∂xixiζn(x) dx .
From now on we argue as in the proof of Theorem 2.1. 
2.3 Scaling
The equation is invariant under the scaling transformation
(2.9) û(x, t) = kαu(kaix, kt), k > 0,
assuming that (1.5) holds. This is of course related to self-similarity. But we can have
other choices different from (1.6) and (1.7). Suppose we put ai = ασi and
σi(c) =
c
N
+
m−mi
2
for some c > 0. Then
∑
i σi(c) = c and we can get
α(c) =
1
m− 1 + (2c/N)
For c = 1 we retrieve the old scaling exponents that conserve mass (see (1.6) and (1.7)).
Indeed, conservation of mass does not hold unless c = 1 since
M(û) :=
∫
û(t) dx = kα(c)[1−
∑
i σi(c)]
∫
u(kt) dx,
hence, M(û) = kα(c)(1−c)M(u).
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2.4 Boundedness estimates
This result is usually known as the L1-L∞ smoothing effect.
Theorem 2.3 If u0 ∈ L1(RN), then
(2.10) ‖u(t)‖∞ ≤ Ct−α‖u0‖2α/N1 ∀t > 0,
where the exponent α is defined in (1.6) and C = C(N,m1, ...,mN).
Proof. The case M = 1 follows by Theorem 1.2 of Song-Jia [11]. For M 6= 1 we may
use the scaling transformation (2.9) to reduce the calculation to the case of mass M = 1.
Just note that
α(c)− α = (2α/N) (1− c)α(c).
hence and easy calculation gives formula (2.10) with the right dependence on M = ‖u0‖1.
The next Proposition follows easily by differentiating in time the Lp norm of the solution
u for p ∈ [1,∞) and then taking the limit as p→∞:
Proposition 2.4 If u0 ∈ Lp(RN) for p ∈ [1,+∞], then the Lp norms ‖u(t)‖p are non-
increasing in time.
From Proposition (2.4) and Theorem (2.3) we have that for u0 ∈ L1 ∩ L∞, the rescaled
evolution solution v (1.9) is uniformly bounded in time.
3 Anisotropic upper barrier construction
The construction of an upper barrier in an outer domain will play a key role in the proof of
existence of the fundamental solution in Section 6. For this example see also [10, Lemma
2.2].
Proposition 3.1 Let α, ai, σi be defined in (1.6)-(1.7). Take δ > 0 and θi ≥ 1 such that
(3.1)
1
σi
< δθi <
2
1−mi .
Let Ω = {y ∈ RN : ∑Ni=1 |yi|θi ≥ r} be an anisotropic outer domain, where r > 0 is given
by
(3.2) r := max
i
(
Nδmi(δmi + 1)θ
2
i
(δmini{σiθi} − 1)α
) 1
2/θi−δ(1−mi)
.
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Then the function
(3.3) F (y) =
(
N∑
i=1
|yi|θi
)−δ
is a super-solution to (1.8) in Ω such that F ∈ L1(Ω).
Remark. In the choice of exponents for the supersolution we can take θiδ as close as we
want to the dimensional exponent 2/(1−mi).
Proof of Proposition 3.1. We observe that from our hypotheses (H1), (H2), and the values
of α and σi guarantee that we can choose δ > 0 and θi ≥ 1 such that (3.1) holds. Denoting
X =
∑N
j=1 |yj|θj , since θi ≥ 1 we get
I :=
N∑
i=1
[
(F
mi
)yiyi + ai
(
yiF
)
yi
]
≤
N∑
i=1
δmi(δmi + 1)θ
2
iX
−δmi−2X2−2/θi + α
[
1− δmin
i
{σiθi}
]
X−δ,
where 1− δmini{σiθi} < 0 by (3.1). In order to conclude that I ≤ 0 it is enough to show
that [
δmi(δmi + 1)θ
2
iX
δ−δmi−2/θi +
α
N
(
1− δmin
i
{σiθi}
)]
≤ 0
for every i = 1, .., N , where δ − δmi − 2/θi < 0 by (3.1). Then we have to require X ≥ r
with r given by (3.2). This together with [10, Lemma 2.2] completes the proof.
• Scaling for the stationary equation. This transformation changes (super) solutions
into new (super) solutions of the stationary equation (1.8) and changes the mass. We put
TkF (y) = Fk(y) = kF (kγiyi)
The equation is invariant under this transformation if mi + 2γi = 1 for all i, hence
γi = (1−mi)/2. Note that this changes the mass (or the L1 norm over Ω)∫
Fk(y)dy = k
∫
F (yi k
γi) dy = kβ
∫
Ω
F (z) dz
where β = 1 −∑i γi = 1 − N(1 − m)/2 ∈ (0, 1). Changing F1 = F into the rescaled
version TkF1 we can make Tkr (where r is the radius of the anisotropic domain) as small
as we want, and TkF1 will grow.
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Figure 1: The barrier for yj = 0,∀j 6= i
3.1 Upper comparison
We are ready to prove a comparison theorem that is needed in the proof of existence of
the self-similar fundamental solution. We set as barrier the function F (y) be the function
given in (3.3), defined in the exterior domain Ω and let F∗ = r−δ = max{F (y) : y ∈ Ω},
i.e., the value it takes at the boundary of Ω (see Fig. (1)). Let G(y) = min{F (y), F∗}.
Theorem 3.2 (Barrier comparison) Let v0(y) ≥ 0 an L1 bounded function such that:
(i) v0(y) ≤ L1 in RN , (ii)
∫
v0(y) dy ≤ M , and (iii) v0(y) ≤ F (y) in Ω. Let v(y, τ) the
solution to the rescaled equation (1.10) with initial data v0(y). Then there exist values of
M and L1 such that
(3.4) v(y, τ) ≤ G(y) for y ∈ RN , τ > 0.
Proof. (i) Let us pick some τ0 > 0. Starting from initial mass M > 0, from the smoothing
effect (2.10) and the scaling transformation (1.9) (we put t0 = 1), we know that
v(y, τ) = (t+ 1)αu(x, t) ≤ C1M2α/N((t+ 1)/t)α = C1M2α/N(1− e−τ )−α,
where C1 is universal. Since τ = log(t+ 1) we have ‖v(τ)‖∞ ≤ F∗ for all τ ≥ τ0 if
(3.5) C1M
2α/N ≤ F∗(1− e−τ0)α.
(ii) For 0 ≤ τ < τ0 we argue as follows: from v0(y) ≤ L1 we get u0(x) ≤ L1, so
u(x, t) ≤ L1, therefore
‖v(τ)‖∞ ≤ L1(t+ 1)α = L1eατ .
We now impose
(3.6) L1e
ατ0 ≤ F∗.
(iii) Under the two conditions (3.5) on M and (3.6) on L1 we get ‖v(τ)‖∞ ≤ F∗ for
every τ > 0, which gives a comparison between v(y, τ) with F in the complement of the
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exterior cylinder Qo = Ω × (0,∞). By the comparison in Proposition 2.2 for solutions
and supersolutions in Qo we conclude that
v(y, τ) ≤ F (y) for y ∈ Ω, τ > 0,
The comparison for y 6∈ Ω has been already proved, hence the result (3.4).
Remark. Under the additional assumption that
(3.7) C1M
2α/N ≤ L1(1− e−τ0)α ,
we get the estimate ‖v(τ)‖∞ ≤ L1 for every τ ≥ τ0.
Remark 3.3 Assume we have an initial data v0 of mass M , such that v0 ≤ L1 (M , L1
fixed values) and v0 ≤ F in Ω. Using Theorem (3.2), we have that v(y, τ) ≤ G1(y) where
G1 is a rescaling of G.
4 Aleksandrov’s reflection principle
This is an auxiliary section used in the proof of Aleksandrov’s principle so we will skip
unneeded generality. Let H+j = {x ∈ RN : xj > 0} be the positive half-space with respect
to the xj coordinate for any fixed j ∈ {1, · · · , N}. For any j = 1, · · · , N the hyperplane
Hj = {xj = 0} divides RN into two half spaces H+j = {xj > 0} and H−j = {xj < 0}. We
denote by piHj the specular symmetry that maps a point x ∈ H+j into piHj(x) ∈ H−j , its
symmetric image with respect to Hj. We have the following important result:
Proposition 4.1 Let u a positive solution of the Cauchy problem for (1.1) with positive
initial data u0 ∈ L1(RN). If for a given hyperplane Hj with j = 1, · · · , N we have
u0(piHj(x)) ≤ u0(x) for all x ∈ Hj+
then for all t
u(piHj(x), t) ≤ u(x, t) for all (x, t) ∈ H+j × (0,∞).
Proof. We first observe that if u(x, t) is a solution to Cauchy problem with initial datum
u0(x), then u˜(x, t) = u(piHj(x), t) is a solution to Cauchy problem with initial datum
u0(piHj(x)). By approximation we may assume that the solutions are continuous and even
smooth, and continuous at t = 0 as explained in Subsection 2.1. We consider in Q+ =
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H+j × (0,+∞) the solution u1(x, t) = u(x, t) and a second solution u2(x, t) = u(piHj(x), t).
Our aim is to show that
u2(x, t) ≤ u1(x, t) for all (x, t) ∈ H+j × (0,∞).
By assumption the initial values satisfy u2(x, 0) ≤ u1(x, 0) and the boundary values on
∂H+j × (0,+∞) are the same. Then Proposition 2.2 for U = H+j yields the assertion. 
Proposition 4.2 Let u be a positive solution of the Cauchy problem for (1.1) with non-
negative initial data u0 ∈ L1(RN). If u0 is a symmetric function in each variable xi, and
also a decreasing function in |xi| for all i, then u(x, t) is also symmetric and a nonin-
creasing function in |xi| for all i for all t.
Proof. By Proposition 4.1 the solution u(x, t) is a function in |xi|. Finally, Proposition
2.2 applied to H+i , u(x, t) and to û(x, t) = u(x1, · · · , xi + h, · · · , xN , t) yields that u is a
nonincreasing function in |xi|. 
We will recall this property for short as separately symmetric and nonincreasing, SSNI.
5 A quantitative positivity lemma
As a consequence of mass conservation and the existence of the upper barrier we obtain a
positivity lemma for certain solutions of the equation. This is the uniform positivity that
is needed in the proof of existence of self-similar solutions, it avoid the fixed point from
being trivial. A similar but simpler barrier construction was done in [16] where radial
symmetry was available.
Lemma 5.1 Let v be the solution of the rescaled equation (1.10) with integrable initial
data v0 such that: v0 is a bounded, nonnegative function with support in the ball of radius
R, v0 ≤ F (we impose strict assumptions for convenience), it is SSNI, and
∫
v0(y) dy =
M > 0. Then, there is a continuous nonnegative function ζ(y), positive in a ball of radius
r0 > 0, such that
v(y, τ) ≥ ζ(y) for all y ∈ RN , τ > 0.
In particular, we may take ζ(y) ≥ c1 > 0 in Br0(0) for suitable r0 and c1 > 0, to be
computed below.
Proof. We know that for every τ > 0 the solution v(·, t) will be nonnegative, and also
by the previous section it is SSNI. By Theorem 3.2 there is an upper barrier G(y) =
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Figure 2: Ω,Ω+
min{F (y), F∗} (see Figure (1)) on top of v(y, τ) for every τ . Since G is integrable, for
every ε > 0 small there is a large box Bε = {y : |yi| ≤ Rε} such that such that in the
outer set Oε = {y : |yi| ≥ Rε for some i} we have a small mass:∫
Oε
v(y, τ) dy ≤
∫
Oε
G(y) dy ≤ ε < M/4,
for all τ > 0. On the other hand, we consider the set Ai(r0) such that for coordinate i we
have 0 ≤ |yi| ≤ r0 and for the rest of the coordinates j we have 0 < |yj| < Rε. Since for
small r0 this set has a volume of the order of r0R(ε)
N−1 and the function G is bounded
by a constant C1 we have∫
Ai(r0)
v(y, τ) dy ≤
∫
Ai(r0)
G(y) dy ≤ C1RN−1ε r0
for all τ > 0. By choosing r0 > 0 small we can get this quantity to be less than M/4N .
This calculation is the same for all i.
Now we look at the integral in the complement of the above sets, i.e., the remaining set
Ω = {y : r0 < |yi| < Rε for all i}. Note that this set is composed of 2N symmetrical
copies. Using conservation of mass we get∫
Ω
v(y, τ) dy ≥M − ε−M/4 > M/2.
Since v is an SSNI function, we get in each of the 2N copies the same result, so if Ω+ =
{y ∈ Ω : yi > 0 for all i} (see Figure (2)) we get∫
Ω+
v(y, τ) dy > M/2N+1.
Now we use the monotonicity in all variables to show that at the bottom-left corner point
of Ω+ we obtain a maximum, hence
v(r0, r0, ..., r0, τ)(Rε − r0)N ≥M/2N+1.
18
Using again the separate monotonicity and symmetry of v(·, τ) we conclude that
v(y, τ) ≥ c1 for all |yi| ≤ r0, τ > 0,
with c1 = M 2
−(N+1)(Rε − r0)−N . This concludes the proof. Note that the qualitative
argument does not depend on the initial M and Rε, i.e., everything works up to scale.
6 Existence and uniqueness of a self-similar funda-
mental solution
The existence of a fundamental solution is proved by [10] under our assumptions.
Theorem 6.1 For any mass M > 0 there is an unique self-similar fundamental solution
of equation (1.1) with mass M . The profile F of such solution is a SSNI nonnegative
function. Moreover, 0 < F (y) ≤ G(y), for a choice of the supersolution G as in Subsection
(3.1).
Remark. Therefore, we get an upper bound for the behaviour of F at infinity. It has a
clean form in every coordinate direction: F (y) ≤ O(|yi|−θiδ) as |yi| → ∞.
A similar lower estimate for the tail behavior of F will be discussed in Subsection 7.1.
The uniqueness part will be discussed in Subsection 6.1, while the existence in Subsection
6.2.
6.1 Proof of uniqueness of the fundamental self-similar solution
Here we discuss the issue regarding the uniqueness of the fundamental self-similar solution
stated in Theorem 6.1. We recall that any self-similar profile F of a fundamental self-
similar solution is nonnegative and bounded, symmetric in every coordinate variable, and
monotone with respect to each of them. We know that F (y) goes to zero as y →∞ with a
certain multi-power rate. We will also prove independently that F is positive everywhere.
We can prove smoothness for the profile by using the regularity of the solutions where the
equation is not degenerate.
The main step in the proof of uniqueness is to use mass difference analysis. For any two
self-similar fundamental solutions u1 and u2 with the same mass M1 = M2 = M > 0 and
profiles F1, F2, we introduce the functional
J [u1, u2](t) =
∫
(u1(x, t)− u2(x, t))+ dx.
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By the accretivity of the operator this is a Lyapunov functional, i.e., it is nonnegative and
nonincreasing in time. Observe that we have the formula,
(6.1) J [u1, u2](t) =
∫
(F1(x)− F2(x))+ dx,
i.e. J [u1, u2] for self-similar solutions must be constant in time.
However, we will prove that for two different solutions with the same mass this functional
must be strictly decreasing in time, hence we arrive at a contradiction with the previous
assertion. The main point is that such different solutions with the same mass must
intersect. We argue as follows: we define at a certain time, say t = 1, the maximum of
the two profiles G∗ = max{F1, F2}, and the minimum G∗ = min{F1, F2}. Let u∗ and u∗
the corresponding solutions for t > 1. We have for every such t > 1
(6.2) u∗(x, t) ≤ u1(x, t), u2(x, t) ≤ u∗(x, t).
On the other hand, it easy to see by the definitions of G∗, G∗ that∫
u∗(x, 1) dx = M + J [u1, u2](1),
∫
u∗(x, 1) dx = M − J [u1, u2](1).
Since u∗(x, 1) and u∗(x, 1) are ordered, this difference of mass is conserved in time.
Namely, for t1 > 1 we have
(6.3)
∫
(u∗(x, t1)− u∗(x, t1)) dx = 2J [u1, u2](1).
Now since u1, u2 have the same mass, (6.2) and (6.3) imply∫
((u2(x, t1)− u1(x, t1))+ dx =
∫
((u1(x, t1)− u2(x, t1))+ dx ≤ J [u1, u2](1),
with equality only if the solution u∗(x, t1) equals the maximum of the two solutions u1
and u2, and the solution u∗(x, t1) equals the minimum of the two solutions. This property
is impossible by the strong maximum principle. For instance, it would mean that at
any positive coincidence point of u1(x, t1) and u2(·, t1) also the ordered solutions u∗ and
u∗ must meet. This is against the strong maximum principle since positive solutions
are classical and the maximum principle applies. Thus, if J [u1, u2](t) must be strictly
decreasing in time, contradicting (6.1). This argument follows the book [14], Section
18.5.
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6.2 Proof of existence of a self-similar solution
We will proceed in a number of steps.
(i) Let φ ≥ 0 bounded radially decreasing with respect to xi and supported in a ball
of radius 1 with total mass M (we ask for such specific properties for convenience) We
consider the solution u1 (uniqueness is given by Theorem 2.1) with such initial datum and
denote
(6.4) uk(x, t) = Tku1(x, t) = kαu1(kσ1αx1, ..., kσNαxN , kt)
for every k > 1. We want to let k → ∞. In terms of rescaled variables (with t0 = 0) we
have
vk(y, τ) = e
ατuk(y1e
ασ1τ , ..., yNe
ασN τ , eτ )
= eατkαu1(k
σ1αy1e
τσ1α, ..., kσnαxNe
τσNα, keτ ),
where t = eτ , τ > −∞. Put k = eh so that kσiαeτσiα = e(τ+h)σiα. Then
vk(y, τ) = e
(τ+h)αu1
(
y1e
(τ+h)σ1α, ..., yNe
(τ+h)σNα, e(τ+h)
)
.
Putting v1(y, τ) = t
αu1(x, t) with y
′
i = xit
−ασi , τ ′ = log t, then
vk(y, τ) = e
(τ+h−τ ′)αv1(y1e(τ+h−τ
′)σ1α, ..., yNe
(τ+h−τ ′)σNα, τ + h).
Setting τ ′ = τ + h, we get
(6.5) vk(y, τ) = v1(y, τ + h).
This means that the transformation Tk becomes a forward time shift in the rescaled
variables Sh with h = log k.
(ii) Now let X = L1(RN). We consider an important subset of X defined as follows.
K = K(M,L1) is the set of all φ ∈ L1+(RN) ∩ L∞(RN) such that:
(a)
∫
φ(y) dy = M, for some M > 0,
(b) φ is SSNI (separately symmetric and nonincreasing w.r. to all coordinates),
(c) φ is bounded above by the fixed barrier function G as in Theorem 3.2, and
(d) φ is uniformly bounded above by a constant L1 > 0.
It is easy to see that K(M,L1) is a non-empty, convex, closed and bounded subset with
respect to the norm of the Banach space X.
(iii) Next, we prove the existence of periodic orbits. For all φ ∈ K(M,L1) we consider
the solution v(y, h) to equation (1.10) starting at τ = 0 with data v(y, 0) = φ(y). We
now consider for h > 0 the semigroup map Sh : X → X defined by Sh(φ) = v(y, h). The
following lemma collects the facts we need.
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Lemma 6.1 Given h > 0 there exist values of M and L1 such that Sh(K(M,L1)) ⊂
K(M,L1). Moreover, Sh(K(M,L1)) is relatively compact in X. Finally, for every φ ∈ K
(6.6) Sτφ(y) ≥ ζ(y) for y ∈ RN , τ > 0.
where ζ is a fixed function as in Lemma 5.1.
Proof. Fix h > 0, the fact that Sh(K(M,L1)) ⊂ K(M,L1) is a consequence of known
properties, based on Theorem 3.2 and Proposition 4.2 but for condition (d). Indeed,
choosing τ0 = h in the proof of Theorem 3.2 and imposing conditions (3.5) and (3.6) for
M , L1 respectively, gives that Sh(φ) verifies properties (a), (c). Moreover, Proposition
4.2 yields Sh(φ) to verify (b). The fact that Sh(φ) ≤ L1 follows from the condition (3.7)
if M is further assumed to be small enough compared with L1. The relative compactness
comes from known regularity theory. The last estimate comes from Lemma 5.1 since the
mass is constant in time.
It now follows from the Schauder Fixed Point Theorem, [4] Theorem 3, Section 9.2.2,
that there exists at least fixed point φh ∈ K, i. e., Sh(φh) = φh. The fixed point is in
K, so it is not trivial because of the lower bound (6.6). Iterating the equality we get
periodicity for the orbit vh(y, τ) starting at τ = 0
vh(y, τ + kh) = vh(y, τ) ∀τ > 0,
valid for all integers k ≥ 1. It is not a trivial orbit, vh 6≡ 0.
Before going on we remark that the mass of these solutions is always positive but can be
small, so that the positivity estimate from below may in principle deteriorate with h. We
can rescale the solutions but in that case the upper barrier grows and we lose the uniform
control at infinity, which is convenient. So the line of work proposed in [16] consisting in
passing to the limit in the family vh as h → 0 to obtain a stationary solution does not
work because we may land on the trivial stationary solution v̂ ≡ 0.
(iv) We claim that any periodic solution like the family vh must be stationary in time.
The proof follows the lines of the uniqueness proof of previous subsection. Thus, if v1 is
periodic solution that is not stationary, then v2(y, τ) = v1(y, τ + c) must be different from
v1 for some c > 0, and both have the same mass. With notations as above we consider
the functional
J [v1, v2](τ) =
∫
(v1(x, τ)− v2(x, τ))+ dx.
By the accretivity of the operator this is a Lyapunov functional, i.e., it is nonnegative and
nonincreasing in time. By the periodicity of v1 and v2, this functional must be periodic in
time. Combining those properties we conclude that it is constant, and we have to decide
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whether it is a positive constant or zero. In the latter case, we arrive at a contradiction
with the assumption that the solutions are different and we are done.
To eliminate the other option, we will prove that for two different solutions with the
same mass this functional must be strictly decreasing in time. The main point is that
such different solutions with the same mass must intersect. We argue as before: we define
at a certain time, say τ = 0, the maximum of the two profiles v∗(0) = max{v1(0), v2(0)},
and the minimum v∗(0) = min{v1(0), v2(0)}. Let v∗ and v∗ the corresponding solutions
for τ > 0. We have for every such τ > 0
(6.7) v∗(y, τ) ≤ v1(y, τ), v2(y, τ) ≤ v∗(y, τ).
On the other hand, it easy to see by the definitions of v∗(0), v∗(0) that∫
v∗(y, 0) dy = M + J [v1, v2](0),
∫
v∗(y, 0) dy = M − J [u1, u2](0).
Since v ∗ (y, 0) and v∗(y, 0) are ordered, this difference of mass is conserved in time.
Namely, for τ > 0 we have
(6.8)
∫
(v∗(y, τ)− v∗(y, τ)) dy = 2J [v1, v2](0).
Now, since v1, v2 have the same mass, (6.7) and (6.8) imply that for τ > 0∫
(v2(y, τ)− v1(y, τ))+ dy =
∫
(v1(y, τ)− v2(y, τ))+ dy ≤ J [v1, v2](0),
but the constancy of J [v1, v2] forces to have an equality, occurring only if the solution
v∗(y, τ) equals the maximum of the two solutions v1 and v2, and the solution v∗(x, τ) equals
the minimum of the two solutions. This property is impossible by the strong maximum
principle. It would mean that at any positive coincidence point of v1(·, τ) and v2(·, τ) also
the ordered solutions v∗ and v∗ must meet. This is against the strong maximum principle
since positive solutions are classical and the maximum principle applies.
From this moment on we set F (y) = S1(φ1)(y), for some fixed point φ1. Going back to
the original variables, it means that the corresponding function
û(x, t) = (t+ t0)
−αF (x1(t+ t0)−σ1α, ..., xN(t+ t0)−σNα)
is a self-similar solution of equation (1.1). We know that the mass of F might be less
than M , but we cannot assert equality.
(vi) Initial data. It is easy to see that the family ρt(x) = û(x, t) is a nonnegative mollifying
sequence as t→ 0 since the functions are nonnegative, continuous and the integral outside
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of a small ball goes to 0 as t→ 0 (use the upper barrier to prove it). Therefore, since there
is conservation of mass in the sequence, by standard theory there must be a constant M1
such that
(6.9) lim
t→0+
∫
RN
û(x, t)ϕ(x) dx = M1 ϕ(0)
for all ϕ ∈ C∞0 (RN). We know from the proof that M1 > 0. If M1 = M , we are done. If
M1 6= M we apply the mass changing scaling transformation (2.9).
(vii) Local positivity: we know from the proof that v̂(y) ≥ ζ(y), which is positive in the
ball B0(r0) of radius r0 > 0. This means positivity for û(x, t) in sets of the form |x| ≥ rβ0 .
Positivity everywhere needs a bit more of work that we do next (see Subsection (7.2)).
7 Lower barrier construction and global positivity
We also get a lower barrier that looks a bit like the upper barrier of Section 3. We will
work in the case of strict fast diffusion and exclude the cases where mi = 1 for some i to
avoid lengthy discussions, since linear diffusion decays in a quadratic exponential way.
Proposition 7.1 Let us take A > 0, γ > 0 and 0 < ϑi ≤ 1 such that
(7.1)
1
γϑi
<
1−mi
2
(< σi),
and A ≥ A0, where
(7.2) A0 := max
i
(
Nγmi(γmi + 1)ϑ
2
i
γmaxi{aiϑi} − b
) 1
γ−γmi−2/ϑi
.
Then,
(7.3) F (y) =
(
A+
N∑
i=1
|yi|ϑi
)−γ
∈ L1(RN)
is a sub-solution to equation (1.8) in RN \ {0} and is a weak solution in RN .
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Proof. 1) Since ϑi ≤ 1 we get
I :=
N∑
i=1
[
(Fmi)yiyi + ασi (yiF )yi
]
≥
N∑
i=1
(
A+
N∑
j=1
|ηj|ϑj
)−γmi−2
γmi(γmi + 1)ϑ
2
i |yi|2ϑi−2 + α
(
A+
N∑
i=1
|yi|ϑi
)−γ
− γαmax
i
{σiϑi}
(
A+
N∑
i=1
|yi|ϑi
)−γ−1 N∑
i=1
|yi|ϑi
≥
N∑
i=1
(
A+
N∑
j=1
|yj|ϑj
)−γmi−2
γmi(γmi + 1)ϑ
2
i
(
A+
N∑
j=1
|yj|ϑj
)2−2/ϑi
+ α
(
A+
N∑
i=1
|yi|ϑi
)−γ
− γαmax
i
{σiϑi}
(
A+
N∑
i=1
|yi|ϑi
)−γ−1(
A+
N∑
i=1
|yi|ϑi
)
.
Denoting X = A+
∑N
j=1 |ηj|ϑj , we obtain
I ≥
N∑
i=1
X−γmi−2/ϑi
[
γmi(γmi + 1)ϑ
2
i +X
−γ+γmi+2/ϑi α
N
(
1− γmax
i
{σiϑi}
)]
.
We stress that (7.1) yields 1−γmax{σiϑi} ≤ 0 and −γ+γmi+2/ϑi < 0. In order to have
I ≥ 0 we have to require X ≥ A0. Choosing A > r0, it follows that F is a sub-solution
to equation (1.8) in RN \ {0}. In order to prove that it is a weak solution in all RN , we
have to multiply for a test function ψ ∈ D(RN), to integrate in RN \Bε(0) for ε > 0 and
finally to estimate the boundary terms. We observe that for every i = 1, · · · , N∣∣∣∣∫
∂Bε(0)
F yi∂yiψ dσ
∣∣∣∣ ≤ A−γ‖ψyi‖∞C(N)εN
and ∣∣∣∣∫
∂Bε(0)
∂yi(F
mi)∂yiψ dσ
∣∣∣∣ ≤ γmiϑiA−γmi−1‖ψyi‖∞C(N)εN+ϑi−2,
where N +ϑi− 2 > 0 under our assumptions. It is clear that these terms go to zero when
ε→ 0.
The summability of F follows arguing as in [10, Lemma 2.2].
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Remark 7.2 We are able to build a lower barrier under the assumption
1
γϑi
=
1−mi
2
instead of (7.1) when N > 2 and mi < 1 for all i. Indeed for all A > 0 it is easy to check
that (7.3) is a weak sub-solution to (1.8) in RN belonging to L1(RN). When N = 2 we
have to assume that mi ≥
√
17−3
8
for all i.
Remark 7.3 Under the assumption of Proposition 7.1 we have
(7.4) U(x, t) = t−α
(
A+
N∑
i=1
t−ασiϑi |xi|ϑi
)−γ
is a sub-solution to (1.1) in RN × [0,∞) such that
U(x, t)→ ‖F‖L1δ0(x) as t→ 0
in distributional sense. In particular, for every x 6= 0 we have
(7.5) lim
t→0
U(x, t) = 0.
7.1 Strict positivity of the fundamental solution
We prove a comparison result from below. We take as comparison functions
(i) the self-similar solution in original variables
U(x, t) = (t+ 1)−αF (xi(t+ 1)−ασi),
with α and σi as prescribed, and
(ii) the function U(x, t) announced in (7.4), that depends on the parameter A.
Theorem 7.4 (Lower Barrier comparison) There is a time t0 > 0, a radius R > 0
and a constant A large enough, such that for every |x| ≥ R, 0 ≤ t ≤ t0 we have
(7.6) U(x, t) ≤ U(x, t) .
Proof. We use the comparison principle on an exterior cylinder Q = Ω×(0, t0), where Ω is
an exterior domain. We take here as Ω the complement of the ball of small radius R. To
proceed, we first use the fact that for some small R > 0, F is positive in the ball B2R(0)
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by the qualitative lower estimate, F (y) ≥ ζ(y) ≥ c1 > 0 (see Lemma 5.1). We also know
that F ≥ 0 everywhere. On the other hand, we known from the previous argument that
(7.5) and this limit is uniform in x a long as |x| ≥ R > 0 for t > 0 small enough, thus the
comparison on the parabolic boundary holds, hence the result by Proposition 2.2.
From Theorem 7.4 we have the positivity for small times of the self-similar fundamental
solution determined in Theorem (6.1). Furthermore, we have the following:
Corollary 7.5 There are constants c1, c2 > 0 such that
(7.7) F (x) ≥ c1 F (x1 cασ12 , · · · , xNcασN2 )
for every |x| ≥ 1, if A is large enough. In particular, F decays at most like O(|xi|−ϑiγ)
in any coordinate direction.
Remarks. 1) We can make this lower bound on the decay as close as we want to
O(|xi|−2/(1−mi)). In view of the already obtained upper bounds, these exponents are
sharp.
2) We have made the assumption of strict fast diffusion for convenience. The qualitative
conclusion of strict positivity is true in the extended case where some mi = 1, though the
estimates are different, as we already said. We leave details to the reader since this is a
side issue and we will return to it in Section 10.
7.2 Strict positivity for general solutions
Theorem 7.6 (Infinite propagation of positivity) Any integrable solution with non-
negative data and positive mass is continuous and positive everywhere in RN × (0,∞).
Proof. (i) We consider first the particular case where u0 is SSNI, continuous and compactly
supported in a neighbourhood of the origin and is also SSNI. This guarantees that the
rescaled solution v(y, τ) = (t+1)αu(x, τ) has initial data u0 = v0 ≤ F for F super-solution
in a certain outer anisotropic outer domain Ω. Then we can apply the qualitative lower
estimate, Lemma (5.1), and conclude that u(x, t) ≥ ζ(x, t) ≥ c1 > 0 in a neighbourhood
of x = 0 for a time 0 < t < t1. The same argument works if we displace the origin and
assume that u0 is SSNI around any x0. Second remark is that by taking c1 small (we can
do it by the construction of c1 made in the proof of Lemma (5.1)), we can make t1 as large
as we want. We conclude from this step that if x0 is a point of positivity of a continuous
solution the u(x0, t) will be positive later on forever.
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(ii) Next, we prove that under these assumptions u(x, t) is also positive in an outer
cylinder Q = Ω × (0, t2), where Ω the complement of the ball of small radius R. The
comparison argument goes as in the previous Theorem. We can prove that the time
interval t2 depends only on the mass M(u0) and the radius R > 0.
(iii) Take now a general integrable initial datum u0 ≥ 0. By theory we know that
nonnegative integrable solutions are continuous. Pick t0 and pick x0 ∈ RN such that
u(x, t) ≥ c1 > 0 in a neighbourhood of (x0, t0). We can choose a small function v(x) that
is SSNI around x0, compactly supported and such that v(x) ≤ u(x, t) for t close to t0. By
step (i) we have that for ε > 0 small enough the solution u1(x, t) starting at t = t0 − ε
with initial value u1(x, t0− ε) = v(x) is positive, and by comparison u(x, t) ≥ u1(x, t) > 0
for t0− ε < t < t0 + t2− ε. After checking that t2 does not depend on ε we conclude that
u(x, t0) > 0. We have obtained the infinite propagation of positivity of u.
8 Asymptotic behaviour
Once the unique self-similar fundamental solution U is determined for any mass M > 0,
it is natural to expect that this is the candidate attractor for solutions to the Cauchy
problem for equation (1.1). Indeed, we have the following result:
Theorem 8.1 Let u(x, t) ≥ 0 be the unique weak solution of the Cauchy problem of (1.1)
with initial data u0 ∈ L1(RN). Let UM be the unique source solution with the same mass
as u0. Then,
lim
t→∞
‖u(t)− UM(t)‖1 = 0.
The convergence holds in the L∞ norm in the proper scale
lim
t→∞
tα‖u(t)− UM(t)‖∞ = 0.
where α is given by (1.6).
Proof. The proof will follow the main arguments of the proof of [14, Theorem 18.1] for
the isotropic case. It uses the Lyapunov method described in [14, Section 18.5].
(1) We introduce the family of rescaled solutions given essentially by the uk’s in (6.4),
namely
uλ(x, t) = Tλu(x, t) = λαu(λσ1αx1, ..., λσNαxN , λt).
As in the proof of Theorem 6.1, step (iii), we can check that the family {uλ} is relatively
compact in L1x,t and in Cloc(RN × (0,∞)). Then, passing to a subsequence if necessary,
we have the existence of a pointwise limit function U(x, t), defined as
U(x, t) := lim
λ→∞
uλ(x, t).
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In order to pass to the weak limit in the weak formulation for the uλ’s, it will be sufficient
to obtain locally uniform-in-time energy estimates of the spatial derivatives ∂xiu
mi
λ for all
i = 1, ·, N . To this aim, first we observe that the mass conservation and the L1 − L∞
smoothing effect (2.10) allows to find by interpolation the uniform boundedness of the
norms ‖uλ(·, t)‖p for all p ∈ [1,∞] and t > 0. Moreover, using estimate (2.2) and the
algebraic identity (1.5) we find, for all t > t0 > 0,∫ t
t0
∣∣∣∣∂umiλ∂xi
∣∣∣∣2 dx dτ = λα(2mi+2σi−1)−1 ∫ λt
λt0
∣∣∣∣∂umi∂xi
∣∣∣∣2 dx dτ
≤ Cλα(2mi+2σi−1)−1
∫
RN
|u(x, λt0)|mi+1 dx = C‖uλ(·, t0)‖mi+1mi+1
thus we have that the derivatives ∂xiu
mi
λ are equibounded in L
2
x,t locally in time. Hence
adapting the proof of [14, Lemma 18.3] yields that U solves (1.1) for all t > 0 having mass
M .
(2) Next, we define now the functional
Ju(t) :=
∫
RN
|u(t)− UM(t)| dx.
The L1 contraction property guarantees that Ju is nonincreasing for t > 0 (then it is a
Lyapunov functional). Therefore, the following limit exists
lim
t→∞
Ju(t) =: J∞ ≥ 0.
It is clear that if Ju(t1) = 0 for some t1 > 0 we have Ju(t) = 0 for all t ≥ t1 i.e.
u(t) = UM(t) for the same values of t, thus there is nothing to prove. Assume then
Ju(t) > 0 for all t > 0. Following the proof of [14, Lemma 18.11], the scale invariance
of the self-similar solution UM allows to find that JU(t) = J∞ i.e. JU(t) is constant.
Following the proof of [14, Lemma 18.12], we have that Ju(t) is strictly decreasing in
any time interval (t1, t2) unless either u = UM or u, UM have disjoint supports. This
argument needs the application of the Strong Maximum Principle at any point where
u− UM changes sign. This is justified by the general theory that says that the solutions
of our problem are not only continuous but also smooth on regions of positivity.
The property of non-disjoint supports comes from the fact that both u(x, t) and UM(x, t)
are positive everywhere from Theorem (7.6). We conclude that JU(t) = J∞ and the
previous property implies U = UM . 
9 Numerical studies
In this section we show the results of numerical computations with the evolution process
that show the appearance of an elongated self-similar profile. We compute in 2 dimensions
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for simplicity and plot the level lines to show the anisotropy.
Figure 3: Evolution from radial data to an anisotropic self-similarity
Figure 4: Evolution from a square configuration
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10 Fast diffusion combined with partial linear diffu-
sion
This section contains a number of remarks when some of the mi equals one If we revise
the general theory: existence, uniqueness, continuity, smoothing effects and Aleksandrov
principle, we see they work fine when one (or several exponents) are 1, m1 = 1, ... Also
the upper barrier construction works, and finally we get the self-similarity in the same
way as before. Only the lower bound cannot be the same.
Let us make some computations. In particular, m1 = 1 implies that
σ1 =
1
N
+
m− 1
2
, a1 = ασ1 =
1
2
,
which is the heat equation scaling. On the other hand, if we write x = (x1, x
′), integrate
in the rest of the variables x′ = (x2, · · · , xN), and put
w(x1, t) =
∫
RN−1
u(x1, x
′) dx2 . . . dxN ,
it is easy to see that w satisfies a 1D Heat Equation: wt = wx1x1 . When we apply that to
a fundamental solution we will find the 1D fundamental solution
W (x1, t) = (4pit)
−1/2e−x
2
1/4t.
If we write this formula in terms of the fundamental solution profile we get∫
RN−1
F (y1, y
′) dy2 . . . dyN = (4pi)−1/2e−y
2
1/4.
This means that in this direction the fundamental solution decreases in average like a
negative quadratic exponential and not like a power.
11 Comments, extensions and open problems
• We can get explicit solutions with infinite mass and decay estimates in terms of one-
dimensional travelling waves. These solutions are explicit and decay in every coordinate
direction like
u(xi, t) ∼ C|xi|−1/(1−mi).
Note that the decay of the self-similar solution in N variables along the xi axis is approx-
imately u(x, t) ∼ |xi|−2/(1−mi).
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We can also compare solutions for different dimensions.
• We have the project of studying the existence of fundamental self-similar solutions for
the slow case, also called Porous Media case, where at least some of the mi are greater
than 1. The main difference is the existence of compact support in some directions.
• We have the project of studying the anisotropic p-Laplacian equation, both in the slow
and fast ranges of exponents
• We do not know what happens in the anisotropic FDE when m ≤ mc. The isotropic
case is well-known by now and it is full of new phenomena and difficulties. See [15] and
[3].
• Can we accept negative powers mi < 0? See as references in the isotropic case [1, 12].
• Question: do we have explicit solutions in some cases?
• An interesting problem consists of posing our anisotropic equation in a bounded domain
with suitable boundary conditions. We did not find an interesting relation to our problem
(1.1)–(1.2).
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