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1. Introduction
Throughout the paper we shall consider the simplex
Sm−1 =
⎧⎨
⎩x = (x1, x2, . . . , xm) ∈ Rm : xi  0, ∀i = 1,m
m∑
i=1
xi = 1
⎫⎬
⎭ .
For any x = (x1, x2, . . . , xm) ∈ Sm−1 due to [8], we deﬁne x↓ = (x[1], x[2], . . . x[m]), here
x[1]  x[2]  · · · x[m]− nonincreasing rearrangement of x. The point x↓ is called rearrangement of x by
nonincreasing. Recall that for two elements x, y taken from the simplex Sm−1 we say that an element
x majorized by y (or y majorates x), and write x ≺ y(or y  x) if the following hold
k∑
i=1
x[i] 
k∑
i=1
y[i], for any k = 1,m − 1.
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Note that such a term and notation was introduced by Hardy et al. [6]. It is easy to see that for any
x ∈ Sm−1 we have(
1
m
,
1
m
, . . . ,
1
m
)
≺ x ≺ (1, 0, . . . 0).
A matrix P = (pij)i,j=1,m is called doubly stochastic (sometimes bistochastic), if
pij  0, ∀i, j = 1,m,
m∑
i=1
pij = 1, ∀j = 1,m
m∑
j=1
pij = 1, ∀i = 1,m.
It is known [8] that doubly stochasticity of a matrix P is equivalent to Px ≺ x for all x ∈ Sm−1. It is
clear that the set of all doubly stochastic matrices is convex and compact. Therefore, it was a problem
due to Birkhoff concerning description of the set of all extreme points of such a set. A solution of that
problem was given in [2], and it states that the extreme points consist of only permutations matrices.
An operator V : Sm−1 → Sm−1 given by
(Vx)k =
m∑
i,j=1
pij,kxixj (1)
is called quadratic stochastic operator (q.s.o.), here the coefﬁcients pij,k satisfy the following conditions
pij,k = pji,k  0,
m∑
k=1
pij,k = 1.
One can see that q.s.o. is well deﬁned, i.e. it maps the simplex into itself. Note that such operators
arise in many models of physics, biology and so on. A lot of papers were devoted to investigations of
such operators (see, for example [1,3,7,9–11,14]) . We mention that in those papers authors studied a
central problem in the theory of q.s.o., namely, limit behavior of the trajectory of q.s.o.
We say that a q.s.o. (1) is called doubly stochastic (here we saved the same terminology as above) if
Vx ≺ x (2)
for all x ∈ Sm−1.1
The goal of the paper is to study necessary and sufﬁcient conditions for doubly stochasticity of
quadratic stochastic operators and extreme points of such the set of all doubly stochastic quadratic
operators. To do it, ﬁrst in Section 2, we study necessary conditions for doubly stochasticity. In Section
3 we study extreme points of the set of such operators. Note that a part of the results was announced
in [4,13].
2. Necessary and sufﬁcient conditions for doubly stochasticity of operators
This section is devoted to the study necessary and sufﬁcient for q.s.o. to be doubly stochastic.
Recall that a matrix T = (tij), i, j = 1,m is said to be stochastic if tij  0 and∑mj=1 tij = 1.
Let A = (aij), i, j = 1,m be a symmetric matrix, with aij  0.
Consider the following equation with respect to T:
A = 1
2
(T + T ′), (3)
here T ′ is the transposed matrix.
Belowwe are going to study conditions for solvability of Eq. (3) in the class of all stochasticmatrices.
1 Note that in mathematical economics such an operator is usually called the welfare operator.
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Let Gm be the group of permutations of m elements. For g ∈ Gm by Ag we denote a matrix Ag =
(ag(i)g(j)), i, j = 1,m, which is called row and column permutation of A.
The following assertions are evident:
(i) (Ag)g−1 = A
for any g ∈ Gm;
(ii) If A symmetric, then Ag is also symmetric for any g ∈ Gm;
(iii) If A stochastic, then Ag is also stochastic for any g ∈ Gm;
(iv) (A + B)g = Ag + Bg; (λA)g = λAg .
From (i)-(iv) we conclude that if T is a solution of (3), then Tg is a solution of the equation
Ag = 1
2
(T + T ′).
At ﬁrst we will study the following set
U1 =
⎧⎨
⎩A = (aij) : aij = aji  0,
∑
i,j∈α
aij  |α|,
∑
i,j∈I
aij = m
⎫⎬
⎭ .
Here and henceforth α ⊂ I = {1, 2, . . . ,m}.
It is easy to see that the above set is convex and compact. Below we will study its extreme points.
Let us shortly recall some necessary notations. Let A ⊂ X be convex set and X be some vector space. A
point x ∈ A is called extreme, if from 2x = x1 + x2, where x1, x2 ∈ A, it follows that x = x1 = x2. The
set of all extreme points of a given set A is denoted by extrA.
Theorem 2.1. If A = (aij) ∈ extrU1 then aii = 0 ∨ 1, aij = 0 ∨ 12 ∨ 1
Here and henceforth c = a ∨ bmeans that c is either a or b.
Proof. We prove this by induction with respect to the order of the matrices from U1. Letm = 2.
Firstwe prove that a11 = 0 ∨ 1 and a22 = 0 ∨ 1. Let 0 < a11 < 1, then from a11 + 2a12 + a22 = 2
we get 0 < a12 < 1. Let us consider the following matrices
A1 =
(
a11 + 2ε a12 − ε
a12 − ε a22
)
, A2 =
(
a11 − 2ε a12 + ε
a12 + ε a22
)
.
Since 0 < a11 < 1 and 0 < a12 < 1, then one can choose ε such that A1, A2 ∈ U1. Now we ob-
tain that 2A = A1 + A2. Therefore A /∈ extrU1. The last contradiction shows that a11 = 0 ∨ 1. By this
analogy one can prove that a22 = 0 ∨ 1. Since a11 = 0 ∨ 1 and a22 = 0 ∨ 1 it follows from A ∈ U1
that aij = 0 ∨ 12 ∨ 1. One can easily see that the number of such matrices is 4. Namely, the following
matrices:(
1 0
0 1
)
,
(
0 1
1 0
)
,
(
1 1
2
1
2
0
)
,
(
0 1
2
1
2
1
)
,
and all of them are extreme. Thus, for A ∈ extrU1 it is necessary and sufﬁcient to be aii = 0 ∨ 1, aij =
0 ∨ 1
2
∨ 1. However, form 3 it is not true at all.
Let us suppose that the conditions of Theorem is valid for all matrices of order less than m and
prove it for matrix of orderm.
First we prove that if A ∈ extrU1 then aii = 0 ∨ 1. Let us assume that it is not so, that is, there
exists some diagonal entry, which neither 0 nor 1. Without loss of generality we may assume that
0 < a11 < 1.
We call a set α ∈ I is said to be saturated, if ∑i,j∈α aij = |α|. Corresponding submatrix to the
saturated set we call saturated submatrix. For instance, I itself is saturated, but it is a non-proper
set. Further, we mean only proper saturated sets.
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If there is a saturated set, such that 1 ∈ α then by the assumption of the induction we infer that
a11 = 0 ∨ 1. Now it remains the case when 1 /∈ α for any saturated set α.
Now we will prove that if 0 < a11 < 1 then ajj = 0 ∨ 1 for all j. Indeed, if there is j0 such that
0 < aj0j0 < 1, then we put
A′ =
{
a′11 = a11 + ε, a′j0j0 = aj0j0 − ε, a′ij = aij for all other values of i, j
}
and
A′′ =
{
a′′11 = a11 − ε, a′′j0j0 = aj0j0 + ε, a′′ij = aij for all other values of i, j
}
.
If j0 is contained in some saturated set, then from the assumption of the induction it directly follows
that aj0j0 = 0 ∨ 1. Otherwise A′, A′′ ∈ U1 and consequently 2A = A′ + A′′, that is A /∈ U1, which is a
contradiction.
So if 0 < a11 < 1, then ajj = 0 ∨ 1 for all j. Furthermore, since I is a saturated set, then there is
ai0j0 /= 0 ∨ 12 ∨ 1(i0 /= j0). Now we put
A′ =
{
a′11 = a11 + 2ε, a′i0j0 = aj0j0 − ε, a′ij = aij for all other values of i, j
}
and
A′′ =
{
a′′11 = a11 − 2ε, a′′i0j0 = aj0j0 + ε, a′′ij = aij for all other values of i, j
}
.
If {i0, j0} is not contained in any saturated set, then A′, A′′ ∈ U1 and 2A = A′ + A′′.
If {i0, j0} is contained in some saturated set. Then by the assumption of the inductionwe get ai0j00 =
0 ∨ 1
2
∨ 1(i0 /= j0), which contradicts to ai0j0 /= 0 ∨ 12 ∨ 1(i0 /= j0).
Thus, all cases lead to a contradiction. Therefore, a11 = 0 ∨ 1. Now we have to prove that if A ∈
extrU1, then aij = 0 ∨ 12 ∨ 1(i /= j).
Let ai0j0 /= 0 ∨ 12 ∨ 1(i0 /= j0). If there is a saturated set α such that {i0, j0} ⊂ α, then by the
assumption it follows that aij = 0 ∨ 12 ∨ 1(i /= j). Since I is saturated, one can choose {i1, j1} such
that ai1j1 /= 0 ∨ 12 ∨ 1(i0 /= j0). Also it follows that {i1, j1} is not contained in any saturated set.
Let us put
A′ =
{
a′i0j0 = ai0j0 + ε, a′i1j1 = ai1j1 − ε, a′ij = aij for all other values of i, j
}
and
A′′ =
{
a′′i0j0 = ai0j0 − ε, a′′i1j1 = ai1j1 + ε, a′′ij = aij for all other values of i, j
}
.
The sets {i0, j0} and {i1, j1} is not contained in any saturated set. Therefore A′, A′′ ∈ U1 and 2A =
A′ + A′′. 
Corollary 2.2. If m = 3, then A ∈ extrU1 if and only if aii = 0 ∨ 1, aij = 0 ∨ 12 ∨ 1 and A /= M. Here
M =
⎛
⎝0 12 121
2 0
1
2
1
2
1
2 0
⎞
⎠
Moreover, |extrU1| = 25.
Corollary 2.3. If A ∈ extrU1 then either A is stochastic or has a saturated submatrix of order m − 1.
Proof. Let A ∈ extrU1. Let us assume that the matrix A has no saturated submatrices of order m − 1.
Then we have
∑
i,j∈α aij < |α| for any α such that |α| = m − 1. By taking into account∑mi,j=1 aij = m,
we obtain
aii + 2
∑
i<j
aij > 1.
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ByTheorem2.1 it follows that aii = 0 ∨ 1, aij = 0 ∨ 12 ∨ 1. Therefore every expression aii + 2
∑
i<j
aij is an integer. Therefore
aii + 2
∑
i<j
aij  2.
By taking summation in the above inequality over i one ﬁnds
m∑
i=1
⎛
⎝aii + 2∑
i<j
aij
⎞
⎠ = 2 m∑
i,j=1
aij −
m∑
i=1
aii  2m.
Hence
m∑
i=1
aii  0.
and aii = 0 for all i = 1,m. Further, aii + 2∑i<j aij  2 and aii = 0 imply∑mj=1 aij  1 for all i = 1,m.
Since
∑m
i,j=1 aij = m then
∑m
j=1 aij = 1. The last means that A is stochastic. 
Theorem 2.4. Let A be a nonnegative symmetric matrix. Then the following statements are equivalent.
(i) A ∈ U1.
(ii) A can be represented in form (3) with a stochastic matrix T .
(iii) The inequality
x[m] (Ax, x) x[1]
holds for all x ∈ Sm−1.
Proof. (i) → (ii). LetA ∈ U1.Wehave to showexistenceof a stochasticmatrix forwhich (3) is satisﬁed.
First, we prove it for extreme points of U1. Now, let A ∈ extrU1. Then from corollary 2.3 it follows
that either A is stochastic or has a saturated submatrix of orderm − 1. If A is stochastic, then we take
T = A since A is symmetric then (3) is satisﬁed.
Now, let us suppose that A is not stochastic, then it follows that it has a saturated submatrix of order
m − 1. We prove this case by induction with respect to the order of the matrix. Letm = 2. In this case
we have the following matrices
A1 =
(
1 0
0 1
)
, A2 =
(
0 1
1 0
)
, A3 =
(
1 1
2
1
2
0
)
, A4 =
(
0 1
2
1
2
1
)
.
For A1 (resp. A2) we take T = A1 (resp. T = A2).
For A3 or A4 we respectively take
T =
(
1 0
1 0
)
or T =
(
0 1
0 1
)
, respectively.
Let us assume that assumption of Theorem is true for all matrices of order less thatm.
Since A has a saturated submatrix of order m − 1, without loss of generality we may assume that
this submatrix is (aij)i,j=1,m−1. From the assumption of the induction there is a stochastic matrix for
this submatrix which satisﬁes (3). Let it be V = (vij)i,j = 1,m − 1.
Since
∑m−1
i,j=1 aij = m − 1 and
∑m
i,j=1 aij = m it follows that amm + 2
∑m−1
i=1 aim = 1. From The-
orem 2.1 it follows either amm = 1 and aim = 0 for i = 1,m − 1 or aii = 0, ai0m = 12 aim = 0 for
i = 1,m − 1 \ {i0}
For the ﬁrst case we deﬁne T by
{(tij) : tij = viji, j = 1,m − 1, tmm = 1, tim = tmi = 0, i = 1,m − 1}
and it is easy to see that above matrix is stochastic and satisﬁes (3).
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For the second case we deﬁne T by
{(tij) : tij = viji, j = 1,m − 1, tmi0 = 1, tim = tmi = 0, i = 1,m}
and it is easy to see that above matrix is stochastic and satisﬁes (3). So, for extreme points of U1
Theorem has been proved.
Now let A ∈ U1 According to Krein–Milman’s Theorem (see [12]) it follows that A can be produced
as the convex combination of its extreme points.
Let
A = ∑
α
λαAα ,
where 0 λα  1,
∑
α λα = 1 and Aα ∈ extrU1.
Let for the matrices Aα correspond stochastic matrices Ti that satisfy (3). Then
T = ∑
α
λαTα
is stochastic and satisﬁes (3).
(ii) → (iii). From (3) it follows that (Ax, x) = (Tx, x), Indeed,
(Ax, x) = 1
2
(
(T + T ′)x, x
)
= 1
2
[
(Tx, x) + (T ′x, x)
]
= (Tx, x).
Thus, it sufﬁces to show that
x[m] (Tx, x) x[1], ∀x ∈ Sm−1, (4)
here T− is a stochastic matrix.
Indeed, if tij  0 and
∑m
j=1 tij = 1, then
x[m] 
m∑
j=1
tijxj  x[1]
for all x ∈ Rm. In particular, for x ∈ Sm−1 we get
(Tx, x) =
m∑
i,j=1
tijxixj =
m∑
i=1
xi
m∑
j=1
tijxj.
By xi  0,
∑m
i=1 xi = 1 and above inequality we get the required inequality (4).
(iii) → (i). Consider a set α ⊂ I and put x0 =
(
x01, x
0
2, . . . , x
0
m
)
, with{
x0i = 1|α| , i ∈ α
x0i = 0, i /∈ α,
Then since |α| < mwe get x[m] = 0, x[1] = 1|α| . Therefore, one has
0(Ax, x) =
m∑
i,j=1
aijxixj = 1|α|2
∑
i,j∈α
aij 
1
|α|
hence ∑
i,j∈α
aij  |α|.
If |α| = m, then x[m] = x[1] = 1m . Consequently,
1
m

1
m2
∑
i,j∈α
aij 
1
m
,
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that is
∑m
i,j=1 aij = m. 
Remark. It should be mentioned that stochastic matrix T (which is a solution of (3)) exists but not
unique.
Example. For the matrix
A =
⎛
⎝0, 1 0, 3 0, 40, 3 0, 1 0, 5
0, 4 0, 5 0, 4
⎞
⎠
the set of the solutions of A = 1
2
(T + T ′) in the class of stochastic matrices is
Tα =
⎛
⎝ 0, 1 α 0, 9 − α0, 6 − α 0, 1 0, 3 + α
α − 0, 1 0, 7 − α 0, 4
⎞
⎠
here α ∈ [0, 1; 0, 6].
Recall that a setA inRk is said to be a polytope, if it is nonempty, bounded and consists of intersection
of a ﬁnite number of half-spaces.
Proposition 2.5. The set of all solutions of the equation
A = 1
2
(T + T ′)
with respect to T is a polytope.
Proof. Let us rewrite the solutions of the equation in the following form:
0 tij  1,
tij + tji  aij , tij + tji  aij ,∑m
j=1tij  1,
m∑
j=1
tij  1.
From above given relations one can see that the set of all solutions of the equation is nonempty,
bounded and it is intersection of half-spaces. 
Let us introduce the following sets
Tk =
⎧⎨
⎩T = (tij), i, j = 1,m : 0 tij  1,
m∑
j=1
tij = k
⎫⎬
⎭ , 1 km,
Uk =
{
A = (aij) : aij = aji, A = 1
2
(T + T ′), T ∈ Tk
}
, 1 km.
The set Uk is called a symmetrization of Tk . Evidently, T1− the set of all stochastic matrices.
Let E be the matrix with all entries equal to 1.
Remark. We have
A ∈ Uk ⇔ E − A ∈ Um−k.
Indeed, let 1 km − 1 and A ∈ Uk . From
A = 1
2
(T + T ′)
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here T = (tij), 0 tij  1,∑mj=1 tij = k one gets
E − A = 1
2
[(E − T) + (E − T)′].
It is obvious that E − T ∈ Tm−k , therefore E − A ∈ Um−k .
Let V be quadratic stochastic operator. By putting Ak = {pij,k}(i,j=1,m) we rewrite an operator V in
the following form
V = (A1|A2| · · · |Am).
Obviously, all matrices Ak are nonnegative and symmetric, sum of which is E = (1)i,j .
It is well known that x ≺ y is equivalent to the existence of doubly stochastic matrix Q such that
x = Qy. Therefore, Vx ≺ x if and only if there is a doubly stochastic matrix Q(x) = (qij(x)) (which
depends on x), such that Vx = Q(x)x. We note that such a matrix Q(x), in general, need not to be
unique.
We say that a doubly stochastic quadratic operator Vx = Q(x)x is quasi-linear there exists a matrix
Q(x) = (qij(x))whose entries are linear w.r.t. x.
Theorem 2.6. Let V = (A1|· · ·|Am) be a quadratic stochastic operator. Then for the following assertions
(A)
∑
k∈α Ak ∈ U|α| for all α ⊂ I;
(B) V is a doubly stochastic quadratic operator;
(C) all Ak belong to U1
the implication (A) → (B) → (C) is valid. Moreover, if V is quasi-linear, then (B) → (A).
Proof. (A) → (B). Let x↓ = (x[1], . . . , x[m])− be a nonincreasing rearrangement of x and λ1, . . . , λm
be an arbitrary numbers such that 0 λi  1,
∑m
i=1 λi = k. Consider the following sum
λ1x[1] + λ2x[2] + · · · + λmx[m]. (5)
Let i < j. Replacement of the coefﬁcients λ1, . . . , λi, . . . , λj , . . . , λm into λ1, . . . , λi + ε, . . . , λj −
ε, . . . , λm we call a backward shift, if ε > 0 and a forward shift if ε < 0. Shift is called admissible, if it
preserves the condition 0 λ′i , here λ′i are the coefﬁcients, obtained in the result of the shift.
Since x[i]  x[j], then it is clear that under the admissible backward shifts, the sum (5) does not
decrease, and respectively, does not increase under the admissible forward shifts.
It is easy to see that anadmissiblebackwardshift ispossibleup toobtaining thecollection1, 1, . . . , 1,
0, 0, . . . , 0, and respectively, an admissible forward shift up to obtaining the collection 0, 0, . . . , 0, 1,
1, . . . , 1, here in both cases the number of units is k. That’s why
x[m−k+1] + x[m−k+2] + · · · + x[m]  λ1x[1] + λ2x[2] + · · · + λmx[m]  x[1] + · · · + x[k] (6)
for an arbitrary x ∈ Rm and 0 λi  1, ∑mi=1 λi = k.
Now let x ∈ Sm−1 and A ∈ Uk .
Choose T ∈ Tk , such that
A = 1
2
(T + T ′).
Then
(Tx, x) =
m∑
i,j=1
tijxixj =
m∑
i=1
xi
⎛
⎝ m∑
j=1
tijxj
⎞
⎠ .
Since 0 tij  1 and
∑m
j=1 tij = k, from (6) one gets the following
m∑
i=m−k+1
x[i] 
m∑
j=1
tijxj 
k∑
i=1
x[i].
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According to xi  0,
∑m
i=1 xi = 1 we obtain
m∑
i=m−k+1
x[i] (Tx, x)
k∑
i=1
x[i]
or
m∑
i=m−k+1
x[i] (Ax, x)
k∑
i=1
x[i]
So if A ∈ Uk then from the right of the last inequality it follows that V is doubly stochastic.
(B) → C). Let C =
(
1
m
, 1
m
, . . . , 1
m
)
. From the deﬁnition we have V(C) ≺ C, on the other hand C ≺
x,∀x ∈ Sm−1. Therefore V(C)↓ = C↓ and since C↓ = C one gets V(C) = Cwhich implies∑mi,j=1 pij,k =
m∀k.
Now let us put x0(α) =
(
x01, x
0
2, · · · , x0m
)
, here{
x0i = 1|α| , i ∈ α,
x0i = 0, i /∈ α,
where α is an arbitrary subset of I.
It is evident that |α|m, therefore x0 ∈ Sm−1 and we have
maxk(Vx
0)k = (Vx0)[1]  x0[1] =
1
|α| .
Since α is an arbitrary set, then we infer that∑
i,j∈α
pij,k  |α|, ∀α ⊂ I, ∀k = 1,m.
So, all Ak belong to U1.
Now, let V be quasi-linear. We prove that (B) implies (A).
We have
(Vx)i =
m∑
j=1
qij(x)xj =
m∑
j=1
qij(x)xj
m∑
j=1
xj =
m∑
j=1
qij(x)x
2
j +
∑
k<j
(qik(x) + qij(x))xkxj.
On the other hand, V = (A1|A2| · · · |Am) with Ak =
(
a
(k)
ij
)
then we get
m∑
i,j=1
(
a
(k)
ij −
1
2
(qki(x) + qkj(x))
)
xixj = 0, ∀k = 1,m, ∀x ∈ S(m−1). (7)
Let denote ei = (0, 0, . . . , 1, 0, . . . , 0), where 1 stands in ith positions.
By putting x = ei in (7) we ﬁnd a(k)ii = qki(ei).
Now, we put x = δij = 12 (ei + ej). Then we get
1
4
(
a
(k)
ii −
1
2
(qki(δij) + qki(δij))
)
+ 1
4
(
a
(k)
jj −
1
2
(qkj(δij) + qkj(δij))
)
+ 1
4
(
2a
(k)
ij − (qki(δij) + qkj(δij))
)
= 0
hence
a
(k)
ii + 2a(k)ij + a(k)jj = 2(qki(δij) + qkj(δij)).
From linearity of the qij(x) we obtain
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a
(k)
ii + 2a(k)ij + a(k)jj = qki(ei) + qki(ej) + qkj(ei) + qkj(ej).
From the last and from the a
(k)
ii = qki(ei) we get
2a
(k)
ij = qki(ej) + qkj(ei). (8)
Now let B = (bij) such that
B = A1 + A2 + · · · + Ak.
It sufﬁces to show that B ∈ Uk .
Deﬁne the matrix T = (tij) by the following way
tij == q1j(ei) + q2j(ei) + · · · + qkj(ei), ∀i, j = 1,m.
According to doubly stochasticity of the matrix Q it follows that all entries of the T between 0 and
1, and any row-sum is k. So, T ∈ Tk and from (8) it can be seen that
B = T + T
′
2
. 
Remark. It is worth noting that for the casesm = 2 andm = 3 conditions A),B) and C) are equivalent.
For m = 2 equivalency is obvious. Let m = 3 and V = (A1|A2|A3). According to the above remark it
follows from A1 ∈ U1 that E − A1 ∈ U2, but E − A1 = A2 + A3. By the same way one can prove that
A1 + A2, A1 + A3 ∈ U2. However, these conditions are not equivalent in large dimensions. Indeed, let
us consider the following example:
(Vx)1 = x21 + x22 + x1x3 + x3x4
(Vx)2 = 2x1x2 + x1x3 + x3x4
(Vx)3 = x23 + x2x3 + x1x4 + x2x4
(Vx)4 = x24 + x2x3 + x1x4 + x2x4.
For this operator (C) is satisﬁed. However, if we put x =
(
1
2
, 1
4
, 1
4
, 0
)
then Vx =
(
7
16
, 6
16
, 2
16
, 1
16
)
.
However, Vx⊀x. So, (C) does not imply (B).
Conjecture. Any doubly stochastic quadratic operator is quasi-linear.
It should be stresses that any example of d.s.q.o. without (A) of the above Theorem disproves this
conjecture.
The following corollary of Theorem2.6 showsadifference between linear doubly stochastic andquadratic
doubly stochastic operator
Corollary 2.7. The conditions (A), (B) and (C) are equivalent if a given d.s.q.o. is linear doubly stochastic
operator.
Proof directly follows by the method used in Theorem 2.6.
3. Extreme point of the set of doubly stochastic operators and Birkhoff’s problem
According to the classic result of Birkhoff (see [2]) extreme points of the set of doubly stochastic
matrices are permutationmatrices, i.e. matrices having exactly one unit entry in each row and exactly
one unit entry in each column, all other entries being equal to zero. It is interesting to know an answer
for the similar problem for the set of doubly stochastic nonlinear operators. In this sectionwe are going
to describe extreme points of the set of d.s.q.o.
The set of all d.s.q.o. we denote by B. Directly from deﬁnition it follows that
V = (A1|A2| · · · |Am) ∈ B ⇔ V = (Aπ(1)|Aπ(2)| · · · |Aπ(m)) ∈ B
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here π is an arbitrary permutation of the index set I = {1, 2, . . . ,m}
In [5] it was conjectured that an operator V = (A1|A2| · · · |Am) is extreme point of B if and only if
Ai ∈ extrU1, ∀i = 1,m. We show that in general, it is not true.
Theorem 3.1. Let V = (A1| · · · |Am) ∈ extrB. Then Vπ = (Aπ(1)| · · · |Aπ(m)) ∈ extrU1 for any permu-
tation π of the index set {1, 2, . . . ,m}.
Proof. Let Vπ /∈ extrB. Then ∃V ′, V ′′ ∈ B, V ′ /= V ′′, such that 2Vπ = V ′ + V ′′. Let V ′ = (A′1| · · · |A′m) ,
V ′′ = (A′′1 | · · · |A′′m). Then (2Aπ(1) − A′1 − A′′1 | · · · |2Aπ(m) − A′m − A′′m) = 0. Since the matrices 2Aπ(i)− A′i − A′′i are symmetric, then 2Aπ(i) = A′i + A′′i , therefore 2Ai = A′π−1(i) + A′′π−1(i). Since
m∑
i=1
A′i =
m∑
i=1
A′′i = E
then
m∑
i=1
A′π−1(i) =
m∑
i=1
A′′π−1(i) = E.
Denote W ′ =
(
A′
π−1(1)| · · · |A′π−1(m)
)
and W ′′ =
(
A′′
π−1(1)| · · · |A′′π−1(m)
)
. Then we get W ′,W ′′ ∈ B,
W ′ /= W ′′ 2V = W ′ + W ′′ which contradicts to V /∈ extrB. 
Theorem 3.2. Let V = (A1| · · · |Am). If for some permutation π of any m − 1 elements of {1, 2, . . .m}
we have Aπ(k) ∈ extrU1, then V ∈ extrB.
Proof. Using the above Theorem it sufﬁces to show that if A1, A2, . . . , Am−1 ∈ extrU1, then V ∈ extrB.
Let us assume that V /∈ extrB. Then ∃V ′, V ′′ ∈ B, V ′ /= V ′′ such that 2V = V ′ + V ′′. Let V ′ = (A′1| · · ·|A′m) , V ′′ = (A′′1 | · · · |A′′m). Then(
2A1 − A′1 − A′′1 | · · · |2Am − A′m − A′′m
)
= 0.
So 2Ai − A′i − A′′i = 0∀i = 1,m. Since Ai ∈ extrU1,∀i 2, then A′i = A′′i ,∀i 2. From the equality∑m
i=1 A′i =
∑m
i=1 A′′i = E we get A′1 = A′′1 . That’s why V ′ = V ′′, which contradicts to V /∈ extrB. 
Corollary 3.3. If Ai ∈ extrU1,∀i = 1,m, then V ∈ extrB. However, the converse case is not true.
Example. Consider an operator
(Vx)1 = x1x2 + x1x3 + x2x3
(Vx)2 = x22 + x23 + x1x3
(Vx)3 = x21 + x1x2 + x2x3.
Corresponding matrices have the following view⎛
⎜⎝
0 1
2
1
2
1
2
0 1
2
1
2
1
2
0
⎞
⎟⎠
⎛
⎜⎝0 0
1
2
0 1 0
1
2
0 1
⎞
⎟⎠
⎛
⎜⎝
1 1
2
0
1
2
0 1
2
0 1
2
0
⎞
⎟⎠ .
It is easy to see that the ﬁrst one is not extreme and the others are extreme inU1. Then by Theorem
3.2 it follows that V ∈ extrB.
Whether the conditions of Theorem 3.2 are necessary and sufﬁcient? In two dimensional simplex
the problem is solved positively.
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Theorem 3.4. Let V = (A1|A2|A3) ∈ B. Then V ∈ extrB if the only if at least 2 of the matrices A1, A2, A3
are extreme in U1.
Proof. For the proof of the given Theoremwe refer to Theorem3 from [4], which says that if V ∈ extrB,
then entries of thematrices A1, A2, A3 either 0 or
1
2
or 1. Therefore, if V ∈ extrB, then either A1, A2, A3 ∈
extrU1 or some of the matrices A1, A2, A3 equal toM. HereM =
⎛
⎜⎝
0 1
2
1
2
1
2
0 1
2
1
2
1
2
0
⎞
⎟⎠.
The case A1 = M, A2 = M, A3 = M is impossible because of A1 + A2 + A3 = E.
It can be easily shown that if two of the matrices A1, A2, A3 is M then V is not extreme. Therefore
we can conclude that at least two of the matrices A1, A2, A3 are extreme. 
Corollary 3.5. For m = 3 we have |extrB| = 222.
Proof. Let V ∈ extrB, V = (A1|A2|A3). From Theorem 3.4 it follows that A2, A3 ∈ extrU1 up to permu-
tation. From A1 + A2 + A3 = E one gets that either A1 ∈ extrU1 or A1 = M.
Let A1 ∈ extrU1. From Corollary 2.2 we know all extreme points of U1. Therefore we can choose
those triples of extremepoints, sumofwhich is E. A number of such triples is 31. For the case ofA1 = M,
the number of such triples is 6.
Consequently, |extrB| = 37 × 3! = 222. 
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