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Abstract
We describe a computationally efficient, stochastic graph-regularization technique
that can be utilized for the semi-supervised training of deep neural networks in
a parallel or distributed setting. We utilize a technique, first described in [13]
for the construction of mini-batches for stochastic gradient descent (SGD) based
on synthesized partitions of an affinity graph that are consistent with the graph
structure, but also preserve enough stochasticity for convergence of SGD to good
local minima. We show how our technique allows a graph-based semi-supervised
loss function to be decomposed into a sum over objectives, facilitating data paral-
lelism for scalable training of machine learning models. Empirical results indicate
that our method significantly improves classification accuracy compared to the
fully-supervised case when the fraction of labeled data is low, and in the parallel
case, achieves significant speed-up in terms of wall-clock time to convergence. We
show the results for both sequential and distributed-memory semi-supervised DNN
training on a speech corpus.
1 Introduction
Big data is often a deluge of unstructured, un-annotated and unlabeled data - a natural outcome of
technological advances that have enabled data to be collected and disseminated with little effort and
on large scales but where annotating and labeling ground truth largely remains a time consuming,
human effort. Semi-supervised learning (SSL) methods use both labeled and unlabeled data to
improve learning performance [2] and are especially useful in situations where labeled data is scarce
Such methods leverage unlabeled data by exploiting the similarity between labeled and unlabeled
data by capturing this relationship via graphs, where the nodes represent both labeled and unlabeled
points and the weights of the edges reflect the similarity between the nodes [15].
The main idea behind graph-based SSL methods is that given a similarity metric, the objective
function constrains similar (i.e., nearby) nodes to have the same label by imposing a graph-neighbor
regularization. This is effective because it forces the labels to be consistent with the graph structure,
and the underlying manifold represented thereby. The general form of the loss function in graph-based
SSL has the following form
L∑
i=1
l(yi, f(xi)) + λ
∑
i,j
ωi,jg(f(xi), f(xj)) (1)
where f : X → Y is the classifier mapping from input to output space. The first term in Equation 1
the supervised loss function calculated on the labeled points, which can be a squared loss, hinge-
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loss or some measure of divergence between predictions and ground truth. The second term is the
graph regularizer, where ωi,j captures the similarity between points xi and xj . g(.) captures the
discrepancy between output f(xi) and f(xj), incurring a penalty when similar nodes have differing
outputs. Additional regularizers such as the standard `2 regularizer can also be applied to the above
loss function to prevent overfitting. Concretely, Let {(xi,yi)}`i=1 be the labeled training data and
{xi}`+ui=`+1 be the unlabeled training data, where n = ` + u so that we have n points in total. We
assume that the samples {xi}i are used to produce a weighted undirected graph G = (V,E,W),
where ωi,j ∈W is taken to be the similarity (edge weight) between samples (vertices) xi and xj .
We use the objective function defined in [12, 10], namely:
J(θ) =
l∑
i=1
D(ti ‖ pθ(xi)) + γ
n∑
i,j=1
ωi,jD(pθ(xi) ‖ pθ(xj)) +κ
n∑
i=1
D(pθ(xi) ‖ u) + λ ‖θ‖ ,
(2)
where J(θ) is the loss calculated over all samples. We use KL-divergence (denoted by D(. ‖ .))
in our loss function since our output is a probability distribution over classes. The first term in the
above equation is the supervised loss over the training samples, and the second term is the penalty
imposed by the graph regularizer over neighboring pairs of nodes that favors smooth solutions
over the graph. The third term is an entropy regularizer (u is the uniform distribution) and favors
higher entropy distributions to discourage degenerate solutions. The final term in Equation 2 is the
standard `2 regularizer to discourage overfitting. Note that the loss function, as such, is not directly
decomposable as a sum over data points due to the presence of the graph regularizer and thus is
not directly amenable to data parallelism. This necessitates the implementation of data partitioning;
such strategies for parallel machine learning in the fully supervised case have been described, for
example, in [8, 6]. The presence of the graph regularizer term in the semi-supervised case necessitates
a different approach, and in this work we study the effectiveness of a stochastic method in the parallel
setting, first described in [13]. Our method constructs graph-based mini-batches by sampling the
data using graph partitioning, but at the same time also preserves the statistical properties of the data
distribution. For the experiments in this work, we use a deep neural network with a loss function
given by the above equation but the method can be generalized to any parametric learner.
1.1 Graph Partitioning for Objective Function Decomposition
Decomposing KL-divergence in Equation 2 into entropy and cross-entropy terms and dropping the
constant terms (w.r.t parameters), we can show that over one labeled point, the loss function becomes
Ji = H
c(ti,pi) + γ
n∑
j=1
ωijH
c(pi,pj)− (κ+ γ
n∑
j=1
ωij)H(pi) + λ ‖θ‖ (3)
where H and Hc are, respectively, the entropy and cross-entropy. Since we are dealing with a
non-convex objective function, and a moderately large data set (≈ 1 million training samples), we use
stochastic gradient descent to optimize our objective function. We also use mini-batches to improve
the gradient quality, and further, use larger mini-batches (size set either to 1024 or 2048) for better
computational efficiency on GPUs. In order to converge to good local minima, traditional SGD
methods require randomly shuffling the data before constructing the mini-batches; this, however,
poses a serious problem for our objective function. To see this, consider the terms involving graph
regularization from our decomposed objective function, calculated over each point:
Gi = γ
n∑
j=1
ωijH
c(pi,pj)− γ
n∑
j=1
ωijH(pi) (4)
For the graph regularization term to have any effect at all, the wij’s corresponding to the points in the
mini-batch have to be non-zero. For a randomly shuffled data-set, given that the graph is very sparse
(since each of the≈ 1 million points only has a little more than 10 neighbors), the chunk of the affinity
matrix corresponding to the mini-batch will be extremely sparse, implying that graph regularization
will fail to take place on most computations. One way to fix this is, for a given mini-batch, to loop
over all the neighbors for each point in the mini-batch, but this prevents us from doing efficient
matrix-matrix multiplications and completely degrades performance negating any benefits of using
2
fast processors like GPUs. Thus, for the graph regularizer to be effective in a computationally efficient
way, our mini-batches need to reflect the structure of the graph. To do this, we partition our affinity
graph into k balanced parts (by minimizing edge-cut) which results in a re-permuted affinity matrix
that has a dense block-diagonal structure as shown in Figure 1b; contrast this with the affinity matrix
before partitioning in Figure 1a where most entries over a 1000× 1000 block (corresponding to a
mini-batch size of 1000) are zero.
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Figure 1: (1a) 10, 000×10, 000 sub-block of the affinity matrix for randomly shuffled data. Choosing
1000×1000 blocks along the diagonal of such a matrix would produce extremely sparse matrices. (1b)
Same affinity matrix re-permuted based on graph partitioning. While perform mini-batch compu-
tation we choose the diagonal blocks (dense squares). (1c) Distribution showing the within-batch
connectivity of graph-based batches (blue) vs randomly shuffled batches (spike). Nodes in randomly
shuffled batches have almost none of the neighbors in the same batch
Dense mini-batches imply that most of the neighbors of the nodes within a mini-batch are contained
within the same batch. More formally, let Ni represent the set of neighbors of node i and Ci ⊆ Ni
be the set of neighbors of a node i that are within the same batch. LetMj be the set that represents
mini-batch j. We define the within-batch connectivity ofMj as
cj =
∑
i∈Mj |Ci|∑
i∈Mj |Ni|
, j = 1, 2, 3 . . . k (5)
In the randomly shuffled (pre-partitioning scenario) we expect most of the cj’s to be close to zero,
while for graph partitioned mini-batches, we expect a relatively higher c. Figure 1c shows this
distribution for the random minibatches (seen as a sharp spike near 0) and for graph-partitioned
mini-batches (in blue). Partitioning gives us an efficient way of computing our objective function:
given a matrix permutation induced by the graph partitioning, we re-permute the affinity and data
matrices accordingly. Then, during each mini-batch computation, we calculate the objective function
and gradients on these partitions. Note that graph-partitioning is a pre-processing operation, and only
done once before training commences.
2 Issues for Stochastic Optimization
Theoretically, SGD, gives us an unbiased estimate of the true gradient, but only if the data is sampled
form the true distribution. Graph partitioned mini-batches violate this assumption, and cause high
variance in gradients and prevent convergence to good solutions. For a detailed discussion see [13].
2.1 Improving SGD Convergence using Graph-Synthesized Meta-batches
We use the batch batch construction algorithm described in [13] to construct meta-batches from
smaller, homogeneous graph-partitionied mini-blocks. The resulting meta-batches are both diverse
and preserve sufficient connectivity for graph regularization. The reader is referred to Sections 4.1
in [13] for details.
The plots shown in Figure 2b depicting histogram of connectivity and diversity (measured in terms of
label entropy). The green histogram which shows distribution for the meta-batches has approximately
the same mean as the mini-partitions (blue histogram) from which it is formed, but a much lower
variance. Overall meta-batches approximate the entropy of the global distribution while preserving
sufficient connectivity for similarity regularization.
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Figure 2: (2a) Entropy distribution of mini-batches (calculated over labels in a mini-batch) for
randomly shuffled mini-batches and graph-partitioned minibatches. Shuffled mini-batches have a
tight distribution, very close to the entropy of the entire data set (shown as the vertical red line). (2a)
Entropy distribution for meta-batches, compared to graph-partitioned batches. ( 2b) Metabatches
preserve the average neighbor connectivity score of the smaller-partitions from which they are formed
To enable regularization across meta-batches in a computationally efficient manner, at each iteration
in an epoch, a meta-batch is also regularized with another randomly chosen meta-batch. See Section
4.2 in [13] for details.
2.2 Decomposing Loss Function for Parallel Training
In Section 1 we noted how our original objective function was not easily decomposable as a sum over
data points (or mini-batches) due to the graph regularization term. Using the techniques described
above, we can facilitate data parallel training by considering again the objective function in terms of
entropy and cross-entropy as given in Equation 3.
Ji = H
c(ti,pi) + γ
n∑
j=1
ωijH
c(pi,pj)− (κ+ γ
n∑
j=1
ωij)H(pi) + λ ‖θ‖ (6)
Now, for a given iteration over meta-batch Mr, and its randomly chosen neighbor meta-batch Ms, the
points i n the loss function are simply the labeled points in the concatenated batch Mc = [Mr,Ms]
while j is the set of all points in Mc. For a k-worker parallel training scenario, during each iteration,
there will be k such meta-batches and the gradients are calculated independently over these batches.
Because this is now (approximately1) decomposable as a sum over (concatenated) meta-batches, the
technique can easily work within a parallel SGD framework. We present the results on a synchronized
parallel SGD setup in the next section.
3 Experiments
For the experiments in this paper, we use the TIMIT speech corpus [5] and report the frame-level
phone classification accuracy. The training set consists of over 1 million speech frames, each
frame being a 351-d vector of cepstral coefficients. The output is mapped to a distribution over 39
classes during scoring. For both the sequential and parallel case, we experiment with label ratios of
2%, 5%, 10%, 30%, 50% and 100% by randomly dropping labels from our training set. For the
k-NN graph construction, we set k = 10 for all the experiments and use the Scikit machine learning
library [11] that constructs the graphs using a fast ball-tree search. After symmetrization, affinities
are computed by applying a radial basis function (RBF) kernel, such that each entry wij in the affinity
matrixW , wij = e
− ||xi−xj ||
2σ2 . For graph partitioning, we use the METIS graph partitioning library [7]
that uses a fast recursive multi-way partitioning algorithm to give approximately balanced blocks.
Meta-batches are synthesized from the graph partitions as described in the previous sections; both
partitioning and meta-batch synthesis are one-time pre-processing steps. We originally implemented
1The decomposition is approximate since there will generally be cross-partition edges that we are ignoring in
a given iteration
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Figure 3: Sequential and Parallel results for a Graph-Regularized DNN. Fig 3a compares the
performance vs. other semi-supervised graph-based schemes in the literature for sequential training.
Parallel results are shown in 3b and 3c for a 5% labeled scenario. A more aggressive learning rate
for a higher number of workers combined with data parallelism allows us to achieve faster accuracies
for a given wallclock time.
all our sequential models using the Theano toolkit [1] and for the parallel case, we implemented our
algorithms in the MXNet framework [3] that provides parallel SGD functionality for both synchronous
and asynchronous SGD (though we only use the synchronous version in our experiments). For the
results reported here we used the AdaGrad [4] variant of gradient descent. We used a DNN with four
hidden layers, each 2000 units wide, using Rectified Linear Units [14] as the non-linear activation
function, and a softmax output layer. We used dropout while training, reporting the results for the case
when dropout probability is 0.2. The model and hyperparameters are all kept unchanged between
parallel and sequential versions.
Detailed results for the sequential training case are described in [13] and we reproduce one of the
results to illustrate the efficacy of the method (see Figure 3a). In the low labeled scenario, our method
significantly outperforms similar graph-based (sequential) SSL methods described in [9, 10]. For
the parallel training case, we experimented with 2, 4 and 8 workers, all running on GPU-enabled
machines. We keep the batch size the same irrespective of the number of workers, implying that
with more workers we average the gradients over a larger number of points. This obviously leads to
fewer gradient updates per epoch, compared to the sequential case. However, since gradients are less
noisy when averaged over a larger number of training points, in the parallel case we can be a little
more aggressive with our learning rate. In our experiments we use a base learning rate of 0.001 and
an effective initial learning rate of 0.001k where k is the number of parallel workers. After a fixed
number of epochs (10 in our case), we reset the learning rate back to 0.001. Thus even the though
sequential version has a larger number of gradient updates per epoch, as we can see in Figure 3b, the
parallel training run is able to achieve higher validation accuracies per epoch due to a higher learning
rate. A more important metric for parallel machine learning in general is the speed of learning – in
terms of validation loss – as a function of wall-clock time. We show this in Figure 3c where we see
that the eight worker case is able to achieve significantly higher accuracies early on. We should note
that synchronizing with the parameter server does introduce an overhead in our experiments – in
MXNet, for our implementation, we observe this to be a constant factor of two. That is an individual
worker node in the parallel setting was about twice as slow compared to a worker in the sequential
version, in terms of sample processing throughput. With a moderate number of workers, we are able
to compensate for this overhead, and generally, the method scales well in the data-parallel paradigm,
and we expect to see even larger speed ups as we increase the worker count.
4 Conclusion
We presented an efficient, scalable method for parallel graph-based SSL learning that can be applied
in general to any parametric learner. The methods presented were heuristically motivated; for our
current research we are looking at further analysis, asynchronous versions of SGD and more provably
optimal methods for constructing meta-batches.
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