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The Hamiltonian mean-field model is a system of fully coupled rotators which exhibits
a second-order phase transition at some critical energy in its canonical ensemble. We
investigate the case where the interaction between the rotors is governed by a time-
dependent coupling matrix. Our numerical study reveals a shift in the critical point due
to the temporal modulation.The shift in the critical point is shown to be independent
of the modulation frequency above some threshold value, whereas the impact of the
amplitude of modulation is dominant. In the microcanonical ensemble, the system with
constant coupling reaches a quasi-stationary state at an energy near the critical point.
Our result indicates that the quasi-stationary state subsists in presence of such temporal
modulation of the coupling parameter.
Keywords: Hamiltonian Mean Field Model; Temporal modulation.
1. Introduction
Hamiltonian mean field model (HMF) represents a conservative system with long-
range interactions of particles moving on a circle coupled by a repulsive or attractive
cosine potential.1–4 This coupled rotator system exhibits several unusual proper-
ties, such as the presence of quasi-stationary states (QSS) characterized by anoma-
lous diffusion, vanishing Lyapunov exponents, non-Gaussian velocity distributions,
aging and fractal-like phase space structure etc.5 The underlying physics of this
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coupled system explains several real-life phenomena in free electron lasers,6 rar-
efied plasmas,7,8 beam particle dynamics, the gravitational many-body problem.9
This system is an example of long-range interaction and shows a second-order phase
transition from a clustered phase to a gaseous one (where the particles are homo-
geneously distributed on a circle) as a function of energy. Prior to its equilibrium
state, the system presents several interesting features. For example, if the particles
are prepared in a “water bag” initial state, the relaxation to the equilibrium be-
comes very slow.10–17 The relaxation time of this quasi-stationary states diverges
with the system size N . In our present work, we introduce a temporal perturbation
to the coupling and investigate the effect on the critical point and QSS. Our present
work is focussed on the effect on the equilibrium phase transition. However, we have
briefly discussed the out-of-equilibrium phase transition and report non-Gaussian
velocity distribution in presence of the temporal modulation. Our numerical inves-
tigation qualitatively discusses the finite size effect on the relaxation time in this
context.
In conventional HMF model, the moments of inertia of the rotors
are usually considered to be time independent, identical, isotropic and they are
equally interacting to all other rotors.1,18–20 Such simplified model with uniform
constant coupling provided several important insights about systems with long-
range interaction. However, interactions are rarely uniform and heterogeneity in
the coupling strength is more realistic in real-life for a system with long-range
interaction e.g., stars and self-gravitating system has heterogeneous mass distribu-
tion, vortices in 2D turbulence have a heterogeneous circulation. The interaction is
encoded in the coupling matrix and network topology of this matrix plays a crucial
role in determining the critical behaviour of this thermodynamic system. It has
been reported that the critical energy depends on the network parameter in such
a system.21–23 Some recent studies have shown that spectral properties of coupling
matrix plays significant role in the synchronization of this system.24,25 HMF model
on Erdo¨s-Renyi networks was studied in Ref.26 Nigris-Leoncini23 studied the model
with Watt-Strogatz small-world network.27 Importance of link density in a network
to understand such a system with long-range interaction has been addressed in
Ref.26,28,29
A natural question is, what happens when the elements of the coupling matrix
are time-dependent? How does it influence the second-order phase transition? What
about the quasi-stationary state in presence of this imposed temporal modulation?
In order to address this issue, we consider a HMF model where each element of the
coupling matrix is temporally and periodically modulated. Although a majority of
works in such long-range system focus on static networks, there are applications
where coupling strength and network topology can vary in time.30–33 A recent in-
teresting study by Petit et al.34 shows how tuning the topology of a time-varying
network leads to the emergence of self-organised pattern in the system. Another
research work35 discusses time-varying network topology in the context of synchro-
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nization. In this paper, our focus is on the effect of the temporal modulation on the
phase transition in HMF model and in its inequilibrium state. The coupling is taken
in such a way that it is always positive in magnitude. For the HMF model with
constant coupling, we observe a second-order phase transition in its canonical en-
sembles at the critical energy Uc ≈ 0.75. In contrast to that, it occurs at Uc ≈ 0.49
for the temporally modulated case. We perform N-body numerical simulations to
study the system. Our numerical analysis shows that the system is insensitive to the
change of the modulation frequency above a certain threshold value, whereas, the
effect of amplitude is dominant. Finite size effect, trapping probability have been
discussed in this context. In addition to that, our numerical study of the dynamics
of the microcanonical ensemble hints at the persistence of QSS state in presence of
the imposed modulation. We report the presence of symmetric bump in the velocity
profile and qualitatively discuss the finite size effect on the relaxation time in the
QSS regime.
The rest of the paper is organized as follows. In Sec. 2 we introduce the standard
HMF model and HMF model with periodic modulation. We present our numerical
results in Sec. 3. In Sec.4 we have drawn conclusions from the numerical results.
2. Model
The Hamiltonian describing the HMF model with constant coupling is given by
H =
N∑
i=1
p2i
2
+

2N
N∑
i,j=1
(1− cos(φi − φj)) = K + V, (1)
where φi ∈ [−pi, pi] is the angle that particle i makes with a reference axis and pi
stands for its conjugate momentum. This is a system of identical particles on a
circle of unit mass or a classical XY rotor system with infinite range coupling. For
 > 0 (attractive), the rotor tends to align (ferromagnetic case) whereas for  < 0
(repulsive), spin tends to anti-align (anti-ferromagnetic case). The first term is the
kinetic energy K and the second term V is the interaction energy which is scaled
by the total number of particles N to make it thermodynamically stable. The 1/N
factor in the potential energy makes the energy extensive (Kac prescription) and
justify the validity of mean field approximation in the limit N →∞.
To understand the physical meaning of this system, the standard method is to
consider a mean field vector M
M = Meiφ =
1
N
N∑
i=1
mi, (2)
where, mi = (cosφi, sinφi).
1 M and φ are modulus and phase of the order param-
eter which specifies the clustering of particles or for XY model, it is the magneti-
zation. The potential energy can be rewritten as a sum of single particle potentials
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vi
V =
1
2
N∑
i=1
vi, vi = 1−M cos(φi − ϕ). (3)
This model is exactly solvable at equilibrium, where a second-order phase transition
is observed. The transition is from a low energy condensed phase or ferromagnetic
phase with M 6= 0, to a high energy phase or paramagnetic phase with M = 0. The
transition can be quantified from the caloric curve
U =
∂(βf)
∂β
=
1
2β
+

2
(1−M2), (4)
where β = 1/KBT , KB being the Boltzmann constant. Considering  = 1, β = 2,
a transition is found at U = Uc = 0.75. At variance with this scenario, we observe
several departures from this if we introduce a temporal modulation to the coupling.
We consider the modulation of the form (t) = |a cosωt|. Hamiltonian governing
this problem is given by
H =
N∑
i=1
p2i
2
+
(t)
2N
N∑
i,j=1
(1− cos(φi − φj)) = K + V (t). (5)
Assuming the similar mean filed vector, we write the Hamiltonian for this model as
H(t) =
N∑
i=1
p2i
2
+ (t)M
N∑
i=1
(1− cos(φi − ϕ)). (6)
Therefore, the equations of motion for this system are
φ˙i = pi, (7a)
p˙i = −(t)M
N∑
i=i
cos(φi − ϕ). (7b)
These equations are essentially Eq. of motion for fully coupled driven pendula. In
the next section, we would integrate these equations to study the dynamics of the
system.
3. Numerical results
In order to study the effect of temporal modulation to the coupling parameter, we
integrated the equation of motion (Eq. 7) numerically by adopting RK4 algorithm
with a fixed time step dt = 0.01 and total integration time tf = 1000, which
includes a period during which transients decay. Initial configuration was chosen
as follows : positions of individual particles φi are uniformly distributed over the
circle with a zero mean value and all the momenta pi are scaled in to attain the
desired initial total energy E. To obtain the asymptotic behaviour, we computed
the time-average for both magnetization M and kinetic energy T once the transient
lapses. It should be mentioned that the transients depend on the system size N
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and total initial energy E which we have checked for individual cases. However, the
typical integration steps to reach a good convergence was of the order of 105 and
averaging was performed for 103 time steps to calculate M and T . Magnetization
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Fig. 1. (a) Modulus of magnetization M as a function of initial energy U = H/N for N = 1000.
Each point is numerically obtained after averaging over 20 different initial conditions. Inset figure
shows how the magnetization is deviated in the modulated case from the constant coupling case.
(b) Variation of kinetic energy T = 2〈K〉/N as a function of initial energy U for N = 1000. Each
point corresponds to averaging over different initial conditions (typically 20). Inset figure shows
the deviation of kinetic energy(T ) from the constant coupling case.
M is calculated using Eq. 2. Here, we considered the system size N = 1000 and
kept a = 1. In order to analyze the finite size effects, we vary the system size from
N = 80 to N = 2000 when ω = 10. Fig. 2 shows variation of average magnetization
vs energy per particle for different system size. For each system size, there is a
order-disorder transition at Uc ≈ 0.49± δ, where δ is O(10−3). However, increasing
the system size N the magnetization gradually falls down to zero for U > Uc.
Fig.1 displays the absolute magnetization M as a function of initial energy
U(E/N) per particle for both ω = 0 and ω 6= 0. Here, we have shown specifi-
cally for ω = 10, and 20. We observe that in both cases the system undergoes a
phase transition from a ferromagnetic/clustered phase with M 6= 0 to a paramag-
netic/homogeneous phase reaching M ≈ 0 at some critical values of initial energy
U . It is known that for ω = 0, critical energy is Uc = 0.75 and critical temperature
Tc = 0.5 separating the two phases.
36 Our numerical study shows Uc ≈ 0.76 for
ω = 0 and for both ω = 10 and ω = 20, Uc = 0.49. Critical energy Uc is calculated
by linear-curve fitting method. The deviation from the ω = 0 case in the M vs U
curve is shown in inset figure of Fig. 1. Note that it is maximum around Uc. We
vary amplitude a and frequency of modulation ω and obtain the critical point Uc
and compare the results with ω = 0 case. The shift of the critical point Uc for the
system is found to be insensitive to ω above ω = 2 which is shown in Fig. 3(b). This
can be understood from the variation of the integrand f(t) with the modulating
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Fig. 2. Figure plots modulus of magnetization M as a function of initial energy U for N = 80
to 2000. Symbols represents M vs U plot for different system size N . Each point is numerically
simulated and averaged over value of 20 different initial conditions. Parameters are a = 1, ω = 10.
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Fig. 3. (a) Variation of critical point Uc with amplitude of modulation a for ω = 0 and ω = 10.
Solid line corresponds to constant coupling case and dot-dashed line represents the variation for
temporally modulated case. (b) Figure shows variation of the critical point(Uc) with frequency of
modulation. Inset figure shows modulus of M vs U plots for different modulation frequencies (ω).
In both cases, system size N = 103. Averaging was done typically over 20 different realizations.
For each case, Uc is obtained by linear curve-fitting method.
frequency as shown in Fig.4. The variation of the function f(t) is negligible com-
pared to the mean value of f(t) when ω > 2. The effect of amplitude is, in contrast,
dominant. We compare the variation of Uc with the change in a for both cases. In
both cases, Uc changes linearly with a with different slopes as shown in Fig. 3(a).
To explore more about the dynamics of the particles and distribution of energy
among them, we calculated trapping probability following Ref.1 This is an analogous
quantity to activity parameter .37 The particles are catagorised into (i) high energy
particles (HEP) having energy ei > (1 + M) and (ii) low energy particles (LEP)
having energy ei < (1 + M). The fraction of LEP i.e., NLEP/N is defined as the
trapping probability once the system reaches equilibrium. NLEP are the particles
which belong to the regime within the separatrix in the phase space of Eq. 7. In
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function ε(t) as a function of time(t). The change in the value of function for ω > 2 is 10−2 which
is negligible compared to the mean value of it.
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Fig. 5. Trapping probability p(U) as a function of energy U = H/N . Symbols refer to p(U) for
ω = 0, 10 and 20. Each point represents numerically calculated p(U) over typically 20 different
realizations. The horizontal straight segment is drawn to show the regime p(U) ≈ 1, where most
of the particles are trapped.The other segment guides the eyes through decreasing values of p(U).
the phase space, the energy of the particles at the separatrix is (1 + M). Parti-
cles having energy below this remains bounded within the separatrix (subcritical
regime), whereas, higher energy particles can visit the whole circle (supercritical
regime). Fig. 5 plots the energy dependence of trapping probability p(U). We con-
sidered system size N = 10000 for estimating p(U). The horizontal segment in the
figure represents the energy regime when p(U) ≈ 1, implying that majority of the
particles are trapped in the subcritical regime. Beyond that energy, p(U) gradually
decreases and reaches zero at some critical value, say U = Uc. Once Uc is crossed,
all particle achieves sufficient kinetic energy to visit the full circle, clustering breaks
May 6, 2019 9:7 WSPC/INSTRUCTION FILE ws-mplb
8 Authors’ Names
down and the system reaches a paramagnetic state.
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Fig. 6. (a) Time evolution of T = 2〈K〉/N for different initial conditions for ω = 0 (20 initial
conditions shown in Fig.). Initial energy is U = 0.69. Parameters are: N = 500, a = 1.0. After
initial quick cooling the system reaches a plateau for a long time and then reaches its equilibrium
temperature. (b) Time evolution of T = 2〈K〉/N for the energy density U = 0.4 with different
initial conditions (we have shown 20 in this figure) when ω = 10. Parameters are : N = 500, a = 1.0.
After initial quick cooling the system reaches a plateau for a long time and then reaches its
equilibrium temperature.
Now we turn to the nonequilibrium properties of this model. One of the intrigu-
ing features of systems with long range interaction is the presence of quasistationary
states - a state which is dynamically created and the lifetime depends on the sys-
tem size N .5,12–14,38–40 The characeteristics of the QSS states depend on the initial
configuration of the system.19 Microcanonical molecular dynamics simulations have
shown that just below the energy density of the critical point (Uc) of the phase tran-
sition, the system reaches a QSS state, lifetime of which diverges with system size
10 0 10 2 10 4
Time
0.15
0.2
0.25
0.3
0.35
0.4
0.45
T
N = 5000
N = 2000
N = 1000
N = 500
N = 100
Fig. 7. (Color online) Time evolution of temperature T for different initial condition when ω = 10.
Symbol represents different system sizes. Each point represents averaging over 1000 different initial
conditions. Initial energy is U = 0.4 (before critical point Uc ≈ 0.49) and initial magnetization
M0 = 1.
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N . Therefore, it indicates that if thermodynamic limit is considered, the system
cannot relax towards Boltzmann-Gibbs equilibrium and will remain trapped in the
QSS state. Noticeably, in the QSS state, the velocity distribution of the system is
not Maxwellian.5 This phenomenolgy is widely observed in systems with long range
interaction such as galaxy dynamics,41 free electron lasers42 and 2D electron plas-
mas.43 This property of non-Gaussian velocity distribution has been interpreted
in the framework of the statistical theory of the Vlasov equation which was first
introduced in the context of astrophysical and 2D Euler turbulence.9,44 It has been
analytically proved that the QSS can be understood within a dynamical approach
based on Vlasov equation.18 In fact, in the N →∞ limit, the one particle distribu-
tion of a specific class follows this model, which HMF model belongs to. The Vlasov
equation governing the N-particle dynamics is given by
∂f
∂t
+ p
∂f
∂φ
− ∂V
∂φ
∂V
∂p
= 0, (8)
where f(φ, p, t) is the microscopic one-particle distribution. The stationary solution
of this equation was understood on the theoretical framework of Lynden-Bell’s an-
alytical approach.9 We expect that this approach is applicable for the modulated
case as well. For ω = 0 and a = 1, the system reduces to HMF model with uni-
form constant coupling parameter. Hence, Lyndell-Bell approach can be adopted
in the modulated case as well. For ω 6= 0, V is modulated in Eq.8 by a temporal
perturbation. However, the velocity profile we observe is a time averaged value over
a certain time-span. Hence, we expect similar behaviour (modified by a constant
factor) in the velocity profile even when ω 6= 0.
The energy density mostly considered in the literature is 0.69, at equilibrium
M ≈ 0.31 which corresponds to a temperature T ≈ 0.475. Generally the initial con-
ditions considered are those which correspond to either m = 1 or m = 0. However,
QSS states with different kind of initial conditions have also been investigated.19
To realize this QSS state, “water bag” we consider inital conditions which consists
of particles uniformly distributed in a rectangle [−φ0, φ0] × [−p0, p0] in the (φ, p)
plane. The associated magnetization and specific energy are M = M0 = sinφ0/φ0
and U =
p20
6 +
1−M20
2 . Once started with this set of initial conditions, the system gets
frozen in the QSS state as discussed above. We simulate Eq. 5 and show the time
evolution of T = 2〈K〉N in Fig. 6. For ω = 0, the temperature plateaux are shown
for U = 0.69, N = 1000 in Fig. 6(a) (energy value where the anomaly is reported
to be more evident). To understand the effect of the temporal modulation on this
anomalous behaviour, we performed the simulation for ω = 10 and the energy is
kept just below Uc which is 0.4 (for this case, Uc ≈ 0.49). Fig. 6(a) shows that the
QSS appears in the modulated case as well and reaches the equilibrium value after
certain relaxation period. To observe the effect of system size we vary N = 100 to
N = 5000 and show the time evolution of T (in log scale) in Fig.7.
For the constant coupling case, two symmetric bumps appear in the velocity
distribution which is not a transient feature but a collective phenomenon.45 The
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Fig. 8. (Color online) Velocity distribution functions (f(p)).Solid lines stand for f(p) when ω = 0
whereas, dashed lines stand for f(p) when ω = 10. Panels (a), (b), (c) represents f(p) for initial
magnetization M0 = 0.3, 0.5 and 0.7 respectively in log-linear scale. Panel (d) shows M = 0.3 in
linear scale. The curves are computed for single realization with N = 5 × 104 in the time range
90 < t < 100.
formation of cluster of particles with opposite constant velocities starts early and
the situation prevails during the following time. However, if initial magnetization
is increased, two bumps disappear and tend to merge to a single bump. A simple
dynamical argument has been provided in Ref.46 One-particle Hamiltonian can be
written as U = p
2
2 −(Mx cosφ+My sinφ). For short times, φ ≈ φ0+pt. Eventually
Mx ≈ (sin δφ sin δpt) and My ≈ 0. Hence, the energy becomes
U(φ, p) =
p2
2
+
 sin δφ
2δφδpt
(
sin(φ− δpt) + sin(φ+ δpt)
)
, (9)
which implies one particle interacting with two waves of phase velocities ±δp. De-
pending on the initial condition, the particle is trapped in one of the two resonances.
In Fig.8, we have shown the velocity distribution for both ω = 0 and ω = 10. We
consider, a = 1, N = 50000, U = 0.88. We observe presence of the symmetric bumps
in the velocity distribution for the unperturbed case and unperturbed case as well.
4. Discussion
In this paper, we explored the effect of temporal modulation of the coupling param-
eter in HMF model. The equation (Eq.7) governing this model essentially represents
the equation of motion for a fully coupled driven pendula. The similar mathematical
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representation is shared by driven Bose Hubbard Hamiltonian (BHH) model where
the potential is temporally modulated.47 Experimental realization of this kind of
modulation in Bose Hubbard model is possible with the aid of optical lattice set-up.
Temporal modulation to the potential could be introduced by varying the intensity
of the counter propagating lasers forming the optical lattice. In several previous
studies, this kind of temporal modulation in BHH model has been discussed in
different contexts.48,49 In such a set-up, amplitude and frequency of modulation
can be controlled precisely. Motivated by these studies, we introduced the temporal
modulation to the HMF model, studied the effect in its equilibrium and prior to
equilibrium state and compared with the constant coupling case.
In order to study the system, N-body numerical simulations were carried out. We
focus on the effect of the temporal modulation in the equilibrium phase transition.
We observe a shift in the critical point from the constant coupling case. The shift in
Uc is independent of the modulation frequency for ω > 2. The effect of amplitude of
modulation a is, however, dominant. We also show the finite size effect on the shift
of the critical point in this context. From the trapping probability we found that
for the modulated case the particles achieve kinetic energy enough to visit the full
circle much before the Uc for the constant coupling case. Hence, clustered phase is
lost and the system reaches a homogeneous phase.
Prior to its equilibrium, our numerical results show that the QSS persists even
in the presence of the proposed modulation for the HMF model. A symmetric
bump is observed in the velocity distribution for the temporally modulated case as
well. For the constant coupling case, previous studies have discussed a phase transi-
tion between homogeneous and inhomogenous QSS.46,50,51 At initial magnetization
M0 = 0.897, for U = 0.69 a bifurcation appears. Below this critical value of initial
magnetization, the maximum entropy principle predics a zero magnetization(MQSS)
value. However, above this point, MQSS develops a nonzero value. Numerical anal-
ysis can be performed to observe the effect of temporal modulation in this out-of-
equilibrium phase transition in the system.
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