Variable-fidelity modelling has been utilized in several engineering optimization studies to construct surrogate models. However, similar approaches have received much less attention in coastal aquifer management problems. Avariable-fidelity optimization framework was developed utilizing a lowerfidelity and computationally cheap model of seawater intrusion, based on the sharp interface assumption, and a simple correction process. The variable-fidelity method was compared to the direct optimization with the high-fidelity variable density and salt transport model and to conventional surrogate-based optimization. The surrogate-based approaches were embedded into the operations of an evolutionary algorithm to implement an efficient online update of the surrogate models and control the feasibility of the optimal solutions. Multiple independent optimization runs were performed to provide more insightful comparison outcomes. Although the variable-fidelity method found a better optimum than the conventional approach, the overall sample statistics showed that the surrogate-based optimization frameworks performed equally well and provided good approximations to the highfidelity solution. Despite the potential for an improved exploration of the optimal search space by using the variable-fidelity method, the conventional approach had a 30% faster average convergence time.
Introduction
The seawater intrusion phenomenon is a common problem of coastal aquifers, particularly for semi-arid areas where low recharge and increased groundwater extraction threatens the sustainability of freshwater resources (Petalas et al. 2009 ). Typically, simulation-optimization routines based on seawater intrusion models and optimization algorithms, are utilized to calculate maximum groundwater abstraction subject to constraints that control the landward advancement of seawater (Singh 2014) . Variable density and salt transport (VDST) numerical models have been effectively employed in several seawater intrusion studies (e.g. Kerrou et al. 2013; Mahmoodzadeh et al. 2014) , however, the resulting computational cost hinders their use in simulation-optimization frameworks for coastal aquifer management.
To reduce the computational burden, recent coastal aquifer management studies have used surrogate modelling techniques to emulate the response of VDST models and enable a computationally tractable optimization model (Sreekanth and Datta 2015) . The use of surrogate modelling in the various engineering optimization problems is often reported as surrogate-based optimization (SBO) (Forrester and Keane 2009 ). Common practice is to create first a space-filling design for the input data and then run the expensive computer models to obtain the required quantity of interest. The surrogate models are then constructed based on these input-output data (Razavi et al. 2012) . Given that the trained surrogate models have attained a reasonable level of accuracy, they are used to provide fast approximations of the original numerical model response to unseen data (Forrester et al. 2008) . The successful construction of a surrogate model largely depends on the size and the spread of the sampling design. However, it is often impractical to use a large sample of input-output data from the original computer models due to computational restrictions. In those cases, it is more effective and efficient to update the initial surrogate model with new training points by utilizing an iterative process (Regis 2011; Zhou et al. 2017 ).
Significant improvements on the computational requirements for coastal aquifer management have been achieved through the application of the so-called adaptive SBO frameworks (e.g. Kourakos and Mantoglou 2009; Papadopoulou et al. 2010; Christelis et al. 2017; Song et al. 2018) . Several surrogate modelling techniques have been proposed in the coastal aquifer management literature including artificial neural networks Huang and Chiu 2018) , genetic programming (Sreekanth and Datta 2011) , evolutionary polynomial regression (Hussain et al. 2015) , Gaussian process models (Rajabi and Ketabchi 2017), radial basis functions (Christelis and Mantoglou 2016a) , fuzzy inference systems (Roy and Datta 2017a) , multivariate adaptive regression splines (Roy and Datta 2017b) and support vector machine regression (Lal and Datta 2018) .
Often, the exploration of the optimal search space may be informed by simpler, computationally efficient models which simulate the physical system at a lower-fidelity level (Forrester et al. 2008) . This possibility has motivated the development of variable-fidelity or multifidelity optimization (Robinson et al. 2006) . Under this framework, surrogate models are constructed using faster lower fidelity models which may share the same physics with the computationally expensive high-fidelity models but are less accurate in terms of grid resolution, convergence criteria, dimensionality, or can be conceptual simplifications of the physical system (Razavi et al. 2012; Asher et al. 2015) . Numerous variable-fidelity frameworks have been developed in the field of electromagnetic simulations through the application of the space mapping technique (Bandler et al. 1994; Koziel et al. 2006) , as well as, in aerospace engineering utilizing response correction techniques (e.g. Alexandrov et al. 2001; Gano et al. 2004 ). Most of the times, the variable-fidelity methods involve the construction of a surrogate model which combines the available fidelity levels and corrects the less accurate but fast lower-fidelity models towards the response of the high-fidelity model (Park et al. 2017) .
Since lower-fidelity models utilize their embedded knowledge of the physical system to produce an output, they may offer some benefits for the implementation of SBO (Kennedy and O'Hagan 2000; Koziel and Leifsson 2016) . That is, the lower-fidelity model is capable to explain part of the high-fidelity model behavior which in turn may effectively direct the SBO algorithm to promising regions. It is possible though, that the differences between the lowerfidelity and the high-fidelity model to be significant. In that case, the surrogate model may have to approximate abrupt changes in the variable-fidelity data which can be addressed by applying an informative sampling strategy (Zhou et al. 2016) . It should be noted that a variable-fidelity SBO may add computational effort and this must always be considered as a possible drawback. Therefore, it is convenient to employ lower-fidelity models which retain a certain degree of accuracy while being much faster that the high-fidelity model.
In the case of seawater intrusion simulation, a coarse taxonomy of the fidelity levels may consider VDST models as high-fidelity models. Then, seawater intrusion models that neglect dispersion mechanisms but simulate saltwater movement (Essaid 1986) or coastal aquifer flow with density variations (Bakker 2003) , may represent lower levels of fidelity. An additional simplification and thus an even lower-fidelity level could be defined by sharp interface models which assume static seawater (Strack 1976; Mantoglou et al. 2004; Koussis et al. 2012) . Obviously, there are other fidelity levels that could be identified in a seawater intrusion simulation framework (VDST models of coarser resolution, steady-state instead of transient coastal aquifer models, etc). In their recent review paper, Sreekanth and Datta (2015) do not report any variable-fidelity applications developed for coastal aquifer management. In the context of variable-fidelity optimization for coastal aquifer management, Christelis and Mantoglou (2016b) recently proposed a method which adaptively corrects the density ratio of a lower-fidelity sharp interface model to adjust its response towards that of the high-fidelity VDST model. Although not explicitly formulated in their work, that approach has some similarities to the implicit space mapping method, but it lacks proper convergence and it is mostly capable of quickly locating promising solutions.
Given the little investigation of variable-fidelity methods in coastal aquifer management, the present work, implements such an approach for a single-objective pumping optimization problem. Here, VDST numerical simulations represent the high-fidelity data whereas a sharp interface model, based on the single-potential formulation of Strack (1976) , is employed as a lower-fidelity model. The latter is a simple and computationally efficient model of seawater intrusion which has been employed in several studies to develop simulation-optimization routines (e.g. Mantoglou et al. 2004; Karatzas and Dokou 2015) . Therefore, it is worthwhile to investigate its applicability in variablefidelity optimization frameworks for coastal aquifer management. For comparison purposes, the performance of the variable-fidelity optimization method is evaluated against direct optimization with the VDST model and against conventional SBO with radial basis functions as surrogate models. To enable a more comprehensive comparison among the proposed methods, multiple independent runs of the SBO frameworks are performed. To the best of authors' knowledge, this is the first study in coastal aquifer management which employs a variable-fidelity optimization strategy for reducing the computational cost of the VDST-based optimization and compares its applicability against conventional SBO approaches.
Coastal Aquifer Simulation and Pumping Optimization
A brief discussion follows regarding the coastal aquifer simulation models that were used in this study. The mathematical formulation of these models has been extensively presented in the relevant literature and it is omitted here for brevity.
The Seawater Intrusion Models
VDST models emulate dispersion mechanisms and density variability in space and are considered high-fidelity approximations of coastal aquifer processes (Dokou and Karatzas 2012) . The 3D simulations of variable density and salt transport dynamics are based on numerical codes which solve a coupled system of partial differential equations ). VDST modelling is considered a computationally expensive task due to the spatial and time discretization requirements of the solute transport step . In the present paper, the HydroGeoSphere numerical code (Graf and Therrien 2005 ) was used to simulate seawater intrusion. HydroGeoSphere applies the control volume finite element method with adaptive time-stepping to solve the coupled system of flow and transport equations and utilizes a Picard iteration scheme to cycle between them (Therrien et al. 2006) . Thereinafter, the VDST model will be interchangeably called high-fidelity model.
Sharp interface models based on Ghyben-Herzberg approximation and the single-potential formulation of Strack (1976) , are considered as lower-fidelity models since they neglect density variability in space and mixing between freshwater and saltwater. Seawater is assumed static and aquifer flow is horizontal and steady-state. Thus, the dimensionality of the seawater intrusion simulation is reduced to a simple 2D flow equation problem (Mantoglou et al. 2004) . Several comprehensive theoretical presentations of the sharp interface approximation can be found elsewhere in the literature (e.g. Strack 1976; Cheng and Quazar 1999) . Here, we apply the numerical solution of the flow problem for coastal aquifers of finite size as described in Mantoglou et al. (2004) . Thereinafter, the sharp interface model will be interchangeably called lower-fidelity model.
Coastal Aquifer Model Settings
The numerical simulations are based on an illustrative coastal aquifer model of rectangular shape, which approximates a real aquifer at the Greek Island of Kalymnos (Mantoglou et al. 2004) . The dimensions of the coastal aquifer model are x = 7000m, y = 3000m while the aquifer thickness is z = 25m. Unconfined, steady-state and saturated flow conditions are assumed and the aquifer is replenished by both recharge and lateral fluxes. Table 1 summarizes the basic input parameters for both the VDST and the sharp interface numerical models. K x , K y , K z : hydraulic conductivities, R gw : total aquifer recharge, α L , α T : longitudinal and transverse dispersivity values, Δ x , Δ y , Δ z : grid discretization settings, *: not applicable.
In the absence of real-world data, the dispersivity values for the VDST model were selected to facilitate the setup of a faster VDST model since spatial discretization is related to the dispersivity values via the mesh Peclet number. Note that due to the exploratory nature of this work, multiple runs are performed for the SBO frameworks to take into account the stochastic nature of the evolutionary algorithm and produce an insightful comparison output. In that sense, a relatively fast VDST model is required to realize such a demanding computational 
Pumping Optimization Based on the Seawater Intrusion Models
VDST and sharp interface models do not share the same physics and thus, they differ in terms of input parameters and output variables. VDST simulations provide a salinity concentration field for the calculation of seawater intrusion. On the contrary, the output from the sharp interface model is a single-potential flow field which is used to calculate the Btoe^of interface (Mantoglou et al. 2004) . The formulation of the optimization problem is presented for nonlinear constraint functions considering fully penetrating pumping wells. The VDSTbased optimization is mathematically defined as follows:
where M is the number of pumping wells, Q i represents the individual pumping rate, xw i is the horizontal distance of the well from the coastline, x cmax i is the horizontal distance of the isosalinity line cmax from the coast as a function of the pumping rates, and Q min and Q max define the lower and upper limits of pumping rates, respectively. Therefore, the problem is set as the maximization of the extracted groundwater amount by M pumping wells, subject to constraints that maintain the levels of salinity concentration in pumped groundwater up to a potable limit cmax. The maximum salinity level of c max = 35mg/lt, was selected to formulate the highfidelity constraint functions.
The corresponding optimization formulation for the sharp interface models is:
where the set of the constraint functions do not allow the Btoe^of the interface x toe to reach the location of pumping wells (Mantoglou et al. 2004 ). The variable x toe i is the horizontal distance of the toe from the coast, as a function of the pumping rates. In this study, the evolutionary annealing-simplex (EAS) algorithm (Efstratiadis and Koutsoyiannis 2002) was used to solve the optimization problems defined in (1) and (2) . To apply heuristic optimization, the nonlinear constraints are embedded in the objective function using penalty terms. Here, the objective function is penalized according to the following formulation for the VDST model ):
where M v represents the number of pumping wells that the constraint is violated. A similar formulation is defined for the sharp interface model:
The few parameters that must be initially set for the EAS algorithm were defined according to Efstratiadis and Koutsoyiannis (2002) and Tsoukalas et al. (2016) . Thus, the initial population size is set to n pop = 8M, the two annealing schedule control parameters to λp = 0.95 and ψ = 2, the mutation probability is set to mp = 0.1 and the convergence criterion to ε = 10 −4 . For all optimization frameworks the termination criteria are met if the convergence criterion ε equals its pre-set value or the number of maximum objective function evaluations equal n max = 100n pop .
3 Development of the SBO Frameworks
The Conventional Approach
As mentioned in the introduction section there are various surrogate models that can be employed for SBO. Here, cubic radial basis function (RBF) models are utilized. RBF models have been successfully applied in several SBO studies (e.g. Mugunthan et al. 2005; Sun et al. 2011; Tsoukalas et al. 2016; Christelis et al. 2017) . The training time of cubic RBF surrogate models has a low computational cost which is desirable for the development of a SBOframework. In addition, RBF models are interpolating surrogates which means that they pass through all training data, a favourable feature for approximating the deterministic computer outputs produced in the present work. 
Here, the cubic form is applied, where ϕ(r) = r 3 , λ 1 , ..., λ m ∈ R are coefficients to be determined, and p(Q) is a linear polynomial whose coefficients also need to be determined. To obtain the coefficients in the above cubic RBF model the matrix Φ ∈ R M x M is defined where 
In the present study, new training points are added to the initial sampling plan by evaluating the VDST model whenever the surrogate models find a new better solution during the optimization algorithm operations. Whereas this is not considered as a global SBO approach, it can efficiently locate near global optimal solutions and it has been successfully applied in previous single-objective pumping optimization studies of coastal aquifers (Kourakos and Mantoglou 2009 is obtained from the initial simulation with the VDST model without pumping. This could be avoided in a certain degree if we add more training points in the initial sampling design. However here, it was used as an additional model-based criterion to retrain the RBF models during optimization. A summary of the adaptive SBO framework is given below: 
The Variable-Fidelity Approach
Previous seawater intrusion studies have demonstrated that the sharp interface model utilized here, provides conservative estimations of the optimal pumping rates compared to the VDST model (Pool and Carrera 2011; Kopsiaftis et al. 2017 ). An example is shown in Fig. 1 for a specific input Q where the sharp interface model output shows a more severe landward advancement of the seawater wedge.
In a previous study, Pool and Carrera (2011) developed an empirical correction for the sharp interface model to better match the maximum pumping rates calculated from the VDST models. Practically, a modified density ratio for the sharp interface model of Strack (1976) is calculated based on the aquifer depth B and the transverse dispersivity value α T defined in the VDST model as follows (see Pool and Carrera 2011) :
where ε is the saltwater-freshwater density ratio defined as ε = (ρ s − ρ f )/ρ f , with ρ s being the saltwater density and ρ f the freshwater density. Lu and Werner (2013) proposed that the exponent in Eq. (7) could be changed to 1/4. However, as it is discussed in Christelis and Mantoglou (2016b) different pumping stresses may require different modifications of the density ratio to achieve a better match for the two models in a pumping optimization problem. Here, for comparison purposes, the variable-fidelity optimization framework is also implemented using the sharp interface model corrected by the different values of the density ratio proposed in Pool and Carrera (2011) and Lu and Werner (2013) . Furthermore, all 3 sharp interface models considered here, are also utilized to formulate an ensemble surrogate where each of the sharp interface model response is given an equal weight. This is to investigate if the combination of the variable-fidelity data with a simple averaging approach can improve the exploration of the optimal search space. Several response correction techniques have been suggested in the literature such as multiplicative or additive formulations (Leary et al. 2003) . A simple correction process can be modeled by any approximation model (e.g. radial basis functions, kriging, etc.) which is fitted, for example, to the ratio R HF /R LF or to the difference R HF − R LF , with R HF and R LF being the high-fidelity and lower-fidelity model responses, respectively (Forrester et al. 2008) . Let 
For each pumping well, a unique RBF model S is constructed. This scaling model between the lower-fidelity and the high-fidelity data, may be reconstructed during optimization, if the Fig. 1 Advancement of seawater intrusion as simulated by the VDST and the sharp interface model for the same set of pumping rates evaluation with the high-fidelity model indicates a poor performance of the corrected LF model (Thokala and Martins 2007) . A similar adaptive SBO framework with the conventional approach is also used for the variable-fidelity optimization strategy:
1. Use LHS design to provide the initial m training points Q (1) , Q (2) 
Results and Discussion
Since EAS is a probabilistic optimization method, a set of 30 independent optimization runs was used for each SBO approach to build more confidence among the optimal results. Furthermore, for each optimization run a different initial training set was produced with the VDST model and it was applied as initial population for the EAS algorithm. Thus, for each run, all surrogate models were trained under the same sampling design and the optimal solutions were also based on the same initial population to ensure a fair comparison among them. To handle the computational burden, a single run was executed for each of the direct optimization with the VDST and the sharp interface models. This is also justified by the robust performance of EAS in previous coastal aquifer management studies with these models (Christelis and Mantoglou 2016a) . For convenience, the optimization frameworks are henceforth referred with their abbreviated names as follows: Table 2 presents the summary statistics of the SBO runs along with the results from direct optimization with the seawater intrusion models.
As expected, EAS-LF produced the lowest best objective function value, since the sharp interface model tends to overestimate seawater intrusion and therefore lower maximum pumping rates are calculated (Pool and Carrera 2011) . On the contrary, EAS-LF-PC and EAS-LF-LW provided higher optimal solutions than EAS-LF since the modification of the density ratio allows for larger groundwater extraction. Note that the optimal solutions obtained from the sharp interface models were evaluated using the VDST model. This is because EAS-LF, EAS-LF-PC and EAS-LF-LW frameworks do not involve any high-fidelity VDST runs. Thus, their optimal solutions were evaluated with the VDST model to check if they are feasible based on the set of constraints which are defined on the VDST model. The EAS-LF solutions were feasible but the EAS-LF-PC and EAS-LF-LW violated the constraints for the VDST model. Nevertheless, the above results do not conclude that EAS-LF-PC or EAS-LF-LW optimization would generally fail to provide feasible optimal solutions. The corrections proposed in Pool and Carrera (2011) and Lu and Werner (2013) constitute one-off corrections of the sharp interface model and the latter may approximate different parts of the dispersive zone of the VDST model depending also on the hydraulic parameter sets in both models. Therefore, other salinity levels defined in the VDSTbased optimization may be satisfied by the solutions produced from EAS-LF-PC or EAS-LF-LW.
It cannot be ignored that these approaches can potentially provide information for regions with good local optima for the VDST model. As also shown in Table 2 , EAS-RBF was the most computationally efficient method among the SBO frameworks, requiring less than two hours to converge. It also came second on providing the best objective function value after EAS-VF. The variable-fidelity methods in general, required approximately 30% more computational time to converge than the conventional EAS-RBF approach. The ensemble approach (EAS-VF-ENS) provided the highest median but also had the largest computational cost among the SBO methods. Figure 2 presents the distribution of the optimal solutions via box plot visualization for a more detailed comparison of the SBO frameworks.
As demonstrated the interval endpoints of the boxplot notches appear to overlap which implies that the medians of the SBO frameworks probably do not exhibit any statistically significant difference. Although the SBO sample runs are limited due to computational restrictions, a one-way analysis of variance (ANOVA) test also provided a p value of 0.18 which increases the belief that for the case studied here the medians are not significantly different at a 5% significance level. It is interesting to see the average percentage of the successful predictions of feasible solutions with the surrogate models as these were evaluated by the VDST model during the operations of the optimization algorithm (Table 3) . That is, how many of the constraint function predictions from the surrogates were feasible whenever the VDST was called by the SBO algorithm to evaluate the current solution. The EAS-VF-ENS has a higher percentage than the other SBO methods while the other variable-fidelity methods (EAS-VF, EAS-VF-PC and EAS-VF-LW) demonstrate similar performance but not as good as the conventional EAS-RBF approach. Given, the similar statistical performance of all the SBO frameworks it appears that even the less accurate constructed surrogate models can still drive the optimization algorithm to good optimal solutions.
Conclusions
The problem of pumping optimization of coastal aquifers was solved considering direct optimization, as well as, SBO methods to reduce the computational cost derived from variable density and salt transport simulations. The SBO methods were developed using an adaptive framework by embedding the surrogate model update process in the operations of an evolutionary optimization algorithm. A conventional and a variable-fidelity surrogate model approach were employed. The objective was to identify whether a variable-fidelity approach which utilizes a simple scaling function that corrects the lower-fidelity models can outperform the conventional SBO and provide good approximations to the direct high-fidelity optimization. The variable-fidelity method was developed using the sharp interface assumption and the single-potential formulation of Strack (1976) , as well as variations of this model based on recent proposed correction factors. In addition, an ensemble surrogate model, based on a simple averaging approach, was constructed by using all the variations of the sharp interface model. Results demonstrated that the SBO approaches performed equally well and found optimal solutions close to those obtained from the direct optimization with the high-fidelity VDST model. The computational gains by applying the SBO methods were above 90% of the computational time from the VDST-based optimization. Although the variable-fidelity approach provided the best optimal solution and the highest median, it also added computational cost. Furthermore, the overall sample statistics implied that there wasn't a statistically significant difference among the medians of the SBO methods. The combination of all sharp interface models to form an ensemble surrogate model reduced the spread of the solutions and provided the highest median but failed to find the best objective function value among the SBO frameworks. The overall understanding is that given the lower computational cost of the conventional SBO approach, the variable-fidelity method followed in this study couldn't provide strong evidence than can perform better based on the derived sample statistics.
However, the results here are limited to the coastal aquifer model settings that were adopted in this study. It is of practical interest to investigate if variable-fidelity methods can provide an effective alternative to SBO for coastal aquifer management studies by testing other model settings and different correction and enhancement techniques of lower-fidelity seawater intrusion models. Future work will focus on utilizing other levels of fidelity apart from the sharp interface assumption, as well as investigating the construction of efficient surrogate ensembles based on models of variablefidelity.
