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Introduction
Quantum systems show unique features such as interference phenomena and entangle-
ment, which could be very useful to design and develop reliable quantum-based technolo-
gies. As a matter of fact, in a near future these new kind of technologies are expected
to lead to a broad range of applications, e.g. high precision metrology devices, quantum
computation and comunication tools, and possibly novel and more efficient solar energy
conversion systems.
The ability to exploit quantum phenomena depends on the capability to preserve quan-
tum coherence properties for long time scales and to control and manipulate them for
specific tasks. Towards this goal one needs the theory of quantum control under the
challenge to develop, experimentally as well as theoretically, the tools for its reliable
implementation.
It is well known that quantum systems unavoidably interact with the external uncon-
trollable environment which introduces noise in the system dynamics. Indeed, this
interaction generally leads to decoherence phenomena which, loosely speaking, consist
in the loss of energy and information from the system to the environment. Quantum
phenomena can disappear or be radically modified as a consequence of this noisy inter-
action. Therefore a suitable approach to control quantum systems is based on the idea
to isolate them as much as possible from the noisy environment and interact with them
through noiseless and well-controlled external physical systems, such as laser fields. The
latter perspective is pursued in the framework of coherent quantum control to arbitrarily
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manipulate quantum systems. From this point of view the presence of a noisy environ-
ment is obviously detrimental.
Here, we follow the opposite approach for which the noise, far from being always dis-
advantageous, could be instead benefical to drive quantum systems in a controlled way.
Moreover, a deeper understanding of the interaction between complex noisy environ-
ments and quantum systems could be very interesting from a technological point of
view for two reasons. The first one is obviously that the ubiquitous presence of envi-
ronmental noise would no longer be an obstacle to exploit quantum phenomena. The
second one is that the noise gives rise to the promising perspective to use a unique
physical system to implement different functionalities just by modifying some external
parameters governing the system-environment noisy interaction. It is worth to say that
both appoaches above, namely the coherent quantum control and the noise-induced con-
trol, are not mutually exclusive. For instance, a deeper knowledge of the noise-system
interaction can lead to more realistic protocols based on coherent quantum control.
Despite the great generality of these schemes, within this thesis we will apply the idea of
noise-based control to the subject of quantum transport across complex networks. En-
ergy and information transport phenomena are fundamental and ubiquitous in nature as
they appear in many areas of science from biology and physics to sociology. Moreover,
they are the basis for many technologies so that a deeper understanding of their features
could be essential not only to fully describe many aspects of nature but also to improve
or create new technological tools.
At a quantum level, transport phenomena manifest surprising features naturally arising
from quantum interference between different paths of evoution. This leads, for instance,
to the capability to explore larger spaces in shorter times when compared to the classi-
cal case. Moreover, it has been recently pointed out that noisy environmnents can help
energy transport across networks. This phenomenon, usually referred as Noise-Assisted-
Transport (NAT), is therefore a paradigmatic example of noise quantum control.
2
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We will adress the problem in the context of single-particle noisy quantum transport on
networks of different topology. Our aim consists in a deeper understanding of the key
mechanisms by searching and finding simple principles connecting transport properties
to system features in the presence of noise. We will specifically analyze how to optimize
the efficiency of energy transport, which is a central aspect characterizing all transport
processes. This quantity depends on a few factors, namely the geometry of the under-
lying networks, the nature of its costituents e.g. two-level systems, and the interaction
between the system and its environment. The latter, as we will extensively show, will
play a key role to influence the properties of quantum transport. In other words, we will
focus on this system-environment noisy interaction to analyze its effect on the efficiency
of energy transfer.
This topic has received great attention and renewed interest in recent years. For in-
stance, the study of photosynthetic complexes has stimulated many theoretical as well
as experimental works on this subject[1],[2],[3],[4],[5].Ultrafast spectroscopy experiments
evidenced the presence of quantum coherence over unexpected time scales even under
physiological conditions, while theoretical works have suggested that the very high,
almost perfect transport efficiency of these biocomplexes, could arise from a fruitful
interplay of coherent evolution of the energy excitation among the complex and the de-
cohering vibrational environment. Now it is strongly believed that, during the last four
billions of years, evolution intensely shaped photosynthetic complexes in such a way to
maximize transport efficiency, under natural conditions, exploiting quantum laws in a
very remarkable way. In fact, such photosynthetic complexes can be viewed as paradig-
matic examples of noise-driven quantum systems realized by Nature.
It is worth to note that a deeper understanding of basic principles of such an efficient
energy transport, as performed by these living systems, could be helpful to develop new
technologies, which often rely on the transport of energy and information in a noisy en-
vironment. For instance, it could lead to design very efficient artificial light harvesters
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or perhaps novel bio-inspired quantum computing architectures.
The study of quantum transport phenomena on noisy complex networks is therefore of
technological interest as well as foundational for quantum mechanics. It has been ex-
tensively investigated by using different models of noisy quantum transport and various
topologies. Numerous surprising results emerged and the underlying basic mechanisms
were found but because the great complexity of these phenomena a full understanding
is still missing.
As we will discuss in great detail throughout this thesis, we will focus on quantum inter-
ference phenomena on complex networks by changing the underlying topology and we
will explore different models of environmental noise. Then, we will finally discuss some
general findings. Specifically, an interesting correlation between efficiency maximization
and delocalization properties will be pointed out and the general topic of noise-driven
quantum systems, as applied to transport phenomena, will be discussed.
This thesis is organized as follows. A first part, in which the topic of noisy quantum
transport is presented and the theoretical tools, to properly deal with it, are introduced.
Then, there is a second (original) part, in which our analysis leads to understand specific
mechanisms sustaining optimal quantum transport phenomena.
In particular, in this first chapter we characterize some paradigmatic examples of noise-
driven quantum systems, namely some kinds of photosynthetic antennas, capable to
convert solar energy to chemical energy with the remarkable afore-mentioned efficiency
of about 99%, by exploiting quantum transport in a decohering complex environment.
Then the second and third chapters are devoted, respectively, to present the theory of
open quantum systems, and to introduce some elements of network theory. Finally,
within the fourth chapter two models of noisy quantum walks over general networks are
discussed.
Regarding the second part, instead, within the fifth and the sixth chapters, optimal
4
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noisy environments are found and their properties extensively analyzed. A general cor-
relation between efficiency maximization and coherent delocalization is investigated, and
an optimal protocol for quantum transport is proposed. Finally, in the seventh and last
chapter more involved models of noisy environments are introduced and discussed. In-
deed, we show how certain models of noise can modify the effective network topology,
therefore presenting the idea of topological control by manipulating the external noise.
Finally general conclusions are presented.
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Chapter 1
Quantum biology
Basically all of the energy that is used in the biosphere comes directly or indirectly from
natural photosynthesis, which is understood to encompass the various processes by which
living organisms utilize sunlight to produce chemical energy to survive. Because of its
fundamental importance in cellular energetics, photosynthesis has been the subject of
great evolutionary pressure such that, amidst a deep overall similarity, many variants
have been developed in the competition for habitats and efficiency. A key feature, shared
by all these variants, is the presence of specific biocomplexes, called photosynthetic
antennas, which are highly optimized in transferring the energy of the absorbed photons
to a reaction center with an astonishing efficiency above 95%.
Despite the complexity of all the photosynthetic processes, we will focus only on the
description of the particular initial step performed by these photosynthetic antennas,
namely the optimized electronic excitation energy transport. A better understanding
of the design and function of natural photosynthetic light-harvesting systems is likely
to play a central role in future research, mainly in the perspective of new bio-inspired
quantum technologies for clean energies and quantum computation.
From this general point of view, we will show several models possibly underlying such
efficient energy transport. More precisely, recently observed photosynthetic complexes
6
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found in plants and in some bacteria are paradigmatic realizations of highly optimized
noise-assisted energy quantum transport based on the fruitful interplay between noisy
environment and quantum features.
1.1 Light-harvesting systems
We will describe here the mostly investigated photosynthetic complex, namely the so
called Fenna-Mattews-Olson (FMO) antennas. We will discuss their transport efficiency,
the nature of the surrounding environment and we will focus on the fundamental exper-
imental evidence of quantum interference in the transport process.
FMO complexes are a type of pigment protein complexes found in some bacteria named
as green sulphur bacteria, that are also considered one of the main candidates as progen-
itor of life on Earth. These complexes are composed by three equal structures, each of
which consists in a protein scaffold which contains seven photoactive molecules, called
chromophores, mutually coupled by dipolar interactions one of which is linked to a
reaction center, a molecule where biochemical energy storage is initiated by a charge
separation event. These chromophores absorb thermal radiation photons in the ocean
floor, where green sulphur bacteria live, by means of electronic excitations. The latter
move across the network of chromophores towards the reaction center, where they are
irreversibly trapped. It has been observed that this energy transfer is realized on a
time scale of few picoseconds with the remarkable efficiency of about 99%, even under
physiological (hot and wet) conditions.
In this high-temperature regime the chromophore’s network strongly interacts with the
protein scaffold through a quasi-continuum of phonon modes and this naturally suggests
that energy motion should be subject to fast decoherence. Therefore, until recent years,
it was supposed that such energy migration was propery understood by using the classi-
cal Fo¨rster theory. This describes the incoherent transport of excitations over networks
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of molecules interacting electrostatically. Indeed it provides the correct framework to
evaluate quantum mechanical rates of incoherent energy transfer between two neighbor-
ing molecules, called donors and acceptors, which are coupled by dipolar interaction.
This transfer is based on the mechanism, referred to as Fo¨rster Resonance Energy Trans-
fer (FRET), which essentially consists in the emission, from the donor molecule, of a
virtual photon subsequently absorbed by the acceptor molecule.
Figure 1.1: The light-harvesting apparatus of green sulphur bacteria and the FMO pro-
tein. One of the seven chromophores, embedded in a noisy protein scaffold, is electron-
ically excited by absorbing a photon. Due to dipolar interaction, these chromophores
exchange the excitation among them, until the excitation is absorbed by the reaction
center (Image from [6]).
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Thanks to the development of femtosecond laser technologies in the last few decades, the
dynamics of the energy migration in photosynthetic complexes has been experimentally
probed over times of tens of femtoseconds. The resulting experimental data could not
be explained by using the afore-mentioned Fo¨rster theory, so that different models of
energy transport became necessary. Specifically, as we will briefly summarize below how
these data have shown the evidence of wavelike energy transfer through quantum coher-
ence in photosynthetic systems. In other terms, there was the first direct observation of
quantum coherence in photosynthetic systems involved the FMO bacterio-chlorophyll
complexes, found in green sulphur bacteria. They were experimentally investigated by
exploiting ultrafast laser spectroscopy, over time scales of tens of femtoseconds, as re-
ported in [7].
This main result was really surprising. Indeed, as argued with the help of some mod-
els of decoherence [8, 9], before it was generally believed that coherences, under the
above experimental conditions, should be destroyed very rapidly over few tens of fem-
toseconds, while they lasted several picoseconds. This gave rise to the new research
field known nowadays as Quantum Biology. Other groups repeatedly have observed the
so called long-lived coherences in FMO complexes as well as in other photosynthetic
systems. Furthermore, many experimental studies have confirmed, in recent years, the
presence of quantum coherence, even at physiological temperature. On the top of that,
theoretical studies have shown that the additional presence of noise and its intricate in-
terplay with quantum coherence were necessary to explain the remarkable high efficiency
[1],[2],[3],[4],[5].
1.2 Long-lived quantum coherences
Photosynthetic light-harvesting complexes, as mentioned above, represent paradigmatic
examples of highly optimized quantum energy transport. We will briefly describe the
9
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key phenomenon of long-lived quantum coherences which characterizes these systems.
Specifically, we will overview the experimetal set-up used to observe the signature of
quantum beating in FMO antennas.
The concept of quantum coherence is a consequence of the superposition principle of
quantum mechanics. Any signatures of quantum coherence, as referred to a specific
physical system, are a manifestation of the underlying quantum dynamics. In partic-
ular, quantum coherences can be experimentally detected by means of their influence
on the expectation values of a measured observable Oˆ. Coherences are the off-diagonal
elements of system’s density matrix ρˆ. Expectation values 〈Oˆ〉 are evaluated as the trace
of the product between ρˆ and Oˆ. Therefore, in order to detect coherences, we need to
select an observable Oˆ which is not diagonalized by the same basis that diagonalizes
ρˆ. In this way off-diagonal ρij can contribute to the measure and the fluctuations of
coherences will reflect in the oscillating behaviour of the expectation value 〈Oˆ〉. These
oscillations are named as ”quantum beats” and are an ubiquitous manifestation of quan-
tum coherent evolution.
In the specific case of photosynthetic complexes these oscillations are related to the
measure of the electrodynamic polarization, via the dipole operator, as it is realized
through spectroscopic experiments. However, only with the advent of femtosecond laser
technologies, it has been possible to observe quantum system evolution on a time scale of
tens of femtoseconds, over which quantum beating oscillations in photosynthetic com-
plexes can be detected. Specifically, many of these complexes, even at physiological
temperature, have been probed by using the so-called two-dimensional electronic spec-
troscopy (2DES) and quantum beating has been observed. This particular spectroscopic
set-up generates, as experimental data, two-dimensional absorption spectra. Now, with-
out going into details of the experimental set up employed to obtain the above spectra,
we summarize its main aspects. A typical spectroscopic experiment is based on the
interaction between the sample and a laser field composed by one or more pulses. This
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ingoing laser field excites the sample, which in turn generates a measurable electric field.
Hence, to detect quantum beatings, we should be able to observe contributions to this
measurable electric field, due to the coherent motion of excitations over the network of
chromophores. To do that, they exploit 2DES by interpreting the experimental data
through the response function theory. Usually, in these experiments the Fourier trans-
form of third-order response function is used to relate the microscopic dynamics to 2D
spectra. The latter, in turn, results from the interaction between the sample and three
ultrashort laser pulses temporarilly separated by two delay times. Then, the interaction
between the systems and these laser pulses produces the fourth emergent signal which
is measured and Fourier transformed with respect to both delay times. In the following
picture the scheme of this spectroscopic set-up is shown.
Figure 1.2: Two-dimensional electronic spectroscopy set-up. A series of three ultrashort
laser pulses excite the sample. The emerging electric signal is measured and fourier
transformed with respect to the two delay times between three pulses, so that 2D spectra
are obtained.
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These spectroscopic set-ups, when applied to photosynthetic complexes, generates 2D
spectra by which we gain information about the microscopic dynamics of excitations in
the transfering phenomenon. Below, we show an example of these data.
Figure 1.3: Two-dimensional electronic spectra of FMO at different times, showing the
presence of quantum beating lasting for hundreds of femtoseconds (Image from [7]).
In Fig. (1.3) we can see 2D spectra at different times. Each of those manifests diagonal
peaks as well as off-diagonal peaks. Moreover the amplitudes of these peaks varies with
time as we can observe through the sequence of spectra. The theoretical formalism of
response function theory allows one to relate oscillating cross-peaks with the quantum
coherent contribution to the observed signal. In other words quantum beating naturally
emerges as oscillating off-diagonal peaks in 2D spectra. Furthermore, we can see how
cross-peaks appear up to almost a picosecond, from which the name of long-lived quan-
12
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tum coherences in FMO photosynthetic complexes derives.
As mentioned, this evidence for wavelike energy transfer through quantum coherence
in photosynthetic systems stimulated considerable scientific interest and has induced
further theoretical as well as experimental studies.
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Chapter 2
Theory of open quantum systems
2.1 From closed to open quantum systems
Quantum transport phenomena through complex noisy environment are naturally de-
scribed within the formalism of open quantum systems. Now, before presenting how
noisy quantum transport can be treated, we will introduce this formalism in some detail
from a general point of view.
Real physical systems never appear perfectly isolated. They always interact with the
surrounding environment, which in turn influence them in a non-negligible way. All
quantum systems, exchanging energy and information with their external environment,
will be referred to as open quantum systems. Actually, all systems should be treated
within this framework, since the only isolated system is represented by the whole uni-
verse.
Moreover, there is another reason which leads to this formalism. Behind the description
of any quantum system lies the fact that, to empirically test its properties, it should
be subjected to some uncontrollable interactions with a measuring apparatus which un-
aivodably affects it. Thus even in standard quantum mechanics this notion is present,
but it is hidden within the measurement event. In other words, the notion of open
14
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quantum system is already implicit in quantum theory through the process of quantum
measurement. However, as known, we can avoid to explicitly take it into account, as it
is usually done in the basic formulation of quantum mechanics.
Now, in this chapter we will show how this framework naturally emerges from quantum
theory just by assuming that it holds for the all universe as a whole. Then, assum-
ing some hyphoteses, we will obtain a simple equation, i.e. the Gorini-Kossakowsky-
Sudarshan-Lindblad master equation, which describes the dynamics of most open quan-
tum systems. Finally, we will discuss some general properties regarding their evolution,
such as the increase of quantum entropy.
Once derived all these tools, we will apply them to noisy quantum transport.
2.2 From closed to open quantum systems
Before introducing the formalism of open quantum systems, we will briefly summarize
some fundamental equations describing any closed quantum system. We will deal with
two important features, i.e. the unitarity of the Hamitonian dynamics and the descrip-
tion of composite quantum systems. Mostly from these properties, indeed, we will derive
the description of open quantum systems.
2.2.1 Unitary evolution
Closed quantum systems are ideally isolated systems, i.e. they do not exchange energy
and information with any other physical system, since they not interact at all with the
surrounding environment.
As known, closed quantum systems can be described by state vectors |ψ〉 in Hilbert
spaces H, evolving according to the Schro¨dinger equation
i
d
dt
|ψ (t)〉 = Hˆ (t) |ψ (t)〉 , (2.1)
15
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or equivalently by density matrices ρˆ = |ψ〉 〈ψ|, obeying the von Liouville-von Neumann
equation
i
d
dt
ρˆ (t) = [Hˆ (t) , ρˆ (t)], (2.2)
where we have used ~ = 1, and with Hˆ (t) being the Hamiltonian operator.
From these equations it follows that any closed quantum system evolves unitarily in a
fully reversible way, as the maps connecting state vectors at different times are expressed
by invertible unitary operators
|ψ (t)〉 = Uˆ(t, t0) |ψ(t0)〉 , (2.3)
as we can see by their well-known time-ordered exponential representation
Uˆ(t, t0) = Te
−i ∫ tt0 Hˆ(t′)dt′ , (2.4)
that is manifestly unitary and therefore invertible, given the hermiticity of the Hamil-
tonian operator. Here T is the time-ordering operator.
At the level of density matrices, the above equations simply generalize to
ρˆ (t) = Uˆ(t, t0)ρˆ(t0)Uˆ
†(t, t0), (2.5)
and obviously this presents on invertible map acting on density matrices.
As we will show below, this fundamental reversibility property of Hamiltonian dynamics
of closed quantum systems will be lost for open quantum systems.
2.2.2 Subsystems and reduced density matrices
The notion of composite quantum systems plays a key role in theory of open quantum
systems and entanglement. Therefore, we will shortly present this. Here, we will concen-
trate on the relation between measurable properties of a subsystem, once the dynamics
of the composite one is known.
The concept of composite quantum system is very general, since it really depends on the
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fact that we can always split the whole set of interacting degrees of freedom, describing
the composite system, to many subsets of interacting degrees of freedom that can be
considered as a subsystem. From this general point of view, many composite quan-
tum systems, such as molecules, composed of distinguishable particles, or even simply
different kinds of degrees of freedom of one object such as spin and position, can be
considered as subsystems.
According to quantum theory, Hilbert space HS is assigned to each system S. When
there are N quantum systems S1, . . . ,SN , the whole composite quantum system is de-
scribed by the tensor product of the respective Hilbert spaces, i.e. H = H1 ⊗ · · · ⊗HN .
A system made up from two subsystems will be then described by the Hilbert space
H = H1 ⊗H2, which leads to all states having the following form
|ψ〉 =
∑
n,m
cnm |ψ(1)n 〉 ⊗ |ψ(2)m 〉 , (2.6)
where {|ψ(1)n 〉} and {|ψ(2)m 〉} are orthonormal bases of H1 and H2, while cnm are complex
numbers.
By the following definition of tensor product between two generic operators Aˆ(1) and
Aˆ(2), acting indipendently on H1 and H2, respectively,
(Aˆ(1) ⊗ Aˆ(2))(|ψ(1)n 〉 ⊗ |ψ(2)m 〉) ≡ (Aˆ(1) |ψ(1)n 〉)⊗ (Aˆ(2) |ψ(2)m 〉), (2.7)
all observables, associated to hermitian operators, regarding separately subsystems S1
and S2, take the general forms
Oˆ(1) ⊗ I(2), (2.8)
I(1) ⊗ Oˆ(2), (2.9)
where Oˆ(i) and I(i) are operators and identity on Hi, respectively.
Thus a subsystem S1 is singled out by the fact that all measurements that we can
perform on it are represented by hermitian operators of the form above.
Now, assuming the knowledge of the total system’s density opertor ρˆ(t), is it actually
17
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possible to describe a subsystem in such a way that all its measurable properties are
determined only by means of its own degrees of freedom?
To better specify this question, let us introduce D(H), i.e. the space of density matrices
defined on a Hilbert space H, which consists of all positive semi-definite operators with
unit trace. Denoting as Tri{Qˆ} the trace of any operator Qˆ on the Hilbert space Hi
with the orthonormal basis |ψin〉, i.e.
Tri{Qˆ} =
∑
n
〈ψin| Qˆ |ψin〉 , (2.10)
does there exist a map φ(ρ) : D(H) 7→ D(H1), for which the relation
Tr{(Oˆ(1) ⊗ I(2))ρˆ} = Tr1{Oˆ(1)φ(ρˆ)} (2.11)
holds, for all observables belonging to subsystem S1?
The solution, leading to the notion of reduced density matrix, is unique and is achieved
by tracing out the degrees of freedom related to the other subsystems.
Therefore, in the case of two subsystems we will find
ρˆ1 = φ(ρˆ(1+2)) = Tr2{ρˆ(1+2)}, (2.12)
where the partial trace is defined by the identity 〈ψ|Tr2{ρˆ} |φ〉 =
∑
n 〈ψ ⊗ en| ρˆ |φ⊗ en〉,
with {en} being a complete orthonormal basis of H2, while |ψ〉 and |φ〉 are arbitrary
states of H1. Thus, tracing out all the degrees of freedom not related to the subsystem,
we obtain the only possible description of such subsystem, compatible with the demand
that all measurable properties could be predicted from it.
As we will see soon, the above definition of reduced density matrix is the basic object
in the open quantum system approach.
2.2.3 Reduced dynamics and CPTP maps
Any quantum system interacts more or less strongly with its surrounding environment
so that it has to be treated as an open quantum system.
18
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The composite quantum system, namely the environment together with the subsystem,
evolves unitarily according to the total Hamiltonian Hˆ, which in turn can be considered
as the sum of three parts, two concerning system and environment separately, and one
describing their mutual interaction, i.e.
Hˆ = HˆS ⊗ IE + IS ⊗ HˆE + HˆI , (2.13)
where HˆS describes the interaction between the degrees of freedom of the open system
in the Hilbert space HS, HˆE is the Hamiltonian of the environment, and finally HˆI is the
interaction Hamiltonian, which leads to the system-environment correlations, therefore
acting on the whole tensor product Hilbert space H = HS ⊗HE.
Figure 2.1: System environment interaction
19
CHAPTER 2. THEORY OF OPEN QUANTUM SYSTEMS
Moreover, as explained before, all possible observables of the form OˆS ⊗ IE can be fully
determined by means of the reduced density operator ρˆS = TrE{ρˆ(S+E)}, through the
formula 〈OˆS〉 = TrS{OˆS ρˆS}.
Consequently, once the reduced density operator is known at all time, a complete descrip-
tion of any open quantum system can be obtained. Indeed, from the unitary dynamics
of the total system ρˆ(t) = Uˆ(t, t0)ρˆ(t0)Uˆ
†(t, t0), by tracing out all environment degrees
of freedom, we formally get the open system quantum dynamics
ρˆS(t) = TrE{Uˆ(t, t0)ρˆ(t0)Uˆ †(t, t0)}, (2.14)
that is uniquely determined once the initial state ρˆ(t0) of the total system is given.
However, since often we do not have any access to the environment, we would like to
deal with the open system only, expressing ρˆS(t) as result of a map applied the initial
state ρˆS(t0) = TrE{ρˆ(t0)}. Therefore, we need an injective mapping F : D(HS) 7→
D(HS ⊗HE), in order to write equation (2.14) as follows
ρˆS(t) = TrE{Uˆ(t, t0)F(ρˆS(t0))Uˆ †(t, t0)}, (2.15)
requiring that at the initial time TrE{F(ρˆS(t0))} = ρˆS(t0) holds. This problem can be
solved by the ansatz
F(ρˆS) = ρˆS ⊗ ρˆE, (2.16)
with a fixed reference state of the environment ρˆE.
From the linearity of F one obtains the linearity of the reduced dynamics but also, as
it has been established, assuming linearity of F the product ansatz is the only solution.
The final result is then
ρˆS(t) = TrE{Uˆ(t)(ρˆS(0)⊗ ρˆE(0))Uˆ †(t)}, (2.17)
where we set equal to zero the initial time t0.
This equation leads to the notion of dynamical map Mt : D(HS) 7→ D(HS), where
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obviously
ρˆS(t) =Mt(ρˆS(0)) = TrE{Uˆ(t)(ρˆS(0)⊗ ρˆE(0))Uˆ †(t)}. (2.18)
Starting from this factorized initial state it finds the exact open quantum system evo-
lution, which will be no longer unitary but instead characterized by dynamically gener-
ated system-environment correlations, except for the trivial case of vanishing interaction
Hamiltonian HˆI .
Next we look into main features of these maps, without going in all mathematical de-
tails. Firstly, it can be shown that positive semi-definite density operators are mapped
into positive semi-definite operators, which are characterized by the following reduced
norm
Mt(ρˆS) > 0 if ρˆS > 0,
‖Mt(ρˆS)‖1 ≤ ‖ρˆS‖1, (2.19)
in the the sense of the trace norm ‖Oˆ‖1 = Tr{
√
Oˆ†Oˆ}. This last property is obviously
the one responsible for the loss of unitarity in the reduced dynamics of open quantum
systems.
Furthermore, by choosing a specific orthonormal basis ofHE, which yields to the spectral
decomposition of the fixed environment density operator ρˆE(0) =
∑
α λα |Eα〉 〈Eα| and
by using completeness relations, we can express the map as
Mt(ρˆS(0)) =
∑
α,β
〈Eα| Uˆ(t) |Eβ〉λαρˆS(0) 〈Eβ| Uˆ †(t) |Eα〉 (2.20)
so that, defining Kˆαβ(t) =
√
λα 〈Eα| Uˆ(t) |Eβ〉, being operator on HS , we can finally
write the dynamical map by means of the following so-called Kraus representation
Mt(ρˆS(0)) =
∑
α,β
Kˆαβ(t)ρˆS(0)Kˆ
†
αβ(t), (2.21)
21
CHAPTER 2. THEORY OF OPEN QUANTUM SYSTEMS
where the number of terms can be infinite.
Moreover, by using unitarity properties of Uˆ(t), completeness relations, and the equation∑
α λα = 1, it is now straightforward to find that the operators Kˆαβ(t) satisfy the
condition ∑
α,β
Kˆ†αβ(t)Kˆαβ(t) = IS , (2.22)
from which we obtain the trace preserving property of the dynamical map
Tr{Mt(ρˆS(0))} = Tr{ρˆS(0)} = 1, (2.23)
by means of the cyclic property of the trace.
Finally, it has been demonstrated that equation (2.21) implies that dynamical mapsMt
are completely-positive definite, a condition much stronger than the positivity which
can be formulated as follows.
GivenMt a positive definite map, acting on operators Oˆ1 defined on H1, and H2 a new
Hilbert space of arbitrary dimension, if also the combined map Mt ⊗ I2, which acts on
operators defined on the tensor product H1 ⊗H2 as follows
(Mt ⊗ IA)(
∑
i
Oˆ1 ⊗ Oˆ2) =
∑
i
Mt(Oˆ1)⊗ Oˆ2 (2.24)
is positive definite, then the map Mt will be defined as completely-positive definite.
Thus, complete positivity means that Mt maps positive operators of a composite sys-
tem to positive operators and we can consider this property as a physically reasonable
condition, since it can be interpreted as acting locally on one of two largely separated
systems without influencing the second one. Therefore dynamical maps, describing
the evolution of open quantum systems, are completely-positive-trace-preserving linear
maps (CPTP), as was first emphasized by Kraus [10, 11].
However, for completeness, we should underline that CPTP maps are also a consequence
of the initial factorized total state ρˆ(0) = ρˆS(0) ⊗ ρˆE(0), which in turn can be related,
through the linearity of maps Mt, to the request that the dynamics should commute
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with the mixing of density matrices. Instead, if the system and the environment are
initially correlated, then the resulting reduced dynamics may not be completely-positive.
2.3 Lindblad master equation
As outlined before, there are different main approaches to describe the time evolution of
an open quantum system, involving the concept of quantum dynamical maps or based
on quantum master equations. Obviously they are deeply related and lead to the same
open system description.
Here, we will derive a particular case of master equations, namely the Gorini-Kossakowsky-
Sudarshan-Lindblad master equation from the formalism of quantum dynamical maps
as well as from a microscopic derivation. The first approach somehow hides the physical
assumptions but is simpler on mathematically, while the second one allows us to more
clearly discuss the underlying physical approximations.
Summarizing the first approach, we will start defining dynamical maps connecting re-
duced density matrices at different times, and then derive their general representation
and properties. Finally, differentiating them with respect to time, we will obtain the
general expression for the generator of these maps under the hypothesis that they belong
to a one-parameter semigroup, called quantum dynamical semigroup.
The following derivation of the Lindblad equation, even if it captures its main features,
does not shows all the details of the rigorous mathematical proof shown in two indepen-
dent works by Lindblad, and by Gorini, Kossakowsky and Sudarshan in 1976 [12], [? ].
As discussed above, the reduced density matrix of an open quantum system is obtained
by tracing out the environmental degrees of freedom,
ρS(t) = TrE{ρ(t)}. (2.25)
Then, assuming that the initial state of the total system factorizes into the tensor
product of two states ρ(t0) = ρS(t0)⊗ ρE(t0), i.e. the open system and the environment
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are initially in pure states, mapping reduced density matrix at initial time ρS(t0) into
the ones at successive time ρS(t), is therefore
M(t) : S(HS) −→ S(HS), ρS(t) =M(t)ρS(t0), (2.26)
ρS(t) =M(t)ρS(t0) = TrE{U(t, t0) [ρS(t0)⊗ ρE(t0)]U †(t, t0)}, (2.27)
where U(t, t0) is the unitary time evolution operator of the total system acting on the
tensor product Hilbert space H = HS
⊗HE, being HS the subsystem Hilbert space
and HE the environment Hilbert space.
Now, choosing the orthonormal basis of HE, which yields the spectral decomposition
of evironment density matrix ρE(t0) =
∑
α λα |Eα〉 〈Eα|, and using the completeness
relations, we can express the trace as
M(t)ρS(t0) =
∑
α,β
〈Eα| U(t, t0) |Eβ〉λαρS(t0) 〈Eβ| U †(t, t0) |Eα〉 , (2.28)
so that, defining Kαβ(t) =
√
λα 〈Eα| U(t, t0) |Eβ〉 being operator on HS , we can finally
write the dynamical map by means of the fundamental Kraus representation
M(t)ρS(t0) =
∑
α,β
Kαβ(t)ρS(t0)K†αβ(t) (2.29)
showing us that the map M(t) can be viewed as a generalized quantum measurement,
as implied by the representation theorem due to Kraus [11].
Besides, using unitarity properties, completeness relation, and the equation
∑
α λα = 1,
it is now immediate to show that the operators Kαβ(t) satisfy the condition∑
α,β
K†αβ(t)Kαβ(t) = I (2.30)
from wich we obtain the aforementioned trace preserving property of the dynamical map
Tr{M(t)ρS(t0)} = Tr{ρS(t0)} = 1. (2.31)
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Let us now consider the hypothesis that these maps give rise to the quantum dynamical
one-parameter semigroup, i.e.
M(t1)M(t2) =M(t1 + t2), t1, t2 > 0. (2.32)
The above semigroup property assumption for the dynamical maps corresponds to the
Markovian nature of the system evolution as well as its homogeneity in time, namely the
dependence on the time difference only. Later we will describe in more detail the precise
physical conditions justifying the Markovian approximation. In fact, given a quantum
dynamical semigroup, there exists a linear map G, the generator of the semigroup, that
allows us to express the semigroup in exponential form,
M(t) = exp(Gt), (2.33)
from which we deduce a first-order differential equation for the reduced density matrix,
i.e.
d
dt
ρS(t) = GρS(t). (2.34)
Now if we differentiate with respect to time the above representation of M(t), we will
derive the most general expression of the quantum semigroup generator G, in the case
of finite dimensional Hilbert space HS , from which we can find the Markovian quantum
master equation in the Lindblad form.
Before differentiating M(t), however, it is useful to write down their Kraus representa-
tion employing the notion of Liouville space, described below, to decompose the Kraus
operators Kαβ(t) on an appropriate orthonormal basis.
Let us remind the notion of Liouville space. Given a Hilbert space H, the Liouville
space is the space of the Hilbert-Schmidt operators A in H, being those limited oper-
ators such that Tr{A†A} < ∞. Furthermore, provided with a norm inducing scalar
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product defined as (A,B) = Tr{A†B}, Liouville space becomes an Hilbert space itself.
For a finite-dimensional Hilbert space HS , such that dimHS = N , the related Liouville
space is a complex Hilbert space H of dimensions N2. With the help of the scalar prod-
uct defined above, we can choose an orthonormal basis of operators Li with i = 1...N2,
all of them being traceless exept the last, LN2 = 1√N IS , such that
(Li,Lj) = Tr{L†iLj} = δij. (2.35)
Then, using the associated completeness relation, we can decompose the Kraus operators
projecting them onto this basis
Kαβ(t) =
N2∑
i=1
Li(Li,Kαβ(t)). (2.36)
Hence, we are able to express the Kraus representation of the map in the new form
M(t)ρS(t0) =
N2∑
i,j=1
aij(t)LiρS(t0)L†j, (2.37)
where aij(t) =
∑
α,β [(Li,Kαβ(t))(Lj,Kαβ(t))∗]. Since aij = a∗ji, the matrix a = (aij)
is Hermitian. In order to argue that it is also positive semi-definite, we can use the
bilinearity property of the scalar product to see that for all vectors |v〉 in H we have
〈v| a |v〉 > 0, i.e.∑
i,j
aijv
∗
i vj =
∑
α,β
{(
∑
i
viLi,Kαβ(t))(
∑
j
vjLj,Kαβ(t))∗} =
∑
α,β
|(
∑
i
viLi,Kαβ(t))|2 > 0.
(2.38)
Now, if we differentiate the Hermitian, positive semi-definite matrix a = (aij), we will
obtain the desired general representation of the quantum semigroup generator G.
However, before doing that, it is useful to split the above expression ofM(t) into three
parts:
1
N
aN2N2(t)ρS(t0) +
1√
N
N2∑
i=1
{aiN2(t)LiρS(t0) + aN2i(t)ρS(t0)L†i}+
N2−1∑
i,j=1
aij(t)LiρS(t0)L†j.
(2.39)
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Finally, just differentiating these terms with respect to time and reorganising the first
two terms by means of a commutator and an anticommutator, we will derive the desired
equation, imposing the trace preserving property of the dynamical map, i.e.
GρS = lim
→0
{M()ρS − ρS

}. (2.40)
We define
γN2N2 = lim
→0
aN2N2()−N

, γiN2 = lim
→0
aiN2()

, γij = lim
→0
aij()

, (2.41)
from which it follows that, being a = (aij) Hermitian positive semi-definite, the matrix
γ = (γij) shares these properties as well. Then we introduce the operator
L =
N2−1∑
i=1
γiN2LiN2 , (2.42)
which we use to define new operators A = 1
2N
γN2N2IS + 12(L+L†) and B = 12i(L†−L).
These allow us to represent the generator G in the following form
GρS = i[B, ρS ] + {A, ρS}+
N2−1∑
i,j=1
γijLiρSL†j. (2.43)
Making use of the trace preserving property of the map M, which means in turn that
TrS{GρS} = 0, we deduce that for all density matrices ρS we should have
TrS{(2A+
N2−1∑
i,j=1
γijL†jLi)ρS} = 0, (2.44)
that is
A = −1
2
N2−1∑
i,j=1
γijL†jLi. (2.45)
From that we obtain the final expression for the most general representation of the
quantum generator G in the case of finite-dimensional Hilbert space HS for an open
quantum system, that is the Markovian Lindblad quantum master equation:
GρS = d
dt
ρS = −i[B, ρS ]−
N2−1∑
i,j=1
γij
[
LiρSL†j +
1
2
{L†jLi, ρS}
]
. (2.46)
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Besides, since the commutator term is antihermitian, such that it generates the unitary
part of the system evolution, we have to identify B with the effective system Hamiltonian
H (in units of ~), while the second term, generating non-unitary evolution, is generally
called dissipator D:
d
dt
ρS = − i~ [H, ρS ] +D(ρS). (2.47)
Let us point out that the operator H cannot be identified with the free Hamiltonian of
the reduced system HS , as it may contain additional terms coming from the coupling
with the environment. Regarding the dissipator term instead, we stress that diagonal-
izing D into D′, which is always possible since γ = (γij) is hermitian,
D′(ρS) =
N2−1∑
k=1
dkk(RkρSR†k −
1
2
{R†kRk, ρS}). (2.48)
We can interpret the diagonal matrix d = (dkk) as the one containing the relaxation rates
of the different decay modes of the open quantum system. The latter can be derived
from the correlations functions of the environment, as we will discuss later on the basis
of a deeper understanding of the phyical assumptions concerning the above equation of
motion.
As mentioned earlier, in fact, it will be useful to follow another derivation of the same
Lindblad equation to better understand the underlying physical hypotheses and con-
sequently the physical meanings of the various terms. Moreover, it is desirable, from
a fundamental and theoretical perspective, to show how we can derive the quantum
Markovian master equation from the microscopic Hamiltonian dynamics of the total
system.
Given a quantum system S living in the Hilbert spaceHS and coupled to an environment
E through the interaction Hamiltonian HˆI , the most general form of HˆI is
HˆI =
∑
α
Aα ⊗Bα, (2.49)
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where the operators Aα = A
†
α and Bα = B
†
α act, respectively, on HS and HE.
For simplicity, throughout the following microscopic derivation of the Lindblad equa-
tion, we will use the interaction picture of quantum mechanics so that, denoting the
interaction picture operators by bold characters, the total system density matrix obeys
the von Neumann equation (~ = 1):
d
dt
ρ(t) = −i[HI(t),ρ(t)], (2.50)
or in integral form
ρ(t) = ρ(0)− i
∫ t
0
[HI(t
′),ρ(t′)]dt′. (2.51)
Now, inserting this form into Liouville-von Neumann equation and performing the par-
tial trace over the environment degrees of freedom, we obtain the following integro-
differential equation, still exact but not in a closed form, since the right-hand side
contains the full density matrix at all previous times ρ(t′) and not only ρS(t
′),
d
dt
ρS(t) = −iT rE{[HI(t), ρ(0)]} −
∫ t
0
TrE{HI(t), [HI(t′),ρ(t′)]]}dt′. (2.52)
We are ready to impose some physical approximations to simplify this equation. First
of all, we assume that the coupling between the system and the environment is suffi-
cently weak so that we can neglect the influence of the system on a large embedding
environment. It is worth to note that this hypothesis does not mean that there are
no environmental exitations caused by the system, but that these ones do not play
any significant role in the system evolution and can be neglected. This approximation,
generally known as Born approximation, permits us to close the above equation. It is
represented by
ρ(t) ≈ ρS(t)⊗ ρE(0). (2.53)
Furthermore, we want to implement the Markovian approximation, namely the fact that
the physical system at present time t does not depend on its full history but only on
its state at an infinitesimally earlier time. For this reason the Markovianity condition is
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often called the memoryless approximation.
The Markov approximation is physically justified only if the the time scale τS , over
which the system appreciably varies, is very large in comparison with τE, the environ-
ment correlation function decay time, i.e. τS  τE.
Usually this hypothesis is performed in two steps, firstly just replacing the system den-
sity matrix at all times ρS(t
′) with that one at present time ρS(t), the first Markov
approximation,
d
dt
ρS(t) = −iT rE{[HI(t), ρ(0)]} −
∫ t
0
TrE{HI(t), [HI(t′),ρS(t)⊗ ρE(0)]]}dt′, (2.54)
and secondly to assume the independence of system evolution from the initial condition
through the second Markov approximation; we thus change time variables, t′ 7→ t− t′,
and change the integration time interval [0, t] go to [0,∞). It is reasonable if the inte-
grand goes to zero rapidly. i.e. if correlation functions decay rapidly (τS  τE). then
one has
d
dt
ρS(t) = −iT rE{[HI(t), ρ(0)]} −
∫ ∞
0
TrE{HI(t), [HI(t− t′),ρS(t)⊗ ρE(0)]]}dt′.
(2.55)
Given the above Born-Markov approximation, now we need to decompose the interaction
Hamilonian into a set of operators, the time dependence of which can be approximated.
They will allow us to explicitly write down the final form of the Lindblad equation.
Let us take the most general form of the interaction Hamiltonian in the Schro¨dinger
picture,
HI =
∑
α
Aα ⊗ Bα, (2.56)
where Aα and Bα are Hermitian operators on HS and HE respectively.
Supposing for simplicity that the system Hamiltonian HS has a discrete spectrum {i}
and denoting as Π(i) the projector onto the eigenspace belonging to eigenvalue i, we
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define the new operators
Aα(ω) =
∑
ij: ω=j−i
Π(i)AαΠ(j) , A†α(ω) =
∑
ij: ω=j−i
Π(j)A†αΠ(i), (2.57)
we decompose the interaction Hamiltonian HI , using
Aα =
∑
ω
Aα(ω) =
∑
ω
A†α(ω). (2.58)
Then, thanks to the simple commutation relations with the system Hamiltonian HS
[HS ,Aα(ω)] = −ωAα(ω) , [HS ,A†α(ω)] = +ωA†α(ω), (2.59)
we note that
[HS ,A†α(ω)Aβ(ω)] = 0, (2.60)
and, finally, in the interaction picture their equations of motion can be integrated yield-
ing the explicit solutions:
Aα(ω, t) = e−iωtAα(ω) , A†α(ω, t) = eiωtA†α(ω), (2.61)
which satisfy Aα(ω, t) = A†α(−ω, t).
With these operators we can finally express the interaction Hamiltonian as
HI(t) =
∑
α,ω
e−iωtAα(ω)⊗Bα(t) =
∑
α,ω
eiωtA†α(ω)⊗B†α(t).
Recalling the equation of motion up to second order in HI , one gets
d
dt
ρS(t) = −iT rE{[HI(t), ρ(0)]} −
∫ ∞
0
TrE{HI(t), [HI(t− t′),ρS(t)⊗ ρE(0)]]}dt′.
Now, we can, on one hand, eliminate the first trace because it is always possible to
redefine HS and HI in such a way that the expectation value 〈Bα(t)〉 = TrE{Bα(t)ρE}
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vanishes. On the other, we can use the above decomposition of HI(t) as follows
ρ˙S(t) =
∫ ∞
0
dt′TrE{HI(t− t′)ρS(t)⊗ ρE(0)HI(t)−HI(t)HI(t− t′)ρS(t)⊗ ρE(0) + h.c.} =
=
∑
α,β,ω,ω′
{ei(ω′−ω)tΓα,β(ω)[Aβ(ω)ρS(t)A†α(ω′)−A†α(ω′)Aβ(ω)ρS(t)] + h.c.},
(2.62)
where, with the summations over all indices, we have inverted the label α and β in
the first term, while we have denoted as Γα,β(ω) the one-sided Fourier transform of the
environment correlation functions
Γα,β(ω) =
∫ ∞
0
dt′eiωt
′〈B†α(t)Bβ(t−t′)〉 =
∫ ∞
0
dt′eiωt
′
TrE{B†α(t)Bβ(t−t′)ρE(0)}. (2.63)
Let us suppose that ρE(0) is a stationary state of the reservoir, that is [HE, ρE(0)] = 0.
The environment correlation functions are then homogeneous in time which yields
〈B†α(t)Bβ(t− t′)〉 = 〈B†α(t′)Bβ(0)〉, (2.64)
showing that the quantities Γα,β(ω) do not depend on time.
Now, the basic condition underlying the Markov approximation is that the environment
correlation functions (2.64) decay sufficiently fast over a time τE which is small compared
to the relaxation time of the system τR.
Besides, another important approximation to derive the Lindblad equation is the secular
approximation, also called rotating wave approximation. We denote by τS the typical
time scale of the intrinsic evolution of the system. This time scale τS is defined by a
typical value for |ω − ω′|−1, ω 6= ω′, that is by a typical value for the inverse of the
frequency differences involved. If τS is small compared to the relaxation time τR of the
open system the non-secular terms in (2.62), i.e. the terms for which ω 6= ω′, may be
neglected, since they oscillate fast and average out. Then, we have
ρ˙S(t) =
∑
α,β,ω
Γα,β(ω)[Aβ(ω)ρS(t)A†α(ω)−A†α(ω)Aβ(ω)ρS(t)] + h.c. (2.65)
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This master equation can now be cast into a Lindblad form. For this, we split real and
imaginary parts of the coefficients Γα,β(ω) according to
Γα,β(ω) =
1
2
γα,β(ω) + iSα,β(ω), (2.66)
where the coefficients of the imaginary part
Sα,β(ω) =
1
2i
(Γα,β(ω)− Γα,β(ω)∗) (2.67)
form a Hermitian matrix, while the real part can be written as
γα,β(ω) = Γα,β(ω) + Γα,β(ω)
∗ =
∫ ∞
−∞
dt′eiωt
′〈B†α(t′)Bβ(0)〉 (2.68)
and forms a Hermitian positive semi-definite matrix [36]. With these definitions we
finally arrive at the interaction picture master equation
ρ˙S(t) = −i[HLS,ρS(t)] +D(ρS(t)), (2.69)
where the Hermitian operator
HLS =
∑
α,β,ω
Sα,β(ω)A†α(ω)Aβ(ω) (2.70)
generates the unitary contribution to the dynamics. Note that this Hamiltonian com-
mutes with the unperturbed system Hamiltonian, i.e. [HLS,HS ] = 0, thanks to eq.
(2.60). HLS is often called the Lamb shift Hamiltonian since it leads to a Lamb-type
renormalization of the unperturbed energy levels induced by the system-environment
coupling. Finally, the dissipator of the master equation takes the form
D(ρS(t)) =
∑
α,β,ω
γα,β(ω)[Aβ(ω)ρS(t)A†α(ω)−
1
2
{A†α(ω)Aβ(ω),ρS(t)}]. (2.71)
Hence, we have derived the Lindblad-Kossakowsky master equation.
Let us summarize the different physical approximations used in the above derivation.
The first approximation is a consequence of the weak-coupling assumption which al-
lows us to expand the exact equation of motion for the density matrix to second order.
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Together with the condition ρ(t) ≈ ρS(t) ⊗ ρE this leads to the Born approximation.
The second approximation is the Markov approximation in which the quantum master
equation is made local in time by replacing the density matrix ρS(t′) at the retarded
time t’ with that at the present time ρS(t). Furthermore, the integration limit is pushed
to infinity to get the Born-Markov approximation of the master equation. The relevant
physical condition for the Born-Markov approximation is that the environment corre-
lation time τE is small compared to the relaxation time of the system, i.e. τE  τR.
Finally, in the rotating wave approximation rapidly oscillating terms proportional to
ei(ω−ω
′)t for ω 6= ω′ are neglected, ensuring that the quantum master equation is in
Lindblad form. The corresponding condition is that the inverse frequency differences
involved in the problem are small compared to the relaxation time of the system, i.e.
τS ∼ |ω − ω′|−1  τR.
2.4 Quantum Entropy
Now, once derived the Lindblad-Kossakowsky master equation, we introduce the phys-
ical quantity of quantum entropy as central tool to deal with open quantum systems.
Indeed, within next chapters, we will exploit this notion for the subject of noisy quan-
tum transport over complex networks.
Quantum entropy not only plays a crucial role in quantum statistical mechanics and
quantum information theory, but it leads to a fundamental characterization of open
quantum systems. Here, we briefly review its basic definition and discuss some impor-
tant properties. These will be helpful to describe the irreversible nature of the dynamics
of the open systems.
Quantum entropy, usually referred as von Neumann entropy, arises from our uncertainty
or lack of definite knowledge about the quantum state of the system. Given a quantum
system described by its density matrix ρˆS , the von Neumann entropy S(ρˆS) is defined
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by the following expression:
S(ρˆS) = −Tr{ρˆS log ρˆS}. (2.72)
Below we will briefly enumerate its main properties.
1) S(ρˆ) ≥ 0, for an arbitrary density matrix, with the equality only holding for pure
states.
2) Given a finite-dimensional Hilbert space for which dim (H) = N , the entropy is
bounded from above, i.e. S(ρˆ) ≤ log (N). The equality holds for so-called maximally
mixed states, described by density matrices proportional to the identity, i.e. ρˆ = 1
N
Iˆ.
3) For any unitary transformation Uˆ , acting on the Hilbert space, the quantum en-
tropy is invariant, i.e. S(Uˆ ρˆUˆ †) = S(ρˆ).
4) S(ρˆ) is a concave functional on the space of density matrices. Therefore, the fol-
lowing condition leads:
S(
∑
n
αnρˆn) ≥
∑
n
αnS(ρˆn),
where ρˆn are a collection of density matrices and αn ≥ 0 are real numbers satisfying∑
n αn = 1. The equality holds if and only if all ρˆn with nonvanishing αn are equal to
each other. This property is called strict concavity of the von Neumann entropy.
5) Given a composite system with Hilbert space H = H1⊗H2 which is described by the
total system density matrix ρˆ, the subsystems are respectively obtained by ρˆ1 = Tr
(2){ρˆ}
and ρˆ2 = Tr
(1){ρˆ}. In this case, quantum entropy obeys the following subadditivity con-
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dition
S(ρˆ) ≤ S(ρˆ1) + S(ρˆ2),
where the equality holds, if and only if the total density matrix describes an uncorre-
lated state ρˆ = ρˆ1 ⊗ ρˆ2. This reflects the fact that by tracing over the subsystems we
lose information on correlations between them and, consequently, the entropy increases.
With the tools developed here, we will quantitatively analyze the peculiar features of
noisy quantum transport on the next chapters. Specifically, we will show how a noisy
environment can affect the quantum entropy S(ρˆ(t)) as the system evolves in time.
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Quantum walks
Quantum walks over complex networks have several applications in many area of quan-
tum science, and they combine graph theory and quantum mechanics. Indeed, the
notion of network can be applied to a great variety of different contexts from biology
and physics over computer science to economy and sociology, so that enlarging to the
quantum domain its dynamics, can enhance our capability of modeling a wide class of
different systems. Moreover, other promising possibilities, as we will show in the next
chapters, can also be opened by focusing on quantum dynamics on graphs under deco-
herence phenomena, further expanding the applicability of quantum walks, thanks to
the inclusion of coherent as well as incoherent features in the dynamics on networks.
Quantum walks on graphs appear in two distinct forms, which can be related by a pre-
cise limiting procedure [13], the so-called discrete-time and continuous-time quantum
walks. Recently, a growing interest, theoretical as well as experimental, is coming from
their potential implementations to develop quantum devices, in the field of quantum
computation and for quantum transport of energy and information. For instance, only
to cite few theoretical examples, discrete-time quantum walks led to new quantum algo-
rithms, polynomially as well as exponentially faster than the respective known classical
algorithms [14],[15],[16],[17], and has been used in very recent proposal for google page
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ranking [18].
On the other hand, continuous-time quantum walk not only has been succesfully applied
to model and understand the coherent quantum transport through complex networks,
such as the recently observed, very efficient energy transfer in some photosynthetic com-
plexes [7],[19],[20],[21],[22],[23],[24], but also it provides a universal model for quantum
computation, if suitably generalized to multiparticle quantum walks [25].
Furthermore, concerning both quantum walk variants, from an experimental point of
view, numerous different implementations have been proposed and tested in recent years.
For instance, they have been realized by neutral atoms [26], ultra-cold Rydberg atoms
[27] confined in optical lattices or in optical cavities [28], but also by other platforms
based on orbital angular momentum of photons [29] and waveguide lattices [30].
In this thesis we will focus on the continuous-time quantum walk on graphs, under the
perspective of searching the optimal noisy conditions enhancing the efficiency of quan-
tum transport over general networks. In this chapter, we will begin by introducing some
basic elements of graph theory and by showing some topologies that will be employed
in the following. Then, we will describe in some detail the mathematical formulation of
continuous-time quantum walks on generic graphs.
3.1 Elements of Graph Theory
The concept of network or graph is very general and is applied to many physical, biolog-
ical, chemical, technological, and even social phenomena. Any system with distinguish-
able individual parts interacting with each other can be described by a sort of network.
In other words, graphs are a powerful way of representing patterns of connections or
interactions between the parts of a system. Indeed, beyond its mathematical formula-
tion, a network is, in its simplest form, a collection of elements, called vertices or nodes,
connected among them by a variety of different links or edges. Then, just by identifying
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the vertices with the system components and the links with their connections, we can
model a general system by exploiting graph theory.
For example, networks appear frequently in biology, as in neural networks, where the
vertices are neurons and the edges are synaptic channels, or in biochemical networks,
such as metabolic networks, protein-protein interaction networks, and genetic regula-
tory networks, all cases in which the vertices are the various steps of the whole process
and the edges are reactions between them. Another fascinating biological example of
networks, connected to the topic of this thesis, is given by the photosynthetic complexes
during the first steps of the light-harvesting process, when photons are captured and
transferred to a reaction center through a network of interacting biomolecules. In this
case, the interacting biomolecules are the vertices, while their interactions are repre-
sented by the corresponding edges. Obviously numerous other situations can be cited
illustrating the concept of networks, among which two widely studied examples of net-
works, Internet and the World Wide Web. In the first, the vertices are computers and
the edges are physical data connections between them, while in the second the vertices
are web pages and the edges are hyperlink connections.
As emerges from these few examples, the versatie concept of graph has led to a whole
research field called network science, reviewed, for instance, in Refs. [31],[32],[33],[34].
However, throughout this thesis, as we will explain in the next chapter, we will deal
with the general notion of graphs only under the perspective of exploiting them as basic
structures on which quantum dynamics of a single particle can take place in presence of
decoherence. Moreover, we will focus only on particular cases of networks, belonging to
the class of simple, undirected, unweighted graphs, with at most a few hundred of nodes,
since they are already computationally hard to be analyzed because of the complexity
of the quantum dynamics.
Hence, despite the large amount of properties, phenomena, and relations, characterizing
the field of abstract complex networks, presently we will introduce only the basic notions
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that will be needed for our analysis.
3.1.1 Basic definitions
A network or graph G = (V , E) consists in two sets V and E . The first is the collection
of vertices, while the second is the set of pairs of vertices, namely the edges joining
vertices. Edges and vertices, depending on the context in which they are used, are also
called, respectively, nodes and links or sites and bounds.
The properties of the set E are fundamental to characterize the type of network. Indeed,
we can distinguish between simple graphs and multigraphs, undirected and directed net-
works, and between weighted and unweighted networks.
If there are more than one edge between the same pair of vertices, we refer to those
edges as multi-edges. Furthermore the edges, connecting vertices with themselves are
called self-edges or self-loops. Then, we can define a simple graph as a network in which
multi-edges and self-loops are absent, while a so-called multigraph consists in a network
presenting multi-edges and self-loops.
Another fundamental distinction between networks regards so-called directed and undi-
rected graphs, the first being defined as graphs in which each edge has a direction,
pointing from one vertex to another, while the second being described by edges with no
direction. Usually, directed graphs, also called digraphs, are graphically represented by
associating at each edge a line with arrows on it, while for undirected graphs only lines
are required. Finally we can distinguish between weighted and unweighted networks.
The latter are graphs for which, given the pairs of vertices, the edges are present or
not, without any other information about the edges themselves. Conversely in weighted
networks more information is added to each edge, in the form of a strenght or weight,
usually real and positive, describing the intensity of the edge. For example, a network
of interacting molecules can be represented by a weighted graph, in which the weights
are related to the strenghts of interactions between molecules.
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From now on, we will focus only on simple, undirected and unweighted graphs. Then,
first of all, we have to introduce in some detail the mathematical representation of net-
works by means of an adjacency matrix, which encodes its topological structure. Later,
on this basis, we will present other useful quantities, such as the vertex degree, the path
lenghts and its average value, but also the spectrum of a graph, hence all notions that
will play a fundamental role in our analysis of quantum transport features over general
networks, when embedded in a noisy environment.
3.1.2 Adjacency matrix, vertex degree and path lenghts
The simplest way to mathematically represent a network is by means of the so-called
adjacency matrix. Let us consider a graph G = (V , E), where V contains N vertices
and E contains K edges. By labeling the vertices with the integers {1, . . . , N} and by
denoting an edge between vertices i and j by (i, j), then the network can be specified
by giving N and the collection of all the edges. Both information can be easily encoded
by the N ×N matrix A, whose elements Ai,j reflect the presence or the absence of the
edge (i, j), by means of ones and zeros as follows
Ai,j ≡
1 if there is an edge between vertices i and j0 otherwise . (3.1)
This matrix is named as the adjacency matrix A of the graph G = (V , E).
This definition, obviously, implies that its diagonal elements are all zero, and that it is
a real symmetric matrix A = AT , since if there is an edge between i and j then there is
an edge between j and i.
Another important quantity is the so-called degree matrix D, which is a N×N diagonal
41
CHAPTER 3. QUANTUM WALKS
matrix, whose elements Dii represents the number of edges di connected to the vertex i
D ≡

d1
d2
. . .
dN
 . (3.2)
The vertex degree di can be derived from the adjacency matrix di =
∑N
j=1Aij, just
because the ith row of A contains di ones. Moreover, since each edge has two ends, the
sum of di equals the double of the total number of edges 2K =
∑N
i=1 di, so that the
average vertex dergree will be simply d = 1
N
∑N
i=1 di =
2K
N
.
Later we will deal with networks in which the degree matrix is a positive integer multiple
of the identity matrix Di,j = dδi,j, which obviously means that each vertex has the same
number of edges. This particular graphs are called regular graphs, sometimes called as
k-regular if the number of edges is k.
Let us now define the concept of paths. A path between two vertices in a network is any
sequence of vertices such that an edge connects every pair of consecutive vertices, and
its lenght is just the number of edges crossed along the path. The geodesic or shortest
path between two vertices is therefore the one minimizing its lenght. The number of
geodesic paths as well as their lenghts can be easily obtained by the adjacency matrix
A. Indeed, given a graph described by A, taking two vertices i and j, a path of lenght
r between them, traversing vertices k1 . . . kr, exists if the product Ai,k1Ak1,k2 . . . Akr,j is
equal to one, otherwise this path does not exist. Now, if we sum over all intermediate
vertices k1 . . . kr we will obtain the number n
r
ij of paths of lenght r connecting i and j
nrij ≡
N∑
k1...kr=1
Ai,k1Ak1,k2 . . . Akr,j = A
r
ij. (3.3)
Consequently, we can evaluate the lenght of geodesic path Lij between vertices i and j,
just by finding the minimum value of r for which Arij > 0
Lij = r : Arij > 0, Amij = 0 for m < r. (3.4)
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From the notion of geodesic path another quantity characterizing a network can be
derived. In fact, the so-called graph diameter D is defined as the lenght of the longest
geodesic path between any pair of vertices in the network
D = maxijLij. (3.5)
Finally, we introduce the so-called characteristic path lenght L of the network as the
average lenght of the geodesic paths related to all pairs of vertices L = 1
C
∑
ij Lij, where
C = 1
2
N(N − 1) is the total number of pairs out of N vertices.
The last concept we present here, namely the graph spectrum, closely related to the
topological structure of the network, is important since it will play a key role in the
single particle quantum dynamics on networks.
The spectrum of a graph is the set of eigenvalues of its adjacency matrix A. Since A is
a N ×N real symmetric matrix, it has N ordered, real eigenvalues {λ1 ≤ . . . λN}, with
the eigenvectors corresponding to different eigenvalues being orthogonal. Furthermore,
apart from a similarity transformation, following from a relabeling of vertices, which
does not affect the graph topology, the set of eigenvalues with corresponding eigenvec-
tors is unique.
Graph topology and graph spectrum are thus obviously related and they can be viewed
as two equivalent ways to describe the same network structure.
Incidentally, in the next chapter, when we will deal with the time-continuous quantum
walks, associating the system Hamiltonian with the adjacency matrix, the graph spec-
trum will reflect the energetic structure of the system, hence governing the dynamics on
the network.
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3.2 Our topologies
Here, we enumerate the different cases of networks that we will use throughout this
thesis. As discussed above, we will deal only with simple, undirected, unweighted graphs.
Specifically, we will present graphs with the following topologies: lines, rings, two-
dimensional regular lattices, fully connected graphs, star graphs and their variants,
dendrimers and plane mazes. Later, we will see how quantum and classical random
walks of a single particle are realized over these topologies and which features they
present. Our aim is indeed to use the underlying geometry as a a controllable factor in
the study of optimal quantum transport.
Line topology. The line topology of N vertices is composed by two end vertices,
possessing one edge only, and by the remaining vertices consecutively connected among
them with two edges for each. An example of the line topology, also referred as linear
chain topology, is the following graphical representation.
Figure 3.1: Line topology
Ring topology. It is a regular 2-graph in which each vertex has two edges and it
can be considered as a line graph closed on itself, with the two ends merged together.
In figure (3.2) there is a graphical representation of such topology.
Two-dimensional Lattice topology. It is a planar lattice network composed by
N1 × N2 vertices, where N1 and N2 are the number of vertices of the lattice sides. In
this graph the 4 vertices at the corners have two edges, the vertices on the four sides
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Figure 3.2: Ring topology
have 3 edges, while the remaining interior vertices have 4 edges for each. We will use
rectangular lattice topologies as well as square lattice ones.
Fully-connected topology. A fully-connected network is defined as a graph in
which each vertex is connected by an edge with all the other vertices. As in the case of
ring topology, it is a regular network in which the vertex degree, equal for all vertices,
just corresponds to its own dimension. It will show unique properties and will differ
from all the others topologies for some interesting features which we will discuss later
on. (See Fig. (3.3)).
Star topology. A star graph of N vertices consists in a central vertex connected
with the remaining N − 1 vertices. It follows that the central vertex has degree N − 1,
while all other nodes have unit degree. A variant of the star graph, also investigated in
this work, will be composed by a central node from which a set of linear chains depart.
In this case, the central vertex has degree equal to the number of linear chains attached
to it, while the other vertices have one or two edges each depending on their position
along the chains.
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Figure 3.3: Fully-connected topology
Dendrimer topology. In this topology there is a central node connected to three
nodes, each of which in turn can be connected to other two vertices, which again can
be linked to other two vertices and so on to create a structure of concentric layers. We
will consider only regular dendrimers in which all different layers are completed. Thus
we will obtain a network in which the nodes on the boundary have only one edge, the
nodes connected to these boundaries have two edges each, while all the other interior
vertices have three links.
Planar maze topology. The last topology we will treat is related to the idea of
mazes, which consists in a network such that, for any two random nodes, only one path
connects them. It is the so-called two-dimensional perfect maze with no closed loops.
To generate them, we will follow the Depht-First Search algorithm [35]. This algorithm
creates a maze from a square grid of isolated points. The first step is choosing a random
point. Then we iterate the following prescription until all points of the square grid
have been considered. If there are neighbor points that have not yet been explored, we
choose one of them at random and we move to it creating an edge between these two
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Figure 3.4: Star topology.
sites, otherwise we select the neighbor point already connected to it and move to this
point. Thus, just iterating the above step until the end of the algorithm, we will create
a random maze topology. Obviously each time we generate a maze, we will generally
obtain slightly different networks.
3.3 Continuous-Time Classical Random Walks
The time-continuous random walk (CTRW) is a classical, stochastic, Markov process.
Given a space of events X and the time parameter t ∈ R, the probability density p(x, t),
with x ∈ X , obeys the following master equation
∂
∂t
p(x, t) =
∫
x∈X
dx′[W (x|x′, t)p(x′, t)−W (x′|x, t)p(x, t)], (3.6)
where W (x, x′, t) are the transition rate [36]. These are defined as the probabilities, per
unit of time, that a transition occurs from the state x′ to x, under the condition that
the system is in x′ at time t.
This master equation has an intuitive physical meaning as a balance equation of the
change rate p(x, t), where the first term refers to the incoming probability density, while
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the second is related to the outcoming one. The integral, obviously, accounts for all
possible transition channels.
Therefore, once assigned all transition rates and the initial probability density p(x, t0),
we can in principle determine the probability density p(x, t) at all times.
Now, we can introduce the CTRW as a stochastic Markov process, taking place on a
general graph G(V,E), where V is the set of vertices and E is the set of edges. The basic
system is simply a classical particle or an excitation initially localized on a definite site,
which randomly moves jumping to adjacent sites with certain probabilities. In this case
the set of events is just V, thus the above integral must be replaced by a sum over all
elements of V, and the transition rates do not depend on time, since they are related to
the fixed topological structure of the network.
The master equation becomes hence
d
dt
p(n, t) =
∑
m∈V
[W (n|m)p(m, t)−W (m|n)p(n, t)], (3.7)
where p(n, t) is nothing but the probability to observe the particle on the nth node at
time t. W (n|m) are the probabilities, per unit of time, that a particle localized on
the mth site can move to the nth node. Now, because we are dealing with unweighted
networks only, in which the links are all equivalent to each other, the transition rate
W (n|m) vanishes if there is no link between nth and mth, while it is W (n|m) = dm if
both nodes are linked
W (n|m) ≡


dm
if {Vn, Vm} ∈ E(G)
0 if {Vn, Vm} 6∈ E(G)
,
where dm represents the number of links starting from the mth node, which are equally
probable transition channels for the excitation on the mth site, while the proportionality
factor  gives only the the effectiveness that each link mediates a transition and therefore
only affects the overall temporal scale of the CTRW. Hence, we can define the unit of
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time in such a way that this proportionality factor becomes one, i.e.  = 1.
Finally, just by remembering the definition of the adjacency matrix
An,m ≡
1 if {Vn, Vm} ∈ E(G)0 if {Vn, Vm} 6∈ E(G) , (3.8)
where {Vn, Vm} is a couple of vertices and E(G) is the set of edges between vertices, the
transition rates W (n|m) can be cast in the following form
W (n|m) = Anm
dm
. (3.9)
By equation (3.7), we obtain the following description for the CTRW on a general,
unweighted, undirected graph G(V,E)
d
dt
p(n, t) =
∑
m∈V
[
Anm
dm
p(m, t)− Amn
dn
p(n, t)] =
=
∑
m∈V
[
Anm
dm
p(m, t)− p(n, t)] =
=
∑
m∈V
[
Anm
dm
− δnm]p(m, t),
(3.10)
where, in the second line, we have used the property of the adjacency matrix, stating
that the sum of the elements of the nth column is simply the total number of links of
the nth node, i.e.
∑
m∈V Amn = dn.
In the literature the matrix (Anm
dm
−δnm) is usually called normalized random walk Lapla-
cian Lrw = D−1L, where L is the network Laplacian, defined as L = A − D, and D is
the diagonal degree matrix, whose elements are Dnn = dn.
The evolution of the probability distributions, over a graph consisting of N nodes
{p(1, t), .., p(N, t)}, are therefore governed by the topological structure, as encoded in
the adjacency matrix.
It can be proven [37], that there exists a unique, stationary probability distribution,
which is p(n, t) = dn
2N
, as it can be easily checked by inserting it into the equation (3.10).
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3.4 Continuous-Time Quantum Walks
Now we need to generalize to the quantum domain the CTRW defined on unweighted and
undirected graph. A quantum walker obviously undergoes a continuous-time evolution,
according to the Schro¨dinger equation, governed by a fixed hopping Hamiltonian related
to the underlying network. However, the choice of this Hamiltonian is not unique and
there are, indeed, two common ways to introduce the continuous-time quantum walk
(CTQW) [38].
For a given Hamiltonian Hˆ, quantizing the CTRW on a graph G(V,E) essentially consists
in going from the index set {n|n ∈ V } to a Hilbert space of statesH = span{|n〉 |n ∈ V }.
More precisely, we associate a basis vector |n〉, in a N-dimensional Hilbert space, to every
vertex Vn ∈ V of the graph, in such a way as to form a complete orthonormal basis of
H, i.e., 〈n|m〉 = δn,m,
∑
n∈V |n〉 〈n| = 1, giving rise to the so-called site basis
|1〉 =

1
0
...
0
 , |2〉 =

0
1
...
0
 , . . . |N〉 =

0
0
...
1
 . (3.11)
Quantum probabilities can be then assigned. Indeed, being |ψ(t)〉 ∈ H the quantum
walker at time t, obeying the usual Schro¨dinger equation, its probability to be observed
at time t on the nth site will be Pn(t) = | 〈n|ψ〉 |2, according to quantum mechanics.
Therefore, a quantum walker on a graph G(V,E) with N nodes is simply an N-level
quantum system, evolving with a fixed Hamiltonian, that is related to the network
topology.
CTQWs have been firstly formulated by Farhi and Gutmann [15]. They presented it,
within the context of quantum computation, by defining the quantum Hamiltonian to
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be proportional to the graph’s Laplacian L, whose elements are
Ln,m = (A−D)n,m ≡

−Dn,n if n = m
1 if {Vn, Vm} ∈ E(G)
0 if {Vn, Vm} 6∈ E(G)
. (3.12)
This formulation of CTQW can be understood as a generalization, to the context of
discrete spaces described by graphs, of a free particle quantum motion in real continuous
space. Indeed a free particle, moving in d-dimensional space, is quantum mechanically
described by the Hamiltonian operator Hˆ = − 1
2m
∇2, where the Laplacian operator∇2 is
obviously defined as∇2 = ∑di=1 ∂2∂x2i . If we discretize the continuous d-dimensional space,
hence confining the particle on a regular d-dimensional infinite lattice, the Laplacian
operator would take the following discretized form
∇2n,m =

−2d if n = m
1 if n and m are first neighbour sites
0 if n and m are not first neighbour sites
, (3.13)
which corresponds to the Laplacian L = A − D related to a regular d-dimensional
graph. Thus, the quantum motion of a single particle on a graph can be defined in such
a way that, when the network coincides with the regular lattice, it can be described
by the discretized Laplacian operator ∇2n,m. Then, an Hamiltonian proportional to the
Laplacian L = A − D is required. The proportionality factor in Hˆ = −γL, just plays
the role of the inverse mass γ = 1
2m
, meaning that a less massive, faster particle will
correspond to a higher jumping rate γ, which is the quantum walk amplitude per unit
of time.
As mentioned before, this is not the only formulation for the continuous-time quantum
walk. The other consists in taking the Hamiltonian operator Hˆ proportional to the
adjacency matrix Hˆ = γA, which differs from the Laplacian by the extra term of the
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degree matrix D.
Let us point out that both descriptions are equivalent for regular graphs, where all
vertices have the same number of edges. Indeed, in these cases the degree matrices,
being multiple of the identity, only generate an unobservable global phase, which can be
reabsorbed by a suitable shift for the zero of energy. For non regular networks, instead,
the two formulations lead to different quantum dynamics. For instance, within the field
of quantum computation, this difference can lead to important algorithmic consequences
[38].
Now, we explain why we will choose the graph adjacency matrix A as the quantum walk
Hamiltonian Hˆ. To this end, we consider a fixed network consisting of N interacting
quantum systems, such as spins, atoms, bio-molecues or other examples, each of which
can be approximatively described as a two-level system. The Hilbert space H describing
such a network, is the tensor product of N two-dimensional subsystem Hilbert spaces,
i.e. H = H1 ⊗ · · · ⊗ HN , which has dimension d = 2N . However, we only consider the
single excitation subspace Hexc spanned by the afore-mentioned site basis {|1〉 . . . |N〉},
where |n〉 denotes the quantum state representing the single excitation localized on the
nth two-level system. A single particle quantum state will be generally delocalized over
the network as |ψ〉 = ∑Nn=1 cn |n〉. The vacuum state |0〉 corresponds instead to the
empty network in which cn = 0 for all nodes.
Hence, the so-called excitonic Hamiltonian Hˆexc, in this single excitation subspace Hexc,
is given by
Hˆexc =
∑
n
naˆ
†
naˆn +
∑
n6=m
vn,maˆ
†
naˆm, (3.14)
where aˆ†n and aˆn are, respectively, bosonic creation and annihilation operators for the
excitations on the nth site, thus satisfying the usual commutation relations. In the site
basis aˆ†n = |n〉 〈0| creates the excitation on the nth site |n〉 from the network’s ground
state |0〉, while aˆn = |n〉 〈0| destroys the excitation on the nth site, putting the network
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in its ground state. In the site basis, the excitonic Hamiltonian takes the following form
Hˆexc =
∑
n
n |n〉 〈n|+
∑
n 6=m
vn,m |n〉 〈m| , (3.15)
where n are the local site excitation energies, while vn,m denote the rates of hopping,
namely the coherent tunneling amplitudes between the sites m and n. For instance, in
the afore-mentioned studies about photosynthetic complexes, the relevant Hamiltonians
are of this form. In this case n represent the excitation energies of chromophores, while
vn,m are the interchromophore energy transfer amplitudes.
We do not assume any particular form related to the microscopic Hamiltonian and
we treat the tunneling amplitudes and the local site energies as free parameters. By
considering an abstract network G(V,E), the above Hamiltonian can be seen as the
adjacency matrix for a weighted network with self-loops. The couplings vn,m are the
weights for the links between the sites n and m, while the energies n represent the
weight for the self-loop on the nth node. However, we set to zero all the local energies
n = 0, and we impose the equality for all bonds vn,m = v between linked sites. Then,
the above Hamiltonian becomes proportional to the graph adjacency matrix A, as in
the case of unweighted networks, with no self-loops,
Hˆexc = v
∑
n 6=m
An,m |n〉 〈m| .
The equation of motion for a CTQW, over a graph described by the adjacency matrix
A, is therefore
d
dt
ρˆ(t) = −i[A, ρˆ(t)], (3.16)
where we set ~ = 1.
We have thus derived the second description of a continuous-time quantum walk on an
undirected, unweighted graph G(V,E) without self-loops, just by putting the excitonic,
hopping Hamiltonian in a form representing a suitable approximation for a real network
of interacting systems.
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In the following, when we deal with the notion of quantum walk on graphs, we will
always refer to this second formulation of CTQWs.
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Noisy quantum transport
In the previous chapter we have introduced the formalism of quantum walks on graphs.
Now we generalize them to the context of open quantum systems, thus presenting the
idea of quantum walks over noisy networks. This is very interesting not only because,
as described before, all quantum sytems are open, but mainly because very interesting
phenomena emerge in this new domain.
Furthermore, noisy quantum walks lead to the notion of noisy quantum energy transport
across networks when a trapping site is considered. We will see how optimal quantum
transport on complex network, the main topic of the present work, will be realized,
by showing how noisy networks are very efficient to transfer energy from one site to
another. This behaviour, shared by a rich family of different networks, is quite similar
to the one observed in chromophore networks embedded in complex noisy surroundings
as it is in the photosynthetic complexes. In these cases, it seems that the search for
optimal noisy networks to reach a fast and robust energy transfer has been carried out
by Nature itself.
Additionally we will analyze the properties of noisy transport, in order to understand
the underlying mechanisms which lead to the optimal regime. Indeed, the quantum
walker performs a wave-like motion strongly dependent on the network topology. Then,
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constructive interference may speed up the transfer over certain paths, while destructive
interference may preclude other channels. As discussed in the second chapter, dephas-
ing noise decreases the amount of coherence. This on one hand reduces the benefits of
constructive interference, on the other it breaks destructive interference, thus opening
new channels for energy transfer. The optimal dephasing will decrease the coherence in
such a way that its overall effect will be to enhance the transfer efficiency.
Here, to show the role of noise for quantum transport, we will introduce two different
models of noisy quantum walks over networks. The first model exploits the Lindblad-
Kossakowsky master equation, while the second consists in the so-called Quantum-
Stochastic-Walk (QSW). Moreover, absorption processes, as realized by trapping sites,
are modeled and implemented in both formalisms. Then, two different definitions of en-
ergy transfer efficiency are given and finally the phenomenon of Noise-Assisted-Transport
(NAT) is presented in a general fashion. The corresponding analysis and physical inter-
pretation will be addressed in the later chapters.
4.1 Lindblad formalism for noisy quantum walks
We first show how noisy quantum walks on graphs can be naturally described within
the theory of open quantum systems. In particular, we consider a quantum system de-
scribable by a quantum walk over a network which in turn is embedded in a surrounding
noisy environment. This quantum walk can be treated as a quantum subsystem within
the formalism of Lindblad-Kossakowsky master equation.
As shown in the last chapter, a quantum walk on a network G = (V , E) made up of N
vertices, living in a N-dimensional Hilbert space HN , is represented by a N-dimensional
vector state |ψ〉, whose projections 〈i|ψ〉 on the site or vertex basis {|1〉 . . . |N〉}, defined
in (3.11), denote the quantum amplitude that the excitation is on the ith vertex of the
graph. Its dynamics is governed by the Hamiltonian Hˆ = A, where A is the graph
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adjacency matrix defined by (3.1).
Now, within the context of Lindblad description of open quantum systems, a noisy
quantum walk on a graph is represented by a density matrix ρˆ, obeying the following
master equation
d
dt
ρˆ(t) = −i[A, ρˆ(t)] +
N∑
i,j=1
γij(Lij ρˆ(t)L†ij −
1
2
{L†ijLij, ρˆ(t)}), (4.1)
where we have used ~ = 1. The commutator −i[A, ρˆ(t)] accounts for the unitary,
coherent temporal evolution, while the second non-unitary term, called dissipator, gives
rise to the loss of coherence due to the interaction between the quantum walker and
its noisy environment. The dissipator is the sum over terms containing the so-called
Lindblad operators, which are here just projectors Lij = |i〉 〈j|. Each of these terms
acts on the system density matrix ρˆ in a specific way, through the above combination
containing the anticommutator {L†ijLij, ρˆ}. Moreover, they are weighted by the matrix
element γij. The γ matrix, usually referred as dephasing matrix, is hermitian and
positive semi-definite. It encodes the effect caused by the noisy surrounding on the
quantum walker, hence describing the strenght of the induced decoherence.
Generally, two classes of dephasing matrices are considered. If they are diagonal we
will refer to them as pure or local dephasing matrices, while in the more involved case
where off-diagonal elements are also present, we will denote them as correlated dephasing
matrices, since they include spatial correlations.
4.2 Quantum-Stochastic-Walk
The Lindblad-Kossakowsky master equation can properly describe a quantum walker
on a graph when subjected to a decohering environment. It allows one to account for
coherent as well as incoherent energy transfer. However, it fails to describe the classical
random walk limit, in which the probability distribution spreads over the network inco-
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herently only.
Here, we present the so called Quantum-Stochastic-Walk (QSW) formalism [39], which
is essentially a model for coherent and incoherent transport on networks. Moreover,
as we will see, this formalism easily encompasses both descriptions, the purely classical
diffusion as well as the quantum walk.
The main idea, underlying the QSW on general networks, is indeed to describe a family
of dynamical evolutions, just by interpolating between quantum and classical random
walk as limiting cases. As we will show, simply by varying a single parameter, we will
obtain an effective and formal transition from quantum regime to classical one.
As described above, quantum walks obey the following equation
d
dt
ρˆQW (t) = −i[A, ρˆQW (t)], (4.2)
where for clarity we remind that the adjacency matrix A (3.1), encoding the topological
network structure, contains ones if two vertices are linked and zeros otherwise.
Classical random walks are instead governed by the equation
d
dt
P (n, t) =
∑
m∈V
[
Anm
dm
− δnm]P (m, t), (4.3)
where V is the set of vertices, and dm the degree of the mth vertex.
Now, if we are able to express Eq. (4.3) by using a master equation based on density
matrices, we could unify both versions of random walkers, classical as well as quantum, in
the same framework. The classical diffusion described by ~P (t) can be accounted simply
by a density matrix ρCTRW having as diagonal elements the populations ρCTRWnn (t) =
P (n, t) and being zero otherwise, i.e. ρCTRWnm (t) = 0 with n 6= m.
Therefore, we need to find a description of CTRW by means of such a density matrix. In
other words, our purpose is to obtain an equation of motion for ρCTRW (t), such that its
diagonal matrix elements, namely the populations over the vertices, are subjected to the
above equation of CTRW. To this end, as firstly pointed out by Whitfield et al. in [39],
we can employ a formalism that is very similar to the Lindblad-Kossakowsky master
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equation. Specifically, the part of it describing the non-unitary dynamics of an open
quantum system, the dissipator, can be modified in such a way to exactly reproduce the
same evolution as described by the CTRW.
Remember that the dissipator takes the following form
D(ρˆ) =
N∑
i,j=1
γij(Rij ρˆR†ij −
1
2
{R†ijRij, ρˆ}) =
N∑
i,j=1
γijDij(ρˆ). (4.4)
By choosing the site basis, for which the diagonal elements of ρˆii coincide with the
probabilities to find the excitation on the ith node, and expanding Dij(ρˆ) with respect
to it, we obtain
Dij(ρˆ) =
N∑
α,β=1
〈α| Dij(ρˆ) |β〉 |α〉 〈β| = ρˆjj(|i〉 〈i| − |j〉 〈j|)− 1
2
∑
α6=j
(ρˆjα |j〉 〈α|+ ρˆαj |α〉 〈j|).
(4.5)
Then, by using this result and by taking the diagonal elements 〈k| D(ρˆ) |k〉, we easily
see that the sum appearing in (4.5) vanishes and therefore we obtain
〈k| D(ρˆ) |k〉 =
∑
ij
γij 〈k| Dij(ρˆ) |k〉 =
∑
i
(γkiρˆii − γikρˆkk). (4.6)
Now, for a particular choice of γij we can find that the above expression exactly coincides
with the left hand side of (3.10), which describes a classical random walk.
Indeed, if γki =
Aki
di
, as the sum of the elements of the ith column of the adjacency
matrix A is just the degree di of the ith node, the identity
∑
k
Aki
di
=
∑
k γki = 1 holds
and therefore we can put the equation (4.6), after relabelling, into the form 〈i| D(ρˆ) |i〉 =∑
j(
Aij
dj
− δij)ρˆjj, which can describe a CTRW. Then, if we consider a density matrix
equation of the form ˙ˆρ = D(ρˆ) and consider only the populations ρˆii, we obtain
˙ˆρii =
∑
j
(
Aij
dj
− δij)ρˆjj, (4.7)
which coincides with equation (3.10), after identifying the probabilities Pi with ρˆii.
So far, we have established that there exists a mapping between the probabilities Pi(t),
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described by CTRW, and the diagonal elements of the density operator ρˆii, governed by
D(ρˆ), under certain constraints.
Now, we have to analyze the equation of motion for the coherences ρˆij, to double-check
if the two formalisms are completely equivalent. Obviously, we know that CTRW only
describes the dynamics of populations, since there are no coherences at all. Therefore,
for any possible initialization ~P (0) consistently mapped to the initial diagonal density
operator ρˆ(0), with Pi(0) = ρˆii(0), we have to show that ρˆ(t) should remain diagonal at
any time.
By taking the off-diagonal elements 〈k| D(ρˆ) |l〉 and by using equation (4.5), it is easy
to check that
˙ˆρkl = 〈k| D(ρˆ) |l〉 =
∑
ij
γij 〈k| Dij(ρˆ) |l〉 = −1
2
∑
i
(γik + γil)ρˆkl, (4.8)
from which it follows that coherences decay on time scales depending on coefficients γki,
in our case related to Aki
di
. Thus, with the initial coherences set to zero, they remain
constantly zero and the density matrix ρˆ(t) is fully equivalent to ~P (t) at all times. In
conclusion, we have demonstrated that ˙ˆρ = D(ρˆ) can properly describe the CTRW on
a general network.
The above result seems to show how the CTRW could be considered as an open quantum
system, in the limit of vanishing hamiltonian, subjected to a decohering environment
with a corresponding dephasing matrix is γij =
Aij
dj
. However, this is not the case. In
fact, such a choice of γij is not physically reliable, since it lacks to be positive semi-
definite, a necessary condition derived within the Lindblad-Kossakowsky formalism. In
other words, we can describe the CTRW on a network by using a master equation but
without any reference to a microscopic quantum dynamics.
Here, we can finally introduce the formalism of Quantum-Stochastic-Walk on a graph.
Indeed, having the density matrix description for both quantum and classical random
walk, we can define the QSW as a mathematical tool which interpolates between these
two models. This is done by weighting one of such master equations by a probability α
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and assigning the probability (1 − α) to the other and superposing both. The master
equation of QSW, on a network described by the adjacency matrix A is hence
˙ˆρ = −i(1− α)[A, ρˆ] + α
N∑
i,j=1
Aij
dj
(Rij ρˆR†ij −
1
2
{R†ijRij, ρˆ}), (4.9)
where Rij = |i〉 〈j|.
This mathematical model encompasses, as limiting cases, both continuous time quan-
tum walk for α = 0 and continuous time random walk for α = 1, while other values of
α give rise to a family of different dynamics.
QSW has to be considered as a simple mathematical model which unifies the analy-
sis of coherent and incoherent dynamics on networks. Moreover, it describes a formal
continuous transition from the quantum regime to the classical one. We can treat the
interpolating parameter α as a useful mathematical tool to easily understand properties
and differences between two regimes without confusing it with a possible physical pa-
rameter of any realistic quantum system. Indeed, later on we will use a more physical
model of noisy quantum transport over complex networks, in order to clarify the roles
of coherent and incoherent dynamics.
4.3 Absorption processes
So far, we have analyzed the models for the coherent and incoherent motion of a single
excitation over a general network, by using the Lindblad-Kossakowsky master equation
and the Quantum-Stochastic-Walk formalism. Within both descriptions the particle
cannot escape from the graph and is confined to it. Now, to model an irreversible
absorption process, we need to add a new term. The site from which energy irreversibly
leaves the network is usually referred to as trapping site or sink.
By adding this new term, we may not only describe the energy transport across the
network, from one site to the sink, but also define its efficiency. Then, we can introduce
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the topic of optimal noisy environment for quantum transport. For instance, within a
very similar framework, approximated models of photosynthetic complexes, such as the
FMO antennas, have been treated [1],[2],[3],[4],[5]. They are in fact interesting examples
of highly efficient noisy quantum transport from a chromophore to a reaction center,
which plays the role of the trapping site.
We will start by modeling an absorption phenomenon in the simplest possible case, where
a quantum of energy is confined to a single site. In this case, the Hamiltonian is trivially
Hˆ0 = E1 |1〉 〈1|, acting on the one-dimensional Hilbert space spanned by |1〉. When this
system is isolated, it follows the unitary dynamics Uˆ(t, t0) |ψ(t0)〉 = e−iE1t |ψ(t0)〉, where
E1 is obviously its energy. Instead if, by interacting with its surrounding, it could decay
on a typical time scale τ , then it should be described by the non-unitary evolution
UˆNU(t, t0) |ψ(t0)〉 = e−iE1t− t2τ |ψ(t0)〉, so that the probability to observe this system
would decay as expected, i.e. P (t) = e−
t
τ .
This phenomenology can be obtained by adding to the original Hamiltonian Hˆ0 a new
non-Hermitian term, such that the full Hamiltonian becomes Hˆ = Hˆ0− iΓ |1〉 〈1|, where
Γ = 1
2τ
. With this choice the energy eigenvalue becomes complex E = E1− iΓ and gives
rise to the decay of the wave-function.
Now we generalize this description to the case of a network in which there is a subset of
nodes which can undergo a decay process. For each of these sites, the absorption process
can be due to the interaction with the environment or to the presence of trapping sites
or sinks. The formal description, in both cases, is obviously the same. However, since
we are interested in transport phenomena, we will focus on modeling the irreversible
flow of energy from the network to these trapping sites.
If S is the subset of nodes from which the energy can be absorbed, we can describe the
non-unitary evolution of a particle moving on a graph, defined by its adjacency matrix A,
just by adding, to the basic Hamiltonian Hˆ0 = A, the following non-Hermitian trapping
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operator
− iΓˆ = −i
∑
s∈S
Γs |s〉 〈s| , (4.10)
where the positive quantity Γs represents the rate at which population decays on the
site s.
Since the effective Hamiltonian Hˆ = A− iΓˆ is non-Hermitian, its diagonalization leads
to complex energy eigenvalues En = n− iγn depending on the network topology and on
the trapping operator. Now the imaginary parts of these complex eigenvalues give rise
to the decays of the corresponding eigenstates on time scales τn =
1
γn
. From this fact, it
follows that the smallest γn governs the time over which the energy can escape from the
network. Therefore, even in the presence of trapping sites, if there exists γn = 0 and if
the excitation has been opportunely initialized within the eigespace relative to the nth
eigenvalue, then the excitation can remain indefinitely confined on the graph. This is a
purely quantum-mechanical effect, which depends on the network topology and on the
position of the trapping sites. It takes the name of quantum locking and in the presence
of noise this effect will disappear [5, 40].
There is another important fact involving the effect of the above trapping operator on
the dynamics of a purely coherent quantum walk. It leads to a dynamics in which these
traps act not only as absorbing sites but also as scattering and dephasing centers.
From now on, we will consider only the case in which there is just one trapping site
linked to one node of the network. A generalization to the case of many traps will be
straightforward.
This phenomenology will be implemented by exploiting both the Lindblad-Kossakowsky
master equation and the Quantum-Stochastic-Walk approach.
First of all, starting from the above effective Hamiltonian Hˆ = A − iΓˆ, the system
density matrix ρˆ(t), can be obtained from the non-unitary temporal evolution operator
Uˆ(t, t0) = e
−iHˆ(t−t0),
ρˆ(t) = Uˆ(t, t0)ρˆ(t0)Uˆ †(t, t0).
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Therefore, by differentiating this expression, we obtain the following master equation:
d
dt
ρˆ = −i(Hˆρˆ− ρˆHˆ†]
= −i(Aρˆ− ρˆA)− i(−iΓˆρˆ− ρˆiΓˆ)
= −i[A, ρˆ]− {Γˆ, ρˆ}.
(4.11)
We can then generalize both descriptions to the case in which a trapping site is present,
just by adding the anticommutator trapping term {Γˆ, ρˆ} to the their respective equations
(4.1) and (4.9). Obviously, this phenomenological description of absorption phenomena
leads to a decay of the total probability P (t) = Tr{ρˆ(t)}.
However, we can explicitly and correctly take into account the energy flow leaving the
network, in such a way that total probability is conserved. To reach this result, we
add to the network an extra node, denoted by |N + 1〉, being N the dimension of the
original graph and, obviously, N + 1 the dimension of the enlarged Hilbert space. Then,
in order to prevent the excitation from getting back to the network, we couple this node
incoherently to the trapping site. Therefore, |N + 1〉 is coupled to the network only
by a suitable Lindblad operator. The new Hamiltonian matrix elements are thus zeros
HˆN+1,i = 0 for all nodes |i〉 of the original graph.
The Lindblad operator modeling the irreversible transfer from the network to the node
|N + 1〉 has to exactly reproduce the description of absorption process as obtained by
the above anticommutator term {Γˆ, ρˆ}. Thus, just remembering the expression of a
Lindblad operator
γijDij(ρˆ) = γij(ρˆjj |i〉 〈i| − 1
2
{|j〉 〈j| , ρˆ}),
we can model the same absorption process, by adding to both master equations the
following term
γN+1,sDN+1,s(ρˆ) = γN+1,s(ρˆss |N + 1〉 〈N + 1| − 1
2
{|s〉 〈s| , ρˆ}), (4.12)
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where γN+1,s = 2Γ, in order to obtain the same absorption rate.
We outline that, on the subspace spanned by the nodes |1〉 ... |N〉, both description are
totally equivalent, since this last Lindblad operator contains the same anticommutator
trapping term as previously determined.
Furthermore, the only new term γN+1,sρˆss |N + 1〉 〈N + 1| simply describes the incoher-
ent flow of population from the trapping site |s〉 to the external node |N + 1〉.
Finally, we emphasize the fact that if the particle is moving in the presence of many
trapping sites, we just add an equal number of Lindblad operators, connecting each sink
with a single external node. We therefore obtain a phenomenological model of absorp-
tion phenomena just by introducing the following absorption term superoperator,
A(ρˆ) =
∑
si
γN+1,si(ρˆsisi |N + 1〉 〈N + 1| −
1
2
{|si〉 〈si| , ρˆ}), (4.13)
where the sum on si runs over all present trapping sites |si〉.
4.4 Transport efficiency
Once we have described the energy absorption by the presence of a trapping site, we
finally introduce the fundamental concept of transport efficiency. It will be needed to
find out the optimal conditions, corresponding a very efficient energy migration to the
trap or sink.
In particular, we consider two possible measures of the efficiency with which the network
can transfer the energy to the trap, and then we will analyze the main factors affecting
them. Specifically, the first one will define the efficiency of energy transfer (EET),
while the second one will quantify the average dwelling time for the excitation before
its absorption.
Given a graph consisting of N nodes |1〉 , .., |N〉, plus an extra node |N + 1〉 absorbing
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energy from the node |s〉 at the rate Γ, as modeled by the following operator
A(ρˆ) = Γ(ρˆss |N + 1〉 〈N + 1| − 1
2
{|s〉 〈s| , ρˆ}),
we can define the efficiency of energy transport η(t) simply as the probability to find
the excitation in |N + 1〉 at time t
η(t) = ρˆN+1,N+1(t) = Γ
∫ t
t0
ρˆss(t
′)dt′. (4.14)
Despite the extreme simplicity of this definition of transport efficiency, it does however
depend on the arbitrary time at which we chose to observe the system.
In order to measure the transport efficiency, indipendently from the chosen observation
time, we can focus on the probability that the excitation has not left the network at
time t, namely P (t) =
∑N
i=1 ρˆii(t) in the site basis. Therefore, we can define the average
dwelling time (DT) t¯ just by integrating this probability over all the time axis
t¯ =
∫ ∞
t0
P (t)dt =
∫ ∞
t0
N∑
i=1
ρˆii(t)dt, (4.15)
obtaining a quantity which is minimized when the transport efficiency is maximized.
However, by using this last measure we consider that the population confined within
the graph vanishes as the time goes to infinity. If quantum locking occurs and a part of
the excitation never leaves the network, the average dwelling time t¯ instead diverges.
Both measure of efficiency will strongly depend on many different factors, as the net-
work’s topology, the initial density matrix ρˆ(t0), the position of the trapping site and its
rate of absorption. However, we will mainly focus on the key role of the environmental
noise, which remarkably influences the transport efficiency.
Indeed, both measures η(t) and the average dwelling time t¯ will show a similar depen-
dence on the noisy environmnent. The environment is encoded in the positive semi-
definite, hermitian dephasing matrix γij in the Lindblad-Kossakowsky master equation,
while it is represented by the interpolating parameter α within the QSW formalism.
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Therefore, we will focus on the dependence of η(t) and t¯ on γij and α.
Furthermore, we will investigate the noisy environment enhancing the transport effi-
ciency, its properties and the physical reasons underlying this optimization.
4.5 Noise assisted transport
As discussed above, quantum systems, unavoidably interacting with their surrounding
environment, undergo so-called decoherence phenomena [41]. Decoherence causes an
uncontrollable transfer of information from the system to the environment and thus
reduces the coherence in quantum systems. Therefore, it has generally been viewed as
a detrimental phenomenon to face in order to implement quantum computation and
communication technologies.
Despite this unfavourable point of view, noisy environments can be beneficial to taking
advantage of key properties of quantum systems, such as interference or even entangle-
ment. Regarding this topic, namely the possible functional role of noise in exploiting
quantum features, many studies have recently been developed from several perspectives,
as we will summarize below.
For instance, in the field of quantum information, it has been studied how the noise can
enhance the capability of transmitting classical as well as quantum information through
complex comunication networks [42], or even how external optical white noise can create
and sustain entangled light in optical cavities [43].
Furthermore, its fundamental role in assisting energy flow in quantum transport through
complex networks has been recognized. Great attention was indeed dedicated to some
photosynthetic complexes, consisting in networks of interacting biomolecules, show-
ing an astonishing efficiency of energy transport thanks to their noisy environment
[1],[2],[3],[4],[5].
Interesting results can be obtained also by considering general abstract graphs, as we will
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do throughout this thesis. Noise has been exploited, by means of Quantum-Stochastic-
Walk, to present a more efficient algorithm of page ranking, based on the speed up of the
asymptotic convergence of random walkers defined on specific complex networks [44].
Besides, it has recently been shown that, within the formalism of Quantum-Stochastic-
Walk, an optimal mixing of coherent and incoherent transport, which indeed maximizes
the transfer efficiency, seems to be quite universal for a large class of complex networks
[45].
Moreover, the phenomenon of Noise-Assisted-Transport has also been experimentally
probed, by using, for example, networks of coupled quantum optical cavities, whose
measured light transmission efficiency, showing an enhancement when dephasing noise
is introduced in the cavities, is in agreement with that one predicted here within the
Lindblad formalism [46], [47]. Among other experimental set-ups recently proposed
there are those based on tunnel-coupled, single-level quantum dots [48], on trapped-ion
crystals [49], or even on using engineered laser-written waveguides [50, 51]. Besides
noise greatly increases the ability to escape from the maze, exploiting both quantum
superposition of different paths and decoherence phenomena, as theoretically and ex-
perimentally shown in Ref. [51].
With the above examples we have emphasized how the role of noise, far from being
always an obstacle to gaining advantage from quantum features, can instead be fully
exploited for a great variety of purposes. From now on, however, we will focus only on
its benefical role in quantum transport on complex networks, thus exploring in greater
detail the general phenomenon of NAT, without any specific reference to a physical
system but with possible promising applications for several experimental platforms.
4.5.1 Numerical evidences
The interesting phenomenon of NAT emerges, in similar forms, within the Lindblad-
Kossakowsky master equation as well as within the QSW formalism. The noise, in these
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two models, is respectively represented by the dephasing parameters γn,m(t), appearing
in (4.1), and by the interpolating parameter α(t), as shown in (4.9).
As explained before, the concept of transfer efficiency has been introduced though the
two quantities η(T ) and t¯. They are, respectively, the efficiency of energy transport
at some final time T, as defined in (4.14), and the average dwelling-time defined by
(4.15). Since both measures of efficiency will depend on the specific dynamics, which
in turn depend on the noise functions γn,m(t) or α(t), these measures can be viewed as
functionals.
However, to easily handle and show the occurrence of NAT, here we will focus on simple
cases. Regarding the Lindblad formalism, we will consider only dephasing environments,
acting on the systems by the costant diagonal dephasing matrix γn,m(t) = γδn,m. In the
case of QSW, instead, we will choose only constant interpolating parameters α(t) = α.
The dephasing matrix γn,m(t) = γδn,m corresponds to a time independent influence on
the system which moreover acts independently and uniformly on all network sites. The
decoherence acting indipendently on the different degrees of freedom usually takes the
name of pure dephasing, in contrast to the so-called correlated dephasing when it affects
in parallel various degrees of freedom. Within this chapter we will focus only on pure
dephasing, postponing the analysis on correlated dephasing to the last chapters.
On the other side, in the framework of QSW, α(t) = α only means that the relative
contributions, of the coherent and the incoherent terms, to the transport process remain
costant in time.
By this choice, η(T ) and t¯ simply become one-variable functions that can be easily rep-
resented by one-dimensinonal curves, as we will do in the following. Hence, we can show
how NAT appears on different network topologies. For instance, we consider square lat-
tices, dendrimers and mazes of various dimensions. On these graphs, we need to select,
on one hand, the trapping site or sink, where the excitation can be irreversibly stored,
and on the other the starting node, where the system is initially excited. For instance,
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we can take as starting node the central site, and as trapping site a random node on
the boundary.
The last point we have to specify regards the time T at which η(T ) is evaluated. We
take five different times T = 2N, 4N, 6N, 8N, 10N , where N is the dimension of the
considered graphs, and we numerically calculate η(T ) for these values as functions of
noise, thus showing that NAT is independent from the specific choice of final time.
Furthermore, as discussed above, this arbitrariness on final time T is totally absent in
the definition (4.15) of the average dwelling-time t¯. From a computational point of view,
in this case, we choose an arbitrary large final time, playing the role of infinity, which
can be set as T∞ = 100N .
We begin by showing η(T ) and t¯, determined for different values of the interpolating
parameter α ∈ [0, 1], of the QSW on a regular square lattice made up by 81 nodes.
The above pictures evidence that a suitably chosen intermediate value for QSW pa-
rameter αopt ∼ 0.1 significantly optimizes the transport efficiency, as encoded in EET
maximization or, equivalently, in DT minimization.
The other two examples, we introduce here, are two different networks, a dendrimer of
46 nodes and a maze of 81 sites. Again, even if two topologies are very different, in
the following pictures, we observe a similar emergence of NAT phenomenon, within the
context of QSW.
Regarding the dendrimer graph, we note that the optimal noise parameter αopt ∼ 0.2
enhancing the transfer efficiency is again similar for both quantities EET and DT, and
that it is slightly larger than in the square lattice topology.
About the maze network, the role of noise in the maximization of transport efficiency is
even more evident, as we can argue from the greater difference between the maximum
and the minimum for both efficiency measures EET and DT. Moreover, the optimal in-
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Figure 4.1: NAT for QSW on square lattice
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(a) EET, at different times, as functions of QSW interpolating parameter α
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terpolating parameter for both measures is αopt ∼ 0.05, smaller than in the other cases,
which suggests a stronger role of quantum superposition to fastly escape the maze.
Now we study these NAT phenomena on same three topologies, but within the different
formalism of the Lindblad-Kossakowsky master equation (4.1). Therefore, the noise is
no longer represented by the interpolating parameter α but it is described by the de-
phasing costant parameter γ ∈ [0,∞), which can vary from zero to infinity. As explained
71
CHAPTER 4. NOISY QUANTUM TRANSPORT
Figure 4.2: NAT for QSW on dendrimer of 46 sites.
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before, the limit γ 7−→ ∞ reproduces the so-called Zeno effect, freezing the quantum
evolution and then, in our context of transport phenomena, appearing as absence of
transmission, thus with η(T ) 7−→ 0 and t¯ 7−→ ∞.
Hence, we take a finite interval for dephasing γ ∈ [0, γm], choosing γm = 10, in such a
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Figure 4.3: NAT for QSW on a maze of 81 nodes
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way to better emphasize the peak of efficiency as realized by NAT. However, we must
keep in mind that greater values of dephasing simply decrease the efficiency, and thus
we can neglect them.
By numerically solving the dynamics of a single excitation, in presence of dephasing,
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over the same three networks we obtain similar findings. Specifically, for the square
lattice of 81 sites and the maze of 81 sites, we obtain the following results.
Figure 4.4: NAT in Lindblad formalism on square lattice
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Figure 4.5: NAT in Lindblad formalism on maze
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These pictures, demonstrating Noise-Assisted-Transport within the Lindbald master
equation formalism, show an analogous behaviour for EET and DT, as observed within
the framework of Quantum-Stochastic-Walk.
More specifically, for each topology, the dephasing parameters optimizing the efficiency
of energy transport are quite similar to those which minimize the average dwelling time.
Moreover, these particular values, each of which depends on the underlying topology,
share the same ordering of the optimal interpolating parameters of QSW. Indeed, as in
the case of QSW we obtained αopt ∼ 0.05, 0.1, 0.2, respectively for maze, square lattice
and dendrimer, now we achieved as optimal dephasing parameters dopt ∼ 0.05, 0.3, 0.5,
again showing that for mazes higher level of coherence is required to maximize the trans-
fer efficiency, while lower levels work better in the case of dendrimer.
Therefore, the first insight, from the above preliminar findings, is that the two for-
malisms of Lindblad master equation and QSW, both describing quantum walks on
graphs when subjected to decoherence, reproduce in a very similar way the phenomenon
of noise-assisted-transport and thus both can be exploited to unveil the general physical
mechanisms underlying NAT.
4.5.2 Noise-induced suppression of destructive interference
Here we present one of the key mechanisms to understand some features of the NAT
phenomenon. It regards the way by which the noise can counteract the detrimental
effect of destructive interference, thus enhancing the efficiency of quantum transport.
We will begin by considering a general network G(V , E) described by its adjacency ma-
trix A which governs the dynamics of a quantum walker on that graph. Moreover, we
put on a given vertex s a trap which can irreversibly absorb the excitation from the
network. Now, if the Hamiltonian, namely A, posses eigenvectors orthogonal to the
state |s〉 associated to the sink, then their temporal evolution will not be affected by the
presence of the trapping term in the Hamiltonian. If more trapping sites are present,
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this orthogonality condition obviously has to be extended to the space generated by
all the traps. In other words, the dynamics of such eigenstates, since it is decoupled
from the absorption dynamics induced by the sink, persists to be unitary. The Hilbert
subspace spanned by these eigenstates is called invariant subspace, and it will depend
on both the network topology and the sink position.
Networks with higher symmetry generally lead to larger degenerate eigenspaces, which in
turn can contain larger invariant subspaces. For instance, the fully-connected network,
composed by N vertices, gives rise to the largest invariant subspace, whose dimension
is N − 1.
Then, if a non-vanishing projection of the initial state |ψ0〉 on this invariant subspace
exists, the part of the initial excitation belonging to this subspace will be confined for-
ever within the network, while only the remaining component will be transferred to the
sink. As a limiting case, the transfer process will not occur at all if the initial system is
prepared to completely lie in these invariant subspaces.
The presence and the effect of these invariant subspaces can be understood as a mani-
festation of a destructive interference phenomenon arising from the superposition prin-
ciple. Therefore, in some situations a fully coherent dynamics for the quantum walker
can radically prevent an efficient quantum transport across the network. In these cases
the effect of noise becomes very beneficial. Indeed, it breaks these invariant subspaces or
suppresses the destructive interference, therefore opening new paths towards the sink.
The example of fully connected network is very useful. In this case, networks of in-
creasing dimension lead to larger invariant subspace. Here, the two formalisms of noisy
quantum transport show different behaviours.
In the QSW the efficiency of energy transfer is maximized by the classical diffusion,
for which no invariant subspaces exist. We evaluate the EET as a function of constant
mixing parameter α, for increasing values of times, as shown in Fig. (4.6).
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Figure 4.6: Optimal classical regime for fully-connected network of 7 nodes
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(a) EET as a function of mixing parameter α of QSW
Instead, within the Lindblad-Kossakowsky master equation, since the classical regime
will never be reached, transport efficiency behaves differently. Here, we want to test the
hyphothesis that for larger networks a greater amount of dephasing is required to maxi-
mize the efficiency, just because larger invariant subspaces have to be broken. Then, for
different networks, we evaluate the optimal dephasing parameter for quantum transport,
and we plot the obtained results as a function of their number of nodes. The following
plot is produced in this way.
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Figure 4.7: Optimal dephasing as a function of network dimension. By increasing
the dimension of fully-connected networks, the optimal γ maximizing the EET grows
approximatively linearly.
It is evident that optimal dephasing grows almost linearly with the dimension of fully-
connected networks. This is a further confirmation of the fact that dephasing destroys
the invariant subspaces. It is worth to note that bigger values of dephasing do not en-
hance the efficiency of energy transfer simply because of the appearence of the quantum
Zeno effect freezing the dynamics.
4.5.3 Universality of optimal noise
In Ref. [45] the transport properties of Quantum Stochastic Walks (QSW) have been
explored over a wide family of large complex networks. Since their main findings largely
stimulated the present thesis, here we will summarize them. Then in the next chap-
ters we will focus on their interpretation in terms of our analysis regarding the optimal
transport regimes.
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Within the aforementioned work, many different kinds of topologies have been investi-
gated ranging from regular lattices to random graphs, small-world topologies and scale-
free networks. Now, before showing the results, we will briefly introduce these new kinds
of networks which can be generated from a random process.
A random graph (RG) is the simplest case and it is specified by its dimension N , namely
the number of nodes, and a probability p. Specifically, by starting from N isolated ver-
tices, the RG can be obtained by adding with probability p an edge between each couple
of nodes. Obviously if p = 1 RG exactly coincides with the fully-connected network.
Other topologies are the so-called small-world networks (SW) which can be considered
as intermediate cases between regular lattices and random graphs since they can be de-
fined by randomly rewiring the edges of a regular lattice in the following way. Starting
from a regular lattice, we randomly choose a couple of vertices (Vi1 , Vj1) with respec-
tively two random nearest neighbor vertices (Vi2 , Vj2). Then with probability r the edges
between neighbor vertices are rewired as the edges between the couple of random ver-
tices. By applying this procedure to all vertices we can generate a SW network. Clearly
the limiting case of r = 0 and r = 1 correspond, respectively, to a regular lattice and to
a random graph.
Another class of networks is repreented by the so-called scale-free graphs. They consists
in networks, generated by a random process, which manifest a power law distribution
for the degrees of vertices.
By exploiting the QSW model to describe noisy quantum walks over all these topologies,
the work in [45] mainly showed that a quite similar costant mixing parameter α ∼ 0.1
optimizes the quantum transport across the networks independently of the specific un-
derlying topology.
Instead, more precisely, encoding the transport optimality by means of the efficiency of
energy transfer (EET) defined through (4.14) and evaluated at a final time T = 10N ,
being N the graph dimension, we have presently numerically determined the EET for
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different values of α and for a given configuration of injection and absorption vertices,
the so-called IN and OUT vertices. Then, for each value of α the mean value of EET has
been evaluated for all possible configurations of the injection site. The main finding is
that αopt ∼ 0.1, which maximizes the averaged efficiency, and is very weakly dependent
from the network topology, so that quantum transport over regular lattices, random
graphs, small-world and scale-free networks is optimized by the same intensity of noise,
which in turn seems to be a quite universal optimal noise. The unique exception re-
ported here is related to the fully-connected network, where EET is maximized by the
purely classical regime.
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Decoherence and quantum control
Quantum-based technologies are expected to lead, over the coming decades, to a broad
range of applications, for instance from efficient transport in novel solar energy con-
version systems to quantum computation or high precision metrology devices. Due to
quantum peculiar features, they are expected to be the basis of new technologies per-
forming tasks far beyond the state-of-the-art of current capabilities.
However, despite the astonishing perspectives offered by quantum technologies, until
now the potential to exploit and control quantum systems has been hampered by deco-
herence as induced by the unavoidable presence of the surrounding environment. There-
fore many attempts and successes to isolate, better and better, quantum systems have
been searched and obtained. The idea behind this approach is just to lower enough the
levels of environmental disturbance, such that these effects are not strong enough to
destroy the coherence of the system, before it has completed the function for which it
has been engineered.
The perspective on environmental decoherence we adopt here is instead slightly differ-
ent because the noise can have an active and beneficial role. Indeed, once established
that it can improve the capability of a given network in trasferring excitations from one
site to another, we may also conjecture that the interaction between a quantum system
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and a complex noisy environment can optimize other tasks, depending on the precise
structure of the environment. Moreover, assuming to be able to arbitrarily control the
environment, we can speculate to exploit the same physical quantum system on a given
fixed graph for different purposes just by manipulating the external noise.
Following this general idea, in this chapter we will discuss the effect of decoherence on
quantum walks regarding two main aspects. The first one is the typical time exploited
by the quantum walker to reach the trap. The second one is the entropy production
as a function of noise, which clarifies the role of noise in affecting the delocalization
properties of quantum walkers over complex networks.
5.1 Delocalization speed
Here, we are interested in understanding how different noisy environments affect the
spreading of excitations over the networks. To reach this aim, we introduce some quan-
tities encoding the average time after which the excitations arrive at the trap. These
definitions of the trap-reaching-time involve the use of efficiency of energy transfer. Two
of them, τ1 and τ2, are based on the hyphotesis that when excitations reach the sink the
efficiency rapidly changes. The first is the time at which the derivative of the efficiency
η˙ has the first local maximum, while the second is just the time at which η˙ has a global
maximum. Another quantity τ3 is instead the time for which the efficiency of energy
transfer reaches a determined value arbitrarily fixed to be 0.5 (other choices give rise
to similar results). Now, to easily compare these quantities, we will normalize them in
such a way that all of them take values in [0, 1].
In what follows we will evaluate, for our topologies, how these different measures will
vary with noise. In particular, we will initialize the excitation in the center of the var-
ious networks and we will put the traps on their boundaries. The excitation, starting
from the center, evolves under different noisy conditions, thus reaching the trap after
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different times. The noisy environment, minimizing this time, will be the one for which
delocalization speed will be the highest one. Then, it could be expected that the fully
quantum regime, due to interference phenomena, will be the favourable one to speed up
the spreading of excitations.
By considering a linear chain, a ring, a dendrimer and a square lattice and by using the
QSW formalism to describe noisy quantum transport, we obtain the following figures.
Figure 5.1: Trap Reaching Time (TRT) in QSW
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(a) Linear chain of 50 nodes.
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(b) Ring of 50 nodes.
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(c) Dendrimer of 46 nodes.
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(d) Square lattice of 49 nodes.
As we observe, the fully quantum regime (i.e. α = 0) minimizes the estimation of trap
reaching time, as encoded in the above definitions of τ1, τ2, τ3. In other words, quantum
coherence sustains faster motion so that excitations spread over the networks much more
rapidly. From this first analysis, we conclude that noise is detrimental for fast quantum
transport.
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5.2 Irreversible classical delocalization
Once analyzed the effect of noise on the mobility of excitations, we turn to inves-
tigate their delocalization properties from the perspective of the optimality of quan-
tum transport. Specifically, here we will focus on the irreversible classical delocaliza-
tion over the whole network by means of the quantum walker’s von Neumann entropy
S(ρˆS) ≡ Tr{ρˆS log ρˆS}.
If there is a trapping site and excitations are asymptotically absorbed, their final states,
being the empty network, are fully known so that their entropy will be vanishing. We
will then start by studying how entropy depends on time and noise in the absence of an
external sink but in the presence of noise. In this case, however, the concept of efficiency
of transport cannot be defined so that, later on, we will consider again traps in such a
way that this concept can be exploited.
Thus, it is not possible to have a direct quantitative relation between entropy produc-
tion on a network without the sink and the properties of energy quantum transport.
However, a focus on their qualitative features can be useful and meaningful. Certainly,
we should be able to go further and explore on a quantitative level the relation between
delocalization properties and transport features within the same dynamics where the
sink can absorb excitation from the graph.
Entropy production without traps
Obviously, if there are no traps in a network, the efficiency of energy transfer (EET)
cannot be defined. However, here we will present a comparison between the entropy
production and EET, as studied before.
Indeed, by focusing on the dependence of the entropy from the noisy environment, we
find a behaviour which is qualitatively similar to that one shown by the EET, when a
trap is added to the network. However, the time scales over which these similar be-
haviours manifest are very different. Indeed, while the EET approaches its maximum
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unit value on a time scale of the order of 10N , where N is the dimension of the network,
in the case of quantum entropy the maximum value is reached on a time scale one or-
der of magnitude smaller, thus comparable with N. Moreover, this comparison involves
different dynamics, because in one case there is no trap, while in the other case it is
required.
Now, we present this similarity for some different topologies and for both formalisms, the
Lindblad-Kossakowsky master equation and the QSW. Specifically, we evaluate quan-
tum entropy and EET as functions of noise and for many different times.
Within the QSW we present the results obtained for fully-connected topology, square
maze and star graph. Regarding the fully-connected topology, we find that greater val-
ues of the interpolating parameter α maximize the entropy at all time scales. Therefore,
remembering that also EET maximization is achieved by increasing QSW parameter,
efficiency and entropy have the same qualitative dependence on the noise. We can appre-
ciate this conclusion by looking at the following representation of the temporal sections
relative to entropy and efficiency.
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Figure 5.2: Entropy without sink and EET for a fully-connected graph with 9 nodes.
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We note that their dependence on noise is qualitatively comparable.
Furthermore, the common qualitative behaviour also holds for other topologies. We
present below the results relative to a maze graph and a star network, even if the same
findings are valid for all the other topologies used throughout this thesis.
Both entropy and efficiency manifest analogous qualitative features mainly in two as-
pects. Firstly, these quantities reach a maximum for a similar intermediate value of noise
parameter and, most importantly, they share a common dependence in the region where
the parameter approaches unity. Indeed both quantities decrease after their maximum
and then increase a little as the parameter grows up to one, which describes the limit of
classical random walk on the network. This is indeed an important fact, that forces us
to further analyse the relation between delocalization and efficient energy transport.
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Figure 5.3: Entropy without sink and EET for a maze graph of 16 nodes.
Until now, we cannot explain the physical origin for this behaviour. However, the fact
that this feature is shared by both entropy and transport efficiency, may suggest that
the properties of quantum transport and the ones of delocalization could be deeply re-
lated. Moreover, when noisy quantum transport is treated by the Lindblad-Kossakosky
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Figure 5.4: Entropy without sink and EET for a star graph of 16 nodes.
formalism, by using an homogeneous costant pure dephasing described by only one pa-
rameter, a similar behaviour will appear, as we show below for a dendrimer topology.
Indeed, in the case of a dendrimer, we can observe that quantum entropy and efficiency
display a comparable dependence from dephasing. Both quantities reach a maximum in
correspondence with a similar value of constant dephasing, and start to decrease mono-
tonically as the noise grows.
From the above figures, we reach the first conclusion that EET behaviour seems to
be somehow related to the delocalization of excitations. Indeed, it seems that higher
efficiency is realized when the excitations are affected by a noise leading to faster irre-
versible delocalization.
As discussed before, the entropy in the absence of absorbing sink approaches, for each
noise parameter, its asymptotic value on a time scale of the order of the dimension of
the considered graph. Therefore, entropy production can be used to understand EET
behaviour, at least, in two different ways: by looking at the speed at which it reaches
its maximum or by focusing on the asymptotic value itself. So far, we chose to analyze
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Figure 5.5: Entropy without sink and EET for a dendrimer with 22 nodes.
quantum entropy for the first aspect, and this forced us to deal with a typical time scale
much smaller than the one used to determine EET. Moreover, being these time scales
very different, to relate entropy production and efficiency we have used noise parameters
that are costant in time, because otherwise the comparison would be meaningless.
5.2.1 Entropy in presence of traps
Now, we need to treat both, entropy and efficiency of energy transport, relatively to
the same dynamical process, in the presence of an absorbing external sink, to evaluate
how decoherence affects the transport and the properties of irreversible delocalization.
In other words, we want to investigate whether the speed-up in the entropy production
is correlated to the efficiency enhancement.
The first obstacle to analyze the relation between EET and entropy directly comes from
the behaiour of S, when the sink gradually absorbs energy from the network. In this
situation, because the unitarity of the evolution is lost due to, both, noise and irre-
versible absorption by the sink, the entropy initially grows and then starts to decrease.
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There are two possible classes of networks concerning the asymptotic values of entropy.
If the graph topology is such that there are not subspaces of HS orthogonal to the node
connected to the sink, the asymptotic state of the system is the empty network, thus
corresponding to zero entropy for all noise functions, including zero. Instead, if such
subspaces exist, as in the cases of ring and fully-connected topologies, the asymptotic
entropy does not vanish for all noisy environments.
This feature holds for both the Lindblad equation and the QSW formalism.
We can show these differences through the following pictures, related to chain, ring and
fully-connected networks.
Figure 5.6: Entropy with sink for a linear chain with 20 nodes.
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Figure 5.7: Entropy with sink for a ring with 11 nodes.
We can see that for a linear chain the entropy tends to zero for all noisy regimes, while
for the fully-connected and for the loop network, if a part of excitation belongs to the
above mentioned orthogonal subspace, without any noise, this part remains indefinitely
confined there, thus showing an asymptotic, finite entropy. For any other value of noise,
different from zero, however, the asymptotic value of entropy vanishes, even if, for very
small noise parameters, the relative time scale can be very large.
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Figure 5.8: Entropy with sink for a fully-connected graph with 8 nodes.
In all these cases there is an obvious correlation between the efficiency and the entropy,
both evaluated at large times. In fact, the greater is the efficiency the less is the energy
in the network, resulting in a lower value of the entropy. Moreover, if a part of initial
excitation belongs to a subspace orthogonal to the sink, both efficiency and entropy
manifest a definite asymptotic behaviour in the zero noise regime, the first without
tending to unity, the second without vanishing.
93
CHAPTER 5. DECOHERENCE AND QUANTUM CONTROL
However, this correspondence between values of efficiency and entropy, at large times,
is trivial and meaningless for our purposes. Indeed, the idea was to understand if, and
in which measure, a correlation exists between entropy production and efficiency, with
the perspective of highlighting a possible functional role of fast and irreversible delocal-
ization, over the whole network, to maximize EET.
To this aim, instead of focusing on final values of entropy, we can regard the entropy on
a time scale on which it reaches a maximum, before starting to decrease, as excitation
is transferred to the sink. Specifically, we can hope to distinguish the various noisy
environments, on the basis of their influence on the speed of the entropy growth. Then,
we could establish how this effect is related to maximization of the efficiency of energy
transport.
We can define the speed of entropy production, simply as the value of its average deriva-
tive, evaluated within the interval between the initial time t0 and the time at which it
reaches a maximum t∗. Obviously, it corresponds to the entropy difference, divided by
the time interval, i.e.
〈S˙〉 = S(t
∗)− S(t0)
t∗ − t0 .
Then, we consider the average rate of entropy production 〈S˙〉 as a functional of a noisy
environment, to compare it with the other functionals of noise, in particular the efficiency
of quantum transport. As discussed above, since we need to compare functionals defined
on different time scales, the only space of functions we can use is that one related to
costant functions, otherwise the comparison could result meaningless. Furthermore, in
the case of a system described by the Lindblad equation, we limit ourselves to the case of
homogeneous, pure dephasing, which acts in the same way on all nodes of the network.
In the next chapter the above defined quantities will be exploited to understand the
relation between optimal quantum transport, which maximizes EET, and the properties
of excitation delocalization.
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Optimal quantum transport
Now we will start to analyze in detail some key mechanisms, underpinning the opti-
mal noisy environment which maximizes the efficiency of quantum transport for various
kinds of networks.
When we introduced the notion of Noise-Assisted-Transport we showed that, indepen-
dently from the considered graph topology, except for the fully-connected network, some
intermediate levels of decoherence highly enhance the transfer efficiency.
So far, we only focused on two aspects related to the NAT phenomenon. The first was
the speed at which the excitation probability distribution spreads over the graphs, which
is maximized in the fully quantum regime. The other factor was the noise breaking of
the so-called invariant subspaces, which otherwise, in the purely quantum case, may
indefinitely confine excitations, due to their orthogonality to a state localized at the
trapping site.
However, even if these invariant subspaces are absent, the NAT phenomenon appears.
Therefore in such situations other physical mechanisms supporting energy transfer have
to be identified. We will present some results obtained by using both formalisms of
noisy quantum transport, firstly with time independent parameters and subsequently
making them time dependent. Moreover, concerning the Lindblad formalism, we will
95
CHAPTER 6. OPTIMAL QUANTUM TRANSPORT
just deal with pure, homogeneous dephasing, acting locally and equally on all the de-
grees of freedom. Then, in the next and last chapter, we will investigate more complex
non-homogeneous and spatially correlated dephasing models.
Under these assumptions, we will go further in explaining why and how noise can op-
timize quantum transport and we will get some interesting results (to be tested on a
larger class of graphs), which relate the efficiency maximization to the delocalization
properties of the excitation over the whole network.
6.1 Homogeneous coherent delocalization
Our purpose is to investigate which is the relation between the efficiency of energy
transfer (EET) and the properties of delocalization of the excitation over the whole
network. Certainly, both aspects will be related to the features of the noisy environment.
Throghout this chapter we will analyze how, and in which measure, the optimal noisy
environment, in EET maximization, also leads to more effective delocalization.
To deal with both models of noisy quantum transport at the same time, we denote
by vector ~µ(t) the set of all parameters representing how the excitation is subjected
to the noisy environment. Specifically, ~µ(t) corresponds to the only one interpolating
parameter a(t) in the context of QSW, while it consists in the elements of the dephasing
matrix γij(t) in the formalism of Lindblad master equation.
To describe the behaviour of delocalization, we focus firstly on a quantity involving the
system density matrix ρˆS(t) and the matrix ρˆeq(t), which describes the classical equally
populated state. Moreover, we search for a quantity characterizing the total amount of
inhomogeneities among populations over all vertices.
The density operator ρˆeq(t) is defined to gradually change in time as excitation leaves the
network. It is proportional to the identity, with the proportionality costant being the
probability p(t) to find the excitation in the network at time t, divided by the number
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of nodes N
ρˆeq(t) =
p(t)
N
Iˆ. (6.1)
Next, we define the quantity D(t; ~µ) which consists in the trace, over the system Hilbert
space HS, of the modulus of the difference between the above two matrices
D(t) = TrS{| ρˆS(t)− ρˆeq(t) |}, (6.2)
where (| ρˆS(t)− ρˆeq(t) |)ij =| ρˆS(t)ij − ρˆeq(t)ij |.
To better understand the meaning of this quantity, we can consider two simple cases of
quantum and classical random walk on a graph, treating them as two extreme regimes
within the framework of QSW.
For example, we consider a fully-connected network, with and without the external sink,
for which the behaviour of D(t) is very simple. Indeed, by initializing the excitation
randomly, D(t) fluctuates regularly in the case of quantum walk, while in the case
of classical random walk it decreases monotonically to zero. Moreover, as we shall see
below, the insertion of a trap absorbing excitation only damps the oscillations in the case
of quantum walk. We can see that, in the fully quantum regime without the external
sink, the excitation, initially localised on a single node, periodically delocalizes, to a
certain extent, over the network and it returns to the original localised state, as shown
by the oscillating behaviour of D(t). The latter will behave in a much more complex way
for excitations moving on networks of different topologies, but its fluctuating behaviour
in the purely quantum limit and its monotonic decrease in classical random walk are
ubiquitous features.
Now, given the time dependent description of delocalization by means of the quantity
D(t; ~µ), we can deal with a global average delocalization by using the average value of
D(t; ~µ), over the whole transfer process,
C(~µ) =
1
T
∫ T
0
D(t; ~µ)dt, (6.3)
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Figure 6.1: Behaviour of D(t) on a fully-connected graph of 10 nodes.
0 1 2 3 4 5 6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
time
D(t
)
 
 
D(t) for coherent quantum walk
D(t) for classical random walk
(a) Without the external sink. The oscillating function (blue) represents D(t) for coherent quantum walk,
while the decaying function (green) is D(t) for a classical random walk.
0 1 2 3 4 5 6
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
time
D(t
)
 
 
D(t) for coherent quantum walk
D(t) for classical random walk
(b) In the presence of the external sink. The damped oscillating function (blue) represents D(t) for
coherent quantum walk, while the decaying function (green) is D(t) for a classical random walk.
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so that the minimum of this quantity will denote a more rapid and stable delocalization
over the network.
Now, we should like to understand if this quantity is related to the efficiency of energy
transfer η(T ; ~µ) ranging in [0, 1). Thus, to compare these two quatities, it is perhaps
better to normalize to one the maximum value of C(~µ) as follows
CN(~µ) =
1
Cmax
C(~µ), (6.4)
so that it will vary in (0, 1]. Moreover, we will restrict to the case of one dimensional
space of parameters describing the noisy environment, such that all above quantities
will depend on only one parameter µ and therefore can be easily represented.
Below we show some results obtained, for the network topologies we have worked with, by
using both formalisms, the QSW as well as the Lindblad-Kossakowsky master equation.
We used a parameter µ costant in time, which represents, respectively, the interpolat-
ing parameter α or, in the context of Lindblad equation, it specifies the homogeneous
costant pure dephasing γii = µ.
The pictures are organized as follow. In the same picture there are two graphics rep-
resenting the efficiency η(t, µ) and the distance D(t, µ) as functions of time and noise
parameter. In addition they are compared with the final efficiency η(T, µ) and the in-
tegral quantity CN(µ). This last quantity has been calculated with and without the
external sink.
The Fig. (6.2), (6.3) are related to the dynamics of an excitation across both kinds of
networks, linear chains and rings of the same dimension. In both cases we initialize the
excitation on a random node i, so that the density matrix at initial time was, in site
basis, ρˆS(0) = |i〉 〈i|, and we linked the network to an external sink by another random
node.
From these pictures, two aspects are evident. Firstly we can recognise that η(t, µ) and
D(t, µ) seem to be anti-correlated, secondly that the parameter µ which maximizes the
EET also minimizes the average distance CN(µ). Moreover, if the sink is removed, the
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Figure 6.2: EET and D(t) for an excitation on a linear chain of 50 nodes (described
within the Lindblad formalism). In the top we wee: on the left D(t, µ), on the right
η(t, µ). Down we see the final efficiency η(T, µ) (blu) and the normalized averaged
distance CN(µ), with or without the sink (green, red).
minimum of the average distance varies very little. Therefore, we can exclude that the
EET maximization directly corresponds to minimization of CN(µ), since in the absence
of external sink EET is obviousy zero.
Thus, we can assert that the EET and CN(µ) are correlated in a nontrivial way and
that the same noise responsible for efficiency optimization, also accounts for the mini-
mization of the average distance CN(µ), which in turn can quantify the speed at which
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Figure 6.3: EET and D(t) for an excitation on a ring of 50 nodes (described within the
Lindblad formalism). In the top we wee: on the left D(t, µ), on the right η(t, µ). Down
we see the final efficiency η(T, µ) (blu) and the normalized averaged distance CN(µ),
with or without the sink (green, red).
stable delocalization can occur by means of environment-induced decoherence. Now we
go further showing that the same qualitative features continue to hold independently of
the underlying topology.
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The next network we analyze is the regular, bidimensional lattice. As in the case of
the above chains, as shown in Fig. (6.4) and (6.5), we find that η(t, µ) and D(t, µ) seem
to be anti-correlated and that the minimum of CN(µ) is very close to the maximum of
EET in both models of noisy quantum walks.
Figure 6.4: EET and D(t) for an excitation on a regular bidimensional lattice of 40 nodes
(described within the Lindblad formalism). In the top we wee: on the left D(t, µ), on the
right η(t, µ). Down we see the final efficiency η(T, µ) (blu) and the normalized averaged
distance CN(µ), with or without the sink (green, red).
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Figure 6.5: EET and D(t) for an excitation on a regular bidimensional lattice of 40
nodes (described within the QSW formalism). In the top we wee: on the left D(t, µ),
on the right η(t, µ). Down we see the final efficiency η(T, µ) (blu) and the normalized
averaged distance CN(µ), with or without the sink (green, red).
Another graph, exhibiting the same features in a different way, is the fully connected
network in which the optimal efficiency of energy transfer is achieved in purely classical
random walk in the formalism of QSW, as shown in Fig. (6.6).
The results presented in Fig. (6.7), (6.8) are related to quantum walker on dendrimer
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(a) Dynamics from QSW
Figure 6.6: EET and D(t) for an excitation on a fully connected network of 15 nodes
(described within the QSW formalism). In the top we wee: on the left D(t, µ), on the
right η(t, µ). Down we see the final efficiency η(T, µ) (blu) and the normalized averaged
distance CN(µ), with or without the sink (green, red).
and star graphs, respectively, described by Lindblad equation and QSW formalism.
Once again we obtain the same correlated behaviour between EET maximization and
inhomogeneity minimization.
We can immediately see that, also for dendrimer and star networks, the same relation
between EET and delocalization holds.
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Figure 6.7: EET and D(t) for an excitation on a dendrimer of 46 nodes (described within
the Lindblad formalism). In the top we wee: on the left D(t, µ), on the right η(t, µ).
Down we see the final efficiency η(T, µ) (blu) and the normalized averaged distance
CN(µ), with or without the sink (green, red).
Therefore we obtain that, for both models of QSW and Lindblad-Kossakowsky master
equation, for all topologies we have used, EET maximization is reached over a region of
constant noise parameter µ, which also leads to minimization of average distance CN(µ)
between system density matrix ρˆS(t) and equally populated density matrix ρˆeq(t).
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Figure 6.8: EET and D(t) for an excitation on a star graph of 49 nodes (described within
the QSW formalism). In the top we wee: on the left D(t, µ), on the right η(t, µ). Down
we see the final efficiency η(T, µ) (blu) and the normalized averaged distance CN(µ),
with or without the sink (green, red).
6.1.1 Different initializations
As pointed out before, these results were related to some random choices of positions
of initial excitation and external sink, so that to analyze the robustness, under the
modification of relative position between IN and OUT nodes, we have performed the
same calculations by systematically varying the node of initialization. We observe the
following behaviours, related to linear chains and dendrimers, in Fig. (6.9),(6.10).
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Figure 6.9: Analysis of different inizializations for quantum transport on a linear chain
of 12 nodes. On the top we see normalized averaged distances CN(µ), corresponding
to different initializations of the quantum walker, in Lindblad (left) as well as in QSW
formalism (right). Down we see the efficiency of quantum transport for different initial-
izations, in both formalisms.
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Figure 6.10: Analysis of different inizializations for quantum transport on a dendrimer
of 22 nodes. On the top we see normalized averaged distances CN(µ), corresponding
to different initializations of the quantum walker, in Lindblad (left) as well as in QSW
formalism (right). Down we see the efficiency of quantum transport for different initial-
izations, in both formalisms.
The conclusion that optimal noise is stable against different initializations is confirmed
by these pictures. Moreover, we had that, the more proununced is the peak of trans-
port efficiency, the more extensive is the corresponding change in the average distance
CN(µ). Once again, this feature underline the correlation between EET maximization
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and minimization of the inhomogeneities distribution for the optimal dynamics.
Specifically, we look at the case of linear chain network, in which the correlated variation
of EET and CN(µ) functions are greater for initializations more distant from the sink
and smaller for those closer to the sink. This simple order is lost on other graphs, as
dendrimers, but the correlation between variation of EET and average distance remains.
6.2 Trace-distance characterization of delocalized states
So far we have analyzed the behaviour of some quantities encoding different properties
of energy quantum transport over noisy complex networks. Specifically, we have charac-
terized the efficiency of transport phenomena and their delocalization properties. The
first one mainly through the notion of EET, the second one not only by introducing the
quantum entropy S and its average growth rate 〈S˙〉, but also by means of the afore-
mentioned average distance 〈D〉.
We have found that EET, S, and 〈S˙〉 depend on noise in the same qualitative way.
Furthermore, we have shown that the noise minimizing < D > is very close to the one
maximizing EET. Until now this is the main result of our analysis.
Below, we will introduce another quantity encoding the property of excitation delocal-
ization. This is the so-called trace distance between the system density matrix ρˆS(t) and
the equally populated state decribed by ρˆeq(t). This new quantity is defined as follows:
T (ρˆS(t), ρˆeq(t)) =
1
2
Tr{
√
(ρˆS(t)− ρˆeq(t))†(ρˆS(t)− ρˆeq(t))}. (6.5)
Similarly to how we have defined the normalized average distance 〈D〉, we introduce
the normalized average trace distance 〈T 〉. Then, we show how all the above quantities
depend on noise in the case of square maze topology. On the basis of our findings, we
will discuss the physical interpretation of the optimal regime of noisy quantum transport
in the following section.
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Figure 6.11: Efficiency, distances and entropy
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6.3 Physical interpretation
As we explained before, this last quantity 〈T 〉, encoding in a very simple way the aver-
age distance between the system and the equally-populated state, does only depend on
the values of populations and never on the values of coherences. Moreover it is not a
true distance between matrices, since it can be zero even if the two density matrices do
not coincide and furthermore, being dependent on the chosen basis, it cannot describe
a well defined physical property.
However, the above good and ubiquitous agreement between EET and 〈D〉, highlights
the possible functional role of homogeneous excitation delocalization over the whole
network to maximize the efficiency of quantum transport. On this basis, we focus on a
deeper understanding of such delocalization properties.
We start from the observation that the noise, which maximizes efficiency of quantum
transport, also leads, with good agreement, to the minimization of average-distance
〈D〉. This last quantity shows, in a simple way, how large are, on average, the inhomo-
110
6.3. PHYSICAL INTERPRETATION
geneities of populations on the nodes of the network. Therefore, this overlap, between
EET maximization and < D > minimization, shows that the homogeneous distribution
of populations could enhance the efficiency of quantum transport through the network
(see Fig. (6.11)). The plotted quantites are the efficiency of energy transfer, the rate of
entropy production, the maximum of entropy and finally two average distances between
the system’s density matrix and the equally populated state without any coherences.
The above figure contains important information concerning the transport process across
a maze, as described within both formalisms. To clarify its meaning, however, we re-
member the definitions of the represented quantities.
EET has been evaluated at a final time Tfin = 10N , where N is the dimension of the
network. The maximum of quantum entropy Smax has been determined on the whole
temporal domain [0, Tfin], and its rate of growth < 〈S˙〉 has been defined as the average
rate, at which entropy changes from its initial zero value to its maximum value.
However, even if Smax and 〈S˙〉 are theoretically evaluated on the same temporal domain
of EET, they are effectively related to a time scale of the order of t = 1
10
Tfin, since the
latter is the typical time at which entropy reaches a maximum value, before starting
to decreases to zero, as the excitation leaves the network. Finally, the remaining two
quantities are the average ”distance” 〈D〉 and the average trace distance 〈T 〉, between
the system’s density matrix and the maximally mixed state.
Now, with the perspective of linking the behaviour of efficiency to the properties of
delocalization, we propose the following reasoning.
First of all, we focus on the capabilities and limits of quantum mechanical motion of an
excitation over a network. Purely coherent evolution, thanks to interference phenomena,
leads to the fastest motion of the system across the network. Therefore, the fully quan-
tum regime allows an optimal exploration of all nodes of the graph in the shortest time.
However, since the only origin of decoherence comes from the irreversible absorption of
the sink, the coherences can persist and sustain the fast motion all over the graph, well
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beyond the first phase of exploration, until the complete transfer occurs.
In other words, costructive and destructive interference, deeply related to the network
topology, are responsible of the fast and complex motion back and forth across the net-
work. While this feature is excellent for the rapid coherent delocalization over the whole
graph, it is not optimal for an efficient absorption by the sink, since population near the
sink rapidly changes all the time.
There are, neverthess, some exceptions to this last property. In fact, there are particular
topologies, combined with specific choices of initial state and sink position, for which
constructive interference enhances the population value on the sink, in such a way that
efficiency of quantum transport can be optimized in the fully quantum regime.
In summary, the coherent quantum motion, on one hand, allows to populate enough the
exit node, linked to the sink in the shortest possible time, on the other, it makes the
populations continuously vary all the times, thus preventing an efficient energy trans-
port.
Now, established the power and the limitations of the fully quantum regime, we focus
on the role of decoherence to enhance the EET.
We see, through the above picture, that for small decoherence parameters, the efficiency
is optimized, for both models of Lindblad equation and QSW.
So far, to understand the role of decoherence in EET maximization, we analyzed how
it affects other quantities in addition to efficiency. Specifically, we studied how it influ-
ences the properties of system delocalization over time, by using two different distance
measures, 〈D〉 and 〈T 〉, and moreover by using two quantities related to the entropy
production, Smax and 〈S˙〉.
The qualitative agreement, among all these quantities, which emerges from the picture,
underlines the fact that EET and delocalization properties are connected. Furthermore,
to clarify this connection, we can focus on the quantitative agreement and disagreement
among them, by means of the following argument.
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First of all, we observe that EET maximization coincides, within excellent agreement,
with the minimization of the average distance 〈D〉. This fact underlines the importance
of homogeneous distribution of populations to enhance the efficiency of energy trans-
port.
On this basis, a possible explaination of the fruitful interplay, between coherence and
decoherence, in order to maximize the efficiency, could be this. Being the system density
matrix, maximizing EET, the one that minimizes 〈D〉, the best interplay could be the
one that leads to the fastest transition from the intial pure state to a state, as close as
possible to the maximally-mixed state, which enters in the definition of 〈D〉. In this
case, coherences would have been useful only to increase the initial delocalization over
the network, during the first steps of entropy growth.
However, this is not the case, as we can see from the fact that maxima of Smax and 〈S˙〉
does not agree with the maximum of EET. Therefore, the speed-up of entropy produc-
tion is not a key mechanism, underlying EET maximization.
Moreover, the fact that efficiency is maximized by lower levels of decoherence, is a pos-
sible manifestation that the optimal transport regime could support coherences up to
temporal scales greater than those characterizing entropy production, typically of the
order of the graph dimension. Therefore, we can conclude that coherences, persisting
on greater time scales, can have a functional role to energy transport.
A first sign, to better understand their possible role, can come from the analysis of both
quantities 〈D〉 and 〈T 〉. Indeed, their behaviour is the same throughout the investigated
networks. Both quantities are minimized by a similar value of low decoherence, which
also lead to EET maximization. Specifically 〈D〉 minimization is in excellent agreement
with EET maximization, while 〈T 〉 is minimized by slightly greater values of noise.
We can focus on this difference to improve our understanding about the role of coher-
ences to the efficiency enhancement. This difference certainly depends on the different
definitions between 〈D〉 and 〈T 〉. As noticed before, the first does not involve at all
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the coherences and reflects only the inhomogeneities of populations, while the second
is a well defined, true distance between density matrices, therefore depending on the
coherences too.
Now, because 〈D〉 and 〈T 〉 are both evaluated using the system density matrix and the
equally populated density matrix, the fact that 〈D〉 is minimized by the lower deco-
herence parameter, is a sign that ρˆS which minimizes 〈D〉 is characterized by a longer
persistence of coherences, as compared to ρˆS minimizing 〈T 〉. Therefore, since mimi-
mum of 〈D〉 perfectly overlaps with maximum of efficiency, we can conclude that the
optimal ρˆS , for quantum transport, should finely balance two aspects, perhaps related,
the persistence of quantum coherences and the tiny average inhomogeneity between
populations.
In other words, if the two mimima, respectively of 〈D〉 and 〈T 〉, had coincided, then
only the latter aspect would be relevant to optimal quantum transport.
Instead, as pointed out through the comparison with quantum entropy, the above argu-
ment shows us that quantum coherences have an important, beneficial role to raise the
efficiency.
6.4 Time-dependent decoherence
Now we will turn to analyze the effect of various time-dependent noisy environments
on both models of noisy quantum walks. In particular, we will see how the NAT phe-
nomenon is modified by these models and which properties appear. For this purpose
we will choose some classes of time-dependent functions representing the effect of some
time-dependent noisy environments.
In the case of QSW these functions will result in time-dependent mixing parameters
α(t). Lying α(t) within the range [0, 1], we will consider that functions depend on some
parameters. To easily plot the efficiency of energy transfer EET as a function of noise,
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we will fix all parameters but one, denoted as the parameter α. Now the choosen family
of functions are the following ones, with the related ranges of the α parameter
α1(t) =
1
2pi
arctan (βt) β ∈ [0,∞) (6.6)
α2(t) =
1
2pi
arctan (β (T − t)) β ∈ [0,∞) (6.7)
α3(t) = βe
−(
t−T2 )
2
T2
2 β ∈ [0, 1] (6.8)
α4(t) =
β
1 + e−(t−N)
β ∈ [0, 1] (6.9)
where obviously the range [0,∞) of α3(t) and α4(t) are to be considered in such a way
that the numerical solution of the equations is not compromised. Moreover, as we can
see, for each Gaussian the center and the sigma values are fixed to be T
2
, being T the
total time of the dynamics, while in the case of the step functions, the center of the
slope is equal to N , being N the network dimension.
Then, we will numerically evaluate the efficiency of energy transfer for a finite subset
of α values relatively to all considered networks. Furthermore, by taking networks of
similar dimensions of about 50 nodes, we will initialize the quantum walker in the center
of the graphs and fix the sink on their boundaries. Each figure represents the effect of
each family of noise on the EET related to the various topologies. In this way, we obtain
the following results.
All figures show two main aspects. The first is related to the fact that the various
topologies realize the NAT phenomenon in a very similar way and, furthermore, the
maxima of EET, for each family of noise functions, are reached by a similar parameter
β, regardless the specific network topology. The latter affects only the values of maxima
and the more or less peaked shape of the EET. The second aspect regards the differences
in the appearence of the NAT between the various models of time-dependent noise. For
instance in the case of f1 and f2 EET functions are very peaked around small values of
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Figure 6.12: NAT phenomenon for the QSW on different networks
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noise parameters.
Now the above considerations can be generalized to the case of noisy quantum walks
when described within the Lindblad-Kossakowsky formalism.
In this context, the range of noise parameters can change as the dephasing parameters
are not limited as mixing parameters of the QSW model.
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Figure 6.13: NAT phenomenon for the QSW on different networks
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(b) Step-functions noise
For all the above family of time-dependent noisy environments we obtain findings very
similar to the ones with the QSW formalism. In other words, again we find the two
afore-mentioned aspects. Thus, the optimal parameter to maximize the EET is approx-
imatively indipendent of the specific considered topology, but the shapes of the NAT
continue to depend from the particular family of time-dependent noise function. Now,
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we turn to interpret this second observation concerning our simulations.
Figure 6.14: NAT dependence from the integral of noise
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next, we observe that the dependence on the integral value of the noise functions is
the same for the different families of noise functions. Therefore, we reach the conclusion
that the main factor affecting the capability to efficiently transport the energy from one
site to another on a given network, regardless of the specific underlying topology, is not
the shape of the noise but its integral. This means that the key factor is the total amount
of noise absorbed by the system during the entire dynamics. This conclusion holds for
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Figure 6.15: NAT dependence from the integral of noise
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(b) Step-functions noise
both QSW model and the more realistic description with the Lindblad-Kossakowky
master equation.
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Chapter 7
Spatially correlated noisy
environments
In this last chapter, we will briefly introduce more involved models of noise. The results
presented here will be the basis for a further work, in which they will be presented for
optimal quantum transport issue across complex networks. Now, we will analyze the
effect of correlated and local dephasing noise, in the two limits of low and very high
dephasing rates.
Within the low-noise regime we will analyze two models with local non-homogeneous
dephasing and correlated dephasing, respectively. Then, by considering the limit of high
dephasing, we will discuss the occurrence of the Zeno effect, and we will explore which
other phenomena emerge from a spatially correlated noise. Specifically, we will show how
to exploit the presence of dephasing to effectively modify the topology of the underlying
network in such a way to potentially optimize the energy quantum transport. This last
perspective could lead to a new form of quantum control based on the noise-induced
manipulation of the topology. Indeed, we will show how these models can lead to fast
incoherent energy transfer between the sites of the network, which are affected by the
same correlated dephasing.
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Therefore, we will discuss the capability of manipulating the dynamics of a quantum
walker, under the assumption that on average the noisy environment could be well
accessible and controllable. Moreover, we will propose possible applications, by starting
from the recent reliability of disturbing quantum systems with controlled noise at a
microscopic level.
7.1 Following and escaping noise
Next, we consider two particular models of local non-homogeneous and time-dependent
dephasing which only depend on one parameter. Loosely speaking, the idea is to test the
quantum walker behaviour when the noise follows the excitation or escapes from it. Two
cases are realized by noise which is, respectively, proportional or inversely proprtional
to the populations distribution of the quantum walker.
Let us recall the Lindblad-Kossakowsky master equation for a quantum walker embedded
in an environment, leading to a time-dependent local dephasing, i.e.
d
dt
ρˆ(t) = −i[Hˆ, ρˆ(t)] +
N∑
i
γii(t)(Liiρˆ(t)L†ii −
1
2
{L†iiLii, ρˆ(t)}), (7.1)
where γii(t) encodes the rates of the time-dependent dephasing noise acting locally on
the i-th vertex.
To describe both models of noise, which follow the quantum walker or which escape
from it, respectively, we fix the dephasing matrix γii(t) such that in the first case it is
proportional to the amount of the excitation in the i-th vertex, while in the second case
it is proportional to the absence of it. Denoting by γfol the dephasing matrix related
to the “following noise” and by γesc that one representing the “escaping noise”, we can
define them through the following equations:
γfolii (t) ≡ λρˆii(t), (7.2)
γesc ≡ λ(1− ρˆii(t)), (7.3)
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where λ is a proportionality factor.
Now, we numerically evaluate for all the considered topologies as a function of this λ
parameter the energy transport efficiency (EET) defined in eq. (4.14) (at a final time
T = 10N , where N is the dimension of the network).
The “excitation-following” model of dephasing shows a very smooth peak of efficiency
as a function of the λ parameter, while the “excitation-escaping” model manifests a very
pronounced one. The latter feature can apparently be interpreted as a strong robustness
against the change of the dephasing parameter in the first kind of model.
Now, let us express the efficiency as a function of the global dephasing suffered by the
system through the whole dynamics. Indeed, by relating the efficiency to the integral
value of the dephasing function (I =
∫ T
0
∑
i γii(t)dt), we can see that the smoothness of
the efficiency function is the result of the fact that the integral has a weak dependence
on the dephasing parameter.
In the second kind of model, instead, since the integral rapidly changes with the λ
parameter, the efficiency has a very peaked dependence on this parameter as well.
7.2 Correlated dephasing
The capability of exploiting spatially correlated dephasing offers very interesting prospects
to drive noisy quantum walks for specific purposes, such as optimal quantum transport.
However, so far its role remained largely unexplored. Here, we briefly present some
peculiar phenomena concerning spatially structured decoherence, from which further
studies will follow.
Correlated dephasing is represented by the Hermitian, semi-definite positive matrix γij,
appearing in the Lindblad-Kossakowsky equation
d
dt
ρˆ(t) = −i[Hˆ, ρˆ(t)] +
N∑
ij=1
γij(t)(Lij ρˆ(t)L†ij −
1
2
{L†ijLij, ρˆ(t)}).
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The dephasing matrix γij reflects the way in which a complex, spatially structured,
noisy environment can affect a quantum system. We consider a quantum walker moving
on a network G = (V , E) of N sites in the presence of a simple model of correlated
decoherence. Specifically, we focus on a model in which a certain subsetM of M nodes
{r1, . . . , rm} are affected by the same correlated noise γ. A possible choice of a dephasing
matrix is the following
γMij ≡

γ, if i and j belong to M
γ, i = j
0, otherwise
, (7.4)
where γ > 0. Note that in this way we have set the diagonal part of γMij proportional
to γ in order to obtain a semi-definite positive matrix.
Now, we investigate a noisy quantum walk on a linear chain of N vertices without the
external sink, by choosing two different subsets of nodes, namely M1 = {1, N} and
M2 = {N2 , . . . N}. Then, for both cases, the quantum walker is initially localized on the
first site.
7.2.1 Very fast incoherent transfer
Here, we analyze the transfer of population induced by the presence of spatially corre-
lated dephasing. We consider a linear chain of 10 nodes, on which a quantum walker
is initialized in the first node. Then, by applying a correlated noise to the subset
M1 = {1, 10}, as described above, we show how a very fast transfer of population can
be realized from the first to the tenth node, on a time scale which depends on the
strenght γ of correlated dephasing. Specifically, larger values of γ lead to faster incoher-
ent transfering of populations. By considering three values of increasing strenghts for
spatially correlated dephasing, γ1 = 5, γ2 = 20 and γ3 = 50, we evaluate the dynamical
evolution of the system populations, as shown in Fig. (7.1), (7.2), (7.3).
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Figure 7.1: Fast transfering of populations with γ1 = 5.
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Figure 7.2: Fast transfering of populations with γ2 = 20.
In Fig. (7.1), (7.2) and (7.3) we used blu and red colors to denote populations on
the two nodes 1 and 10, and the populations on the other internal nodes, respectively.
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Figure 7.3: Fast transfering of populations with γ3 = 50.
We clearly observe that in Fig. (7.1) transfer between the nodes 1 and 10 occurs after
a time t1 ∼ 0.5, when populations are almost equal to 0.5. Instead in Fig. (7.2) and
(7.3), a faster population transfer is reached on shorter times, respectively, t2 ∼ 0.1 and
t3 ∼ 0.05. Furthermore, it is evident how the poulations on internal nodes are equal in
pairs due to the symmetric initial distribution caused by the initial fast classical delo-
calization to the two ending nodes.
We verified that the same phenomenon appears also in the other topologies. When the
quantum walker is initialized within the subset of nodes affected by the correlated high
dephasing, a fast incoherent delocalization always occurs. In other words, a very strong
spatially correlated dephasing noise leads to fast incoherent transfer of populations over
the whole subset, even if the latter are not topologically connected. This mechanism
could have interesting consequences for optimal quantum transport and noise driven
dynamics, as we will explore in a future work.
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7.2.2 Pure and correlated dephasing
We have briefly presented noisy quantum walks dynamics when the walkers are initially
excited within a subset of nodes affected by a spatially correlated dephasing, in the limit
of high noise. Now, we show the complementary situation in which a quantum walker
starts on a node not belonging to the above subset.
We consider again a linear chain of 10 nodes and we focus on a correlated dephasing
involving the subset of nodes belonging to the second half of the chain. In this case, a
noisy quantum walker shows two types of well defined behaviour in the first and in the
second half of the chain, as it can be observed in Fig. (7.4), (7.5) and (7.6). We have
used, respectively, the blu color for the first group of populations and the red color for
the second one. Again, we consider three different rates of correlated dephasing and we
obtain the following results.
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Figure 7.4: Populations in the presence of correlated dephasing for γ = 0.5.
126
7.2. CORRELATED DEPHASING
10−1 100 101 102
0
0.2
0.4
0.6
0.8
1
time
p
o
p
u
la
tio
n
s
Figure 7.5: Populations in the presence of correlated dephasing for γ = 1.
10−1 100 101 102
0
0.2
0.4
0.6
0.8
1
time
p
o
p
u
la
tio
n
s
Figure 7.6: Populations in the presence of correlated dephasing for γ = 5.
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In the first half of chain only pure dephasing, due to diagonal elements of γij, affects
quantum dynamics and generates damped oscillating populations, with a stronger damp-
ing factor as we increase the strenght γ. On the other side, the nodes affected by the
correlated dephasing behave very similarly among them and reach the classical delocal-
ized equipopulated state at a time which depends on the strenght γ. The larger is γ,
and the later this delocalization occurs. In other words, we observe that the stronger is
the correlated decoherence and the more effectively it damps coherences and prevents
the quantum walker to coherently access the second half of the linear chain.
This reasoning can be extended to other topologies in which a correlated dephasing,
acting on a definite subset of nodes, prevents a quantum walker (initially excited out-
side the subset) to access it. Moreover, this phenomenon, related to the Zeno effect, is
stronger for larger correlated decoherence.
A very similar result is obtained also if pure dephasing is applyed to the considered
subset of nodes, in the limit of high dephasing. However, similar values of γ for pure
and for correlated dephasing produce very different results. Specifically, by using the
correlated dephasing noise the Zeno effect is more evident, in the sense that it is more
effective to prevent the excitation to access the subset of nodes at which the dephasing
is applyed.
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Conclusion
In this thesis we have discussed the role of noise affecting the dynamics of quantum walk-
ers on complex networks in order to better understand basic mechanisms that could be
used to design and develop reliable quantum-based technologies. The ability to exploit
quantum phenomena depends on the capability to preserve quantum coherence proper-
ties for long time scales, and to control and manipulate them for specific tasks. However,
the noisy environment, in which any quantum system is unavoidably embedded, could
lead to beneficial effects to optimize some particular tasks.
Specifically, we have focused on the subject of noise-assisted quantum transport in
the framework of the Lindblad-Kossakowsky master equation and in the Quantum-
Stochastic-Walk formalism. We have analyzed the effect of noise homogeneously dis-
tributed on the whole network, but acting locally on different nodes, as well as the effect
resulting from correlated noise involving at the same time a certain subset of nodes.
Concerning the first types of noise, we have found two main results. Our first original
result regards the observation of the correlation between the maximization of the energy
transport efficiency and the minimization of a quantity encoding the average coherent
homogeneous delocalization of the excitation over the whole graph, during the transfer
phenomenon. Indeed, on one hand the noise is able to largely increase the space of paths
connecting the initial state of a quantum walker to the state localized on the trapping
site, where it can be absorbed. On the other hand, a particular low-level of noise allows
to the quantum system to coherently explore such paths rapidly, in order to reach an
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optimal transport regime.
In particular, this regime consits in a homogeneous delocalization of the quantum walker
on the network, with the presence of long lasting coherences between different nodes,
which lead to optimal quantum transport regardless to the relative position between
the trapping site and the site where the system is inially excited. In other words a
compromise between a faster quantum motion of the walker and a proper delocalization
over the graph has to be reached by the optimal level of noise.
The second original result consists in finding that a certain total amount of noise ab-
sorbed during the quantum evolution leads to optimal quantum transport regardless of
the specific noise time behavior.
Furthermore, we have discussed the role of correlated dephasing noise within the Lind-
blad formalism. In this context, we have pointed out the emergence of an interesting
phenomenon consisting in the incoherent transfer of excitation between two nodes as a
consequence of correlated noise involving these nodes. Moreover, we have shown how
the temporal scales characterizing this transfer process can arbitrarily be reduced just
by using a stronger correlated dephasing noise. Generalizing this phenomenon to an
arbitrary subset of nodes, a very fast classical delocalization over this subset can be
reached, due to the effect of highly correlated noise. In other terms, even if a subset of
nodes are not linked among them, they can be involved in energy transfer as caused by
correlated noise.
In this thesis we did not explore how to properly use such phenomenon in the context
of optimal quantum transport. In a forthcoming scientific publication [Verde, Gherar-
dini, Caruso, Spatially structured noisy environments for optimal quantum transport,
in preparation] we will include the results of this thesis with the promising perspective
to unify the understanding of pure and correlated noise in order to reach the capability
to manipulate quantum dynamics for specific tasks. In particular, this further analysis
could lead to propose optimal protocols not only for quantum transport but more gen-
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erally to arbitrarily change the topology of a given underlying network by applying an
optimal designed mask of noise.
Finally, the results of this thesis represent first steps towards the fascinating area of
topology control. Indeed, we will apply our tools to point out the reproducubility of
an arbitrary topology from a given different one. Different topologies, indeed, optimize
different desired transport regimes or even different fuctionalities. This will further
contribute to the development of reliable quantum-based technologies, in which some
given functionalities can be optimized and driven by different controllable noisy envi-
ronments.
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