The Wigner function is assembled from analytic wave functions for a one-dimensional closed system (well with infinite barriers). A sudden change in the boundary potentials allows for the investigation of time-dependent effects in an analytically solvable model. A trajectory model is developed to account for tunneling when the barrier is finite. The behavior of the density (the zeroth moment of the Wigner function) after an abrupt change in potential shows net accumulation and depletion over time for a weighting of energy levels characteristic of the supply function in field emission. However, for a closed system, the methods have application to investigations of tunneling and transmission associated with field and photoemission at short time scales.
I. INTRODUCTION
Models of phenomena in narrow anode-cathode gaps are of increasing importance in nanoscale studies treating quantum tunneling and time dependent behavior for field and photoemission. [1] [2] [3] [4] [5] [6] [7] When anode-cathode gaps are comparable to tunneling distances, or when emitter curvature is such that changes to the tunneling path result in departures from conventional treatments, then the reliability of those approaches, which lead to the 1D equations of electron emission, is affected. [8] [9] [10] [11] [12] The canonical equations are based on the evaluation of transmission and reflection coefficients and probabilities, which are standard problems in quantum mechanics [13] [14] [15] for the evaluation of current, but the problem of tunneling time remains unresolved, [16] [17] [18] [19] more so for curved tunneling paths. A trajectory interpretation is desirable to develop to model emission at very short time scales and accounts for how tunneling and complications such as multidimensionality 7, 20 are to be addressed. Additionally, a trajectory interpretation would allow tunneling time contributions to be associated with delayed emission effects in the prediction of emission pulse properties. 21 Before a trajectory interpretation can be realized, however, methods to reconcile quantum mechanics with classical trajectory-like behavior are required. Wigner [22] [23] [24] and Bohm trajectories (or "paths") [25] [26] [27] [28] [29] have properties that may be appropriate. Numerical simulations of resonant tunneling diodes (RTDs) using the Wigner function, [30] [31] [32] [33] for example, share similarities to how they are to be used here.
A suitable method is based on wave functions confined by Dirac delta function potentials V(x) ¼ Γδ(x), where Γ governs the strength of the potential, 34 as it provides a basis for finding a tractable Wigner distribution function (WDF). The wave function approach allows for treating time dependent behavior. The WDF allows for developing a trajectory interpretation. With modifications, the solutions can enable investigating field penetration effects into a barrier and responses to sudden changes in barrier height (as would accompany the sudden application of an applied field). The demonstration is undertaken with the simplest potential profiles first so as to develop the methods systematically: the first undertaking is a direct solution of Schrödinger's equation, and the second is based on a limiting procedure applied to a Transfer Matrix Approach (TMA) 35 for a potential modeled by a delta sequence. 36 The associated Wigner trajectories can then be developed. Finally, the time-dependent behavior of the wave functions after a sudden change in the potential is shown. These separately established components will be used to develop time dependent trajectories and their associated transit times in a separate study.
A. Schrödinger formulation
The stationary one-dimensional (1D) Schrödinger's equation for a Dirac delta function potential with Γ ; h 2 γ=2m becomes
Solutions are [where subscript a refers to the region to the left (x , 0) of the origin and b to the right (x . 0)]
The conventional narrative, which treats an open system and thereby relates transmission and reflection probabilities, is now modified to consider a box with infinite barriers at x ¼ +L=2 with a δ-function potential at the origin: such a system is closed (no current J) and has discrete energy levels. Although having J ¼ 0 appears to be a limitation, it enables certain simplifications. The following conditions are then used to determine the coefficients of Eq. (2).
1. The continuity of ψ(x) at x ¼ 0 gives
2. Being in a box requires current density
and is satisfied by
4. Integrating Schrödinger's equation from
which, using Conditions 2 and 3, becomes
5. The boundary conditions further entail even and odd parity solutions.
• Even occurs for
, but then Eq. (8) requires À4iγ ¼ 0, or the absence of a δ-function potential.
• Odd occurs for k j ¼ 2πj=L for which ψ a (x) ¼ 2Ai sin (k j x) and ψ b (x) ¼ 2A 0 i sin (k j x), but then Eq. (8) is identically zero and so odd parity solutions exist for any γ, because the wave function identically vanishes at x ¼ 0. 6. If the wave function vanishes at the origin where the delta function exists, then the requirement that the derivative of the wave function be continuous entails A ¼ A 0 .
The six conditions result in
where the normalization is over the cell size (L=2). Importantly, the sequence of the derivation shows that increasing the box by L ! 2L and inserting δ-function potentials at +L=2 (thereby excluding the "even parity" solutions) do not change the form of ψ(x) but simply extends the range over which it holds to +3L=2. The insertion of additional cells can therefore be iterated so that L ! (N þ 1)L with N an integer and δ-function potentials placed at x p ¼ pL=2 with p ¼ 0, + 1, + 2, . . . , + N. When the even parity solutions of Condition 5 are excluded, then if A j is associated with cell j, A j need not be related [the wave function ψ j (x) for cell j is not affected by ψ j+1 (x) for the adjacent cells]. When the even parity solutions not excluded, then the condition
would have had to be accounted for, with L + being infinitesimally to the right or left of L.
B. Transfer Matrix Approach
The same result using a Transfer Matrix Approach (TMA) is now shown. The TMA allows for generalization to barriers with finite height and width and will therefore be applicable to barriers closer to conditions characteristic of field and photoemission. The Dirac delta function potential is replaced by a delta sequence 36 defined by
where Θ(z) is the Heaviside Step function (0 when z , 0, 1 when z . 0). It mimics a Delta function because (i) in the limit that l ! 0, then δ l (x) is zero everywhere except at x ¼ 0 where it goes to 1 as 1=l; (ii) the integral
The formulation allows the use of plane wave solutions e +ikx for the wave function ψ(x) in the regions to either side of the delta function barrier γδ l (x), and e +κx in the thin region defining the barrier, where
A box of width L centered on the origin now possesses three regions. Let region 1 be defined by ÀL=2 x , l=2, region 2 by Àl=2 x l=2, and region 3 by l=2 , x L=2. The wave functions given by ψ j (x) ; A j e ikx þ B j e 
where
and T(x ¼ l=2) ¼ e κl=2 , and for x ¼ l=2 by
Boundary conditions are a consequence of walls where V(+L=2) ¼ 1, for which the wave functions vanish
where Eqs. (13) and (14) are used to specify the energy levels
Eliminate A 2 and B 2 to obtain
and where
In the limit of small barrier width l ( L and large barrier height (
As a result, to order a
Consequently, in the limit a ! 0, when B j ¼ ÀA j for j ¼ 1, 3, then k n ¼ 2πn=L and ψ / sin (k n x) for any value of γ; however, when
The presence of a delta-function potential, therefore, entails only sine forms of the wave function for the closed system under consideration (for open boundary conditions, the cosine wave functions have to be retained).
II. WELL AND INFINITE BARRIERS A. Density matrix
A wave function contained in a region with infinite barrier walls but otherwise such that V(0 x L=2) ¼ 0 is of the form ψ n (x) sin (k n x) with k n ¼ 2πnx=L, as occurs for either a well of width L=2 or one cell of a well with a delta function potential at the origin. Then, letting jA n j 2 be proportional to the probability of being in a state ψ n , the density ρ(x) is given by
where the normalized wave functions are given by
, which applies the formalism to Wigner wave packets). Since separate regions are no longer under discussion here, but different wave functions are, the subscript in A n is associated with
as illustrated for various values of n in Fig. 1 , where k N ; k F is the energy of the highest filled level and corresponds to k F ¼ ffiffiffiffiffiffiffiffiffi 2mμ p = h, where μ is the chemical potential (or the Fermi level at T ¼ 0 K). Adopting the notation ψ n (x) ; k n jx h i, then Eq. (19) becomes the diagonal elements of a mixed density matrix, or
where the density matrixρ is defined bŷ Journal of Applied Physics ARTICLE scitation.org/journal/jap where k n j i ! n j i to reinforce that k n j i is not the same as the k j i momentum basis states often encountered. The weighting factor f n takes over the role of A 2 j and eases its identification with the supply function of Eq. (A1).
B. Wigner function
The Wigner distribution function (WDF) is obtained from the density matrixρ by 38, 39 f
The Wigner function mimics a classical distribution, e.g., the density is recovered by
but the non-local features of quantum mechanics are made manifest in the kets x + y j i on whichρ operates. Because of the infinite barriers, the integration region of Eq. (23) must be bound such that jx + yj L=2. This imposes the restriction ÀL=2 þ jxj y L=2 À jxj. As a result of Eqs. (23) and (A3), the definition of ψ k (x), and the symmetry of the integrand of Eq. (23) with respect to y ! Ày, it follows:
where Δ ¼ (L=2) À jxj. Observe that closed boundary conditions and the aforementioned discussion entails that f (x, k) ¼ f (x, À k), although that will not hold for open boundary condition situations where current may flow.
, then two integrals arise from the integral in Eq. (25) and are
which results in an analytic relation for f (x, k). If the first integral and second integral of Eq. (26) are denoted P n (k, x) and Q n (k, x), respectively, then
Recalling the discussion following Eq. (9), the inclusion of 2n s À 1 delta function potentials within a well region defined by ÀL=2 , x , L=2 (implying 2n s smaller well-like regions) would alter Eq. (27) by eliminating contributions where n is a multiple of n s .
For example, n s ¼ 2 as in Fig. 2 (see also Fig. 3 ) shows four such regions. The formulation has similarities to, but is not the same as a delta-function Krönig-Penny model, 40 because in the present formulation, the boundary conditions are not open and therefore there is no current flow.
The density ρ(x) in Eq. (24) is obtained by summing over k n , resulting in Fig. 3 : observe the recovery of the density profile of the (n ¼ 6) line of Fig. 1 and that it is repeated in each of the four quadrants, even though the underlying f (x, k) is very different in 
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each of them. Just as ρ(x) is the density in x-space, ρ(k), defined by
is the probability density in k-space. Its behavior is contrasted in Fig. 4 to [1 À (k j =k F ) 2 ] from the discrete analog of the supply function f (k) of Eq. (A1). The presence of the delta-function barriers results in sharpened regions where ρ(k) is significant, with the sharpened areas corresponding to the k n of the discrete coefficient in Eq. (27) . Increasing the number 2n s À 1 of δ-potential barriers within the well serves to sharpen the ρ(k) peaks.
The behavior of f (x, k) visible near the box edges at +L=2 possesses the same ripples found in the numerical simulation of resonant tunneling diodes (RTDs) (e.g., Fig. 12 of Ref. 41 and Fig. 10 
Observe that the successful development of an analytic solution underscores a difficulty in time-dependent WDF simulations treating a sudden change in which the determination of the WDF relies on incoming boundary conditions 31, 41, 43 (other Wignerbased methods for treating RTDs exist 
B T characteristic of a supply function. The consequences of those approximations are made visibly apparent by simulating an open boundary with an infinite barrier at the origin. The WDF is then symmetrical so that the outgoing boundary is the same as the incoming. Using the thermal distribution at the in/out boundary and numerically solving for the WDF returns an f (x, k) that for small k is noticeably different than the analytical result. 45 Employing the boundary conditions suggested by Fig. 5 would likely correct such deficiencies and have consequences for the RTD simulations as well when L=2 is comparable to a scattering mean free path.
C. Steady state trajectories
The behavior of f (x, k) near x ¼ L=2 in closeup accentuates features analogous to those seen in the numerical simulation of resonant tunneling diodes 31, 41, 42 and field emission 46 using Wigner functions. Contours of f (x, k), which will be associated with a trajectory interpretation, 43 are shown in Fig. 6 and show that some trajectories pass through the entire region of the box. The k values for these trajectories are related to the positions of the peaks in Fig. 5 . The relation between the contour lines and trajectories is established by considering the time evolution of the Wigner function, given by Journal of Applied Physics ARTICLE scitation.org/journal/jap which can be recast as @ t f ¼ L Á f , where the Liouville operator L is such that
The relation to the trajectories of classical phase space f c (x, t) dictated by
can be made if _ x and _ k are defined by the relation to Eq. (29). 31, 43 As an example, the harmonic oscillator at a particular energy level has contours of f (x, k) that correspond to constant energy. "Quantum trajectories" can be similarly described for timeindependent f (x, k) by their relation to the contour lines. A tunneling time can be related to the trajectories that penetrate barriers of finite size, but such WDFs are more complex than the simple well with infinite walls model. Consider, therefore, a model of barrier penetration by allowing a finite magnitude wall on only one side. The steady state trajectories associated with in Fig. 5 are shown in Fig. 6 . The phase space points (x j , k j ) on the trajectories can be used to find time by
By comparison, a classical trajectory would have k j ¼ k initial for all j. The trajectories for the blue, aqua, green, and red trajectories of Fig. 6 (bottom) can thereby be compared: doing so results in Fig. 7 , where x(t)=L is compared to t=Δ with Δ ¼ mL 2 =π hn and k F ¼ 2πn=L, e.g., Δ ¼ 46 fs for L ¼ 10 nm and n ¼ 6. Also shown are conventional, or "classical," trajectories (dashed lines) where the velocity hk=m is constant and the trajectory does not turn around until the particle is reflected from the wall (top of figure) . A noticeable difference is that the WDF trajectories are reflected before they reach the wall. 
and the vanishing of the wave function at the boundaries x ¼ +L=2 result in
The non-vanishing penetration of the wave function in region 2 (x . 0) and the vanishing of the wave function at x ¼ +L=2 require that k n now becomes
where s n is determined by the relation
. The determination of s n is accomplished by numerical means based on the Newtonian iteration for conditions where k F , k o . For example, for k o ¼ 24π=L with L ¼ 5, an approximation finds s n % 0:01(0:0505n 2 þ 2:3648n þ 0:2249) to 2% accuracy.
By numerical means, s n is found accurately and k n constructed from Eq. (36). The wave function is then
The normalization N n is such that
and makes use of separate integrations over the left (x , 0) and right (x . 0) regions such that
The effects of penetration of ψ n (x) into the barrier are then seen by comparison to the densities of Fig. 1 in Fig. 8 , for which the barriers are infinite, using the generalization of Eq. (21) and xjn h i ¼ ψ n (x) but now with k n dictated by Eq. (36) . The impact on the tunneling trajectories for a tunneling barrier of finite magnitude does not admit of an analytic solution of a simplicity comparable to Eq. (27) , and so shall be considered by numerical means in a separate study.
B. Evolution after abrupt potential change
The temporal response of the wave function after an abrupt change is possible after the eigenstates of the initial and final conditions are established. If ψ o j i is the initial wave function, then after an abrupt change, the wave function ψ(t) j i after a time t is given by
, and j j i are the eigenstates of the system after the change. The initial state ψ o j i is a combination of initial eigenstates n o j i encountered in Eq. (22), but now with an "o"-subscript to distinguish them from j j i. Specification of the final states xjn h i by ψ n (x) of Eq. (38) after the determination of the values of s n is numerically possible (and shall be considered in a separate study), but for the present, consider instead a final state that allows for an analytic form without the need to search for s n . Let the initial state before a sudden change be eigenstates of V(ÀL=2 , x , 0) ¼ 0 and infinite otherwise, and the final state to be eigenstates of V(ÀL=2 , x , L=2) ¼ 0 and infinite otherwise: such a circumstance would correspond to either a single Dirac delta potential at the origin with only the left cell occupied followed by the removal of the Dirac delta potential, or a sudden reduction of 
Consequently, the factors C jn ; jjn o h i are needed and straightforward to evaluate. Using
where δ jn is the Kronecker delta function. Observe, first, that P 1 j¼1 C 2 j,n ¼ 1, and second, that after the sudden change in the potential, 50% of the state remains in the initial state n o j i (that is, C showing a preponderance or decline in density as a consequence of the migrating depletion and accumulation regions in Fig. 10 .
into the unoccupied space for x . 0, but perhaps surprisingly, an accumulation builds rapidly near x % L=2. The rapidity with which this accumulation appears increases with increasing N. If each time slice is stacked, a three dimensional representation of ρ(x, t) ¼ jψ(x, t)j 2 can be created to further examine the behavior of the accumulation. A representation for N ¼ 6 is shown in Fig. 10 . The perspective reveals that just as an accumulation appears near x % L=2 for short times, so too does a depletion appear near x % ÀL=2, with both the depletion center and the accumulation center migrating to the middle over time.
The behavior can also be considered by looking at the left side density
ρ(x, t)dx, as shown in Fig. 11 : the net positive or negative values of density away from ωt ¼ 0 and ωt ¼ π are a reflection of where the accumulation peak and depletion trough appear in Fig. 10 . After a time t ¼ 2π=ω, the initial conditions would be recovered: in physical systems, however, scattering processes will act to thermalize the distribution. Modeling those effects, and the consequences for the trajectory model, will be taken up separately.
IV. SUMMARY
The evaluation of Wigner trajectories is made possible using analytic wave functions associated with 1D wells with infinite barriers and delta function barriers. For such simple systems, the Wigner function is analytic and the trajectories easily associated with the contour lines of f (x, k), thereby allowing tunneling times to be evaluated from _ x and _ k on the trajectory lines. Modifications to the wave functions associated with multiple delta function barriers, and with a finite rightmost barrier, are given. The effects on density ρ(x) are shown. The analytical model allowed for the consideration of the consequences of a sudden potential change wherein the region between 0 , x , L=2 becomes accessible: the behavior of ρ(x, t) was shown and gave rise to accumulation and depletion ridges that migrated symmetrically over the course of time; the analytic nature of the model will allow trajectories for the time dependent conditions to be undertaken. The methods are to be used on more realistic barriers associated with field and photoemission using TMA methods. 
where μ ¼ h 2 k 2 F =2m. Henceforth, the subscript x is ignored so that k x ! k and a one-dimensional treatment is recovered. Integrating over f (k) gives the well-known zero-temperature density relation 47 ρ o ¼ 1 2π
Recovering ρ o in a discrete formulation makes use of the length of the enclosing box being L and normalized wave functions ψ k (x) ¼ ffiffiffiffiffiffiffi ffi 2=L p sin (kx) such that the integral of jψ k (x)j 2 over that box gives unity. Converting the integral in Eq. (A2) to a series makes the replacements:
2 )=(2π), (ii) k ! 2πj=L, (iii) k F ! 2πn=L, and (iv) dk ! Δk ¼ (2π=L)Δj to obtain
Therefore, with Δj ¼ 1,
Observe that because the integrand is quadratic in k, the integral and the series representation are identically equal if derivatives at the endpoints of integration (the Euler-MacLauren method) are included: that is, if g(x) is quadratic in x and g(a)
where g 0 ¼ dg=dx, a ¼ x 1 , and b ¼ x n . The inclusion of the second, or derivatives, term would eliminate the 1=4n 2 in Eq. (A4). Because energy levels are finely spaced for even micro-scale boxes, n is large and so the 1=4n 2 term is treated as negligible (e.g., for μ ¼ 1:5 eV, then n ¼ 1000 and 1=4n 2 ¼ 2:5 Â 10 À7 for L ¼ 1 μm, or n ¼ 10 and 1=4n 2 ¼ 0:0025 for L ¼ 10 nm) .
APPENDIX B: STEP FUNCTION BARRIER
The simple problem of reflection and transmission for a step function barrier of height V o ¼ h 2 k 2 o =2m beginning at x ¼ 0 has solutions which are summarized here. 35 The wave function ψ k (x) with E ¼ h 2 k 2 =2m is
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