In this paper we present a Genetic Algorithm (GA) for the Data Ordering Problem (DOP). The DOP has large application in the area of low power design. By the use of more and more battery driven computers low power is becoming one of the main issues in IC design. Since the power consumption in computers is directly proportional to the switching activity, the sequence in which data words are transmitted is of great importance.
I. Introduction
New developments in IC design allow the fabrication of smaller circuit structures. Thus more functionality can be packed on a single chip. The resulting chips are often very power consuming. For this, recently several approaches for low power design have been proposed 1; 19; 11; 15] . These approaches are especially of large interest for battery-powered devices, like mobile telephones and computers.
There exist several (completely di erent) approaches in low power design: On the hardware side designers try to reduce the switching activity in the circuit and also try to reduce the voltage of the circuit 18; 4] . On the other hand the software is also important for the power consumption of a circuit 16; 17] . The improvement only by software is up to 40%.
In many applications a set of data words has to be transfered in a computer. The number of transitions on the bus has to be minimized, because this in uences directly the power consumption of the whole transfer process. Therefore it is necessary to consider the sequence in which the data words are transfered. The problem is known as the Data Ordering Problem (DOP) 13] and has many applications in the area of low power, like instruction sequencing and transmitting a set of records. (For an overview of further applications see 13; 17] .)
As a general method for solving optimization problems Genetic Algorithms (GAs) 10] are getting more and more popular. Recently, GAs have successfully been applied to several problems in CAD of ICs (see e.g. 6; 5]).
In this paper we present a GA that is applied to the DOP. We discuss the close relation between the DOP and the Traveling Salesman Problem (TSP), that has intensively been studied over the past few years. We describe the details of our GA and combine the GA with the greedy algorithm from 13], i.e. we use hybrid GAs. Using this hybrid approach the quality of our results and the runtime of the GA are improved. We apply it to a large set of examples. We give a detailed description of our results in comparison to previously published methods. The experiments demonstrate the e ciency of our approach.
Additionally we introduce a new greedy algorithm with linear runtime. (Notice, that the algorithm from 13] has quadratic runtime.) Experiments show that it produces better data orderings than the randomly chosen initial ordering, but with respect to the hardware realization it has good properties for the design optimization criterias area and delay.
II. The Problem Domain
In the following we formally de ne the Data Ordering Problem (DOP) 13]. For this we need some further denitions. Let w i (i 2 f1; ::; mg) be a bit-string of length n. Let w i (l) denote the l-th bit of the string w i . The distance d (also called the hamming distance) of two bit-strings w i and w j is given by d(w i ; w j ) := jfpjw i (p) 6 = w j (p); 1 p ngj:
Then the DOP is given as follows:
Find a permutation of the bit-strings w 1 ; ::; w m such that
in minimized.
III. Approximation Algorithms for the DOP
The DOP is very similar to the TSP. In both problems a good ordering of elements with respect to a given weight between each two elements has to be determined. For this several TSP heuristics developed over the past few years have been applied to the DOP. (All exact methods can only handle small problem instances, since DOP is NP-complete 13] .) The heuristics with the corresponding references are given in the following:
1. Double Spanning Tree (DST) 7] 2. Spanning Tree/Minimum Matching (ST-MM) 7] 3. Greedy Min (GM) 13] DST and ST-MM both guarantee upper bounds that are within a factor of 2 from the minimum. Nevertheless, experiments in 13] have shown that GM outperforms DST and ST-MM on randomly generated examples. For this we restrict ourselves in the following to a comparison to GM, since it is the most powerful heuristic known so far. To make the paper selfcontained we brie y review GM:
Greedy Min (GM): Compute the hamming distance for all (distinct) pairs of given data words and select the pair with the minimum distance. Then construct a sequence of the words by extending the already existing sequence from one element of the pair depending on the minimum hamming distance and continue until all words are integrated in the sequence. The greedy algorithm GM has quadratic runtime in the number of data words. For a real-time hardware implementation (as suggested in 13] for several applications) GM is in some cases too area consuming and the complexity of the hardware realization becomes too large.
As an alternative we introduce an other simple greedy algorithm which has a linear runtime in the number of data words. This algorithm is described next:
Greedy Simple (GS): Apply GM only to the pairs resulting from the initial ordering. Obviously, the quality of GS largely depends on the initial ordering of the data words. But as can be seen GS obtains better results than random orderings (see Section V), and in contrast to GM it has a simpler hardware realization.
IV. Genetic Algorithm
In this section we describe the Genetic Algorithm (GA) that is applied to the problem given above. In Subsections IV.A to IV.E the submodules of our GA (like the genetic operators) and the overall structure of the algorithm is described. Finally, the detailed choices for the parameter settings are discussed.
A. Representation
We use an integer encoding to represent the ordering of the data words. (A binary encoding would require special repair operators to avoid the creation of invalid solutions similar to the TSP 20].) Each integer vector represents a permutation of the data words and thus represents a valid ordering.
A population is a set of elements. To these elements di erent genetic operators are applied.
B. Objective Function and Selection
As an objective function that measures the tness of an element we use the number determined from formula (1) by evaluating on .
The selection is performed by roulette wheel selection and we also make use of steady-state reproduction 3]: Some of the best elements of the old population are included in the new one anyway. This strategy guarantees that the best element never gets lost and a fast convergency is obtained.
(GA practice has shown that this method is usually advantageous.) C. Initialization
At the beginning of each GA run an initial population is randomly generated as follows: We start with an array of numbers from 1 to n in increasing order. To each element in the array a random integer number is assigned. The random numbers are sorted using shell sort. This results in a permutation of the entries of the initial array. The method guarantees that only valid solutions are generated and additionally it performs very fast.
To each element a tness is assigned corresponding to formular (1) .
Often it is helpful to combine GAs with problem speci c
The initial population in our GA is further optimized by applying a modi ed version of GM 1 to jP j=4 elements, where P denotes the number of elements in the population. This guarantees that the starting points are not too bad and thus the convergency is speeded up. The application of GM itself is time consuming, but forces a faster convergency.
D. Genetic Operators
We now introduce the genetic operators that are used by our GA.
A. Reproduction
The simplest operator is reproduction: Strings are copied 1-to-1 without modi cation.
B. Crossover
In our application we use three di erent types of crossover operators, i.e. Partially Matched Crossover (PMX), Cycle Crossover (CX) and Ordered Crossover (OX). These methods create two children from two parents. The parents are selected by the method described above. The operators choose two cut positions at random.
Notice that a simple exchange of the parts between the cut positions (as often applied to binary coded GA problems) is not possible, since this would often produce invalid solutions. The three operators di er in the strategie to validate the children after the exchange: { Initially a random population of nit strings is generated and optimized by GM as described in Subsection IV.C. { The better half of the population is copied in each iteration by reproduction. Then PMX, CX and OX are applied to another jP j=2 elements in parallel. The elements are chosen according to their tness as described in Subsection IV.B. The newly created elements are then mutated by the mutation operators with a given probability. After each iteration the size of the population is constant.
{ The algorithm stops if no improvement is obtained for 20 jP j iterations. A sketch of the algorithm is given in Figure 1 .
F. Parameter Settings
The size of the population is chosen ve times larger than the number of words, if the number of words is smaller or equal to 100. For larger problem instances the population size is set constant to 500, since otherwise the GA is too time consuming.
PMX, CX and OX are applied in parallel during the run of the GA. The di erent mutation operators, MUT, MUT2 and MUT-N, are carried out on the newly generated elements with a probability of 15%.
V. Experimental Results
In this section we present experimental results. All experiments have been carried out on an HP 9000/750 workstation. For all experiments we generated ramdomly data words of xed length and tried to nd the optimal ordering by di erent methods.
In a rst series of experiments we consider small problem instances, i.e. instances for which the optimal data ordering jwordsj length random exact GS GM GA Table 1 . Small examples could be determined by complete enumeration. The results are given in Table 1 . In the rst two columns the size of the problem instance is described. The following columns give the results for random ordering, the exact method, GS, GM (the greedy algorithms from Section III) and the genetic algorithm, respectively. Notice, that the GA never failed to obtain the optimal data sequence. In comparison the GA needs less time (at most 20 CPU seconds) to compute the solution than the exact algorithm (more than 200 CPU seconds).
In a second series of experiments we applied the di erent methods to larger problem instances, i.e. problem instances that could not be solved by the exact algorithm (within reasonable time bounds, since n! orderings have to be considered). The results are given in Table 2 . Obviously, for a real-time hardware implementation (as suggested in 13] for some applications) GS and GM are better suited. For this case we proposed the heursitic GS. It is worse with respect to the quality of the results than GM, but simpler to implement. Here it is a decision of the designer what is more important as a design criterium: area/delay or power consumption. From our experiments it can easily be seen that the GA obtained the best results for all considered examples.
Finally, we focus on the runtimes of the di erent methods with respect to the quality of the results. The runtimes of the GA for the examples from Table 2 are from ten seconds (smallest example) up to ve hours (largest example). To give a better impression of the trade-o between the quality of the results and the runtime of the GA, we consider one example in more detail, i.e. the example with jwordsj = 80 and length = 80. In Figure 2 the runtime and resulting tness of the best element are given for random ordering, the greedy algorithm GM and GAs with di ering parameters. The leftmost square denotes the tness of the random data ordering and the square marked by GM denotes the tness after applying GM. Every square marked with i corresponds to GA i , whose parameter setting is chosen as denoted in Table 3 . The column denoted by jP j shows the chosen population size and column generation the number of iterations for the terminal case: the algorithm stops if no improvement is obtained. Notice, that GA 8 is exactly the same GA as described in Section IV. The runtimes of the di erent GAs result directly from the parameter settings and in uence the quality of the data orderings.
The execution time for GA 1 is less than 60 CPU seconds and the quality of the data ordering is better than for GM. The more runtime we spend the better are the results, but the gain of the quality of the results is getting smaller. For example the execution time of GA 6 is twice as for GA 5 and the improvement of the result is less than 1%. GA 8   jwordsj   length random  GS GM  GA  40  5  97  70  28  28  40  10  177  152  92  91  40  20  396  337  246  240  40  40  781  703  576  572  40  80  1528 1438 1244 1232  80  10  374  310  150  145  80  20  800  690  449  440  80  40  1558 1449 1084 1074  80  80  3118 2970 2440 2416  80  100  4062 3818 3122 3110  100  10  471  376  175  170  100  20  1001  863  527  525  100  40  1963 1812 1316 1309  100  80  3889 3704 3025 2999  100  100  5077 4690 3876 3853  100  150  7387 7080 6099 6081  200  20  1991 creates the best tness for all examples considered. GA 9 is contrast needs more execution time and can not improve the quality of the results.
VI. Conclusions
We presented a Genetic Algorithm for the Data Ordering Problem. It is in comparison more time consuming than other approximation algorithms and thus it can only be applied in cases that are not time critical, but this is often the case in e.g. code optimization. There it can be applied as a postprocessing of the compiler for low power.
We presented a greedy algorithm GS with linear runtime. The results obtained are better than the initial ordering and worse than other presented strategies, but the hardware realization is easy to perform.
Using our GA approach the designer can determine the quality of the resulting data orderings by spending more or Table 3 . Parameter settings for GAs less runtime for the optimization process. We have shown that the parameter settings in the GA in uence the quality of the results and the execution time of the GA signicantly.
We performed a large set of experiments that demonstrated that our GA obtained better results than all previously published methods.
