We created a workflow to predict controlled-source electromagnetic (CSEM) responses from seismic velocities and compared the predicted responses with CSEM data. The first step was to calculate a resistivity model from seismic velocities in a Bayesian framework to account for the uncertainties. The second step was to estimate the electric anisotropy and improve the resistivity model for the depths at which there was no well control. The last step was to use this updated resistivity model to forward-model CSEM responses and compare the result with CSEM data. The comparison with real data revealed that the measured CSEM responses were generally within plus and minus one standard deviation of the predicted responses. This workflow was able to predict CSEM responses, which can prove very useful for feasibility studies before acquisition and interpretation after acquisition of CSEM data.
Introduction
The object of this paper is to show that fullbandwidth electromagnetic impulse responses (IRs) can be calculated from known seismic velocities and appropriate rock-physics models within reasonably estimated levels of uncertainty.
The physics of seismic wave propagation and electromagnetic propagation in conducting media share no physical parameter, so seismic data and controlledsource electromagnetic (CSEM) data cannot be related directly. Rock physics is often used to link the two types of data usually via porosity, in which well logs are used to calibrate these relations (e.g., Hoversten et al., 2006; Carcione et al., 2007) . This link is not exact. Some of the recent approaches taken to deal with this problem are now described. Abubakar et al. (2012) develop a joint inversion for CSEM and full-waveform seismic data, in which they can use a rock-physics link and a structural link; the structural link is done via the cross-gradient method (Gallardo and Meju, 2007) . They set up the inversion to determine porosity and fluid saturations, in which they include the two data sets in the same cost function that has to be minimized. They show synthetic results only, but they claim that a joint inversion significantly improves the inversion result compared with single inversion of either data set. The same is done by Gao et al. (2012) for a synthetic crosswell example using a rockphysics link. Another crosswell study involving Bayes is presented by Dell'Aversana et al. (2011) , which uses velocity, resistivity, and density measurements from well logs to estimate porosity, fluid saturations, and permeability. Chen and Hoversten (2012) deploy in a synthetic CO 2 monitoring experiment a Bayesian inversion scheme in two steps: First, they invert low-frequency seismic data only, to obtain the structure; second, they jointly invert high-frequency seismic data and CSEM data. Interesting in their results is the rock-physics link. They use correlation-based rock-physics relationships instead of rockphysics models. In other words, they statistically derive the relationship for each different lithology from well log data, instead of calibrating an existing model. A slightly different approach to the cross-gradient method is taken by Brown et al. (2012) , who carry out 1D CSEM inversions on synthetic and real data and use regularization weights based on the gradient in the seismic velocity model: a process they termed guided inversion. It is in this respect not a joint inversion, but rather a CSEM inversion in which seismic data are used for guidance, similar to using seismic layer boundaries as constraints in CSEM inversions. Kwon and Snieder (2011) investigate uncertainty in the integration of seismic and CSEM data in a synthetic, Bayesian framework, in which they consider four sources of uncertainty: (1) seismic wave velocity, (2) electrical 1 resistivity, (3) seismic data, and (4) CSEM data. The uncertainty is observed by calculating porosity and water saturation in the model space for 1D models. They conclude that the uncertainty in seismic wave velocity and electrical resistivity is more significant than the uncertainty in seismic data and CSEM data, but that both are important. Interestingly, they did not consider the uncertainty in the rock-physics models themselves.
All these publications show how the inclusion of CSEM improves the understanding of the subsurface, where the focus is usually on the parameter space with porosity and fluid saturations. We have not found any research results in which seismic data were used to actually predict CSEM responses and validate in this way the rock-physics transform used.
In the approach presented here, we build upon the background resistivity model derived from seismic velocities described in our earlier paper Werthmüller et al. (2013) . The result is a detailed resistivity model of the subsurface, which suffers from two weaknesses. First, it represents an isotropic model, which we know is a gross oversimplification of real rocks; second, there is no resistivity calibration outside the depth range where well logs are available. We use the CSEM data to estimate the electrical anisotropy and then improve the resistivities in the top 700 m using 1D inversions of short-offset responses. We then use this updated resistivity background model to forward-model CSEM responses for an offset range from 4 to 7 km and compare these responses with the measured CSEM data. Most of the peak amplitudes and approximately twothirds of the peak arrival times of the acquired IRs lie within plus and minus one standard deviation of the predicted peak amplitudes and peak arrival times. This is a remarkable result, and shows the power and possibilities of this method, not just for CSEM feasibility studies and acquisition planning, but also for quality control (QC) during CSEM acquisition and interpretation of the acquired data.
The North Sea Harding field
The North Sea Harding field is a gas and oil field 320 km northeast of Aberdeen in the Central North Sea close to the Norwegian sector, as indicated in Figure 1 . The Harding field was discovered in February 1987 in a water depth of roughly 110 m, at a depth below seabed of approximately 1580 m in the Eocene. Production started in April 1996 and peaked in 1998 with roughly 100,000 barrels per day (0.16 m 3 ∕s). The Harding complex consists of the two main fields, Harding Central and Harding South, the two fields used in this study, and four smaller satellite fields. Most reservoirs in the Central and Northern North Sea lie within the synrift and prerift formations of Jurassic and Triassic ages. However, Harding belongs to postrift reservoirs within Tertiary sediments and the reservoirs lie within the late Paleocene and early Eocene. These Tertiary accumulations are massive sands of the Eocene Balder Formation, which lie within the shales in the Balder Formation. The Balder therefore acts as a reservoir (massive sands) and as a seal (shales). The massive Balder sands, deposited by mass-flow processes, are clean and well sorted. The trap is mainly stratigraphic, with some structural closure to the west. The principal source rock is the Upper Jurassic Kimmeridge Clay formation, with biodegradation within the reservoir. The Harding reservoir itself is characterized by exceptional reservoir quality with up to 35% porosity and permeability in excess of 10 ðμmÞ 2 (10 darcys). The oil is a heavy acid crude, with a gas cap of almost pure methane. Initial estimated volumes were almost 30 million tons of oil (221.8 million barrels) and 7.64 billion cubic meters of gas. Beckly et al. (2003) provide a detailed description of the Harding field. Figure 2 is an outline of Harding Central and Harding South, together with all the data used in this study. The shape of the oil fields is delineated by the initial oilwater contact (OWC). The seismic velocities map (black outline) covers the bigger area, followed by the seismic horizons map (purple outline); the three horizons do not cover exactly the same area, but they are close enough to be outlined together. The black circles mark the wells that penetrate the reservoir, and the white circle marks the dry well. Multitransient electromagnetic (MTEM) data were acquired along two lines. Line 1 is shown in blue and line 2 is shown in red. The two short black lines perpendicular to the MTEM survey mark the start and the end of the MTEM line. They cover roughly the area where there is a good CMP coverage, as shown in Figure 3 . The figure shows that the data coverage from the seismic data does not cover the whole area where there are MTEM sources and receivers placed. These outlines are the limitations, for example, for the bathymetry in 3D modeling, or the extent to which background resistivities can be calculated in general.
Seismic data
Seismic surveys have been shot repeatedly over the Harding field. The discovery well 9/23b-7 was drilled based on 2D seismic data from 1984. Additional 2D seismic data were acquired in 1986 and 1988. Three-dimensional seismic surveys were carried out in 1990, 2000, 2002, 2005 , and entire data sets were repeatedly reprocessed. This means that there is more than 20 years of experience with seismic data in the Harding area, from at least seven different surveys. There is also a huge range of well logs available to tie the seismic data. Therefore, there is confidence in the models (velocities, horizons) resulting from seismic processing.
Multitransient electromagnetic data
Petroleum Geoservices (PGS) acquired two CSEM surveys over Harding, 2007 and 2008 , over the same survey line that ties with well 9/23b-7 and well 9/23a-3, as shown Figure 2 . The acquisition was part of a collaborative research project between PGS (formerly MTEM), BP, and the UK Department for Business, Innovation, and Skills (formerly the UK Department of Trade and Industry). The aim was to demonstrate the repeatability of the MTEM method, and Ziolkowski et al. (2010) show that the responses from the two surveys have a very low normalized rms difference (NRMSD; see Appendix A) of 3.9%. In this study, we use the 2007 data because the noise level is lower than that of the 2008 data.
The CSEM surveys over Harding used a static ocean bottom cable (OBC) setup as shown in Figure 4 . During acquisition, source and receiver rest on the seabed (hence no movement). In each survey at Harding, there were two lines shot. For each line, the OBC is static with the source moving to different shot positions. The MTEM method is described by Wright et al. (2002 Wright et al. ( , 2005 , Ziolkowski et al. (2007) , and Ziolkowski and Wright (2012) . In the MTEM method, a time-varying current, for example a step function or a pseudorandom binary sequence (PRBS), is injected between two source electrodes and measured; the source signal used at Harding was a PRBS. The resulting time-varying voltage between two receivers is measured at the same time. In Harding, the source length is 400 m, the source current is 600 A, and the receiver length is 200 m. However, the data have been deconvolved and the responses are normalized by source and receiver length, so all plotted responses in this study correspond to source and receiver length of 1 m and source current of 1 A. The source signal in the Harding acquisition was a PRBS; Ziolkowski et al. (2011) compare the PRBS to the standard square wave function. Figure 3 shows all useful sourcereceiver positions in an offset-versus-CMP plot. Red dots mark the responses that are used with determine anisotropy and improve the resistivity model, and blue dots mark the responses that are compared with the 3D forward-modeled responses.
Velocity-to-resistivity transform
We present in Werthmüller et al. (2013) a methodology to estimate the range of background resistivity models that is consistent with known seismic velocities and well log measurements. We apply and extend known methods: depth-dependent petrophysical crossproperty relations and uncertainty analysis of the data and the model. The uncertainty analysis is performed in a Bayesian framework following Chen and Dickens (2009) . The resulting resistivities are in the form of probability density functions (PDFs), instead of deterministic values. The near-field exploration example shows that the methodology yields a good estimate of background resistivities away from the control point.
For this, we used well 9/23b-8 from Harding South to calibrate the transform and tested the transform on the four wells in Harding Central (see Figure 2) . The transform was then applied to the seismic velocities to obtain a resistivity model in the form of PDFs. Figure 5 shows the final result of Werthmüller et al. (2013) . The initial seismic velocities are shown in Figure 5b , together with the measured well log velocities of well 9/23b-7. The seismic section shows that above the reservoir the stratigraphy is roughly 1D. The mode of the velocity-to-resistivity transform is shown in Figure 5a , whereas Figure 5c and 5d shows the resistivity of minus and plus one standard deviation, respectively. This provides a detailed model of background resistivities. However, it has two weaknesses: There is a problem with accuracy outside well control, and resistivity anisotropy (just termed anisotropy in this study) is not taken into account. The model accuracy is limited outside the depth range where there is well control because there is no measure to check the velocity-to-resistivity transform. The resistivities in this model represent horizontal resistivities because the calibration was done with measurements from resistivity tools in vertical wells, measuring mainly horizontal resistivity. The transform provides no knowledge of the anisotropy. The depth extent of the resistivity model is given by the depth extent of the velocity model.
Improving the background resistivity model Estimating the anisotropy
Anisotropy describes the variation of a material property with direction. In an isotropic medium, a material property is a scalar. But in reality, a material property is a tensor. An often-used simplification of this tensor is vertical transverse isotropy (VTI), in which the property behaves differently in the horizontal and vertical directions. In this case, (electric) anisotropy is commonly defined as
where ρ v and ρ h are vertical and horizontal resistivities, respectively, and λ is the anisotropy factor. This is a justifiable simplification for the geologic case of horizontal sedimentary layers. The (geometric) mean resistivity ρ m is the quantity measured by the DC method (e.g., Negi and Saraf, 1989) and is given by
Anisotropy has a huge influence on EM responses. Maillet (1947) , Bhattacharya and Patra (1968) , and Negi and Saraf (1989) discuss the theory and the effect of anisotropy in DC measurements (e.g., Wenner or Schlumberger arrays), Edwards et al. (1984) for CSEM, and Werthmüller (2009) shows the influence on MTEM data. Ellis et al. (2009) conclude that the difference between log-derived resistivities, and resistivities gained from CSEM measurements are mainly due to anisotropy. They used vertical and deviated well logs from the North Sea Harding area and similar fields to estimate the anisotropy in the overburden sediments. Where the sandstones were almost isotropic, they found anisotropy values between roughly 1.4 and 1.6 for the shales.
Here, we try to estimate the overall VTI anisotropy of the subsurface. Note that this is still a simplification. It would have been more realistic to have ρ h and ρ v for every point in the subsurface, or even better the full tensor. However, a good estimate of a fixed anisotropy value is better than assuming the (unlikely) case of isotropy, with λ ¼ 1.0. Figure 6a shows step responses (SRs), and Figure 6b shows IRs for mean resistivities of 1, 2, and 3 Ωm, each for anisotropies of 1.0, 1.5, and 2.0. Source and receiver are located at the bottom of a 110-m-thick water layer with 0.3 Ωm, offset is 2 km. The SRs and IRs clearly differ for different anisotropies. The late-time SR values stay the same; they tend toward DC amplitude for the SRs, which is constant because we keep ρ m constant, and toward zero for IRs. Comparing these two figures, it seems that the IR discriminates anisotropy better than the SR. That is, the relative amplitude changes are bigger in the IR than in the SRs for varying values of anisotropy.
Typical 1D inversion results are shown in Figure 7 for an offset of 2442 m. Figure 7a shows an isotropic inversion and Figure 7b shows an inversion with anisotropy of λ ¼ 1.5. The starting model (black) horizontal resistivities are the resistivities from the background model, and the inversion results of SRs and IRs are given in blue and red, respectively. The water depth is taken from the seismic seabed horizon at the CMP location. The isotropic IR inversion result is characteristic of isotropic inversion of anisotropic data. It results in resistivities that approximate horizontal (hence relatively low) resistivities at the top, which yield the correct airwave (the airwave is a function of horizontal resistivity only, e.g., Weidelt, 2007) . After this initial low resistivity, it is characterized by a highly resistive region, to compensate for the underestimated mean resistivities at the top. The SR inversion adjusts resistivities only a little because it can more easily fit (d) are the mode with −σ and þσ, respectively; well 9/23b-7 and some major formations are annotated. These resistivities represent horizontal resistivities because they are calibrated with a vertical well log, which mainly measures horizontal resistivities.
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an isotropic inversion to anisotropic data. The transverse resistances (mean resistivity times thickness) between seabed and 820 m are in the isotropic inversion 1612 and 1786 Ωm 2 for SR and IR, respectively, and in the anisotropic inversion 1415 and 1359 Ωm 2 for SR and IR, respectively. Although the transverse resistance of the two results in the isotropic inversion is similar, the resistivities are distributed differently. In the anisotropic inversion, the resulting models look more alike (except for depths greater than roughly 800 m, where the sensitivity is low due to the short offset). Figure 8 shows the corresponding final responses of the inversion results in Figure 7 . The SR data (black) are compared with the final response of the SR inversion (blue), and with the forward-modeled response of the model resulting from the IR inversion (red), and vice versa for the IR data. The result shows that the unrealistic spiky isotropic IR inversion result (low top resistivities, followed by high resistivities) yields a very good fit. The isotropic SR was not able to find a good fit. However, with λ ¼ 1.5, both inversions yielded a reasonable fit to the data. This leads to the key idea of our anisotropy determination: The resulting models from inversions of SRs and IRs only agree (in the shallow part) and yield reasonable results if they are inverted with the right anisotropy.
The chosen offset band for the anisotropy determination and the shallow resistivity improvements in the next section contains the shortest four offsets that span the whole CMP range (2.0, 2.2, 2.4, and 2.6 km, as indicated in Figure 3 ). They were chosen so that there is one response for each CMP, 80 responses in total. For these short offsets, which are only sensitive to the shallow part, we can assume a 1D earth. One-dimensional inversions were carried out for these selected offsets to find the best anisotropy values, for IR and SR, in which the starting model is always the background model at the corresponding CMP. Sixteen different inversions were carried out for each model, for anisotropies λ ¼ 1.0; 1.1; : : : ; 2.4; 2.5. The results are shown in Figure 9 :
The NRMSD is calculated between data and inversion responses, and the average NRMSD of all 80 responses is plotted as a function of anisotropy, for IR inversions in red, and SR inversions in blue. The NRMSDs for the SR inversions are very low and relatively constant, and only starts to increase for anisotropy values higher than 2. The IR inversions show higher variability in NRMSD, with low values for anisotropies lower than approximately 1.7. The difference between the two resulting resistivity models is calculated by taking the mean of the absolute difference between them; the depth range considered is the top 300 m. This is the region that influences the airwave the most, and is hence mostly affected by anisotropy because as the airwave depends only on the horizontal resistivity, whereas the earth response depends on horizontal and vertical resistivities. The difference between the two models is high for low anisotropies, mainly reflecting what we have seen in Figure 7a . It rapidly decreases and starts to increase again for anisotropies higher than approximately 1.7. From these three curves, it seems reasonable to assume an anisotropy value of λ ¼ 1.5. To get an idea of NRMSD: The isotropic forward-modeled IR from the isotropic SR model, the blue line in Figure 8b , has a NRMSD of 10.4. The red line in the same subplot has a NRMSD of 2.3. Figure 10 shows QC of the inversions with λ ¼ 1.5: Figure 10a for SRs and Figure 10b for IRs. Generally, the IR inversions take a few iterations more, and the NRMSDs are higher than those of the SR inversions. But the data look overall pretty consistent, with a few exceptions.
Improving the shallow part
We now have a rough estimate for the bulk anisotropy of the subsurface, the biggest unknown, with Interpretation / August 2014 SH121 λ ¼ 1.5. The second step is to improve the shallow subsurface resistivities. For this, we use the inversion result for λ ¼ 1.5 from the previous section. The near-surface 1D inversion result is shown in Figure 11 . The starting model from the background model is shown Figure 11a . Figure 11c and 11d are the SR and IR inversion results, respectively; the color bar applies to all three plots. It can be seen in Figure 11a that there is not much variation in the top 700 m below mudline: The subsurface in this region is nearly 1D.
Comparing Figure 11c and 11d shows that the models from the two different inversions are similar. The resistivity values are cut if they go above 7 Ωm. Comparing these areas (dark red) with Figure 10 , we can see that high resistivities occur where either the NRMSD is relatively high or the inversion was running for many iterations -when the inversion had problems fitting the data. The averages of the input, and of the IR and SR inversion results, are shown in Figure 10b . We neglected resistivity values above 7 Ωm for this calculation, corresponding to the dark red areas in Figure 10c and 10d, for the reason mentioned above.
We use these average curves to update the background model for the 3D modeling in the next section. We combined the average SR and IR inversion results for this, weighting the SR from 0 to 1 (top-down) and the IR 1 to 0, giving them weight where their sensitivity is large. We then subtract the difference between this result and the original input from the top 720 m below sea surface for all three models (mode and AEσ). The horizontal resistivities of the updated background model are shown in Figure 12 , the differences can be seen by comparing this figure with Figure 5 : The resistivities in the shallow part are lower; however, an anisotropy value of λ ¼ 1.5 applies to the whole background.
Predicting controlled-source electromagnetic responses
For the 3D forward modeling, we used the frequencydomain parallel EM forward-modeler PIE3D from the Consortium for Electromagnetic Modeling and Inversion (CEMI) (licensed to PGS; e.g., Hursán and Zhdanov, 2002 ). We apply a logarithmic fast Fourier transform (FFTLog; Hamilton [2000] , Appendix B) to calculate time-domain responses from frequencydomain responses. For the FFTLog, we use 21 frequencies, logarithmically distributed from 1.6 × 10 −3 to 1.6 Hz with five frequencies per decade.
Modeling grid and bathymetry
The bathymetry at Harding is relatively flat, so we do not expect much of an influence on the CSEM data. (We run tests that showed us that the influence of the bathymetry to the earth response is negligible; however, the influence to the airwave is not.) We include bathymetry in 3D modeling using the seabed horizon from Model IR SR ( m) Figure 9 . NRMSD from all IR inversions and SR inversions, and the difference of their resulting resistivity models. For λ ¼ 1.5, both NRMSDs are relatively low, as well as the difference between the two models.
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seismic data. Figure 13 shows the resulting seabed model, in which the cell size is 250 m inline by 500-m crossline by 1 m vertically, and the water depth of the cells is the average of all the points of the seismic seabed horizon that fall within this square. The horizon is rotated and shifted, so that the CSEM survey line is at crossline y ¼ 0, and all source and receiver positions are at positive inline locations. The inline extent of the bathymetry is limited by the seismic velocity cube. The crossline extent is set to plus and minus 3250 m. The minimum water depth within this area is 101 m and the maximum water depth is 118 m. Hence, there is less than 20-m difference in a distance of more than 12 km (inline). The plots on the x-z-axis and y-z-axis show different sections through the original seismic seabed horizon, and the plot on the x-y-axis is a contour plot of the original seismic seabed horizon. The source and receiver depths are taken from the acquisition data, but with a minimum distance from the seabed of 2 m. The seismic velocity cube, which we used to derive the background resistivity model, has a resolution of 250 by 250 m horizontally, and 20 m vertically. This is the basis of the 3D grid discretization. shown in Figure 15 . The bathymetry is hardly visible because the area is very flat.
Results
We focused on the offset range of interest between 4 and 7 km. From approximately 4 km onwards, we expect the responses to be sensitive to the reservoir, and at offsets larger than 7 km, the quality of the data becomes poor. We calculated for every response the mode and plus and minus one standard deviation of the resistivity model, and also for plus and minus two standard deviations for a few responses. We removed a few responses in QC, either because the data quality is poor or because the forward modeling was unstable. Figure 16 shows the NRMSD between the data and the responses calculated using the mode of the resistivity model. The resistivity model is in the form of PDFs. This means that the modeled responses are not thought to be the only true responses, they represent the most likely responses. The NRMSD therefore does not represent an error between data and model, but its distribution gives some insight into the model: The data seem to be generally closer to the modeled responses for short offsets (roughly 4-5 km) than for larger offsets (roughly 6-7 km). The responses marked with an intense dark red have predicted amplitudes that are considerably higher than the acquired data. We suspect some issues with the forward modeling (perhaps source positioning).
Two more general quality checks of the modeling results are shown in Figure 17 . Figure 17a is a peak amplitude quality check. In this test, we compare the peak of the earth IR of the acquired data with the peaks of the modeled data. The peak is a distinct feature in MTEM IRs, and it contains the highest energy from the subsurface. Black hexagons indicate that the measured data have a higher peak amplitude than the response resulting from the plus one standard deviation model. Red hexagons indicate peaks that lie between the responses from the mode and the plus one standard deviation, blue hexagons indicate peaks that are between the responses from the mode and minus one standard deviation, and finally white hexagons indicate if the peak amplitude is lower than the peak from the response resulting from the minus one standard deviation resistivity model. As can be seen in Figure 17a , most responses have a peak that falls between minus one standard deviation and plus one standard deviation. But there are some responses in which the predicted amplitudes are higher than the acquired data. Interestingly, they are mostly for whole source gathers. Figure 17b shows a similar QC, but for the arrival time of the peak. Roughly two-thirds of the responses fall within plus and minus one standard deviation. However, peaks of responses from short offsets and higher CMPs seem to arrive earlier than predicted. The arrival time of the peak is dominated by the vertical resistivity (Werthmüller, 2009 ). This result shows that the simplified approach of having one single anisotropy value for the whole subsurface is not ideal. Figure 18a -18d shows example modeling results with the corresponding acquired data for offsets of 4, 5, 6, and 7 km, respectively. The green color is the response for the mode of the resistivity model, the orange and blue colors are the responses for plus and minus one standard deviation, respectively, and the red and purple colors are the responses for plus and minus two standard deviations. These results show three main points. First, the acquired data are generally well predicted by the modeling; the amplitudes fall very often not only between plus and minus two standard deviations, but even between plus and minus one standard deviation. Second, the airwave is underestimated, and increasingly so with increasing offset. Third, the amplitudes at later times are often overestimated. Figure 19a and 19b shows five responses overlapped at an offset of 4.2 and 6.8 km, respectively; green are the responses from the mode and orange and blue are the responses from plus and minus one standard deviations, respectively. The figure shows clearly how well the calculated responses predict the acquired data; with the exception of the airwave and later times. During the times when the main energy from the subsurface is recorded, the peak of the earth IR is accurately predicted. Figure 19b also shows that some of the data have poor quality. The MT noise removal that was applied to the data was able to eliminate a big part of the noise. However, it can only remove noise that is very well correlated. The amplitude drop-off of some responses is likely to be due to poor data quality. So the predicted responses might actually be more accurate than the recorded data. Figure 20 shows six responses from one source gather, in which the range from minus to plus one standard deviation is indicated with the filled areas: Interpretation / August 2014 SH125 Figure 20a on a linear scale and Figure 20b on a logarithmic scale.
Discussion
We present a workflow that is able to predict CSEM responses based on seismic velocities. The results show that the methodology works. By methodology, we mean the estimation of background resistivities from seismic velocities using rock physics, structural constraints, and depth trends, well logs to calibrate the transform, and Bayes to estimate the uncertainty from data, rockphysics parameters and rock-physics models (Werthmüller et al., 2013) . Furthermore, it includes short-offset 1D inversions to estimate the anisotropy and improve the shallow part of the resistivity model outside well control, and finally calculate the CSEM responses from this background resistivity model. In this way, it is possible to predict the acquired data in the offset range from 4 to 7 km.
Amplitudes are predicted with the right magnitude, and the peaks of the acquired data are within plus and minus one standard deviation. This is achieved without any scaling, shifting, or fudge factors. In particular, it is achieved without a static shift correction, a somewhat obscure "correction" frequently used in CSEM and MT methods, used to account for non-1D structures in a 1D interpretation.
There is scope for improvement. One of the limitations in this project is the horizontal extent of the available data. The velocity model, and hence the detailed background resistivity model, and the bathymetry do not cover the whole extent of the CSEM survey. Another limitation is the vertical extent of the available data. Having velocity and resistivity well logs from the seabed to far below the target of interest would improve this approach. Another possibility would be to Figure 17. The peak amplitude quality check in (a) reveals that the peak of the earth response falls within one standard deviation in most case. However, some shot gathers have higher predicted amplitudes than one standard deviation. The peak arrival time quality check in (b) shows that roughly two-thirds of the arrival times fall within plus and minus one standard deviation. The data agree very well with the calculated responses, but the airwave is underestimated for larger offsets. Specifically (b) shows that the NRMSD is also a function of data quality because the quality is decreasing with increasing offset where the amplitudes come closer to the noise level. . Results for a source gather for the mode and plus and minus one and two standard deviations. The earth responses lie well within the plus and minus one standard deviation models. However, the airwave is increasingly underestimated with increasing offset.
Interpretation / August 2014 SH127 include well logs from similar formations further away, to get a good calibration for the whole depth of interest. However, we believe the biggest issue is anisotropy. The very detailed resistivity model from the rockphysics transform is a model of horizontal resistivity. In reality, an equally complex model of the vertical resistivity is what we should aim for. We were only able to estimate anisotropy by using CSEM inversions of short offsets. Ideally, one should only need seismic velocities and well logs to gain a background resistivity model, which can then be compared with a resistivity model gained from inversion of CSEM data. For this, we need another calibration, for instance better well coverage, and another method to estimate anisotropy, for instance triaxial well logs. Furthermore, this approach resulted in a single value for anisotropy for the whole subsurface, which is not realistic. One possible improvement for the anisotropy is to use well logs that measure horizontal and vertical resistivities and derive an anisotropy depth trend from it, or even better, two rock-physics transforms to calculate independently a horizontal and vertical resistivity models.
We expect better handling of anisotropy to improve the match of the airwave. Another problem could be the water resistivity. A 10% change in the resistivity of the water has a significant effect on the amplitude of the peak of the airwave. Throughout, we assumed a water resistivity of 0.3 Ωm. This value might be in error by 10%. Measurements of the seawater resistivity at Harding were not made, but it might have given a considerably improved result. Alternatively, one should estimate −σ and þσ for the water resistivity, too; this was not done in this study.
Conclusions
We think the most important use of our method is for detailed feasibility studies prior to CSEM surveys. Unsuccessful acquisitions have a negative impact on the reputation of the CSEM technology in the petroleum industry, and proper feasibility studies should minimize failures. Once a detailed feasibility study has been carried out, the results can be used for survey planning and on-board QC during acquisition. These three applications, feasibility studies, survey planning, and acquisition QC, are obviously possible only if the planned survey happens to be in an area in which there are seismic data, and preferably well data, available. They are not possible for planned frontier exploration surveys.
Once data are acquired, the method can be used for interpretation. If the reservoir is of reasonable size, one would expect the acquired data to show higher amplitudes over the reservoir than the predicted amplitudes and agree with predicted amplitudes everywhere else. That is, a hydrocarbon reservoir should show up as an anomaly relative to the background calculated from the seismic velocities and rock-physics relations. A comparison of the acquired data with the predicted data will reveal patterns of higher or lower resistivities than predicted. These patterns can then be interpreted given the geologic settings of the survey.
The calculated resistivity model can also be used in inversion, for instance as a starting model or as a background model. We assume that stochastic inversion schemes will be used more frequently in CSEM inversion in the future, given that computing power will increase over time. The calculated background model resistivities in the form of PDFs are ideally suited to serve as a complete background model, including the probability of the different resistivity values. 
