Abstract. The m m determinant of hyperbolic Bessel functions det jI a i ?b j (2x)j can be factored into two smaller determinants by elementary operations if a i = ?a m+1?i and b i = ?b m+1?i . We give combinatorial interpretations for these determinants as exponential generating functions for walks which stay within Weyl chambers. We then use these to provide a combinatorial proof of the formulas by nding a sequence of re ections which give a correspondence between the walks enumerated on opposite sides of the equation.
Introduction
Wilf 5] proved the following identity for Toeplitz determinants, where t l is an arbitrary sequence with t ?l = t l . det 2n 2n jt i?j j = det n n jt i?j + t i+j?1 j det n n jt i?j ? t i+j?1 j: (1) The proof requires only elementary operations on the determinant. In the case where t l is the hyperbolic Bessel function I l (2x) = P 1 k=0
x 2k+l k!(k+l)! , he provides a combinatorial interpretation for both sides.
Wilf also mentions that there is a similar formula in odd dimensions, jt i?j + t i+j?2 j det n n jt i?j ? t i+j j; (2) Supported by an NSF Graduate Fellowship. In the cases t l = I l (2x) and t l = ? k k=2+l , we give combinatorial interpretations for these formulas, di erent from Wilf's interpretations, by showing that the determinants give the numbers of walks which stay within Weyl chambers. (For t l = I l (2x), the determinant is the exponential generating function for walk-numbers.) In odd dimensions, both sides correspond to walks fromã tob with the same permitted steps, but restricted to di erent Weyl chambers. In even dimensions, the 2n 2n determinant corresponds to a walk fromã tob, and the product of the two n n determinants corresponds to a di erence of two walks restricted to the same chamber, one from a tob and the other with destinationb 0 obtained fromb by interchanging b n and b n+1 .
In both cases, we use these interpretations to provide combinatorial proofs of the formulas by nding sequences of re ections which give a correspondence between walks which are enumerated on opposite sides of the equation.
In the case t l = I l (2x), for (1) and (2), we also give a combinatorial interpretation of the determinants as generating functions for invariants in tensor powers of representations of Lie groups. When a i = m+1 2 ? i, (3) has a similar interpretation in terms of the decomposition of tensor powers.
Proofs by elementary row operations
To prove the identity (1), or the more general identity det 2n 2n jt a i ?b j j = det n n jt a i ?b j + t a i +b j j det n n jt a i ?b j ? t a i +b j j (4) with a i = ?a 2n+1?i , b j = ?b 2n+1?j , we do a sequence of elementary operations 5]. For each i with 1 i n, add each row 2n + 1 ? i to row i; then, for each j with 1 j n, subtract column j from column 2n + i ? j.
The resulting matrix is block lower triangular, with n n blocks. The top 2 right block is zero, so the determinant is the product of the diagonal blocks' determinants, which are the two factors on the right side of the equation.
Likewise, to prove (2) , or the more general identity det 2n+1 2n+1 jt a i ?b j j = 1=2 det n+1 n+1 jt a i ?b j + t a i +b j j det n n jt a i ?b j ? t a i +b j j; (5) with a i = ?a 2n+2?i for 1 i n, b j = ?b 2n+2?j for 1 j n + 1 (so b n+1 = 0), we do a similar sequence of elementary operations. For each i with 1 i n, add row 2n + 2 ? i to row i, and double row n + 1, thus doubling the determinant; then, for each j with 1 j n, subtract column j from column 2n+2?j. Again, the top right (n+1) n block of the resulting matrix is zero, so the the determinant is the product of the diagonal blocks' determinants.
In the case t l = I l (2x), this gives Our combinatorial interpretations and proofs will apply to these identities, and to the analogous identities with t l = ? k k=2+l .
Walks in Weyl chambers

The theorem of Gessel and Zeilberger
To show that the determinants of Bessel functions are the exponential generating functions for walks in Weyl chambers, we use a result of Gessel and Zeilberger 1] which allows us to write the number of such constrained walks as a signed sum of the numbers of unconstrained walks with the same steps and lattice.
A walk-type is de ned by a lattice L, a set S of allowable steps between lattice points, and a polygonal cone C to which the walks are con ned.
3
We will assume C is a Weyl chamber. That is, L; S; C R n ; C is de ned by a system of simple roots R n as C = fx 2 R n j ( ;x) 0 for all 2 g; ( The re ectability condition guarantees that a walk cannot exit C without landing on a wall of C at some step. In a re ectable walk problem, we want to compute b ;k , the number of walks from to of length k which stay in the interior of a Weyl chamber, in terms of c k , the number of unconstrained walks with the same steps which go from the origin to . The fundamental result of Gessel 
Proof. Every walk from any w( ) to which does touch at least one wall has some last step j at which it touches a wall; let the wall be the hyperplane perpendicular to i , choosing the largest i if there are several choices 3]. Re ect all steps of the walk up to step j across that hyperplane; the resulting walk is a walk from w i w( ) to which also touches wall i at step j. This clearly gives a pairing of walks, and since w i has sign ?1, these two walks cancel out in (9). The only walks which do not cancel in these pairs are the walks which stay within the Weyl chamber, and since w( ) is inside the Weyl chamber only if w is the identity, this is the desired number of walks. 
3.3 The formulas for constrained walks
The Weyl groups we will consider on n-dimensional lattices are A n?1 , the symmetric group S n of coordinate permutations; B n , the hyperoctahedral group, which consists of all coordinate permutations with sign changes; and D n , the even hyperoctahedral group, which consists of all coordinate permutations with an even number of sign changes. The principal Weyl chamber for A n?1 is given by x 1 > x 2 > > x n ; for B n , it is given by x 1 > > x n > 0; for D n , it is given by x 1 > > x n?1 > x n , x n?1 > ?x n .
The lattice Z n gives a re ectable walk with all three groups for the steps e i ; the lattice D n , containing Z n and (Z + 1 2 ) n , gives a re ectable walk in all cases except for the steps e i with the group B n .
In all of these cases, we can write the sum over the permutations in the Weyl group as a determinant, with separate terms in each entry of the matrices for the choices of sign changes for w 2 B n or D n . The formulas are derived in 2].
Since we had an exponential generating function for the unconstrained walks with steps e i , we will also get an exponential generating function for the constrained walks. 
In the formula (14), if we let 0 be obtained from by changing the sign of n , this will change the sign of the rst term but preserve the second term. Thus the rst term alone, with no factor of 1 2 , is g (x) ? g 0 (x), and the 6 second term alone is g (x) + g 0 (x). If n = 0 or n = 0, the rst term is zero, so g (x) is the second term alone, with the factor of 1 2 . For the diagonal walks with steps 
The walk identities
Note that the determinants on the left side of (6) and (7) are already in the form (12), while the determinants on the right side are either of the form (13) or the terms in (14). Thus, if we let a = ( 1 ; : : : ; n ; ? n ; : : : ; ? 1 ) in (6), and similarly forb and , we see that the exponential generating function for walks fromã tob with Weyl group A 2n?1 is equal to the product of the two exponential generating functions for D n ,
(18) Now, the number of walks from to which stay within the D n Weyl chamber is also the number of walks from = (? n ; : : : ; ? 1 ) to = (? n ; : : : ; ? 1 Similarly, in odd dimensions, we let a = ( 1 ; : : : ; n ; a n+1 ; ? n ; : : :) in (7), and likewise forb, which must have b n+1 = 0. Also let^ = ( ; a n+1 ), = ( ; 0). The left side of (7) is the product of g^ ^ (x) with Weyl group D n+1 (since^ n+1 = 0) and g (x) with Weyl group B n .
Again, we can convert and to and in the B n determinant, and write the product of walks on Z n+1 and Z n as a single walk on Z This theorem also holds if a n+1 = 0 and b n+1 6 = 0, since we can run the walk in the opposite direction; it does not hold if both are nonzero.
By a similar argument, we see that both theorems also hold for the walk with steps For either walk-type, both theorems, and particularly Theorem 3, call out for a combinatorial proof by giving a direct correspondence between the walks. We do have combinatorial proofs, given in Section 5, but these proofs require a long sequence of re ections to get the correspondence between different walks.
Decomposition of tensor powers
An important application of the determinant formulas for walks is the decomposition of tensor powers. Using the Weyl Character and Integration Formulas, we can express the decomposition of tensor powers as a sum of unconstrained walks. Then, using Theorem 1, we can prove the following result 2].
Theorem 4 Let V be a nite-dimensional representation of a connected reductive Lie group G. Let C be a Weyl chamber, S the set of weights of V , and L some lattice containing S and , the half-sum of the positive roots.
If (L; S; C) de nes a re ectable walk-type, then the number b ; + ;k of walks with k steps from to + which stay strictly within the principal Weyl chamber is equal to the multiplicity a ;k of the irreducible with highest weight in the kth tensor power of V . Likewise, if f is the exponential generating function P 1 k=0 a ;k x k =k!, it is equal to the exponential generating function g ; + for walks. If = 0, V is the trivial representation, and thus a ;k is the dimension of the space of invariant tensors of rank k.
We apply this theorem to the representations of Lie groups which have weights x i . For GL m , this is the direct sum of the de ning and the dual representations, the Weyl group is A m?1 , is ( m?1 2 ; m?3 2 ; : : : ; ? m?1
2 ), and we use (12). For Sp 2n , it is the de ning representation, the Weyl group is C n = B n , and is (n; n ? 1; : : : ; 1), and we use (13). For SO 2n , it is the de ning representation, the Weyl group is D n , and is (n ? 1; n ? 2; : : : ; 0), so the rst term in (14) will be zero and we use only the second term in (14).
For the Lie group SO 2n+1 , the Weyl group is B n , and is ( n?1 2 ; n?3 2 ; : : : ; 1 2 ). The standard representation has weights x i and 0, so the virtual representation ? 1 has weights x i . The constrained walk with Weyl chamber B n does not satisfy the re ectability conditions; however, we can express the sum of unconstrained walks as a di erence of two constrained walks with Weyl group D n , taking the walks from to + and subtracting the walks to ( + ) 0 , which is obtained from + by reversing the sign of the last coordinate 2]. That is, we have f (x) = g ; + (x) ? g ;( + ) 0 (x) ; (19) and the generating function is the rst term of (14). For the tensor powers of the virtual representation 1 ? , the generating function is f (?x); that is, the sign of every term corresponding to a walk of odd length changes. If P i is even, then every walk from to + is of even length, and every walk from to ( + ) 0 is of odd length, so we will get the sum of the walks to those two points; if P i is odd, we will get the negative of the sum. The generating function will thus be the second term in (14) (with a minus sign if appropriate); that is,
Thus, for the product group SO 2n+1 SO 2n+1 , with Weyl group D n D n , and representation the direct sum of the two virtual representations above, the generating function f (x) will be the product of these two functions, corresponding to walks with steps that belong to either of the two walks. As in the proof of Theorem 3, this product is the exponential generating function for constrained walks from ( ; ) to ( + ; + ), minus the exponential generating function for walks from from ( ; ) to (( + ) 0 ; ( + ) 0 ), where = (? n ; : : : ; ? 1 ) as before. The product representation is (( ? 1); 1) + (1; (1 ? )) = ( ; 1) ? (1; ) Thus, from Theorem 2, or just by checking that the resulting determinants match those in (6), we have the following result.
Theorem 5 The multiplicity of the representation with highest weight ( ; ) in the kth tensor power of the direct sum of the de ning and dual representations for GL 2n is the same as the multiplicity of the representation with highest weight ( ; ) in the kth tensor power of the virtual representation ( ; 1) ? (1; ) of SO 2n+1 SO 2n+1 .
In particular, if = 0, we nd that the invariants in the tensor powers of these representations of GL 2n and SO 2n+1 SO 2n+1 have the same dimension.
The odd-dimensional case is similar. Again, as in the proof of Theorem 3, we write the Sp 2n walk as a walk from to + . We can then apply Theorem 3, or check that the determinants we get match those in (7) to get the following result.
Theorem 6 The multiplicity of the representation with highest weight ( 1 ; : : : ; n ; n+1 ; ? n ; : : : ; ? 1 ) in the kth tensor power of the direct sum of the de ning and dual representations for GL 2n+1 is the same as the multiplicity of the representation with highest weight ( 1 ; : : : ; n+1 ; 1 ; : : : ; n ) in the kth tensor power of the representation ( ; 1) + (1; ) of SO 2n+2 Sp 2n .
Again, when = 0, this says that the invariants in the tensor powers of these representations have the same dimensions.
Combinatorial proof of the determinant identities
We will prove the identities (6) and (7) (and the analogous identities with determinants instead of Bessel functions) by looking at the signed terms corresponding to individual walks enumerated in Theorem 1, which can be seen to correspond to the individual terms in the determinants in (6) and (7). The combinatorial proof of Theorem 1 shows that all walks which touch a wall of the Weyl chamber cancel out, leaving only the walks which stay in the Weyl chamber. For each term, we then nd a set of re ections which pair the walks contributing to it with the walks contributing to another term of the same sign with the same value on the other side, or of the opposite sign with the same value on the same side. We then use the involution principle to get an actual correspondence between the unconstrained walks from this pairing. We will prove the correspondence for walks which go fromã = ( 1 ; : : : ; n ; ? n ; : : : ; ? 1 ) tob = ( 1 ; : : : ; n ; ? n ; : : : ; ? 1 ) in 2n dimensions, and for walks betweenã = ( 1 ; : : : ; n ; n+1 ; ? n ; : : : ; ? 1 ) andb = ( 1 ; : : : ; n ; 0; ? n ; : : : ; ? 1 ) in 2n + 1 dimensions. We let m = 2n or 2n + 1, as appropriate.
By reversing the direction of the walks in Theorem 1, we see that the number of constrained walks fromã tob is equal to the signed sum of the number of constrained walks fromã tow(b), for w in the Weyl group. We will use the theorem in this form.
Array notation
When we discuss the term for walks fromã tow(b), or to anyc = (c 1 ; : : : ; c m ) whose coordinates are either 0 or i , we will represent this walk by an array with two rows, with the rst row containing the rst n or n + 1 coordinates ofc, and the last row containing the last n in reverse order. Thus two coordinates ofc will be together in column i if the walk takes one coordinate from i to the coordinate in the top row, and the other coordinate from ? i to the coordinate in the bottom row. Thus, the walk fromã tob itself has the corresponding array form 1 2 n (0) ? 1 ? 2 ? n where the 0 in parentheses appears only in dimension 2n + 1.
In the following discussion, we will say that a walk or array is valid on the left side if it corresponds to a term from the left side of (6) or (7); that is, if it is a walk from a to w(b) for some w 2 A 2n?1 or A 2n . We likewise de ne walks and arrays which are valid on the right side. The discussion in the following section illustrates the correspondence between these terms and the walks; a formal proof is given in 2]. We will implicitly use this correspondence in the proof of the identities.
Signs of arrays
Each array which corresponds to a term on either side in (6) or (7) has some sign. We will start by de ning the sign of such an array to be the sign of the term in the equation.
The sign of a term from the left side of (6) or (7) is the sign of the permutation that was applied to the b i ; this permutation could also be applied to the array form. We get one term for every permutation.
In even dimensions, the terms on the right side of (6) come from the application of D n D n tob = ( ; ), with sign corresponding to the element of D n D n ; or its application tob 0 = ( 0 ; 0 ) obtained by switching n and ? n as before, with an additional negative sign. D n D n acts on the array form by permuting the terms in each row, and then changing the sign of an even number of terms in each row. Sinceb itself has a bottom row which is entirely negative, while the bottom row ofb 0 has one positive sign, the sign of the resulting term is the product of the signs of the permutations on the two rows, multiplied by ?1 if there are an odd number of positive signs in the bottom row. We get one term for every signed permutation of the entries in each row in which the number of negative signs in the top row and the number of positive signs in the bottom row have the same parity.
In odd dimensions, the terms on the right side of (7) come from the application of D n+1 B n tob. Here, D n+1 acts on the top row by permuting the elements, and changing an even number of signs; B n acts on the bottom row by permuting the elements, and changing any number of signs. The sign of the term will thus be the product of the signs of the permutations on the two rows, multiplied by ?1 if there are an odd number of positive signs in the bottom row. We get one term for every signed permutation, since we can make the number of sign changes in the top row even by changing the sign of the zero in the top row.
In both odd and even dimensions, we can give a simpler de nition of the sign of the term corresponding to an array. First change the signs of every element of the top row which duplicates an element of the bottom row; this corresponds to an even element of D n or D n+1 . (If m = 2n, this is an even number of sign changes; if m = 2n + 1, we can change the sign of the zero in the top row to make it an even number of sign changes.) The sign of the term for the original array is the sign of the permutation of the resulting array. This procedure works because switching i and ? i , which is a transposition, changes the sign; after all the entries are in the correct row for their signs, we can apply permutations to each row, which are elements of D n D n or D N+1 B n , to get the original order. Here is an example. 
Star notation
We now generalize the set of arrays to allow any array which has two entries whose absolute value is i for each i, and a zero if the dimension is 2n + 1, provided that no two equal entries are in the same row. We require that a star be placed on one element of each pair of identical entries, and de ne the sign of the array to be the sign of the permutation in S m which results after the sign of every starred element is changed. Note that moving a single star changes the sign; for example, if the ? 3 in the bottom row had been starred instead, the sign would be +1. Also note that, if there is a zero, a star on it does not a ect the sign, since ?0 = 0.
The cross-switch
If we re ect an entire walk across the hyperplane x i + x m+1?i = 0 (which contains the starting pointã), we interchange positive steps in direction i with negative steps in direction m+1?i, and vice versa. If the original walk had destinationc = (c 1 ; : : : ; c m ), the new walk has a destinationc 0 whose ith coordinate is ?c m+1?i and whose (m + 1 ? i)th coordinate is ?c i . Thus this re ection gives a natural combinatorial correspondence between walks toc andc 0 . The e ect on the array notation is also easy to describe, so we give a name to the corresponding operation on arrays.
De nition. In an array, we de ne a cross-switch of column i to be the operation which interchanges the two elements of the column, and changes both signs.
Note that the new array may not have the same sign, depending on where we choose to place the stars after the cross-switch. Our pairing of walks will match arrays (and thus walks) which correspond by a set of cross-switches, and we will keep track of the stars to guarantee that the signs cancel out correctly.
Cycle notation
If we do a cross-switch which moves an entry j , it will also a ect the other entry in the same column. In addition, it may a ect the star (or lack of one) on the other entry with absolute value j . Thus we will draw a graph on the array, joining all entries which are in the same column, and all entries which have the same absolute value. (If the two entries in a column have the same absolute value, draw a double edge connecting them.)
In 2n dimensions, every node in this graph has degree 2, so the graph is a union of cycles. In 2n + 1 dimensions, the entry in the last column has no vertical edge, and the zero has no edge joining it to another entry with the same absolute value; thus the graph will contain a chain with an even number of edges (possibly 0) and these entries as endpoints.
When we cross-switch a column, this will switch the location of two entries in the cycle or chain which were joined by a vertical edge. If one entry was previously joined to the other entry with the same absolute value by a horizontal edge, it will now be joined by a diagonal edge, and conversely.
We now speak of cycles or chains as valid on the left or right side if they satisfy the same conditions as for full arrays (no two equal entries in a leftside cycle; all stars in the top row and no two entries with equal absolute values in the same row in a right-side cycle), and thus are allowed to appear in arrays which are valid on the left or right side.
Orientation of cycles
We now choose an origin and an orientation for each cycle. The choice is arbitrary, except that the origin must be in the top row; to make it unique, let the origin be the top entry of the rst column in each cycle, and choose the orientation so that the edge going away from this entry is the edge connecting it to the other entry of the same absolute value. If there is a chain, let the entry in the last column be the origin; this gives an orientation for the chain.
One result of this choice of origins is that the stars in a cycle or chain from the right side will all be an even distance away from the origin. We will choose the cross-switches, and the new placement of stars after the cross-switches, to preserve this property.
Corresponding walks on the same side
If an array which is valid on the right side has any cycle (not the chain) containing an odd number of stars, we will pair it with another array, also valid on the right side, of opposite sign, by doing a set of cross-switches which do not preserve the sign.
In the array, choose the cycle containing an odd number of stars which contains the rst possible column. Consider the array with every column of this cycle cross-switched. Carry the stars down the columns; since the sign of both entries of the same absolute value will be changed at the same time, each duplicated pair will still contain one star. For example, Assume that there are j columns in the cycle. Then the operation on the array with all starred entries corrected consists of transposing the two entries in each column (j transpositions) and then switching each pair x and ?x (another j transpositions). Thus these two cycles have the same sign.
The new cycle has all of its stars, an odd number, in the bottom row. To make it valid for the right side, we need to move the stars to the top row; since moving one star changes the sign of an array, the new array will have an opposite sign to the original array.
Since they are equivalent by cross-switches, the walks will cancel out; it is also clear that this operation is its own inverse, so we have now found a pairing which cancels out all walks on the right side in which some cycle has an odd number of stars.
Preserving the sign with a cross-switch
In the rest of the correspondence, we can choose the positioning of stars to guarantee that our cross-switches preserve the sign of an array, provided that we do not cross-switch the column containing the origin. When we cross-switch a column, this a ects the need for stars in two pairs of numbers.
We will add or remove the stars of the two a ected entries which are an even distance from the origin of the cycle. Thus, for example, if the 2 in the third column is an even distance from the origin:
Because of our choice of the positions of stars, exactly one of the two changed stars is outside the column that was cross-switched. Thus, if we change the sign of all starred entries and then consider the resulting permutations, they will di er by a 3-cycle (the cycle is (?1; 2; ?2) above). The entry in the cross-switched column whose star was changed (the 1 above, becoming a ?1 after the sign change) moves to the other spot in the column. The entry that was there moves to the spot outside the column where the star was changed (above, the ?2 in the left-hand diagram moves to the third column of the right-hand diagram, since there is now a 2 there). And the entry that was there moves to the place inside the column where the other entry with the same absolute value is now, which is where the rst entry was (above, the 2 in the third column goes to the unstarred 2 in the right-hand diagram). Since this is a 3-cycle, the two diagrams have the same sign.
If the zero in the chain is involved in such a switch, it will be the entry in the column whose star is switched, since the chain has an even number of edges. Thus the sign will still be preserved, by the above argument. The zero will acquire a star, but this star has no e ect on the sign, since ?0 = 0; it can thus be dropped.
Corresponding walks on opposite sides
The remainder of the correspondence will match left-side arrays with rightside arrays of the same sign, rather than matching pairs of arrays with different signs. We have already eliminated all arrays in which a cycle (not the chain) has an odd number of stars.
If a cycle or chain came from the left side, follow the chain or cycle away from its origin, and cross-switch every column preceded by an odd number of horizontal edges. Thus, if two columns were joined by a horizontal edge, one of them will be cross-switched and the other one will not be; if they were joined by a diagonal edge, either both or neither will be cross-switched. For example (the origin here is the 3 in the rst column, so the second and third columns are switched because they are preceded by the edge joining the 3 to the ?3): If this is a cycle, it has the same number of entries in each row and thus the same number of horizontal edges in each row, so the number of horizontal edges is even. Thus the edge joining the last column to the column containing the origin will not cause a problem; this edge was diagonal before the switches if and only if all of the horizontal edges preceded the last column, causing it not to be switched. In the chain, there is no such edge, so it will not cause a problem.
These cross-switches will create new stars. Since the new cycle or chain has no horizontal edges and the new stars are an even distance from the origin, they will all be in the same row as the origin, which is the top row, so the resulting cycle will be valid on the right side. The stars will be created only in the rst of a pair of columns, exactly one of which was switched (since this is the entry an even distance from the origin); that is, in the columns that were the tail end of horizontal edges.
Conversely, to convert a valid right-side cycle with an even number of stars, or a valid right-side chain, to left-side form, we cross-switch every column which is preceded by an odd number of stars, not counting a star in the column itself. This will remove all the stars, since we are cross-switching one of every two adjacent columns if the edge connecting them has a star; in a cycle, the last column will be cross-switched if and only if it contains a star, and this will remove the star. For an example, consider the diagram above, with the arrow reversed.
It is clear that this is a bijection, since horizontal edges are converted to edges with stars at their tail ends by the cross-switching, and vice versa. Thus, since all of the cross-switches preserve sign, we can perform this operation on all cycles in a valid left-side array to get a valid right-side array which cancels it out in (6) or (7). This correspondence covers all of the remaining valid arrays, completing our combinatorial proof.
A bijection between the constrained walks
We can use this combinatorial proof to produce a bijection between the constrained walks in Theorem 2 or 3, using the involution principle, which is described in 4, Section 2.6]. Start with a constrained walk which appears in the theorem. This constrained walk is also an unconstrained walk. Now, repeat the following process as long as possible:
1. Starting with an unconstrained walk to some destination, replace it by the unconstrained walk to the corresponding destination obtained by the above process. (Recall that the cross-switches give a bijection of walks, not merely of destinations.) This is always possible.
2. If the current walk hits any walls of the Weyl chamber, replace it by the walk which cancels it out in Theorem 1. This is possible unless the walk satis es the conditions for a constrained walk.
Since each step is uniquely reversible and there are only a nite number of possible walks, this process must eventually terminate, providing a pairing between constrained walks which are valid on one side or the other of (1). If we transfer all terms of (6) or (7) to the same side of the equation, then every use of either step above changes the sign of the term to which the walk contributes. Since the process both begins and ends with Step 1, the initial and nal walks must contribute to terms of opposite sign. Thus we have a pairing between the constrained walks contributing to terms of opposite sign in Theorem 2 or 3. This gives the desired bijection.
Examples
We will now work out the complete correspondence for the simplest nontrivial case, walks of length 4 which both start and end at (1; 0; ?1).
First, we nd the correspondence of destinations of unconstrained walks.
There are six A 2 -images of (1; 0; ?1); they are (1; 0; ?1), (0; ?1; 1), and (?1; 1; 0) with positive sign, and (1; ?1; 0), (?1; 0; 1), and (0; 1; ?1) with negative sign. The eight D 2 B 1 -images are ( 1; 0; ?1) and (0; 1; 1) with positive sign, and ( 1; 0; 1) and (0; 1; ?1) with negative sign.
In cycle notation, the destinations with 0 as the second entry (which goes into the last column) have a chain with no edges containing just the 0, and the two 1's in a cycle; the others have a chain connecting the second entry to the other 1, and then to the 0. Thus there are no horizontal edges in the cycles of any A 2 -image except for (1; ?1; 0) and (?1; 1; 0) ; the correspondence thus takes the other four cycles to themselves, and it can be checked that the signs match.
For (1; ?1; 0), with negative sign for A 2 , we have the array it has x 1 = ?x 2 , so we re ect it across that wall from that point on to get 3?; 2?; 1?; 3+. This unconstrained walk has destination (0; ?1; ?1), so the corresponding destination is the walk to (1; ?1; 0) on the A 2 side;
cross-switching coordinate directions 1 and 3 (re ecting the walk across the plane x 1 + x 3 = 0) takes the walk to 1+; 2?; 3+; 1?. This walk is rst on an A 2 wall after the second step, when it has x 2 = x 3 , so we re ect across that wall from that point on to get 1+; 2?; 2+; 1?. 
