Introduction
We consider a system governed by the standard control dynamics x (t) = f (x(t), u(t)) a.e., u(t) ∈ U a.e. or equivalently (under mild conditions) by the differential inclusion x (t) ∈ F (x(t)) a.e.
The issue under consideration is that of guiding the state x to the origin. (The use of more general target sets presents no difficulties in the results presented here.) A century ago, for the uncontrolled case in which the multifunction F is given by a (smooth) single-valued function (that is, F (x) = {f (x)}), Lyapunov introduced a criterion for the stability of the system, a property whereby all the trajectories x(t) of the system tend to the origin (in a certain sense which we gloss over for now). This criterion involves the existence of a certain function V , now known as a Lyapunov function. Later, in the classical works of Massera, Barbashin and Krasovskii, and Kurzweil, this sufficient condition for stability was also shown to be necessary (under various sets of hypotheses).
In extending the technique of Lyapunov functions to control systems, a number of new issues arise. To begin with, we can distinguish two cases: we may require that all trajectories go to the origin (strong stability) or that (for a suitable choice of the control function) some trajectory goes to zero (weak stability, or controllability). In the latter case, unlike the former, it turns out that characterizing stability in terms of smooth Lyapunov functions is not possible; thus elements of nonsmooth analysis become essential. Finally, the issue of stabilizing feedback design must be considered, for this is one of the main reasons to introduce control Lyapunov functions. Here again regularity intervenes: in general, such feedbacks must be discontinuous, so that a method of implementing them must be devised, and new issues such as robustness addressed. While these issues have been considered for decades, they have only recently been resolved in a unified and (we believe) satisfactory way. Several new tools have contributed to the analysis, notably: proximal analysis and attendant Hamilton-Jacobi characterizations of monotonicity properties of trajectories, semiconcavity, and sample-and-hold implementation of discontinuous feedbacks.
Our purpose here is to sketch the complete picture of these related developments. The principal results being summarized here appear in the half-dozen joint articles of Clarke, Ledyaev, Rifford and Stern cited in the references, and in the several works by Rifford; the article [8] of Clarke, Ledyaev, Sontag and Subbotin is also called upon. The necessary background in nonsmooth analysis is provided by the monograph of Clarke, Ledyaev, Stern and Wolenski [10] .
Of course there is an extensive literature on the issues discussed here, with contributions by Ancona, Artstein, Bressan, Brockett, Coron, Kellett, Kokotovic, Praly, Rosier, Ryan, Sontag, Sussmann, Teel, and many others; these are discussed and cited in the introductions of the articles mentioned above. General references for Lyapunov functions in control include [1] and [15] .
Strong stability
We shall say that the control systemẋ(t) ∈ F (x(t)) a.e. is strongly asymptotically stable if every trajectory x(t) is defined for all t ≥ 0 and satisfies lim t→+∞ x(t) = 0, and if in addition the origin has the familiar local property known as 'Lyapunov stability'. The following result, which unifies and extends several classical theorems dealing with the uncontrolled case, is due to Clarke, Ledyaev and Stern [9] . V (x) > 0 and W (x) > 0 ∀x = 0, and V (0) = 0.
Theorem

Properness:
The sublevel sets {x : V (x) ≤ c} are bounded ∀c.
Strong Infinitesimal Decrease:
∇V (x), v < −W (x) x = 0.
We refer to the function (V, W ) as a strong Lyapunov function for the system. Note that in this result, whose somewhat technical proof we shall not revisit here, the system multifunction F itself need not even be continuous, yet strong stability is equivalent to the existence of a smooth Lyapunov function: this is a surprising aspect of these results. As we shall see, this is in sharp contrast to the case of weak stability (controllability), where even under much stronger hypotheses on the underlying system, Lyapunov functions will need to be nondifferentiable.
Guidability and controllability
Strong stability is most often of interest when F arises from a perturbation of an ordinary (uncontrolled) differential equation. In most control settings, it is weak (open loop) stability that is of interest: the possibility of guiding some trajectory to 0 in a suitable fashion. It is possible to distinguish two distinct aspects of the question: on the one hand, the possibility of guiding the state from any prescribed initial condition to 0 (or to an arbitrary neighborhood of 0), and on the other hand, that of keeping the state close to 0 when the initial condition is already near 0. In a departure from the usual route, we choose to decouple these two issues, introducing the term 'guidability' for the first.
A point α is asymptotically guidable to the origin if there is a trajectory x satisfying x(0) = α and lim t→∞ x(t) = 0. When every point has this property, and when additionally the origin has the familiar local stability property known as Lyapunov stability, it is said in the literature to be GAC: (open loop) globally asymptotically controllable (to 0).
A well-known sufficient condition for the GAC property is the existence of a smooth (C
1
, say) pair (V, W ) of functions satisfying the positive definiteness and properness conditions of Theorem 2.1, together with Weak Infinitesimal Decrease:
Note the presence of an infimum in this expression rather than a supremum. Such a function is referred to as a weak Lyapunov function; in the literature it is often called a control Lyapunov function (CLF).
It is a fact, however, that as demonstrated by simple examples (see [6] or [26] ), the existence of a smooth function V with the above properties fails to be a necessary condition for global asymptotic controllability; that is, the familiar converse Lyapunov theorems of Massera, Barbashin and Krasovskii, and Kurzweil do not extend to this weak controllability setting, at least not in smooth terms.
3.1 Theorem (Clarke, Ledyaev and Stern 1998) Let F have values which are compact convex and nonempty, and closed graph. Suppose that the system admits a continuously differentiable (weak) Lyapunov function. Then for every δ > 0, the set F (B(0, δ)) is a neighborhood of 0.
A famous (smooth) mechanical system for which the covering condition of this theorem fails is the nonholonomic integrator, a term which refers to the following system, which is linear (separately) in the state and in the control variables:
(Thus n = 3 here, and U is the closed unit ball in R
2
.) It follows from the theorem that this system, which is easily shown to be GAC, does not admit a smooth Lyapunov function.
Lyapunov functions in the proximal sense
It is natural therefore to seek to weaken the smoothness requirement on V so as to obtain a necessary (and still sufficient) condition for a system to be GAC. This necessitates the use of some construct of nonsmooth analysis to replace the gradient of V that appears in the infinitesimal decrease condition. In this connection we use the proximal subgradient ∂ P V (x), which requires only that the (extended-valued) function V be lower semicontinuous.
In proximal terms, the Weak Infinitesimal Decrease condition becomes
Note that this last condition is trivially satisfied when x is such that ∂ P V (x) is empty, in particular when V (x) = +∞. (The supremum over the empty set is −∞.) A Lyapunov function (V, W ) in the proximal sense refers to extended-valued lower semicontinuous functions V : R n → R∪{+∞} and W : R n \{0} → R∪{+∞} satisfying the positive definiteness and properness conditions of Theorem 2.1, together with proximal weak infinitesimal decrease. The following is proved in [10] .
Theorem
Let (V, W ) be a Lyapunov function in the proximal sense for the system. Then any α ∈ dom V is asymptotically guidable to 0.
We proceed to make some comments on the proof. To show that any initial condition can be steered towards zero (in the presence of a Lyapunov function), one can invoke the infinitesimal decrease condition to deduce that the function V (x) + y is weakly decreasing for the augmented dynamics F (x) × {W (x)} (see pp.213-214 of [10] for details); this implies the existence of a trajectory x such that the function
is nonincreasing, which in turn implies that x(t) → 0.
It follows from the theorem that the existence of a proximal Lyapunov function (V, W ) with V everywhere finite-valued implies the global asymptotic guidability to 0 of the system. This does not imply Lyapunov stability at the origin, however, so it cannot characterize global asymptotic controllability. An early and seminal result due to Sontag [25] considers continuous functions V , with the infinitesimal decrease condition expressed in terms of Dini derivates.
Lyapunov functions in the Dini sense
Given a function g : R n → R, the notation dg(x; v) refers to the (lower) Dini derivate at x in the direction v:
A Lyapunov function in the Dini sense is a continuous (V, W ) satisfying properness and positive definiteness, as well as the following version of infinitesimal decrease: inf
It is easy to see that a Lyapunov function in the Dini sense is also a Lyapunov function in the proximal sense. (The opposite implication, which holds as well, is rather delicate to prove; it is a consequence of Subbotin's Theorem (see [10] ).)
We have then:
Theorem (Sontag 1983)
The system is GAC if and only if there exists a continuous Lyapunov function (V, W ) in the Dini sense.
For the sufficiency, the requisite guidability evidently follows from the previous theorem. The continuity of V provides the required local stability: roughly speaking, once V (x(t)) is small, its value cannot take an upward jump, so x(t) remains near 0.
The proof of the converse theorem (that a continuous Lyapunov function must exist when the system is globally asymptotically controllable) is more challenging. One route is as follows: In [7] it was shown that certain locally Lipschitz value functions give rise to practical Lyapunov functions (that is, assuring stable controllability to arbitrary neighborhoods of 0, as we discuss below). Building upon this, L. Rifford [21, 20] was able to combine a countable family of such functions in order to construct a global locally Lipschitz Lyapunov function. This answered a long-standing open question in the subject. Rifford also went on to show the existence of a semiconcave Lyapunov function, a property whose relevance to feedback construction will be seen in the following sections.
The moral of the discussion to this point is that the GAC property can be characterized through the use of nonsmooth but continuous Lyapunov functions. The central question in what follows is how to use a given Lyapunov function to construct a stabilizing feedback.
Feedback construction
We consider the standard control system
The issue is that of finding a feedback control function k(x) (having values in U ) such that the ensuing differential equation
is stable in an appropriate sense (that is, generates trajectories which go to 0). When such a feedback exists, the system is said to be stabilizable.
There is a natural preference for continuous feedbacks k in this regard, for several reasons. The first one stems from the desire that the resulting function g above be continuous, for this is the minimal requirement of the classical theory of ordinary differential equations. Another reason for favoring continuous feedback arises from robustness considerations, which we discuss later.
It is easy to see that if a system is stabilizable, then it is GAC. The central question in the subject has long been the converse: If the system is open loop globally asymptotically controllable to the origin (GAC), is there a feedback k such that the resulting g exhibits global asymptotic stability (of the origin)?
It is quite possible for a system featuring a finite discrete control set to be GAC. For such a system, continuous feedbacks are constant. Thus, in full generality, it is clear that not every GAC system will admit a continuous stabilizing feedback. The converse question, then, is to be interpreted as bearing upon 'reasonable' or 'nice' systems, which may be interpreted to mean systems which are relaxed, or systems that are affine in the control and have a control set which is a neighborhood of 0.
It has long been known that even for such systems, continuous feedback laws cannot suffice to answer the question positively. Specific evidence of this fact is present in the following result:
Theorem (Brockett 1983)
If a system admits a continuous stabilizing feedback, then it has the covering property: for every δ > 0, the set f (B(0, δ), U ) is a neighborhood of 0.
As we have seen, the nonholonomic integrator fails to satisfy the covering condition; it follows, then, that no continuous feedback stabilizes it.
In view of the inadequacy of continuous feedbacks, a natural approach is to allow discontinuous ones. In any such attempt, however, it is essential to specify in what sense the resulting differential equation x = f (x, k(x)) is to be understood: The classical sense doesn't suffice, and there are various and nonequivalent definitions.
The best known solution concept for differential equations x (t) = g(x(t)) when g is discontinuous is that of Filippov. An absolutely continuous function x is said to be a Filippov solution of x (t) = g(x(t)) provided that it satisfies the differential inclusion
, where the multivalued function G is defined by
It turns out, however, that admitting discontinuous feedbacks interpreted in the Filippov sense is also inadequate to resolve our present difficulty. It has been shown that Brockett's Theorem above continues to hold for discontinuous feedbacks interpreted in the Filippov sense. Thus the nonholonomic integrator, for example, fails to admit a feedback that stabilizes all Filippov solutions.
The question of the equivalence between GAC and stabilizability was ultimately settled in 1997 by Clarke, Ledyaev, Sontag and Subbotin [8] , who used the proximal aiming method (see also [11] ) to show that the answer is positive if certain (discontinuous) feedbacks are implemented in the closed-loop system sampling sense (also referred to as sample-and-hold). We proceed now to describe the sample-and-hold implementation of a feedback.
Let π = {t i } i≥0 be a partition of [0, ∞), by which we mean a countable, strictly increasing sequence t i with t 0 = 0 such that
Given an initial condition x 0 , the π-trajectory x(·) corresponding to π and an arbitrary feedback law k : R n → U is defined in a step-by-step fashion as follows. Between t 0 and t 1 , x is a classical solution of the differential equation
(Of course in general we do not have uniqueness of the solution, nor is there necessarily even one solution, although nonexistence can be ruled out when blow-up of the solution in finite time cannot occur, as is the case in the stabilization problem.) We then set x 1 := x(t 1 ) and restart the system at t = t 1 with control value k(x 1 ):
, and so on in this fashion.
The trajectory x that results from this procedure is an actual state trajectory corresponding to a piecewise constant open-loop control; thus it is a physically meaningful one. When results are couched in terms of π-trajectories, the issue of defining a solution concept for discontinuous differential equations is effectively sidestepped. Making the diameter of the partition smaller corresponds to increasing the sampling rate in the implementation.
We remark that any trajectory obtained by passing to the limit in a sequence of π-trajectories whose partition diameter goes to 0 is a Filippov solution corresponding to the feedback; the set of such trajectories can be a strict subset of the Filippov solutions.
The use of possibly discontinuous feedback has arisen in other control contexts besisdes the one considered here. In linear time-optimal control, one can find discontinuous feedback syntheses as far back as the classical book of Pontryagin et alii [18] ; in these cases the feedback is invariably piecewise constant relative to certain partitions of state space, and solutions either follow the switching surfaces or cross them transversally, so the issue of defining the solution in other than a classical sense does not arise. Somewhat related to this is the approach that defines a multivalued feedback law [3] . In stochastic control, discontinuous feedbacks are the norm, with the solution understood in terms of stochastic differential equations. In a similar vein, in the control of certain linear partial differential equations, discontinuous feedbacks can be interpreted in a distributional sense. These cases are all unrelated to the one under discussion.
We remark too that the use of discontinuous pursuit strategies in differential games [16] is well-known, together with examples to show that, in general, it is not possible to achieve the result of a discontinuous optimal strategy to within any tolerance by means of a continuous stategy (thus there can be a positive unbridgeable gap between the performance of continuous and discontinuous feedbacks).
We can use the π-trajectory formulation to implement feedbacks for either guidability or stabilization (see [14] ); we limit attention here to the latter issue.
We shall say that a feedback k(x) (continuous or not) stabilizes the system in the sample-and-hold sense provided that for every ball B(0, R) of initial values to be stabilized, and for every target ball B(0, r) to be aimed for, there exist positive numbers δ, ∆ and T depending only upon r and R such that, for any initial value x 0 ∈ B(0, R), for any partition π of diameter less than δ, the corresponding π-trajectory x beginning at x 0 satisfies
This corresponds to practical semiglobal stabilization, in a uniform sense with respect to the parameters ∆ and T . The following theorem is proven in [8] .
Theorem
The system is open loop globally asymptotically controllable if and only if there exists a (possibly discontinuous) feedback k : R n → U which stabilizes it in the sample-and-hold sense.
The proof of the theorem uses the method of proximal aiming, a method which appears to be difficult to implement in practice. One of our principal goals here is to show how stabilizing feedbacks can be defined much more conveniently if one has in hand a sufficiently regular Lyapunov function.
In the following, then, one assumes that a Lyapunov function having some specified regularity is available. The hypotheses on the dynamics themselves are simple: for every bounded set S of x values, there exist constants M and
Thus f is bounded and Lipschitz in x on bounded sets in state space.
We consider in this section the case in which a C 1 weak Lyapunov function (V, W ) exists: thus positive definiteness and properness hold, and we have the (weak) infinitesimal decrease condition:
The system is of course GAC in this case. However, the existence of the smooth Lyapunov function does not imply the existence of a continuous stabilizer.
An example along these lines is the following:
This system fails to satisfy Brockett's covering condition, and hence does not admit a continuous stabilizing feedback. It does admit a smooth Lyapunov function, however: one shows that V (x) = |x| 2 will do, for an appropriate W .
We proceed to show how the natural pointwise feedback of steepest descent described below stabilizes the system in the sample-and-hold sense. For x = 0, we define k(x) to be any element u ∈ U satisfying
Note that at least one such u does exist, in light of the infinitesimal decrease condition. (Two more definitions that would work equally well: take u to be the element minimizing the inner product above over U , or take any u ∈ U satisfying
.) The value of k(0) is irrelevant.
The pointwise feedback k described above stabilizes the system in the sample-and-hold sense.
We proceed to sketch the elementary proof of this theorem, which we deem to be a basic result in the theory of control Lyapunov functions. To simplify, we shall suppose that ∇V is locally Lipschitz rather than merely continuous (otherwise, the argument is carried out with a modulus of continuity). We shall also restrict attention to uniform partitions. 
Since the set S := {x : V (x) ≤ 2D} is bounded, there exist positive constants K, L,M , N such that, for all x, y ∈ S and u ∈ U we have
In addition, there exists ω > 0 such that
We now give ourselves any uniform partition π of diameter δ ∈ (0, 1) such that
The reasons for these choices will emerge clearly below. Now let x 0 be any point in B(0, R), and proceed to implement the feedback k via the partition π. On the first time interval [t 0 , t 1 ] the trajectory x π corresponding to k (which we shall denote simply x) is generated by the differential equation
The solution to this differential equation exists on some interval of positive length; if the solution fails to exist on the entire interval it is because blow-up has occurred. While the solution exists, and for at least some time, we have V (
On any such interval, the Lipschitz constant L of (1) is valid, as well as the bound M , whence
by (3) . It follows that blow-up cannot occur, and that the solution of the differential equation exists on the entire interval [t 0 , t 1 ] and satisfies V (x(t)) < 2D on that interval. (2), and from the way k(x 0 ) is defined. Let t ∈ (t 0 , t 1 ]; then:
(by the mean value theorem, for some t * ∈ (0, t))
(in view of (1))
(by the way k is defined)
To summarize, we have in Case 2 the following decrease property:
It follows that in either case, we have V (x(t)) ≤ D for t ∈ [t 0 , t 1 ], and in particular V (x 1 ) < D, where x 1 := x(t 1 ) is the next node in the implementation scheme.
We now repeat the procedure on the next interval [t 1 , t 2 ], but using the constant control value k(x 1 ). Precisely the same arguments as above apply to this and to all subsequent steps: either we are at a node x i for which V (
continues to decrease at a rate of at least ω/2.
Since V is nonnegative, the case of continued decrease cannot persist indefinitely.
which provides a uniform upper bound T independent of δ for the time J δ required to attain the condition V (x J ) ≤ d/2. Once this condition is satisfied, the above analysis shows that for all t ≥ t J , we have V (x(t) < d, which implies x(t) ∈ B(0, r). Since for all t ≥ 0 the trajectory x satisfies V (x(t)) ≤ D, there exists ∆ depending only on R such that |x(t)| ≤ ∆ ∀ t ≥ 0. This completes the proof that the required stabilization takes place.
We are now able to give a criterion for the system to admit a continuous stabilizing feedback.
Suppose that the system is affine with respect to u, and that U is a compact convex set. If a smooth (weak) Lyapunov function exists, then the system admits a continuous stabilizing feedback.
This result is due to Artstein, who also proves (for the given class of systems) that the existence of a smooth Lyapunov function is necessary and sufficient for the existence of a continuous stabilizer.
Semiconcave Lyapunov functions
We have seen that a smooth Lyapunov function generates a stabilizing feedback in a simple and natural way. But since a smooth Lyapunov function does not necessarily exist, we still require a way to handle the general case. It turns out that the two issues can be reconciled through the notion of semiconcavity, which is a certain regularity property of functions (not implying smoothness). It is a fact that any GAC system admits a semiconcave Lyapunov function, so in principle a Lyapunov function with this property is always available. We shall see the relevance of the property to the issue of constructing a stabilizing feedback.
Some nonsmooth analysis
Let f : R n → R be a function and x ∈ R n a given point. We shall say that f has property ( * ) at x provided that there exist positive constants r, L, σ, η such that f is Lipschitz of rank L on B(x, r):
and such that
When ( * 1) holds, then f is differentiable almost everywhere in B(x, r) by Rademacher's Theorem, so that the condition ( * 2) makes sense. If it is desired to take note of the parameters involved, then we say that f has property ( * ) with constants (r, L, σ, η).
We recall that when f is Lipschitz on a neighborhood of a point x, the generalized gradient ∂ C f (x) of f at x is given by
Here 'co' denotes 'convex hull', Ω is any set of measure zero, and x i is any sequence converging to x while avoiding Ω, and along which ∇f (x i ) exists and converges. We refer to [5] or [10] for the calculus of the generalized gradient and some of its applications. Recall that a function h is said to be Hölder continuous on a set S if there exists α > 0 such that
We now gather some basic facts regarding the property ( * ).
Theorem
1. f has property ( * ) at x with constants (r, L, σ, η) iff ( * 1) holds together with
2. If f satisfies ( * ) at each point x of an open set X, with constants that may depend on x, then for any compact subset S of X there exist positive constants L, σ, η and ρ such that f is Lipschitz of rank L on S and
3. If f is differentiable near x and ∇f is Hölder continuous near x, then f satisfies ( * ) at x.
If f coincides near
x with a function which is concave, then f satisfies ( * ) at x.
5. The sum of two functions which satisfy ( * ) at x also satisfies ( * ) at x.
is differentiable near x and Dh is Hölder continuous near x, and where g : R m → R is concave, then f satisfies ( * ) at x.
If f = g • h, where h : R
n → R is concave, and where g : R → R is differentiable near h(x) and Dg is Hölder continuous near h(x), then f satisfies ( * ) at x.
If f = gh, where h coincides near x with a function which is convex, and
where g : R n → (−∞, 0] is differentiable near x and Dg is Hölder continuous near x, then f satisfies ( * ) at x.
If f = gh, where g is differentiable near x and Dg is Hölder continuous near
x, with g(x) > 0, and where h is concave, then f satisfies ( * ) at x.
10. If f = min f i , where {f i } is a finite family of functions each of which satisfies ( * ) at x, then f satisfies ( * ) at x.
11. If f = inf α∈A f α is finite, where each f α satisfies ( * ) at x with the same constants (r, L, σ, η), then f also satisfies ( * ) at x with those constants.
12. f satisfies ( * ) at x with constants (r, L, σ, 2) iff there is a concave Lipschitz function g : B(x, r) → R such that f (z) = g(z) + σ|z| 2 /2 for z ∈ B(x, r).
13. If f satisfies ( * ) at x, then the classical directional derivative f (x; v) exists for each v, and one has
The penultimate item above shows that property ( * ) is essentially that of semiconcavity, a familiar and important regularity property in partial differential equations and optimal control (see [4] ).
A function φ : R n → R is said to be semiconcave near a point x 0 provided that for some ball B(x 0 , r) there exists σ ≥ 0 such that the function x → φ(x) − σ|x| 2 is concave on B(x 0 , r). (Hence φ is locally the sum of a concave function and a quadratic one.) Observe that any function of class C 2 is semiconcave; also, any semiconcave function is locally Lipschitz, since both concave functions and smooth functions have that property.
The fact that the semiconcavity of a Lyapunov function V (or more generally, the condition ( * )) turns out to be useful in stabilization is a new observation, and may be counterintuitive: V often has an interpretation in terms of energy, and it may seem more appropriate to seek a convex Lyapunov function V . We proceed now to explain why semiconcavity is a highly desirable property, and why a convex V would be of less interest (unless it were smooth, but then it would be semiconcave too).
Recall the steepest descent feedback constructed above, in which (for a smooth V ) we select a function k(x) such that
How might this appealing idea be adapted to the case in which V is nonsmooth? We cannot use the proximal subdifferential ∂ P V (x) directly, since it may be empty for certain valuse of x. We are led to consider the limiting subdifferential ∂ L V (x), which, when V is continuous, is defined by applying a natural limiting operation to ∂ P V :
It follows readily that, when V is locally Lipschitz, ∂ L V (x) is nonempty for all x (and its convex hull coincides with ∂ C V (x)). By passing to the limit, the Weak Infinitesimal Decrease Condition for proximal subgradients implies the following:
Accordingly, let us consider the following idea: for each x = 0, choose some element
Does this lead to a stabilizing feedback, when (of course) the discontinuous differential equation is interpreted in the sample-and-hold sense? When V is smooth, the answer is 'yes', as we have seen. But when V is merely locally Lipschitz, a certain 'dithering' phenomenon may arise to prevent k from being stabilizing. However, if V is semiconcave (on R n \{0}), this does not occur, and stabilization is guaranteed. This accounts in part for the desirability of a semiconcave Lyapunov function, and the interest in knowing that one always exists. As we see, some care must be exercised in using nonsmooth Lyapunov functions for feedback construction.
With k defined as above, and when ( * ) holds for V , the proof of Theorem 4.3 can easily be adapted. In fact, it suffices (in the presence of ( * )) that (V, W ) be a Lyapunov function in a weaker sense. Specifically then, we shall suppose that V satisfies condition ( * ) on R n \ {0}, and that W : R n \ {0} → R is lower semicontinuous. We posit of course the properness and positive definiteness of (V, W ), but we reduce the infinitesimal decrease requirement to the following:
Then we define k(x) to be any point u x in U for which, for some
Note that in view of property (12) of Theorem 5.1, it is equivalent to directly choose
Theorem
Under the hypotheses above, the feedback k stabilizes the system in the sample-and-hold sense.
We proceed to sketch the proof of the theorem.
We find, for the function V and for the set {x : d/2 ≤ V (x) ≤ 2D}, constants L,σ, η and ρ as in part 2 of Theorem 5.1. Then K, L and M satisfying (1) continue to exist (but not N , of course); we maintain the choice of ω as in (2) . It is the second inequality in (3) that needs to be replaced.
The essential step remains the comparison of the values of V at successive nodes, but condition ( * ) is invoked as a replacement for the Mean Value Theorem. If δ ∈ (0, 1) is sufficiently small (precisely: δM < ρ), successive nodes will lie within ρ of one another.
. Between the first two nodes, and in Case 2 of the previous proof, we then have
(by part 2 of Theorem 5.1, this is where ( * ) is used)
(for some t * ∈ (t 0 , t), by the mean value theorem)
Thus a uniform decrease in the value of V can be guaranteed by taking δ sufficiently small, and the proof proceeds as before.
Remark. Note that in the proof, the infinitesimal decrease property is only used at points x for which V (x) > d/2. It follows that if one had a Lyapunov function for which infinitesimal decrease failed for V ≤ d/2, it could still be used to define a feedback stabilizing the system to the set V < d. We shall make use of this remark in the next section.
Remark. Rifford [22] has shown for a class of systems affine in u that the existence of a smooth Lyapunov function is equivalent to the existence of a locally Lipschitz one satisfying weak infinitesimal decrease in the following sense (with generalized gradients rather than proximal subgradients):
and that this in turn is equivalent to the existence of a feedback that stabilizes the system in the Filippov (rather than sample-and-hold) sense.
Lyapunov functions for the nonholonomic integrator. It can be shown that the following function V 1 is a Lyapunov function for the nonholonomic integrator (for a suitable W ):
We may show this by verifying the Dini form of infinitesimal decrease at each nonzero point (this is generally easier than to explicitly calculate ∂ P V ). Of course, positive definiteness and properness must be verified as well. Then we can use Theorem 5.1 to show that V 1 satisfies ( * ) on R 3 \ {0}. Thus Theorem 5.2 can be invoked, and a rule for a stabilizing feedback can be deduced: for each x we select an element ζ x in ∂ C V (x), and then we let k(x) be a point in U at which the inner product ζ x , f (x, k(x)) is sufficiently negative. (This means bounded away from 0 on the relevant compact subset of R n \ {0}.) Or equivalently, we choose k(x) ∈ U such that V (x; f (x, k(x))) is sufficiently negative. It is not hard to make this explicit.
Another locally Lipschitz Lyapunov function in the Dini sense for the nonholonomic integrator is the following:
It is not hard to show, however, that V 2 fails to satisfy ( * ) at certain points. So although V 2 does serve to confirm that the system is GAC, it cannot serve as V 1 does to define a stabilizer.
The question of how to design a stabilizing feedback if one only has a Lyapunov function that fails to satisfy ( * ) is the next topic.
Using Lyapunov functions in the Dini sense
Suppose now that (V, W ) is a Lyapunov function in the Dini sense. Thus, at each nonzero point x, there exists u x ∈ U such that
It is tempting to define a feedback k(x) = u x , and one might well expect that this would lead to trajectories along which V decreases. Such is not the case, as we now see.
A counterexample
We take n = 2, and we assume that for all (x, y), the set F (x, y) contains the four vectors
Let (x, y) be any nonzero point. If x = y, then one of the unit vectors (admissible velocities) v 2 = (−1, 0) or v 1 = (1, 0) (depending on whether x − y is positive or negative respectively) will give dV (x, y; v) = −1. If x = y, then the unit vector (0, −y/|y|) (that is, v 3 or v 4 ) has the same effect. It follows that (V, W ) is a Lyapunov function in the Dini sense, and that the system is GAC.
Now suppose we find ourselves at a point (x, y) with x = y − for a small positive . A direction which decreases V (at rate 1) is given by (1, 0) ; a small step in that direction may bring us to the point (y + , y) (say). Now, a decrease direction is (−1, 0), and a small step brings us back to the starting value (y − , y). This can go on indefinitely, so clearly the naive pointwise choice of a decrease direction does not always succeed, due to the possibility of dithering.
The purpose of this section is to show how a successful stabilizing feedback can be constructed from a merely continuous Lyapunov function in the Dini sense. In the example, it is clear that a smooth Lyapunov function exists, for example V (x, y) = (
One can then consider the steepest descent feedback associated with this smooth V , which is easily calculated. But the design of k on the basis of a merely continuous V is a more subtle issue.
Let V be a continuous Lyapunov function in the Dini sense, with associated decrease rate W . For a positive parameter λ, we define
which is sometimes referred to as a quadratic inf-convolution (of V ).
Clearly we have V λ ≤ V ; it is easy to show that V λ is positive definite and proper. It can be shown (see [10] ) that lim λ→∞ V λ (x) = V (x) for each x. More precisely, one shows that given any compact set S and positive , there exists λ sufficiently large so that
When x is restricted a priori to a bounded set, the points z relevant to the minimization also lie in a bounded set. It follows from this observation and Part (10) Let S be a compact set not containing 0, and let ρ > 0 be such that 0 / ∈ S + B(0, ρ).
For λ sufficiently large, any point x ∈ S admits a point z x at which the minimum defining V λ (x) is attained, and we have z x ∈ S + B(0, ρ). The minimization implies
(There is such a u x due to the infinitesimal decrease satisfied by V .) We increase λ if necessary so that this implies
This shows that V λ has suitable decrease at least on the set S. As pointed out in the Remark following the proof of Theorem 5.2, this allows us to construct a feedback that will stabilize the system to level sets of the form V λ < d/2. By taking λ large enough, we can do this for d as small as desired, and hence we have practical stabilization to any desired tolerance.
Let us summarize the procedure. Given a Lyapunov function V in the Dini sense, in order to achieve a stabilization of B(0, R) to B(0, r), we take λ sufficiently large, and we design a feedback k as follows: for any x, find a point z x minimizing V (z) + λ|x − z| 2 /2, and a corresponding
is suitably negative. Then sample-and-hold implementation will perform the required stabilization, for sufficiently fine partitions.
Finite-time guidability
So far we have been concerned with possibly asymptotic approach to the origin. There is interest in being able to assert that the origin can be reached in finite time. If such is the case from any initial condition, then we say that the system is globally guidable in finite time (to 0). There is a well-studied local version of this property that bears the name small-time local controllability (STLC for short). A number of verifiable criteria exist which imply that the system has property STLC, which is stronger than Lyapunov stability; see [2] .
Theorem
The system is globally guidable in finite time if and only if there exists a proximal Lyapunov function (V, W ) with V finite-valued and W ≡ 1. If the system has the property STLC, then it is globally guidable in finite time iff there exists a proximal Lyapunov function (V, W ) with V continuous and W ≡ 1.
The proof of the theorem revolves around the much-studied minimal time function T (·). If the system is globally guidable in finite time, then (T, 1) is the required Lyapunov pair: positive definiteness and properness are easily checked, and weak infinitesimal decrease follows from the (now well-known) fact that T satisfies the proximal Hamilton-Jacobi equation
This is equivalent to the assertion that T is a viscosity solution of a related equation; see [10] .
The sufficiency in the first part of the theorem follows much as in the proof of Theorem 3.2: we deduce the existence of a trajectory x for which V (x(t)) + t is nonincreasing as long as x(t) = 0; this implies that x(τ ) equals 0 for some τ ≤ V (x(0)). As for the second part of the theorem, it follows from the fact that, in the presence of STLC, the minimal time function is continuous.
An equivalence theorem.
The following result combines and summarizes many of the ones given above concerning the regularity of Lyapunov functions and the presence of certain system properties.
Theorem
The following are equivalent:
The system is open-loop globally asymptotically controllable.
2. There exists a continuous Lyapunov function (V, W ) in the Dini sense.
3. There exists a locally Lipschitz Lyapunov function (V, W ) with V semiconcave on R n \{0}.
4. There exists a globally stabilizing sample-and-hold feedback.
If, a priori, the system has the property STLC, the following further item may be added to the list:
5. There exists a continuous Lyapunov function (V, W ) with W ≡ 1.
In this last case, the system is globally guidable in finite time.
Robustness
Robustness. It may be thought in view of the above that there is no advantage in having a smooth Lyapunov function, except the greater ease of dealing with derivatives rather than subdifferentials. In any case, stabilizing feedbacks will be discontinuous; and they can be conveniently defined in a pointwise fashion if the Lyapunov function is semiconcave. In fact, however, there is a robustness consequence to the existence of a smooth Lyapunov function.
The robustness of which we speak here is with respect to possible error e in state measurement when the feedback law is implemented: we are at x, but measure the state as x + e, and therefore apply the control k(x + e) instead of the correct value k(x). When k is continuous, then for e small enough this error will have only a small effect: the state may not approach the origin, but will remain in a neighborhood of it, a neighborhood that shrinks to the origin as e goes to zero; that is, we get practical stabilization. This feature of continuous feedback laws is highly desirable, not to say essential, since some imprecision seems inevitable in practice.
One might worry that a discontinuous feedback law might not have this robustness property, since an arbitrarily small but nonzero e could cause k(x) and k(x + e) to differ significantly.
It is a fact that the (generally discontinuous) feedback laws constructed above do possess a relative robustness property: if, in the sample-and-hold implementation, the measurement error is at most of the same order of magnitude as the partition diameter, then practical stabilization is obtained. To put this another way, the step size may have to be big enough relative to the potential errors (to avoid dithering, for example). At the same time, the step size must be sufficiently small for stabilization to take place, so there is here a conflict that may or may not be reconcilable. It appears to us to be a great virtue of the sample-and-hold method that it allows, apparently for the first time, a precise error analysis of this type.
There is another, stronger type of robustness (we call it absolute robustness), in which the presence of small errors preserves practical stabilization independently of the step size. Ledyaev and Sontag [17] 
Some related issues
State constraints. There are situations in which the state x is naturally constrained to lie in a given closed set S, so that in steering the state to the origin, we must respect the condition x(t) ∈ S. The same questions arise as in the unconstrained case: is the possibility of doing this in the open-loop sense characterized by some kind of Lyapunov function, and would such a function lead to the definition of a stabilizing feedback that respects the state constraint? The more challenging case is that in which the origin lies on the boundary of S, but the case in which 0 lies in the interior of S is also of interest, since it localizes around the origin the global and constraint-free situation that has been the focus of this article.
An important consideration in dealing with state constraints is to identify a class of sets S for which meaningful results can be obtained. Recently Clarke and Stern [13, 14] , for what appears to have been the first time, have extended many of the Lyapunov and stabilzation methods discussed above to the case of state constraints specified by a set S which is wedged (see [10] ). This rather large class of sets includes smooth manifolds with boundaries and convex bodies (as well as their closed complements). A set is wedged (or epi-Lipschitz) when its (Clarke) tangent cone at each point has nonempty interior, which is equivalent to the condition that locally (and after a change of coordinates), it is the epigraph of a Lipschitz function.
A further hypothesis is made regarding the consistency of the state constraint with the dynamics of the system: for every nonzero vector ζ in the (Clarke) normal cone to a point x ∈ bdry S, there exists u ∈ U such that f (x, u), ζ < 0. Thus an 'inward-pointing' velocity vector is always available.
Under these conditions, and in terms of suitably defined extensions to the stateconstrained case of the underlying definitions, one can prove an equivalence between open-loop controllability, closed-loop stabilization, and the existence of more or less regular (in particular semiconcave) Lyapunov functions.
Regular and essentially stabilizing feedbacks. In view of the fact that a GAC system need not admit a continuous stabilizing feedback, the question arises of the extent to which the discontinuities can be minimized. Ludovic Rifford has exploited the existence of a semiconcave Lyapunov function, together with both proximal and generalized gradient calculus, to show that when the system is affine in the control, there exists a stabilizing feedback whose discontinuities form a set of measure zero. Moreover, the discontinuity set is repulsive for the trajectories generated by the feedback: the trajectories lie in that set at most initially. This means that in applying the feedback, the solutions can be understood in the usual Carathéodory sense; robustness ensues as well. In the case of planar systems, Rifford has gone on to settle an open problem of Bressan by classifying the types of discontinuity that must occur in stabilizing feedbacks.
More recently, Rifford [19] has introduced the concept of stratified semiconcave Lyapunov functions, and has shown that every GAC system must admit one. Building upon this, he proves that there then exists a smooth feedback which almost stabilizes the system (that is, from almost all initial values).
