Understanding groundwater ages offers insight into the time scales of recharge, aquifer storage turnover times, and contaminant protection time frames. The ability to quantify groundwater age distributions heavily depends on the choice of the interpretive model, and often important features of the age distribution cannot be identified with the subset of available models. In this paper, we implemented a multiple tracer method using a technique that assumes limited details regarding the shape of the age distribution and applied it to dewatering wells at a mine site in the Pilbara region of north-western Australia. Using our method, we were able to identify distinct age components in the groundwater. We calculated the presence of four distinct age groups in the samples. All wells contained water aged between zero and 20 years. However, the rest of the samples were composed of water between 50 and 100 years, 100 and 600 years, or water approximately 1000 years old. These were consistent with local recharge sources (50-100 years) and knowledge of paleoclimate from lake sediment records. We found that although the age components were well constrained, the relative proportions of each component were highly sensitive to errors of environmental tracer data. Our results show that our method can identify distinct age groups in groundwater samples without prior knowledge of the age distribution. The presence of distinct recharge times gives insight into groundwater flow conditions over long periods of time.
Introduction
Many important questions in groundwater hydrology can be answered by determining the distribution of ages present in groundwater at one or multiple locations. These include aspects of groundwater recharge [McMahon et al., 2011] and contaminant protection time frames for groundwater resources [D€ orr et al., 1995; Green et al., 2010] . Groundwater age is best described as a distribution rather than a scalar property due to recharge and discharge patterns [Etcheverry and Perrochet, 2000; Cardenas, 2008] , sampling conditions [Małoszewski and Zuber, 1982; Hofmann et al., 2010] , heterogeneity within the aquifer [Weissmann et al., 2002; Engdahl et al., 2012; McCallum et al., 2014a] , and transience . All these aspects are implicit to groundwater systems and so an understanding of groundwater age distributions is highly desirable.
One way of inferring groundwater ages is through the use of naturally occurring or ubiquitous anthropogenic compounds, collectively referred to as environmental tracers. Environmental tracers possess some form of concentration variation attributable to their recharge time. Variations may be due to changes in recharge concentration with time, or, some form of modification with increasing time since recharge (e.g., radioactive decay). Each of these variations corresponds to a specific time range. Information on the distribution of groundwater age is commonly obtained by measuring more than one tracer. A large number of tracers (e.g., 3 H, 85 Kr, CFCs, SF 6 ) represent time frames less than 50 years. However, fewer tracers are available for larger time frames (e.g., 36 Cl, 4 He, 14 C, and 39 Ar). advective ages. However, studies demonstrated that exchange with low conductivity zones [Sudicky and Frind, 1981; Sanford, 1997; Bethke and Johnson, 2002; Cornaton et al., 2011] and dispersion [Ekwurzel et al., 1994; Weissmann et al., 2002] caused significant errors between tracer derived and theoretical ages. The use of a mean age or age mass that accounts for dispersive and diffusive processes has been proposed as an alternative to advective ages [Goode, 1996] . Environmental tracers have also be analyzed with models that describe the mixture of ages [Nir, 1964; Małoszewski and Zuber, 1982] . These models represent flow in specific geometries and under specific forcing [Leray et al., 2016] .
A specific drawback of tracer based studies is that some tracers may offer limited information about groundwater ages due to low temporal concentration gradients [Varni and Carrera, 1998; Waugh et al., 2003; McCallum et al., 2015] , or multiple tracers may be correlated [Leray et al., 2014] , limiting useful interpretations of groundwater systems. The limitations of the use of individual tracers to infer groundwater ages were described by McCallum et al. [2015] and has also received attention recently as the concept of aggregation error [Kirchner, 2016; Stewart et al., 2016] . Time series of environmental tracer data may also be useful [Stolp et al., 2010; Massoudieh, 2013; McCallum et al., 2014b] , however, their collection requires continuous monitoring or the forethought of predecessors which is not always available in areas of current hydrological importance.
Another significant restriction of groundwater age studies is the limited subset of interpretive models of groundwater age used in conjunction with environmental tracer data. These models are based on simple assumptions of transport and sampling conditions [Małoszewski and Zuber, 1982] . However, over the past 35 years our understanding of how solutes move in groundwater systems has significantly improved, and the assumptions that underpin some of these models have been falsified. Given that both environmental tracers and groundwater age undergo similar transport, the assumption of one or multiple invalid models has a significant impact on the interpretations of groundwater systems made with such models. For example, assumptions of uniform recharge, perfect sampling conditions, and the distribution of flow through the entire depth of the aquifer can impact the results of model interpretations. Recent studies have investigated the use of nonparametric or shape-free methods for estimating groundwater ages [Massoudieh et al., 2014; Visser et al., 2013; McCallum et al., 2014b] . These techniques are based on advances in other areas including stream tracer testing, bank infiltration, and aquifer tracer testing [Fienen et al., 2006; Cirpka et al., 2007; Payn et al., 2008 and others] . The benefit of these techniques is not fixed; only constraints refer to nonnegativity and potentially the smoothness of the distribution. The disadvantage, however, is that the methods require a long-time series of concentration observations, which may not be available when sampling at a single time. Alternatively, the number of discrete ranges of age bins may be reduced which prevents detailed information about the age distribution from being identified.
A further significant challenge in groundwater studies lies in assessing the impact of large changes in the hydrological system on groundwater resources. The most basic definition of groundwater age is the time since water was recharged. Transience may be observed using a time series of environmental tracer data [Manning et al., 2012; Massoudieh, 2013] and may also be evident as distinct recharge events [Schwartz et al., 2010] . A possible hypothesis is that groundwater ages may represent a combination of recharge events or wet periods, rather than a quasicontinuous mixture of ages. These individual events may be due to seasonality [Jasechko et al., 2014] , intensive rainfall events [Taylor et al., 2012a; Jasechko et al., 2015] , or climate variability [Taylor et al., 2012b] .
In this paper, we apply a multitracer technique using 3 H, 85 Kr, CFCs, SF 6 , 39 Ar, and 14 C to assess the groundwater age distribution at a site where mine dewatering for iron-ore production has led to large changes in the groundwater system over a short period of time. We implement a nonparametric technique to identify age distributions without the assumption of a distribution a priori, and attempt to identify if large changes in the groundwater flow system are evident in the groundwater age distribution obtained at a single time. The approach here differs from previous methods as it uses a comprehensive set of environmental tracers to inform detailed groundwater age distributions.
Site Description
The study was undertaken in the vicinity of the Hope Downs 1 iron ore mine in the Hamersley Basin in the Pilbara region of north-western Australia (Figure 1 ). Iron ore production at the site is from the Marra Mamba Water Resources Research 10.1002/2016WR019839 Iron Formation. The Marra Mamba formation is overlain by the Wittenoom formation which is composed of dolomites and shales and is considered to be a major aquifer in the area (Figure 2 ). The site lies within the Weeli Wolli Creek Catchment, where the main channel and tributaries flow after high intensity rainfall events, mostly occurring between the months of December and March [Dogramaci et al., 2012] . Shallow alluvial deposits occur adjacent to the main streams and tributaries. The site is bounded to the East and North by shallow alluvial systems, and another alluvial system bisected the pit prior to excavation ( Figure 2 ). Groundwater in the greater Hamersley basin has been identified as having an isotope signature similar to rainfall events of 20 mm or more, suggesting that recharge occurs during high intensity events [Dogramaci et al., 2012] . On a longer time scale, a number of wet and dry periods have been identified from sediment records by Rouillard et al. [2016] . The authors found that the period between 1990 and present has been the wettest of the last 2000 years. The 400 years prior to 1990 was generally dry with a number of sporadic megafloods, and the 800 years prior (400-1200 years before present) had more consistent stream flows, Water Resources Research 10.1002/2016WR019839 suggesting a wetter climate. The authors also found that the period between 1200 and 1900 years before present was the most arid of the past 2000 years.
Dewatering in the area to support iron ore production commenced in 2007. To achieve dry mining conditions up to 80 ML/d of mine surplus water is discharge into Weeli Wolli creek 10 km down gradient of the study area. The premining groundwater flow was from west to east with the water discharging to the alluvial system surrounding Weeli Wolli Creek (Figure 1 ). Discharge to the alluvium is driven by evapotranspiration. In addition to the regional discharge, the alluvium also receives recharge from floods. Since 2007, groundwater drawdowns of up to 80 m have been observed in the vicinity of the pit, with drawdowns greater than 10 m observed for an area of 8 km 2 [Cook et al., 2016] .
Method

Tracer Data
Water samples were collected in August 2014 and August-September 2015 from outlets connected to the mine dewatering bores. Samples collected in 2014 were analyzed for CFCs (CFC-11, CFC-12, and CFC-113), SF 6 , 3 H, and 14 C. The sampling and analytical techniques for these samples are detailed in Cook et al. [2016] and is only briefly repeated here. Carbon-14 and 13 C were collected in 1 L plastic bottles and analyzed by AMS and IRMS, respectively at the GNS Rafter Radiocarbon Laboratory. Samples for CFC-11, CFC-12, and CFC-113 were collected in 125 mL glass bottles. The sample bottles were filled and flushed while submersed in a bucket of water. CFC concentrations were determined by gas chromatography at the GNS Water Dating Laboratory.
Tritium samples were also collected in 1 L plastic bottles and analyzed using the method of Morgenstern and Taylor [2009] also at the GNS Water Dating Laboratory. SF 6 samples were collected in submerged 1 L bottles and analyzed at the GNS Water Dating Laboratory using gas chromatography.
In addition to previously collected data, 39 Ar, 37 Ar, and 85 Kr concentrations were obtained in 2015 from gas samples taken in situ. Between 3.3 and 4.3 cubic metres of water were degassed in the field to obtain gas samples of 6.5 Bar in six kilogram cylinders . The samples were analyzed using low level gas proportional counting at the University of Bern, Switzerland [Loosli et al., 1986; Loosli and Purtschert, 2005; Riedmann and Purtschert, 2016] .
Atmospheric Signals
The use of environmental tracers in age studies relies on the accurate quantification of recharge concentrations. Tracers including CFCs, SF 6 , 85 Kr, 14 C, and 39 Ar have relatively consistent atmospheric concentrations. In this study, we have adopted southern hemisphere concentrations for CFCs and SF 6 as reported by Bullister [2015] . Carbon-14 concentrations were extrapolated from data presented by Manning et al. [1990] . The atmospheric input for 39 Ar is constant globally at 100% modern [Corcho Alvarado et al., 2007] .
Radioactive tracers with short half-lives are more variable in the atmosphere. Appropriate input concentrations rely on the proximity of a site to bomb testing or nuclear facilities. Bomb testing in Australia was carried out in the Monte Bello Islands (located 130 km from the Pilbara region) between 1952 and 1957 [Tadros et al., 2014] . As no time series was available directly at the field site, extrapolation of bomb peak data was undertaken using data from Perth, Adelaide, Darwin, and Alice Springs [IAEA/ WMO, 2016] . A single measurement of rainwater at the site was collected in 2015 having a concentration of 1.5 TU which was assumed to be representative of pre and postbomb peak concentrations and is in in good agreement with the spatial interpretation presented by Tadros et al. [2014] . Tritium may also be produced in trace amounts in the subsurface [Lehmann et al., 1993] ; however, we have assumed this to be negligible.
Krypton-85 may also be variable in the atmosphere [Winger et al., 2005; Corcho Alvarado et al., 2007; Althaus et al., 2009] . The shape of the continuous curve used was obtained from data presented in Bollh€ ofer et al.
[2014], Ross [2010] , and Weiss et al. [1992] . Although these measurements were not taken directly at the site, Bollh€ ofer et al. [2014] demonstrated that the concentration of atmospheric 85 Kr was well mixed in the southern hemisphere. The recharge concentrations used in this study are presented in Figure 3 .
In addition to variations in the atmospheric signal, tracer concentrations are also modified by radioactive decay with known decay rate coefficients for radioisotopes. Degradation of CFCs may also be represented Water Resources Research 10.1002/2016WR019839 similarly to decay [Hinsby et al., 2007; Massoudieh et al., 2012] . As the rate coefficients of CFC degradation are unknown, we included the estimation of these coefficients in our analysis. The decay constants are presented in Table 1 .
Deconvolution
The relationship between observed groundwater concentrations (c g ), recharge concentrations at the water table (c r ), and the groundwater age distribution of saturated groundwater (g) can be given as:
where t is time, s is the variable of integration, and k is the radioactive decay constant. For tracers not experiencing radioactive decay, the exponential term reduces to one. One of the key differences between gas tracers and water movement is travel through the unsaturated zone which is important as tritium moves considerably differently than gas tracers . The concentration of tritium will represent a combined travel time through the unsaturated zone and the saturated zone. The total travel time distribution is the convolution of the two individual travel time distributions [e.g., Sardin et al., 1991] :
where g u is the residence time distribution through the unsaturated zone, g t is the total residence time distribution through the unsaturated and saturated zones, and the symbol * represents the convolution integral. Here we will make the assumption of a piston flow time lag (s L ) through the unsaturated zone such that g t 5dðs L Þ Ã g. A modified form of equation (1) can be written to account for a corrected tritium concentration at the water table:
hence this corrected form of the equation can be used to account for the decay of tritium in the unsaturated zone prior to reaching the water table. It is assumed that the gas tracers show no lag time.
In most studies, the form of g is predetermined from a single or a subset of models [Massoudieh et al., 2012] . Many of these models assume specific sampling conditions, simple transport mechanisms, or one-dimensional flow. In this study, our intention is to determine the shape of g based on concentration observations and the constraint of smoothness. which is achieved by writing the [Cirpka et al., 2007] :
where c g is an nc31 vector of measured concentrations, X is an nc3ng matrix of historic recharge data, and g is an ng31 vector of discrete values of the age distribution. If the concentrations are from many different tracers sampled at a single time (t), and the step between discrete values of age is constant, then the discrete values of X can be given as:
where s j is the jth discrete value of age, and c ri and k i are specific to the ith tracer. In cases where the difference between discrete values of age varies, and becomes large, the central age value for any interval is not representative for nonlinear variations. This is because the mean concentration is not equivalent to the concentration of the mean age [Park et al., 2002] . Therefore, the following definition should be used:
where x is the variable of integration. In this expression the assumed probability density of ages within a discrete bin with duration ds is constant. For radioactively decaying tracers with constant input, equation (6) can be evaluated analytically. For tracers with a variable atmospheric input, equation (6) requires numerical integration. Equation (6) can also be modified to account for the unsaturated zone lag of tritium.
A number of additional constraints including nonnegativity, smoothness, and integration are also needed. These have been explained previously and are included in Appendix A. The procedure here requires the observed concentrations, specified errors, and a choice of the discretization of age. The procedure outlined in the appendix determines the weighting of the smoothness constraint and returns the best nonnegative estimate of the age distribution and error bounds. In the rest of this section, we will outline the choices of observation errors and discrete values of age.
The age distribution was discretized by 1 year intervals between zero and 60 years, 10 year intervals between 60 and 200 years, 25 year intervals between 200 and 1100 years, 50 year intervals between 1100 and 2000 years, and 100 year intervals between 2000 and 20,000 years. Thus smaller intervals were chosen to represent the ages where multiple tracers were present in recharge, and larger intervals were used when limited data were available. The upper bound of 20,000 years was selected as this is the point where contributions of 14 C generally become negligible due to decay. By truncating the age distribution, we assume that no water is present at ages larger than the limit.
The errors applied to the individual concentrations were selected to be consistent with reported analytical error with the exception of 14 C. Carbon-14 concentrations required the use of a corrective model open system carbonate dissolution [Han and Plummer, 2013] . This model also requires concentrations of d 13 C and HCO 2 3 , in addition to measurements of pH and temperature. Each of these measurements also contained errors. The assumption of the corrective model also introduces further errors. The error of 14 C was set to be 20% of the measurement to account for these errors. No additional errors were added to other tracers to account for structural errors, as unknown structural components of CFC degradation and unsaturated zone time lags were estimated as part of the analysis.
Estimation of Tritium-Unsaturated Zone Time Lags and CFC Degradation
The analysis described above assumes that all components of the linear system are known a priori which is not the case for estimating the unsaturated zone time lags and the degradation of CFCs. Parameters relating to degradation and unsaturated zone time lags were estimated using the simplex method of Nelder and Mead [1965] in conjunction with the deconvolution procedure. The approach implemented the following steps:
1. Start with an initial estimate of parameters, 2. Perform deconvolution to obtain an initial estimate of g and record the initial objective function and parameters,
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3. Use the Nelder-Mead method with the current estimate of g to predict new parameters, 4. Perform deconvolution to obtain a new estimate of g and record the current objective function and parameters, 5. Repeat steps 3 and 4 for a determined number of times, and 6. Return the parameters that result in the best objective function.
The objective function was computed as:
where nt is the number of tracers, r i is the error of the ith tracer, and c obs and c est are the observed and estimated concentrations, respectively. The objective function used all tracer concentrations, not just those with unknown parameters.
Initial estimates were obtained by using the procedure above to fit the concentration data from all of the wells simultaneously. Table 2 presents the initial estimates and initial intervals for the Nelder-Mead simplex method. For each individual well, the objective functions were calculated for 10 iterations of the Nelder-Mead simplex method. Generally, the best parameters were found in less than three iterations.
Determination of Error Bounds
Error bounds of estimated methods were found by boot strapping that is, perturbing the measured data using a simple Monte-Carlo method. The measured points were assumed to have a mean of the measured value and a standard deviation of the measurement error. The distributions were reflected about zero to prevent negative values. The distributions of each of the measurements were sampled independently 1000 times. For each realization, the deconvolution procedure and estimate of unknown parameters were undertaken. For the realizations using the perturbed data, the Nelder-Mead simplex approach used the value obtained from the unaltered estimates as an initial guess.
Age Distribution Metrics
In addition to the complete age distribution, metrics of it may also be used. A metric of particular interest is the fraction of young water which is often used as it is identifiable due to the large number of tracers present in recharge water since the 1950s. Water of this age represents a valuable yet finite resource [Gleeson et al., 2016] . Here we define young water as water with an age smaller than 60 years. The young fraction of the age distribution is simply the value of the cumulative age distribution at 60 years. This young fraction has been used extensively in groundwater studies Massoudieh et al., 2012; McCallum et al., 2014b; Gleeson et al., 2016; Jasechko, 2016;  and others].
The mean age is also of interest and can be obtained by:
where A l is the mean age. The mean age can be compared directly to modelled values simulated using the equations of Goode [1996] . The mean groundwater age may be underestimated because we truncated the age distribution at 20,000 years, whereas the young fraction is unaffected by the truncation.
Results
Tracer Data
The measured environmental tracer concentrations are presented in Table 3 . Carbon-14 concentrations varied between 31.84 and 44.94 pmC. Uncorrected, these samples represent piston flow ages of between 6600 and 9500 years. However, significant variation in the d 13 C is also observed. To account for the variation of d 13 C, the initial 14 C activity, presented in Figure 2 was corrected using the Mook model [Han and Plummer, 2013] . The model assumed an initial d 13 C value of 221.00 and a carbonate activity from the Wittenoom Formation dolomite of 0 pmC [Becker and Clayton, 1972] . The other parameters required for the Mook model are presented in Table 3 .
Argon-39 concentrations ranged between 31 and 100% modern. These concentrations correspond to piston flow ages between 0 and 455 years. Argon-39 is possibly produced within the matrix. Three samples, HD16, HD14, and HD06 were also analyzed for 37 Ar. Argon-37 and 39 Ar are both neutron activation products, however 37 Ar has a half-life of 35 days hence elevated 37 Ar concentrations indicate subsurface production [Corcho Alvarado et al., 2013; Edmunds et al., 2014] . Each of the three samples reported concentrations below detection limit, making subsurface production of 39 Ar unlikely so that the high 39 Ar concentrations most likely indicate young water contributions.
CFCs and SF 6 were corrected for excess air and related back to atmospheric concentrations, as described by Plummer [2000, 2008] . Equivalent atmospheric CFC-11 concentrations ranged between 1 and 18.4 pptv. CFC-12 concentrations ranged between 13.6 and 109 pptv. There is some disparity between CFC-11 and CFC-12. For example, groundwater sampled from HD02 had CFC-12 concentrations which were 20% of present atmospheric concentrations, whereas CFC-11 concentrations were only 7% of present concentrations. CFCs may also experience varying levels of degradation [Hinsby et al., 2007] , and CFC-11 typically shows stronger degradation than CFC-12. CFC113 concentrations ranged between 0 and 8.8 pptv and SF 6 concentrations ranged between 0 and 0.17 pptv. The SF 6 concentrations were much lower than expected compared to CFCs. The likely reason for the low concentrations is degassing [Visser et al., 2009] . SF 6 was excluded from further age analysis due to the observed degassing.
Tritium concentrations varied between 0 and 0.098 TU. Tritium is part of the water molecule itself. All other tracers are dissolved gasses which can lead to some differences between the travel time indications due to variable saturated conditions between the land surface and the water table . If we assume that water was recharged with a present day concentration of 1.5 TU, these concentrations represent piston flow ages of 48 years and greater. Krypton-85 concentrations varied between 6.7 and 12.9 dpm/cm 3 . The modern atmospheric concentration of 85 Kr is 75 dpm/cm 3 indicating a large portion of young water in the samples. The error bounds of 85 Kr are relatively high due to a low recovery of total Kr which is consistent with the observation of SF 6 degassing. However, because the value for 85 Kr (and 39 Ar) is based on the isotope ratio 85 Kr/Kr (or 39 Ar/Ar), the dating relationships are unaffected by degassing. Figure 4 presents a comparison of the measured concentrations and concentrations estimated with the deconvolution procedure. All tracers follow a general 1:1 line indicating a good fit. For most tracers, the predicted ranges are much lower than the range of estimated errors due to the tracers being modified independently. The simultaneous fitting of multiple tracers likely inhibits the prediction of the most extreme values. The predicted age distributions are presented in Figure 5 . All wells contain a fraction of water less than 20 years old indicative of recently recharged water which may be due to the intersection of the water table by the screens pumping wells. By accounting for the lag of tritium and assuming rapid transport of gas tracers, the water table effectively represents a zero age boundary. Gas tracers will also experience a lag in the unsaturated zone; however, gas tracers are considered to move much faster than water movement Schwientek et al., 2009] . The proportion of young water is discussed in greater detail in a subsequent section.
Groundwater Ages
A second component with ages between 50 and 200 years is observed in wells HD07 and HD08. These wells occur in close proximity to each other and also close to the alluvial system around Weeli-Wolli Creek. This range of ages may how long water takes to travel from the Creek, when being recharged during floods, to the observation wells.
A third age component of between 100 and 600 years is observed in wells HD06, HD14, and HD16. All of these wells are screened predominantly in the Wittenoom formation (Figure 2 ). This range of ages may be indicative of the travel time of recharged water to the location of the wells within this formation. The range of errors of the estimates are also of interest. The figures suggest that while the relative proportions of different ages are difficult to constrain, the range of ages present in the samples seem to occur in the same place. This consistency suggests that while it may be difficult to determine an exact distribution of ages, the main components are still identifiable from the multitracer approach. Table 4 represents the best estimates of the degradation and unsaturated zone lag for each of the wells. Although some variation exists between wells the degradation represents the expected trend that CFC-11 degrades more quickly than CFC-12 [Hinsby et al., 2007] . Interestingly, the degradation coefficients show groupings also. Wells screened to the North of the pit-HD06, HD14, HD15, and HD16 have similar degradation characteristics, whereas the two wells closest to Weeli-Wolli Creek HD07 and HD08 have different but also consistent degradation rate coefficients which may be indicative of the water sources or the Water Resources Research 10.1002/2016WR019839 geochemical and microbial processes occurring in the different aquifers. As mentioned above, these two groups are predominantly screened in different aquifer materials.
Degradation and Lag Time Estimates
The ranges of values predicted for degradation rate coefficients are presented in Figure 6 . Generally, locations where a lower degradation rate coefficient was predicted have more constrained values. The groupings of wells are also apparent in the distribution of parameters. For example, the CFC-11 degradation at sites HD14, HD15, and HD16 are very similar.
The best estimates of lag times ranged between 14.8 and 19.8 years (Table 4 ). Tritium has a half-life of 12.3 years suggesting that travel in the unsaturated zone more than halves the rainfall concentration. The predicted range of unsaturated zone lags for all wells generally lie between 15 and 25 years.
Mean Age and Young Fraction
The best prediction of the mean ages is presented in Table 4 . Mean ages range between 108 and 2090 years. The two wells close to Weeli-Wolli Creek (HD07 and HD08) report similar mean ages. However, the Water Resources Research 10.1002/2016WR019839 other wells have inconsistent mean ages. Figure 7 presents the distributions of mean age predictions for each of the wells. The predicted range of mean ages is quite large. As described above, the method implemented suggests that the ages present in a sample can be identified, however, the proportion of these components are difficult to constrain. The mean age is sensitive to the variations of the proportion of the older component leading to a large range in the ages.
By normalizing the age distribution to one, we specify that the whole distribution has to be defined within the given ranges. Tracer data for six of the seven wells are able to be explained by water components within the specified age range only. However, for groundwater collected from well HD16, this constraint forced some water to be included in the oldest bin. This is evident in the high mean age of the best estimate and the distribution of mean age estimates (Table 4, Figure 7g ). The fact that the water cannot be explained by the ranges covered by the tracers used here also leads to an error.
The range of the young fraction appears more constrained than mean ages (Figure 8) . The young fraction is indicative of recent recharge. Many of the tracers used show some variation over the past 60 years ( Figure  3) , increasing the amount of data available to constrain this time frame. Although the fraction of young (Table 4 ). The location of the wells is presented in Figures 1 and 2 .
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water does not represent the whole distribution, temporal variations in the fraction of young water may give insight into current day management questions.
Discussion
In this study, we have used multiple environmental tracers and a shape-free model of age distributions to investigate the impacts of mine dewatering on the natural groundwater flow system. Our results suggest that the multimodal distributions represent a mixture of modern and older groundwater. While the exact age distribution is highly uncertain, the ages of the components that make up the distribution can be identified. These components may be due to variations in recharge with time, long well screens intercepting multiple aquifers or both. Although the proportion of each mode is highly sensitive to errors, the mixture of ages at the sampling location may give significant insight into the time frames of hydrological processes.
We explain the occurrence of multiple modes with the variability in historical recharge patterns. Even wells far from the river had some young water consistent with the occurrence of a recent wet period [Rouillard Water 10.1002 10. /2016WR019839 et al., 2015 . All wells apart from HD15 contained portions of the water of an age consistent with recharge occurring during the dry period with megafloods (occurring up to 400 years before present). Although the dryer period would suggest less recharge, high rainfall events that generate megafloods, rather than a consistently wetter climate may potentially drive groundwater recharge. The dependence of recharge on high intensity rainfall events is consistent with the findings of Dogramaci et al. [2012] that the stable isotope composition of groundwater was consistent in composition with rainfall during high intensity events.
Our study was prone to a number of limitations. Although ideally all our data points would have been collected during a single sampling campaign, 39 Ar and 85 Kr were collected 1 year after the other tracers. Additionally, the assumption of a piston flow travel time through the unsaturated zone is simplistic. It is also likely that the time lag in the unsaturated zone is a distribution, rather than a single value. We also assumed that gas tracer lags were not important. found lag times of 1-2 years for a 30 m unsaturated zone for gas tracers. These lags are an order of magnitude lower than the lags predicted for tritium. We also did not account for retardation [Massoudieh et al., 2012] which could potentially be included in the nonlinear estimation process. The method we used to estimate nonlinear components can also lead to the identification of local rather than global minima. However, the perturbed data demonstrated that a wide range of values could be found for each parameter. Additionally, the method implemented depended on the collection of a relatively large number of tracer data. This may be inhibitive in practice due to the cost of sample analyses.
The method we have implemented here essentially determines the best nonnegative estimate of the age distribution subject to smoothness. Previous studies have used a finite number of distinct ages [Jurgens et al., 2014] or age bins [Massoudieh et al., 2014; Visser et al., 2013] to interpret environmental tracer data. While using a large number of bins allows for the detailed age distributions, the limited amount of data likely results in an oversmoothing of the age distribution. While this limits the identification of exact periods, it does make the appearance of two modes more significant, as ideally the preference would be for a smooth solution. Although the method is not likely to be an exact estimate of the age distributions, the ability to identify the existence of older and younger water without a predefined model is a reasonable result based on our knowledge of the system.
When presenting the entire distribution as a mean age, a significant amount of information about the age distribution may be lost especially when the ages are multimodal. In some cases, the mean age may represent the predominant mode. This appears to be the case for wells HD07 and HD08. In other cases, the mean age lies somewhere between the major modes which reduces the usefulness of the metric and is also the case for well HD02 and HD15. This inability to represent combined distributions has also been noted as aggregation error [Kirchner, 2016; Stewart et al., 2016] . Additionally, the tracers used may truncate the range of ages used to represent the mean. Here we truncated our age distributions at 20,000 years as this represented the range over which Carbon-14 was present in samples. The drawback of this approach was observed in estimates from well HD16, where a large amount of water was required in the oldest age bin. This suggests the presence of even older water which cannot be quantified and dated with the tracers used in our study. An alternative indicator could be the median age, which represents the age where the cumulative distribution is 0.5, making it less sensitive to the errors in fractions of old water where limited tracer data are available.
The work presented here goes beyond previous studies in that it overcomes the limitations of single tracer approaches and the use of assumed models of groundwater age distributions. In doing this we were able to separate distinct age ranges that correspond to recharge time frames. Identifying distinct age ranges allowed for the determination of recharge variability on the scale of climate variability at our site giving important insight into the groundwater replenishment mechanisms.
Further work should involve continued monitoring of the wells at the site which would allow us to further identify the transition of the system for the prepumping condition to a new condition. The timeframes of this change may also be of interest in determining the time taken to reach prepumping conditions. It is also of interest to identify the mechanisms-e.g., paleoclimate, sampling conditions, and well placement that lead to the distributions observed here.
Conclusions
In this study, we presented a multitracer technique with shape-free analysis to assess the impacts of mine dewatering on groundwater flow in the Pilbara region of north-west Australia. The technique we used has Water Resources Research 10.1002/2016WR019839 allowed us to identify the occurrence of distinct age components. Our results suggest that most of the groundwater at the site is made up of four distinct components-local diffuse recharge with ages between zero and 20 years, recharge from Weeli Wolli Creek with ages between 50 and 200 years and two regional components with ages of 100-600 years and 1000-2000 years. The regional components may be representative of paleoclimatic conditions or due to long screens intersecting multiple aquifers.
Appendix A: Details of Deconvolution Procedure
In addition to the relationship between tracer concentration and groundwater ages presented in equation (4), a number of other constraints need to be added. First, age distributions need to adhere to a strict nonnegativity [Cirpka et al., 2007] . Additionally, when applied to age, especially when using tracers present in waters over a large range of ages (i.e., Carbon-14), the distribution needs to integrate to unity. The procedure presented to preserve nonnegativity has been applied to a number of applications [Fienen et al., 2006; Cirpka et al., 2007; Luo and Cirpka, 2008; Payn et al., 2008; Liao et al., 2014; McCallum et al., 2014b] . This results in a general procedure to add and remove constraints for non-negativity iteratively until the ages the constraints are applied to do not change between iterations.
The constraint for unity has been applied previously for problems either as a definite constraint [McCallum et al., 2014b] or added and removed depending on if the integral exceeds one [Liao et al., 2014] . As we are using Carbon-14 which contains some recharge concentration at all times measured, the constraint for unity was added at all times which was achieved by using the relationship:
where ds is a vector of discrete values of the age step.
Finally, as the age distributions we estimated were more detailed than the number of observations allowed, we added a constraint of smoothness. Here we used a variogram approach similar to Cirpka et al. [2007] .
Here we define the expected difference between two discrete values as a linear function of the difference in the ages they represent:
where h is a lag distance and h is the slope of the linear variogram. The smoothness can be represented as a matrix (C gg ) of discrete semivariogram values where C ij 5hjs i 2s j j. Accounting for errors and constraints, the final equation can be presented as: where Q is a diagonal matrix containing values of 1 r 2 where r is the error of the concentrations, H is the matrix of constraints for nonnegativity [see McCallum et al., 2014a,b] , and t and t 1 are the Lagrange multipliers that represent the constraints of nonnegativity and unity. The equations are solved iteratively by adding and removing nonnegativity constraints until the location of the constraints no longer changes.
A1. Estimation of Variogram Parameter
In the case we have presented, we have assumed and specified the elements of the matrix Q. The slope of the variogram can be estimated. Here we define another matrix R, where R ij 5js i 2s j j. The slope parameter h can then be estimated using a chi squared test by minimizing [Mead, 2008] : Water Resources Research 10.1002/2016WR019839 LP150100395. The authors wish to thank Jodi Mead for assistance with regularization weighting. Measurement and analysis of atmospheric Krypton-85 was undertaken by Bundesamt f€ ur Strahlenschutz and raw data were provided by Clemens Schlosser. We thank Olaf Cirpka, Werner Aeschbach, and two anonymous reviewers for their constructive feedback. The models used for data analysis can be obtained by contacting the lead author.
