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ABSTRACT

A HIERARCHICAL IMAGE PROCESSING APPROACH FOR DIAGNOSTIC ANALYSIS OF
MICROCIRCULATION VIDEOS

by Nazanin Mirshahi
A dissertation submitted in partial fulfillment of the requirements for the degree of Doctor of
Philosophy at Virginia Commonwealth University.

Virginia Commonwealth University, 2011

Major Director: Kayvan Najarian, Ph.D.
Associate Professor, Virginia Commonwealth University

Knowledge of the microcirculatory system has added significant value to the analysis of tissue oxygenation and perfusion. While developments in videomicroscopy technology have enabled medical
researchers and physicians to observe the microvascular system, the available software tools are
limited in their capabilities to determine quantitative features of microcirculation, either automatically or accurately. In particular, microvessel density has been a critical diagnostic measure in
evaluating disease progression and a prognostic indicator in various clinical conditions. As a result, automated analysis of the microcirculatory system can be substantially beneficial in various
real-time and off-line therapeutic medical applications, such as optimization of resuscitation.
This study focuses on the development of an algorithm to automatically segment microvessels,

ix

calculate the density of capillaries in microcirculatory videos, and determine the distribution of
blood circulation. The proposed technique is divided into four major steps: video stabilization,
video enhancement, segmentation and post-processing. The stabilization step estimates motion
and corrects for the motion artifacts using an appropriate motion model. Video enhancement
improves the visual quality of video frames through preprocessing, vessel enhancement and edge
enhancement. The resulting frames are combined through an adjusted weighted median filter and
the resulting frame is then thresholded using an entropic thresholding technique. Finally, a region
growing technique is utilized to correct for the discontinuity of blood vessels. Using the final binary
results, the most commonly used measure for the assessment of microcirculation, i.e. Functional
Capillary Density (FCD), is calculated.
The designed technique is applied to video recordings of healthy and diseased human and animal
samples obtained by MicroScan device based on Sidestream Dark Field (SDF) imaging modality.
To validate the final results, the calculated FCD results are compared with the results obtained
by blind detailed inspection of three medical experts, who have used AVA (Automated Vascular
Analysis) semi-automated microcirculation analysis software. Since there is neither a fully automated accurate microcirculation analysis program, nor a publicly available annotated database
of microcirculation videos, the results acquired by the experts are considered the gold standard.
Bland-Altman plots show that there is “Good Agreement” between the results of the algorithm
and that of gold standard.
In summary, the main objective of this study is to eliminate the need for human interaction
to edit/ correct results, to improve the accuracy of stabilization and segmentation, and to reduce
the overall computation time. The proposed methodology impacts the field of computer science
through development of image processing techniques to discover the knowledge in grayscale video
x

frames. The broad impact of this work is to assist physicians, medical researchers and caregivers
in making diagnostic and therapeutic decisions for microcirculatory abnormalities and in studying
of the human microcirculation.

xi

Chapter 1

Contributions and Novelty
The revolution in microcirculatory research occurred as a result of advances in tools for observing
microcirculation. As clinical aspects of microcirculation have been developed by the researchers in
medicine, other branches of science and engineering entered the field to facilitate clinical studies.
While engineers have designed and created devices for microcirculatory studies, disciplines such as
computer science provided tools for the analysis and assessment.
Acquiring microcirculation data is a rather uncomplicated process and can be performed for
a large number of patients, but the technology is not widely used due to lack of efficient and
accurate processing tools. The theoretical foundations of the proposed method are based on known
computer science concepts. Several image processing and video processing theories have been
studied to develop the proposed technique for analysis of microcirculation videos. The developed
method is capable of calculating a quantitative measure of microcirculation, which allows for better
understanding of the microcirculatory network in the sampled area. This study contributes to the
field of microcirculation through mathematical methodologies in the field of computer science and
helps in more extensive uses of the technology. The effective combination of relevant original and
improved mathematical concepts have resulted in a technique to offset the shortcomings of the
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existing microcirculation analysis techniques. The developed algorithm contributes to the field
of computer science through development of novel concepts in image processing and knowledge
discovery. Methods such as wavelet transform and contrast limited adaptive histogram equalization
have been used in their original form, while the foundation of algorithms for vesselness filter,
adjusted weighted median filter and entropic thresholding have been mathematically advanced
through the proposed research to generate improved results. Furthermore, advancement in the
utilized techniques has led to a superior way of knowledge discovery in the microcirculation data.
Knowledge discovery is a concept in the field of computer science which deals with exploring a large
volume of data through use of mathematically-based methods to find patterns in the data. Within
the blue box Figure 1.1, knowledge discovery elements of the proposed method are outlined. The
method enables processing of videos containing several frames, each frame comprised of several
thousand pixels in a quick and accurate manner. The intensity value of each pixel is a number
(e.g. belonging to [0 1], [0 255], etc.) which is modified through mathematical operations based on
computer science concepts.
Numerous studies indicate that microcirculatory network features change in patients with severe
heart conditions, sepsis, sickle cell, hypertension, diarrhea, diabetes as well as those in need of
resuscitation [4, 5, 6, 7, 8]. Most patients with such diseases undergo a state called “shock”. Shock
is characterized by decrease in the delivery of oxygen and nutrients to tissues which is a direct effect
of the changes in the functionality of microcirculation [9]. The treatment options depend on the
type of shock including cardiogenic, septic, neurogenic and hemorrhagic shock; however, all such
treatments require knowledge of the status of microcirculation in patients. For instance, in the case
of resuscitation, the timing and the extent of resuscitory efforts need to be well-measured and wellcontrolled, otherwise the efforts might exacerbate the complication rather than being life-saving
2

Figure 1.1: Knowledge Discovery framework
[10].
Accordingly, advances in techniques for analyzing microcirculation can assist medical caregivers
in providing optimal level of service to a wide range of patients with the mentioned clinical conditions. This range includes cardiovascular diseases of various kind that each year affect the lives of
approximately 81 million of Americans, according to the American Heart Association in 2010 [11].
Sudden cardiac death strikes 325,000 people in the United States every year [12]. In the United
States, sepsis affects 750,000 patients annually, and sickle cell anemia affects 70,000 to 100,000
patients annually [13, 14]. According to 2011 health statistics, 68 million Americans suffer from
hypertension [15].
Along with devices for capturing and monitoring microcirculation, advances in techniques for
assessment of such data is critical to the field. While not intended to replace clinical caregivers,
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software tools have an effective role as computer-assisted medical decision-making systems. The
information being provided by such systems helps physicians monitor the status and changes in
patients’ physiology over the course of treatment. In addition, physicians would be capable of
acquiring quantitative measures of microcirculation that are not perceived by human eyes and
could improve diagnostic and treatment planning.
Following the innovation of advanced imaging modalities, software tools that enable users to
assess microcirculation videos have been also developed. Meanwhile, the importance of software
systems has been recognized by the widespread application of imaging systems. Consequently,
the scope and complexity associated with the performance of software systems have increased.
In the microcirculation field, the current commercially available software tools have had major
improvements, yet none has completely addressed the outstanding need of a fully automated, close
to real-time, accurate system. A fully automated system decreases human error and the burden of
manual adjustments. A close to real-time system reduces the amount of time needed for generating
quantitative results. This goal cannot be met unless the system is fully automated. Most clinical
applications such as resuscitation are time sensitive and require immediate attention of caregivers.
Generating highly accurate results is the goal of any decision-making system, since lack of sufficient
accuracy may have adverse effects on the choice of proper treatment option.
The most popular commercially available software tools are CapImage, CapiScope and Advanced
Vascular Analysis (AVA) [16]. CapImage performs quantitative estimation of red blood cell velocity,
vessel diameter and vessel length, but its capability is limited since the user is required to manually
draw the lines to select vessel segments and define the geometry. CapiScope is semi-automated and
requires stable images. The most advanced software tool, AVA generates relatively accurate results,
yet it is not fully automated. The proposed method is designed as a fully automated system that
4

receives microcirculation videos as input to generate highly accurate output. The novelty of the
designed algorithm is as follows:

1. The algorithm introduces a novel thresholding technique for the segmentation of microcirculation video frames. Thresholding methods are commonly incorporated in image and video
processing applications; however, none considers flow information in videos to be a factor for
optimal thresholding. Experiments with microcirculation videos have shown that flow information can be considerably important in selecting an optimal threshold level. The proposed
algorithm combines information regarding the intensity of each pixel and that of each pixel
neighborhood intensity in a frame with the newly defined flow factor after video stabilization
to determine the threshold level for each set of 20 consecutive video frames.
2. One major objective and achievement of this research is to identify small blood vessels and
capillaries in each frame. An approach to determine whether an object in a frame is a small
blood vessel/ capillary is proposed. The “vesselness” function used in this study is a modification of an earlier technique that works through modifying the effect of existing parameters in
the “vesselness” equation. The proposed function reduces the effect of background noise while
preserving the edges of diminutive capillaries. The original equation uses a combination of
eigenvalues of Hessian in an image to characterize an object as a capillary or a non-capillary.
In the proposed equation, two of the terms in the original equation are changed, while the
remaining terms are kept unchanged.
3. Prior to segmentation, the results of the video enhancement step are combined using a novel
method called Adjusted Weighted Median Filter (AWMF). The filter is an improved version of
weighted median filtering that combines the intensity value of each pixel at a (x, y) coordinate
5

across 20 frames. The filter inserts a newly introduced Shift Index (SI) to the weighted median
filtering equation. Shift index adds an effective bias term to the regular median filter to favor
black pixels over white ones and vice versa.

6

Chapter 2

Background
Microcirculation refers to blood circulation in small capillaries with the diameter of less than 100
µm (too small to be observed with naked eye), and can be defined as a network that controls
chemical and physical equilibrium required for the function of the tissue [17]. The microcirculatory
system incorporates the delivery of oxygen, nutrients, hormones to target cellular components of
the tissues. As a result, microcirculatory system can portray different types of microcirculation
pathologies (angiopathies) in case of abnormalities. Accordingly, knowledge of the distribution and
circulation of blood in capillaries can be a key indicator of human physiological health. The essential
role of small blood vessels is further realized knowing that since the wall of large vessels tends to be
thicker, the large blood vessels contribute less to oxygenation compared to small ones [18]. Due to
complexity of humans and that of the topology of microcirculatory network, the microcirculatory
science has been developed to describe different aspects of blood distribution in small blood vessels.
When flow changes in capillary network due to changes elsewhere in the circulatory system, the
impediment to circulate in the capillaries also changes. Considering their small size, capillaries and
small blood vessels characterize such alteration in blood circulation more evidently compared to
large blood vessels. The significance of blood circulation in small blood vessels and capillaries lies
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in the rheological properties of blood in microcirculation, particularly viscosity.
The pathology of microcirculation has been long studied by researchers in medical field. Changes
in microcirculation may occur due to manifestation of diseases such as chronic ulcers, sickle cell,
sepsis, diabetes mellitus and hypertension [4, 5, 6, 7, 8]. Diseases have different effects on microcirculation depending on their nature. Commonly, a disease converts a flowing capillary to a
non-flowing one and this phenomenon alters the capillary network. For instance, in sepsis, microcirculatory dysfunction affects the distribution of microcirculation which might lead to organ
failure/ dysfunction [3]. Microcirculation is called “the motor of sepsis” since microcirculatory
abnormalities can define the severity of sepsis.
Development of hardware systems to observe such alterations has been a major step in microcirculatory science. Laser Doppler Flowmetry (LDF) is an early technology to assess blood circulation
at a microscopic level, using a fluorescence microscope based on Doppler effect. In LDF, red light
is emitted from a light source to a tissue. The flowmeter reads the frequency of the oscillation
generated by Doppler frequency shift of the moving red blood cells in the tissue, and interprets
that to an intensity oscillation. [19]. Figure 2.1 is an illustration of the principle of laser Doppler
flowmetry. Despite being an effective research tool, LDF has been replaced by more reliable techniques. The two most used imaging modalities in the field of clinical microcirculatory research, in
particular for in vivo visualization of microcirculation, are Orthogonal Polarization Spectral (OPS)
imaging and Side-stream Dark Field (SDF) [20, 21]. The two techniques are capable of producing
high resolution images of microcirculation.
OPS utilizes polarized green light with a wavelength of 550 nanometer that is received by
erythrocytes. The reflection of the light has a 90 ◦ angle to the emitted light, and is measured
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Figure 2.1: Principle of laser Doppler flowmetry [1]
after the polarized portion was filtered out. The measurement characterizes the image of the tissue
that received the light. In other words, OPS produces the image by using sub-surface scattering of
polarized light, which appears as if there is a virtual source of light within the tissue. The technique
is well-developed and provides high resolution, high contrast medical images that are widely used
in clinical and research settings. Figure 2.2 illustrates OPS modality [22].

Figure 2.2: (a) Orthogonal polarization spectral imaging technique (b) built into a simple hand-held
device [2]

SDF has been introduced after OPS to address the shortcoming of OPS, which is sensitivity to
internal scatter of light. This drawback of OPS results in blurring especially in microcirculation
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images. In SDF modality, Light Emitting Diodes (LED) transmit light with a wavelength of 530
nanometer. The hemoglobin of erythrocytes absorbs the light, so to be visualized as flowing cells.
SDF does not cause blurring and produces clear images of capillaries. Consequently, the analysis
of the captured images becomes less complicated. A demonstration of SDF mechanism of action is
presented in Figure 2.3.

Figure 2.3: Side-stream Dark Field technique [3]

One imaging instrument to capture the SDF videos is called MicroScan Video Microscope System
produced by MicroVisionMedical [16]. The instrument consists of an imaging unit, a battery unit,
a detachable handle, a calibration unit, sterile disposable lenses, and a connecting cable to an A/C
adapter with power plug. To capture the data in this study, the device is held by the handle, and
the tip of the imaging unit is gently placed on sublingual surface. The hemoglobin in Red Blood
Cells (RBCs) reflects the LED illumination from the imaging unit, which makes the wall of vessels
visible [20]. An illustration of the imaging device and recording of microcirculation video of the
sublingual surface from a subject are shown in Figure 2.4 and Figure 2.5.
The acquired videos with either OPS or SDF imaging modalities require effective analysis in or10

Figure 2.4: MicroScan Video Microscope System produced by MicroVisionMedical

Figure 2.5: Recording microcirculation video of the sublingual surface from a subject using MicroVision system
der to be used in clinical settings. The image processing techniques used for blood vessel extraction
can be divided into five major categories:

1. Staal et al. have introduced pattern recognition-based methods to analyze 2-dimensional
retina images [23]. Pattern recognition techniques deal with identifying features and classify
them in order to extract relevant useful information depending on the application. This class
of techniques cannot be effectively used for microcirculation images due to low resolution, low
local contrast of the images and wide variety of patterns.
2. Tracking-based approach locates a landmark (e.g. in case of retinal images, the optic nerve in
ocular fundus images), and uses features such as convergence of vessel network and brightness
to segment the blood vessels [24]. Tracking-based approach is unable to precisely detect blood
vessels in the presence of bright lesion bubbles.
11

3. Model-based technique combines Laplacian, thresholding and classification methodologies to
extract blood vessels [25]. Despite its strength in applications such as retinal image segmentation, the technique requires high level of human intervention.
4. Artificial intelligence-based techniques use prior knowledge about input to derive knowledge
about output. The knowledge can be acquired from various sources and in different forms
(e.g rules describing the properties of an object or the relation between the objects)[26].
5. Neural network-based techniques find pattern in data and classify input data into different
classes. This class of techniques does not extract vessel structures; however, it can be trained
with annotated input images to detect vessel objects from non-vessel objects.
The proposed method in this research is a hierarchical combination of video processing and
image processing concepts. Reviews of closely related work to the specific video and image
processing techniques utilized in the proposed methodology is presented in the following
subsections.

2.1

Related Work for Vessel Enhancement

Vessel enhancement is comprised of a set of filters and operations to improve the visualization
and quantitative analysis of blood vessels. Various approaches to enhance vascular structures
exist in literature. One class of techniques, which applied at a single fixed scale, performs a
combination of difference operators to enhance the structure of vessel-like objects in images
such as magnetic resonance angiography [27, 28]. This class of methods is unable to detect
vessels of different sizes since it only operates over a fixed scale.
The class of multi-scale approaches to vessel enhancement is comprised of cores, steerable

12

filters, along with ways for the analysis of local orientation of shapes through assessment of
eigenvalue of the Hessian matrix [29, 30, 31, 32]. The proposed vessel enhancement technique
in this study belongs to the multi-scale class. The eigensystem of the Hessian can be used for
geometrical interpretation of vessel-like structures. The foundation of the proposed technique
was first developed by Sato et al. and Lorenz et al., then further expanded by Frangi et al.
[31, 32, 33].
Techniques based on Vessel Enhancing Diffusion (VED) use diffusion schemes including
isotropic diffusion scheme, small diffusion for non-vessel structures scheme, and minimal
principal curvature direction of the isosurface scheme [34, 35, 36]. In this class, a structurepreserving diffusion tensor is defined in diffusion equation of the filter. Most of the techniques
in this class have been designed and extended for 3-dimensional structures.

2.2

Related Work for Edge Enhancement

Edges are characterized by local changes or discontinuities in image luminance [37]. Edge
detection techniques consist of a series of operations to improve the visualization of image
boundaries (e.g. vessel boundaries). Edge detection techniques can be categorized into two
main groups: edge enhancement techniques and edge fitting techniques. In the edge enhancement class, neighborhood operators are used to detect the discontinuities in the graylevel
intensity of the image. Methods in this category include Robert’s, Prewitt and Sobel operators in which convolutional kernels of various sizes are used, along with Laplacian and
Difference of Gaussian (DoG) filter. In DoG filter, derivatives of different orders are used
to detect edges. The method used for edge enhancement is kernel-based which detects line
segments (vessel pattern) in microcirculation images.
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The edge fitting class minimizes the distance between the original image and a mask which is
a predefined edge model. One method in this category was proposed by Hueckel in which the
original image and the mask are represented in the form of vectors of coefficients; the method
uses Fourier series to find orthogonal components. Other methods are based on projecting
the image onto a set of functions in Hilbert space, or in the forms of energy/ wave functions.
Another set of models are based on minimization of Least Mean Square (LMS) estimation
errors, splines and Discrete Cosine Transform (DCT), which were proposed to model edge
structure in the image locally and globally.

2.3

Related Work for Video Stabilization

Video stabilization is referred to a set of processes performed with the aim of reducing the
motion between video frames. The ideal outcome of video processing is a new video in which
the unwanted motion has been effectively eliminated. Video stabilization techniques can
be divided into three main categories of mechanical stabilization, optical stabilization and
digital stabilization [38]. The class of mechanical stabilization techniques uses mechanical
devices such as tripods to hold the camera stable. The optical stabilization class adjusts the
optical system using sensors to detect motion. The mentioned stabilization methods deal
with video capturing device and cannot be used after recording the videos [39]. However,
digital stabilization is a software-based approach that can be applied both while capturing
the videos and after video capture.
The class of digital image stabilization can be divided into motion estimation and motion
correction [40]. For motion estimation, the global motion vectors are calculated and then
the unwanted motion is removed using the results of these calculations. Motion can be
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2-dimensional, corresponding to only translation, or 3-dimensional corresponding to rotationzoom transformation and translation [39, 41].
Motion estimation techniques can be also divided into two groups: region matching techniques
and spatio-temporal constraint techniques [42]. Region matching methods include bit-plane
matching, feature tracking, pyramidal approaches and block matching algorithms [40, 43, 39].
Spatio-temporal methods include direct optical flow estimation, phase correlation, integral
projection and least mean-square error matrix inversion set of techniques [44, 41, 45, 46].
Spatio-temporal methods are less computationally expensive than region matching techniques.
The motion models can be divided into three categories [47]; Fully parametric, quasi-parametric,
and non-parametric. Fully parametric models describe the motion of pixels in a given region
in a parametric form. Quasi-parametric models describe motion of pixels in a parametric form
over a specific region, while defining separate pixel to pixel local components. Non-parametric
models utilize a variation of smoothness or uniformity constraint. The motion model used in
this research is a quasi-parametric algorithm.

2.4

Related Work for Segmentation

Image segmentation deals with clustering an image into various segments/ regions depending
on the particular application. The main objective of image segmentation is to convert the
image into a form that is more meaningful and easier to analyze for humans or user systems.
Thresholding is the simplest method of image segmentation in which one or multiple threshold
values are chosen to partition the image into different segments. Different thresholding techniques have been developed for a variety of image processing applications. The methods are
divided into six main categories: Histogram shape-based thresholding methods examine the
15

shape properties of the histogram. Different aspects of the histogram such as the distance of
convex hull and peak-and-valley can be factors for choosing the threshold value. In clusteringbased thresholding methods, the graylevel pixel values are clustered into two clusters, which
correspond to the two lobes of a histogram. The two clusters can be selected based on Gaussian mixture model, minimization of the weighted sum of within class variances of foreground
and background, minimization of misclassification error, and Euclidean distance between a
pixel value and the class mean. Thresholding based on object attribute uses some similarity
measures between the original image and the binary image for thresholding. The similarity
measures can be in form of edge matching, shape compactness, gray-level moments, connectivity, texture, or stability of segmented objects. Spatial thresholding uses a combination
of graylevel distribution and the neighborhood information to choose the optimal threshold
level. The neighborhood information can be presented in form of context probabilities, correlation functions, co-occurrence probabilities, and local linear dependence models of pixels.
In a locally adaptive thresholding class of techniques, a threshold is calculated at each pixel
based on local statistics such as range and variance. Entropy-based thresholding methods
are based on maximizing the entropy of the graylevel histogram of the image. The maximum
entropy corresponds to the maximum information transfer; therefore, the threshold value that
is chosen based on the highest entropy value results in the lowest loss of information when
converting the original image to the binary image. The proposed method used in this study
can also be categorized in the entropy-based thresholding class.
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Chapter 3

Proposed Method
This chapter introduces the proposed hierarchical video and image processing algorithm for
detection of active capillaries in microcirculation videos. The proposed method is applied to
videos captured with MicroScan system with Sidestream Dark Field (SDF) imaging modality;
however, it can be applied to any type of microcirculatory videos. Data for this study has
been captured from sublingual surface of healthy and diseased human and swine subjects. The
samples have been acquired by experts at the School of Medicine of Virginia Commonwealth
University and Virginia Commonwealth University Reanimation Engineering Science Center
(VCURES).
The proposed algorithm receives a microcirculation video, consisting of a set of N video
frames and divides it into sets of 21 frames. The grayscale intensity of the frames are in the
range of 0 to 255. The final output of processing is a binary image in which capillaries are
shown by black pixels and the background is shown by white pixels with intensity values of
0 and 1 respectively. The microcirculatory measure of Functional Capillary Density (FCD)
is calculated using this binary image. Figure 3.1 illustrates the methodology. The purpose of
applying the algorithm to sets of 21 consecutive frames in a video is to show the dynamics/
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movement in capillaries. The major steps of the technique are as follows: video stabilization,
video enhancement, segmentation and post-processing.
(a) Video stabilization: The original video frames need to be stabilized prior to being processed; therefore, in the sequence of frames, the best representation of motion that aligns
pixels from one frame to the next one is chosen. The representation is described in the
form of a motion model. The hierarchical method used for stabilization is a combination
of a global model to define the estimated motion, a local model to set the requirements
of the process, and a coarse-fine reinforcement framework. This process registers each
video frame to the previous frame and results in reduction of unwanted motion artifacts.
(b) Video enhancement: The intensity values of capillaries and small blood vessels are close
to that of background in the input microcirculation videos. Video enhancement is comprised of two parts: preprocessing and vessel enhancement. Preprocessing is a combination of techniques to correct for the low local contrast of microcirculation frames and to
remove the effect of background noise. Wavelet transform and contrast limited adaptive
histogram equalization are the approaches used for preprocessing. A vessel enhancement technique is applied to the preprocessed video frames to analyze the structure of
the objects in each frame in order to better detect vessel-like objects. Finally, an edge
enhancement algorithm is applied to strengthen the edges of the vessels.
(c) Segmentation: In the segmentation part, an adjusted weighted median filter is applied
to each pixel coordinate across 20 consecutive frames to combine them into a single
frame. Following that, an optimal threshold value is calculated, employing an entropicthresholding technique. The technique uses the probability information of pixel intensity,
intensity difference among neighboring pixels and a newly defined flow parameter to ob18

tain a threshold level for segmentation. The result of AWMF is then segmented to
regions representing capillaries and background using the threshold value. The segmentation result is a binary image in which capillaries are in black and background is in
white pixels.
(d) Post-processing: This step improves the results of the thresholding through growing the
vessel regions and background regions. The region growing technique uses the intensity
values of the gradient image and that of the result of AWMF to solve the issue of vessel
discontinuity. Finally, functional capillary density (the area of capillaries/the area of the
image) is computed for the resulting binary image.
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Figure 3.1: Diagram of the proposed methodology
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Chapter 4

Video Stabilization
4.1

Overview

In this chapter, the steps to stabilize microcirculation videos are discussed. To stabilize
frames, a hierarchical technique for motion estimation and correction to remove the effect of
unwanted vibrations in the video sequences is used. The stabilization registers each pair of
consecutive frames and prepares the video for further processing.

4.2

Description of the Method

Video stabilization is a key step in detecting and removing undesirable motion between consecutive frames. Videos are stabilized in order to eliminate any motion artifact caused by
the movement of the subject or the vibration of the handheld camera, while preserving the
motion of blood in the blood vessels. The stabilization algorithm receives 21 video frames
as input, registers each frame to the preceding one, and generates 20 registered frames as
output. Figure 4.1 presents the steps of the proposed techniques in this section.
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Figure 4.1: Diagram of the proposed video stabilization technique

4.2.1

Video Stabilization

Advances in video microscopy technology in the field of microcirculation have provided the
tools for researchers to observe blood circulation. The main reason for recording videos of
microcirculation is to capture sequence of frames and to be able to observe/ measure the
blood flow in microvessels. In order to do so, video acquisition has to be perfect; i.e. no
motion artifact is desirable in recorded videos. In spite of all the efforts to perfect the process
of capturing videos, preventing undesirable movement of the cameras when dealing with
human operators and human subjects has remained a challenge. Therefore, removal of the
unwanted movement is essential for precise analysis of the videos. In this study, the unwanted
movements do not have any effect on the content of an individual frame, but they cause shift
in a single image compared to the previous one.
In order to track the shift in the contents of two consecutive frames, the implemented method
recognizes the motion and registers images, distinguishing frame motion and blood motion in
the frames [47]. The method consists of four key steps:
(a) Pyramid construction: The image pyramid refers to decomposition of the original image
into a hierarchy of images at different scales (i.e. frequencies). The type of image
pyramid built for this study is a Laplacian pyramid which is made using the difference
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of levels in the corresponding Gaussian pyramid. To construct the first level of the
Gaussian Pyramid, an image is filtered with a low-pass filter and then sub-sampled.
The low-pass filter creates an equivalent effect as convolving the image with a series of
Gaussian-like weighting functions followed by sub-sampling. In each level, also called
iteration, the same procedure is repeated using the resulting image from the earlier step
as the input image. The operation is the convolution of Gaussian blur kernel and the
image, which eliminates high frequencies from the image. The pyramid compresses the
image by making it coarser at each level and by reducing the number of bits of precision.
Figure 4.2 illustrates four levels of a Laplacian pyramid for an original microcirculation
frame.
(b) Motion estimation: The choice of motion model for the motion estimator depends on the
type of input, however all motion estimator models minimize Sum of Squared Differences
(SSD). The main assumption for the minimization is the constancy of intensity which is
formulated in Equation 4.1:
I(X, t) = I(X − u(X), t − l)

(4.1)

where X = (x, y) is the position of a point, I is the image intensity, and u(X) =
(l(x, y), v(x, y)) which is the image velocity at point (x, y). The SSD is calculated as
follows:
E({u}) =

X

(I(X, t) − I(X − u(X), t − l))2

(4.2)

X

where

P

X

is calculated for the points within the region and {u} is the flow field within

the region. The general form of the motion model is described in Equation 4.3:
u(X) = u(X; Pm )
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(4.3)

Figure 4.2: Representation of four levels of the Laplacian pyramid for an original microcirculation
frame
where Pm is the vector for model parameters. As can be seen in Equation 4.3, the
general form of the problem is independent from the choice of motion model. To solve
the problem of calculating sum of squared errors, the Gauss-Newton method is used.
The Gauss-Newton method utilizes the first order expansion of the error values prior to
squaring.
Consider {u}i to be the estimate of flow field at the ith iteration and {δu} to be the
incremental estimate. The error measure is computed as follows:
E({δu}) =

X
X
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(∆I + ∇I.δu(X))2

(4.4)

where the difference of the intensity value of a pixel in two consecutive frames is calculated with Equation 4.5:

∆I(X) = I(X, t) − I(X − ui (X), t − 1)

(4.5)

Equation 4.4 shows the general form of motion problem which is an under-constrained
equation. Any particular type of motion constrains the equation in a different manner.
The particular type of motion selected for microcirculation video frames is rigid body,
which cannot be modeled by a single global model. Therefore, combination of a global
and local models is used to describe the motion. The rigid motion can be formulated as
follows:
u(x) =

1
A(x)t + B(x)ω
Z(X)

(4.6)

where x is the image position and Z(X) is the depth of the image. A(x) and B(x) are
the following matrices:

 −f
A(x) = 

0


B(x) = 



0
−f

x 


y

(xy)
f

−(f 2 +x2 )
f

(f 2 +x2 )
f

−(xy)
f

(4.7)


y 


−x

(4.8)

The local model used is frontal planar which assumes that Z(X) is constant. During
multiple iterations, the parameters of global model ω and t and that of local model Z(x)
are refined.
The estimation algorithm begins with initial values of Zi (X), ti , ωi and ui (X). ui (X)
is used for warping the original image towards the following one. The estimated error
between the original image and the warped image is used for updating the parameters
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of local and global models. Using this, Equation 4.6 can be rewritten as follows:
δu(x) =

1
1
A(x)t + B(x)ω −
A(x)t0 + B(x)ω0
Z(X)
Z0 (X)

(4.9)

Using that, Equation 4.4 can be rewritten as follows:
E(t, ω,

X
1
)=
(∆I + (∇I)T At/Z(X) + (∇I)T Bω − (∇I)T Ati /Zi (X) − (∇I)T Bωi )2
Z(X)
X

(4.10)
For this study, it is assumed that

1
Z(X)

is constant over windows of size 5 × 5 pixels.

Equation 4.10 is differentiated with respect to
the value of Z(X). Using

1
Z(X) ,

1
Z(X)

and set to zero in order to obtain

global estimation of errors (Eglobal ) and local estimation

of error (Elocal ) can be calculated with Equation 4.11 and Equation 4.12.
Elocal =

X

E(t, ω,

5×5

X

Eglobal =

image

1
)
Z(X)

E(t, ω,

1
)
Z(X)

(4.11)

(4.12)

The values of ω and t are refined in each iteration through the Gauss-Newton minimization of the values of ω and t in the previous iteration.
(c) Image warping: The technique uses the current values of the parameters of the model
to calculate the flow field. Using the flow field, the warping algorithm uses flow field
to warp I(t − 1) towards I(t). Bilinear interpolation is used for this purpose. ∆I is
calculated using the warped image in each estimation, while ∇I is calculated using the
reference image.
(d) Refinement: The refinement process updates the parameters of motion model as the
algorithm finishes each level. For microcirculation images, four levels of the Laplacian
pyramid are generated and each level is refined four times. The refinement process starts
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with the coarser (image at level four of the pyramid) and ends with the finest (image at
level one of the pyramid).
Figure 4.3 shows the first, 10th and 20th registered subfigures of a set of 20 registered frames,
respectively. One bifurcated blood vessel is selected in a blue window for better tracking of
the intensity changes. The intensity changes are due to blood circulation. As a result of
registration, the motion artifacts are reduced in order to better observe the blood flow.
Following registration, the pixel-wise distance/ difference between the intensity values of each
pair of consecutive frames is calculated. The calculated distance is used in the segmentation
section to compute “flow parameter”.

Figure 4.3: From left to right, frame 1, 10 and 20 of a set of 20 registered frames. The blue rectangle
is used to better track the changes in one bifurcated blood vessel
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Chapter 5

Video Enhancement
5.1

Overview

This chapter provides a detailed description of the methodology for the visualization enhancement of microcirculation videos. The captured microcirculation videos have low local
contrast, which complicates the processing of video frames. Video enhancement consists of
three steps of preprocessing, vessel enhancement and edge enhancement techniques, which
are discussed in this section. Figure 5.1 illustrates the proposed techniques.

Figure 5.1: Diagram of the proposed video enhancement technique

5.2

Description of the Method

Video enhancement modifies the intensity values of the pixels in the image, enabling greater
visualization of the pixels belonging to background and the ones belonging to the objects. The
enhancement begins with de-noising through wavelet transform and contrast improvement
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through contrast limited adaptive histogram equalization. The two mentioned operations
improve the image grayscale intensity. Further operations are performed to detect vessel-like
objects and enhance the identification of the vessels through vessel enhancement and edge
enhancement respectively.

5.2.1

Preprocessing

The algorithm begins by converting a microcirculation video into its comprising frames. The
video recording device used in this study captures 29 frames per second. A microcirculation
frame is a single microcirculation image that contains background and foreground. The
foreground consists of capillaries, small blood vessels as well as large blood vessels, and the
background is the remaining part of the image. Preprocessing consists of a set of steps to
improve the visual quality of the image, to reduce blurring and noise, to enhance the contrast
and to reveal more details about image.
In the first step of preprocessing, 2-dimensional wavelet transform is applied to the video
frames to filter the high frequency noise. Discrete wavelet transform is a classical effective
technique for image de-noising [48]. The transform produces an image representation with
better spatial and spectral localization of image formation, compared to other representations
such as the Gaussian pyramid. It decomposes the original image into an approximation
coefficient image and three detail coefficients images at each level of decomposition. Figure
5.2 illustrates the hierarchical structure of discrete wavelet transform in the first and second
level of decomposition. The 2-dimensional array of coefficients (aj ,k ) are calculated using
Equation 5.1. The decomposition function is applied separately to each row and each column
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of the image f (t).
aj ,k =

X

f (t)ψj∗ ,k (t)

(5.1)

Where ψ is the wavelet function:
ψj∗ ,k (t) =

√

2−j ψ(2−j t − k) j, k ∈ Z

(5.2)

Figure 5.2: Hierarchical structure of discrete wavelet transform, Level 1 and level 2. (A: Approximation, HD: Horizontal Details, VD: Vertical Details, DD: Diagonal Details)

In practice, an appropriate mother wavelet replaces the wavelet function. The choice of
mother wavelet depends on the particular application. Although the proper choice of mother
wavelet is crucial to the performance of de-noising, the common way of choosing a mother
wavelet is trial and error. For this application, a number of mother wavelets were examined to
find the most appropriate match to the original image. Mother wavelet of form Daubechies
8 was selected through multiple testing and visual inspection of the results. Furthermore,
testing the output of several levels of decomposition on the data has shown that level 2 leads
to an optimal result. As the levels of decompositions go up, the decomposed images become
smaller and coarser. In the decomposed image, high frequency components are set to zero
and the remaining components are reconstructed to form the resulting image. In order to
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reconstruct the image, the transformation needs to be inversed using Equation 5.3:

f (t) =

XX
k

aj ,k ψj ,k (t)

(5.3)

j

Inverse wavelet transform reconstructs the image with the same mother wavelet after the
removal of diagonal details coefficients. The resulting reconstructed image contains less noise
than the input image.
The next step in preprocessing is local contrast enhancement to improve the visual quality
of the video frames. The existing medical imaging modalities cover a large range of contrast
information. For instance, SDF images spread over a grayscale range from 0 to 255; however,
the human visual system is only capable of perceiving 100 different grayscale intensities [49].
The preprocessing algorithm applies a customized version of the Contrast Limited Adaptive
Histogram Equalization (CLAHE) to the output of wavelet transform [50]. Used for improving
poor or excessive lighting conditions, global contrast enhancement techniques are not applicable in the case of microcirculation images. CLAHE enhances local contrast of the objects by
modifying the intensity value of pixels in a frame. CLAHE operates locally and divides the
image into small regions known as ‘tiles’. The histogram of each tile, which shows the number
of pixels at each intensity level in the tile, is calculated. The histogram is adjusted in each
tile to enhance the contrast of each region. The distribution of the desired histogram shape
is specified and the contrast is altered so to match the distribution. The result is an image
divided into windows of enhanced sub-images. A problem with the resulting image is that the
borders of the windows are very evident. To obtain a uniform image, the adjacent tiles are
smoothed out through bilinear interpolation. Bilinear interpolation incorporates the values
of the four closest pixels surrounding a pixel in the original image to calculate the new value
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of that pixel in the output image. The value of the interpolated pixel is a weighted average
of pixels in the nearest 2 × 2 neighborhood of a pixel and is obtained through fitting the
simplest surface to the four points. The interpolation reduces the effect of the tile boundaries
and makes the entire frame look more homogeneous.
The number of tiles determines the size of the regions. The optimal number of tiles can
vary depending on the input image. For the microcirculation frames of this study, tiles of
size 10 × 10 pixels were chosen through experiment. Considering that the size of the largest
acceptable capillary is 10 pixels, smaller windows may only show part of a capillary, while
larger windows may not be sufficiently effective for contrast improvement. To control the
adjustment of contrast, a contrast factor called Clip-Limit is defined to limit the contrast
enhancement. Clip-Limit controls the number of pixels in the same intensity range. This
factor prevents over-saturation in the image. The function for the transform of image contrast
to the desired contrast is specified by a distribution. The histogram shape for the tiles is set
to ‘rayleigh’ with the following equation, defined for x values [51]:

f (x, σ) =

x −x22
e 2σ , x ≥ 0
σ2

(5.4)

Where σ is the parameter of the distribution and given the integer value of 2 for this experiment. The combination of Clip-Limit and contrast transform function controls the amount
of change in the image contrast.
The contrast of the image is increased as a result of employing the customized variation of
CLAHE, hence the distinction between objects and background becomes clearer. An original
microcirculation video frame is shown in Figure 5.3. The result of applying preprocessing
to that frame is shown in Figure 5.4. The shape of the histograms of Figure 5.3 and Figure
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Figure 5.3: Original microcirculatory video frame of a subject

Figure 5.4: Result of preprocessing of Figure 5.3
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5.4 are shown in Figure 5.5. While in the histogram of the original frame only one peak is
evident, in the histogram of the preprocessed frame two distinct peaks, one belonging to the
objects and the other belonging to the background the histogram after preprocessing, can be
seen.

Figure 5.5: From left to right, histogram of Figure 5.3 and histogram of Figure 5.4

5.2.2

Vessel Enhancement

The preceding preprocessing steps improve the distinction of blood vessels and tissues from
the background, yet using the previous step, the capillaries and small blood vessels cannot
be separated from large blood vessels and other objects such as air bubbles. In this stage,
further operations to filter microvascular structures using vesselness criteria are performed on
the video frames.
In this approach, vessels are defined as 2-dimensional tubular structures of various sizes.
Despite being of different sizes, capillaries can be identified through the same linear structure.
Therefore, the measurement scale to define a capillary needs to be based on the structure
while disregarding the size. Frangi et al. has developed a vessel enhancement technique
founded on this concept [33]. The method characterizes vessel structure in a formula for
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vessel enhancement regardless of vessel size. An improved variation of Frangi measure is used
in this research.
It is prevalent to use Taylor expansion in order to analyze the geometrical shape of objects
such as a vessel in an image. Equation 5.5 is a representation of an image I(x) in the
neighborhood of pixel xo :
I(xo + δxo , σ) ≈ I(xo , σ) + δxTo ∇o ,σ +δxTo Ho ,σ δxo

(5.5)

In Equation 5.5, ∇o ,σ and Ho ,σ are the gradient vector and Hessian matrix of the image at
point x0 and scale σ respectively. The Taylor expansion is an approximation of the structure
of the image up to second order. The differential operators of I(x) is calculated using the
concept of linear scale-space theory in the form of the convolution presented in Equation 5.6:
σ
∂
I(x, σ) = σ γ I(x) ∗
G(x, σ)
σx
∂x

(5.6)

where the D-dimensional Gaussian function is in the form of:
G(x, σ) =

1

D e

−kxk2
2σ 2

(2πσ 2 ) 2

(5.7)

In Equation 5.6, γ describes a family of normalized derivatives which is essential for effective
comparison of the response of differential operators at different scales. The second order
derivatives of a Gaussian kernel at a particular scale creates a probe kernel that measures the
contrast in the given range and outside that, (−σ, σ), in the direction of the derivative.
δxTo Ho ,σ δxo = (

∂
∂
)(
)I(xo , σ)
∂δxo ∂δxo

(5.8)

Equation 5.8 describes the second order directional derivative. Local second order structure
of the image is decomposed using eigenvalue analysis of the Hessian. Assume that λσ ,k is the
bσ ,k of the Hessian at scale σ.
eigenvalue corresponding to the kth normalized eigenvector U
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Since eigenvalue is defined by:
bσ ,k = λσ ,k U
bσ ,k
Ho ,σ U

(5.9)

From Equation 5.9, it can be derived that:
b T Ho ,σ U
bσ ,k = λσ ,k
U
σ,k

(5.10)

Using Equation 5.9 and Equation 5.10, two orthogonal eigenvalues of λ1 and λ2 , (|λ1 | ≤ |λ2 |)
can be extracted. The eigenvalues are invariant up to a scaling factor when mapped by the
Hessian matrix. A spherical neighborhood with the center of xo and radius of (1, Nxo ) will
be mapped to an ellipsoid with axes corresponding to the same direction and magnitude of
the eigenvalues. The ellipsoid describes the second order structure of the image. The relation
between the eigenvalues is used to detect different structures in an image. In order to detect
vessels, one has to verify that λ1 is a small value and λ2 is a large value. The eigenvectors
b1 and U
b2 corresponding to λ1 and λ2 , indicate the minimum intensity variation (the
of U
direction of vessel) and maximum intensity variation (the direction of edge) respectively.
In SDF video frames, the vessels can be observed as 2-dimensional tubular dark objects in a
less darker background. To determine the likelihood of an object being a vessel, the following
relation should hold:
kλ1 k ≈ 0

(5.11)

kλ1 k << kλ2 k

(5.12)

Additionally, a ratio is defined as follows:

RB =
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kλ1 k
kλ2 k

(5.13)

The ratio in Equation 5.13 becomes maximum for a blob-like object and zero λ1 ≈ 0. Another
ratio S, the norm of Hessian, is defined as follows:
q
S = kHk = λ21 + λ22

(5.14)

The eigenvalues for a background pixel are smaller than a vessel pixel, since the changes in
the contrast, for background pixels is less than that of vessel edge pixels. This concept is
quantified through Equation 5.14.
Using the above mentioned properties and definitions, a vessel likeliness function, called Frangi
is characterized as follows [33]:
(5.15)

Vo (s) =






0

if λ2 > 0


R2

S2
− B2


2β
(1 − e− 2c2 )
e

otherwise

In Equation 5.15, β and c are threshold values that control the sensitivity of the filter to RB
and S. The parameters are combined in a way that the output of the function is maximum
for a vessel structure. Confirming what was also suggested by the original Frangi, experiment
has shown that β value equal to 0.5 along with c value equal to 0.5 create the best results.
The Hessian matrix is formed for σ values from 1 to 10. Figure 5.6 illustrate the result of
applying the vessel enhancement technique to a microcirculation sample frame.
The original Frangi technique is effective in detecting vessel-like structures, however it results
in emergence of artifacts in the background as can be observed in 5.6. Accordingly, the
parameters and components of the function are modified in order to obtain more effective
results. Research and experiments on the functionality of the parameters and components
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has shown that the λ values directly affect the output of the function. Hence, to improve
the current results, the value of λ increases exponentially. The vesselness function introduced
in the new method alters the Frangi function by highlighting the roles of λ by changing its
exponential role to a ‘double exponential’ role as shown in Equation 5.17. Variations of the
function with different rates of increase in λ values were created to test their effects on the
results. The experiments show that double exponential increase of the λ values significantly
improves the results, while decreases the presence of artifacts caused by the original Frangi
S2

filter. Furthermore, the components of S and 1 − e− 2c2 are changed as follows:
S 0 = kHk = (λ21 + λ22 )2

(5.16)

(5.17)

Vo0 (s) =






0

if λ2 > 0


R2

S 02
− B


exp 2β2 (1 − e− 2c2 )2

otherwise

Figure 5.7 presents the results of applying the function in Equation 5.17 to Figure 5.4. It is
evident that the amount of artificial noise added to the image due to vessel enhancement is
considerably lower in the proposed modified Frangi filter than the original Frangi filter.

5.2.3

Edge Enhancement

The prior steps lead to considerable improvement in identification of blood vessels in video
frames. However, while the output of the operations presents both large and small blood
vessels, the blood vessel edges and curvatures are blurry. Since the study focuses on correct
detection of small blood vessels, it is crucial to eliminate large blood vessels and reinforce
the intensity value of blood vessel edges. For that purpose, the method presented in [37] is
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Figure 5.6: Result of enhancing the vessels in Figure 5.4 using original Frangi filter
applied to the results of the vessel enhancement step. The method has been founded on three
properties of blood vessels:
(a) Blood vessels are line-like objects connected to each other with small or big curvatures
to form blood vessel networks. In order to preserve the curvatures, anti-parallel pairs of
lines are approximated by piecewise linear segments.
(b) As can be seen in the results from the vessel enhancement section, blood vessels appear
darker than the background. Studies of the intensity profile of blood vessels have shown
that the profile can be approximated by the following Gaussian curve:

f (x, y) = A 1 − ke

−d2
2δ 2


(5.18)

In Equation 5.18, d is the perpendicular distance between point (x, y) and the straight
centerline of the blood vessel, δ is the distribution parameter in the intensity profile, A
is the graylevel of the local background and k is the ratio of the intensity of the blood
vessel to that of the local background.
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Figure 5.7: Result of enhancing the vessels in Figure 5.4 using the proposed variation of Frangi
filter
(c) The width of microvessels varies from one to another. Studies of vessel sizes indicated that
the width falls within the range of 2-10 pixels which is equivalent of 20 to 100 µm.
In a microcirculation frame, blood vessels may be seen in any orientation with any θ angle
(0 ≤ θ ≤ π) with respect to X and Y axis. A filter to cover all vessels with any orientation
needs to be rotated to correspond to θ ± π2 angles. Therefore, the 2-dimensional matched filter
kernel in Equation 5.19 is convolved with each image and the maximum response is kept as
the filter response. To improve the time-complexity of the process, a number of cross sections
are matched concurrently instead of matching single intensity profile of the cross section of
a vessel. In this case, ten 15 × 16 pixel kernels are convolved with the image. As a result of
this operation, edges of small blood vessels are enhanced, meanwhile large blood vessels and
tissues become part of the background.
−X 2

f (x, y) = e 2σ2 f or|y| ≤
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L
2

(5.19)

In 5.19, L is the length of the selected segment of the vessel with fixed orientation. The value
of L is determined by experiment through the analysis of large and small blood vessels. For
the experiment, a number of blood vessels are visually examined to find the number of pixels
(length) that present a sufficient portion of a small blood vessel and L = 20 satisfies this
requirement. Since the intensity of pixels belonging to background in vessel enhancement
output is mostly uniform with zero mean Gaussian white noise, the expected filter response
is ideally zero for background pixels. Figure 5.8 shows the edge enhancement result for a
microcirculation frame.

Figure 5.8: Result of edge enhancement of Figure 5.7
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Chapter 6

Segmentation
6.1

Overview

This chapter describes the image segmentation methodology. The main step of segmentation
is finding a threshold value that partitions the image into small blood vessels and background.
The thresholding technique used is based on entropy. This chapter provides a detailed description of the thresholding and its results. Figure 6.1 provides a summary of the method.

Figure 6.1: Diagram of the proposed segmentation technique

6.2

Description of the Method

The aim of segmentation is to distinguish between background and foreground in a video
frame, and to identify active blood vessels and capillaries among other foreground objects. In
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segmentation, the results of video enhancement are combined through a variation of median
filtering. Following that, a novel entropic thresholding technique is applied to a set of 20 consecutive frames to calculate the optimal threshold. Then, the combined frame is thresholded
to generate the resulting binary frame.

6.2.1

Adjusted Weighted Median Filter

Prior to thresholding, a set of 20 enhanced frames are combined through an Adjusted Weighted
Median Filter (AWMF). The well-known median filter is a special form of WMF with no
weight added. Median filtering is usually used for preprocessing of image processing applications to remove noise; however, the proposed method uses AWMF for pixel-by-pixel
combination across 20 frames. The AWMF in this method removes the noise from the frames
in which some pixels are mistakenly assigned to vessels or background.
To consider only the immediate neighbors of a point, a filter of size 3 (n = 3) was selected
for this study. For a filter of n × n pixels, the median filter begins with sorting the numbers.
The centroid number is the

 n×n 
2

+ 1 th element in the sorted array. In conventional median

filtering, the numbers in the defined window are sorted and the centroid is replaced with
the median of the numbers. Weighted median filtering creates more flexibility to control
the properties of the filter compared to the regular median filter. Regular WMF has a
component called “Weight Index” (WI) that defines the number of times that the centroid
element is copied to the sorted array. The parameter WI is not used in this experiment. In
the proposed AWMF, a “Shift Index” (SI) is defined to adjust the WMF according to the
particular application. SI allows for setting a bias in the filter. The bias can be used as a
factor to dominate black pixels over white ones or vice versa. SI is a real number in the range
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of [0 1] that defines the percentage of shifting to the right or left from the centroid in the
sorted array. In other words, the new median is not the median in the sorted array but it is
the dn × n × SIeth element. Considering a binary image, any SI lower than 0.5 prefers zeros
to ones and any SI greater than 0.5 prefers ones to zeros, considering equal number of zeros
and ones. An example of the effect of SI on a 3 × 3 window in a binary image is as follows:
Original array: 0 1 0 1 0 0 0 1 1
Sorted array: 0 0 0 0 0 1 1 1 1
Without SI

Median=0

SI = 0.9

Median=1

SI = 0.2

Median=0

This algorithm is applied to each pixel at coordinate (x, y) across 20 frames. For each coordinate, 20 values are available. The values are sorted and the resulting adjusted median pixel
is selected as the final result of combining the 20 frames. Analysis of the statistical measures
of mean, median and standard deviation of different values of SI has shown that SI values
of 0.1, 0.3, 0.6 and 0.9 generate the best results. The value of SI changes adaptively, looking
at the mentioned statistical measures. The adjusted weighted median filtering combines the
frames and improves the connectivity/ continuity of the blood vessels accordingly. Figure 6.2
presents the result of applying AWMF to a set of 20 microcirculation frames.

6.2.2

Thresholding

Bi-level thresholding is the simplest image processing technique for converting a grayscale or
a color image to a binary image. The conversion is performed using a threshold value. If the
intensity value of a pixel is less than or equal to the threshold value, the corresponding pixel
in the output image is set to black (white), otherwise it is set to white (black). The challenge
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Figure 6.2: Result of combining 20 consecutive video frames using AWMF
in thresholding is to choose an optimal threshold value that results in the least information
loss.
In microcirculation images, the blood vessels are of different intensity values and this complicates the thresholding process. Global thresholding creates poor results if used for such
images, thus local thresholding is utilized. The local thresholding technique used in this study
is based on Gray Level Spatial Correlation Histogram. The technique effectively preserves
spatial structure of the image considering neighborhood similarity of each pixel
Consider f (x, y) to be the gray level intensity of a pixel at (x, y) coordinate in the image
F of size Q pixels. The element g(x, y) is the number of pixels in N neighborhood of pixel
(x, y) within its  distance. The neighborhood information provides a measure for the degree
of similarity of a point to its immediate neighboring points. The smaller the value of N , the
smaller the neighborhood. The choice of N depends on the contents of the image and is set
to 3 in this study. In the video processing section, a flow parameter was calculated for each
video frame. The sum of the flow factors for the 10 preceding video frames of each frame,
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Sd(fi ), is calculated as shown in Equation 6.1:

Sd(fi ) =

n=i
X

d(fn , fn+1 ), 10 < i < 21

(6.1)

n=i−10

The term d(fn , fn+1 ) indicates the distance between nth frame (fn ) and n + 1th frame (fn+1 ),
calculated after the stabilization. Since the value of the sum changes over a rather wide range,
it needs to be adjusted in order to be effectively used. Two categories are defined for the
adjustment. One category entails the sum values that are within one standard deviation
above and one standard deviation below the given sum value. The other category contains
the remaining sum values.
The Gray Level Spatial Correlation Histogram of the image is the probability value for each
combination of the three mentioned factors. It is calculated as follows:

h(k, m, D) = prob(f (x, y) = k, g(x, y) = m, Sd(f ) = D)

(6.2)

f (x, y)∈ {integers : 0 − 256}
g(x, y)∈ {integers : 1 − 9}
Sd(f )∈ {1 or 2}
where f (x, y) is the intensity of the image at (x, y), g(x, y) is the number of neighboring pixels
within  difference from a pixel (including the pixel itself) and sd(f ) is the sum of the flow
factor for each frame. The probability h(k, m, D) is calculated for each frame 256 × 9 × 2
times, bringing into account any possible combination of f (x, y), g(x, y) and Sd(f ).
According to the principle of entropy, noise and edges produce a higher entropy value than
objects and background. The image will still contain some noise that was not removed in the
previous steps. For that reason, a weight factor is computed using the following nonlinear
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function:
−9m

W (m, N ) =

(1 + e N ×N )
−9m

(6.3)

(1 − e N ×N )
This weight function emphasizes the effect of neighborhood information by adding N to the
equation and adjusting it using m, the possible values for g(x, y).
The technique to calculate the threshold tries to find the threshold value T > 0, that maximizes the entropy of objects and background. T divides the image into object (O) and
background (B). The second order entropies defined through the following equations lead to
the discovery of T :

HB (T, N ) = −

256
X

NX
×N

k=T +1 m=1

P (k, m, D) P (k, m, D)
ln
W (m, N )
PB (T )
PB (T )

T NX
×N
X
P (k, m, D) P (k, m, D)
HO (T, N ) = −
ln
W (m, N )
PO (T )
PO (T )

(6.4)

(6.5)

k=0 m=1

HB (T, N ) is the notation for the second order entropy of the background and HO (T, N ) for
that of the object. From Equations 6.4 and 6.5, the total second order entropy is calculated
as follows:
H(T, N ) = HO (T, N ) + HB (T, N )

(6.6)

The entropy is calculated for the set of 10 frames and the maximum entropy for each frame
is kept. Although the objective is to acquire the T value that maximizes H(T, N ), the effect
of background noise and noise factors such as outliers causes a reduction in the accuracy of
the calculated threshold value. To offset this effect, the median of ten values is selected as
the final T .
Following the selection of the optimized threshold value based on 10 frames, the resulting
combined frame from the previous step is thresholded. Thresholding partitions the image
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into two parts: foreground and background. The foreground consists of capillaries and small
blood vessels and the background is the remaining part in the image. For thresholding, all
pixels belonging to foreground are set to zero and the rest of the pixels are set to one.
Figure 6.3 illustrates the thresholding result for the AWMF frame. The resulting binary video
frame need to be post-processed in order to generate the final results.

Figure 6.3: Result of thresholding of Figure 5.8
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Chapter 7

Post-processing
7.1

Overview

This chapter describes the post-processing technique. A region growing technique based on
image gradient information to deal with the discontinuity of blood vessels is implemented for
post-processing. As the final step, Functional Capillary Density is calculated for the resulting
image.

7.2

Description of the Method

Prior to being thresholded, the video frames are combined with AWMF. Although effective,
the thresholding result might miss part of vessels when thresholding the combined frame. The
goal of post-processing is to refine the thresholding results through assigning new pixels either
to background or to vessels based on some predefined criteria. The regions grow using an
iterative relaxation technique. Following region growing, the quantitative measure of Function
Capillary Density (FCD) is calculated, which is defined as the area of vessels divided by the
area of the background. Figure 7.1 demonstrates the proposed techniques in this section.
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Figure 7.1: Diagram of the proposed post-processing technique

7.2.1

Region Growing

The region growing technique used is a modification of the method proposed in [52]. The
algorithm uses the gradient magnitude (γ) and the grayscale intensity value (k) of the combined frame to define the criteria for classifying pixels as vessel or background. The region
growing occurs in two stages. In the first stage, the classes grow in regions with low gradient
magnitude, allowing for a rather quick classification. In the second stage, the classification
constraint is relaxed, allowing the classes to grow based on the intensity value of the combined
frame. The first stage suppresses growth in edge regions , where the magnitude of gradient
is high, and the second stage defines borders between regions.
Low gradient is defined as γ < µg + σg , where µg is the mean of the gradient magnitude
and σg is the standard deviation of that. k is automatically divided into two classes of
vessel and background based on its graylevel histogram. It is simply thresholded using the
Otsu thresholding technique [53]. Otsu is a nonparametric method and computes a global
threshold by minimization of interclass variance of black and white pixels in the resulting
binary image. The thresholding technique uses the zeroth and first -order moments of the
graylevel histogram. Following thresholding, the mean and standard deviation for the vessel
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class, µv and σv , along with the mean and standard deviation for the background class, µb
and σb are calculated. One more parameter to set is the size of the interval (α) for each class
in each iteration.
The algorithm starts with selecting the seed points for the regions. Background seeds and
vessel seeds are defined as the pixels with the following properties:
Background seeds:

k ≤ µb

Vessel seeds:

k > µb

In the initial image, background, vessels and unlabeled pixels are shown in gray, black and
white pixels respectively. Figure 7.2 illustrates an instance of initializing seeds in a microcirculation frame.

Figure 7.2: Initial selection of seeds in a microcirculation frame

After creating the initial image, the iterative region growing process starts with assigning
label to unlabeled pixels. In the first stage, unlabeled pixels are classified as vessel through
the following condition:
(µv − αv σv ) ≤ k AN D γ ≤ (µg + αg σg ) AN D Nv ≥ 1
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(7.1)

where Nv is the number of neighboring pixels already labeled as vessel and αv is the interval
whose initial value is 0.5 and is incriminated by 0.5 in each iteration. Alternatively, the
unlabeled pixels are classified as background through the following condition:

k ≤ (µb − αb σb ) AN D γ ≤ µg AN D Nv ≥ 1

(7.2)

where Nb is the number of immediate neighboring pixels already labeled as background and
αb is the interval whose initial value is 0.5 and is incriminated by 0.5 in each iteration. The
two steps are alternated until no unlabeled pixels are found to classify using properties in
Equation 7.1 and Equation 7.2.
In the second stage, vessel and background are classified concurrently regardless of their
gradient magnitude. The condition for classifying a pixel as vessel is:

(µv − ασv ) ≤ k ≤ (µv + ασv ) AN D Nv ≥ 1

(7.3)

(µb − ασb ) ≤ k ≤ (µb + ασb ) AN D Nb ≥ 1

(7.4)

and for background is:

where α is the interval with the initial value of 0.5 which increases by 0.5 in each iteration.
This step is iterated until there is no further pixel to be classified as vessel or background.
The resulting image from region growing step is combined with the result of thresholding
from the segmentation section. If a pixel is categorized as vessel in one of the images, the
pixel is labeled as vessel, otherwise it is labeled as background. Figure 7.3 presents the result
of post-processing for a healthy subject.
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7.2.2

Functional Capillary Density

As the final step, Functional Capillary Density (FCD) is calculated for the binary result of
post-processing. FCD is a quantitative factor that can be used as a determinant of condition
of microcirculation in the body [16]. FCD is computed as the total area of capillaries divided
by the area of the whole image. In the resulting binary images, FCD is calculated as follows:

F CD =

Area of vessels
Area of the image

The calculated FCD values for 97 videos are provided in the result section.

Figure 7.3: Result of post-processing of Figure 6.3
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(7.5)

Chapter 8

Results
The described algorithm was applied to 124 microcirculation video samples taken with MicroScan and provided by Virginia Commonwealth University, Department of Emergency
Medicine. The sample videos were captured from human and animal subjects. Virginia
Commonwealth University Reanimation Engineering Science Center (VCURES) performed
sample preparation and FCD scoring for most of the sample videos. The device used for
capturing the samples guarantees a fixed distance of 1mm from sublingual tissue surface.
The Microscan system has a Gaussian point spread distribution with standard deviation of 1
pixel in x and y directions. The rate of capturing videos is 29 frames per second.
To verify the capabilities of the algorithm in segmenting capillaries and small blood vessels, it
was applied to two sets of sample data. The first dataset belongs to 97 human subjects. The
subjects were patients under supervision in the Intensive Care Unit (ICU) with a heart failure
condition. The microcirculation videos for this group were recorded at different times during
their hospital stay. The videos were analyzed by eight physicians, using the commercially
available software AVA. As mentioned in chapter 2, this software is not capable of automatic
analysis of microcirculation videos and requires human interaction. AVA starts with default
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parameters for the analysis of microcirculation videos. The parameters can be adjusted as
the user observes the results of the analysis on computer screen. The initial segmentation and
analysis performed by AVA is almost always inaccurate and is referred to as “Unedited AVA
Produced FCD”, the user is expected to spend a significant amount of time, often between
20 to 30 minutes, editing the segmentation parameters and deriving accurate FCD results.
The final results used by researchers and clinicians are therefore AVA produced results which
are heavily-edited and corrected by the human expert and are referred to as “Heavily-Edited
AVA Produced FCD”. Heavily-Edited AVA Produced FCD is considered the gold standard
for this study and the algorithm results were evaluated based on that.
None of the physicians analyzed all 97 videos; hence, for each video either 2 or 5 FCD
values are available. A comparison between the results provided by experts and those of the
algorithm was performed to verify the reliability of the proposed method. The segmentation
results of applying the algorithm to 3 human subjects are presented in Figure 8.1. The FCD
values calculated by the algorithm for the subfigures in the first, second and third row are
14.2%, 16.64% and 15.11% respectively, whereas the results of the manual analysis of the
same subfigures by AVA are 15.6%, 19.4% and 15.7%. As can also be seen visually, the
segmentation results show the majority of capillaries and small blood vessels in the original
frames. Furthere more, tissue and background noise were effectively removed during the
image processing steps.
For further assessment of the calculated results by the algorithm, Bland-Altman plot (Difference plot) is used. This method is commonly used in medical statistics to compare the
difference between the results acquired by two comparable techniques/ treatments [54]. In a
Bland-Altman plot, the x-axis shows the mean value of the techniques, the y-axis shows the
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difference between the values of the techniques, and the mid-line shows the mean value of
the difference. The two horizontal lines, parallel to the x-axis determine a 95% Confidence
Interval (CI), calculated by the mean of difference between the two techniques ±1.96× the
standard deviation of the difference.
Six bland-Altman plots are provided for this study. The first plot, shown in Figure 8.2,
presents the comparison of the algorithm results with those of the median of Heavily-Edited
AVA Produced FCD. Median is a reliable statistical measure when multiple values are available for a measurement technique. The second plot, shown in Figure 8.3, demonstrates the
comparison of the results of the algorithm with those of the mean of Heavily-Edited AVA Produced FCD. Mean serves as another statistical measure when multiple values are available
for a measurement technique. The third plot, shown in Figure 8.4, displays the comparison
of the Heavily-Edited AVA Produced FCD by two of the experts. It is important to know
how much an instance of Heavily-Edited FCD Produced by AVA might vary from one expert
to another. The fourth plot, shown in Figure 8.5, presents the comparison of the algorithm
results with the results of the Heavily-Edited AVA Produced FCD by one of the experts
(Expert A). The fifth plot, shown in Figure 8.6, displays the comparison of the algorithm
results with the results of the Heavily-Edited AVA Produced FCD by another expert (Expert
B). The sixth plot, shown in Figure 8.7, presents the comparison of the results of median of
Heavily-Edited AVA Produced FCD with the results of Unedited AVA produced FCD. These
plots shows how much variability exists between the results of Heavily-Edited Produced AVA,
which is produced semi-automatically, and the results of unedited one, which is generated automatically with default parameters. Bland-Altman results will be further analyzed in the
discussion chapter.
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Figure 8.1: Each row shows the original microcirculation frame of a human subject (on the left)
and the segmentation result of the frame (on the right)
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Figure 8.2: Bland-Altman plot, comparison of the algorithm results with that of the median of
Heavily-Edited AVA Produced FCD
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Figure 8.3: Bland-Altman plot, comparison of the results of the algorithm with that of the mean
of Heavily-Edited AVA Produced FCD

59

Figure 8.4: Bland-Altman plot, comparison of the Heavily-Edited AVA Produced FCD by two of
the experts (Expert A and Expert B)
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Figure 8.5: Bland-Altman plot, comparison of the algorithm results with that of the Heavily-Edited
AVA Produced FCD by one of the experts (Expert A)
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Figure 8.6: Bland-Altman plot, comparison of the algorithm results with that of the Heavily-Edited
AVA Produced FCD by another expert (Expert B)
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Figure 8.7: Bland-Altman plot, comparison of the median of Heavily-Edited AVA Produced FCD
with that of Unedited AVA produced FCD
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The table shown in Appendix A exhibits the FCD values for the 97 subjects. The first column
presents the FCD values calculated by the algorithm, the second column shows the median
of Heavily-Edited Produced FCD by experts, the third column presents the mean of HeavilyEdited Produced FCD by experts, the fourth column shows Heavily-Edited Produced FCD by
expert A (one of the experts), and the fifth column presents Heavily-Edited Produced FCD
by expert B (another experts). The purpose for using mean and median of Heavily-Edited
Produced FCD by experts is to make most use of the provided input by experts ( at least 2
and at most 5 FCD values were available for each piece of data).
Table 8.1 presents the mean of difference between Heavily-Edited AVA Produced FCD and
the algorithm results, standard deviation of the difference and the upper and the lower 95%
confidence interval.
Table 8.1: Mean of difference between Heavily Edited AVA and the algorithm, standard deviation
of the difference and 95% interval values
Mean of difference STD of the difference Upper 95% Lower 95%
0.525
2.485
5.396
-4.345

The second dataset contains 12 video samples from healthy and hemorrhaged swine subjects.
The number of capillaries is much less in the hemorrhaged subjects than the healthy ones.
Fewer capillaries is equivalent to less variation in the histogram of the image, and less variation
in the histogram complicates the process of finding an optimal threshold for hemorrhaged
subjects since the thresholding method is based on the spatial histogram of the image.
The FCD results for the 12 subjects are presented in table 8.2. The results are based on the
processing of 21 frames. The first column contains information about the health status of the
subject, the second column is the percentage of FCD values calculated by the algorithm and
the third column is the percentage of Heavily-Edited AVA Produced FCD. One comparison
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that can be made is based on the difference between the FCD values of the healthy group
and the hemorrhaged group.
Table 8.2: FCD Results for 12 Swine Subjects
Subjects
FCD % by algorithm FCD % by AVA
Healthy 1
11.71
12.7
Healthy 2
12.09
18.9
Healthy 3
16.72
17.1
Healthy 4
13.65
13.1
Healthy 5
14.15
17.9
Healthy 6
12.47
13.5
Mean
13.47
15.53
Hemorrhaged 1
4.3
8.2
Hemorrhaged 2
4.16
15.1
Hemorrhaged 3
10.71
12.2
Hemorrhaged 4
10.7
11.2
Hemorrhaged 5
8.85
9.5
Hemorrhaged 6
9.23
11.6
Mean
8.00
11.3
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Chapter 9

Discussion and Conclusion
9.1

Discussion

MATLAB R2010a was used to implement the proposed algorithm. The algorithm was executed on a Pentium 3, CPU 2.40GHz computer. The computational time to analyze a set of
21 frames with the algorithm was 8 minutes on average. The analysis time can be reduced
to less than a minute if the algorithm is implemented in C++, using the OpenCV computer
vision library.
Different approaches have been taken by different researchers to study microcirculation extraction and segmentation. The hierarchical algorithm presented in this research is one possible
solution to relatively accurate automated analysis of microcirculation videos. This section
discusses some of the steps of the algorithm and the algorithm results.

9.1.1

Discussion of Algorithm

(a) Video stabilization is a complex problem with a wide range of solutions. The selection
of one method over another depends on the specific application [47]. Among several
motion models (transformations) that could be used for video stabilization, rigid body
was chosen. In essence, the changes from one microcirculation frame to the following
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one in a video is only proper rotation and pure translation, meaning that the sizes and
the distances between the objects remain almost the same. Therefore, the proper model
for describing the motion in microcirculation videos is rigid body.
(b) The main part of the video enhancement technique, that leads to the identification of
vessel-like objects, is the vesselness filter. This filter enhances the vessel-like objects,
while reducing the effect of the rest of the objects and the background in a microcirculation frame. The proposed variation of the vesselness filter was founded on a step-by-step
experiment. First, the impact of each parameter was studied. Following that, the effect
of altering the weight of the parameters in acquiring optimal results was studied. Visual
inspection of several frames after changing the weight, in addition to the study of the
final results using the modified weight led to the choice of the proposed modifications in
S2

the original filter. While lowering the weight of λ, S and 1 − e− 2c2 confines the ability
of the filter to detect blood vessels correctly, elevating the weight of these parameters
erodes small capillaries. The proposed changes provide an appropriate balance between
the two alternates.
(c) AVA segmentation results show vessels as continuous line-like objects, even though visual
inspection of results shows that some of the vessels are not well-connected. Hence, postprocessing is an effective step to improve the results of segmentation by growing the
vessels in the areas of discontinuity. Despite being effective, the current region growing
technique is insufficient in addressing the issue of discontinuity of blood vessels.
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9.1.2

Discussion of Results

(a) The technique is capable of differentiating between healthy and hemorrhaged subjects
as can be seen in Table 8.2 as well as Figure 9.3. The cut-off threshold for separating
healthy from hemorrhaged subjects is 10%. For further evaluation of this capability of
the algorithm, a larger dataset of healthy and hemorrhaged subjects is needed. Figures
9.1 and 9.2 show examples of original image and resulting binary image of a healthy and
a hemorrhaged subject respectively.

Figure 9.1: From left to right, original image and resulting binary image for a healthy swine subject

Figure 9.2: From left to right, original image and resulting binary image for a hemorrhaged swine
subject

(b) Bland-Altman plot is a common way in the field of medicine to determine whether a
new method of measurement is equivalent to an established method that is currently
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Figure 9.3: One-way analysis of healthy/ hemorrhaged subjects
in use; in other words, if the two methods sufficiently agree, the established method
can be replaced by the new method [55]. Bland-Altman plot is used in this study to
evaluate the FCD results produced by the algorithm against the gold standard which is
another comparable technique (Heavily-Edited AVA Produced FCD). In the plot, x-axis
shows the average of the paired values from each measurement and y-axis presents the
difference of each pair of measurements.
The blue solid horizontal line presents the bias, which is the mean difference in FCD
values obtained with the two measurements. The difference between the blue points
above the bias line and the bias is a positive value, while the difference between the blue
points below the bias line and bias is a negative value.
The horizontal blue dotted lines show the 95% confidence limits for the bias (limits of
agreements by Bland and Altman). The 95% confidence limits of the normal distribution
are used to provide the measure of variability of each point from the bias. The confidence
limits reprenst the range of values in which agreement between measurements lies for
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approximately 95% of dataset.
The red dotted horizontal lines show 95% confidence limits from the mean of the two
measurements. The variability of the blue points that are within the 95% confidence
limits is acceptable, while the points that are outside the limits are considered outliers.
It is unlikely that different methods result in the exact same results for individual measurements [55]. What clinicians wish to know is how much the new method is likely
to be different from the old one, so that they can either replace the old method with
the new one or use the two methods interchangeably. The comparison of the algorithm
results and that of the Heavily-Edited AVA through multiple Bland-Altman plots indicates that the algorithm results are consistent with the results of Heavily-Edited AVA
as can be also seen in Figures 8.2, 8.3, 8.5 and 8.6. In the plots, negative bias means
that the first method tends to provide a lower value compared to the second one, by the
amount between the 95% confidence limits for the bias, while positive bias means that
the first method tends to provide a higher value compared to the second one, by the
amount between the 95% confidence limits for the bias. For the four mentioned plots,
the limits of agreements (95% confidence limits from the mean) are sufficiently small to
be confident that the algorithm can be used in place of Heavily-Edited AVA. Overall,
they present “Good Agreement” between the two methods [55]. The points outside the
red dotted lines are outliers that are 5, 6, 6 and 7 points for the plots in Figures 8.2, 8.3,
8.5 and 8.6 respectively. The outliers are erroronous measurements that are due to the
failure of the algorithm in proper segmentation. The denser the points in the plots are,
the better the agreement between the two methods is.
The Bland-Altman comparison between the results of Heavily-Edited AVA and Unedited
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AVA, Figure 8.7, shows that Unedited AVA Produced FCD, which is calculated automatically, generates results with a wide range of variability. The positive value of the
bias indicates that Unedited AVA produces higher FCD values compared to the HeavilyEdited AVA.
(c) The visual quality of frames highly affects the segmentation results. The presence of
saliva/ air bubbles, excessive/uneven lighting and lack of proper camera zooming may
limit the ability of the algorithm to detect blood vessels accurately. Figure 9.4 shows
a microcirculation frame for each of the mentioned instances. Since the thresholding
algorithm is based on the histogram of the image, in case of excessive/ uneven lighting,
the histogram is negatively affected by having little variations in the values of the intensity bins. In case of lack of camera zooming, the identification of objects through vessel
enhancement algorithm gets complicated due to fuzzy edges of objects. In case of Saliva
and air bubbles, artifacts in form of false vessels appear after preprocessing. From the
124 analyzed samples, 15 samples had such issues and no FCD values were calculated
for them. It is expected that these issues are addressed during data collection through
proper surface preparation and lighting.

Figure 9.4: From left to right: presence of saliva, excessive lighting and lack of proper camera
zooming in three microcirculation sample frames

The analysis of outliers of Bland-Altman plots of the algorithm indicates that some of
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the outliers had one or two of the mentioned issues. The original video frame and the
segmentation results for two of the outliers are shown in Figure 9.6. From top to bottom,
the median of Heavily-Edited FCD for the frames are 20.86 and 21.53 and the algorithm
FCD results are 9.43 and 12.75 respectively.
(d) The comparison of the FCD results calculated by the algorithm and those of HeavilyEdited AVA through analysis of multiple Bland-Altman plots shows the potentials of the
algorithm in automating the analysis. AVA is a semi-automated software that allows
for human interaction to adjust the vessel extraction parameters. When used without
human interaction, AVA usually generates unreliable results. Figure 9.5 presents a visual
representation of the segmentation result of the algorithm and that of Unedited AVA of
a video frame. According to medical experts, the segmentation results of the algorithm
are superior to that of unedited AVA. Unedited AVA segmentation result in Figure
9.5 erroneously catches part of the background and large blood vessels as capillaries and
small blood vessels. This is further supported by the Bland-Altman comparison between
the results of Heavily-Edited AVA and Unedited AVA.

Figure 9.5: From left to right: algorithm segmentation result and Unedited AVA segmentation
result of a microcirculation frame
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Figure 9.6: From left to right: original frame and segmentation result for two sample frames
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9.2

Conclusion

The hierarchical algorithm introduces an effective method for segmentation of microcirculation videos. The conclusion drawn from applying the proposed algorithm to 97 human
subjects and 12 swine subjects is as follows:

(a) The algorithm begins with registering the videos. Following that, the video enhancement
step improves the visual quality of the video frames through preprocessing, vesselness
filter and edge enhancement. While preprocessing reduces the effect of noise in the
frames and enhances the contrast between blood vessels and background, the vesselness
filter determines a framework for defining vessel objects in the frame. The method is an
improved variation of an earlier method which reduces the amount of background noise
that might be detected as vessels. Edge enhancement is a further step to improve the
visualization of the tiny capillary edges. The frames are effectively combined through
a variation of median filter that brings a bias factor, Shift Index, into account. Shift
Index is effectively adjusted for each set of data. A threshold value is calculated using an
entropic thresholding technique which is a variation of an earlier technique and considers
flow information in the video frames in the calculation of threshold value. Finally, postprocessing improves the segmentation results and leads to the calculation of FCD.
(b) The analysis of FCD results through Bland-Altman plots shows “Good Agreement”
between the results of the algorithm and those of Heavily-Edited AVA. The algorithm is
capable of calculating relatively accurate results automatically and can eliminate a large
amount of manual work and system/ expert interaction.
(c) Having been tested on a small dataset, the algorithm has shown a potential capability to
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distinguish between healthy and hemorrhaged swine subjects. Further testing requires
a larger dataset of this type.
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Chapter 10

Future Work
Having shown promising results, the proposed work can be further developed by focusing on
the following areas:
(a) Some video samples used for this study were taken from healthy and hemorrhaged swine
subjects. Use of a larger dataset with samples categorized by different disease types
would be effective for further development of the technique, so to distinguish between
disease types based on microcirculatory measures (e.g. FCD).
(b) Automated calculation of the velocity of blood flow in capillaries and small blood vessels
may add value to the quantitative assessment of microcirculation videos. The current
method can be extended by adding a velocity measurement technique.
(c) The only microcirculation measure calculated in this research is FCD. Additional quantitative measures suggested in microcirculation studies include Microcirculatory Flow
Index (MFI) and Proportion of Perfused Vessels (PPV). MFI divides the blood flow into
different levels (e.g. no flow, intermittent, sluggish and normal) and PPV is the ratio
of number of blood vessels with flow to the total number of blood vessels. Calculating
MFI and PPV may allow for further analysis of microcirculation videos.
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(d) The algorithm may have limitations in accurate detection of capillaries and blood vessels
in presence of saliva/ air bubbles, excessive/uneven lighting and lack of proper camera
zooming. Furthermore, as can be seen in Figure 8.1, some of thick blood vessels appear
as two parallel thin vessels as a result of edge enhancement stage and some of blood
vessels are not well-connected as a result of insufficient region growing. The mentioned
issues need to be addressed as part of the future work.
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Appendix A

FCD Table
This chapter contains the table for of values calculated for 97 human subjects. The FCD
values were used to calculate the values needed for Bland-Altman plots. In the tables the first
column presents the FCD values calculated by the algorithm, the second column shows the
median of Heavily-Edited Produced FCD by experts, the third column presents the mean of
Heavily-Edited Produced FCD by experts, the fourth column shows Heavily-Edited Produced
FCD by expert A (one of the experts), and the fifth column presents Heavily-Edited Produced
FCD by expert B (another experts).
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Data 1
Data 2
Data 3
Data 4
Data 5
Data 6
Data 7
Data 8
Data 9
Data 10
Data 11
Data 12
Data 13
Data 14
Data 15
Data 16
Data 17
Data 18
Data 19
Data 20
Data 21
Data 22
Data 23
Data 24
Data 25
Data 26
Data 27
Data 28
Data 29
Data 30
Data 31
Data 32
Data 33
Data 34
Data 35
Data 36
Data 37
Data 38
Data 39
Data 40
Data 41
Data 42
Data 43
Data 44
Data 45

Algorithm
7.31
8.51
9.40
9.43
10.20
10.23
10.50
11.21
11.23
11.61
11.71
11.78
11.92
12.01
12.03
12.43
12.56
12.68
12.68
12.75
12.85
12.85
12.88
12.89
12.93
13.09
13.14
13.25
13.46
13.64
13.66
13.83
14.02
14.11
14.27
14.37
14.47
14.47
14.47
14.50
14.63
14.69
14.76
14.77
14.82

Median by AVA
4.56
9.68
10.40
20.52
14.82
11.56
10.31
9.93
8.92
10.13
12.87
10.04
11.72
11.31
11.45
12.84
13.89
18.79
16.82
21.53
13.31
12.94
12.27
13.53
18.31
13.41
13.42
14.28
13.50
13.86
12.94
13.57
14.40
16.98
13.02
13.13
14.01
11.74
14.25
15.38
16.89
14.92
16.40
14.53
18.02

Mean by AVA
4.36
9.42
10.08
19.80
16.58
11.70
10.03
10.19
9.16
11.77
13.29
10.35
11.73
11.20
11.66
13.16
14.18
18.70
17.22
21.56
13.42
13.13
12.35
14.36
18.25
13.47
14.20
13.88
14.00
13.85
12.28
13.67
13.91
17.07
13.91
12.35
14.16
11.60
14.58
15.40
16.55
14.92
15.07
14.25
18.10
86

AVA (Expert A)
1.27
8.10
6.46
18.01
14.55
10.60
7.44
9.25
8.57
9.72
12.33
8.23
11.14
10.81
10.40
12.58
13.41
16.87
16.77
21.24
12.85
12.56
11.86
12.77
18.10
12.66
12.40
11.84
13.34
13.56
9.62
13.32
12.64
16.19
12.97
10.36
13.67
9.56
13.11
14.12
15.49
14.29
11.70
13.07
17.25

AVA (Expert B)
7.07
10.47
13.37
20.86
20.36
12.86
12.35
11.40
10.21
15.46
14.66
12.79
12.33
11.47
13.57
14.07
15.23
20.16
18.07
21.92
14.11
13.96
12.93
16.79
18.34
14.35
16.77
15.53
15.75
14.12
14.28
14.13
14.69
17.80
15.75
13.56
14.79
13.07
16.62
16.72
17.28
15.54
17.10
15.16
19.02

Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data
Data

46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90

Algorithm
14.82
14.88
14.90
14.94
14.96
14.96
14.97
15.01
15.03
15.11
15.26
15.33
15.36
15.41
15.41
15.49
15.58
15.60
15.61
15.66
15.82
15.88
15.90
15.93
16.05
16.14
16.29
16.45
16.51
16.55
16.64
16.71
16.81
16.83
17.00
17.01
17.08
17.42
17.49
17.66
17.72
18.27
18.47
18.64
18.73

Median by AVA
15.47
14.14
15.67
13.95
11.15
19.26
13.16
13.90
16.28
15.72
15.90
15.86
16.96
15.72
15.36
13.40
14.69
14.24
18.17
15.58
16.28
15.27
15.39
15.48
21.53
19.52
14.95
15.91
15.92
16.99
19.41
16.91
16.31
12.84
16.62
17.23
19.68
17.49
16.22
19.49
18.51
19.36
21.62
20.57
16.63

Mean by AVA
14.66
14.16
15.12
13.54
11.69
17.20
13.56
14.17
15.89
15.52
15.85
16.13
16.72
15.76
14.47
13.57
14.31
14.93
18.26
15.52
16.14
15.47
15.89
15.70
21.98
19.45
15.23
15.74
16.65
17.08
18.47
17.16
16.17
12.72
16.66
16.39
19.80
17.48
16.08
19.72
18.18
20.49
21.41
20.13
11.13
87

AVA (Expert A)
13.20
13.05
14.01
10.75
9.36
12.55
11.12
13.05
14.89
14.84
15.54
15.86
15.71
15.36
12.60
13.06
13.05
13.83
17.66
14.68
14.47
14.29
14.88
15.32
21.17
17.68
13.53
14.39
15.85
16.57
15.63
16.31
13.91
10.50
15.39
14.03
18.82
16.92
15.27
18.46
16.36
19.35
19.23
19.19
16.63

AVA (Expert B)
15.68
15.29
15.68
15.91
15.07
19.80
16.32
15.56
16.49
16.01
16.11
16.67
17.49
16.21
15.62
14.24
15.18
16.72
18.95
16.30
18.37
16.85
17.40
16.31
23.88
21.14
17.22
16.99
18.19
17.68
19.79
18.25
17.90
14.81
18.55
17.90
20.90
18.03
16.86
21.20
19.03
22.75
23.03
20.64
16.77

Data
Data
Data
Data
Data
Data
Data

91
92
93
94
95
96
97

Algorithm
18.78
18.78
20.20
20.20
20.44
20.68
21.28

Median by AVA
18.00
18.22
21.89
16.24
23.26
20.43
23.50

Mean by AVA
18.05
18.10
21.35
15.97
24.71
19.99
23.23
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AVA (Expert A)
17.18
15.74
17.85
14.75
23.18
17.59
22.02

AVA (Expert B)
18.97
20.33
23.11
16.72
27.70
21.96
24.16
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