In this paper we propose a robust version of varying coefficient models, which is based on the regularized regression with L1 regularization. We use the iteratively reweighted least squares procedure to solve L1 regularized objective function of varying coefficient model in locally weighted regression form. It provides the efficient computation of coefficient function estimates and the variable selection for given value of smoothing variable. We present the generalized cross validation function and Akaike information type criterion for the model selection. Applications of the proposed model are illustrated through the artificial examples and the real example of predicting the effect of the input variables and the smoothing variable on the output.
Introduction
The varying coefficient (regression) model (VCM) is flexible and powerful for modeling the dynamic changes of regression coefficients, which was firstly introduced by Hastie and Tibshirani (1993) . VCM is known to be a useful extension of the linear regression model, in which the regression coefficients are not fixed as constants but are allowed to change with the values of certain variables (smoothing variables, environmental variables). Since VCM inherits the simplicity and the easy interpretation of the linear regression models, it therefore gains the popularity in statistical literature in recent years. The introductions and current research areas of VCM are found in Hastie and Tibshirani (1993) , Hoover et al . (1998) , Fan and Zhang (2008) and Shim and Hwang (2015) . The problems of estimating coefficient functions and analyzing them appropriately have been studied in many areas of applied Statistics. Most of this attention of estimating coefficient functions has been focused on using kernel smoothing techniques. Fan and Zhang (2008) gave good reviews of VCM and discussed three approaches in estimating the coefficient functions: kernel smoothing, polynomial splines and smoothing splines. Wang and Xia (2009) proposed to combine the local polynomial smoothing (Fan and Gijbels, 1996) and the LASSO (least absolute shrinkage and selection operator; Tibshirani, 1996) for efficient estimation of VCM. There are some possibilities in constructing VCM. One is to set all regression coefficients be functions of a single input variable or multiple input variables. Another is to set each regression coefficient be function of different variables. There are various extensions of VCM ( Park et al ., 2015) .
We denote the smoothing variable by u i and an input vector by x i ∈ R dx and an output corresponding to x i and u i by y i , where i = 1, 2, · · · , n. Let f (u i , x i ) be the regression function of the output given u i and x i , which can be expressed as the form of VCM as follows:
where
Coefficient functions are usually estimated by the locally weighted regression (Cleveland and Susan, 1988) . Generally, all the input variables may not much affect the outputs so that some β(u i )'s may be 0's in true regression model. Lots of variable selection techniques such as the best-subset selection, stepwise selection, and Bootstrap procedures (Sauerbrei and Schumacher, 1992) for linear regression models have been proposed. Recently the LASSO has been proposed. By shrinking some regression coefficients to 0, this method provides the selection of important variables and the estimation of regression coefficients simultaneously. Huang et al . (2005) proposed the regularization and the variable selection approach using the LASSO (Tibshirani, 1996) . Hu and Rao (2010) proposed a weighted least squares method with sparse regularization to fit censored regression models with high-dimensional input variables. We consider the regularized regression with L1 norm, which is known to have the sparsity on estimation of regression coefficients (Williams, 1995) . We use the iteratively reweighted least squares (IRWLS) procedure to solve the regularized log -likelihood function with L1 norm of regression. It provides the efficient computation including variable selection.
The remainder of the paper is organized as follows. In Section 2 we briefly review VCM. In Section 3 we propose IRWLS procedure to regularized estimation for VCM with L1 regularization. In Section 4 we illustrate the applications of the proposed model to artificial data sets and a real data set. Section 5 gives the concluding remarks.
Varying coefficient model
, where y i ∈ R is an output, u i ∈ R is a smoothing variable and x i ∈ R dx is an input vector, the output y i is assumed to be related to u i and x i in the varying coefficient model as follows:
where X i = (1, x i ) and e i 's are independent error terms with mean 0 and a bounded variance.
For a given value of the smoothing variable u t , the coefficient functions in VCM are usually estimated locally by the formulating the weighted least squares problem as follows:
where W i (u t ) is a kernel function constructed by u i and u t . One of possible kernel functions is the radial basis kernel function such that
2 ) with a bandwidth parameter σ > 0.
Solving the weighted least squares problem leads to the estimate of β k (u t ) for k = 0, · · · , d x , which can be expressed as vector-matrix notation as follows:
where X is a n × (d x + 1) input matrix and W is a diagonal matrix of W i (u t )'s.
L1 regularized varying coefficient model
2 ). The negative log-likelihood function can be expressed as,
The regression function is estimated by a linear regression model such that f (u t , x i ) = X i β(u t ). Then the maximum likelihood estimates of β(u t ) are obtained by minimizing the negative log-likelihood function,
Generally, the maximum likelihood estimate of β(u t ) leads severe overfitting, so we are encouraged to use a prior over β(u t ). Then the regularized maximum likelihood estimate (the maximum a posteriori estimate) of β(u t ) can be obtained by minimizing the objective function as follows:
where p(β) is some prior over β.
To attain the robustness to the estimation of regression function, we use a Laplacian prior (Williams, 1995) to have the sparsity of estimates of β(u t ),
where ||β|| 1 = dx k=0 |β k | denotes L1 norm and λ is a positive regularization parameter.
The objective function can be reexpressed as follows:
Here λ controls the tradeoff between the goodness-of-fit on ||β|| 1 and the data. The objective function L(β|x) in (3.4) is not differentiable with respect to β at 0, we modify L(β|x) for easy estimation by using IRWLS procedure.
We consider the objective function given (β * , x) as follows: 
is obtained by minimizing L(β| β ( ) , x) with respect to β as follows:
where W (u t ) and V ( β ( ) ) are diagonal matrices with W i (u t )'s and (1/| β ( ) k |)'s, respectively. During iterations, we find that some hatbeta k 's tend to be 0 keeping the value of objective function L(β|x) decreasing, which motivates that we can find sparse estimates of β(u t ) which provides decreasing value of the objective function L(β|x) simultaneously.
Algorithm of L1 regularized locally weighted regression using IRWLS Procedure is given as follows:
iii) Set β k = 0 when β ( +1) k = 0 is sufficiently close to zero. Find v = {k|β k = 0}. iv) Iterate ii) and iii) until convergence.
The estimated regression function given (u t , x j ) is obtained as follows:
The performance of L1 regularized regression is affected by the hyperparameters, which are the regularization parameter λ and the bandwidth parameter. To choose the optimal values of hyperparameters, we consider the cross validation (CV) function for the model selection criterion as follows:
is the regression function estimated without the ith observation. Since for each candidate set of hyperparameters, f (−i) λ (u t , x i ) for i = 1, · · · , n, should be computed, choosing the optimal values of hyperparameters using CV function (3.8) is computationally burdensome. We consider GCV function as follows:
where H = (X (:, v) W X (:, v)+λV (v, v)) −1 X (:, v) W is the hat matrix such that f λ (u t , x) = Hy with the (i, j)th element H ij = ∂ f (u t , x i )/∂y j and X(:, v) consists of X ik for i = 1, · · · , n and k ∈ v. Details of derivation of GCV function can be found in Cho et al . (2010) and .
Akaike (1974) defined Akaike's Information Criterion (AIC) for the model selection criterion as follows:
where P is the number of estimable parameters in the given model and L 0 (β|x) is the negative log-likelihood function. We use an AIC-type criterion (Hwang et al ., 2011) to incorporate the simplicity of the model into the model selection criterion as follows:
where P is the average number of nonzero coefficient functions.
Numerical studies
Through the artificial data sets and the real data set, we illustrate the estimation performance of the proposed model. For each data set, the proposed model and the varying coefficient model (VCM) with the least squares-support vector regression (VCM LSSVR, Shim and Hwang, 2015) are applied with the optimal values of the hyperparameters chosen from AIC-type criterion (3.11) and GCV function, respectively. For VCM with the locally weighted regression (VCM LWR) in (2.1) the leave-one-out CV function is used. The radial basis kernel function is utilized for all examples in numerical studies.
Example 4.1 We generate N data sets by similar manner to Wu et al . (2015) . We compare the performance of estimations of regression functions and nonzero coefficient functions of the proposed model with VCM LWR and VCM LSSVR. For each i = 1, · · · , n, x i1 , · · · , x i15 and u i are generated from a uniform distribution, U (0, 1), respectively, and y i 's are generated as follows:
where e i 's are generated from the standard normal distribution, N (0, 1), Student t-distribution with 3 degrees of freedom, t(3) and Laplace distribution, L(0, 2), respectively. Coefficient functions are set as β 0 (u) = 0, β 1 (u) = 2sin(2πu), β 2 (u) = 2exp(2u − 1), β 3 (u) = 6u(1 − u), β 4 (u) = −4u 3 , β 5 (u) = β 6 (u) = · · · = β 15 (u) = 0. From each data set we obtain the mean squared error (MSE) to measure the estimation performance.
Tables 4.1, 4.2 and 4.3 are the results from example 4.1, which show averages of MSE's for regression functions and nonzero coefficient functions, respectively. The boldfaced figure in each column signifies the smallest MSE. For n = 100, the proposed model shows the best performance. For n = 200 with t(3) distribution and L(0, 2) distribution, the proposed model shows the best performance. For n = 500 with L(0, 2) distribution, the proposed model shows the best performance. Thus, we can see that the proposed model shows the better performance for the smaller sample sizes and the thicker tailed distributions, which indicates that the proposed model provides the robust estimations of regression functions and nonzero coefficient functions. Table 4 .1 Results of example 4.1: Averages of MSE's of ∆f = f (u, x) − f (u, x) and ∆β k = β k (u) − β k (u) (standard error in parenthesis) for n = 100 and N = 1000. log(y i ) = β 0 (u i ) + β 1 (u i )x i + e i , i = 1, · · · , 526, where y, u and x denote the wage, years of education and marital status, respectively. .1 shows the extent to which the coefficient function varies with years of education, which shows that the smoothing variable (u, 'educ') gives the strong effect on the regression coefficient function. Three models show similar pattern on this example but estimates of coefficient function β 1 (u) by the proposed model are 0's under 6 years of education.
Conclusions
In this paper, we dealt with a robust version of varying coefficient model based on the regularized locally weighted regression model with L1-regularization. We use the iteratively reweighted least squares procedure to solve the L1 regularized log-likelihood function. The proposed model provides the efficient computations and the generalized cross validation function for the model selection. We showed that the proposed model derives the satisfying solutions through the examples. The proposed model is found to be simple and reliable in that both estimation of the coefficient functions and variable selection.
