Techniques are presented for computing upper and lower bounds on the numberof errors that can becorrected by list decoders for general block codes and, speci cally, for Reed-Solomon (RS) codes. The list decoder of Guruswami and Sudan implies such a lower bound (referred to here as the GS bound) for RS codes. It is shown that this lower bound, given by means of the code's length, the minimum Hamming distance, and the maximal allowed list size, applies in fact to all block codes. Ranges of code parameters are identi ed where the GS bound is tight f o r w orst-case RS codes, in which case the list decoder of Guruswami and Sudan provably corrects the largest possible number of errors.
Introduction
An (n M d) (block) code C over an alphabet F of size q is an M-subset of F n with minimum Hamming distance d between any two di erent codewords. In cases where F is a nite eld and C is a linear subspace of F n , namely k = log q M = dim C, we refer to C as an if d = n+1; log q M, thus satisfying the Singleton bound 3, Page 88] with equality in particular, k = log q M must beaninteger.
An n k d] (generalized) Reed-Solomon (in short, RS) code over a nite eld F = G F (q) is a linear MDS code that consists of all words (vectors) of the form (f( 1 ) f( 2 ) : : : f( n )), where 1 2 : : : n are prescribed distinct elements of F, which are commonly referred to as the code locators, and f(x) ranges over all polynomials of degree less than k = n;d+1 over F.
Denote by d H (v 1 v 2 ) the Hamming distance between two words v 1 v 2 2 F n . A list-d ecoder with a decoding radius for a code C F n is a mapping D : F n ;! 2 C such that (i) jD(v)j `for every v 2 F n , and (ii) c 2 D(v) if and only if c 2 C and d H (c v) . In other words, given a received word v 2 F n , the decoder D returns all the codewords in C that are at Hamming distance at most from v, and the size of that list is guaranteed to beat most`. The decoding radius therefore stands for the largest numberof errors that are corrected by D.
Denote by `( C) the largest decoding radius of any list-`decoder for a code C F n . The value `( C) is the largest integer value R such that all Hamming spheres of radius R in F n contain at most`codewords of C.
Hereafter, by a n admissible quadruple (` n d q) w e mean that`, n, d, a n d q are positive integers such that 1 d n. By an RS-admissible quadruple (` n d q) we mean an admissible quadruple for which, in addition, n q and q is a p o wer of a prime.
Given an admissible quadruple (` n d q), we de ne `( n d q) = m i n C `( C) (1) where the minimum is taken over all (n M d) block codes over an alphabet of size q. For an RS admissible quadruple (` n d q), we also de ne RS (n d q) = min C `( C) (2) where the minimum is taken over all n k d] RS codes over GF(q). Studying these two quantities is the subject of this paper. Taking the minimum in (1) or (2) results in the value `( C) of the`worst' code C in the respective family. In particular, we are interested here in the attainable performance of list-`decoders of RS codes (i.e., in the largest numberof errors that can be corrected by such decoders), independently of the particular choice of the code locators. From the practical side, this is justi ed by the structure of existing RS decoding algorithms, which are typically not tailored to speci c selection of code locators. When n = q, the minimum in the de nition of RS (n d q) is taken over one set of code locators in fact, this is also the case when n = q;1, where one can assume that all the code locators are nonzero (see 11, p. 305, Problem 7] ).
Clearly, the quantities `( n d q m ) a n d RS (n d q m ) are non-decreasing with`and nonincreasing with m, and for every admissible quadruple (` n d q), (independently of q).
The Guruswami-Sudan bound
Guruswami and Sudan present in 7] a list-`decoding algorithm for n k d] RS codes over GF(q) (see also the earlier work of Sudan 13] ). The decoding radius of their decoder depends on the parameters (` n d q) as summarized in Theorem 1.1 below. We rst introduce several notations that are required not only for the statement of their result, but also in our analysis throughout this paper. Given` 1, partition the real interval 0 1) into the`sub-intervals 0 2 ) 2 3 ) : : : ` 1) (3) where r = r (`) = r(r;1) (`+1) r = 1 2 : : : +1 : (4) Given integers n and d such that 1 d n, de ne the relative minimum distance = d=n. 
The mapping 7 ! `( n n ) is piecewise-linear and continuous over 0 1) for every xed n.
I t c a n b e e a s i l y v eri ed that `( n d) < d , for every value of`, assuming d n. One can also verify that when 1 ;
`, `( n d) = d=2 : By its de nition, `( n d) i s a n integer if and only if (`+1)r divides `+1 2 d ; `+1;r 2 n : (6) The following result follows from 7] and is proved in the Appendix. One can easily see that a failing list of size`+1 is contained in an (n M d) code C if and only if `( C) attains the GS bound. Several families of MDS codes and RS codes that contain such failing lists are presented in 9] their constructions are based on block designs, and in each of these constructions, the relative minimum distance is such that 1; = r (`).
In this work, we introduce a combinatorial con guration, akin to block designs, that de nes a structure of failing lists which c o vers the whole range of rational values (and not just those for which 1 ; = r (`)). Furthermore, we prove that for triples (` n d) that satisfy the divisibility condition (6), our structure completely characterizes the failing lists of sizè +1 in any given (n M d) code over any alphabet F. This, in turn, provides su cient and necessary conditions on the existence of such failing lists (see Proposition 2.3 in Section 2).
It turns out that our necessary conditions imply that there is a range of parameters where the GS bound is not tight for any code. For example, Proposition 1.3 below indicates the non-existence of failing lists in cases where the alphabet size is small. Proposition 1.3 Let (` n d q) be an admissible quadruple, let r be the unique integer such that 1 ; d=n 2 r r+1 ), and assume that (6) holds. Then `( n d q) `( n d) if either of the following conditions hold: 1 ; d=n = r and q < +1;r, or 1 ; d=n > r and q < +2;r. Proposition 1.3 is proved in Section 2.4, where additional cases are indicated in which t h e GS bound is not tight. These cases are found by connecting the (non)-existence of failing lists to the (non)-existence of constant-weight codes and of block designs. (In contrast, Justesen and H holdt identify triples (` n d) for which the GS bound is tight for MDS codes over su ciently large elds see (the proof of) Theorem 4 in 9] .)
The remaining results in our paper deal with RS codes. Here, we use the identity k;1 = n;d, and we slightly modify the common de nition of rate of an n k d] MDS code and use it for the value (k;1)=n = 1 ; as it turns out, this value ts more conveniently into our analysis. The intervals r r+1 ) are thus referred to as rate intervals.
First, we obtain su cient and necessary conditions for the existence of failing lists in RS codes (see Lemma 3.1 in Section 3). Using our su cient conditions, we identify families of RS codes (other than those obtained in 9]) that attain the GS bound. For triples (` n k) that correspond to the rst and last sub-intervals in (3) (speci cally, ( k;1)=n 2=(`(`+1)) or (k;1)=n 1 ; (2=(`+1))), we nd a variety of nite elds GF(q) over which there are n k d] RS codes that attain the GS bound. These results are summarized in Propositions 1.4 and 1.5 below and proved later on (with all subsequent results that are stated in this section) in Section 4. Proposition 1.4 covers the high-rate range (i.e., small values of d=n) and identi es quadruples (` n d q) for which a list-`decoder for the worst n k d] RS code, and hence for the worst (n M d) code, does no better than a list-1 (`classical') decoder. Based on known properties of Sidon sets, we s h o w in Section 4.5 that each of the two cases, (a) and (b), in Proposition 1.5 covers in nitely many RS-admissible quadruples.
Observe t h a t w e h a ve excluded the case d = n (the repetition code) from Proposition 1.5. Here we have RS (n n q) = d `( n n)e ; 1 = d(`n=(`+1))e ; 1 only when< q : there are`+1 codewords at Hamming distance dn=(`+1)e from a word v in which each of some`+1 e l e m e n ts of GF(q) occurs at least bn=(`+1)c times. When` q we obviously have RS (n n q) = n. Consider now the intermediate sub-intervals in (3), i.e., the mid-rate range 2 +1 < d n < 1 ; 2 (`+1) this range is nonempty for` 3. The treatment of this range seems to bemore elaborate than the extreme (rightmost and leftmost) sub-intervals. Hence, our results for the mid-rate range are quite partial yet, they demonstrate that the techniques that are developed in this paper are applicable not only to the extreme sub-intervals. These results are presented in Section 4.4.
The propositions presented in this introduction section, together with those presented in Sections 4.1 and 4.4, imply, for example, that lim inf q!1 3 (n k q) = d 3 (n k)e ; 1 for all 1 k n 15, except possibly for (n k) 2 f (4 2) (10 3) (14 6) (15 7)g. Verifying this statement is left to the reader.
On the other hand, as part of our treatment of the mid-rate range, we also nd RSadmissible quadruples (` n d q) for which the GS lower bound is not tight. The next two propositions provide two examples of such quadruples.
6 Proposition 1.6 Let q 11 be a power of an odd prime. Then, This work is organized as follows: In Section 2, we develop the tools for synthesizing and analyzing failing lists in general codes. Theorem 1.2, Proposition 1.3, and some other combinatorial conditions on the tightness of the GS bound are proved using these tools. Speci c tools for RS codes are then introduced in Section 3. Finally, Section 4 contains the proofs for Propositions 1.4{1.7.
Failing lists in general codes
Throughout this section, we x the alphabet F of size q, the length n and minimum Hamming distance d < n of an (n M d) c o d e over F, a n d a list size`. We let r bethe unique integer such that 1 ; d=n 2 r r+1 ), and we use the notation hni for the set f1 2 : : : n g. x > (`+1)(n ; `( n d)) :
On the other hand, the number of di erent contradicting (10) . The above proof is essentially a generalization of the proofs of Theorems 2 a n d 3 in 11, Ch. 17] to any nite alphabet: Theorem 2 therein is the Johnson bound on the size of a binary constant-weight code, and Theorem 3 follows from the Johnson bound by using arguments that take into account that the parameters we optimize over are integers. It turns out that a similar proof technique can be applied in our case, where non-binary codes are considered. (In 5, Theorem 4.2 (part 2)], the proof technique of the Johnson bound is re ned for non-binary codes. It uses the observation that two codewords c s and c t in a non-binary code can both disagree with a given word v o n a g i v en position i while they also disagree with each other on position i. However whose union is hni. A partition vector P is said to be proper if I 0 j = for all j. The existence of a proper (` r)-con guration over F implies q `+1;r, where the existence of a non-proper con guration implies the weaker inequality q `+2;r.
We will hereafter abbreviate notations and write (I i ) i k(I 0 j ) j for a partition vector a proper partition vector will also be written as (I i ) i . Given a partition vector P = (I i ) i k(I 0 j ) j , an (` r)-con guration with respect to P is a set of`+1 words L = fc 0 c 1 : : : c`g F n that satis es the following two conditions: The following corollary describes a case with certain symmetry where Lemma 2.1 can be applied. This special case is later used to indicate RS codes that contain failing lists. We point out that the failing lists described in 9], corresponding to cases where the relative minimum distance is 1 ; r , have a combinatorial structure which is a special case of the (` r)-con guration in Corollary 2.2, obtained when 0 = 0. As indicated in 9], the incidence structure D(L) in this case is a replication of the trivial (complete) BIBD with parameters (`+1 r (n;d)= ). In such a BIBD, the n= `+1 r blocks correspond to all the distinct r-subsets of the point set L, each pair of points appears in exactly (n;d)= = r blocks, and each single point appears in exactly (n; `( n d))= = r ;1 blocks.
Example 2.1 Fix a list size`and a rational number 2 (0 1]. We claim that one can always extend to some admissible quadruple (` n d q) with d=n = , such that`+1 words that form a failing list are contained in F n (where F is an alphabet of size q). Indeed, replacing d by n in (15) (where r is uniquely determined by and`) transforms (15) into a set of two homogeneous equations in the three unknowns , 0 , and n. A nontrivial integer solution must then exist. For any value of q greater than`+2;r, we can nd`+1 words in F n that form an (` r)-con guration with respect to some partition vector P = (I i ) i k(I 0 j ) j of hni, where jI i j = for 1 i `+1 r , and jI 0 j j = 0 for 1 j `+1 r+1 . By Corollary 2.2, this is a failing list. 11 2.3 Necessary conditions on the existence of failing lists Proposition 2.3 below motivates our interest in failing lists that form (` r)-con gurations. It states that when `( n d) is an integer, namely when (6) holds, every failing list of size`+1 is necessarily an (` r)-con guration. The su cient condition for the existence of a failing list, as stated in Lemma 2.1, thus turns to be necessary in cases where (6) holds. Proposition 2.3 Let`, r, n, and d be integers for which (6) holds, and let L be a failing list of size`+1 that is contained in an (n M d) code over F.
N1
The list L is an (` r)-con guration with respect to some partition vector P = ( I i ) i k(I 0 j ) j of hni that satis es conditions (13){ (14) with equality. N2 P is proper (i.e., exactly r out of the`+1 words in L agree on every position) if and only if 1 ; d=n = r(r;1)=(`(`+1)) = r . N3 If 1 ; d=n = r(r;1)=(`(`+1)), then q `+1;r. Otherwise, q `+2;r. 
Let y beas in (11) . Under the assumption that (6) holds, y must bean integer. When 1 ; d=n = r , we get y = 0 otherwise, 0 < y < n . Regard x 1 x 2 : : : x n as integer variables that are constrained to satisfy (16) with equality. By 11, p. 526], the minimum of the sum
is attained when (and only when) y of the variables take the value r+1 while the rest take the value r such an assignment satis es (17) with equality. Since the minimum could only increase if we constrained the sum P n =1 x to belarger, we have thus characterized the only feasible solutions to (16){(17).
We now de ne the partition vector P that is stated in the lemma. For every subset S i (respectively, S 0 j ) o f f0 1 : : : g of size r (respectively, r+1), let I i (respectively, I 0 j ) be the set of positions on which the words in L i = fc s : s 2 S i g (respectively, L j = fc s : s 2 S 0 j g)| 
Since L is a failing list, we can bound the right-hand side of (18) from above b y n;d and the right-hand size of (19) from below b y n ; . This, in turn, implies that conditions (13){ (14) hold. Furthermore, since (16){(17) hold with equality, we obtain, It follows that conditions (13){ (14) hold with equality, and so does (18). The equality in (18) implies that when x = r (respectively, x = r+1), there are exactly r 2 (respectively, r+1 2 )
di erent pairs of words in L that agree on their th coordinate. In particular, a word in LnL i (respectively, L n L 0 j ) does not agree on any position in I i (respectively, I 0 j ) with any other word in L. We conclude that L is an (` r)-con guration with respect to the partition vector P, and property N1 is thus proved. Recalling that y=0 when 1 ; d=n = r , property N2
is proved as well. Property N3 is implied by Properties N1{N2 and by the de nition of an (` r)-con guration.
Constant-weight codes, Block designs, and failing lists
One necessary condition on the existence of failing lists is given in Proposition 2.4 below b y means of constant-weight codes. If F is an additive group, then an (n d w) constant-weight code over F is a subset of F n such that the Hamming weight (i.e., the numberof nonzero components) of every codeword is w and the minimum Hamming distance between di erent codewords is d (see also 11, page 524]).
Proposition 2.4 Let (` n d q) be an admissible quadruple, let r be the unique integer such that 1 ; d=n 2 r r+1 ), and assume that (6) holds. Suppose that a failing list is contained 13 in some (n M d) code over an additive group F of size q. Then a (possibly di erent) failing list forms an (n d `( n d)) constant-weight code C over F, c onsisting of`+1 codewords. The Hamming distance between di erent codewords in C is exactly d.
Proof: Let L = fc s gs =0 bethe failing list, and let v beasin the proof of Proposition 2.3. By property N1 of that proposition, the set fc 0 ;v c 1 ;v : : : c`;vg forms the required constant-weight code over F.
Let L be a failing list as in Proposition 2.3. We consider the incidence structure D(L) = (L B M) as a generalization of a BIBD(`+1 r n ;d), referred to as a quasi-BIBD and denoted QBIBD(`+1 r n ;d n). For an introduction on BIBDs, see 2], 8, Ch. 10], and 11, Section 2.5]. In a QBIBD, similarly to a BIBD, every pair of points appears in exactly n;d blocks (the incidence structure is pairwise balanced), and each single point appears in exactly n; `( n d) blocks. However, in a QBIBD, y blocks are of size r+1, where y is de ned by (11) , and the remaining n;y > 0 blocks are of size r. In addition, repeated blocks are allowed in a QBIBD.
Note that the numberof blocks n appears as a parameter in the de nition of a QBIBD since it is not uniquely determined by the other three parameters. However, the following connection between the parameters must hold:
When the left inequality in (20) holds with equality (i.e., the code relative minimum distance is 1 ; r ), the n blocks are all of size r.
Some useful properties of a BIBD, such as Fisher's inequality (see, for example, 2, p. 81]), hold also for a QBIBD, as stated in the following lemma. The proof is essentially the same as in the case of a BIBD, a n d i t i s i n c l u d e d f o r t h e sake of completeness. Lemma 2.5 In a QBIBD(`+1 r n ;d n), there are at least`+1 distinct blocks. In particular,`+1 n.
Proof: Let D(L) = ( L B M) be an incidence structure of a QBIBD(`+1 r n ;d n). The entries of the (`+1) (`+1) matrix MM T are given by 14 The following corollary is implied by Proposition 2.3 and Lemma 2.5. Corollary 2.6 Let`, r, n, and d be integers for which (6) holds. Then a failing list of size`+1 is contained in an (n M d) code over some alphabet F only if there exists a QBIBD(`+1 r n ;d n). In particular,`+1 n whenever a failing list L exists.
The next lemma deals with the special case n =`+1.
Lemma 2.7 A QBIBD(n r n ;d n) is a (symmetric) BIBD(n r n ;d).
Proof: By Lemma 2.5, the n blocks are all distinct. Now, in a QBIBD(n r n ;d n), each point appears in n; `( n d) blocks and, so, `( n d) is an integer. The divisibility condition (6), which necessarily holds here, becomes 2r divides r(r+1) + (n;1)(n;d) : By (20), we also require r(r;1) (n;1)(n;d) < r (r+1) : The above two constraints are satis ed only if (n;1)(n;d) = r(r;1), implying that the n distinct blocks are all of the same size r. The QBIBD is thus a B I B D .
Proposition 2.8 below deals with list sizes` n;1. In particular, it states that when`= n;1, the GS bound can be attained only when there is a symmetric BIBD with parameters (n r n ;d). Such a design consists of n`points' and n`blocks' of size r, where each pair of distinct points appears in exactly n;d blocks. Necessary conditions on the parameters of a symmetric BIBD were given by Bruck, Chowla, and Ryser (see 2, page 100] or 8, page 133]). It follows from Proposition 2.8 that whenever these conditions are not satis ed by (n r n ;d), no (n M d) code attains the GS bound with equality. For example, since there is no BIBD(22 7 2), we obtain for every alphabet size q, 21 Suppose that C contains a set L = fc 0 c 1 : : : c`g which i s a n ( r)-con guration with respect to some partition vector P for which (13){(14) are satis ed. Without loss of generality, assume that c 0 is the zero codeword (otherwise, subtract c 0 from each c s to obtain another (` r)-con guration with respect to P). For every two indexes s t such that 0 s < t `, the di erence c s ;c t is a codeword that is obtained by evaluating a polynomial of degree k;1 at the code locators. We denote this polynomial by a s t f s t (x), where a s t 2 F n f 0g and f s t (x) is a monic polynomial of degree k;1. (b) In cases where (6) holds, the su cient conditions in part (a) for the existence of a failing list of size`+1 are also necessary, and each polynomial f s t (x) has degree k;1. This matrix, in turn, is singular if and only if (25) holds. Now, the values off g h must be all nonzero in every nontrivial solution of (24), as required by the di erence condition: by (27), it is impossible that exactly two of them are zero, and if only one is zero, then, by c o m bining (26) and (27) we obtain that two out of three polynomials f(x), g(x), and h(x) are identical this, however, contradicts our assumption that these polynomials are distinct.
Our constructions that realize (22){(23) will have the special structure de ned next. A set of polynomials of degree e over F is simple over a set U F if the following three conditions hold: (S1) Each polynomial has e simple roots in U. (S2) Every two distinct polynomials in the set are relatively prime.
17
(S3) The polynomials di er only in the ith coe cient, for some i. For example, they di er only in their constant term. Corollary 3.3 Every three polynomials in a simple set satisfy the di erence condition.
Proof: Let f(x), g(x), and h(x) be three polynomials of degree e in a simple set. By property S3 of simple sets, (f i ; h i )(f j ; g j ) = ( f i ; g i )(f j ; h j ) = 0 , for every distinct i j such that 0 i j e. Obviously, for i = j we have (f i ; h i )(f j ; g j ) = ( f i ; g i )(f j ; h j ).
By Lemma 3.2, the di erence condition is satis ed. For every 0 s < t `, the polynomials f 0 s (x), f 0 t (x), and f s t (x) satisfy the di erence condition, and g s t u (x) does not divide f 0 s (x) for every 0 < s < t < u `.
Rates above 2=(`(`+1
Proof: We show that the su cient conditions of Lemma 3.1(a) hold. If f 0 s (x), f 0 t (x), and f s t (x) satisfy the di erence condition, then, by de nition, there must be nonzero a 0 s a 0 t a s t 2 F such that a s t f s t (x) = a 0 s f 0 s (x) ; a 0 t f 0 t (x) :
In case where`= 2 , w e are done. Turning to larger values of`, we need to show that the same coe cient a 0 s multiplies f 0 s (x) in (23), independently of t. Given s 2 h;2i, consider any indexes t and u such that 18 s < t < u `. There must benonzero a 0 s a 0 t a s t 2 F satisfying (29) and, by the same arguments, there must be nonzero a 0 u a t u a s u a 0 0 s 2 F such that a t u f t u (x) = a 0 t f 0 t (x) ; a 0 u f 0 u (x) (32) Clearly, g s t u (x) divides the left-hand side of (32). However, according to the assumptions of the lemma, g s t u (x) does not divide f 0 s (x). We therefore conclude that a 0 0 s = a 0 s , i.e., the same coe cient a 0 s does indeed multiply f 0 s (x) in (23), independently of t. Proof: We show that whenever r =`> 2, for every 0 < s < t < u `the polynomial g s t u (x) in (28) does not divide f 0 s (x). The existence of a failing list will then follow from Lemma 3.4.
Without loss of generality we can assume that the sets S i are de ned so that S 1 = f1 2 : : : g. For every 0 < s < t < u, the polynomial g s t u (x) does not divide f 0 s (x) if and only if deg A S 1 (x) > 0. Assume to the contrary that deg A S 1 (x) = 0. Since A S 1 (x) = f s t (x)=g 0 s t (x), it then follows that deg g 0 s t (x) = k;1 therefore, f 0 s (x) = g 0 s t (x) = f 0 t (x), contradicting our assumption that f 0 s (x) a n d f 0 t (x) are distinct.
Corollary 3.6 Let the positive integer triple (` n k) be such that (k;1)=n > 2=(`(`+1)), and let r > 1, > 0, and 0 0 be integers for which (15) holds. Let P = (I i ) i k(I 0 j ) j be a partition vector of hni in which jI i j = and jI 0 j j = 0 , and let f s t (x) and g s t u (x) be the polynomials de ned by (22) and (28), respectively. Suppose that for every 0 s < t `, there is a polynomial divisor s t (x) of g 0 s t (x) for which the set ff 0 s (x)= s t (x) f 0 t (x)= s t (x) f s t (x)= s t (x)g is simple over the set of code locators of C. Then C contains a failing list of size`+1.
Proof: By Lemma 3.4, it su ces to show that g s t u (x) does not divide f 0 s (x) for every 0 < s < t < u `. If 2 < r `, there is a nonempty partition element I i in P that corresponds to a subset S i f0 1 : : : g such that fs t ug S i while 0 = 2 S i . In this case, A S i (x) divides g s t u (x) y et it does not divide f 0 s (x) therefore, g s t u (x) does not divide f 0 s (x), as required. Assume now that 2 = r < . Since (k;1)=n > 2=(`(`+1)), there must exist a nonempty partition element I 0 j in P that corresponds to a subset S 0 j = fs t ug of f0 1 : : : g. Since jI 0 j j = 0 > 0, the polynomial A S 0 j (x) divides g s t u (x) but not f 0 s (x) thus, g s t u (x) does not divide f 0 s (x), as required.
3.3 The low-rate range: 0 < (k;1)=n 2=(`(`+1))
Suppose that the rate of C satis es (k;1)=n < 2 = 2=(`(`+1)) and that C contains an (` 1)-con guration L. At most two out of the`+1 words in L agree on every position and, so, (22) becomes f s t (x) = f s t (x)=g 0 s t (x) = A S 0 j (x) for S 0 j = fs tg. Suppose now that (k;1)=n = 2 and that L is an (` 2)-con guration here, f s t (x) = f s t (x)=g 0 s t (x) = A S i (x) for S i = fs tg. In both cases, the set ff s t (x)g s t already satis es conditions (S1) and (S2) for being simple over the set of code locators of C. However, it turns out that when> 2 i n any of those two cases, taking the set ff s t (x)g s t to besimple over the set of code locators does not guarantee the existence of multipliers fa s t g s t for which (23) holds. An auxiliary condition on the coe cients of ff s t (x)g s t is needed in this case, as stated in the following lemma. Proof: Our proof is based on Lemma 3.1(a). To this end, we rst nd a partition vector P = ( I i ) i k(I 0 j ) j of hni that satis es (13){ (14) and that allows us to express the polynomials 20 f s t (x) in the form (22). When (k;1)=n = 2 we select P to be proper and for every S i = fs tg we let I i = f : f s t ( ) = 0 g. When (k;1)=n < 2 , w e select P = ( I i ) i k(I 0 j ) j so that for S 0 j = fs tg the partition element I 0 j is given by f : f s t ( ) = 0g. Each of the`+1 partition elements I i , which correspond to singleton subsets S i , c o n tains at least b(n;jUj)=(`+1)c of the remaining elements of hni.
Since the various polynomials f s t (x) are all distinct, P is indeed a partition vector. It is also clear that P satis es (13) Given the partition vector P, we have f s t (x) = f s t (x), where f s t (x) are given by (22).
By Lemma 3.1(a), all we still need to show is that there are nonzero coe cients a s t , 0 s < t `, for which (23) holds. We distinguish between three cases, according to the value of`(omitting the obvious case`= 1). Case 1:`= 2 . The three polynomials f 0 1 (x), f 0 2 (x), and f 1 2 (x) satisfy condition (S3) of a simple set therefore, by Lemma 3.2, they satisfy the di erence condition.
Case 2:`= 3. Since f 0 1 (x) f 0 2 (x) : : : f 2 3 (x) satisfy condition (S3), the set of linear equations (23) where 0 s 0 < t 0 3 and 0 s 00 < t 00 3 yet, the latter contradicts our assumption that f 0 1 (x) f 0 2 (x) : : : f 2 3 (x) are all distinct. Therefore, in a nontrivial solution for a 0 1 a 0 2 : : : a 2 3 , all these elements are nonzero.
Case 3:`> 3. Fix some s in the range 1 < s `;2, and consider another index t in the range s < t `;1. Proof: Part (a): Let C bean n k d] R S code over GF(q) where k < n (d > 1) and let C 0 beobtained by deleting the last coordinate from each codeword of C. A list-`decoder for C can be obtained by truncating the last coordinate from the received word and applying a list-`decoder for C 0 to the resulting word. Hence, `( C) `( C 0 ), and, so, `( n d q) `( n;1 d ;1 q). On the other hand, a list-`decoder for C 0 can be obtained by appending an arbitrary nth coordinate to the received word, followed by an application of a list-`decoder for C. Therefore, `( C 0 ) `( C) ; 1 and, since C 0 can be any n;1 k d ;1] RS code, `( n;1 d ;1 q) `( n d q) ; 1. Part (b): Every n;1 k ;1 d ] RS code C over GF(q) with n q can be extended to an n k d] (generalized) RS code C over GF(q) by adding one column to the parity-check matrix of C (see 11, Section 10.8]). Therefore, a list-`decoder for C can be obtained by appending a zero coordinate to the received word and then applying a list-`decoder for C. Hence, `( C) `( C) and, so, `( n;1 d q) `( n d q). 22 
Types of simple sets of polynomials
In some of our proofs, we will use two types of sets of polynomials that are simple over certain sets U, as follows. Starting with the case k = n, w e h a ve< 2n 1 + ( q;1)n for all RS-admissible quadruples (` n d q) 6 = ( 3 2 1 2) so, in this case, `( n 1 q) = 0 . We assume from now on in the proof that d = n;k+1 is an even number (in such cases (6) holds) the case of oddd follows from Proposition 4.1(a). We show that there is an n k d] De ne P to be a partition vector (I 1 I 2 : : : Ì +1 I 0 1 ) of hni with jI i j = d=2 and jI 0 1 j = n ; (`+1)d=2, and let C bede ned by the code locators 1 2 : : : n , where U i = f g 2I i and U 0 1 = f g 2I 0 1 .
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By construction, P satis es both (13) and (14) i=1 and is therefore a simple set over U. Hence, the polynomials f 0 s (x), f 0 t (x), and f s t (x) satisfy the di erence condition. Corollaries 3.5 and 3.6 now imply that C contains a failing list of size`+1.
We n e x t show that there are in nitely many quadruples satisfying the conditions of this proposition. The quadruples (` n d q) where 2 d 5 a n d Each of these three sets of polynomials is simple over U, since the three polynomials in each set di er only in their coe cient of x m . Applying Corollary 3.6 to the partition vector
, it follows that C contains a failing list of size 4.
Part (b): We assume that the eld size q is p h for a prime p 11 and that m = p b for b < h the case p = 2 is omitted, as it is covered by Proposition 4.3 (to be proved right b e l o w). Let (x) bea linearized polynomial of degree m over F = GF(q) that has m simple roots in GF(q). Let bea nonzero element in the range of the mapping : F ! F by linearity, the (distinct) elements 0 2 : : : 10 are also in that range. As in part (a), we de ne six polynomials A fs tg (x), 0 s < t 3, and four polynomials A fs t ug (x), 0 s < t < u 3, each having m simple roots in F and every two are relatively prime:
A f0 1g (x) = (x) ; 2 A f0 2g (x) = (x) ; A f0 3g (x) = (x) ; 7 A f1 2g (x) = (x) ; 3 A f1 3g (x) = (x) ; 9 A f2 3g (x) = (x) ; 8 A f0 1 2g (x) = (x) ; 11 A f0 1 3g (x) = (x) ; 5 A f0 2 3g (x) = (x) ; 6 A f1 2 3g (x) = (x) ; 4 :
The proof now continues as in part (a) in particular, the sets (37) that result in this case are simple, as the three polynomials in each set di er only in their constant term.
The failing list in Figure 1 so that U i = f g 2I i . The code C is now de ned as a 10m 3m+1 7m] RS code over F whose set of code locators is U. Let the polynomials f s t (x) and g s t u (x) bede ned by (22) and (28) respectively. It can beveri ed that each of the six sets
is simple over F. In particular, the polynomials|each of degree 2m|in every set di er only in their constant terms. For example, (14) hold with equality. Furthermore, since r (`) = 3 (4) = 3=10 = 1 ; d=n, the partition vector P is proper: exactly r = 3 codewords agree on every position. We next show that each set I i has size 1.
Assume to the contrary since P 10 i=1 jI i j = 10, at least one of the partition elements, say I 1 , is empty. Without loss of generality, let S 1 = f0 1 2g and let the sets I 2 through I 7 correspond, respectively, to S 2 = f0 1 3g, S 3 = f0 1 4g, S 4 = f0 2 3g, S 5 = f0 2 4g, S 6 = f1 2 3g, a n d S 7 = f1 2 4g. We h a ve, Proof of Proposition 1.6: Assume to the contrary that there is a 10 4 7] RS code C over GF(q), q odd,that contains a failing list L of size 5. By Lemma 4.4, this failing list is a (4 3)-con guration with respect to a proper partition vector P = (I i ) 10 i=1 , where jI i j = 1 for all i. Let 1 2 : : : 10 bethe code locators of C. The polynomials A S i (x), which are de ned by (21), can bewritten, without loss of generality, as A f0 1 2g (x) = x ; 1 A f0 1 3g (x) = x ; 2 A f0 1 4g (x) = x ; 3 A f0 2 3g (x) = x ; 4 A f0 2 4g (x) = x ; 5 A f0 3 4g (x) = x ; 6 A f1 2 3g (x) = x ; 7 A f1 2 4g (x) = x ; 8 A f1 3 4g (x) = x ; 9 A f2 3 4g (x) = x ; 10 :
The polynomials f s t (x), 0 s < t 4, are de ned accordingly by (22).
By Lemma 3.1(b), the ten polynomials f s t (x) must satisfy (23). In particular, for every 0 s < t 4, the three polynomials f 0 s (x)=g 0 s t , f 0 t (x)=g 0 s t (x), and f s t (x)=g 0 s t (x), which take the form (x ; i 1 )(x ; i 2 ), must satisfy the di erence condition. By Lemma 3. 
Now, if the matrix in (45) were nonsingular, then the unique solution of (45) would be 7 = 8 = 9 = 1, thereby requiring from (44) that certain code locators be identical, namely, 7 = 3 , 8 = 2 , a n d 9 = 1 . Since this is impossible, the matrix in (45) must be singular, and this occurs if and only if ;( 1 ; 5 )( 2 ; 4 )( 3 ; 6 ) = ( 1 ; 4 )( 2 ; 6 )( 3 ; 5 ) : (46) Re-iterating the analysis, with equations (39){(41) now replaced by (41){(43), we obtain ;( 6 ; 5 )( 2 ; 4 )( 3 ; 1 ) = ( 6 ; 4 )( 2 ; 1 )( 3 ; 5 ) : (47) Subtracting (46) from (47) and simplifying the result yields 2( 1 ; 6 )( 2 ; 4 )( 3 ; 5 ) = 0 : However, this is a contradiction whenever q is odd. We t h us conclude that C cannot contain the failing list L.
4.4.3 List-10 decoders for 11 3 9 ] RS codes Proof of Proposition 1.7: Assume to the contrary that there is an 11 3 9] RS code over GF (2 h ) that contains a failing list L of size 11. By Proposition 2.3 and by property B1 in Proposition 2.8, the failing list corresponds to a symmetric BIBD(11 5 2) (which has 11 blocks), namely it forms a (10 5)-con guration with respect to a proper partition vector P = (I i ) i such that eleven partition elements I i have size 1 whereas all the other partition elements in P are empty.
As this BIBD is essentially unique (see 2, page 73]), we can assume, without loss of generality, that the nonempty partition elements in P are I i = fig, 1 i 11, where S 1 S 2 : : : S 11 are given by S 1 = f1 3 4 5 9g S 2 = f2 4 5 6 10g S 3 = f0 3 5 6 7g S 4 = f1 4 6 7 8g S 5 = f2 5 7 8 9g S 6 = f3 6 8 9 10g S 7 = f0 4 7 9 10g S 8 = f0 1 5 8 10g S 9 = f0 1 2 6 9g S 10 = f1 2 3 7 10g S 11 = f0 2 3 4 8g :
De ne A S i (x) and f s t (x) accordingly by (21) and (22). In particular, we obtain f 0 2 (x) = ( x ; 9 )(x ; 11 ) f 0 7 (x) = ( x ; 3 )(x ; 7 ) f 0 5 (x) = ( x ; 3 )(x ; 8 ) f 0 10 (x) = ( x ; 7 )(x ; 8 ) f 2 7 (x) = ( x ; 5 )(x ; 10 ) f 2 5 (x) = ( x ; 2 )(x ; 5 ) f 2 10 (x) = ( x ; 2 )(x ; 10 ) : By Lemma 3.1(b), each of the following sets of three polynomials must satisfy the di erence condition: ff 0 2 (x) f 0 7 (x) f 2 7 (x)g, ff 0 2 (x) f 0 5 (x) f 2 5 (x)g, and ff 0 2 (x) f 0 10 (x) f 2 10 (x)g. By Lemma 3.2 we then obtain the following equations on the code locators: ( 9 + 11 ; 3 ; 7 )( 9 11 ; 5 10 ) = ( 9 + 11 ; 5 ; 10 )( 9 11 ; 3 7 ) (48) ( 9 + 11 ; 3 ; 8 )( 9 11 ; 2 5 ) = ( 9 + 11 ; 2 ; 5 )( 9 11 ; 3 8 ) (49) ( 9 + 11 ; 7 ; 8 )( 9 11 ; 2 10 ) = ( 9 + 11 ; 2 ; 10 )( 9 11 ; 7 8 Summing up these equations and recalling that the eld size is even, the left-hand side is identically zero while the right-hand side equals the nonzero value 9 + 11 hence a contradiction.
4.5 The low-rate range: Proposition 1.5
Proof of Proposition 1. we require that (k;1)j(q;1) and select the respective c o n s t a n t terms 0 1 0 2 : : : `;1 `s o that they satisfy s t = s t . The set f 0 1 : : : `g should be a weak Sidon set of sizè +1 in the multiplicative group of GF(q). If is a primitive element i n G F (q) a n d s = s , then an equivalent requirement is that f 0 1 : : : `g bea weak Sidon set contained in the additive group of Z Z (q;1)=(k;1) .
When using polynomials of Type 2 over GF(p h ) as ff s t (x)g 0 s<t `, we require that k;1 = p b , where b < h , a n d w e select the constant terms so that they satisfy s t = s + t .
The set f 0 1 : : : `g should be a weak Sidon set of size`+1 in the range, R , of a linearized polynomial (x) of degree p b over F with p b simple roots in GF(p h ). This range is an (h;b)-dimensional linear space over GF(p) and is therefore isomorphic to Z Z h;b p . It is known that the additive group of Z Z (q;1)=(k;1) contains a weak Sidon set of size`+1 whenever`2
(1 + o(1)) < (q;1)=(k;1)
where o(1) stands for an expression that goes to zero as`! 1 6 
