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a b s t r a c t
Given an undirected graph G, a uniform cut polytope is defined as the convex hull of the
incidence vectors of the cuts in G for which the size of the shores are fixed.
In this paper we show that simple extensions of facet-defining inequalities for
the equipartition polytope introduced by Conforti et al. in [5,6] provide facet-defining
inequalities for uniform cut polyhedra.
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1. Introduction
Let G denote an edge-weighted graph with node set V (G), edge set E(G), and weight we assigned to edge e. Let V (G) =
{v1, v2, . . . , vn} and E(G) = {e1, e2, . . . , em}. Given a node set S ⊆ V (G), let δG(S) (or δ(S)when clear from the context) stand
for the cut that is defined by S, i.e., the set of edges in E(G) with exactly one endpoint in S: δ(S) = {e ∈ E(G): |e ∩ S| = 1}.
The node sets S and V (G)\ S are called the shores of the cut δ(S). Theweight of a cut is the sum of the weights of the edges in
the cut:w(δ(S)) =∑e∈δ(S)we, and its size is the cardinality of the node set of one shore: either |S| or n−|S|. The maximum
cut problem consists in finding a cut with maximum weight: maxS⊆V (G)w(δ(S)). This problem is NP-hard in general [13]
and arises in different applications, namely in statistical physics [7] and circuit design [14].
Given a set F of edges in G, its incidence vector χ F ∈ R|E(G)| is defined by χe = 1 if e ∈ F and 0 otherwise. A linear
programming formulation of the maximum cut problem is then given by maxx∈CUT (G)wtx where CUT (G) stands for the cut
polytope CUT (G) = conv{χ δG(S): S ⊆ V (G)}. The convex hull of the incidence vectors of cuts with a prescribed size is called
a uniform cut polytope.
In this paper we focus our attention on the polyhedral structure of uniform cut polytopes. Given some integer k satisfying
k ≤  n2, let CUT=k(G) denote the convex hull of the incidence vectors of cuts with size k. In the particular case when the
graph G is complete, we shall simply write: CUTn=k.
The basic motivation for the present work is to develop theoretical knowledge on the polyhedral structure of cut
polyhedra with potential applications for difficult graph partitioning problems. Uniform cut polyhedra with k <
 n
2

seem
to have received less attention than some other extensions or restrictions of the cut polytope [3,10] such as the bisection
cut or the equipartition (i.e. the case when k =  n2) polytopes; see also [9] for polyhedral studies on further extensions.
The equipartition polytope CUT=⌊ n2⌋ was studied by Conforti et al. [5,6]. They introduced several classes of inequalities
and showed that some are facet-defining. Their work was extended by de Souza and Laurent [8], who introduced several
classes of facets arising from generalizations of an inequality from [5,6] that is based on a cycle. Such knowledge of
the polyhedral structure of the equipartition polytope was used by Brunetta et al. to devise a branch-and-cut algorithm
presented in [4], where numerous computational results were reported.
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Given nonnegative integer node weights (wv)v∈V (G) and a nonnegative integer q, the bisection cut polytope BC(G)
is defined as the convex hull of the incidence vectors of all cuts δ(S) satisfying the inequalities
∑
v∈S wv ≤ q and∑
v∈V (G)\S wv ≤ q. For the particular case when all the node weights have value 1, BC(G) coincides with the cut polytope
CUT (G) if q ≥∑v∈V (G)wv and the equipartition polytope CUT⌊ n2⌋ if q =  n2. Polyhedral results on BC(G)were reported by
Armbruster et al. [1]. The authors established some necessary (and in some cases sufficient) conditions for the knapsack
tree inequalities (introduced by Ferreira et al. [11]; see also [12] for a computational study for the node capacitated
graph partitioning problem) to be facet-defining. They also introduced a larger class of inequalities and studied potential
strengthenings.
The present work relies on the one by Conforti et al. [5,6] and shows that facet-defining inequalities they introduced
for the equipartition polytope extend to facet-defining inequalities for uniform cut polyhedra. The results introduced here
can be used, for example, when solving the maximum cut problem (within a branch-and-cut framework, namely) or more
specialized problem formulations involving constraints on the sizes of the cuts.
The present paper is organized as follows. In Section 2 we study the dimension of uniform cut polyhedra. Then we
introduce basic facet-defining inequalities in Section 3, facets from subgraphs in Section 4, and nonboolean facets in
Section 5.
2. Dimension
In this section we determine the dimension of uniform cut polyhedra. We need to introduce some notation and
preliminary results provided by the next two lemmas.
For some vector indexed on the edges y ∈ R|E(G)|, and two disjoint node subsets S1, S2 ⊆ V (G), let y[S1 : S2] denote the
expression
∑
ij∈E(G):i∈S1,j∈S2 yij. Given a set F of edges in G and a vector x ∈ R|E(G)|, we let x(F) denote
∑
e∈F xe. When v is a
node, N(v) denotes the set of nodes in V (G) that are adjacent to v. The dimension of a polyhedron P is denoted by dim(P).
Lemma 2.1. Let G be a graph with n nodes and let αtx ≤ α0 be a valid inequality for CUT=k(G). Let Y , Y ′, Z and Z ′ denote
pairwise disjoint subsets of V (G) such that |Y | = |Z |, |Y ′| = |Z ′|, and |Y | + |Y ′| = k. Set W = V (G) \ (Y ∪ Y ′ ∪ Z ∪ Z ′). If the
incidence vectors of the cuts δ(Z ∪ Z ′), δ(Y ∪ Y ′), δ(Z ′ ∪ Y ) and δ(Y ′ ∪ Z) satisfy αtx = α0, then α[W : Z] = α[W : Y ].
Proof. Set∆1 = δ(Z ∪ Z ′),∆2 = δ(Y ′ ∪ Y ),∆3 = δ(Z ′ ∪ Y ) and∆4 = δ(Y ′ ∪ Z). Since the incidence vectors of the cuts∆1
and∆3 satisfy αtx = α0, we have 0 = αtχ∆1−αtχ∆3 = α[Y ′ : Z ′]+α[Y ′ : Z]+α[Y : Z ′]+α[Y : Z]+α[W : Z ′]+α[W : Z]
−α[Y ′ : Z ′]−α[Y ′ : Y ]−α[Z : Z ′]−α[Z : Y ]−α[W : Z ′]−α[W : Y ]. Analogously, considering now the incidence vectors
of the cuts∆2 and∆4, we have 0 = αtχ∆2 −αtχ∆4 = α[Y ′ : Z ′]+α[Y ′ : Z]+α[Y ′ : W ]+α[Y : Z ′]+α[Y : Z]+α[Y : W ]
− α[Y ′ : Z ′] − α[Y ′ : Y ] − α[Y ′ : W ] − α[Z : Z ′] − α[Z : Y ] − α[Z : W ].
Subtracting one equation from the other leads to: α[W : Z] = α[W : Y ]. 
Lemma 2.2. In the setting of Lemma 2.1, suppose also that 1 ≤ k ≤  n−12 . Fix z in Y ′. For w ∈ W, let Y ′w = (Y ′∪{w})\{z}. In
addition to the cuts listed in Lemma 2.1, if δ(Y ∪Y ′w) and δ(Z∪Y ′w) also satisfy αtx = α0 for allw ∈ W, thenα[z : Y ] = α[z : Z].
Proof. Application of Lemma 2.1 directly leads to the following relations:
α[Y : W ] = α[Z : W ],
and
α[Y : (W ∪ {z}) \ {w}] = α[Z : (W ∪ {z}) \ {w}], ∀w ∈ W .
Therefore,
α[Y : z] − α[Y : w] = α[Z : z] − α[Z : w], ∀w ∈ W .
Now, summing the last equations over allw ∈ W leads to
|W |α[Y : z] = |W |α[Z : z]
and the assertion follows. 
Wemention hereafter a result reported in [5] that will be useful for showing that some inequalities are facet-defining.
Lemma 2.3. Let G be a graph and k ∈ {2, . . . ,  n2}. Let i, j, l,m ∈ V (G), S = V (G) \ {i, j, l,m}, and (S1|S2) be a partition of S
with |S1| = k− 2 and |S2| = n− k− 2. Let atx ≤ b be a valid inequality for CUT=k(G). If the incidence vectors of the cuts below
δ(S1 ∪ {i, j}), δ(S1 ∪ {l,m}), δ(S1 ∪ {i, l}),
δ(S1 ∪ {j,m}), δ(S1 ∪ {i,m}), δ(S1 ∪ {j, l}),
satisfy atx = b, then
aij + alm = ail + ajm = aim + ajl. 
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We begin by determining the dimension of uniform cut polytopes of complete graphs: CUT=k(Kn) with k ∈

2, . . . , n−1
2

.
Proposition 2.4. If k ∈ {2, . . . ,  n−12 }, then dim(CUT=k(Kn)) =  n2 − 1.
Proof. Assume that an equation β tx = β0 (with β nonzero) is satisfied by the incidence vectors of all cuts δ(S) such that
|S| = k. Given distinct nodes i, j ∈ V (G), let Y = {i} and Z = {j}. Let Y ′ and Z ′ be disjoint (k − 1)-sets in V (G) \ {i, j}. Let
W = V (G) \ (Y ∪ Y ′ ∪ Z ∪ Z ′), and choose z ∈ Y ′. Using Lemma 2.2 we get βzi = βzj.
It follows that the coefficients of β must all be equal and that the equation β tx = β0 must correspond to the cardinality
constraint x(E) = k(n− k) up to multiplication by a scalar. 
For completeness we mention the following simple result.
Proposition 2.5. For n ≥ 3, dim(CUT=1(Kn)) = n− 1.
Proof. The result follows from the fact that the incidence vectors of the cuts δ(v) for v ∈ V (Kn) are affinely independent. 
Propositions 2.4 and 2.5 and the results obtained by Conforti et al. [5] on the dimension of the equipartition polytope
lead to the following proposition.
Proposition 2.6. For n ≥ 3, the following relations hold:
dim(CUT=k(Kn)) =

n
2

− n if n is even and k = n
2
,
n− 1 if k = 1,n
2

− 1 otherwise. 
Similarly, we can show that slight extensions of uniform cut polytopes are full-dimensional. Given some set of integers
Q ⊆ {1, . . . ,  n2}, and defining CUT=Q (G) = conv{χ δG(S): S ⊆ V (G), |S| ∈ Q }, we have the following result.
Proposition 2.7. If |Q | ≥ 2 with Q ⊆ {1, . . . ,  n2}, then dim(CUT=Q (Kn)) =  n2 .
Proof. Let β tx = β0 be an equation that is satisfied by all the incidence vectors of cuts δ(S) for S ⊆ V (Kn) such that |S| ∈ Q .
If j ∈ Q for some jwith 2 ≤ j ≤  n−12 , then Proposition 2.4 implies that β tx = β0 corresponds to the cardinality constraint∑
e∈E xe = j(n− j). That constraint is violated by the incidence vectors of cuts δ(S) for S ⊆ V (Kn)with |S| ∈ Q \{j}. If we now
consider the case Q = {1, n2 } with n even, then any equation that is valid for CUT= n2 (Kn) is a nonzero linear combination
of the equations x(δ(v)) = n2 for v ∈ V (Kn); see [5]. Such an equation is violated by any incidence vector of a cut δ(v),
v ∈ V (Kn). 
Propositions 2.4–2.7 deal with complete graphs; we give hereafter their respective extensions for any graph G.
Proposition 2.8. Let k ∈ {2, . . . ,  n−12 }, then CUT=k(G) is full-dimensional if and only if G is not a complete graph.
Proof. Assume that G is not a complete graph and that β tx = β0 with β nonzero is an equation that is satisfied by the
incidence vectors of all cuts δG(S) for S ⊆ V (G) with |S| = k. Let β ′ denote the 0-extension of β with respect to Kn
(i.e., β ′e = βe if e ∈ E and 0 otherwise). The equation (β ′)tx = β0 must also be satisfied by all the incidence vectors of
cuts δKn(S), with |S| = k. By Proposition 2.4, the equation (β ′)tx = β0 necessarily corresponds (up to multiplication by a
nonzero scalar) to the cardinality constraint. This is not possible, since at least one coefficient of β ′ is zero. 
Analogously, we have the following result.
Proposition 2.9. If Q ⊆ {1, . . . ,  n2} with |Q | ≥ 2, then for any graph G, the polytope CUT=Q (G) is full-dimensional. 
3. Basic facet-defining inequalities
Proposition 3.1. Let uv be an edge in E(G) that is not contained in any triangle of the graph G. Let G′ be the subgraph of G
induced by V ′ = V (G) \ {u, v} and k be an integer with 3 ≤ k ≤  n−12 . Suppose that
• G′ is complete,
• every node in V ′ is adjacent to either node u or node v but not both,
• nu ≥ nv where nu and nv denote the number of nodes in V ′ that are adjacent to u and v, respectively, and define nv =
min(nv, k− 1), nu = min(nu, n− k− 1).
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Then the following inequality defines a facet of CUT=k(G):−
ij∈E(G′)
xij + 2
−
w∈N(u)∩V ′
xuw + 2
−
w∈N(v)∩V ′
xvw + (n− 1− 2nu − 2nv)xuv ≤ k(n− k). (1)
Proof. We first check that the inequality (1) is valid for CUT=k(G). In the following let∆ denote the cut δ(S) that is defined
by some node set S with S ⊂ V (G) and |S| = k. We consider four cases and compute for each of them the left-hand side of
inequality (1) that is represented by αtx ≤ α0 hereafter.
• Case {u, v} ⊂ S. We define S ′ = S \ {u, v}.
αtχ∆ = α[S ′ : V ′ \ S ′] + α[{u, v} : V ′ \ S ′]
= (k− 2)(n− k)+ 2(n− k)
= k(n− k)
where the second equation follows from the assumption that each node in V ′ \ S ′ is adjacent to either node u or node v.
• Case S ∩ {u, v} = ∅.
αtχ∆ = α[S : V ′ \ S] + α[{u, v} : S]
= k(n− k− 2)+ 2k
= k(n− k).
• Case S ∩ {u, v} = {u}. We define S ′ = S \ {u}.
αtχ∆ = α[S ′ : V ′ \ S ′] + α[S ′ : v] + α[u : V ′ \ S ′] + (n− 1− 2nu − 2nv)
= 2|N(v) ∩ S ′| + |S ′||V ′ \ S ′| + 2|N(u) ∩ (V ′ \ S ′)| + (n− 1− 2nu − 2nv)
≤ (k− 1)(n− k− 1)+ 2nu + 2nv + n− 1− 2nu − 2nv
≤ k(n− k).
• Case S ∩ {u, v} = {v}. We define S ′ = S \ {v}.
αtχ∆ = α[S ′ : V ′ \ S ′] + α[S ′ : u] + α[v : V ′ \ S ′] + (n− 1− 2nu − 2nv)
≤ |S ′||V ′ \ S ′| + 2min(nu, k− 1)+ 2min(nv, n− k− 1)+ (n− 1− 2nu − 2nv)
≤ k(n− k).
If the conditions given in Proposition 3.1 are fulfilled, we claim that inequality (1) is satisfied with equality by the
incidence vector of a cut δ(S), |S| = k if and only if one of the three following conditions holds:
(i) u, v ∈ S,
(ii) u, v ∉ S,
(iii) u ∈ S, v ∉ S and the set S ∩ V ′ contains nv nodes adjacent to v.
From the proof of validity of inequality (1) for CUT=k(G) we can easily check that if any of the conditions (i), (ii) or (iii) is
satisfied then (1) is satisfied at equality.
Now assume that the equality holds in inequality (1) with u ∈ S, v ∉ S and |N(v) ∩ S ′| < nv , where S ′ = S ∩ V ′. Then
the evaluation of the left-hand side for the incidence vector of∆ = δ(S) gives
αtχ∆ = 2|N(v) ∩ S ′| + |S ′||V ′ \ S ′| + 2|N(u) ∩ (V ′ \ S ′)| + (n− 1− 2nu − 2nv)
< (k− 1)(n− k− 1)+ 2nu + 2nv + n− 1− 2nu − 2nv
< k(n− k).
The remaining case to be considered is when v ∈ S, u ∉ S. The evaluation of the left-hand side for the incidence vector of
∆ = δ(S) gives
αtχ∆ = α[S ′ : V ′ \ S ′] + α[S ′ : u] + α[v : V ′ \ S ′] + (n− 1− 2nu − 2nv)
≤ (k− 1)(n− k− 1)+ 2(k− 1)+ 2nv + n− 1− 2nu − 2nv
≤ k(n− k)− k− n+ k+ 1+ 2(k− 1− nu)+ n− 1
< k(n− k),
where the last inequality follows from the assumption that every node in V ′ is adjacent to either node u or v and nu ≥ nv .
This ends the proof of the claim.
Assume that the inequality β tx ≤ β0 is facet-defining for CUT=k(G) and that it contains the face that is defined by
inequality (1). Since the graph G is not complete, by Proposition 2.8 CUT=k(G) is full-dimensional and inequality (1) defines
a facet if and only if it is a scalar multiple of β tx ≤ β0.
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Consider any three nodes r, s, t ∈ V ′. Let Y = {r}, Z = {s}, z = t and Z ′ ⊆ V \ {r, s, t} be such that u, v ∈ Z ′ and
|Z ′| = k− 1. Then the claim above (conditions (i) and (ii) are satisfied) and Lemma 2.2 lead to βtr = βts = γ .
Now let Y = {u, v}, Z = {s, t} and Y ′ ⊂ V ′ with r ∈ Y ′ and |Y ′| = k − 2. The claim above (conditions (i) and (ii) are
satisfied) and Lemma 2.2 give β[r : {u, v}] = 2γ . Hence we have βru = βsv = 2γ ,∀ru, sv ∈ E.
Finally we establish a relation between βuv and γ . Consider a cut δ(S1) with |S1| = k and such that u, v ∈ S1. It satisfies
(i), hence we have
k(n− k)γ = β0.
Consider now the cut δ(S ′1) with |S ′1| = k, u ∈ S ′1, v ∈ V \ S ′1 and such that S ′1 ∩ V ′ contains nv nodes adjacent to v. Since it
satisfies (iii), we have
βuv + (k− 1)(n− k− 1)γ + 2γ (nv + nu) = β0.
Both the last equations lead to
βuv = γ (n− 1− 2nv − 2nu).
Hence the proposition follows. 
Proposition 3.2. Let uv ∈ E and G′ be the subgraph of G that is induced by V ′ = V (G) \ {u, v}. Then the inequality
xuv ≥ 0 (2)
defines a facet of CUT=k(G) with k ∈ {3, . . . ,
 n−1
2
} if and only if
(i) edge uv is not in any triangle, and
(ii) either G′ is not a complete graph or there exists a nodew ∈ V ′ which is not adjacent to u nor v.
Proof. Sufficiency. Assume that inequality β tx ≥ β0 defines a facet of CUT=k(G) containing the incidence vectors of all cuts
δ(S)with |S| = k and satisfying xuv = 0. We show that this implies that βwz = 0 for any edgewz ∈ E(G) \ {uv}.
Consider first the case when the graph G′ is not complete. Then there exists nonadjacent nodes w, z ∈ V ′. For all y ∈ V ′
with zy ∈ E(G′), applying Lemma 2.2 with Y = {w}, Z = {y}, y adjacent to node z ∈ V ′, z ∈ Y ′ and Z ′ containing both nodes
u and v leads to βzy = 0. Analogously, by using Lemma 2.2 for any nodes r, s, t ∈ V ′ with rs ∈ E(G′) and st ∈ E(G′) leads
to βrs = βst . Hence, we get that βrs = 0,∀rs ∈ E(G′). And applying Lemma 2.2 with Y = {u, v}, Z = {s, t}, r ∈ Y ′ we get
βru = βqv = 0, ∀ru, qv ∈ E.
Consider now the case when the graph G′ is complete and there exists a node w ∈ V ′ that is not adjacent to node u nor
v. Applying Lemma 2.2 with r ∈ Y ′, Y = {y} and Z = {z} for any three nodes r, y, z ∈ V ′ and such that u, v ∈ Z ′ leads to
βry = βrz = ρ, ρ ∈ R. And applying Lemma 2.2 with Y = {u, v}, Z = {y, t} with y, t ∈ V ′, and z := w leads to ρ = 0. Let
us now consider the coefficients of the form βuz or βvz , for some node z ∈ V ′ for the case when at least one node in V ′ is
adjacent to either node u or node v. Let S1 ⊂ V with |S1| = k, u, v, w ∈ S1, z ∈ V \ S1 and such that z is adjacent to node
u. (For the case when no vertex in V ′ is adjacent to node u we may proceed analogously with a node z that is adjacent to
node v.) Considering the incidence vectors of the cuts δ(S1) and δ((S1 \ {w} ∪ {z})) (they both satisfy β tx = β0) leads to
βuz = 0 = βvs,∀uz, vs ∈ E (proceeding analogously for the last relation).
It follows that (2) defines a facet of CUT=k(G).
Necessity. Assume that Eq. (2) defines a facet F of CUT=k(G).
If the edge uv is contained in a triangle that is induced by the nodes u, v, w, then all cuts δ(S) with |S| = k and xuv = 0
satisfy xuw = xvw . Since the last equation does not correspond to a linear combination of (2) and the cardinality constraint
x(E) = k(n − k), it follows that (2) cannot define a facet in that case. This implies that G is not a complete graph and by
Proposition 2.8 that CUT=k(G) is full-dimensional.
If G′ is a complete graph and all the vertices in V ′ are adjacent either to node u or to node v but not both, then from
Proposition 3.1, the inequality xuv ≥ 0 cannot define a facet of CUT=k(G) (since equation (1) is not a scalar multiple of (2)
and the facet corresponding to (1) contains the incidence vectors of all cuts satisfying (2) with equality). 
The following result can be shown analogously to the proof of Theorem 4.3 in [5], by using Lemma 2.2.
Proposition 3.3. Let uv denote an edge of the graph G and let G′ stand for the subgraph of G that is induced by V ′ = V (G)\{u, v}.
For an integer k with 3 ≤ k ≤  n−12  the inequality
xuv ≤ 1 (3)
defines a facet of CUT=k(G) if and only if
• edge uv is not contained in any triangle, and
• G′ is not a complete graph. 
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Proposition 3.4. Let G be a graph with no isolated node. Let v ∈ V (G), G′ denote the subgraph of G that is induced by
V ′ = V (G) \ {v} and G′ stand for the complementary graph of G′. Then the inequality
x(δ(v)) ≤ n− k (4)
defines a facet of CUT=k(G) with 3 ≤ k ≤
 n−1
2

if and only if node v is adjacent to every node in V ′ and G′ has no bipartite
component.
Proof. Necessity. Assume that the inequality x(δ(v)) ≤ n − k defines a facet F of CUT=k(G). From Proposition 2.4 any
hyperplane containing F has an equation of the following form:
αx(δ(v))+ γ x(E) = α(n− k)+ γ k(n− k), (5)
with α, γ ∈ R. We start showing that node v is adjacent to all the nodes in V ′. For, assuming that nodes v and u are not
adjacent, since G does not contain any isolated node there exists some nodew that is adjacent to node u. If, in addition,w is
adjacent to v then the hyperplane with the equation xwv − xwu = 0 contains F and is not of the form (5). If, on the contrary,
w is adjacent to u but not to v then the hyperplane with the equation xuw = 0 contains F and is not of the form (5). Hence
it follows that necessarily node v must be adjacent to all the nodes in V ′.
Next we show that G′ cannot contain a bipartite component which is an isolated node. Assume that u is an isolated node
in G′. Then u is adjacent to all the nodes in V . It follows that the hyperplane with the equation−
w∈V ′\{u}
xvw −
−
w∈V ′\{u}
xwu − (n− 2k)xuv = 0
contains F and, for any value of the scalars α and γ , it is distinct from (5). This shows that G is not a complete graph and
hence that CUT=k(G) is full-dimensional.
If we now assume that G′ has bipartite components, we determine a hyperplane atx = b which is distinct from
x(δ(v)) ≤ n − k and contains F . Let B denote a bipartite graph corresponding to all the bipartite components of G′. Let
(V 1B , V
2
B ) denote a partition of V (B) such that each edge in E(B) has one endpoint in V
1
B and the other in V
2
B . Let N denote
the graph corresponding to the set of all the non-bipartite components of G′. Note that the (disjoint) node sets of N and B
partition V ′. We set q := |V 1B |, t := |V 2B |, hence we have |V (N)| = n − 1 − q − t . Next consider a hyperplane containing F
and with the equation
γ1
−
i∈V1B
xvi + γ2
−
i∈V2B
xvi −
−
i∈V1B
−
j∈V (N)
xij +
−
i∈V2B
−
j∈V (N)
xij − 2
−
i,j∈V1B
xij + 2
−
i,j∈V2B
xij = β. (6)
For any value of γ1, γ2, β , this hyperplane is distinct from x(δ(v)) = n−k. Consider a partition (S1, S2) of V (G)with |S1| = k,
v ∈ S1. Setm := |S2 ∩ V 1B |, r := |S2 ∩ V 2B |. We have |S2 ∩ V (N)| = n− k−m− r , |S1 ∩ V 1B | = q−m, |S1 ∩ V 2B | = t − r and|S1 ∩ V (N)| = m+ r + k− q− t − 1 and the left-hand side of (6) takes the value
γ1m+ γ2r + (r −m)(m+ r + k− q− t − 1)+ (t − r − q+m)(n− k−m− r)+ 2m(m− q)+ 2r(t − r)
which is equal to
m(γ1 − 2k+ n+ 1)+ r(γ2 − n+ 2k− 1)+ (t − q)(n− k).
Now, if we take γ1 = 2k − n − 1, γ2 = n − 2k + 1 and β = (t − q)(n − k), the incidence vector of any cut δ(S) of G with
v ∈ S, |S| = k, satisfies Eq. (6) and we get a contradiction with x(δ(v)) ≤ n− k defining a facet of CUT=k(G).
Sufficiency. Assume that the constraint atx ≤ b defines a facet of CUT=k(G) and that it is satisfied with equality by all the
vectors in the face F that is defined by (4). Since any connected component ofG′ contains an odd cycle,G′ cannot be complete
and the polytope CUT=k(G) is full-dimensional. Hence x(δ(v)) ≤ n− k defines a facet of CUT=k(G) if and only if it is a scalar
multiple of atx ≤ b. Consider a connected component H in G′ and let C stand for the node set {1, . . . , f } of an odd cycle in
H . We first show that aij = 0 for 1 ≤ i < j ≤ f . Note that since any edge in G′ does not belong to G its coefficient can be
considered of value zero. So if C is an odd cycle with length 3: {i, j, k}we have aij = ajk = aki = 0. Now assume that C is an
odd cycle with length at least 5. By the application of Lemma 2.3 with i = 1, j = 2, k = 3, l = 4, S1 ∪ S2 = V (G) \ {i, j, k, l},
S1 ∩ S2 = ∅, |S1| = k− 2 and v ∈ S1, we get a14 = 0. Applying similarly Lemma 2.3 with i = 1, j = 4, k = 5, l = 6 we get
a16 = 0. Repeating the same argument leads to a1l = 0 for l = 2, 4, . . . , f −1. Now consider the nodes of C in reverse order
and applying Lemma 2.3 leads to a1l = 0, for l = f , f − 2, . . . , 3. Using the same argument we get aij = 0 for 1 ≤ i < j ≤ f .
Now, considering nodes that are not in C and using the same argument we get aij = 0 for each pair i, j of nodes in the same
connected component H .
Consider now two connected components H1 and H2 in G′. Each component contains at least 3 nodes (since each
component contains one odd cycle). Let u, z, w stand for nodes in one component and h in the other one. Applying Lemma2.3
with u, z, w, h (v ∈ S1) we get auz + awh = awz + auh = auw + ahz . Since we have auz = awz = auw = 0, we deduce that
awh = auh = azh. Repeating the same argument for each triple in V (H1) we get auh = awh = γ , γ ∈ R, ∀u, w ∈ V (H1),
∀h ∈ V (H2).
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Let u, w ∈ V (H1) and h, f ∈ V (H2). Applying Lemma 2.3 with w, u, h, f (v ∈ S1) we get auw + ahf = awh + auf . Since
auw = ahf = 0, we have γ = awh = −auf = −γ , thus γ = 0. Repeating the same argument for each pair of connected
components we get auw = 0 for each pair u, w ∈ V ′. Hence we have:−
u∈T
avu = b, (7)
for all subsets T ⊂ V ′ with cardinality n − k, which implies that avu = avw = ρ, for each pair u, w ∈ V ′. It follows that
x(δ(v)) ≤ n− k is a scalar multiple of atx ≤ b and hence it defines a facet of CUT=k(G). 
Analogously to the proof of Theorem 4.5 in [5], we can show the following result.
Proposition 3.5. Let G be a graphwith no isolated node. Let v ∈ V (G), G′ denote the subgraph of G that is induced by V ′ = V\{v}
and G′ stand for the complementary graph of G′. Then the inequality
x(δ(v)) ≥ k (8)
defines a facet of CUT=k(G) with k ∈ {3, . . . ,
 n−1
2
} if and only if node v is adjacent to every node in V ′ and G′ has no bipartite
component. 
4. Facets from subgraphs
Let {e1, . . . , e( n2 )} denote the set of edges of Kn and G be the subgraph of Kn that is induced by the edges {e1, . . . , el}.
We start with the following result that can be derived from Theorem 5.1 in [6]. It states that facet-defining inequalities
of the polytope CUT=k(Kn)with support (i.e., the set of edges with nonzero coefficients) E ′ are also facet-defining for the cut
polytope CUT=k(G) of any subgraphG containing E ′, with k ∈ {2, . . . ,
 n−1
2
}. It follows thatmany facet-defining inequalities
presented later for CUT=k(Kn) are valid not only for Kn but for more general graph classes.
Proposition 4.1. Let atx ≤ b denote a facet-defining inequality for CUT=k(Kn), k ∈ {2, . . . ,
 n−1
2
}. Then for any graph G
that is obtained from Kn by removing edges which do not belong to the support of the vector a, atx ≤ b is facet-defining for
CUT=k(G). 
Theorem 4.2. Given a nonempty subgraph Kq of Kn with
 q
2

< k− 1, the inequality
x(E(Kq)) ≤
 q
2
 q
2

(9)
defines a facet of CUT=k(Kn) with k ∈ {3, . . . ,
 n−1
2
} if and only if q is odd.
Proof. We start by showing that if q is odd, inequality (9) is facet-defining for CUT=k(Kn). Let β tx ≤ β0 denote an inequality
that is valid for CUT=k(Kn) and containing the incidence vectors of all cuts of the form δ(S), |S| = k which satisfy (9) with
equality.
Applying Lemma 2.2 with z, r, s ∈ V (Kq), Z = {r}, Y = {s}, z ∈ Y ′, |Y ′ ∩ (V (Kq) \ {r, s})| =
 q
2

, |Z ′ ∩ (V (Kq) \ (Y ′ ∪
{z, r, s}))| =  q2− 1, we get: βzr = βzs = ρ, ∀z, r, s ∈ V (Kq).
Applying Lemma 2.2 with z, r, s ∈ V \ V (Kq), Y = {s}, Z = {r}, z ∈ Y ′, |Z ′ ∩ V (Kq)| =
 q
2

, |Y ′ ∩ (V (Kq) \ Z ′)| =
 q
2

,
we get: βzr = βzs = γ , ∀z, r, s ∈ V \ V (Kq).
Applying Lemma 2.2 with s ∈ V (Kq), z, r ∈ V \ V (Kq), Y = {s}, Z = {r}, z ∈ Y ′, |Z ′ ∩ V (Kq)| = |Y ′ ∩ (V (Kq) \ Z ′)| =
 q
2

,
we get: βzr = βzs = γ , ∀s ∈ V (Kq), z, r ∈ V \ V (Kq).
Hencewe have (β tx ≤ β0) = (ρ−γ )(x(E(Kq)) ≤
 q
2
  q
2

)+γ (x(E(Kn)) = k(n−k)), and inequality (9) is facet-defining
for CUT=k(Kn).
Now if we consider that the case q is even, the incidence vector of any cut satisfying (9) with equality belongs to the face
that is defined by inequality (12) introduced later, implying that (9) does not define a facet in that case. 
Definition. A bicycle h-wheel is a graph (W , E) consisting of a cycle Ch with length h and two nodes (v,w) ∈ (W \ V (Ch))2
(also called universal nodes) that are adjacent to each other and to all the nodes of Ch.
A bicycle 5-wheel is represented in Fig. 1 with dashed lines for edges incident to any of the universal nodes v,w.
Theorem 4.3. Let W be a bicycle h-wheel, h ≥ 5 odd, which is a subgraph of Kn. Then the inequality
x(E(W )) ≤ 2h (10)
defines a facet of CUT=k(Kn), k ∈ { h+52 , . . . ,
 n−1
2
}.
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Fig. 1. A bicycle 5-wheel.
Proof. Validity of inequality (10) for the polytope CUT=k(Kn) follows from its validity for the bipartite subgraph polytope [2].
Set F = {x ∈ CUT=k(Kn): x(E(W )) = 2h} and let β tx ≤ β0 stand for an inequality that is valid for CUT=k(Kn) and such
that F ⊆ {x ∈ CUT=k(Kn):β tx = β0}. We show the existence of scalars α1 > 0, α2 such that
(β tx ≤ β0) = α1(x(E(W )) ≤ 2h)+ α2(x(E(Kn)) = k(n− k)).
Let R = V (Kn) \ V (W ), v,w denote the two universal nodes and {u1, . . . , uh} the nodes on the cycle of the wheel.
We first show that βvui = βvw . Let (R1, R2) denote two disjoint node sets in R with |R1| = k − (
 h
2
 + 2), |R2| =
k− ( h2+1). (Note that from the conditions imposed on k, |R1| and |R2| are both nonnegative and it is possible to construct
the sets Y ′ and Z ′ as mentioned hereafter). Define V1 = {u3, u5, . . . , uh}, V2 = {u2, u4, . . . , uh−1}. Then setting Y = {u1},
Z = {w}, Y ′ = V1 ∪ {v} ∪ R1, Z ′ = V2 ∪ R2 in Lemma 2.2 leads to βvu1 = βvw . And analogously, by replacing u1 by any other
node ui we get βvui = βvw , ∀i ∈ {1, . . . , h}, and similarly βwui = βvw , ∀i ∈ {1, . . . , h}.
We now show that βji = βjq, ∀i, j, q ∈ R. Let R1 ⊆ R \ {i, j, q}, R2 ⊆ V \ ({v,w, i, j, q} ∪ V1 ∪ {u1}) such that R1 ∩ R2 = ∅,
with |R1| = k− 4, |R2| = k−
 h
2
− 1 Setting Y = {i}, Z = {q}, Y ′ = {v,w, j} ∪ R1, Z ′ = V1 ∪ {u1} ∪ R2, Lemma 2.2 leads to
βji = βjq.
Next we show that βjq = βju1 . Let R1, R2 ⊆ R \ {j, q}with R1 ∩ R2 = ∅, |R1| = k−
 h
2
− 2, |R2| = k−  h2− 1. Setting
Y = {q}, Z = {u1}, Y ′ = {v, j, w} ∪ (V2 \ {u2}) ∪ R1, Z ′ = {u2} ∪ R2 ∪ V1, Lemma 2.2 leads to βjq = βju1 .
For showing that βju1 = βjw , j ∈ R, we may set Y = {u1}, Z = {w}, Y ′ = {j} ∪ V1 ∪ R1, Z ′ = {v} ∪ V2 ∪ R2, with R1, R2
two disjoint node sets in R \ {j}with cardinality k−  h2− 1. We can proceed analogously to get βjui = βjw∀i ∈ {1, . . . , h},
j ∈ R, and similarly we have βjui = βjv .
We next show that βjui = βuiul , ∀j ∈ R, ∀ui, ul ∈ V (W ) with uiul ∉ E(W ). In what follows C represents the node set
{u1, . . . , uh}. Let Ci denote a set of
 h
2

nodes that are pairwise nonadjacent inW , such that Ci is included in the set C \ {ul},
contains ui and only one node adjacent to ul. Define Ci = C \ (Ci ∪ {ul}). Setting Y = {j}, Z = {ul}, Y ′ = {v} ∪ Ci ∪ R1 and
Z ′ = {w}∪Ci∪R2, with R1, R2 two node disjoint sets in R\{j}with cardinality k− (
 h
2
+1), Lemma 2.2 leads to βuiul = βuij.
We previously showed that βij = βql,∀i, j, q, l ∈ R, so that by using the equation x(E(Kn)) = k(n−k)we can assume that
βij = 0,∀i, j ∈ R. It is then left to show that βuiui+1 = βuiv . Let Ci denote a set of
 h
2

nodes that are pairwise nonadjacent
in W , such that Ci is included in the set C and contains ui. Define Ci = C \ (Ci ∪ {ui+1}). Then setting Y = {ui+1}, Z = {v},
Y ′ = {w}∪Ci∪R2, Z ′ = Ci∪R1 (with R1, R2 two node disjoint sets in Rwith cardinality k−
 h
2

and k− h2−1, respectively),
Lemma 2.2 leads to the result. 
5. Nonboolean facets
Differently from the last two sections, we now introduce several facet-defining inequalities for the polytope CUT=k(Kn)
whose coefficients on the variables may take values outside the set {0, 1}, hence the name nonboolean facets.
Let T ⊂ V (Kn), R = V (Kn) \ T , t = |T | ≥ 4, t even, k ∈ { t2 + 2, . . . ,
 n−1
2
}, and consider the following inequality−
i∈R
−
j∈T
xij + (n− 2k+ 2)
−
ij∈T
xij ≤ (n− 2k)4 t
2 + n
2
t. (11)
The support of an inequality of the form (11) is represented in Fig. 2, where a dashed line between two node sets represents
all the edges with exactly one endnode in each of these sets.
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Fig. 2. An illustration of the support of inequality (11) defining a facet for CUT4(K11).
Lemma 5.1. Inequality (11) defines a facet of CUT=k(Kn).
Proof. We firstly show that inequality (11) is valid for CUT=k(Kn).
Given A ⊂ V with |A| = k and defining z = |A ∩ T |, the left-hand side of (11) evaluated for the incidence vector of the
cut δ(A) has value
(k− z)(t − z)+ z(n− k− t + z)+ (n− 2k+ 2)z(t − z).
Maximizing the left-hand side with respect to the parameter z leads to z = t+12 and since z is integer, the maximum is
obtained for z ∈ { t2 , t2 + 1}, which leads to the result.
We now show that inequality (11) is facet-defining for CUT=k(Kn).
Let F denote the face of CUT=k(Kn) that is induced by (11) and let β tx ≤ β0 stand for an inequality that is valid for
CUT=k(Kn) and such that F ⊆ {x ∈ CUT=k(Kn):β tx = β0}.
Considerm, i, j ∈ R and (T1, T2) a partition of T with |T1| = t2 , (R1, R2, R3) a partition of R\{m, i, j}with |R1| = k−|T1|−2,|R2| = k − |T2| − 1, and set Y = {i}, Z = {j}, Y ′ = {m} ∪ T1 ∪ R1, Z ′ = T2 ∪ R2. Application of Lemma 2.2 leads to
βmj = βmi,∀i, j,m ∈ R. Considering a linear combination with the cardinality constraint∑ij∈E(Kn) xij = k(n−k)we can take
βij = 0,∀i, j ∈ R.
Consider i ∈ R, j,m ∈ T , (T1, T2) a partition of T \ {j,m} with |T1| = t2 − 1, (R1, R2, R3) a partition of R \ {i} with|R1| = k− |T1| − 2, |R2| = k− |T2| − 1, and set Y = {j}, Z = {m}, Y ′ = {i} ∪ T1 ∪ R1, Z ′ = T2 ∪ R2. Application of Lemma 2.2
leads to βij = βim,∀i ∈ R, j,m ∈ T .
We now show that βim = βjm,∀i, j ∈ R,∀m ∈ T . Let A ⊂ V , |A| = k, i, j ∈ R with i ∈ A, j ∉ A, |T ∩ A| = t2 + 1
and let A′ = A \ {i} ∪ {j}. The fact that the incidence vectors of the cuts δ(A) and δ(A′) satisfy (11) with equality leads to
βim = βjm,∀i, j ∈ R,∀m ∈ T . Let c denote this common value.
Considerm ∈ R, i ∈ T , (T1, T2) a partition of T \ {i}, |T1| = t2 , (R1, R2) a partition of R \ {m}with |R1| = k− t2 − 1. Then
the two cuts δ(T1 ∪ R1 ∪ {m}) and δ(T1 ∪ R1 ∪ {i}) satisfy (11) with equality, thus
β[m : T2] + β[m : R2] + β[i : T1] + β[i : R1] = β[i : T2] + β[i : R2] + β[m : T1] + β[m : R1].
Using the results above it follows that
β[i : T1] = β[i : T2] + c(n− 2k+ 2).
Let j ∈ T1, l ∈ T2 and define T ′1 = T1 \ {j} ∪ {l}, T ′2 = T2 \ {l} ∪ {j}. Analogously, we have
β[i : T ′1] = β[i : T ′2] + c(n− 2k+ 2),
and hence βij = βil = c(n− 2k+ 2). 
Theorem 5.2. Let Kq be an induced subgraph of Kn. Let wi be a system of integer weights on the nodes of Kq such that wi ≥ 1,∑q
i=1wi = 2r + 1, r ≥ 3,
∑
i∈W wi ≤ r − 1, with W = {i ∈ V (Kq):wi ≥ 2}, k ≥ r + 2, k ≤
 n−1
2

, q ≤ n−∑i∈W wi + |W |.
Then the inequality−
ij∈Kq
wiwjxij ≤ r(r + 1) (12)
induces a facet of CUT=k(Kn).
Proof. Since inequality (12) is valid for the bipartite subgraph polytope [2], it is also valid for the polytope CUT=k(Kn).
Define F = {x ∈ CUT=k(Kn): x satisfies (12) with equality} and let β tx ≤ β0 denote a valid inequality defining a face F of
CUT=k(Kn) and such that F ⊆ F .
Consider i, j ∈ R = V (Kn) \ V (Kq) and l ∈ Z = {v ∈ V (Kq):wv = 1}. Let (M1,M2) denote a partition of V (Kq) \ {l} with∑
i∈M1 wi = r . Also, let (R1, R2, R3) denote a partition of V \ (V (Kq) ∪ {i, j})with |R1| = k− |M1| − 2, |R2| = k− |M2| − 1.
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Then setting Z = {i}, Y = {l}, Y ′ = {j}∪M1∪R1, Z ′ = M2∪R2, Lemma 2.2 gives βij = βjl, ∀i, j ∈ R and l ∈ Z . And considering
a linear combination with the cardinality constraint x(E) = k(n − k), we can consider in what follows that all these last
coefficients have value zero.
From the assumption, q ≤ n−∑i∈W wi+|W |, we can find disjoint subsets of R:U1, . . . ,U|W | corresponding to the nodes
ofW and such that |Ui| = wi − 1. We set U0 = R \|W |i=1 Ui.
Let j ∈ W and Z1, . . . , Z|W | denote disjoint sets in V (Kq) \W such that |Zi| = wi, Z0 = V (Kq) \ {W ∪ (|W |i=1 Zi)}. Since we
have: 2r + 1 =∑i:wi≥2wi +∑|W |i=0 |Zi|, we deduce that |Z0| is odd. Then, let
• (Z ′, Z ′′) denote a partition of Z0 with |Z ′| = |Z ′′| + 1,• (U ′,U ′′) denote a partition of U0 with ‖U ′| − |U ′′‖ ≤ 1,• (C1, C2) denote a partition of V (Kq) \ ({j} ∪ Zj) such that |∑C1 wi −∑C2 wi| ≤ 1, |C1| ≤ |C2|,
• (R1, R2, R3) denote a partition of R \ Uj with |R1| = k− wj − |Z ′| − |C1| and |R2| = k− wj − |Z ′′| − |C2|.
Setting Y = {j}∪Uj, Z = Zj, Y ′ = {v}∪Z ′′∪C1∪R1with v ∈ U ′, Z ′ = Z ′∪C2∪R2, Lemma2.2 leads toβvj+β[v : Uj] = β[v : Zj].
Sinceβvt = βvu = 0,∀t ∈ Uj, u ∈ Zj and the setsUi,U ′ andU ′′ canbe constructed such that every node ofR canbe considered
in U ′, the last relation leads to βvj = 0, ∀v ∈ R, j ∈ W .
We now show that βvl = βuv = ρ, ρ ∈ R,∀u, v, l ∈ Z . Let u, v, l ∈ Z and consider
• (C1, C2): a partition of V (Kq) \ {u, v, l} such that∑C2 wi =∑C1 wi,• (R1, R2, R3): a partition of R such that |R1| = k− |C1| − 2, R2 = k− |C2| − 1.
From Lemma 2.2, setting Y = {u}, Z = {l}, Y ′ = C1 ∪ {v} ∪ R1, Z ′ = C2 ∪ R2, we have βvu = βvl = ρ,∀u, v, l ∈ Z .
Let j ∈ W , v ∈ Z ′ and consider
• (C1, C2): a partition of V (Kq) \ ({j} ∪ Zj) such that∑C1 wi =∑C2 wi + 1 and v ∈ C1,• (R1, R2, R3): a partition of R such that |R1| = k− |C1| − wj, R2 = k− |C2| − wj.
Setting Y := {j}∪Uj, Z = Zj, Y ′ = C1∪R1, Z ′ = C2∪R2, Lemma 2.2 leads toβvj+β[v : Uj] = β[v : Zj]. Sinceβvu = 0,∀u ∈ Uj
and βvt = ρ,∀t ∈ Zj, we have: βvj = ρwj.
It is then left to show that βij = ρwiwj,∀i, j ∈ W . Considering
• (C1, C2): a partition of Z such that |C2| = r , and• (R1, R2): a partition of R such that |R1| = k− |W | − |C1|,
the incidence vector of the cut δ(W ∪C1∪R1) satisfies (12) with equality, implying that β0 = ρr(r+1). Let X be any subset
ofW , and consider
• (C1, C2): a partition of Z such that |C1| +∑i∈X wi = |C2| +∑i∈W\X wi + 1, and• (R1, R2): a partition of R such that |R1| = k− |X | − |C1|,
the incidence vector of the cut δ(X ∪ R1 ∪ C1) satisfies (12) with equality which implies that ∑i∈X ∑j∈W\X βij =
ρ(
∑
i∈X wi)(
∑
i∈W\X wi). At this point wemay notice that the last relation can be written for any subset X ofW and that the
coefficients in E(W ) of each row on the left-hand side of this system of equations correspond to the incidence vector of a
cut in the complete subgraph having node setW . Since the cut polytope is full-dimensional it follows that this system has
a unique solution: βij = ρwiwj and the proposition follows. 
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