Abstract: Personal health care is a promising application of a body area network (BAN). The BAN for health care application consists of a data collector and multiple wearable sensors that send data to the collector according to a sampling interval determined by the application. The data collector may be any hand-held or portable device such as a mobile phone, a PDA or a wristwatch. An individual user needs a BAN to detect, track or manage his/her health. Multiple BANs for such purpose are likely to appear in a nearby area, especially a place where population density is high. Since multiple BANs must share wireless medium in this scenario, a problem of packet collisions among BANs is unavoidable. To deal with such problem, this study proposes an adaptive scheme to allocate channel and time for coexisting BANs. The proposed scheme distinguishes inter-BAN and intra-BAN communications, and adaptively allocates channel and time according to the current number of BANs that exist in a nearby area. As a salient feature, the proposed scheme allocates time by attempting to satisfy the requirement of sampling interval determined by the application. The evaluation results demonstrate that our scheme achieves much higher packet delivery rate than the existing scheme.
Introduction
Currently wireless communication, which is used by various kinds of devices, proliferates into our society because of its convenience in terms of deployment and operation in comparison with wired communication. Several standards and specifications of short-range wireless communication have been developed and are available nowadays. Such short-range wireless modules are integrated into portable devices for the purpose of local communication by forming a body area network (BAN) and performing determined tasks for personal usages. Personal health care is a promising application of BANs, because a BAN can be utilised as a monitoring system to detect, track and manage user's health in an efficient and convenient manner [1, 2] . Not only patients but healthy persons can also use BANs to monitor physical fitness, human behaviour, disease symptoms, chronic illness, post-operative conditions and so on [3] [4] [5] .
The BAN for health care that we consider consists of a data collector and multiple wearable sensors, which are responsible to measure and wirelessly transmit data to the collector according to a sampling interval determined by a professional or doctor. The data collector may be any handheld or portable device such as a mobile phone, a PDA, a music player, a wristwatch or a dedicated wearable device. Any kinds of sensor (e.g. temperature, moisture, heart rate, blood pressure, ECG) can be used according to the purpose of users. People always take, wear or attach the BANs of health care system with themselves, that is, one BAN per one person. Therefore multiple BANs are likely to stay nearby, especially a place where population density is high. For example, hundreds of people may exist in a train, a bus, a park or an office at the same time. Since multiple BANs must share limited wireless medium or resource in such places, the problems of packet collisions and packet drops are unavoidable. Ideally, only one device is allowed to send data by using a given channel for a given time in order to avoid collision. In other words, the data sent simultaneously by two devices on the same channel will not arrive the destination(s). The personal health care system needs a solution to avoid such collisions of multiple BANs before being able to provide as a service for users.
Various schemes [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] have been proposed by researchers but they consider either wireless channels or transmitting time. Thus, we need to implement at least two schemes of the above: one for channel allocation and another one for time allocation, in order to achieve the highest utilisation of available wireless medium. However, conflict, incompatible or redundant functions defined by multiple schemes are likely to exist because each scheme is developed independently with different assumptions. Moreover, such existing schemes consider each node separately without taking the peculiar characteristic of BANs into consideration when allocating channels or time. Owing to the personal use of BANs, the devices in a BAN always communicate with other devices in the same BAN, but it is not necessary to communicate with the devices that belong to other BANs. Each BAN operates independently but all the devices in a BAN work collaboratively to carry out predetermined tasks. To utilise wireless medium or resource in a more efficient way, we consider channels and time simultaneously and also take the communication characteristic of BANs into consideration when designing an allocation algorithm.
The rest of the paper is organised as follows. Section 2 discusses related work. Section 3 describes the problem statement. Section 4 proposes an adaptive channel and time allocation algorithm. Section 5 evaluates the proposed scheme through simulated networks. Section 6 discusses and analyses technical issues related to the proposed scheme. Conclusion and future works are given in Section 7.
Related work
Channels and time of wireless medium need to be allocated properly so as to avoid collisions or interferences. There are three main approaches for channel allocation in terms of granularity, that is, packet-, link-and flow-based approaches. By granularity, we refer to the scope of a channel allocation decision in terms of the number of different entities that the decision impacts and applies to. The packet-based approaches allocate channels on a per-packet basis at a given node and the decision does not apply to subsequent packets or other entities [6, 7] . Channel allocation using the link-based approaches is performed for a link between two given nodes, and all packets between the two nodes will be transmitted on the same channel for the duration the decision is valid for [8] [9] [10] . For the flow-based approaches, all packets belonging to a flow are sent on the same channel [11, 12] .
On the other hand, two main approaches exist in time allocation, that is, time division multiple access (TDMA) and carrier sense multiple access (CSMA). TDMA is a conventional proposal that assigns shared physical medium to each node individually. Contention-free TDMA-based protocols have received attention from researchers; hence, many protocols have been developed [13] [14] [15] . In [14] the authors proposed a basic TDMA mechanism that explicitly synchronises transmissions at each node to prevent interference. Recent work reported that explicit synchronisation can lead to deadlock scenarios because of loss of synchronisation marker packets. To solve the problem, WiLDNet [13] uses an implicit approach to determine a TDMA schedule that is not affected by packet loss.
CSMA is a probabilistic media access control (MAC) protocol, in which a node verifies the absence of other traffic before transmitting on a shared physical medium such as an electrical bus or a band of electromagnetic spectrum. CSMA can be further divided into two main categories: synchronous and asynchronous schemes. Nodes in synchronous schemes, such as S-MAC [16, 17] , T-MAC [18] and [19] , negotiate a schedule, that is, the time when nodes are awake and asleep within a frame. On the other hand, B-MAC [20] , X-MAC [21] and SCP-MAC [22] use an asynchronous scheme where a sender uses preamble sampling to discover a receiver. The preamble period must be at least as long as the sleep period of the receiver so as to ensure that a sender discovers any receivers. As a result, long preambles significantly increase the burden on senders. SCP-MAC proposed a scheduled channel polling scheme to reduce the cost of discovering traffic in order to achieve ultra-low duty cycles [22] . In addition to the sender-initiated protocols such as B-MAC, X-MAC and SCP-MAC protocols, receiver-initiated protocols have also been introduced in the literature [23, 24] . Furthermore, Z-MAC has been proposed as a hybrid protocol to combine TDMA with CSMA [25] .
These proposals are designed to allocate channels or time separately. In addition, previous schemes are designed to allocate wireless medium for a pair of sender and receiver without considering the relations of nodes within or between BANs. As a result, a communication of a BAN may unintentionally disturb unrelated nodes that belong to other BANs. In contrast, our scheme allocates both channels and time simultaneously by also taking into consideration the communication characteristic of BANs.
Problem statement
We consider a situation where multiple BANs are located in a nearby area. For example, four BANs in Fig. 1 are located within other BANs' communication areas. Each BAN consists of few sensors which stay one hop from the data collector served by a mobile phone such that a one-hop star topology is constructed. Each sensor periodically samples and reports measured data to the mobile phone according to a predetermined sampling interval. After receiving data from the sensors, the mobile phone forwards the data to a Fig. 1 BANs stay inside other BANs' communication areas health care centre or server. Data communication between the mobile phone and the health care centre is out of scope of this paper. We consider only local communication within BANs. Each person needs one BAN and takes it with himself/herself all the time for the purpose of health care applications. When users and their BANs appear in public areas (e.g. a train, bus, station, park or office), BANs using the same channel cannot communicate with their sensors as expected. A solution to allocate channels and time in order to avoid collision with other BANs is required. We note that the term 'resource' is used as a general term to refer to channels and time throughout the paper. As assumed by previous works, time synchronisation is achieved by using any available algorithms [26 -28] . A recent work, gradient time synchronisation protocol (GTSP) [29] , which is designed to provide accurately synchronised clocks between neighbours, works in a completely decentralised fashion. GTSP requires neither a tree topology nor a reference node, which makes it robust against link and node failures. In addition to such algorithms, the data collectors can synchronise their time with global positioning system (GPS) or a time server through a cellular network.
Proposed algorithm
The adaptive channel and time allocation algorithm can be divided into two main steps: (i) resource allocation between BANs (Section 4.2) and (ii) resource allocation within a BAN (Section 4.3). In the first step, a channel and time for any BAN are arbitrary determined by a data collector, or allocated by other data collector which is currently using the same channel. After allocating channels and time between BANs, a data collector then assigns the allocated channel and time to all of its sensors in the second step. The details are as follows.
Notations
This section explains notations used in the proposed algorithm. All notations are summarised in Table 1 , and graphical examples are presented in Fig. 2 .
Time frame (T ) is a period determined arbitrarily by a data collector (Fig. 2a) . Every BAN that uses the same channel is allocated a part of time frame for their own communications in order to avoid collisions. Fig. 2b shows a scenario where three BANs (i.e. BANs A, B and C) coexist and are allocated a part of time frame. Thus, each BAN must know the starting time and the length of allocated period so as to not to interfere with each other. The variable t stands for the starting time of allocated period and is updated every time frame by adding T seconds. For example, if the starting time of current time frame is t a , the starting times of the following time frames are t a + T, t a + 2T and so on.
We define the term active period as the length of allocated period. The active period is shorter than or equal to the time frame, and is expressed by a multiplication of time frame, that is, aT where a ≤ 1. Each BAN is allowed to communicate between t and t + aT, and can be expressed as [t, t + aT ]. Since the variable a determines the ratio of time frame which is allocated to a BAN, it is called active ratio. Fig. 2c exemplifies notations (t and a) held by each BAN in the scenario shown in Fig. 2b . For example, BAN A has t ¼ t a and a ¼ 1/2, thus the period in which it can communicate is [t a , t a + (1/2)T ]. Similarly, the periods in which BANs B and C can utilise for their communications are [t a + (1/2)T, t a + (3/4)T ] and [t a + (3/4)T, t a + T ], respectively.
Prohibitive period (P 1 ) can be considered as an antonym of active period (aT ), that is, a BAN is not allowed to transmit data within this period. Hence, the prohibitive period can be straightforwardly calculated by (1) .
Fig. 2c also illustrates the prohibitive periods of three coexisting BANs in shade.
As stated in Section 3, each sensor samples and reports data to a data collector according to the predetermined sampling interval (l). If the allocated active period does not satisfy the sampling interval, the data collector requests the second active period for a time frame. As a result, the BAN will have two active periods within a time frame. To have the second active period that satisfies the sampling interval, the data collector determines a point of time called next starting time (h). The range of second active period must cover the next starting time, for example, if h is (1/2)T, [(1/4)T, (3/4)T ] can be allocated as the second active period. After being allocated the second active period, the data collection repeats the same procedures, that is, it requests an additional active period by including the next starting time in the request message until the sampling interval is satisfied. Note that the algorithm is detailed in the following sections. To clarify the above explanation, an example is given in Fig. 3 that focuses on BAN G. First, the active period of BAN G is [(1/4)T, (1/2)T ] (Fig. 3a) , which does not satisfy its sampling interval. After requesting an additional active period, the second active period [(31/32)T, T ] is allocated (Fig. 3b) channels, the data collector selects a free channel, in which no one uses, in order to balance channel usage and avoid interference among multiple BANs. If multiple channels are free, the data collector randomly selects a free channel without loss of generality. If there is no free channel, the data collector selects the channel whose load is the lowest, so as to follow the purpose of load balancing. We applied a simple approach to determine the load of channel by using the number of BANs as the load. In other words, the data collector selects the least crowded channel in terms of the number of BANs. If the number of least crowded channels is more than one, the data collector randomly selects one.
As a next step, the data collector determines the length of a shared time frame (T ). The length of the time frame is determined arbitrary but it would be better to set as a factor of the sampling interval (which is discussed later in Section 4.5). As an example of the latter case, if the sampling interval is 5 s, the length of time frame should be any value from the set of {. . ., 1.25, 2.5, 5, 10, 15, . . .}. All the BANs that use the same channel share available time in this time frame. Therefore each data collector maintains its starting time (t) and active ratio (a) in order to know the beginning and the length (aT ) of its active period. As a result, the parameters of BAN A that exist alone in an area are BAN A: t = t a , a = 1 which means the allocated period of BAN A starts at t a and lasts for T seconds (a is equal to 1). In other words, nodes in BAN A can send packets from t a to t a + T. The topmost row of Fig. 4 illustrates the allocated period of BAN A. The starting times of BAN A are t a , t a + T, t a + 2T, . . . for the 1st, 2nd, 3rd, . . . time frames, respectively.
A data collector follows the above procedures, if the selected channel is free. If the selected channel is used by a BAN, it requests time from that BAN. When a BAN receives a request, it gives the latter half of its active period to the requester if possible. If its active period is shorter than a threshold, it refuses any further requests. An underlying reason of using the threshold is to protect time for its own communication. If a BAN always gives time to other BANs, sooner or later it will run out of time for its own communication. The threshold can be set to the total time required for communication within a BAN, that is, the time required for a sensor to transmit data multiplied by the number of sensors in a BAN. The time required for a sensor to transmit data is the multiplication of data size and transmission rate. Even though the numerical values for calculating the threshold of active period depend on applications and can be set by the users, the default values of our algorithm are determined as follows: † The number of sensors in a BAN is set to five. † The data size depends on application but we can set a default to a relatively large value to serve a wide range of applications. The data size is set to 64 bytes by default. † The transmission rate is assumed to be 250 kbps, which is the maximum transmission rate of the IEEE 802.15.4 [30] . 
Not only its own t and a, but each data collector also maintains t and a of the other BANs in a management table according to the following rules (R1) and (R2).
R1: A BAN whose active period follows its active period immediately. R2: A BAN whose active period starts from the beginning of the shared time frame if and only if its active period follows that BAN immediately. In other words, if the active period of a BAN is the second of the time frame, it maintains t and a of the first active period of the time frame.
We clarify both rules by using the scenario in Fig. 7b as an example. According to the rule (R1), BANs A, F, D, B and C maintains t and a of BANs F, D, B, C and E, respectively. The reason is straightforward, that is, the active periods of BANs F, D, B, C and E follow the active period of BANs A, F, D, B and C, respectively. However, BAN E does not need to maintain t and a of any BAN because no one follows its active period immediately. According to the rule (R2), only BAN F maintains t and a of BAN A, since the active period of BAN A starts from the beginning of the shared time frame and the active period of BAN F follows BAN A immediately. Note that the management Every data collector periodically broadcast t, a and other information at the beginning of its active period using a beacon message. Thus, the complete information maintained by BANs A and B are as follows.
and also maintains t and a of BAN B BAN B:
and also maintains t and a of BAN A If BAN C comes into the current area and desires to use the same channel, it sends a request at an arbitrary point of time. If the request is sent during BAN B's active period, BAN B allocates the latter half of its active period to BAN C (the bottommost row of Fig. 4 ). The parameters maintained by each BAN are as follows
and also maintains t and a of BANs A and C
Since BAN C's active period follows BAN B's period immediately, BAN B maintains BAN C's information according to the rule (R1). 
and also maintains t and a of BAN A
The active ratio (a) of BAN B changes to 1/2, and C is deleted from B's table. Note that the management table of BAN C is unchanged at this point of time.
As an additional rule, a data collector will extend its active period if possible according to received beacon messages. At the current situation, BAN C moves to somewhere (the middle row of Fig. 5 ) and it no longer receives the beacon messages from BANs A and B. It assumes the absence of BANs A and B, and extends its active period to the whole time frame because no other BANs use the same channel (the bottommost row of Fig. 5 ). The current parameters maintained by each BAN are updated as follows
The active ratio (a) of BAN C changes to one, and the starting time changes to the beginning of time frame.
Intra-BAN resource allocation
Since each BAN consists of few devices connected with a star topology, a simple approach is preferred to manage the resource allocation in a BAN as follows. After knowing the active period, a data collector allocates time equally to each sensor in its BAN as illustrated in Fig. 6 . Each sensor sends data to the data collector within allocated time and switches to a sleep mode immediately after finishing its transmission in order to elongate its lifetime. Since time reallocation is required when the members of coexisting BANs or the number of sensors in a BAN changes, a guard interval is reserved for the purpose of time reallocation within a BAN. The guard interval is a short time period at the beginning of time allocated for each sensor as shown by shades in Fig. 6 . If the data collector needs to change time allocated for each sensor, it notifies the sensors by sending a packet within the guard interval. Therefore a sensor will not send data packets at the beginning of the allocated time, that is, the guard interval, but it waits for a while. Acknowledgement is enabled by default in our proposed algorithm but it can be disabled if desired.
Encountering of allocated BANs
According to the above procedures, multiple BANs are able to coexist in an area by using their own active periods. However, there is a chance that two or more groups of multiple BANs which have already allocated their time frame encounter others somewhere. In this case, active periods are reallocated by using the shortest time frame as a shared time frame of all groups in order to avoid conflict requests and overlapped active periods. The reason for using the shortest time frame is to satisfy the sampling interval (which is discussed later in Section 4.5). In particular, all data collectors using longer time frames send requests for new active periods, whereas data collectors using the shortest time frame do nothing, that is, they wait for any requests as usual. The data collectors still use the same algorithm to allocate time when receiving any requests.
If there are multiple groups whose time frames are the shortest, any further metrics can be used to determine the BAN whose time frame will be used as a shared time frame because all BANs have the same priority to serve this role. We note here that the determination is done among the BANs whose time frames are the shortest. A time frame ID, for example, is a candidate and easy-to-use metric. By employing the time frame ID, the data collector that initialises the time frame determines an ID of its time frame arbitrarily. Then the smallest (or biggest) ID is selected as a shared time frame. Therefore all data collectors will be reallocated the resources based on the selected time frame. Fig. 7 shows an example of encountering of multiple BANs. A group of allocated BANs {A, B, C} encounters a group of allocated BANs {D, E, F}. In this example, the time frame of {A, B, C} is shorter than that of {D, E, F}. Therefore BANs D, E and F request the resources from BANs A, C and A, respectively (Fig. 7a) . Since each BAN sends a request within in its active period, collision of requests can be avoided. BAN A receives the request from BAN D, and followed by the request from BAN F. BAN B or C may receive the request from BAN E, however, we assume that BAN C receives the request without loss of generality. Fig. 7b illustrates the active periods after being reallocated.
We note again that encountering of two BANs follows the same procedures. Moreover, if a sensor detects interference with other BANs, it informs its data collector to reallocate the resources by using the same procedures.
Sampling interval
A sampling interval (l) may be any value determined by an application ranging from short to long periods. The proposed algorithm attempts to satisfy the sampling interval by ensuring that the transmission interval of sensors in a BAN is not longer than the determined sampling interval as follows.
After being allocated the resources, a data collector checks whether its active period satisfies the sampling interval, that is, whether the prohibitive period P 1 (1) is equal to or shorter than l. If the sampling interval is not satisfied (i.e. P 1 . l), the data collector requests an additional active period by including the next starting time (h) in the request. The calculation of the next staring time is expressed in (2) .
It is apparent from the equation that the next starting time is the centre of the current active period (t + (aT/2)) plus the sampling interval (l). The BAN who owns h allocates the first, or latter, half of its active period that includes h to the requester. After receiving the additional active period, the data collector checks the condition of sampling interval again by calculating a new prohibitive period (P 2 ), which is a period between the next starting time (h) and the centre of the first active period (t + (aT/2)). The definition of the prohibitive period remains the same, that is, the time that a BAN is not allowed to transmit data. However, different equations (1) and (3) are required to calculate the prohibitive periods in the first and second steps. Therefore we use subscripts '1' and '2' to distinguish both equations.
We calculate the new prohibitive period in a conservative manner, which can be divided into two cases as illustrated in Figs. 8a and b. The conservative manner here means we use the middle point of active periods, that is, t + (aT/2) and h for the first and second active periods, respectively, to calculate the new prohibitive period. The upper and lower rows in both figures (Figs. 8a and b) show scenarios where a BAN is allocated the first and second active periods, respectively. Fig. 8a shows a case where the second active period locates beyond the first active period in a time frame, that is, (t + (aT/2)) . h. In contrast, Fig. 8b shows a case where the second active period locates after the first active period, that is, (t + (aT/2)) ≤ h. By dividing into two cases, the new prohibitive period (P 2 ) is calculated by (3) . Then, if the sampling interval is still not satisfied (i.e. P 2 . l), the data collector requests one more active period by including a new next starting time (calculated by (2)). The procedure described in the above paragraph is iteratively done until the sampling interval is satisfied, that is, after being allocating an additional active period, the data collector checks the condition of sampling interval by calculating the prohibitive period P 2 (3), and request an additional active period by including the next starting time (2) if the sampling interval is not satisfied. Actually, the data collector can calculate all of necessary next starting times and includes them in one request. Our simulation is implemented by using this all-at-once technique in order to reduce control packets. Fig. 9 exemplifies a scenario where a newly joined BAN G needs more than one active period to satisfy its sampling interval. Fig. 9a illustrates the time allocated for BANs A, B, C, D, E and F before BAN G which needs to report data every 0.6T seconds (l ¼ 0.6T ) joins the group. Assume without loss of generality that BAN A allocates the latter half of its active period to BAN G as shown in Fig. 9b . Thus, a period of 0.25T seconds is allocated to BAN G and the prohibitive period P 1 is 0.75T. Since P 1 . l, BAN G requests an additional active period by including the next starting time (h ¼ 0.975T ) in the request. According to (3), the new prohibitive period (P 2 ) of 0.4T seconds is shorter than the sampling interval of 0.6T seconds; thereby BAN G stops calculating the additional active periods. After ensuring that the requirement of the sampling interval is satisfied, the data collector includes all next starting times (h) in the request message. The next starting time (0.975T ) is owned by BAN F, so it allocates the latter half of its active period to BAN G (Fig. 9c) which must keep two sets of active period (i.e. t 1 , a 1 and t 2 , a 2 ).
Performance evaluation
This section evaluates the performance of the proposed scheme by using the ns -2 simulator [31, 32] . Since we compare the performance with the ZigBee standard, we first describe the ZigBee standard and its implementation in this section. Then we provide the details of simulation setup and evaluation methodology. After that, we discuss the simulation results.
ZigBee implementation
ZigBee Alliance [33] has developed a ZigBee standard [34] for a low-rate wireless personal area network (LR-WPAN), which is a network designed for low-cost very-low-power short-range wireless communication. Note that the word 'PAN' used by the ZigBee standard is referred to as 'BAN' in this paper. We use the word 'BAN' because its meaning is distinct when mentioning the health care applications. Our implementation follows the ZigBee-2006 specification [34] . The ZigBee standard employs low-power IEEE 802.15.4 [30] as its MAC and PHY specification. Thus, PHY and MAC layers in our simulation follow the IEEE 802.15.4 [30] .
There are three types of logical devices: ZigBee Coordinator (ZC), ZigBee Router (ZR) and ZigBee End (3) a If the second active period locates beyond the first active period, that is, (t + (aT/2)) . h, the new prohibitive period is (t + (aT/2)) 2 h b If the second active period locates after the first active period, that is, (t + (aT/2)) ≤ h, the new prohibitive period is (1 2 h)(t + (aT/2)) Upper and lower rows in both a and b show scenarios where a BAN is allocated the first and second active periods, respectively Device (ZED), defined in ZigBee NWK layer. A network is started by a full function device (FFD) when it becomes the PAN coordinator. All networks must have exactly one PAN coordinator in each network.
Two different types of physical devices are defined in an 802.15.4 network, a FFD and a reduced function device (RFD). The FFD can talk to the RFDs and other FFDs, and operate in three modes serving either as the ZC, the ZR or the ZED. The RFD can only talk to the FFD and is intended for extremely simple applications.
The standard supports two network topologies, star and peer-to-peer. The communication is controlled by a PAN coordinator that operates as a network master, while other devices operate as slaves and communicate only with the PAN coordinator. The devices may be either the FFDs or the RFDs. In the simulations, we employed the star topology which is appropriate for the health-care application. In particular, a PAN consists of a ZC and ZEDs which operate as a data collector and sensors, respectively.
The IEEE 802.15.4 standard defines 16 channels (two MHz), channels 11 through 26, in the 2.4 GHz industrial, scientific and medical (ISM) band all of which can be used simultaneously without mutual interference [30] . When a device starts a new ZigBee network with itself as the coordinator, it scans all available channels and selects a free channel for communication within its PAN. Table 2 summarises simulation environment. A number of BANs is deployed in a square region of 30 m × 30 m. Each BAN consisting of one data collector and at least one sensor moves by following the random waypoint model [35] in which the maximum speed and pause time are set to 0.8 m/s and 20 s, respectively. The value of moving speed is set to imitate human walking speed. All nodes (data collector and sensors) which belong to the same BAN always move together in order to construct a star topology of personal BAN. In addition to moving scenarios, we also evaluate the scenarios where all nodes do not move and stay within others' communication range. This imitates a scenario where people stay together in a small area such as a train, a conference room and so on.
Simulation setup
Radio propagation of data collectors and sensors follows two-ray ground reflection model, and communication range of each node is set to 15 m so as to investigate the impact of coexisting BANs. Even though the ZigBee can operate in three ISM radio bands, the simulation adopts 2.4 GHz ISM band where 16 channels (channels 11 through 26) are available and can be used simultaneously without mutual interference. To compare the performance with the ZigBee standard, PHY and MAC layers employs the IEEE 802.15.4 specification [30] . Each sensor sends data periodically to the data collector by using the constant bit rate (CBR) traffic agent provided in the ns -2 simulator. If sensing data do not fit in one packet, fragmentation is carried out and a burst of data packets is sent within allocated time. The sampling interval (l), time frame (T ) and guard interval are set to 800 ms, 20 s and 50 ms, respectively. The simulations last for 2100 s for each experiment.
Evaluation methodology
To study the proposed algorithm, we conducted three experiments by varying the number of channels, the number of BANs and the number of sensors per BAN. The number of available channels is set to one and 16. We set the number of available channels to 16 in order to utilise the maximum capability of the standard. However, we also run simulations when the number of available channels is one. By employing our adaptive scheme, nodes can send data correctly without collision if the number of available channels is higher than the number of BANs in the network. Therefore limiting the number of available channels to one is to test the performance of the proposed algorithm in an extreme situation. The extreme situation, where the number of available channels is much lower than the number of BANs, may happen in a very crowded area such as overcrowded trains in the rush hours. During the rush hours in Tokyo, there are more than 100 passengers in a car of trains. We chose to reduce the number of available channels instead of increasing the number of BANs in order to avoid high computational cost and long run time of simulations. Note that when the number of channels is limited to one, every node uses the channel 26. Table 3 summarises parameters for each experiment. In the experiment 1 where the number of available channels is one, the number of BANs is varied from one to 25, and three sensors are attached to each data collector. Experiment 2 allows nodes to select a channel from all available 16 channels, whereas other parameters (the number of BANs and the number of sensors per BAN) follow the experiment 1. The last experiment (experiment 3) fixed the number of available channels, the number of BANs and the number of sensors per BAN to one, 10 and one, respectively. Two metrics, that is, packet delivery rate and overhead ratio, are used to study performance of the proposed algorithm. Packet delivery rate is defined as a percentage of received data compared to generated data. It is used as a metric for evaluation because it is a good indicator to investigate how well an algorithm can avoid collision. Since the proposed algorithm uses control packets to allocate time among coexisting BANs, we also study the cost of control overhead by calculating a ratio of control packets to data packets. In particular, the overhead ratio is defined as a ratio of the total bytes of control packets to the total bytes of data packets. Note that the overhead ratio of ZigBee standard is considered to be zero because it does not have a function of time allocation. In addition to the above two performance metrics, we also discuss the results of end-toend delay measured from the experiments.
Simulation results
This section discusses the results of three experiments as follows.
Experiment 1: Impact of BAN density:
To study how well the data packets are transmitted in both sparse and dense scenarios, the number of BANs in the field is varied from one to 25, while the number of available channels is set to one in this experiment. Note that the field size and communication range are fixed for all experiments. Each data collector is attached with three sensors which report sensing data to their data collector every 800 ms (i.e. l ¼ 800 ms). The size of sensing data is set small enough to fit into one packet. The results of packet delivery rate are shown in Fig. 10 , where 'Adaptive' indicates the proposed scheme.
The BANs in Fig. 10a move according to the random waypoint model. Each plot in the graph is averaged over ten experiments in which movements of BAN differ. Both the ZigBee and our adaptive scheme work well when only one BAN exists in the field. As one would expect, the percentage of dropped packets increases when the number of BANs increases because of limited wireless resources. Since the sensors using the ZigBee send packets without considering neighbouring BANs or nodes, the probabilities of collision and congestion are quite high. As a result, the packet delivery rate of the ZigBee drops below 60% when only five BANs exist in the field. This means five persons equipped with BANs cannot be in the same area. When the number of BANs increases to 25, the packet delivery rate drops below 30% which is intuitively an unacceptable value for any applications. In contrast, our adaptive scheme attempts to allocate available resources (time) to every coexisting BANs and sensors. Therefore the packet delivery rates drop slower and are still higher than those of the ZigBee 30-50%.
The BANs in Fig. 10b is deployed in a nearby area where any node is within the communication range of all other nodes. Because all nodes are fixed at the same point without any movement, the experiment is done once for each number of BANs. It is not surprising that the situation of ZigBee-operated nodes is worse in comparison with the moving scenarios because all BANs always stay in the same area for all the times. In contrast, our adaptive scheme works better than the moving scenarios because once the resources have been allocated, every node can send packets without any collision if the resources are enough for all nodes. In the moving scenarios, the resources need to be reallocated when the BANs join or leave the group that shares the resources. Fig. 11 shows the overhead ratio of moving scenarios. Even though the overhead ratio increases as the number of BANs increases, the overhead is relatively low. In particular, the amount of control packets is merely 5% of data packets in the worst case where 25 BANs exist in the field. When a BAN moves to a new destination, other BANs staying at the new destination must reallocate time according to the procedures described in Section 4.4. Therefore a network with high density and high mobility of BANs requires higher number of control packets to reallocate time whenever BANs encounter. We do not consider the overhead ratio of standstill scenario because once the time frame has been allocated, further reallocation is not necessary anymore. As a result, the overhead ratio of standstill scenario highly depends on simulation time, that is, the longer the simulation time is, the lower the overhead ratio will be. Thus, the overhead ratio of standstill scenario is not a meaningful metric for evaluation purpose.
By using the CBR traffic agent, the trend of end-to-end delay is the same for both the moving and standstill scenarios. The sensors using our approach always send the packets within the allocated time (i.e. the active period). If a packet is generated during the prohibitive period, the Fig. 11 Ratio of overhead packets to data packets in moving scenarios when only one channel is available transmission is delayed until the next allocated time. As a result, the delays of our adaptive approach are longer than those of the ZigBee which sends packets immediately. However, even if how fast the ZigBee can deliver the packets, it is useless if more than half of the generated packets are dropped as shown above. Therefore it is not necessary to compare the results of delay. We note that the delay of our approach is bounded by the length of time frame (T ) because each sensor receives at least one active period in each time frame. In particular, an average delay of all randomly generated packets is roughly equal to half of the time frame and our simulation results also confirm this intuitive statement.
Actually, the CBR traffic agent of ns-2 [31, 32] generates the first data packet for each sensor node at random time.
The following packets are generated at a constant interval with random distribution. This constant interval is set to the sampling rate determined by an application. If we shift the generated time of the first packet to be within the active period of each sensor, the delay of the proposed scheme will be considerably shorter because our scheme allocates time by attempting to satisfy the sampling interval. An alternative way to conduct simulations easier is to ignore the traffic agents provided by ns-2 and let the sensors generate data in their active periods after channel and time allocations have been done. This alternative approach complies with the requirement of health care applications that request sensor data periodically by specifying the sampling interval. Similarly, the delay will also be considerably shorter by applying the alternative approach of generating data packets. Moreover, we believe that this alternative approach is a realistic way to use a BAN for personal health care, that is, sensors start sensing tasks after knowing allocated time.
Experiment 2: Impact of channel allocation:
The experimental scenario is the same as the previous one (Section 5.4.1) except the number of available channels which is set to 16. The purpose of this experiment is to study the benefit of utilising multiple channels simultaneously. As shown in Fig. 12 , the packet delivery rates of both standard ZigBee and the proposed algorithm are nearly 100% when the number of BANs is lower than or equal to 16 because each BAN can use a free channel without any interference or competing with other BANs. Thus each data collector is able to receive data from all of three sensors correctly. However, when the number of BANs is higher than 16, the BANs which use the same channel must share the time frame. When 25 BANs exist, the experimental results show that 8 and 9% of generated data are dropped by the ZigBee standard in moving and standstill scenarios, respectively, whereas the proposed algorithm is able to deliver nearly all of generated data (i.e. 98 and 99%, respectively). Only few packets are dropped by the proposed algorithm during the process of resource allocation as discussed in Section 5.4.1. However, an extreme situation of crowded BANs in Section 5.4.1 definitely happens in our daily lives, thus we need a solution to deal with such situation.
When comparing the results with Fig. 10 which can be considered as a time allocation scheme, the packet delivery rates of channel and time allocation merged scheme in Fig. 12 are much higher. In particular, the packet delivery rates of the merged scheme are 21% and 18% higher than the time allocation scheme when 25 BANs exist in moving and standstill scenarios, respectively. Therefore the advantage of channel and time allocation merged scheme is distinct. In the moving scenarios (Fig. 13a) , the packet delivery rates of our adaptive approach are nearly stable at 80%, while those of the ZigBee sharply drop as the number of fragmented packets increases. When comparing between two approaches, our adaptive scheme can deliver packets 45% higher than the ZigBee at the best case (25 fragmented packets). Our adaptive scheme also works well in the standstill scenarios (Fig. 13b) where the packet delivery rates are stable at 94% regardless of the number of fragmented packets. The packet delivery rates of the ZigBee drop from 65% to 17% as the number of fragmented packets increases from 5 to 25 packets. The underlying reason is the same as the previous experiment, that is, the nodes in ZigBee always contend for wireless medium whereas our adaptive approach sends the packets within the allocated time in order to avoid collisions. The overhead ratio of moving scenarios is shown in Fig. 14 . When comparing to Fig. 11 , the overhead ratio is much lower because the amount of data packets is relatively higher and data packets are sent in a burst. In particular, the amount of generated data is higher in this experiment whereas the amount of control packets is comparable because the property of mobility is identical. The results of delays have the same trend as the previous experiment. Our adaptive approach takes longer time in comparison with the ZigBee to send the packets. To reduce the delay when using a BAN in the real world, we can change the way that the packets are generated as suggested in the experiment 1 (Section 5.4.1).
Experiment
We conclude from the simulation results that our adaptive channel and time allocation helps in delivering most of the generated packets while also satisfying the sampling interval determined by the application. The results also demonstrated the benefit of considering both channels and time when designing an allocation algorithm.
Further discussions
We discuss and analyse some technical issues related to the resource allocation in this section.
Utilisation of wireless medium
Previous approaches attempt to utilise channels [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] or time [16 -25] efficiently. However, combining any existing approaches is not a simple task, and it is not likely to give a good result because of incompatible or redundant functions. Therefore we consider both channels and time when designing the proposed scheme in order to achieve the highest utilisation of wireless medium.
Fairness on resource allocation
As a rule or our scheme, a BAN always provides half of its active period to a requester if possible. The active period of some BANs is likely to decrease sharply upon the requests, for example, from 1 s to 500 ms, 250 ms and so on. However, the active periods of all BANs will converge to nearly an equal value according to the probability because longer active period has higher chance to be requested in comparison with the shorter active period.
Energy saving
A sensor in our protocol has very low duty cycle because it wakes up for a moment to send data and then goes back to a sleep mode immediately, that is, it does not awake for all of the allocated time. The sensor does not need to contend for wireless medium by sending request to send (RTS) and clear to send (CTS) packets as done in previous works [17, 18] . Even if the proposed scheme does not apply the RTS/ CTS packets, the hidden terminal is not a problem because data collectors allocate non-overlapped time for each sensor. The sensors that are not in the communication range of each other are a cause of the hidden terminal problem; however, such sensors in our scheme will not send packets at the same time. A period of overhearing is also reduced because a sensor does not need to wait until a receiver wakes up. Also, it does not need to send a long preamble or many short preambles to assure that at some point during the preamble the receiver will wake up [20, 21] .
Owing to very long sleep period and a small number of control packets, the sensors using our protocol achieve low energy consumption intuitively.
Ease of use
Previous works require complicated tuning for each application to achieve optimal performance. In the case of B-MAC, for example, the optimal check interval must be calculated for each traffic pattern or application [20] . The check interval must be less than the time of the preamble in order to reliably receive packets. However, longer interval means higher energy consumption. Similarly, the optimal duty cycle in S-MAC must be calculated for each traffic pattern [17] . In contrast, the users of our approach do not need to find optimal parameters to achieve the best performance. In addition, our approach is able to satisfy the sampling interval which is ignored by other approaches.
Unidirectional radio links
Even though the simulations showed promising performance of the proposed algorithm, the radio frequency communication in the simulations is assumed to be symmetric or bidirectional links. However, radio links in the real world are often unidirectional. The proposed algorithm is affected by unidirectional links, because resource allocation is done through the exchange of request and response messages between two nodes. Nevertheless, the problems can be alleviated and are divided into two cases (Fig. 15) . In what follows, a requester is referred to a data collector that requests time for communication within its BAN, and a recipient is referred to a data collector that receives the request for wireless resource. (Fig. 15a) . If the requester decides to use the same channel as the recipient, it sends a request to the recipient. However, the recipient cannot hear the request message. If the requester does not receive a response within a threshold period, it selects a new channel and sends a new request to a new data collector that uses the newly selected channel. This process is iterative until the requester receives a response. Although, the problem of unidirectional links is solved, a data collector with shorter radio range is likely to hold a channel for its own use without sharing the resource (i.e. time) with other BANs. † Second, we consider the opposite situation, that is, the recipient can receive messages from the requester, while the requester stays outside the communication range of the recipient (Fig. 15b) . In this case, the requester is not aware of the existence of the recipient such that the requester may select the same channel as the recipient. As a result, the communication of the requester interferes the recipient, whereas the requester is not affected by the communication of the recipient. When a BAN is interfered by other BANs that use the same channel, it stops communication and starts the procedure of resource allocation (Section 4.2) again by excluding the interfered channel from further usage. We also mentioned in Section 4.4 that if a sensor detects interference with other BANs, it informs its data collector to perform reallocation process.
Conclusion
This paper has pointed out a problem of resource allocation for coexisting BANs in personal health care applications. We have proposed an adaptive channel and time allocation algorithm to solve the problem. Instead of considering channel and time separately, we combine channel and time allocation into one scheme in order to avoid incompatibility or redundancy of different schemes. The scheme distinguishes inter-BAN and intra-BAN communications by exploiting two main steps to allocate resources. The time is allocated to meet the requirement of the sampling interval which is determined by the application. We have investigated the performance of the proposed adaptive scheme through simulated networks by comparing with the default operation of ZigBee. The simulation results demonstrated that our proposal is a promising solution to deal with coexisting BANs, and the ZigBee standard lacks a function against this kind of problem. Currently, we have also developed a prototype of cellular phone equipped with a ZigBee module for communicating with ZigBee-enabled sensors. The proposed scheme is also implemented in the prototype and seems to work properly. One of the future works is to evaluate the performance of the proposed scheme through this prototype. 
