A general deterministic analysis to state the necessary conditions with a coefficient determination for the variational source condition to hold is provided. Of particular interest in terms of the choice of the regularization parameter, Morozov's discrepancy principle enables one to determine new stable lower and upper bounds for the regularization parameter. With these bounds, it is also possible to establish quantitative estimations for the index function as well as for the different definitions of the Bregman distance. Inclusion of the variational source condition into the stability analysis enables one to re-establish convergence and convergence rate results in terms of the index function. The coefficient in the variational source condition is explicitly defined as a multivariable function of constants in Morozov's discrepancy principle. As expected, the results here are applicable when any strictly convex, smooth/non-smooth objective functional is considered.
Introduction
Variational regularization has commenced by introducing a new image denoising method named as total variation, [35] . Application and analysis of the method have been widely carried out in the communities of inverse problem and optimization, [1, 5, 6, 11, 12, 13, 16, 17, 37, 38] . In variational regularization the usage of Bregman distance as a tool for the convergence and convergence rate has been well established over the last decade, [10, 22, 23, 24, 26, 27, 28, 29, 32] . As alternative to well known regularization theory for minimizing the quadratic Tikhonov functional, [33, 34] , studying convex variational regularization with some general penalty term J has recently become important. In a recent work by Hohage et al. 2015 , [28, Eq. (2) ] and references therein, a conventional variational source condition (VSC) with a logarithmic index function Ψ has been derived for an inverse scattering problem. This work is followed up by another research wherein the coefficient verification of the VSC has been carried out in [29] . Authors in [29] have verified the existence of some necessary coefficient in the VSC for quadratic Tikhonov functionals under some conditions. In this work, we study general type Tikhonov functional. We explore under which conditios the VSC hold and the tight convergence rate results explicitly. The mathematical development of this work entails the specific rule for the choice of the regularization paramater which is Morozov's discrepancy principle.
Hofmann and Mathé et al. 2012, [26] , a priori and a posteriori strategies for the choice of the regularization parameter in Banach spaces under the variational source condition to determine the total error estimation
have been studied extensively. This work does not necessarily convey any specific solution space V since the penalty term of our objective functional is not specified. By establishing some quantitative analysis for the Bregman distance D J , the total error estimation will also be stabilized owing to the consideration of this work below,
Therefore, the objective of this work is to investigate the stable bounds for D J in terms of an increasing and positive definite index function Ψ depending on the noise amount δ such that
Organization of this work is as follows; In the following section, we give the necessary preliminaries that are the base of entire mathematical development. In Section 3, we review the fundamentals of Morozov's discrepancy principle. We then move on to the study of verification of the generalized variational source condition in conjunction with coefficient determination. Those conditions will be related to the rule for the choice of the regularization parameter. In Section 4, we, in light of our a posteriori choice of the regularization parameter, introduce a new interval for the value of the regularization paremeter, i.e. stable upper and lower bounds. It is with these bounds that we will be able to stabilize the total error estimation. Final scientific development will be given in Section 5. We also propose a different form the VSC in the Appendix A by comparing the reverse form of the usual Bregman distance to the positive definite index function.
Notations and Prerequisite Knowledge

Assumptions about the forward operator and the penalty term
Denote by V and H some reflexive/non-reflexive Banach and Hilbert spaces respectively. For the given linear, injective and compact forward operator T : D(T ) = V → H, we consider solving a linear ill-posed operator equation formulated by
The usual inverse problem is that of reconstruction of the approximate solution ϕ δ α by minimizing a general Tikhonov type objective functional
from the given data f δ of the exact right-hand side f † ∈ H with
In (2.2), the nonsmooth J : V → R + is the convex regularizer with the regularization parameter α > 0 before it. It is assumed that the any non-zero constant function under the image of the forward operator does not vanish, and this fact can be formulated as follows,
The real valued solution function ϕ is defined on a compact domain Ω.
The existence and the uniqueness of the minimizer
Our argument on the existence and the uniqueness of the minimizer is rather preassumptional since this work aims to provide some general analysis. 
To ensure that the sublevel sets are weakly sequentially compact, one must show that every sequence ϕ n ∈ M 
However, it can be shown that the sublevel sets M 
According to [1, Theorem 3.1] , in order to ensure the existence of the regularized solution, one must be able to ensure the BV -coercivity of the objective functional F α . Usually general type of Tikhonov functionals are not strictly convex since the forward operator T may not necessarily be injective. In our case, uniqueness of the regularized solution is a result of the strict convexity of the objective functional since the forward operator T is assumed to be injective.
Bregman distance
Conventional thorough feedback for the following terminology can be found in [9, 23, 36] . Definition 2.2.
[Subdifferential] Let J : V → R + ∪{∞} be defined on an appropriate Banach space and be some convex functional. Then subdifferential ∂J(u) ⊂ V * of J at u ∈ V is defined as the set of all p ∈ V * satisfying the inequality
Here the element p ∈ ∂J(u) is called the subgradient.
Note that when ∂J(u) is a singleton, Gâteaux differentiability and subdifferentiability of J are equal to each other.
Definition 2.3. [The Generalized
Bregman Distances] Let J : V → R + ∪ {∞} be a convex functional with the subgradient p ∈ ∂J(u * ). Then, for u, u * ∈ V, Bregman distance associated with the functional J is defined by
From here, one can easily observe that
Same also holds if one replaces the right hand side by the reverse Bregman distance D J (u * , u).
Minimization problem
The regularized solution ϕ δ α is constructed by employing an appropriate regularization strategy for the following convex variational minimization problem,
Inherently, this solution satisfies the following first order optimality condition, (cf.
Let V be an appropriate Banach space and H be some Hilbert space. For some given linear, injective and compact forward operator T : V → H, the J-minimizing solution is a solution to the linear operator equation
Although our work rather focuses on determining the stable upper bounds for the Bregman distance D J , it is still worthwhile to review some norm convergence rates both in the image and in the pre-image spaces. Owing to the a posteriori strategy for the choice of regularization parameter α = α(δ, f δ ), see subsection 3.1 for the details, with the deterministic noise model f δ ∈ B δ (f † ) in the measurement space, the following rates can be quantified;
to the true solution ϕ † by the rate of the noise amount O(Ψ(δ)), i.e., ||ϕ
For derivation of these rates, we refer reader to [26] and references therein.
Convex Variational Regularization with the Choice of the Regularization Parameter
It is in this section that we explicitly formulate the necessary condition for the VSC to hold and deliver a coefficient determination.
Choice of the regularization parameter: Morozov's discrepancy principle
We are concerned with asymptotic properties of the regularization parameter α for the Tikhonov-regularized solution obtained by Morozov's discrepancy principle (MDP). MDP serves as an a posteriori parameter choice rule for the Tikhonov type objective functionals (2.2) and has certain impact on stabilizing the total error functional E : V × V → R + having the assumed relation
As has been introduced in [2, Theorem 3.10] and [3] , we use the following set notations in the theorem formulations that are necessary to establish the error estimation between the regularized solution ϕ δ α(δ,f δ ) and the J-minimizing solution ϕ † respectively for the operator equation (2.1) and for the minimization problem (2.9),
where the discrepancy set radii 1 < τ ≤ τ < ∞ are fixed. Analogously, also as well known from [19, Eq. (4.57) and (4.58)] and [31, Definition 2.3], we are interested in such a regularization parameter α(δ, f δ ), with some fixed discrepancy set
It is also the immediate consequences of MDP that the following estimations
hold true. Furthermore, according to [26, Corollary 2] , the regularization parameter α(δ, f δ ) ∈ S can be bounded below by,
where Ψ is a concave, positive definite index function. A new lower bound depending on this index function for the regularization parameter will be developed. With a stable lower bound for α(δ, f δ ), possible singularity is avoided as α → 0, e.g. see Lemma 5.1 and Lemma 5.2.
Generalized variational source condition verification
Convergence rates results for some general operator T can be obtained by formulating variational inequality which uses the concept of index functions. A function Ψ : [0, ∞) → [0, ∞) is called index function if it is continuous, monotonically increasing and Ψ(0) = 0. VSC plays an important role in the development of convergence and convergence rate results for convex variational regularization strategies. Verification of this source condition has recently become popular, see [28, 29] . We rather associate the conventional VSC with the generalized Bregman distance since the objective functional (2.2) can involve any non-smooth and convex functional J. 
Below the necessary condition for the VSC to hold and a coefficient determination will be formulated. The result is applicable for any convex and smooth/non-smooth penalty term J only in conjunction with MDP. 
where p ∈ ∂J(ϕ † ) and C(τ , τ ) :
, satisfies the VSC as below,
Proof. Firstly, observe that for the fixed 1 < τ ≤ τ < ∞ discrepancy radii,
,
This will be beneficial to the coefficient estimation. Now, for the monotonically increasing and concave index function Ψ : [0, ∞) → [0, ∞), we can estimate
holds true. On the other hand, convexity of the penalty term J implies
. Adding the J-difference J(ϕ δ α(δ,f δ ) ) − J(ϕ † ) and taking into consideration the Bregman distance definition (2.6) provides
where 1 < τ ≤ τ < ∞ are fixed. By defining the coefficient 
Furthermore, since the penalty term J : L 2 (Ω) → R + is convex then a lower bound, which follows from (4.1), for the index function Ψ can be given in terms of J-difference as such
On the other hand ϕ δ α is the minimizer of the objective functional (2.2). Thus the estimation (4.2) reads,
A new lower bound for the regularization parameter will rise from this global estimation. As also well known by the literature (e.g [26] ) lower bound is crucial to control the trade off between δ and α. Unlike in the aforementioned literature, our lower bound contains the coefficient σ from (3.7) and has a simpler form.
Theorem 4.1. Let the regularization parameter α = α(δ, f δ ), for the minimizer ϕ δ α(δ,f δ ) ∈ D(F α ) of the objective functional F α in (2.2), be chosen according to the discrepancy principle α(δ, f δ ) ∈ S ∩ S where the given data f δ ∈ B δ (f † ). Then this choice of regularization parameter, for σ ∈ (0, 1] and for the fixed 1 < τ ≤ τ < ∞ coefficients, implies the following lower bound for the regularization parameter α(δ, f δ ),
Proof. If the regularization parameter is chosen according to the discrepancy principle α(δ, f δ ) ∈ S ∩ S where the given data f δ ∈ B δ (f † ), then it follows from (4.4) that
Recall that the index function Ψ is a concave function. We then, from (3.4), conclude that σ 4
From the assertion above, a stable lower bound for the index function can also be obtained. However, this rises the question of a stable maximum value of the regularization parameter. Regardless of the choice of regularization parameter, there exists some δ max > δ such that α < α max = α(δ max ). Analogous to [27, Eq (3.2) of Proposition 3.1], we will estimate an improvised form of this maximum value α max in consideration of the introduced lower bound (4.5). 
Proof. Let us consider the following form of the objective functional
It follows from here, for some α > 0, that
+ αJ(ϕ † ) for some α > 0. Furthermore αmax α ≥ 1. Thus, these facts yield that
We proceed with this estimation by making use of the lower bound estimated in (4.5) as such,
The result is hence obtained by defining
As has been mentioned above, a stable maximum value for the regularization parameter α(δ, f δ ) yields a stable lower bound for the index function Ψ owing to (4.11). We, then, close this section with providing the following corollary. 
, then a simpler form of the lower bound can be given by
Contribution of the VSC to Stabilize the Bregman Distance
As has been motivated above in the subsection 3.1, our choice of regularization parameter must fulfill (1.3). Moving on fom here and together with (4.1), we will obtain stable upper bounds for the Bregman distance D J , or for the total error value functional E, see (1.2). We will also see that it is also possible to bound the reverse Bregman distance D J (ϕ † , ϕ). With this upper bound, we will eventually arrive at the quantitative estimation for the symmetric Bregman distance D sym J . Therefore, the important question to be answered is how to control the trade-off between the noise amount δ and the regularization parameter α. It will be observed that this controllability is only possible when the choice of the regularization parameter is specified which is Morozov's discrepancy principle in our case. As a result of this choice and of the inclusion of the VSC, the quantitave estimations for the Bregmans distance depend on the discrepancy set radii and the coefficient in the VSC. In this section, the function space of the measured data will be taken as
Lemma 5.1. Let the regularization parameter α = α(δ, f δ ), for the minimizer ϕ δ α(δ,f δ ) ∈ D(F α ) of the objective functional F α in (2.2), be chosen according to the disrepancy principle α(δ, f δ ) ∈ S ∩ S where the given data f δ ∈ B δ (f † ). Furthermore, suppose that the J-minimizing solution obeys the VSC (3.7). Then, this a posteriori rule for the choice of the regularization parameter stabilises the following J-difference
is the minimizer of the objective functional F α , for some α > 0 and for any ϕ ∈ D(F α ) it holds that F α (ϕ δ α ) ≤ F α (ϕ). This implies the following,
Here, the decrease in α will cause a blow-up on the right hand side. This is controlled by the choice of the regularization parameter α = α(δ, f δ ) ∈ S. Thus, we make use of the lower bound for the regularization parameter given in (3.6) to have a stable upper bound by using the facts that Ψ is a concave and increasing function,
Hence, this control over the trade-off between δ 2 and α yields the desired result. We, below, reformulate the result with a new proof since a new lower bound for the regularization parameter that has been stated in Theorem 4.1 will be included.
2), be chosen according to the disrepancy principle α(δ, f δ ) ∈ S ∩ S where the given data f δ ∈ B δ (f † ). Then this a posteriori rule for the choice of the regularization parameter stabilises the following J difference
holds true for some α > 0. The choice of regularization parameter, as we have seen in Theorem 4.1, provides the stable lower bound (4.5). Plugging that lower bound into (5.5) stabilizes the J-difference as such,
Now tight rates for the total error estimation can be established. We will present two results, one of which is for the usual Bregman distance and the other one is for its reverse form. These results will inherently lead to the stable upper bound for the symmetric Bregman distance that has been defined by (2.7). arrive at
Here, again, the lower bound for the regularization parameter α(δ, f δ ) given in (4.5) has controlled the trade-off between δ 2 and α. Hence, this yields the stable upper bound (5.9). 
Conclusion and Future Prospects
The goal of this work has been providing a general analysis for the verification of the generalized variational source condition given by (3.7). Without specification of the rule for the choice of the regularization parameter, the results above would not have been obtained. Certainly, further necessary tool is a stable lower bound for α(δ, f δ ) stated by Theorem 4.1. The condition given in (3.8) has been mentioned in [23, Theorem 4.4] but only for the quadratic Tikhonov functional.
Further generalization of this work would be possible by considering the following form of the Tikhonov functional,
The order of norm q will change the rates of the error estimation. Interpretation of this work will be introduced with considering different penalty terms J. From the early assumption (1.2), a lower bound which is a function of corresponding norm, say Φ(||ϕ δ α − ϕ † || V ) per different J will permit one to obtain norm convergence result. With the involvement of any J in (2.2), or equivalently in (6.1), defining regularity properties for the solution function ϕ will be broadened. To be more specific, different norm convergence and convergence rates results will also follow from which function space V is considered. . By the choice of regularization parameter α(δ, f δ ) ∈ S ∩ S, we obtain,
Further step from here can be estimated by taking into account (3.4)
Thus, from (1.2), we arrive at
We make use of the estimation (1.4) to compare the well-known index function against generalized reverse Bregman distance in the following theorem without avoiding possible singularity as α → 0. This comparison may give birth to a new form of the VSC.
