This paper is concerned with the numerical solution of a class of variational inequalities of the second kind, involving the p-Laplacian operator. This kind of problems arise, for instance, in the mathematical modelling of non-Newtonian fluids. We study these problems by using a regularization approach, based on a Huber smoothing process. Well posedness of the regularized problems is proved, and convergence of the regularized solutions to the solution of the original problem is verified. We propose a preconditioned descent method for the numerical solution of these problems and analyze the convergence of this method in function spaces. The existence of admissible descent directions is established by variational methods and admissible steps are obtained by a line search algorithm, which combines the classical Armijo's rule with an interpolation technique. Finally, several numerical experiments are carried out to show the efficiency of the methodology here introduced.
Introduction
Variational inequalities (VIs) provide a versatile background for the analysis and modelling of physical phenomena which involve free boundary problems. This kind of problems include, for instance, contact of rigid bodies, flow of electro-and magneto-rheological fluids and flow of viscoplastic materials, among others (see [1, 10, 11, 13, 20] ). The wide range of applications of this kind of free boundary problems make the analysis and the numerical simulation of their associated VIs a quite interesting and challenging field of research.
On the other hand, the p-Laplacian operator has been widely analysed as a model case for quasilinear and degenerate elliptic equations (see [1, 28] ). Regarding the p-Laplacian problem, several analytical results, concerning existence and multiplicity of solutions, have been obtained in, e.g., [27, 28] . Further, the numerical analysis of the p-Laplacian problem has been a productive field of research. Mainly, the finite element approximation has been broadly studied in the literature in, for example, [2, 16, 19] and the references therein. The numerical realisation of the p-Laplacian has been carried out by the Augmented Lagrangian method [16] and, recently, by using optimization and variational techniques [19] and multigrid algorithms [3] .
In spite of the fact that the p-Laplacian operator is a extensively studied field, scarce work can be found in the numerical analysis of variational inequalities involving this differential operator. In [19] , the authors propose a finite dimensional descent algorithm for the numerical solution of several differentiable problems, including the classical Dirichlet p-Laplacian problem. However, they do not study variational inequalities of the second kind. The importance of this class of variational inequalities lies on the fact that they can be used to model the flow of a particular class of viscoplastic materials: the Herschel-Bulkley fluids.
Herschel-Bulkley is a power-law model with plasticity. This model is used to simulate some materials whose behaviour depends on the flow index p. This constant measures the degree to which the fluid is shear-thinning (1 < p < 2) or shear-thickening (p > 2). The Herschel-Bulkley model can be seen as a generalization of the classical Bingham model, which is retrieved from the first one by taking p = 2 ( [10, 11] ). Depending on the value of the power index, this model can be used to simulate a wide range of materials from nail polish or whipped cream (shear-thinning fluids) to quicksand or silly putty (shear-thickening fluids) (see [7] ). Furthermore, the HerschelBulkley model has proved to be accurate in the modelling of blood, a known shear-thinning fluid [23, 24, 25] .
In consequence, the numerical resolution of VIs involving a p-Laplacian operator is an important research field. A classical approach to these problems is the Augmented Lagrangian method (see [20] ), while, from our point of view, the application of optimization and variational techniques has not been explored enough in this context. Several optimization problems involving non differentiable functionals have been successfully analyzed by using this approach (see [9] ). Further, the analysis of this kind of methods in function spaces is a challenging but promising research field.
In this paper, we are concerned with a class of variational inequalities of the second kind involving the p-Laplacian operator and the L 1 -norm of the gradient. Our main intention is to develop an efficient algorithm for the numerical solution of these problems. The main challenge in this aim consists in designing a numerical strategy, which allows to obtain an accurate solution with a fast convergent method. In the context of numerical solution of VIs of the second kind, the local smoothing techniques, such as Huber regularization, have proved to be a effective way to achieve such a goal (see [10, 11] ). Therefore, we study the variational inequality as an equivalent minimization problem of a non differentiable functional, and we regularize the functional by a Huber procedure. Further, the convergence of the regularized solutions to the original one is established.
For the numerical solution of the VIs under study, we propose a preconditioned descent algorithm in function spaces. Several issues arise in this approach. Mainly, we need to discuss the existence of admissible search directions and admissible step sizes. Admissibility of step sizes depends on the line search strategy. Here, we propose an algorithm which combines the classical Armijo's rule with an interpolation technique for backtracking. This method allows us to obtain admissible step sizes with low computational effort.
The existence of admissible search directions is analyzed considering the two cases 1 < p < 2 and p > 2, separately. In the case 1 < p < 2, we first discuss the properties of a suitable Hilbert space in which we will propose and analyse the algorithm. Next, we define the preconditioner and prove the existence of admissible search directions. Finally, we state and prove a global convergence result for this algorithm. The case p > 2 poses analytical issues which prevent us from studying the algorithms in function spaces. In fact, it is not possible to prove existence of admissible search directions in the same function space in which the elliptic preconditioner is defined. We discuss in detail these issues and propose an alternative algorithm in a finite element space. Next, we state and prove a global convergence result for this algorithm as well.
Though the descent algorithms are usually slow, in our case the design of suitable preconditioners and the use of an innovative line search algorithm help us to obtain a robust algorithm which only needs the solution of one linear system per iteration. Further, since the algorithms are proposed, at least in the 1 < p < 2 case, in function spaces, they are expected to exhibit mesh independence.
The paper is organized as follows. In Section 2 we introduce and analyze the variational inequality and its associated optimization problem. Next, by using Fenchels duality theory, a necessary condition is derived and, since the original problem is ill-posed, a family of regularized optimization problems is introduced and the convergence of the regularized solutions to the original one is proved. In Section 3 the numerical approach to this problems is studied. We propose preconditioned descent algorithms for the regularized optimization problems, considering separately the two cases 1 < p < 2 and p > 2. Particularly, we prove a global convergence result for all the algorithms constructed. Section 4 is devoted to the numerical experience. Several numerical experiments, which illustrate the main features of the proposed approach, are carried out. Finally, in Section 5, we outline conclusions on this work and discuss some challenging issues that can be analyzed in future contributions.
Problem Statement and Regularization
Let us start this section by introducing some important notation. The scalar product in R N and the Euclidean norm are denoted by (·, ·) and | · |, respectively. The duality pairing between a Banach space V and its dual V * is represented by ·, · V * ,V , and · V stands for the norm of V . Given 1 < p < ∞, the conjugate exponent is denoted by p . Further, the duality pairing between L p and L p spaces is denoted by ·, · p ,p (see [4, Th. 4.11] ). We use the classical notation for the Sobolev space W 1,p 0 (Ω) and the notation W −1,p (Ω) for its dual space. Finally, we use the bold notation
This work is concerned with the numerical solution of the following class of variational inqualities of the second kind: find u ∈ W 1,p 0 (Ω) such that
It is well known that this variational inequality represents a necessary optimality condition for the following optimization problem of a non-smooth functional
Therefore, we will focus on the numerical solution of (2.1), by using optimization and variational techniques.
Theorem 2.1. Let 1 < p < ∞. Then, problem (2.1) has a unique solution u ∈ W 1,p 0 (Ω). Proof. Note that functional J(·) can be rewritten as 
A Multiplier Characterization
In this section, we use the Fenchel's duality theory to characterize the solution of problem (2.1) with a vectorial function, which acts as a multiplier. The aim of such a procedure is to obtain an optimality system which will be used to characterize the solutions of our problem. Let us start by defining the functionals F :
It can be easily verified that these two functionals are convex, continuous and proper. We also introduce the linear operator Λ :
. Using these definitions, we can rewrite the problem (2.1) as inf
Next, by following [15, pp. 60-61] , the associated dual problem of (2.2) is given by
is the adjoint operator of Λ, and F * : W −1,p (Ω) → R and G * : L p (Ω) → R denote the convex conjugate functionals of F and G, respectively, i.e,,
Note that in (2.3) we have already identified the dual space of L p (Ω) with L p (Ω) (see [4, Th. 4.11] 
and, moreover, that the dual problem has at least one solution q ∈ L p (Ω). Furthermore, by using a similar argumentation as in [10, Lem. 2.1], we can state that
Therefore, q satisfies that
Fenchel's duality theory also allows us to characterize both the primal and dual solutions. Indeed, [15, p. 61] implies that u and q satisfy the following system of equations
Let us start the analysis of this system by (2.8) . In this case, since F is Gateaux differentiable, the subdifferential of F reduces to the Gateaux differential F (see [15, Prop. 5.3, p. 23] ). Therefore, (2.8) implies that
which is equivalent to
Finally, thanks to the Riesz's representation theorem in L p spaces (see [4, Th. 4.11] ), there exists a unique w ∈ L p (Ω) such that q , ∇v p ,p = Ω (w, ∇v) dx, which yields that
Let us now analyse (2.9) . From the definition of the subdifferential ( [15] ), we have that
Next, if we take r = 0 and consider (2.7), we have that
which, since w is the unique Riesz's representative of q, is equivalent to
Now, by following similar argumentation as in [10, Sec. 2.1], we obtain the following optimality system for (2.1) 
A Huber Regularization Procedure
The non-differentiability of problem (2.1) can provoke instabilities in several numerical schemes, such as a primal-dual algorithm (see [10] ). This issue can be appreciated in the fact that system (2.11) does not have a unique solution. Further, this lack of regularity prevents us from developing an algorithm based on optimization techniques, as proposed. A classical approach to this kind of problems is regularization. However, the question about what kind of regularization procedure is the most suitable is a hot topic (see [10, 11, 20] ). In this work, we propose a local regularization of Huber type. The big advantage of using such a procedure is that Huber regularization only changes locally the structure of the functional in (2.1), preserving most of the qualitative properties of functional J.
Let us start by introducing, for γ > 0, the function ψ γ : R m → R by
Note that ψ γ corresponds to a local regularization of the Euclidean norm. In Figure 1 it is possible to appreciate the effect of this regularization in dimension one. Next, by using the function ψ γ , we propose the following regularized version of problem (2.1)
Theorem 2.3. Let 1 < p < ∞ and γ > 0. Then, problem (2.13) has a unique solution u γ ∈ W 1,p 0 (Ω).
Proof. First, let us state that function ψ is a convex function [10] . Therefore, the functional J γ (u) has the same qualitative properties of functional J(u). Consequently, the result follows in the same way as Theorem 2.1.
As we did in the previous section, we use Fenchel's duality theory to generate an optimality system for this problem. Actually, in this case we only need to replace the functional G by the
where F and Λ are defined as in (2.2). Furthermore, the dual problem is given by 
Moreover, the regularized dual problem has at least one solution q γ . Next, Fenchel's duality theory allows to conclude that u γ and q γ satisfy the following system of equations (see [15, p. 61] ).
Note that equation (2.16) is equivalent to equation (2.8). Therefore, u γ must satisfy the following equation
Further, thanks to the Riesz's representation theorem in L p spaces (see [4, Th. 4.11] ), there exists a unique w γ ∈ L p (Ω) such that q γ , ∇v p ,p = Ω (w γ , ∇v) dx. This fact yields that
On the other hand, since the functional G γ is Gateaux differentiable, equation (2.17) is given by
which is equivalente to
Finally, since w γ is the unique Riesz representative of q γ , we have that
Summarizing, we have the following regularized optimality system for (2.13).
, a.e. in Ω and γ > 0. Remark 2.5. A further discussion on equation (2.18) is required. In fact, we need to prove that integral in the right hand side of this equation is actually defined. Note that, since Ω = A γ ∪ I γ and A γ ∩ I γ = ∅, we have that
Let us separately analyze the two integrals in the right hand side of the equation above.
1. A γ : Here, since Ω is bounded and 1 < p < ∞, the Cauchy-Schwarz inequality implies that
2. I γ : In this case, since Ω is bounded and 1 < p < ∞, the Cauchy-Schwarz inequality yields that γ
Assumption 2.6. Let 1 < p < 2. We assume that the following quantity exists
to the solution u of problem (2.1). Further, let 1 < p < 2. Then, if the assumption (2.6) holds, the sequence {u γ } ⊂ W Proof. Note that u and u γ satisfy equations (2.19a) and (2.11a), respectively. Thus, by subtracting (2.19a) from (2.11a), we obtain that
which, by choosing v := u − u γ , yields that
Next, we establish pointwise bounds for (w γ − w, ∇(u − u γ )) in the following disjoint sets:
Here, thanks to (2.11) and (2.19), we have that
|uγ (x)| . Therefore, we have that.
A ∩ I γ : By following (2.11) and (2.19), we know that in this set the following holds:
u(x) . Then, we have that.
(2.22)
A γ ∩ I: In this set, (2.11) and (2.19) imply that ∇u(x) = 0, |w(x)| < g and w γ (x) = g ∇uγ (x) |∇uγ (x)| . Thus, we have that
(2.23)
Here, (2.11) and (2.19) imply that ∇u(x) = 0, |w(x)| < g, ∇u γ (x) = γ −1 w γ (x) and |w γ (x)| < g . Thus, we have that 
Next, we divide the proof in two cases: p ≥ 2 and 1 < p < 2.
p ≥ 2: In this case, [27, Lem. 2.1] implies the existence of a positive constant C p , depending on p, such that
Therefore, by plugging the inequality above in (2.25), we have that
which implies that 
Thus, if we consider this inequality in (2.25), we have that
On the other hand, note that Hölder's inequality implies that
This last inequality and (2.27) yield that
, which implies that
Finally, Assumption 2.6 helps us to conclude the existence of a positive constant D p such that 28) which, since Ω is bounded, allows us to conclude that u γ → u strongly in W 1,p 0 (Ω).
Preconditioned Descent Algorithms
In this section we analyze the application of descent algorithms for solving the regularized problem (2.13). We divide this study in two cases: 1 < p < 2 and p ≥ 2. Thus, we need to consider all the particular issues that arise in these two scenarios, such as existence of admissible descent directions. Descent methods work by finding, at the current iterate
Here, V stands for a Banach space and V * for its dual space. Although this kind of algorithms are usually suitable for differentiable problems, several issues arise. Mainly, the descent provoked in the function can be very small. This problem usually appears when the contour maps of the functional are very prolonged near the minimizer. Further, in the particular case of problem (2.13), since this problem involve the p-Laplacian operator, the difficulties associated to this structure need to be taken into account.
An innovative idea to deal with these issues is to use a suitable preconditioner in the computation of the search direction. In [19] , the authors successfully implement this idea in a finite dimension setting for the p-Laplacian problem. Here, we propose and analyze a similar approach in function spaces, for the regularized problem (2.13). In fact, we determine the search direction w k by solving the following equation
where V is a suitable Banach space and the form P k : V × V → R is chosen as a similar variational version of the p-Laplacian. By taking into account the last discussion, we obtain the following general algorithm.
Algorithm 3.1. Initialize u 0 ∈ V and set k = 0.
Several issues arise when discussing the convergence properties of this algorithm. By considering the discussion in [18, Sec. 2.2.1], global convergence of this algorithm depends on the admissibility of w k and α k . Basically, the following conditions must hold.
1. Admissibility of the search direction:
2. Admissibility of the step size:
Admissibility of search directions w k depends on the way in which we define P k . Thus, since the behaviour of J γ depends on the value of p, existence and admissibility of descent directions will be discuss in the next sections considering the two cases 1 < p < 2 and p > 2, separately. Now, admissibility of step sizes depends on the line search strategy. One typical line search method is the backtracking line-search algorithm, based on the Armijo's rule. In [18, Sec. 2.2.1.1], it is established that this method produces admissible step sizes, provided that the descent directions are admissible as well.
The general idea behind the backtracking algorithm is to take α k = 1. Then, if u k + α k w k is not acceptable, in the sense that a descent condition on J γ is not fulfilled, α k is reduced ("backtracked") until u k + α k w k is acceptable. The classical backtracking algorithm reads as follows 
The parameter β is set quite small, usually in the order of 10 −4 . Now, we discuss the strategy to reduce α k . In most versions of this algorithm, ρ = 1 2 k , so α k is reduced to half at each iteration. This procedure can be inefficient since usually needs several iterations to achieve convergence.
In this paper, following ideas in [14] , we use the backtracking algorithm 3.2, but we propose a reduction strategy for α k (i.e. strategy to "choose" ρ) based on interpolation.
Let us start by introducing the following function
Next, by using the current information of J, we take α k as the approximation to the value that minimizes ϕ k (α), i.e., α k ≈ arg min ϕ k (α). First, note that the following information about ϕ k is available.
Further, once we calculate J γ (u k + w k ), we know that
, we construct the following quadratic model for ϕ k by using (3.3) and (3.4).
It is easy to prove thatα
is a stationary point of m k , i.e., it satisfies that m k (α) = 0. Moreover, we have that
. Thus, we conclude thatα minimizes the model m k and, since ϕ k (0) < 0, we have thatα > 0. Consequently, we take α k :=α. Summarizing, we have the following line search algorithm. 
.
. Therefore, (3.5) gives an implicit upper bound of ≈ 1 2 forα on the first iteration of Algorithm 3.3. On the other hand, if ϕ k (1) >> ϕ k (0),α can be very small. This fact suggests that ϕ k (α) is probably poorly modeled by a quadratic function is this region. In order to avoid too small steps, we impose a lower bound of 
The 1 < p < 2 case
In this section, we construct an algorithm, based on Algorithm 3.1, for the problem (2.13), when 1 < p < 2. Due to the structure of the problem, we will analyze this case in function spaces. Therefore, we discuss the space V in which the algorithm is constructed, define the bilinear form
is a Hilbert space with the inner product
Furthermore, the following inclusion holds, with continuous injection
Proof. Let us start by pointing out that (3.6) is a positive definite bilinear form, which fits the structure analyzed in [8, 
The last two expressions yield that
Since u ∈ W 1,p 0 (Ω) and 2 − p < p, we can state that
Consequently, (3.8), (3.9), [8, Lem. 3.3] and [29, p. 268-269] , yield that the Hilbert space H u 0 (Ω) is well defined.
We now prove (3.7). Let z ∈ H 1 0 (Ω). First, note that, thanks to (3.8), there exists a positive constant C 1 > 0, such that
which implies the existence of a positive constant C 1 such that
Further, let z ∈ H u 0 (Ω). Hölder's inequality implies that
Next, since u ∈ W 1,p 0 (Ω), the last expression implies the existence of a positive constant C 2 such that
which implies the existence of a positive constant C 2 such that
Summarizing, (3.10) and (3.11) imply that
with continuous injections.
Clearly, we will propose our algorithm considering that V := H u 0 (Ω), for some suitable u ∈ W 1,p 0 (Ω). Moreover, it looks natural that the form P k will be defined as follows.
Here u ∈ W 1,p 0 (Ω) is fixed and > 0 is a small positive parameter. Note that P k is a linearization of the weak form Ω |∇u| p−2 (∇u, ∇v). Further, the parameter helps the algorithm to handle possible degeneracy when ∇u = 0.
Let us now turn our attention to the variational equation
It is clear that a solution for this equation will play the rol of the descent direction in our Algorithm. Therefore, we need to prove that this equation has, at least, one solution.
Theorem 3.6. Let 1 < p < 2, ϕ ∈ H u 0 (Ω) * and u ∈ W 1,p 0 (Ω). Then, the variational equation
has a unique solution w ∈ H u 0 (Ω).
Proof. Let us start by recalling that H u 0 (Ω) is a Hilbert space for 1 < p < 2 (see Th. 3.5). Thus, since ϕ ∈ H u 0 (Ω) * , the Riesz-Fréchet representation theorem (see [4, Th. 5.5]) implies the existence of a unique w ∈ H u 0 (Ω) such that
which immediately implies that 
Thanks to all the results discussed above, we can propose the following algorithm. 
Find a descent direction w k by solving the following variational equation
4. Update u k+1 := u k + α k w k and set k = k + 1.
Note that Theorem 3.6 and Remark 3.7 imply that equation (3.15) has a unique solution w k ∈ H u k 0 (Ω) ⊂ W 1,p 0 (Ω), for all k ∈ N. Thus, Algorithm 3.8 is well defined. However, it is mandatory to prove that w k ∈ W 1,p 0 (Ω) is, indeed, an admissible descent direction. solution of equation (3.15) . Then, w k is a descent direction for J γ (u k ), i.e., it satisfies that
Furthermore, w k satisfies the following admissibility condition
Proof. Let us start by recalling that w k is the Riesz representation of J γ (u k ) in H u k * 0 . Therefore, we can state that (see [4, Th. 5.5])
Next, if we choose v = w k in (3.15), we have that
Moreover, by using (3.17), we have that
which immediately implies (3.16).
Note that admissibility of the descent direction w k is guaranteed by (3.16). Therefore, in order to prove global convergence for the Algorithm 3.8, we only need to guarantee admissibility of the step size α k . Since we use Algorithm 3.3, the admissibility of the step sizes is achieved.
Summarizing, we have the following convergence result. 
The p > 2 case
In this section, we construct an algorithm, based on Algorithm 3.1, for a discrete approximation of the problem (2.13), when p ≥ 2. Our first aim was to construct an algorithm in function spaces. However, the structure of the problem prevents us from this goal. Particularly, there are regularity issues regarding the search direction. Indeed, we have the following result.
Theorem 3.11. Let p ≥ 2 and ϕ ∈ W −1,p (Ω). Then, the variational equation
has a unique solution w ∈ W 1,p 0 (Ω). Furthermore, there exists K > 0 such that
Proof. Since Ω ⊂ R 2 (Ω) is assumed to be a bounded domain with C 1 -boundary, [26, Th. 4.6] immediately implies the result.
(Ω), for all u ∈ W 1,p 0 (Ω). Therefore, it is possible to find a unique solution w k for the following equation
This fact prevents us from directly constructing an algorithm like Algorithm 3.1, since u k+1 = u k + α k w k ∈ W 1,p 0 (Ω). Moreover, Theorem 3.11 can be extended to more general elliptic forms than the Laplacian. These results can be found in, e.g., [17] . Consequently, the regularity issue prevails, no matter how we define the form P k .
A possible solution for this issue is given by a smoothing step.
In [30, Sec. 6] , the author discusses the definition and properties of such a procedure. Though this smoothing procedures are designed for fixing regularity issues in function spaces like the one we have is this paper, they need several technical assumptions. These assumptions, at least in this context, can be very restricitve and can even reduce the admissible set of solutions for equation
, v to the empty set. On the other hand, it is known that in finite dimensional spaces no smoothing step is needed, so we can define w k as the search direction for the descent algorithm (see [30, Sec. 6 .1]). Summarizing, we propose a finite element discretization of the problem (2.13). Next, we propose and study a preconditioned algorithm for the case p > 2 in finite dimension spaces.
We propose a discretization with first order finite elements, following ideas in [2, 16] . Thus, let T h be a regular triangulation, in the sense of Ciarlet, of Ω. Next, let Ω h be a polygonal approximation to Ω, given by Ω h = τ ∈T h τ , where all the open disjoint regular triangles τ have maximum diameter bounded by h. Further, for any two triangles, their closures are either disjoint or have a common vertex or a common side. Finally, let {P j } j=1,...,N be the vertices associated with the triangulation T h . Hereafter, we assume that P j ∈ ∂Ω h implies that P j ∈ ∂Ω and that Ω h ⊂ Ω. In this paper we will only consider first order approximation, because of the limited higher order regularity for the solutions of the p-Laplacian (see [19] and the references therein). Taking the above discussion into account, we introduce the following finite-dimensional spaces associated with the triangulation T h W h 0 := {v ∈ C(Ω h ) : v| τ ∈ P 1 , ∀τ ∈ T h and v = 0 on ∂Ω h }, where P 1 is the space of polynomials with degree less than or equal to 1.
Thanks to these defintions, we can introduce the following discrete version of the problem (2.13): 
]).
As stated in the previous section, in finite dimensional spaces is not mandatory to use smoothing steps to construct preconditioned descent algorithms for problems like (3.21) . Further, in this case we know that (see [6, 16] )
Thanks to this fact, we can consider W h 0 a Hilbert space with the norm induced by H 1 0 (Ω), which we will note by · W h 0 . The idea of working with norms of H 1 0 type is to obtain algorithms with mesh independent performance and whose descent directions can be easily computed (see [19] ).
Summarizing, we propose the following algorithm for problem (3.21) with p > 2.
Algorithm 3.13. Initialize u 0 ∈ W h 0 and set k = 0. For k = 1, 2, . . .
2. Find a search direction w h k by solving the following variational equation
4. Update u h k+1 := u h k + α k w h k and set k = k + 1. Proposition 3.14. The equation (3.23) has a unique solution w h k ∈ W h 0 . Furthermore, this solution w h k is an admissible descent direction for J h γ (u k ), i.e., it satisfies that
and the following admissibility condition
Proof. Existence of a unique solution directly follows from the fact that W h 0 is a Hilbert subspace of H 1 0 (Ω) with the induced norm of this space. Therefore, w h k is the Riesz representation of the functional −J h γ (u h k ) in the space W h 0 (see [19, Sec. 3.1] ). Furthermore, thanks to (3.22), from (3.23) we can conclude that 25) which yields that w h k is, indeed, a descent direction for
This last identity, together with (3.25), yield that
which immediately implies (3.24).
Theorem 3.15. Let w h k , α k and u h k generated by Algorithm 3.13. Further, suppose that step 3 is performed by Algorithm 3.3. Then, lim
Proof. Since w h k satisfies (3.24) and α k is calculated by Algorithm 3.3, admissibility of these two sequences is guaranteed. Therefore, since all the hypothesis of [18, Th. 2.2] are fulfilled, we can conclude the proof.
Numerical Results
In this section we present several numerical experiments to show the behavior of the algorithms proposed. We divide this section in the two cases analyzed during this paper: 1 < p < 2 and p > 2. The case p = 2 has been widely analyzed, by using a similar regularization approach, in [10, 11, 12] . We focus our experiments on the numerical simulation of the laminar flow of a Herschel-Bulkley fluid in a pipe. Therefore all the experiments have been carried out for a constant function f , which represents the linear decay of pressure in the pipe.
Next, we describe the finite element implementation that we use in all the numerical experiments. Let us start by pointing out that we use the same finite element approach described in Section 3.2. Thus, we recall the finite dimension space
where P 1 is the space of polynomials with degree less than or equal to 1. We note the basis functions of W h 0 by ϕ j , j = 1, . . . , n and we assume that card(T h ) = m. Further, we use the notation u for the coefficients of the approximated functions u h .
By following ideas in [10, Sec. 4], we use the following discrete version of the gradient
where
are the constant values of
and
in each triangle τ k , respectively. Consequently, we obtain that ∇ h u = ∇u h (x). Next, let us introduce the function ξ : R 2m → R m given by
Therefore, we approximate |∇u h (x)| by ξ(∇ h u). Note that ξ(∇ h u) k represents the approximated value of |∇u h (x)| at each triangle τ k ∈ T h . Finally, let us discuss the implementation of Ω ( +|∇u|) p−2 (∇w, ∇v) dx, Ω |∇u| p−2 (∇u, ∇v) dx and Ω gγ (∇u,∇v) max(g,γ|∇u|) . By using the Galerkin's method, we obtain the following
Thus, by using ideas in [5] , we obtain a matrix approximation A h ,u ∈ R n×n , A h u ∈ R n×n and A h u,max ∈ R n×n , for any of the forms in the expression above. The entries of these matrices are given by
Finally, by following ideas in [2] , we approximate the right hand side as follows
where the quadrature rule Q τ is given by
v(a i ), with a i , i = 1, . . . , 3 the vertices of τ ∈ T h .
Remark 4.1. It is remarkable to point out that due to the proposed structure, the Algorithms 3.8 and 3.13 only need to solve one linear system at each iteration. In fact, Algorithm 3.8 and Algorithm 3.13 require the solution of linear systems like
respectively. Here, A h ,u is given above, A h is the classical stiffness matrix and η h 1 and η h 2 are the F.E.M. approximation of the right hand side of equations (3.15) and (3.23), respectively. Note that matrix A h ,u depends on u k , but does not depend on w k . Further, A h does not depend neither on u k nor in w k . This fact implies that the linear systems can be easily solved by any direct or iterative method and does not represent a large computational effort.
Case 1 < p < 2
In this section, we focus on the behavior of Algorithm 3.8. In the next experiments, we set Ω ⊂ R 2 to be the unit ball and, as stated before, we consider that the problem (2.13) represents the flow of a Herschel-Bulkley fluid with 1 < p < 2, so we are in the case of a shear-thinning material (see [20] ). Further, we consider a constant f , which represents the linear decay of pressure in the pipe. In this context, the constant g plays the rol of the plasticity threshold and it is modelled by using the Oldroy number. For further details in the mechanics of these problems, we refer the reader to [7, 10, 20] and the references therein.
Hereafter, we work with uniform triangulations described by h, the radius of the inscribed circumferences of the triangles in the mesh. In the next examples, we use the values γ = 10 3 and = 10 −6 , and we initialize the algorithm 3.8 with the solution of the Poisson problem −∆u h 0 = f h . Further, we stop the algorithm as soon as 
Experiment 1
In this experiment, we compute the flow of a Herschel-Bulkley material with p = 1.75. We analyze the behavior of the algorithm with g = 0.2 and f = 1, and we use a mesh given by h ≈ 1/128.
The resulting velocity function and the velocity profile along the diameter of the pipe are displayed in Figure 2 . The graphics illustrate the expected mechanical properties of the material, i.e., since the shear stress transmitted by a fluid layer decreases toward the center of the pipe, the Herschel-Bulkley fluid moves like a solid in that sector. This effect explains the flattening of the velocity in the center of the pipe. it. it.
1e-4 10 -0.029107 1.114e-6 2.187e-3 1e-5 10 -0.029107 7.064e-7 2.188e-3 1e-6 10 -0.029107 6.655e-7 2.188e-3 In Table 1 , we show the number of iterations that Algorithm 3.8 needs to achieve convergence. We also show the value of J (u) J (u 0 ) , the value of u k+1 − u k p,h , the value of J(u), the value of the step α k and the number of inner iterations needed by Algorithm 3.3. As expected, the value of the functional is monotonically reduced at every iteration. The two residuals behave typically as in a deepest descent algorithm, as shown in Figure 3 . However,
J (u 0 ) decays faster in the last iterations. This fact suggests, at least experimentally, that this algorithm has a fast local convergence rate. The step α k is also monotonically decreasing and the line search Algorithm 3.3 needs no more than two inner iterations to calculate the step.
Finally, in Table 2 we compare the behavior of the Algorithm 3.8 for different values of the parameter . It is clear that the performance of the Algorithm is similar in the three cases shown. Some small improvement can be seen, though, for small values of .
Let us emphasize that our method requires a low computational effort to produce results which are in good agreement with previous contributions (e.g., [20] ). In fact, we only need to solve one linear system per iteration and the line search strategy needs two iterations in average.
Experiment 2
In this experiment, we compute the flow of a Herschel-Bulkley material given by p = 1.5. We fix f = 1, and we focus on the behaviour of the algorithm in different meshes, since we are interested in showing, at least numerically, the mesh independence of our algorithm. It is known that smaller values of p imply that the functional loses regularity and convexity, making the problem a bit more challenging. Further, as g grows, the contribution of the less regular component of the functional Ω ψ γ (∇u) dx increases. This fact complicates the numerical approximation of the problem. Therefore, we test our algorithm with several values of g to show the versatility of our approach.
In Table 3 , we present the main features of Algorithm 3.8 for several values of g and different mesh sizes: h 1 ≈ 1/16, h 2 ≈ 1/32, h 1 ≈ 1/64 and h 1 ≈ 1/128. As expected, the number of iterations that the Algorithm needs to achieve convergence increases as g does. However, for a given g, the number of iterations is very stable as the mesh size decreases. Also, the evolution of u k+1 −u k p,h is very similar for any mesh, as shown in this table and in Figure 4 . These facts show the robustness of our approach and numerically verify the mesh independence of the algorithm.
The resulting velocity functions and the velocity profiles along the diameter of the pipe are displayed in Figure 5 . As in the previous case, the shear stress transmitted by a fluid layer decreases toward the center of the pipe which provokes the solid-like movement in that sector. Further, it is expected that if the value of g increases, the flow tends to slow down and the flat zones tend to be bigger. This is clearly shown in the figures depicted, which are in good agreement with previous contributions (e.g., [20] 
Case p > 2
In this section, we focus on the behavior of Algorithm 3.13. In the next experiments, we set Ω to be the unit ball and, as stated before, we consider that the problem (2.13) represents the flow of a Herschel-Bulkley fluid with p > 2, so we are in the case of a shear-thickening material (see [20] ). Further, we consider a constant f , which represents the linear decay of pressure in the pipe. As in the previous section, the constant g plays the rol of the Oldroy number. For further details in the mechanics of these problems, we refer the reader to [7, 10, 20] and the references therein. Again, we work with a uniform triangulation, given by h = 0.0086 (≈ 1/218). In the next example, we use the value γ = 10 3 . Also, we initialize the algorithm 3.13 with the solution of the Poisson problem −∆u h 0 = f h and is finished if
J (u 0 ) or u k+1 − u k p,h are reduced by a factor of 10 −6 .
It is remarkable to state that the classical p-Laplacian problem (i.e., (2.13) with g = 0) is difficult to solve when p + 1/(p − 1) is large. This issue needs to be take into account in our case too (see [19] ).
Experiment 1
In this experiment, we compute the flow of a Herschel-Bulkley material with p = 4. We analyze the behavior of the algorithm with g = 0.1 and f = 1.
The resulting velocity function and the velocity profile along the diameter of the pipe are displayed in Figure 6 . The graphics illustrate the expected mechanical properties of the material: the viscosity of shear-thickening materials increases with the rate of shear strain. In this case, since the shear stress transmitted by a fluid layer decreases toward the center of the pipe, the velocity takes a conical form with a flat part in the exact center of the geometry.
In Table 4 we show the number of iterations that Algorithm 3.13 needs to achieve convergence. We also show the evolution of it. behaviour can be appreciated in Figure 7 . This fact can be explained due to the stronger regularity of the differential operator when p > 2. As soon as g increases, this effect will be lost. This will be shown in the next experiment. Next, note that the step α k does not have a monotone evolution during all the iterations. Also line search Algorithm 3.3, for some iterations, needs no inner iterations to achieve convergence. These facts can be explained due to the stronger convexity that the functional exhibits when p > 2, which implies that ϕ k (α) = J(u k + αw k ) is better approximated by the quadratic model m k .
Experiment 2
In this experiment, we compute the flow of a Herschel-Bulkley material with p = 10. We analyze the behavior of the algorithm with f = 1 and compare the performance of the Algorithm for g = 0.1 and g = 0.4.
In Figure 8 the calculated velocities for g = 0.1 and g = 0.4 are depicted. As stated in the previous experiment, small values of g make the problem be close to the classical p-Laplacian problem. In this case, the Algorithm exhibits good performance. On the other hand, bigger values 5.242e-7 3.868e-4 3.931e-6 4.518e-6
J(u) -0.550987 -0.582629 -0.590403 -0.592738 Table 5 : Convergence behavior for Algorithm 3.8. Parameters: p = 10, g = 0.1 and γ = 10 3 of g make the problem less regular. Also, from the mechanical point of view if the values of g increase, the size of the inactive zones increases as well. Therefore, the problem is more difficult to be approximated (see [10, 20] ). Regarding the performance of the Algorithm, in Figure 10 the evolution of the error for g = 0.1 and g = 0.4 are depicted. For g = 0.1, the error evolves in a typical way and the Algorithm achieves convergence in 14 iterations. On the other hand, for g = 0.4 the error is very oscillating and the Algorithm needs 27 iterations to achieve convergence. As expected, the fact that p and g increase provokes instabilities in the algorithm.
Finally, in Table 5 we show the behaviour of the algorithm 3.13 in different meshes, considering a fixed value of g = 0.1. Here it can be appreciated that the Algorithm requires more iterations to achieve convergence as the mesh gets finer. This fact suggests that the Algorithm is not mesh independent. This is not shocking news, since the convergence result for Algorithm 3.13 was obtained in a finite dimensional space. However, the algorithm still requires relatively few iterations to produce reliable solutions with low computational cost.
Conclusions
In this paper, we focused on the numerical resolution of a class of variational inequalities of the second kind involving the p-Laplacian operator and the L 1 -norm of the gradient. The non differentiability of the associated functional was overcame with a Huber regularization procedure. This kind of local regularization has proved to be efficient in the context of this kind of problems. Based on optimization and variational techniques, we proposed preconditioned descent algorithms for coping the two cases 1 < p < 2 and p > 2. For the first case, we proposed an infinite dimensional descent algorithm and proved a global convergence result for it. The second case posed a difficult analytical issue, due to the lack of regularity of the candidates for descent directions. Thus, we proposed an algorithm in a finite dimensional setting and proved a global convergence result for this algorithm as well. Several numerical experiments were carried out to show the main features of the numerical approach. These numerical examples were constructed focusing on the applications to the flow of Herschel-Bulkley materials. Due to the structure of all the algorithms proposed, it was only necessary to solve one linear system at each iteration of the algorithms. This fact implied a low computational cost for all our numerical realisation.
In order to continue this research, we consider that a deeper analysis of the convergence rate of the algorithms is an interesting perspective. Also, the combination of this approach with multigrid algorithms will be useful in order to cope more challenging problems, such as the p-Stokes problem (2D and 3D flows of Herschel-Bulkley materials). Finally, the analysis and simulation of blood flow models involving the Herschel-Bulkley structure looks like a very promising field of research.
