On the way to autonomous robots able to perceive all the surrounding space, this paper focuses on visual object recognition in real scenarios where those objects can be occluded, modify their appearance due to a viewpoint changed or different illumination conditions, etc. In this paper, we aim at robustly detecting and recognizing different objects in real-life scenarios from a visual input. For that, we present an appoach to properly build a peripersonal background model such that the target objects are always detected and recognized without any a-priori knowledge about the robotic system. Several objects and different scene conditions have been used to evaluate the method's performance by providing successful object detection and recognition in all the cases, as shown in the experimental section.
Introduction
Object detection and recognition are ones of the most important issues in Computer Vision since they represent the starting point for many different applications such as face recognition [1] , car number plate recognition [2] , cancer recognition [3] , or scene understanding [4] . In a robotic context, a robotic system must be capable of perceiving the presence of different objects in a scene as well as of identifying those objects to interact with.
From a perceptual point of view, vision is a keypoint due to the information it can provide. Thus, a visual input can provide information about the observed scenarios and the physical objects within it. Actually, a great series of robotic platforms use image processing to properly perform their tasks as navigation, for detecting and properly avoiding obstacles [5] [6] [7] [8] ; manipulation, for identifying objects to interact with [9, 10] ; cooperative behaviour, for identifying the activities of other team members [11] [12] [13] ; or human-robot interaction, for properly recognizing the human being with who interacts [14, 15] .
Nevertheless, visual object detection and recognition are still open issues. The main difficulties to cope with, are noise in images, nature of objects, partial occlusions, complex object shapes, scene illumination changes and real-time processing requirements.
Going further to an autonomous systems, constraints on the motion and/or appearance of objects are not established. As a consequence, model-based vision approaches are discarded in this research, although they are the most common way to recognize objects and shapes [16] [17] [18] . Mainly, in model-based vision, the features extracted from the objects in a scene are matched against features of previously stored object models. Note that the chosen features must be invariant with respect to various transformations (e.g. changes in illumination, scale and/or view direction) and be also robustly extracted, which cannot be guaranteed in real scenarios. Moreover, for 3D recognition, a three-dimensional formulation of these features is required. Although these methods work well under certain conditions, they commonly have drawbacks with the need of manual intervention for creating representations for new considered objects, the fine-tuning of these representations and the lack of representations in a general context. Other approaches that have been also discarded refer to object detection and recognition based on certain object features. For instance, Selinger and Nelson presented a cubist approach [19] . For that, the system suppresses certain features from a model and matches those features in a series of object images with the aim of determining if an object is in the scene or not. Another technique was proposed by Viola and Jones [20] . Mainly, it is divided into a training stage that uses something similar to Haar Basis functions, and a cascading stage which provides the region of interest in the processed image. Nevertheless, accurate results are obtained in real-time when the system has been properly trained.
As an alternative, the concept of Object Action Complexes (OACs) can be used. In this case, it is assumed that objects and actions are inseparably intertwined. So, OACs are obtained from instantiated actions in robot controlspace and they can be used as an interface between the very different representation languages of robot control and Artificial Intelligence planning (e.g. [21] ). In addition, robot actions can be linked to the visual and haptic perception of objects to interact, such as in [22, 23] . The same idea underlies in [24] , where a process to segment interest objects and to extract their shape becomes realized through active visual exploration. Despite the exploration system is completely autonomous, the system still requires a significant Figure 1 . Flowchart of the Object Recognition approach performance through its different stages amount of prior knowledge about the world (in terms of a sophisticated visual feature extraction process in an early cognitive vision system), knowledge about its body schema and knowledge about geometric relationships such as rigid body motion. That is, it is necessary to know the system's visuomotor map in order to be successful. For that reason, this approach has been also discarded.
Therefore, a new approach is needed to achieve our goal. Keeping in mind that no information about the system is available, the required knowledge to object recognition can be only obtained from the visual input. As a solution and under the hypothesis that a background image can be obtained in some way, the interest objects could be detected as those regions of change in the subsequent captured images by a modified background subtraction technique. In other words, we have designed a mechanism that provides a background model covering the whole system's peripersonal space such that the objects of interest can be always identified. When several potential targets are visible in the scene, two different ways can be used to determine the interest object to interact with: (1) the user can choose it by means of a Graphical User Interface (GUI), or (2) a Task manager module radomly selects one. At that moment, the system builds a model of the chosen object that will be used to recognize it in the following frames.
In that way, the robot's ability in interacting with the environment is improved. An advantage of the proposed approach is that the robotic system does not require previous calibration. Thus, the main contributions of this paper is an approach that successfully handles challenging issues such as:
• Segmentation process in real environments
• Segmentation process when the fixation point is continuously changing over time
• Estimation of target's positions without requiring precise calibration information (in terms of the relative orientation of the cameras)
• Robust object recognition under different conditions
This paper is structured as follows: a general overview of the proposed approach is described in Section 2; some experimental results are presented in Section 3 and discussed in Section 4.
Object Detection and Recognition
Keeping in mind that no information about the system is available, the required knowledge to object detection and recognition can be only obtained from the visual input. As a solution and under the hypothesis that a background image can be obtained in some way, the interest objects could be detected as those regions of change in the subsequent captured images by a modified background subtraction technique.
In the existing approaches (e.g. [25] [26] [27] [28] [29] ), basically, the scene background is modelled by means of a frame or a statistical model, that can be updated or not over time. So, a pixel is considered as part of an interest object when its value is considerably different from that in the reference model. It is worth noting that this kind of methods has been designed for static cameras and is aimed at motion detection. On the contrary, in our case, the perceived scene can continuously be changing since the fixation point can be modified over time to foveate on the target's centroid before manipulating it.
As a result, we have designed a mechanism that provides a background model covering the whole system's peripersonal space such that the objects of interest can be always identified. Nevertheless, instead of taking a single image of the background, a series of saccadic movements provides the data necessary to build the peripersonal background model. Thus, as these images are superimposed at any point, correspondences between images are established by using the scale -and rotation-invariant SURF detector [30] . Note that an image stitching process cannot be used since it requires nearly exact overlaps between images and identical exposures to produce seamless results, and information about the performed camera movements and calibration are not provided.
Once feature descriptors have been found, the next step is to find the perspective transformation between the different image planes. This perspective transformation is given by:
nates in the peripersonal background model; and H is the homography matrix. The back-projection error is minimised by means of a simple least-squares scheme and further refined with the Levenberg-Marquardt method. Thus, the system is initially provided with a peripersonal background model composed by a single macro-image spanning the whole peripersonal space for each visual sensor as those depicted in Figure 1 . Note that no calibration information is required. At this point, a new issue arises: how to properly choose the threshold value to properly detect the objects of interest in the scene. Actually, the threshold is a key parameter in the segmentation process because it can affect quite critically the performance of the successive steps. For that reason, it has to be carefully set. Despite the wide variety of possibilities to automatically determine its value, the existing methods only work well when the images to be thresholded satisfy their assumptions about the distribution of the gray-level values over the image. So, situations such as shape deformations of the interest object, relationship of the foreground object size with respect to the background, or overlapping of background and target gray-level distributions, make them fail. As a solution, we propose an adaptive dynamic thresholding method capable of adapting to non-uniform-distributed resolution, inadequate illumination gradient in the scene, shadows, and gradual as well as sudden changes in illumination. The main idea is to divide each peripersonal background model in regions such that the image features are kept, especially in terms of resolution distribution. Then, a threshold is obtained for each region based on region histogram properties [31] .
After completely initializing the system, the objects of interest will be located at any point in the system's peripersonal space to be detected. Then, the robotic vision system is randomly moved. Thus, the potential targets are detected as follows:
Estimation of the perspective transformation between
the stereo image pair and their corresponding peripersonal background model 2. Image segmentation through background subtraction 3. Image segmentation refinement by applying two consecutive morphological operations (3x3 erosion to erase isolated points and/or lines, followed by a 3x3 expand filter for foreground region recovery) 4. Representation of potential targets composed of an object id and a representative image of the detected target (for subsequent recognition)
Finally, since no calibration information is provided, a reliable matching between the two image points corresponding to potential targets is required.
Note that from a biological point of view, object recognition consists of activating a representation of a stimulus class (e.g. furniture) in memory from its projected image onto the retina. So, human beings can easily distinguish an object by its characteristic features, while rejecting the background within it is located. Once an potential target is detected in an image, it is necessary to establish any mechanism to identify that object. In addition, on the contrary to the classical approaches which defined object recognition as a multi-stage process going from concrete towards more abstract object representations, the advances in neuroscience reveal that visual objects are stored as iconic memories [32] and, for that, we only use a representative image of the objects of interest.
Therefore, as only a representative image of the detected objects is available, it is not possible to extract features distinctive enough to be detected and matched by using an automatic detector like SURF. Consequently, the phase-based binocular disparity estimation approach presented in [33] , has been used. In this way, the image position of the detected potential targets in both stereo images, is known.
At the last stage, the designed method should recognize the chosen object in the subsequent images. For that, after image segmentation, the target's representation is used. Basically, the stored representative image of the chosen target is compared with all the potential targets detected in the current frame through image convolutions.
Note that, at each time, the background information is being updated with the information of pixels classified as background.
Experimental Results

Robotic Set-up
Tombatossals is a humanoid torso (see Figure 2 ) endowed with a pan-tilt-vergence stereo head and two multi-joint arms. The head mounts two cameras with a resolution of 1024x768 pixels that can acquire colour images at 30 Hz. The baseline between cameras is 270 mm and the motor positions are provided by high resolution optical encoders. In this work, we have employed three degrees of freedom (d.o.f.) for the head (tilt, left pan and right pan). 
Experiments setup and results
Experiments were conducted to show how the proposed system is able to detect and recognize objects under different environmental conditions. In addition, with the aim of evaluating object detection when fixation point changes, the task to be performed when a visual object is chosen as target is to fixate the vergent stereo cameras at the visual stimulus. In that way, the proposed object detection/recognition approach is assessed when different fixation points are considered.
First of all, the vision system captures several images to build a peripersonal background model for each visual sensor. Then, the first stage of the system starts, that is, the detection of all the potential targets in the scene. A stereo image pair is taken and a segmentation process is applied to one image. That is, the homography matrix between the captured image and the peripersonal background model built for the corresponding visual sensor, is obtained. Then, the modified background subtraction technique provides the first background/foreground distinction. After that, the phase-based binocular disparity estimation is performed to establish image correspondences between the potential targets and to discard those that are not visible in both images. Note that the disparity estimation error is less than 1.0 pixel. To end this stage, a representation of each detected object as well as its centroid position in both images (in terms of image coordinates) is provided to the Task Manager with the aim of selecting the target to be foveated. As abovementioned, the target choice is randomly performed although different criteria could be established to automatically carry it out or, it could be the user who would make the choice.
Therefore, the proposed object recognition approach has been tested with different objects and different scene conditions in order to study its robustness. Some examples of the object recognition performance are depicted in Figure 3 . As it can be observed, objects are recongized even when they have changed their orientation or location in the scene. In addition, it is able to detect the object when it is partially visible in the captured image.
Captured frame
Recognition result Figure 3 . Examples of the object recognition performance Furthermore, a quantitative evaluation of the proposed approach has been carried out. For that, the recall and precision measurements have been used [34] . Note that recall (also known as true positive rate (TPR) or sensitivity) is computed as the ratio of the number of foreground pixels correctly identified to the number of foreground pixels in the ground truth; whereas precision or positive predictive value (PPV), is obtained as the ratio of the number of foreground pixels properly identified to the number of foreground pixels detected. Therefore, a good performance is obtained when both measurements are close to 1 as it can be seen in Figure 4 . 
Conclusion and Future Work
The current trend in Robotics is toward the capability of a robotic system to autonomously operate in real scenarios. Among its multiple applications, the manipulation task provides a general framework since it requires object detection, segmentation, recognition, servoing, alignment and grasping. In this context, we proposed an approach which provides a robotic system with the ability of detecting and recognizing objects present in its peripersonal space, as well as estimating their location.
The proposed approach has been evaluated by considering different parameters which can make it fail such as object geometry, surface characteristics, illumination, changes in the visual fixation point, presence/absence, etc. That large number of parameters allows us to analyze the robustness of the method. As shown in experimental results, the performance was successful. As a result, it provides a robotic system with the ability of operating in everyday, dynamic environments.
