Abstract. We show that for every subset E of positive density in the set of integer squarematrices with zero traces, there exists an integer k ½ such that the set of characteristic polynomials of matrices in E − E contains the set of all characteristic polynomials of integer matrices with zero traces and entries divisible by k. Our theorem is derived from results by Benoist-Quint on measure rigidity for actions on homogeneous spaces.
Introduction
We recall the celebrated Furstenberg-Sarközy Theorem [6] , [8] . Let E o ⊂ Z be a set with
nd let p ∈ Z[X] be a polynomial with p(¼) = ¼. Then, there exists n ½ such that
In other words, the difference set of any set of positive density in Z contains "polynomial patterns". In this paper, we establish an analogue of Furstenberg-Sarközy Theorem for difference sets of matrices. Let M d (Z) denote the additive group of d × d-integer matrices, and let M ¼ d (Z) denote the subgroup of M d (Z) consisting of matrices with zero trace. For a subset E ⊂ M ¼ d (Z), we define its upper asymptotic density by
The main result of this paper can be formulated as follows. there exists a matrix A ∈ E − E such that f is the characteristic polynomial of A.
By evaluating the characteristic polynomials for elements in E − E at X = ¼, we get the following corollary. Remark 1.3. We note that for every k ½, the subgroup
has positive density and all characteristic polynomials of elements A ∈ E − E have the form (1.1). Hence, in this case, our theorem is sharp.
It is worth pointing out that there are sets E ⊂ M d (Z) with
does not contain a non-trivial subgroup. In other words, there exists a subset E ⊂ M d (Z) of positive density with the property that the set of characteristic polynomials of elements in the difference set E − E does not contain the set
or any integer k ½. Indeed, let α ∈ R be an irrational number and denote by I ⊂ R/Z an open interval such that the closure of I − I ⊂ R/Z is a proper subset. Define
and note that E o − E o ⊂ n : nα mod ½ ∈ I − I ⊂ Z does not contain a non-trivial subgroup.
The set
As another application of our main theorem, we prove a "sum-product" analogue of Bogolyubov's Theorem (see e.g. Theorem 7.2 in [7] ).
One can readily check that d(E) > ¼, and thus, by Theorem 1.1, there exists an integer k ½ such that for every f ∈ Z[X] of the form
there exists an element A ∈ E − E with f(X) = Ø(X · I − A). In particular, given any integer a o , we can find a matrix
We note that Theorem 1.1 is an immediate consequence of the following theorem.
Proof of Theorem 1.1 using Theorem 1.5. Fix d ¾ and a o¸º º º¸a d−¾ ∈ Z and pick an element
In particular, we can take A = k · A o , and we conclude that
nd a o¸º º º¸a d−¾ are arbitrary integers, we are done.
We now say a few words about the strategy of the proof of Theorem 1.5. The basic steps can be summarized as follows:
• In Section 2 we reduce the theorem to a problem concerning recurrence of
• In Section 3 we show that this kind of recurrence can be linked to the behavior of random walks on
• In Section 4 and Section 5 we use the work on measure rigidity by Benoist-Quint [1] to establish the necessary recurrence.
2. Proof of Theorem 1.5
and recall that the dual T d of H d is defined as the multiplicative group of all homomorphisms χ : H d → T, where T = {z ∈ C * : |z| = ½}. We note that T d is a compact metrizable abelian group and that we have a natural isomorphism
We denote by ½ the trivial character on T d (the one corresponding to Θ = ¼), and we let P(T d ) denote the space of Borel probability measures on
, and given a Borel probability measure η on T d , we define its Fourier transform η by
The following proposition implies Theorem 1.5.
Proof of Theorem 1.5 using Proposition 2.1. By the proof of Furstenberg's Correspondence Principle (see Section 1, [5] ) for the countable abelian group
, we can find a compact metrizable space Z, equipped with an action of H d on Z by homeomorphisms, denoted by (A¸z) → A · z, a H-invariant (not necessarily ergodic) Borel probability measure ν on Z and a Borel set B ⊂ Z with ν(B) > ¼ such that
is a positive definite function on H d , and thus, by Bochner's Theorem (Theorem 4.18 in [3] ), we can find a probability measure η on the dual group
Furthermore, by the weak Ergodic Theorem, using the fact that ν(B) > ¼, we have η({½}) > ¼. By Proposition 2.1, we can find an integer k ½ such that for every A ∈ k · H d , we have
and thus, ν(B ∩ (gAg −½ ) · B) > ¼, and
, which finishes the proof.
Stationary measures and the proof of Proposition 2.1
The main point of this section is to show that it suffices to establish Proposition 2.1 for a more restrictive class of Borel probability measures on T d .
Let µ be a probability measure on ËÄ d (Z). We say that µ is generating if its support generates ËÄ d (Z) as a semigroup, and we say that µ is finitely supported if its support is finite. Given an integer n ½, we define
where the sum is taken over all n-tuples
We note that this induces a weak*-homeomorphic action of ËÄ d (Z) on the space P(T d ) of Borel probability measures on T d (which we shall here think of as elements in the dual of the space C(T d ) of continuous functions on T d ) by
Furthermore, we define the Borel probability measure µ * η on T d by
, we let φ A denote the character on T d given by φ A (χ) = χ(A) for χ ∈ T d , and we note that
We say that a Borel probability measure ξ on T d is µ-stationary if µ * ξ = ξ. It is not hard to prove (see e.g. Proposition 3.3, [2] ) that the set P µ (T d ) of µ-stationary Borel probability measures on T d is never empty, and the measure class of any element ξ ∈ P µ (T d ) is invariant under the semi-group generated by the support of µ. If µ is a generating measure on ËÄ d (Z), we say that an element
The following proposition implies Proposition 2.1.
Proposition 3.1. There exists a finitely supported probability measure µ on ËÄ d (Z) whose support generates ËÄ d (Z) with the property that for every ξ ∈ P µ (T d ) with ξ({½}) > ¼, there exists an integer k ½ such that for every
Proof of Proposition 2.1 using Proposition 3.1. Pick η ∈ P(T d ) with η({½}) > ¼, and write
Since P(T d ) is weak*-compact, we can find a subsequence (N j ) such that η N j converges to a probability measure ξ on T d in the weak*-topology, which must be µ-stationary and satisfy the bound ξ({½}) λ > ¼. By Proposition 3.1, there exists an integer k ½ such that for every A ∈ k · H d , we have
We now claim that for every A ∈ k · H d , we have
Indeed, suppose that this is not the case, so that η(g −½ Ag) = ¼ for all g ∈ ËÄ d (Z), and thus
or all N ½ and h ∈ ËÄ d (Z). Since η N j → ξ in the weak*-topology, we conclude that we must have ξ(h −½ Ah) = ¼ for all h ∈ ËÄ d (Z), which is a contradiction.
Measure rigidity and the proof of Proposition 3.1
Definition 4.1. Let X be a compact abelian group and Γ < ÙØ(X). Let µ be a generating probability measure on Γ . We say that the action of Γ on X is µ-nice if the following conditions are satisfied:
• Every ergodic and µ-stationary Borel probability measure on X is either the Haar measure m X or supported on a finite Γ -orbit in X.
• There are only countably many finite Γ -orbits in X, and each element in a finite Γ -orbit has finite order.
In particular, by the ergodic decomposition for µ-stationary Borel probability measures, see e.g. Proposition 3.13, [2] , if the Γ -action is µ-nice, then every µ-stationary (not necessarily ergodic) Borel probability measure ξ on X can be written as
here ν P denotes the counting probability measure on a finite Γ -orbit P ⊂ X, and q P are non-negative real numbers such that P q P = ½.
In order to prove Proposition 3.1, we shall need the following "measure rigidity" result, which will be proved in Section 5 using results by Benoist-Quint [1] . Proposition 4.1. For every finitely supported generating probability measure µ on ËÄ d (Z),
Proof of Proposition 3.1 using Proposition 4.1. Fix ξ ∈ P µ (T d ) with ξ({½}) = q > ¼ and a finitely supported generating probability measure µ on ËÄ d (Z). Since the dual action of
is µ-nice by Proposition 4.1, we can write ξ as
or some r ¼ with ¼ < r + q ½, where ν P and q P are as in Definition 4.1, and thus
If q + r = ½, then ξ(A) q > ¼ for every A ∈ H d , so we may assume from now on that the inequalities ¼ < r + q < ½ hold. Since (q P ) is summable, we can find a finite subset F of the set of finite ËÄ d (Z)-orbits in T d such that
Since the action is µ-nice, we note that, for each finite ËÄ d (Z)-orbit P, every element in P has finite order, and thus we can find an integer n P such that χ n P = ½ for all χ ∈ P. Since F is finite, we can further find an integer k such that χ k = ½ for every χ ∈ P and for every P ∈ F. Hence, χ(k · A) = ½ for all A ∈ H d and for every χ ∈ P and for every P ∈ F, and thus
We conclude that
or every non-zero A ∈ H d , and thus
Proof of Proposition 4.1
Let us briefly recall the setting so far. We have
(Z) and thus we can define a homeomorphic action of the group
We wish to prove that for every finitely supported generating probability measure µ on the group
This is a special case of the following more general setting. Let V be a real finite-dimensional vector space and suppose that ρ : ËÄ d (R) → Ä(V ) is a polynomial homomorphism defined over Q and set Γ = ρ(ËÄ d (Z)). Let Λ < V be a subgroup which is isomorphic to Z n , where n = Ñ R (V), so that the quotient group X = V/Λ is compact. In the setting described above, we have
Recall that the action of a subgroup G < Ä(V ) is irreducible if it does not admit any nontrivial proper G-invariant subspaces, and we say that it is strongly irreducible if the action of any finite-index subgroup of G is irreducible. The following theorem of Benoist-Quint (Theorem 1.3, [1] ) will be the main technical ingredient in the proof of Proposition 4.1.
Theorem 5.1. Let µ be a finitely supported generating probability measure on Γ and suppose that Γ V is strongly irreducible. Then a µ-stationary ergodic probability measure on X is either the Haar measure on X or the counting probability measure on some finite Γ -orbit in X.
Given a subset Y ⊂ Ä(V ), we denote by Y Z the Zariski closure of Y. The following proposition provides a condition which ensures that Γ acts strongly irreducibly on V.
is a Zariski-connected group which acts irreducibly on V. Then, Γ acts strongly irreducibly on V, and for every finite-index subgroup Γ o < Γ , any non-trivial Γ o -invariant subgroup of Λ has finite index. Furthermore, there are countably many finite Γ -orbits in X, and for every finite Γ -orbit P ⊂ X there exists an integer n such that χ n = ½ for all χ ∈ P.
Proof. Suppose that Γ o is a finite-index subgroup of Γ and let U < V be a non-trivial Γ oinvariant subspace. Since G is connected it must also be equal to the Zariski closure of Γ o , and thus U is also fixed by G (since ρ is a polynomial map and being invariant subspace is an algebraic condition). Hence, U = V. This shows that Γ acts strongly irreducibly. Now suppose that Λ o < Λ is a non-trivial Γ o -invariant subgroup. Since Λ is assumed to be isomorphic to Z n for some n, and every subgroup of a free abelian group is free, we can find a Z-basis e ½¸º º º¸e m of Λ o , and one readily checks that the real subspace
is Γ o -invariant as well. Since the Γ -action on V is assumed to be strongly irreducible, we can conclude that U = V, and thus m = n. From this it follows that the subgroup Λ o has finite index in Λ ∼ = Z n . Now suppose that P ⊂ X is a finite Γ -orbit, and pick χ o ∈ P. We note that there exists a finite-index subgroup Γ o of Γ which fixes χ o , and thus the kernel Λ o = Ö χ o is a non-trivial Γ o -invariant subgroup of Λ. Hence, from the previous paragraph, it must have finite index in Λ, and thus χ o has finite order in X. Since there are only countably many finite-index subgroups of Λ ∼ = Z n , we conclude that there are only countably many choices of elements χ o in X which belong to a finite Γ -orbit, and thus there are at most countably many finite Γ -orbits in X.
Corollary 5.3. Let µ be a finitely supported generating probability measure on Γ and suppose that Γ V is strongly irreducible. Then the Γ -action on X is µ-nice.
Proof. By Theorem 5.1, a µ-stationary and ergodic Borel probability measure on X is either the Haar measure m X on X or the counting probability measure on a finite Γ -orbit. By Proposition 5.2, there are (at most) countably many finite Γ -orbits in X, and each element in a finite Γ -orbit has finite order.
The following corollary, in combination with Corollary 5.3, proves Proposition 4.1. which is Zariski-connected (since it is algebraically simple) and it acts irreducibly on V. Indeed, any linear subspace of M ¼ d (R) ∼ = sl d (R), which is invariant under the adjoint representation, is an ideal in sl d (R). Since sl d (R) is simple as a Lie algebra, we see that the adjoint action is irreducible. By Proposition 5.2, this shows that Γ acts strongly irreducibly.
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