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1 Einleitung 
Statistische Prognosen basieren auf der Annahme, dass ein funktionaler Zusammenhang 
zwischen der zu prognostizierenden Variable y und anderen  dimensionalen beobachtbaren 
Variablen   besteht. Kann der funktionale Zusammenhang geschätzt 
werden, so kann im Prinzip für jedes x der zugehörige y Wert prognostiziert werden. 
J
J
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Bei den meisten Anwendungen wird angenommen, dass der funktionale Zusammenhang 
einem niedrigdimensionalen parametrischen Modell entspricht oder durch dieses zumindest 
gut wiedergegeben wird. Ein Beispiel im bivariaten Fall ist das lineare Modell  x y 1 0 β β + = . 
Sind die beiden unbekannten Parameter  0 β  und  1 β  mit Hilfe historischer Daten geschätzt, so 
lässt sich für jedes gegebene x sofort der zugehörige   Wert prognostizieren. Allerdings 
besteht hierbei die Gefahr, dass der wirkliche funktionale Zusammenhang nicht dem 
gewählten Modell entspricht. Dies kann in Folge zu schlechten Prognosen führen. 
y
Nichtparametrische Verfahren gehen ebenfalls von einem funktionalen Zusammenhang aus, 
geben aber kein festes parametrisches Modell vor. Sie sind deshalb hervorragend geeignet, 1) 
um Daten explorativ darzustellen, 2) um parametrische Modelle zu überprüfen und 3) um 
selbst als Schätzer für den funktionalen Zusammenhang zu dienen, Cleveland und Devlin 
(1988). Nichtparametrische Verfahren können daher problemlos auch zur Prognose eingesetzt 
werden. 
Abschnitt 2 stellt nichtparametrische Verfahren vor und erläutert deren grundsätzliche 
Struktur. Der Schwerpunkt liegt auf bivariaten Modellen und auf der Motivation der 
verwendeten Verfahren. Abschnitt 3 präsentiert eine Anwendung für eine Zeitreihe von 
Wechselkursvarianz. Es werden Prognosen mit nichtparametrischen Verfahren berechnet und 
deren Güte mit den Prognosen eines AR(1) Zeitreihenmodells verglichen. Für die gewählten 
  1Daten zeigt sich, dass diese durch das parametrische Modell sehr gut erfasst werden und das 
nichtparametrische Modell keine bessere Prognosegüte liefert. Zugleich veranschaulichen die 
praktischen Beispiele, wie parametrische Verfahren für Prognosen eingesetzt werden können. 
Alle Beispiele, welche mit dem Symbol   versehen sind, lassen sich interaktiv über 
www.xplore-stat.de ausführen. 
2 Nichtparametrische  Verfahren 
2.1 Einführung 
Ein nichparametrisches Modell geht von dem allgemeinen funktionalen Zusammenhang aus 
  ) (x m y =  ,  (1) 
wobei   eine glatte Funktion in den erklärenden Variablen x ist. Selbstverständlich lässt 
sich auch das lineare Regressionsmodell mit   in obiger Form darstellen. 
Nichtparametrische Verfahren lassen jedoch die glatte Funktion 
) (⋅ m
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) (⋅ m  für die Schätzung 
unspezifiziert. Mit dem Störterm ε  wird (1) in das statistische Modell 
  ε + = ) (x m y   (2) 
überführt. Der bedingte Erwartungswert des Störterms in (2) ist null und es folgt 
  ) ( ) | ( x m x y E = .   
Es ist das Ziel nichtparametrischer Verfahren, die bedingte Erwartungswertsfunktion m  zu 
schätzen. Dies geschieht durch lokale Mittelwertbildung über die 
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Der Wert des Gewichtes G  hängt davon ab, wie nahe die zu   gehörenden 
Ausprägungen der exogenen Variablen   an x liegen. 
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Der k-nearest neighbor Schätzer (kNN) mit gleichen Gewichten ist ein anschauliches Beispiel 
für (3). Hierbei werden die k nächsten Nachbarn zur Berechnung des Durchschnitts mit 
einbezogen, wobei  . In diesem Fall gilt für die Gewichte in (3)  1 ≥ ≥ k n
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wobei   } gen von  Beobachtun Nachbarn  nächsten    der    eine ist    : { ) , ( x k x i k x M i =    
die Menge der k Beobachtungen ist, die am nächsten an x liegen. Die Nähe kann etwa mit der 
euklidischen Distanz  ) ( ) ( x x x x i i − −
T  bestimmt werden;  ) (⋅ I  ist die Indikatorfunktion. 
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und für jedes x wird das arithmetische Mittel aus 12 Beobachtungen berechnet. Es ist 
offensichtlich, dass   dem arithmetischen Mittel aller Beobachtungen entspricht, wenn 
 gewählt wird. Abbildung 1 zeigt die geschätzte Funktion für den bivariaten Fall: 
. 
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Abbildung 1: Nichtparametrische Regression mit kNN Schätzer mit k  = 12, 
uniformer Gewichtung und Mittelwertbildung für alle einbezogenen Beobachtungen. 
Quadrate geben die Beobachtungen an. Es handelt sich um den Motorcycle 
Datensatz mit n = 133 Beobachtungen aus Table 2, Appendix 2 in Härdle (1990). 
 
 
Man erkennt, dass   eine Treppenfunktion ist, die für alle x konstant ist, die über die 
gleiche Indexmenge verfügen. Der frei zu wählende Parameter k bestimmt die Glattheit der 
geschätzten Kurve. Variiert man k, so entsteht eine Familie von Regressionskurven, die alle 
durch lokale Mittelung entstanden sind. 
) ( ˆ x m
  3Statt das arithmetische Mittel aller Beobachtungen der Indexmenge   zu nehmen, kann 
auch eine lokale lineare Regression für die Beobachtungen in   angepasst werden, so 
dass 
) , ( k x M
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Abbildung 2 zeigt die geschätzte Funktion, die offensichtlich aufgrund der uniformen 
Gewichtung (4) unstetig ist. 
 
 
Abbildung 2: Nichtparametrische Regression mit kNN Schätzer mit k  = 12, 
uniformer Gewichtung und linearer Regression für alle einbezogenen 
Beobachtungen. Quadrate geben die Beobachtungen an. 
 
 
2.2 Lokal gewichtete lineare Regression 
Um eine glatte Funktion m  zu erhalten, dürfen nicht alle Beobachtungen für die Schätzung 
gleich gewichtet werden, sondern Beobachtungen nahe x müssen stark und entfernte 
Beobachtungen schwach gewichtet werden. Eine stetige Gewichtungsfunktion reduziert den 
anfänglichen Einfluss von Beobachtungen, die neu in die Indexmenge kommen oder diese 
verlassen. Zwei stetige Gewichtungsfunktionen werden im Folgenden genauer vorgestellt. 
) ( ˆ x
Zugleich wird mit der lokal gewichteten Regression ein genereller Ansatz für die 
nichtparametrische Regression vorgestellt, der die Beispiele aus der Einleitung als Sonderfälle 
umfasst. Da die Gewichte bei der lokal gewichteten Regression nicht direkt auf die 
Bebachtung   angewendet werden – wie in (3) –, sondern auf die quadrierten Abweichungen  i y
  4) ( i i x m y − , werden die Gewichtungsfunktionen mit  ) (⋅ K  bezeichnet. Man findet sie in der 
Literatur unter dem Namen Kernfunktionen. Hastie, Tibshirani und Friedman (2001) geben 
einen guten und knappen Überblick. Das effektive Datengewicht der lokalen Regression hat 
wieder die Form (3), so dass   auch hier ein gewichteter Durchschnitt der Beobachtungen 
 ist. Die Gewichte   sind dabei im Allgemeinen komplizierte Ausdrücke der 
Differenzen   für i  und den Kernfunktionen 
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Die Tricube Funktion 
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und die Epanechnikov Funktion 
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sind zwei häufig angewandte Kernfunktionen.   misst den Abstand von   zu x und die 
Kernfunktionen geben den Beobachtungen ein desto höheres Gewicht, je näher   an x liegt. 




Abbildung 3: Linkes Diagramm zeigt die Tricube Kernfunktion (5) und rechtes 
Diagramm zeigt die Epanechnikov Kernunktion (6). 
 
 
Falls immer k Beobachtungen einbezogen werden sollen, ist im bivariaten Fall 
  5 
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wobei 
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die absolute Distanz der am weitesten von x entfernten Beobachtungen in   ist. Für 
alle Beobachtungen aus  , die näher als   an x liegen, gilt 
) , ( k x M
) , ( k x M ) , ( k x d 1
(x M
< i u  und für (5) und 
(6) folgt  . Für   nehmen die Kernfunktion (5) und (6) mit 1 beziehungsweise 
0,8875 den maximalen Wert an. Für die am weitesten entfernte Beobachtung in   gilt 
0 > K x i = x
) ,k
0 = i u  und entsprechend  . Da  0 = K 1 > i u
0
 für alle Beobachtungen gilt, die kein Element von 
 sind, ist in diesen Fällen  ) , ( k x M = K . Abbildung 3 zeigt beide Kernfunktionen. 
Statt einer festen Anzahl an Beobachtungen können die Gewichte auch auf einem Intervall 








= ,   
wobei   die Bandweite angibt. Alle Beobachtungen, die im Intervall   liegen, 
erhalten mit (5) und (6) strikt positive Gewichte, während Beobachtungen außerhalb des 
Intervalls ein Gewicht von 0 erhalten. Mit festen Bandweiten kann die Anzahl der 
Beobachtungen mit positiven Gewichten mit x variieren. 
0 > h ) , ( h x h x + −
Bei der lokal gewichteten linearen Regression wird im bivariaten Fall für jedes x 
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Als Schätzer für   erhält man 
T ) , ( 1 0 β β β =
  WY X WX X x
T T 1 ) ( ) ( ˆ − = β ,  (9) 
wobei die erste Spalte der (  Matrix X aus Einsen besteht und die zweite Spalte die 
Beobachtungen   enthält. Die   Diagonalmatrix W enthält die Gewichte   und die 
 Matrix Y die Beobachtungen  . Der Schätzer   ähnelt dem gewichteten 
Kleinstquadrate Schätzer, Johnston (1984). Der große Unterschied besteht jedoch daran, dass 
(8) nur lokal für den Punkt x minimiert wird. Bezogen auf das Ausgangsmodell (1) mit der 
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  6glatten Funktion   wird diese für jede Beobachtung durch eine Taylor Entwicklung erster 
Ordnung 
) (x m
, 1 ( 1 =
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approximiert. Definiert man  ) ( 0 x m = β  und  ) ( ' 1 x m = β , so entspricht der Term in der 
geschweiften Klammer in (8) approximativ  ) ( i x m i y − . Bei der Schätzung der unbekannten 
Parameter  β  werden Bebachtungen nahe an x stärker gewichtet als Beobachtungen, die fern 
von x liegen. Es folgt aus (10), dass der Schätzer für   durch den Schätzer für  ) (x m 0 β  gegeben 
ist, so dass mit   
T ) 0 , , 0 K e
  WY X WX X e x m
T T T 1
1 ) ( ) ( ˆ
− = .   
Wie die rechte Seite zeigt, wird der ( ) 1 × n  Vektor Y mit einem ( ) 1 n ×  Vektor multipliziert, 
der nicht von den endogenen Variablen   abhängt. Dies lässt sich auch in der Form (3) 
schreiben. Damit ist m  der gewichtete Mittelwert der y Beobachtungen, wobei die 
Gewichte   von den exogenen Variablen 
i y
) ( ˆ x
) (x Gi x xi − ,  n i , , 1K =  und der Kernfunktion K 
abhängen. 
Abbildung 4 zeigt die lokale lineare Regression für  12 = k , wobei der Tricube Kernel (5) und 
(7) verwendet wurde. 
 
 
Abbildung 4: Lokale lineare Regression mit k = 12 und Tricube Gewichtung für 
alle einbezogenen Beobachtungen. Quadrate geben die Beobachtungen an.          
 
  7Falls statt der linearen Regressionsfunktion in (8) lediglich die lokale Konstante  0 β  angesetzt 
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erhält man für (11) sofort das arithmetische Mittel aller k Beobachtung in  . Man kann 
ebenfalls zeigen, dass mit der uniformen Kernfunktion und einem lokal linearen Modell der 
Schätzer (9) der lokalen linearen Regression auf   entspricht. 
) , ( k x M
) , ( k x M
Für die empirische Anwendung muss die Kernfunktion  ) (⋅ K  und der Glättungsparameter k 
beziehungsweise h gewählt werden. Es ist offensichtlich, dass die geschätzte Funktion   
desto glatter wird, je mehr Beobachtungen einbezogen werden, desto größer also k und h 
gewählt werden. Mit dem Nadaraya-Watson Schätzer (11) prüft man leicht, dass für 
) ( ˆ x m
∞ → h  
und damit u  für alle i der Schätzer m  für alle x innerhalb des Spektrums der 
Beobachtungen gegen 
0 → i ) ( ˆ x
y  konvergiert. Daraus ist offensichtlicht, dass Glattheit alleine kein 
Kriterium für die Wahl des Glättungsparameters sein kann. Der optimale Glättungsparameter 
sollte die totale Variation {  über alle x minimieren. Da   nicht bekannt ist, 
kann diese Minimierung nicht direkt durchgeführt werden. Allerdings lassen sich erwartete 
mittlere Abweichungen theoretisch berechnen und mit Hilfe von Approximationen in 
Ausdrücke transformieren, die durch die Wahl des Glättungsparameters minimiert werden 
können. Alternativ können Kreuzvalidierungs-Techniken verwendet werden, wobei   
durch   ersetzt wird und Beobachtung i nicht für die Schätzung von   verwendet wird. 
Durch die Wahl des Glättungsparameters wird danach die Summe der quadrierten 
Abweichungen minimiert. Die Wahl der Kernfunktion spielt – zumindestens asymptotisch – 
keine Rolle, solange der Glättungsparameter entsprechend angepasst wird. Härdle et al. 
(2004) geben einen detaillierten Überblick. 
2 )} ( ) ( ˆ x m x m − ) (x m
) ( ˆ i x m
) ( i x m
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Eine natürliche Erweiterung der vorgestellten lokal gewichteten Regression besteht darin, 
höhere Ordnungen für die Taylor Approximation zu verwenden und   mit einem  ) (x m
  8Polynom der Ordnung   zu modellieren. Und selbstverständlich lässt sich die lokale 
Regression auch auf multivariate Daten anwenden. Diese Erweiterungen, asymptotische 
Eigenschaften, Konstruktion von Konfidenzbändern und Testverfahren werden ausführlich in 




Eine Punktprognose besteht darin, den Wert der endogenen Variable y an einer bestimmten 
Stelle   zu schätzen. Die obigen Ausführungen haben deutlich gemacht, dass mit 
nichtparametrischer Regression eine gesamte Funktion geschätzt werden kann. Für eine 
Prognose muss nun natürlich nicht die gesamte Funktion geschätzt werden, sondern lediglich 
. 
P x
) ( ˆ P x m
Die nichtparametriche Regressionstechnik lässt sich leicht auf stationäre Zeitreihenmodelle 
anwenden. Ein einfaches Beispiel ist ein autoregressives Modell erster Ordnung 
  t t t y m y ε + = − ) ( 1 ,   
was der Form des allgemeinen Modells (1) entspricht. Für Modelle höherer Ordnung gehen 
weitere verzögerte Variablen ein. Falls die aktuellen Beobachtungen bis Periode T reichen, 
dann ist die Prognose für die nächste Periode mit 
  ) ( ˆ ˆ 1 T T y m y = +    
gegeben. Dies entspricht dem bedingten Erwartungswert 
  ) ( ) | ( 1 T T T y m y y E = + ,   
wobei die unbekannte Funktion   durch den nichtparametrischen Schätzer ersetzt wird. 
Für eine gewichtete Regression mit lokaler Konstante – dem Nadaraya-Watson Schätzer (11) 
– erhält man etwa 
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wobei im Zähler von   die Abweichungen  T t y y −  steht. Der Ansatz lässt sich leicht für 
Prognosen mit Horizont  1 > T  erweitern. Überblicke zur nichtparametrischen 
Zeitreihenanalyse geben Härdle, Lütkepohl und Chen (1997) und Heiler (2001). 
  93  Anwendung auf Volatilitäten 
Zur Illustration wird ein nichtparametrisches Modell für die Vorhersage von 
Wechselkursvolatilitäten genutzt. Die Ergebnisse werden mit den Vorhersagen eines linearen 
Modells verglichen. Die Vorhersage von Volatilitäten ist ein sehr aktiver Bereich der 
Finanzmarktökonometrie, da Volatilitätsvorhersagen für die Preisen von Optionen oder für 
VaR Kalkulationen benötigt werden. Einen Überblick zum Stand der Forschung geben Poon 
und Granger (2003). Allerdings werden dort keine nichtparametrischen Modelle diskutieren, 
da deren Vorhersagekraft nach einigen Studien nicht besser ist als diejenige von 
parametrischen Modellen, siehe etwa Diebold und Nason (1990). Natürlich hängt dieses 
Ergebnis von der gewählten Anwendung ab und es ist immer von Vorteil, parametrische und 
nichtparametrische Modellen gleichzeitig zu verwenden. 
Die quadrierte Volatilität wird für den Wechselkurs von Deutscher Mark (DEM) und US 
Dollar (USD) für 258 Tage vom 1 Oktober 1992 bis zum 30 September 1993 mit Hilfe von 
logarithmierten Intra-Tageskursen berechnet. Die Ausgangsdaten umfassen 25434 
Beobachtungen (siehe Tabelle 1), und sind online über die Datenbank MD*Base 
(www.quantlet.org/mdbase) abrufbar (demusd.dat). Die tägliche quadrierte Volatilität wird 
mit 
 
2 2 * 361 , 0 t t Range = σ   (13)
berechnet, wobei   die Differenz zwischen höchstem und niedrigstem Log-Kurs pro 
Tag   ist. Parkinson (1980) und Brandt und Diebold (2003) haben gezeigt, dass der range-
based Schätzer ein zuverlässiges Maß für die quadrierte Volatilität ist. Abbildung 5 zeigt die 
258 berechneten täglichen quadrierten Volatilitäten (siehe auch Tabelle 1). 
t Range
t
Data Mean  Std.  Error  Min. Max.  Observations
DEM/USD  0,48 0,04 0,33 0,56  25434 
Variance  4,57*10  
5 − 4,65*10  
5 − 0,20*10  
5 − 29,60*10  
5 − 258 
 
Tabelle 1: Intra-Tageskurs von Deutscher Mark (DEM) und US Dollar (USD) und 
tägliche quadrierte Volatilität des DEM/USD Wechselkurses von 1. Oktober 1992 
bis zum 30. September 1993. 
 
  10 
 
Abbildung 5: Tägliche quadrierte Volatilität des DEM/USD Wechselkurses von 1. 
Oktober 1992 bis zum 30. September 1993. Werte wurden mit dem range-based 
Schätzer (12) berechnet.                                                                                             
 
Um die Ein-Schritt-Prognosen zu berechnen, werden jeweils die  180 = T  vorhergehenden 
Beobachtungen genutzt, was einer Jahreshälfte entspricht. Insgesamt werden  78 = H  
Prognosen berechnet. Der Glättungsparameter k, der die lokale Umgebung definiert, wird 
durch die Kreuzvalidierungs-Technik (gestützt 258 Beobachtungen) gewählt. Genauer wird 
die verallgemeinerte Kreuzvalidierung Technik verwendet: Eine Penalizing-Funktion Ξ  
bestraft zu kleine Glättungsparameter, siehe Härdle, Müller, Sperlich und Werwatz (2004),  
 
2 ) 1 ( ) (
− − = Ξ u u GCV ,   
wobei   Der Glättungsparameter minimiert das Produkt der Summe der quadrierten 
Abweichungen von   und der verallgemeinerte Kreuzvalidierung-Penalizing-
Funktion.  
. / 1 k u =
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Der erhaltene optimale Glättungsparameter ist  22 = k . Abbildung 6 illustriert den LWR-
Vorhersage-Prozess für die Varianz am 21. April 1993. Die Punkte sind die 22 Nachbarn, mit 
denen die lokalen Parameter berechnet werden. Man sieht, dass die Punkte eine lineare Kurve 
mit positiver Drift implizieren. Man sieht zugleich, dass negative Prognosen nicht 
grundsätzlich ausgeschlossen sind. Lägen etwa die Punkte in der rechten oberen Ecke weiter 
oben, so würde die Regressionsgerade steiler verlaufen und sie könnte für kleine 
Beobachtungswerte im negativen Bereich verlaufen. Neben den lokal gewichteten 
  11Regressionen wird auch ein parametrisches Modell angepasst. Da für den gesamten Zeitraum 
das lineare AR(1) Modell mit 258 Beobachtungen die beste Anpassung bringt, wird dieses 
auch für die Prognosen verwendet.  
 
 
Abbildung 6: LWR Prognose der quadrierten Volatilität für den 21. April 1993 mit 
k =22 benachbarten und zeitlich vorhergehenden Beobachtungen. 
 
 
Alle Berechnungen werden in XploRe durchgeführt, Härdle, Klinke und Müller (2000), 
Härdle und Tschernig (2000). Abbildung 7 zeigt die 78 Ein-Schritt-Prognosen. Das linke 
Panel ist für die LWR Prognosen und das rechte Panel für die Prognosen mit dem 
parametrischen   AR(1) Modell. Für die LWR wurde der Tricube Kernel (5) und (7) 
verwendet. Für jede LWR Prognose werden die Parameter mit den 22 lokalen Nachbarn aus 
den 180 zeitlich vorausgehenden Beobachtungen geschätzt. Das AR(1) Modell wird jeweils 
für alle 180 vorausgehende Beobachtungen angepasst. Die Prognosefehler des LWR Modells 
und des AR(1) Modells werden in der Abbildung 8 gezeigt.  
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  12angegeben wird. Die Prognosen eines Verfahrens sind desto besser, je geringer diese Fehler 
sind. Tabelle 2 zeigt die Prognosefehler der AR(1) und LWR Modelle. Das 
nichtparametrische Modell hat einen leicht größeren Prognosefehler im Durchschnitt als 
parametrische Verfahren. Dies ist zunächst einmal eine schwächere Prognose-Leistung, die 
jedoch nicht überinterpretiert werden sollte, da die nichtparametrischen Verfahren gerade bei 
wechselnden Regimen und nichtstationären Phänomenen eine wesentlich bessere Leistung 
erzielen, Härdle, Herwatz und Spokoiny (2003).  Zudem ist die nichtparametrische LWR für 
die gewählte Anwendung hilfreich, da sie offenbart, dass ein parametrisches Modell für eine 
statistische Modellierung ausreichend ist. 
 
 
Abbildung 7: H = 78 lokale gewichtete (links) und AR (1) (rechts) Ein-Schritt-
Prognosen, wobei k = 22 lokale vorhergehenden Beobachtungen verwendet wurden. 
 
 
  MQPF (10 ) 
9 − MAPF  (10 ) 
5 − Rolling Window Size 
AR (1)  1,54  2,57  180 
LWR(k = 22)  1,76  2,85  180 
Tabelle 2: Die Ergebnisse der Vorhersagen mittlere MQPF und MAPF. 
  13 
 
Abbildung 8: Prognosefehler des LWR Modells (links) und AR(1) Modells (rechts) 
mit T  und k = 22.  180 =    
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