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Abstract
A variety of paradigms have been proposed to speed up Markov chain mixing, ranging from
on-backtracking random walks to simulated annealing and lifted Metropolis–Hastings. We provide a
eneral characterization of the limits and opportunities of different approaches for designing fast mixing
ynamics on graphs using the framework of “lifted Markov chains”. This common framework allows
o prove lower and upper bounds on the mixing behavior of these approaches, depending on a limited
et of assumptions on the dynamics. We find that some approaches can speed up the mixing time to
iameter time, or a time inversely proportional to the graph conductance, while others allow for no
peedup at all.
c 2021 Elsevier B.V. All rights reserved.
eywords: Markov chains; Mixing time; Algorithm design and analysis; Network theory (graphs)
1. Introduction
The importance of algorithms based on Markov chains is widely appreciated. In computer
cience, random walks and Markov chain Monte Carlo form the backbone of many randomized
lgorithms to solve tasks such as approximating the volume of convex bodies [21] or the
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permanent of a non-negative matrix [32], or to solve combinatorial optimization problems using
simulated annealing methods [37]. In physics, Markov chain Monte Carlo is an indispensable
tool for sampling and simulation of many-body systems. Some examples are the use of Glauber
dynamics to simulate the Ising model [44] or the Metropolis–Hastings algorithm [27,45] to
sample from the Gibbs distribution.
In general, a Markov chain can be used to sample from a probability distribution π that is not
irectly available nor explicitly known. Instead, known properties of the target distribution are
ranslated into a stochastic evolution that is engineered to converge, or mix, to an equilibrium
istribution which coincides with the target one. In various contexts, such Markov chain
s easier to obtain or to implement rather than direct sampling from π . Under rather mild
onditions, running this Markov chain from any starting position and stopping after a sufficient
umber of steps T , the resulting state will be approximately distributed according to the target
quilibrium distribution π . Critical to these applications is how fast the stochastic process
onverges, and estimating this convergence speed or mixing time is often a difficult task [3,40].
pproaches include estimating the spectral radius of the transition map [20,39], or using
dvanced coupling and stopping time arguments [43].
.1. Speeding up Markov chains
In order to decrease the number of required steps T , thus accelerating the convergence
owards π , a wide range of approaches has been proposed. The following are some examples,
hich will be treated in more detail in Section 4. All approaches describe local dynamics over
he node set of a graph, in which the dynamics can only move from a node to any of its
eighboring nodes (i.e., nodes that have an edge to the present node).
• Stopping rules: The simple Markov chain scheme has a deterministic stopping time T ,
i.e. the transitions specified by the Markov chain are run for a fixed number of steps
T , upon which its state is returned. As an extension, one can choose the stopping time
randomly, according to some predefined distribution or dependent on the nodes that have
been visited [34,40,43]. Such choice is formally described by a stopping rule. For instance,
if the stopping time is uniformly distributed over some fixed time interval [0, T ], then
the output is called the Cesaro average. A more advanced stopping rule could say, e.g. go
on until you have seen each node at least once (this relates to the Markov chain cover
time [40]). By returning a sample obtained through a stopping rule, it is possible to
converge faster to the target distribution π . More precisely, one specifies a stopping rule
such that the distribution over nodes, conditioned on having stopped, is ϵ-close to π ; and
the mixing performance is measured by the expectation of the stopping time.
• Non-backtracking random walks: Consider that we want a sample from π , which is the
stationary distribution of a random walk on an undirected graph, moving from a given
node to any neighbor with equal probability. When applying the random walk from a
given starting node, there is a probability that the walker moves from node a to node b
and then directly back to a; such a move is generally detrimental for spreading on the
graph. A non-backtracking random walk therefore assigns a decreased probability α ≪ 1
of traversing the same edge twice in a row. That is, the probability of choosing at time
t + 1 the same node where one was at time t − 1 is decreased to α ≪ 1 with respect to
a uniform choice among available neighbors, and the probability of choosing any of the
other available neighbors uniformly is accordingly increased. This process has the same
stationary distribution π over the nodes, and [4,19,22,36] have shown that this approach
generally speeds up mixing as compared to a simple random walk.
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• Simulated annealing or slowly-varying Markov chains: Markov chains are sometimes
used to find the minimum of a function g over the graph nodes. The target stationary
distribution should thus be much larger at a minimum than at other places, and this can
be achieved by choosing the probability of jumping from i to j larger than the probability
of jumping from j to i if g( j) < g(i). If a jump towards higher values of g is assigned a
tiny probability, then this Markov chain has a high probability to get stuck for a long time
in local minima that are not the global one. In contrast if the influence of g on jumping
probabilities is made too weak, the stationary distribution is essentially random over all
nodes. As a remedy, a time-dependent sequence of Markov chains can be proposed, whose
transition probabilities and stationary distributions converge gradually to the “irregular”
goal distribution concentrated on local minima, such that during the early steps of the
sequence one can efficiently jump out of local minima. See for instance [37].
• Gather-and-distribute strategies: This method was originally proposed in a consensus
setting [24], where a given load must be distributed as fast as possible over nodes of a
network in a distributed way. The gather-and-distribute strategy is a time-varying proce-
dure, using a sequence of two time intervals. In terms of Markov chain mixing, during the
first intervals, transition probabilities are chosen so as to move all the probability mass to a
single predefined node. Thus after this first time interval, whatever the initial distribution,
the Markov chain ends up in a single predefined situation. Knowing that the second
time interval starts from this particular probability distribution, its transition probabilities
are then designed to redistribute the probability according to the goal distribution. As
an example, on a complete binary tree of depth D, one could choose the transition
probabilities during the first D time steps so that all the probability mass moves onto
the root node. From this known situation, common to all initial distributions, it is not
hard to design transition probabilities over the next D time steps (e.g. using a “stochastic
bridge”, see Section 5.2) in order to redistribute the probability mass towards the target
stationary distribution. The mixing time of this approach is thus 2D on the binary tree
example, exponentially improving over the simple random walk mixing time Ω (2D).
• Data-augmented and lifted Markov chains: Consider again the problem of obtaining a
sample from some (indirectly specified) goal distribution π over the nodes. Sometimes
this distribution is easier to obtain as the marginal of a distribution on a larger sample
space. In this case, one can obtain a sample by using a Markov chain that evolves on an
augmented state space, consisting of the original variable and some latent variables, and
just discarding the value of the latent variable in the obtained sample, see e.g. [60,62]. A
related strategy is to use latent variables and augmented graphs not only for an easier
specification of the target, but also to possibly accelerate the convergence thanks to
memory or momentum effects, see e.g. [12,15,18,19] and the next sections for details
on Markov chains on lifted graphs.
This list of seemingly distinct ideas provides a range of speedups over the use of a simple
andom walk. From the literature cited above, non-backtracking random walks are shown to
rovide (at least) a constant factor speedup, lifted Markov chains can provide up to a quadratic
peedup, and gather-and-distribute strategies can provide exponential speedup or even more,
n certain graphs.
xample 1.1 (Mixing on a Cycle). For illustration we consider the toy example of sampling
rom the uniform distribution on a cycle graph. This example lies at the basis of several speedup147
















ideas like [15,18,35]. The possible walker positions are the integers 0, 1, 2, . . . , n − 1, and at
each discrete time step, the walker can decide to stay put, to add 1 or to subtract 1 to its
position (modulo n).
A standard random walk would add +1 or −1 to the current position, each with probability
1/2. After t ≫ 1 steps the standard deviation from the original position of the walker is of order
√
(t). As a consequence, it will take approximately n2 steps for the random walk to converge
o the uniform distribution.
A stopping rule could say: always add +1 to your position, but at time t ≥ 0 stop the
rocess there with probability min( δ(1−δ)t , 1) for δ = 1/n. Effectively this means that there is
probability δ to stop the process at each time t ∈ {0, 1, . . . , n − 1} and hence after n − 1
ime steps we have a uniform distribution. (Note that the time-dependence of the stopping rule
s needed: a constant probability to decide and stop once having performed any t time steps
ould not achieve the same distribution, not even approximately.)
A non-backtracking walk, and also the lifted Markov chains introduced in [15,18], would
ay: start with a given value v and a given sign ◦ ∈ {+, −}. At each time-step, add ◦1 to the
urrent position, and change ◦ with a probability δ ≪ 1. In this way, the walker will preferably
eep moving in the same direction, while occasionally turning around and then keep moving
n the other direction. This can be loosely viewed as a random walk with effective moves of
rder 1/δ over time steps 1/δ, and therefore its long-term diffusive behavior rather involves a







t . It is shown in [18] that for δ ∼ 1/n this
walk has mixing time O(n).
A slowly varying Markov chain could start with adding +1 at each position v. This
introduces a deterministic drift on the cycle, but it will not lead to a uniform distribution.
To resolve this, the chain is slowly varied towards a standard random walk. Similarly to the
lifted Markov chain, the state will have a tendency to explore more of the circle thanks to the
initial deterministic walk dynamics, but ultimately it will converge to the uniform distribution
thanks to the final random walk dynamics.
A gather-and-distribute strategy could implement the following moves. During the first n
steps, gather all probability mass on position 0. After this the state of the system is perfectly
known, and we can efficiently disperse it uniformly,1 independent of the initial distribution.
These dynamics exactly map any initial distribution to the uniform distribution after O(n)
steps. □
1.2. Aim and contributions of the present paper
One must note that not all the above speed-up approaches build on the same prior knowledge
of the graph and target distribution, e.g. gather-and-distribute appears to require more prior
insight to design an efficient algorithm — at least in its most basic implementation. In the
present paper, we set this point aside and instead ask the question: what speedup can we
ultimately expect from each one of these approaches?
To our knowledge, indeed, no classification or clear comparison of the achievable speedups
for this variety of approaches is known, so that it is not exactly clear which ones are more
1 Here is a detailed example of how to do this. First, over the time steps t = 1, 2, . . . , n − 1 make move −1
rom every position except for position 0, and at position 0 just stand still. Then at times t = n, n + 1, . . . , 2n − 2,
t position 0 make move +1 with probability (2n − t)/n2 and otherwise stand still, and at all other positions make
ove +1.148
























promising to pursue towards more advanced e.g. adaptive design versions, and which ones will
quickly hit a hard limit.
In this paper, we show how the attainable speedups can be categorized on the basis of fun-
amental properties of the stochastic processes resulting from such algorithms, like invariance
f the target distribution or the initialization of auxiliary variables. This can allow to quickly
ssess the potential of a technique before digging into its deeper details and possible variations.
uch results add to the recently revived interest in irreversible and beyond-Metropolis–Hastings
echniques, some interesting results of which are presented in [11,12,54,55,61]. Our analysis
uilds on the fact that a wide set of speedup approaches, including all the ones listed above,
an be cast into the overarching framework of lifted Markov chains (LMCs). This allows us
o use mixing time bounds in the LMC framework, in order to derive bounds on the speedup
chievable within each individual approach. The translation into an LMC is not unique, and
herefore it is important to consider the best achievable performance under more abstract
roperties of LMC classes. The results are also of independent interest for the LMC literature
tself, as they clarify how the mixing time bound depends precisely on the assumptions of
he setting, and how some traditional assumptions relate to existing algorithmic approaches.
inally, one of the motivations for the present work is to pave the way towards a quantitative
nd fair comparison between lifted chains and quantum walks: although very different from
n internal dynamics perspective, both these models rely on non-Markovian effects and share
any similarities that can be made precise within the proposed framework [8].
The remainder of the paper can be summarized as follows. We first introduce the LMC
odel in Section 2, along with several particular LMC constructions which will be used in our
iscussion. The associated properties or constraints that we consider on an LMC are presented
n Section 3. Section 4 is dedicated to translate into LMCs and to discuss the above defined
roperties for some key classes of algorithms. This will allow us to properly collocate our
esults with respect to existing ones and to highlight among others the importance of two
spects that have a key role: the ability of locally initializing the latent variables of the lifted
chain, and whether or not we impose invariance of the target distribution during the whole
evolution of the LMC. These two properties allow us to immediately identify some “extreme”
scenarios, described in Section 5, where either lifting does not yield any advantage over a
standard Markov chain, or it potentially allows for reaching the target in the trivial minimum
time, corresponding to the diameter of the graph. For the latter, we explicitly provide an LMC
that mixes in diameter time, building on stochastic bridges [23,52] which can be efficiently
set up provided one has a full knowledge of the graph. This is still different from a practical
construction based on local knowledge only, yet we recall that both in [15] and in our paper,
the purpose is to research the ultimate potential of a method, not to design new practical
algorithms. A summarized version of the results of Section 5 can be found in the conference
proceedings [7].
In Section 6, we establish lower bounds on the mixing time in intermediate scenarios,
i.e. when only one of the above constraints is requested, together with constraints on the
reducibility of the LMC, the mixing of the LMC towards its own lifted stationary distribution,
and its ergodic flows. These bounds depend on the conductance of the graph, which provides
a richer description of the graph topology than the diameter. In particular, we show that a
conductance bound for the mixing time of lifted Markov chains holds under either of two
seemingly unconnected constraints: (i) if we impose that the lifted chain mixes from any initial
state in the entire lifted state space, i.e. without allowing to choose the initial values of the latent
variables (this is essentially extending the scope of the result in [15]); or (ii) if we impose that
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the lifted dynamics keeps the target distribution invariant, i.e. when the system starts well-mixed
it must stay so for all times. Conductance bounds are typically stricter than the diameter-time
bound, yet examples show how they still allow for the lifted chains to significantly outperform
the best possible standard Markov chain. Furthermore, we show that the other constraints –
i.e. obeying imposed ergodic flows, irreducibility of the LMC, and considering the mixing
properties of the lifted distribution vs. the marginal on the original nodes – do not significantly
modify the achievable mixing time.
In Section 7 we provide some further observations: we show that most of the bounds that
e prove are tight up to log-factors, we further illustrate how particular properties can be
educed indirectly from our scenarios and bounds, and we discuss possible extensions of our
esults to other settings. To conclude, a summary of the results and a brief outlook on future
evelopments are provided in Section 8.
. Setting: mixing dynamics on graphs and their lifts
Consider a graph G = (V, E), with V a set of N nodes, which we label as V = {1, . . . , N }
nd E the set of directed edges, i.e. ordered pairs of nodes. Throughout the paper, graphs are
ssumed to be connected and a real function on the node space V will be represented as a vector
n RN . In particular, we denote by ei the canonical basis vector, with all elements zero except
ts i’th element equal to one. The notation ei will also be used more generally for canonical




f (i) ei ∈ RN
nd the value f (i) of the function f on node i is obtained as ⟨ei , f ⟩ = e
†
i f , where † indicates
he transpose (adjoint) of a vector or matrix. We will use the shorthand notation fi = f (i) for
omponents of vectors and matrices, except thus for the particular case ei which denotes the
anonical basis vector. For any two vectors v and w, we use the convention that v w† is the
uter product, yielding a rank-one matrix, whereas v† w would be the inner product, yielding
scalar. (Usually this is represented by v being a column vector and v† a row vector.)
Let PN be the set of probability vectors in RN , i.e. each p ∈ PN satisfies pi ≥ 0
i = 1, 2, . . . , N and
∑
i∈V pi = 1. Each component pi represents the probability of node
∈ V . In particular, p = ei denotes a probability distribution with all weight on node i ∈ V .
Throughout the paper, we analyze dynamics designed for the following task:
roblem 1 (Design of Mixing Dynamics). Design a discrete-time stochastic dynamical system
hat converges towards a target probability distribution π on V , as fast as possible from any
nitial condition on V , while respecting the locality associated to the graph G.
By respecting the locality of the graph, we mean that the evolution over one time step
an only involve transitions between nodes connected by an edge. One may envision to relax
his assumption in an algorithmic framework, in association with further constraints on how
o navigate between the nodes and at which algorithmic cost. For instance, allowing moves
etween just a few non-connected nodes can sometimes dramatically improve the mixing
ime [26]. In the absence of a canonical way to relax the graph locality criterion, we do not
xplore this here and thus make the central assumption of a fixed graph G encoding all the
llowed transitions. A number of further constraints on the stochastic process, which precisely
pecify the design problem at hand, will be discussed in Section 3. The main message of the150

























paper is that, as we shall see, the performance of the best possible solution will critically depend
on these assumptions.
A common approach to address the mixing problem is to make π the attractive steady-state
istribution of a Markov chain on the graph. More explicitly, consider a Markov discrete-time
tochastic process {v(t)}t≥0 on the node space, entirely specified by conditional probabilities
roba
(
v(t + 1) = i |v(t) = j
)
= Pi, j for i and j ∈ V . The locality constraints induced by G
mpose Pi, j = 0 if E contains no edge from j to i . Notice that in probability theory, what we
all P is often called P†. If p(t) is the probability vector associated to the distribution of state
f the Markov chain at time t , then its evolution is generated by its one-step transition matrix
P = (Pi, j ), via:
p(t + 1) = P p(t) .
n order for p(t + 1) to be a probability vector we need P to be a column-stochastic matrix,
.e.
∑
j Pi, j = 1 for all i . Furthermore, to solve Problem 1, it should have π as its unique,
lobally attractive steady-state distribution. For instance, if πi > 0 for all i , then P should be
rreducible in order to allow p(t) to converge to π from any initial p(0) ∈ PN . Solving Problem
can then be viewed as accelerating the convergence towards the stationary distribution,
ompared to just iterating P .
The Markov chain convergence can be accelerated by adding memory to the process, beyond
ust the current position in V , see e.g. [15,18]. Formally, this leads to Markov chains on lifted
raphs or, for short, lifted Markov chains (LMCs).
efinition 1. A graph Ĝ = (V̂, Ê) on N̂ nodes is called a lift of G if there exists a surjective
ap c : V̂ ↦→ V , such that:
(i, j) ∈ Ê implies (c(i), c( j)) ∈ E .
We denote by c−1 the map that takes as input a single node k ∈ V and outputs the set of nodes
j ∈ V̂ for which c( j) = k.
We will denote by x ∈ PN̂ a distribution over the lifted graph nodes V̂ . The associated
marginal distribution over V is given by pk =
∑
j∈c−1(k) x j . In vector representation, this
nduces the linear map
p = Cx , (1)
ith C a matrix of zeros and ones. In a lifted Markov chain for G, the distribution p(t) on
at time t is deduced as the marginal of x(t), while the evolution of x(t) is generated by a
inear, stochastic, discrete-time map on the lifted graph:
x(t + 1) = A x(t). (2)
ere A satisfies the locality constraints on Ĝ induced by the underlying G, i.e. A j,ℓ ̸= 0 only
f (c( j), c(ℓ)) is an edge of G. The locality of the lifted chain equivalently means that for each
x there exists a stochastic matrix P (x) satisfying the locality constraints of G and such that (2)
orresponds to p(t + 1) = P (x) p(t), with p(t) = Cx(t) as in (1). Explicitly, P (x) = C A B(x)
here B(x) is a linear stochastic map from RN to RN̂ , with
B(x)i, j =
xi (t)∑ = xi (t) if c(i) = j,k∈c−1( j) xk(t) p j (t)
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and B(x)i, j = 0 otherwise. From the point of view of V , the applied transition matrix changes
over time, in a supposedly smart way governed by x(t). The notation (A, C) is taken over from
ystems theory and hints at p = Cx being the “output” of interest, whose evolution can be
nduced by the evolution of some larger “state” x . In Markov modeling, A would be called a
idden Markov chain [53].
In algorithmic applications, which motivate our setting, the pair (Ĝ, A) is to be designed in
order to accelerate the convergence towards π with respect to the (best) Markov chain P on
the original graph G. Of course, all algorithms that are meant to achieve a mixing speedup need
not be designed as an LMC. However, in most cases, they can be translated (non-uniquely) into
an LMC — see e.g. the examples in the introduction and their discussion in Section 4. Bounds
on the best mixing time achievable with the set of LMCs associated to a given algorithmic
technique, then translate into essential mixing time bounds for the underlying algorithm.
Before pursuing the mixing time analysis, we present some particular lift constructions
which will be useful in the proofs and examples.
2.1. LMCs with product graphs
From G1 = (V1, E1) and G2 = (V2, E2) two graphs with node sets of cardinality N1 and N2
respectively, we can construct a graph on the cartesian product V̂ = V1 ×V2, whose nodes are
pairs (i, j), with i ∈ V1 and j ∈ V2. The edges Ê will be all the quadruples ((i, j), (k, ℓ)) such
that (i, k) ∈ E1 and ( j, ℓ) ∈ E2. Recall that, in agreement with the mixing task, we assume
that the graph edges always contain all self-loops. If e1,i , e2, j are the canonical basis vectors
associated to i ∈ V1 and j ∈ V2, respectively, we must associate to the corresponding product
node (i, j) the Kronecker product vector e1,i ⊗ e2, j (see e.g. [31] for more details). Those
Kronecker products form a basis for the real space associated to V̂ , that is RN1 N2 = RN1 ⊗RN2 ,
and we denote by x ∈ PN1 N2 a probability distribution over V̂ . The product graph Ĝ of G1
with any other graph G2 is always a valid lifted graph of G1, with the associated surjective map
c : V̂ → V1 where c(v1, v2) = v1. Indeed by construction, an edge ((i, j), (k, l)) can be present
in Ĝ only if (i, k) is an edge of G1, so graph locality is respected. In particular, the product
graph of G1 with a complete graph is a valid lift of G1.
The product graph Ĝ of G with an auxiliary graph G2 is a valuable tool towards designing
lifted Markov chains. Indeed, a time-homogeneous Markov chain on Ĝ can be defined by
specifying any N1 N2 × N1 N2 stochastic matrix A, with nonzero elements only in positions
corresponding to pairs of nodes ∈ V̂ connected by an edge ∈ Ê . Replacing the dynamics of
P on p by the dynamics of any such A on x , yields a valid LMC on G. Note that in general,
x and A take a more general form than a Kronecker product over G and G2. Indeed, we a
priori allow the step taken on the V coordinate to depend on the value of the V2 coordinate
(sometimes called the “coin coordinate”). This conditioning should add memory to the process,
possibly accelerating its mixing behavior.
The following constructions of LMCs with product graphs are used as building blocks in
our examples and in the proofs of the main results.
2.2. Some particular LMC tools
Clock lift: The following construction, which we call a clock-lift, allows us to construct
a time-homogeneous lifted chain, whose marginal follows the evolution of some specified
time-inhomogeneous Markov chain represented by a finite sequence of T stochastic matrices152













Fig. 1. Illustrating the clock-lift: The initial graph G, here a path on 4 nodes depicted on the left, is lifted to a 4 × 4
rid Ĝ via a product with the path on {0, 1, 2, 3}. The latter is meant to allow applying a sequence of transition
matrices P(1), P(2), P(3) consecutively to the nodes of G. We have depicted 4 copies of Ĝ along the times axis
i.e. towards the right) to illustrate the evolution associated to an initial distribution ev(0) on V . This distribution is
rst mapped to V̂ in a natural way by F , with the first coordinate associated to the sequence {0, 1, 2, 3} (vertical
xis) and the second coordinate associated to the original V (depth axis). At the kth time-step, the transition matrix
A implies that the first coordinate on V̂ is deterministically incremented by +1 (vertical motion on the figure),
hile an update v(k) for the second coordinate is selected probabilistically by applying P(k) to v(k − 1).
P(1), P(2), . . . , P(T ). This is attained by including the time variable in the node space, in a
ay that is reminiscent of the inclusion of time as a state variable in dynamical systems theory,
n order to replace time-dependence by dependence on this additional coordinate.
Explicitly, consider the product graph Ĝ of the original graph G = (V, E) with the path
raph associated to the time interval [0, T ]. The latter thus has node set {0, 1, . . . , T } and
dges (s, s + 1) for s = 0, 1, . . . , T − 1. The product graph produces a lift that effectively
ntroduces T additional copies of each original node, indexed by time. The basic idea is
epicted in Fig. 1 for G a path graph of 4 nodes. As a lifted node space we thus consider
ˆ = {(s, v) : s ∈ {0, 1, . . . , T } and v ∈ V}, and as edges the ones of the product graph. This
yields a valid lift of G with the surjective map c : V̂ → V defined as c((s, v)) = v. We then






s−1 ⊗ P(s) + eT e
†
T ⊗ IV ,
where IV is the identity on R|V|. When this LMC is initialized with
x(0) = e0 ⊗ p(0) ,
the lifted distribution indeed follows
x(t) = At x(0) = et ⊗ P(t)P(t − 1) . . . P(1)p(0) ,
so that Cx(t) = P(t)P(t − 1) . . . P(1)p(0) = p(t) for all 0 ≤ t ≤ T and Cx(t) = p(T ) for all
t ≥ T . We note that the clock-lift is reducible: all initial distributions are eventually mapped153
































to the set {(T, v) : v ∈ V}, and remain there. The stationary distribution is hence supported
only on that set.
Periodic clock lift: A periodic clock-lift is a variant of the clock-lift where the product graph
is constructed by replacing the path in time by a cycle, obtained by connecting the time-index






s−1 ⊗ P(t) + e0e
†
T −1 ⊗ P(T ) .
or an initial state x(0) = e0 ⊗ p(0), the output p(t) is then given by periodically applying
he time-varying Markov chain transitions P(1), P(2), . . . , P(T ), P(1), P(2), . . .. Sometimes,
owards further modifications, it is handy to introduce a “special” step after the T first transition
atrices and before re-applying the sequence again. This formally corresponds to applying
he above periodic clock-lift to the sequence P(1), P(2), . . . , P(T ), P(T + 1), with P(T + 1)
ncoding the “special” step. In contrast to the regular clock-lift, the periodic clock-lift can be
rreducible, and have a stationary distribution that is nonzero on the full (lifted) node set.
ode-clock lift: Assume that for each initial node p(0) = ei with i ∈ V , we have built target
tochastic evolutions p(i)(t) = P (i)(t)P (i)(t − 1)...P (i)(1) ei , with all the sequences {P (i)(k)}
atisfying the locality constraints of G. We would then like to merge these N independent
volutions such that, starting from an initial distribution p(0), the system follows the whole
rajectory of the particular chain p(i)(t) with a probability pi (0). In other words, we know
hat to do when we start at any individual node – it is not always the same – and we want to
ormally build a single LMC which indeed ensures that the appropriate sequences are followed.
We can indeed combine these target sequences for different i independently, into an LMC
hich we call a node-clock lift. As depicted on Fig. 2, the lifted graph is now the product
etween a path encoding the time index, like in the clock-lift, a complete graph on V encoding
he index i from the above set of sequences, and the original graph. The lifted node space
ecomes V̂ = {(s, v0, v) : s ∈ {0, 1, . . . , T } and both v0, v ∈ V}. This is a valid lift of G
ith the surjective map c : V̂ → V where c((s, v0, v)) = v. To ensure the target evolution, we
















T −1 ⊗ p̄ e
†
i ⊗ P
(i)(T )+ eT e
†
T ⊗ IV ⊗ IV , (3)
ith the same notation as for the clock-lift. Here p̄ denotes any fixed distribution over V; the
otivation for the corresponding term will be explained shortly. When the lift is initialized
ith
x(0) = e0 ⊗
∑
v∈V
pv(0)(ev ⊗ ev) ,
he system indeed follows the target stochastic evolution p(i)(t) with a probability pi (0). In
articular, for a distribution p(0) = ei concentrated on a node i of the original graph, the initial
tate for the lift is x(0) = e0⊗ei ⊗ei . By applying A, the state then follows x(t) = et⊗ei ⊗p(i)(t)
ver the first T − 1 time steps. The operation with p̄ serves to induce convergence on the v0
oordinate of (s, v0, v): when sitting at a lifted node of type (T − 1, v0, v), the corresponding
erm in A ensures that besides applying the correct transition P (v0)(T ) to v, we also “erase” the
o longer necessary information of v0, towards p̄ for any v0. Note that on the v0 coordinate
ˆf G we have a complete graph so this operation can be implemented at will. Thanks to this
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S. Apers, A. Sarlette and F. Ticozzi Stochastic Processes and their Applications 136 (2021) 145–191Fig. 2. Illustrating the node-clock-lift, in which the assigned map sequences P (i)(1), . . . , P (i)(T ) that were given for
each extreme initial distribution p(0) = ei , are combined into a single time-homogeneous lifted chain by essentially
combining N clock lifts. The same initial graph G as on Fig. 1 (a path on 4 nodes) is depicted on the left. The
lifted graph now corresponds to the product of the 4 × 4 grid, depicted on Fig. 1, with a complete graph on 4
nodes; to avoid clutter, we have just represented this in the depth direction as 4 versions of the grid, and subsumed
all the possible edges for jumping between those versions. We have depicted 4 copies of this Ĝ along the times
axis (i.e. towards the right) to illustrate the evolution associated to an initial distribution on V . This distribution
is first mapped to V̂ in a natural way, with weight p(0)i associated to each node (0, i, i) ∈ V̂ , where the first
coordinate is associated to the time sequence {0, 1, 2, 3} (vertical axis), the second coordinate is associated to the
map sequence index (here grid-version on the depth axis) and the third coordinate is associated to the original V
(here position along depth axis on the selected grid). At the kth time-step, the transition matrix A implies that
the first coordinate of (s, v0, v) ∈ V̂ is deterministically incremented by +1 (vertical motion on the figure), the
second coordinate i.e. selection of grid version does not change (except possibly via p̄ on the very last step, not
represented here), while an update v(k) for the third coordinate is selected probabilistically by applying P (v0)(k) to
v(k − 1).
operation, if p(i)(T ) = π for all i and provided the lift is accordingly initialized, the node-
clock-lift converges to a unique distribution not only over V (this would be π ) but also over V̂
(this would be π̂ = eT ⊗ p̄ ⊗ π ). Note that some of the lifted nodes will never be populated
(e.g. (0, v0, v) ∈ V̂ with v0 ̸= v), so in fact Ĝ can be slightly reduced at the cost of losing the
compact description as a product graph.
Similarly to the periodic clock-lift, we can construct a periodic node-clock-lift, where we
identify eT ⊗ ev ⊗ ev with e0 ⊗ ev ⊗ ev . I.e., the nodes of type (T, v0, v) are dropped and
each node of type (T − 1, v0, j) now jumps to (0, v( j), v( j)), where v( j) is selected among
the neighbors of j in V according to the transition matrix P ( j)(T ). This ensures that after such
step the sequences P (i)(t) are applied repeatedly. The “erasure” operation is dropped in this
construction, but the new transition matrix applies another convergence on the v0 coordinate
of a lifted node (s, v0, v), namely making it equal to the v coordinate whenever jumping from
s = T − 1 to s = 0. Thus if the v coordinate converges, the v0 coordinate ought to as well.
Example 1.1 mentions mixing speedups which can be obtained for instance with time-
dependent Markov chains; those can thus be reformulated as an LMC using a clock-lift. This
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hints at how the LMC tools introduced here will allow to study mixing time bounds for general
algorithms, reformulated as LMCs.
3. Mixing time and design scenarios
The overarching message of this paper is that the achievable mixing performance is critically
ependent on some constraints and insensitive to some others, besides the locality associated
o the graph G. We now specify those constraints and emerging design scenarios considered
ere, in the LMC framework. It will appear that even the definition of mixing time depends
n the imposed constraints.
.1. Initialization of the lift
When a stochastic dynamics is seen as an algorithm, one must specify how to initialize it.
he unmovable part of the initialization is a distribution p(0) = p0 over the nodes of V . We
ollow the standard mixing literature by assuming that the designer has no insightful control
n this distribution, so the algorithm has to treat all distributions p(0) ∈ PN . For further inputs
to the algorithm, we will consider two possible scenarios and the associated sets of initial
distributions S:
(S) In a first scenario, the algorithm designer is allowed to tune the initial values of the latent
variables in the LMC. More precisely, in addition to Ĝ and A, the algorithm designer
can choose how to lift the weight pk(0) attributed to each node k ∈ V of the original
graph G, onto a distribution over its associated lifted nodes xc−1(k)(0) in agreement with
the locality constraints. We further require that the designed initialization is a linear map
F : p(0) ↦→ x(0). These constraints imply that
C Fp(0) = p(0) for all p(0) .
This last condition avoids exchanges among nodes through F before starting the actual
algorithm, namely imposing Fk, j = 0 whenever c(k) ̸= j . Such initialization map is
compatible with the clock-lift and node-clock-lift constructions proposed in Section 2.2.
In this scenario, the set S of relevant initial conditions for the LMC does not comprise all
possible distributions x(0) on V̂ , but only those of the form x(0) = Fp(0), for all initial
distributions p(0) on V and a fixed designed map F .
(s) In other cases, there might be no insightful control over the initialization of the lifted
dynamics. The set of relevant initial conditions S for the LMC is then the whole PN̂ .
.2. Invariance of the target marginal
For a Markov chain on G, mixing is necessarily towards its unique invariant distribution,
i.e. Pπ = π . For a lifted Markov chain, however, even if the marginal converges to π , having
x(t) = π at some time does not necessarily imply Cx(t + 1) = π . While imposing such
property at all intermediate times turns out to restrict the potential role of any additional
memory slots too much, one may reasonably request that at least the system does not leave
the target π when it starts there at t = 0. It arguably imposes to “avoid unnecessary work”;
it can also play an essential role towards interfacing the Markov chain with other algorithmic
elements, in particular implementing the key task of amplification, i.e., boosting the success
probability of a randomized algorithm (in our case the closeness to the stationary distribution)
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by rerunning the algorithm on its own output, see e.g. [48]; and in a similar spirit it allows
to ensure that the LMC stabilizes the system towards π , even in presence of perturbations
(see [8]). We thus identify two possible scenarios:
(i) We impose Cx(t) = π for all t > 0 whenever Cx(0) = π , for all x(0) ∈ S.
(I) We allow Cx(t) ̸= π even when Cx(0) = π .
.3. Marginal vs lift mixing time
In the examples from the introduction, we have encountered two different ways to define
he mixing time of a Markov chain or LMC. The “Monte-Carlo” interpretation considers the
mallest possible T that guarantees we are close to the target distribution over the nodes. On the
other hand, the “Las-Vegas” viewpoint considers the expectation of some probabilistic stopping
ime t such that, conditioned on having stopped, we are close to the target distribution over the
odes. We refer the interested reader to the book [40]. In this paper, we analyze the mixing
ime in the Monte-Carlo sense, which we define next. An equivalence exists between the two
ettings, as we discuss at the end of Example 4.1.
A Markov chain on G associated to a transition matrix P is said to mix to π if Pπ = π
nd if for all ϵ > 0 there exists τ (ϵ) > 0 such that, for all p ∈ PN , we have:
∥P t p − π∥T V ≤ ϵ for all t ≥ τ (ϵ).
e call τ (ϵ) its ϵ-mixing time.2 It is typical to consider τ (1/4) as a reference mixing time.
Since LMCs are themselves Markov chains, this can be directly translated to the mixing time
of x on the lifted space towards its stationary value x̄ — with the obvious slight modification
hat in scenarios with initialization (S) the convergence property must hold only for all x ∈ S,
nstead of all x ∈ PN̂ . Thus, the LMC represented by A mixes to x̄ with mixing time τ (ϵ) if
nd only if, for all x ∈ S and all ϵ > 0, we have:
∥At x − x̄∥T V ≤ ϵ for all t ≥ τ (ϵ).
ost papers which propose bounds on LMC mixing time (see Section 3.7) do indeed consider
his convergence criterion. Our original algorithmic task however is to accelerate convergence
f the marginal p(t) = Cx(t), compared to the performance of the original chain P . To this
im, we define the marginal mixing time.
efinition 2 (Marginal Mixing Time). A lifted chain on Ĝ associated to a transition matrix A
is said to mix to the marginal π on G from initial conditions S, if for all ϵ > 0 there exists
M (ϵ) > 0 such that for all x ∈ S we have:
∥C At x − π∥T V ≤ ϵ for all t ≥ τM (ϵ).
We call τM (ϵ) its ϵ-marginal mixing time.
Of course, τM (ϵ) ≤ τ (ϵ) for all ϵ. While the convergence of x is a sufficient proxy for
he convergence of p = Cx , it is not truly necessary. The distinction could be especially
elevant because LMCs specifically designed to speed up convergence may be all but generic.
or instance, some typical designs that involve constructions where the lifted Markov chain x
2 We recall that the total variation distance between two distributions p and p′ is 1/2 times the 1-norm of their
ifference ∥p − p′∥ =
∑N
|p − p′ |.1 i=1 i i
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in fact does not even converge to a stationary value, but the projected state p does — see the
lock lifts in 2.2. Furthermore, it is easy to find lifted walks where p converges much faster
han x , see e.g. Example 4.1. One could wonder whether conversely, a Markov chain with
uickly converging p can always be adapted to also have quickly converging x , or whether
ometimes there is a strict advantage to be gained when we are only interested in p. We
herefore distinguish which type of convergence we are requesting:
(M) The aim is to optimize convergence of the marginal p(t) towards π , as measured by
τM (ϵ).
(m) The aim is to optimize convergence of x(t) towards x̄ , as measured by τ (ϵ).
e will focus mainly on the mixing time for ϵ = 1/4. This usually represents a good
uantification of the general ϵ-mixing time, and is therefore commonly referred to as the
ain mixing time parameter in the literature [40]. For completeness we do mention that
his restriction is not perfect. Indeed, the motivation is that typically the bound τ (ϵ) ∈
O(τ (1/4) log(1/ϵ)) holds for any ϵ > 0. On the one hand, the actual ϵ-mixing time might
e better (by a log-factor). For instance on the cycle graph, we can have that actually τ (ϵ) ∈
O(τ (1/4)) (see Section 6). On the other hand, as we will see in Section 6.4, the bound does not
lways hold for LMCs. Initial dynamics may bring the LMC quickly to ϵ = 1/4 distance, but
fter this the convergence speed may slow down. Nonetheless, in general the τ (1/4) mixing
ime remains a good indicator, and we will use it as a reference throughout the paper.
.4. Reducibility of the lift
Irreducibility means that there cannot exist a partition of V into subsets X and V \X such
hat Pi, j = 0 for all (i, j) with i ∈ X and j ∈ V \ X . Several related robustness properties
an motivate the use of irreducible Markov chains instead of reducible ones. For instance,
rreducible processes keep mixing all nodes for all times, such that the effect of an occasional
rroneous transition at some time step could always be corrected in the future.
In order to converge, starting from any initial state, to a unique stationary distribution π
ith πi > 0 ∀i , the original Markov chain P must be irreducible. However, the same need not
ecessarily apply to a lifted Markov chain A, depending on the rest of the setting. Hence two
cenarios emerge, when P is irreducible:
(R) The lifted Markov chain A is allowed to be reducible.
(r) The lifted Markov chain A must be irreducible (if P is).
rom a mixing viewpoint, one could wonder whether reducible lifts could lead to singularly
ast behavior.
When the graph associated to P is itself reducible, the lifted graph will always be reducible
oo.
.5. Matching ergodic flows
When G and π are given, one can think about the optimization problem of computing
he compatible Markov chain P with fastest convergence towards π , see for instance [14]
or symmetric P . For the lifted Markov chain, one could perform a similar optimization on
A — with the added difficulties that (i) the discrete structure Ĝ is to be designed too and
ii) accelerating convergence has been shown to require irreversibility (thus not symmetric
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A) [15]. Yet in some cases, one may be given not only G and π but also a reference P , whose
ssociated typical or “ergodic flows” between distinct nodes, for some reason, should not be
xceeded by the transitions induced by the lifted chain [15]. This could be relevant when for
nstance certain transitions should not be overloaded. Note that the flow from a node to itself is
sually not constrained; therefore, when considering ergodic flows, we discard what happens
or i = j .
More precisely, for a given Markov chain P , the associated ergodic flows are defined by
Q(P)i, j = Pi, jπ j , i.e. the weight that flows from j to i when the system is on the steady state π .
or a lifted chain A and (one of) its steady state(s) π̂ , one can similarly define ergodic flows









he Markov chain P̃ (A;π̂ ) on G defined by P̃ (A;π̂ )i, j π j = Q̂
(A;π̂ )
c−1(i),c−1( j)
is called the induced chain
n G by the lift A and distribution π̂ [3]. The ergodic flows of A with respect to the stationary
istribution π̂ are equal to the ergodic flows of P if the induced chain P̃ (A;π̂ ) = P; they do
ot exceed the ergodic flows of P if P̃ (A;π̂ )i, j ≤ Pi, j for all j ̸= i . This leads to the following
cenarios.
(e) A reference Markov chain P is given and the ergodic flows of A cannot exceed the ergodic
flows of P . When A has several steady states π̂ and hence several ergodic flows Q̂(A;π̂ )
corresponding to the same π and accessible from S, this must hold for each of them.
(E) No constraint is imposed on the ergodic flows of the lifted Markov chain.
ote that the definition of ergodic flows for the case of non-unique π̂ is an extension of the
raditional definition, see for instance [3].
.6. On combinations of constraints and relations between lift design problems
In the following, in order to compactly refer to a set of requirements in the statements
nd comparisons, we shall specify an alternative (upper- or lower-case letter) for each of the
roperties described in the previous subsections, and denote the set of dynamics allowed by a
esign scenario by the corresponding string of 5 letters, e.g. (sImrE). A shorter string may be
sed to indicate properties that hold for all the compatible alternatives: e.g. (sImE) includes
he scenarios (sImrE) and (sImRE).
The lower- and upper-case letters in the previous subsections have been chosen so that the
pper-case are less constraining than the corresponding lower-case letter. This implies that a
cenario associated to some capital letters always includes all lifts available in a scenario where
ome of those letters are substituted by their lowercase versions, i.e.:
(S)|x ⊇ (s)|x ; (I)|x ⊇ (i)|x (4)
(M)|x ⊇ (m)|x ; (R)|x ⊇ (r)|x ; (E)|x ⊇ (e)|x .
ere |x denotes arbitrary choices, equal on the left and right hand sides of the inclusion symbol,
or the other four letters. The inclusion symbol expresses that all algorithms allowed by the
ight-hand side, are also allowed by the left-hand side. From this it follows that we obtain
ower or at most equal optimal mixing times when relaxing the constraints from lowercase
o uppercase. The comparison of E, e scenarios with non-lifted chains needs particular care.
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Indeed, requiring no particular ergodic flows allows to select better lifted walks, but it
simultaneously gives more freedom to optimize P for the non-lifted process.
In regard of these scenarios, our investigation thus aims at answering questions like: how
uch can be gained by relaxing a constraint, e.g. from (r) to (R) or from (e) to (E)? Conversely,
ow constraining are such requirements, usually made as basic assumptions of the setting in
he literature like [15], on ultimately achievable mixing speed? How much are differences in
ixing speedup, found in the literature, tied to the constraints/properties imposed sometimes
mplicitly on the setting?
In this paper, we will a priori not pose any definite judgment on the relevance of one or the
ther combination of constraints, and thus just report the bounds on the mixing speed for all
cenarios.
emark. In addition to general properties on the process as we list above, an important aspect
f engineered mixing dynamics is the amount of resources they require for implementation.
ollowing other abstract work on mixing bounds, we will not consider this aspect in detail,
s it further depends on the specific application and the information available at the algorithm
esign stage. All the constructions we employ in the proofs, while having mostly existential
ather than practical value, have a number of lifted nodes polynomial in N . Their main goal
owever is not so much constructive, but rather to assess the ultimate potential of various
lgorithms for accelerated mixing on the basis of their fundamental properties.
.7. Directly related previous work
Previous work by [18,19] and [15] have considered the (sImr) or (sImre) context. In
articular, [15] has established the conductance bound that we derive in Theorem 3, for the
articular scenario (sImre). More recently, this result was extended to the continuous-time
ase [54], which we will not treat here. In the following sections, however, we will prove that
uch bounds can be derived from just the (s) and (se) constraints, and that (s) is also in some
ense necessary: if we relax the setting to any scenario of (SI), then the diameter becomes the
rivial yet tight lower bound.
Our upcoming Theorem 2 on diameter-time mixing is reminiscent of finite-time consensus
esults such as those in [29]. Here we have a more restricted setting, including positivity
onstraints and time-invariant dynamics. The lift takes care of the time-dependence of the
lgorithm, as we shall see, while positivity is intrinsically built in our framework, apparently
ithout affecting the fast convergence. Our results show that diameter-time convergence is
btained at the cost of loosening some of the above properties with respect to [15,18,19].
. LMCs for existing algorithms and their properties
Before getting to the results, we illustrate the different LMC constraints by showing how
he speedup approaches mentioned in the introduction can be cast into the LMC framework.
he resulting LMCs will be used as a basis to apply the bounds that we derive in the upcoming
ections, in order to deduce mixing time properties for the algorithms themselves. Note that
he translation of a given algorithm into an LMC is not unique. A trivial example is that one
an always construct a new LMC by adding, to an existing LMC, dummy nodes which the
ifted walker never reaches but which could change some lift properties. Less trivial variations
an arise though. In fact, this ambiguity goes back to Markov chain modeling itself. We try160











below to give, for each example, a lift with reasonably small number of lifted nodes and which
follows in a reasonably direct way from the algorithm description.
When investigating the constraints satisfied by an algorithm, the translation into the LMC
ramework merits two remarks.
• Some LMC properties are a direct and unambiguous consequence of the algorithm itself:
e.g. whether the algorithm keeps the target invariant when it starts there, thus property
(i).
• The satisfaction of other constraints might depend on the aforementioned non-unique
translation into an LMC. In this case, the different LMC translations will give different
lower bounds on the algorithm’s mixing time; the algorithm itself would of course satisfy
the most stringent of these bounds.
The selection of examples provided here is nowhere close to exhaustive, and serves mainly to
illustrate the variety of general ideas.
Example 4.1 (Blind Stopping Rules and Cesaro Mixing). In this example, we explicitly
onstruct a lift for algorithms with blind stopping rules, and further discuss the difference
etween (m) and (M) in a concrete case.
Consider a stopping rule associated to a Markov chain P that chooses a stopping time
ccording to some distribution ν over a finite interval [0, T − 1]. We call this a blind stopping
ule. Cesaro averaging corresponds to a special blind stopping rule where ν is the uniform
istribution. We implement such rule as an LMC by adding to the original node set a binary
egister {run, stop} and a register keeping the timestep {0, . . . , T } (see Section 2.2 for details
n the standard clock-lift construction), resulting in the lifted node set
V̂ = {run, stop} × {0, . . . , T } × V.
y linearity, the associated LMC is entirely defined by its action on x = ei for all i ∈ V̂ . It
an then be described as follows:
“When x = erun,t,i for some t < T and i ∈ V , go to estop,t+1,i with probability ν̃(t) and
to erun,t+1, j with probability (1 − ν̃(t))Pj,i . Otherwise, stand still”.
Here ν̃ is a rescaled probability distribution over [0, T ] defined such that (1 − ν̃(t + 1))(1 −∑t
t ′=0 ν(t
′)) = 1 −
∑t+1
t ′=0 ν(t
′), i.e. it expresses the conditional probability of stopping at t ,
knowing that we have not stopped before. We can describe this LMC by the transition matrix


















run,T) ⊗ IV ,
initialized with F(run,0,i),i = 1, and zero elsewhere. Note that some choices are arbitrary in this
construction, e.g. how the t part of the lifted nodes evolves when we are on stop and what
happens in the case run, T, which has no incoming edges and thus will never be populated
with initialization F .
This procedure has a finite running time T and consequently, it will only exceptionally reach
a unique final distribution for all initial conditions. A standard procedure to induce convergence,161













as proposed in [43], is to apply amplification, that is, after having run the algorithm once, it
is run again on its own output. This amplification is easy to incorporate into the above LMC





















stop,T ⊗ IV ,
(5)
or some γ ∈ [0, 1).
The algorithm clearly falls under the (S) scenarios, i.e. it corresponds to an imposed
nitialization of the LMC. The LMC is still reducible (R) because of the nodes of the form
(run, T, v). By dropping those unnecessary nodes, it becomes irreducible (r) provided P was
irreducible, for all γ ∈ (0, 1].
For γ = 1 the chain is periodic and x does not converge to a unique steady state (consider
the t part of the lifted nodes), but the marginal p = Cx in general does converge to the unique
stationary distribution π of P , possibly faster than with the Markov chain P alone, so this is
(M). For γ < 1, the whole LMC is irreducible and aperiodic, and thus it converges to a unique
π̂ (m), but this is not really the initial focus of the algorithm. Since only P or IV are applied
altogether to the V component of the lifted nodes, it is easy to check that with the initialization
F the situation x(0) = C Fπ maintains Cx(t) = π for all t > 0, i.e. invariance holds (i); this
lso confirms that Cπ̂ = π , i.e. the algorithm reaches the correct limit distribution. Finally, the
rgodic flows of A do not exceed the ergodic flows of P since, by construction, P̃ (A;π̂ ) will in
act correspond to (1 − α)P + α I for some α ∈ [0, 1]; in other words, the lift only contains
dditional weight on the self-loops, caused by the probability of stopping for some steps before
unning P again.
Interestingly, the convergence rates for p and x with this algorithm can be very different
ndeed. For instance for (1 − γ ) ≪ 1, the marginal p converges quite fast to π , according
o the stopping time algorithm with amplification [40,43]; but the t component of the lifted
odes in x evolves essentially periodically, with only order (1 − γ ) mixing at each step, and
hus it converges slowly. The (m) scenario as considered in [15] and related papers, would
hus suggest to avoid γ ≃ 1 with this LMC. But this, and more importantly the lower bounds
of [15] and related papers on the mixing time for scenarios with (m), might just be related to the
particular LMC translation. In particular, spectral approaches to estimate the LMC convergence
rate would automatically examine (m). We thus have a first concrete question: may the focus
on (M) instead of (m) allow to break some known bounds on mixing time?
A more concrete example with Cesaro mixing on the cycle graph is discussed in
Example 6.2.
To finalize this example we note that more general (non-blind) stopping rules also exist to
reach the Markov chain stationary distribution. These may depend on the specific nodes that
have been visited, rather than only on the number of steps. However, in
[43, Theorem 4.26] and related material it is shown that an equivalence can be established, at
least as long as the stopping condition does not modify the limit distribution. Namely, if such
a general stopping rule has an expected stopping time T , then the amplified Cesaro average of
the Markov chain over O(T log 1/ϵ) steps will also be ϵ-close to the stationary distribution. As162






















a consequence, we can achieve the same mixing performance using the blind Cesaro stopping
rule. The lower bounds on the Cesaro mixing time will therefore carry over to lower-bound
the expected stopping time for general stopping rules. When the stopping rule is instrumental
in modifying the limit distribution, our bounds would not carry over though. □
xample 4.2 (Non-Backtracking Random Walks). Non-backtracking random walks on undi-
rected graphs, as in [4,19,22,36], can be translated rather directly to the following LMC. The
lifted nodes V̂ = E correspond to the directed edges of the original graph, such that (i, j) ∈ V̂
eans that the walker is on node i ∈ V , and coming from node j ∈ V . Then the non-
acktracking transition matrix is defined by A(i,k),(k,l) = (1 − α)/(dk − 1) for i ̸= l, and
A(i,k),(k,i) = α, where dk is the degree i.e. the number of edges incident on node k, and α is
upposed to be small.
In the literature, this algorithm has been considered with two types of initialization.
• In [4,22,36], the lift is initialized with “all nodes treated equally” in the graph. This
corresponds to the initialization map F(i, j),i = 1/di for (i, j) ∈ E and zero otherwise, i.e. a
uniform superposition over all possible “previous node” assumptions. It is straightforward
to check that this lift is invariant, thus resulting in the setting (Si).
• In [19], they do not specify an initialization, i.e. we are in a situation (s). However, in
that case the LMC does not satisfy invariance, so we are in (sI). Indeed, consider for
instance π being the uniform distribution over the cycle on N nodes, and an initialization
where Cx(0) = π and x(1,2)(0) = x(3,2)(0) = 1/N , i.e. by some chance we assume
initially that both nodes 1 and 3 were reached coming from node 2. In the next step, the
algorithm will avoid going back to node 2, from any of its neighbors, so we will have
p2(1) = 2α/N ≪ 1/N = π2, implying Cx(1) ̸= π .
ne could thus wonder which setting gives the most promising convergence speed, more
enerally: can we go faster with an algorithm that satisfies (Si), or one that satisfies (sI)? Apart
rom this distinction, the LMC associated to the non-backtracking random walk is irreducible
nd by keeping the symmetry on graphs it also matches the ergodic flows of the simple random
alk. The object of interest is clearly the marginal over V . □
xample 4.3 (Time-Dependent Markov Chains, Simulated Annealing and Gather-and-
istribute Strategies). Applying a different transition matrix P (t) at each time step can speed
p convergence. To cast this into the LMC setting, we use a clock-lift (see Section 2.2): the
ifted nodes are taken of the form (i, s) with i ∈ V and s ∈ {0, 1, . . . , T }. The transition matrix
s defined by A(i,s+1),( j,s) = P
(s)
i, j for 0 ≤ s ≤ T − 1, the action of A on ei,T to be defined,
nd zero elsewhere. The LMC is initialized with F(i,0),i = 1, and zero elsewhere. The LMC
eaves some freedom about the action of A on ei,T , i.e. the course of action after the end of
he provided sequence P (s). The properties of the related LMC can depend on this choice and
n the sequence P (t).
As an example, choose the action of A on ei,T to be A( j,0),(i,T ) = P
(T )
j,i . This choice
ould imply that effectively the LMC periodically applies the sequence P (1), . . . , P (T ). I.e.,
t corresponds to a time-dependent Markov chain P (t) with P (t) = P (t mod (T +1)). This yields a
cenario (Mr). If furthermore each P (t) has the same stationary distribution π , then we can be163
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for some parameter α ∈ [0, 1]. This procedure is inspired by the LMC of [15,18], further
discussed in Example 6.1. It improves the mixing time to O(N ), compared to the random
walk O(N 2).
With the choice of A( j,0),(i,T ) = P
(T )
j,i , i.e. periodically repeating the sequence of transition
matrices, one can relax the initialization F(i,0),i = 1 and instead allow to start with any
distribution over the lifted nodes (i, s). In this case, even if all the P (k) have the same
stationary distribution π , invariance is in general lost. Indeed, consider e.g. the periodically
repeating LMC associated to (6) and initialized with x(2k, 0) = x(2k + 1, 1) = 1N , thus
satisfying p( j) = π ( j) = 1/N for all nodes j ; then after the first time step, we have
p(2k) = x(2k, 1) = 1−αN while p(2k + 1) = x(2k + 1, 0) =
1+α
N , thus p ̸= π . Thus there
appears to be a choice between (Si) and (sI), to which we will come back. The following are
general and concrete algorithms that fall under the framework of time-varying Markov chains.
Both simulated annealing and gather-and-distribute schemes over any finite time T can also
be represented by a time-dependent sequence of Markov chains P (t), but now typically with
each a different stationary distribution π (t). For simulated annealing, P (t) and π (t) converge
progressively towards the desired P and π . For gather-and-distribute, the sequence results
from an “intuitively simple” way of moving probability mass around, mostly in a deterministic
way, during two consecutive time intervals: (i) during the “gather” time interval, we choose
P (1), . . . , P (DG ) so that all the probability mass moves onto a single designated root node,
p(DG) = er (e.g., using a shortest-path tree of the graph, with all transition probabilities
aimed towards this designated root node r ); (ii) then, during the “distribute” time interval,
we have the advantage to start from a known distribution p(DG) = er and we can therefore
easily design a sequence P (DG+1), . . . , P (2DG ) from er to π to redistribute this probability mass
according to the target stationary distribution π . Note that unlike in the previous paragraph or
in Example 4.1, simulated annealing and gather-and-distribute do not come with the idea of
re-applying the same algorithm on its own output. The algorithmic idea is thus rather to take
A( j,T ),( j,T ) = 1 for all j . Then the LMC is reducible, because lifted nodes of the form (i, s1)
cannot reach any lifted nodes of the form ( j, s2) with s2 < s1. Due to the time-varying stationary
distribution π (t) of P (t) in the original algorithm, it is clear that C AFπ = P (1)π ̸= π in most
cases, so we are in a scenario with (SIM). Since the steady state in fact involves no probability
flows, we trivially do not exceed the ergodic flows of P . □
Example 4.4 (Lifted and Data-Augmented Markov Chains). Lifted Markov chains, in the
restricted sense of [15,18], enlarge the state space to introduce memory or momentum effects
into the dynamics of some Markov chain P , without assuming further control elements. The
mixing time of this enlarged chain is therefore determined without initialization, (s), so with
respect to arbitrary initial states on the lifted state space, and mixing is required on the entire
lifted state space (m). In addition the lifted Markov chain is required to be irreducible (r),
to respect the ergodic flows (e) and can violate invariance of π (I). Other designs of lifted
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Markov chains in this explicit sense have been proposed in [17,28,41] on the basis of spatial
directionality on the graph, and in [10,41] inspired by network communication ideas.
Data-augmentation, as in [60], is implemented in situations where a Markov chain P over a







with z ∈ V ′ some latent variable. Thus first P ′ maps j to some ( j, z), with z a random
uxiliary state value, then P ′′ maps back ( j, z) to a random node i ∈ V , the original node
set.3 For examples in the settings of genetics or statistical inference we refer the interested
reader to [60]. Although this formulation will of course converge on V with exactly as many
iterations of the product P ′′ P ′ as the underlying random walk with iterations of P itself, we
show for illustration how it can be reformulated as an LMC. In some contexts, this analysis
might also suggest how the original data-augmentation algorithm could be modified towards
speeding up convergence. For the LMC, we introduce the lifted nodes V̂ = V ⊗ V ′. The lifted
transition matrix A satisfies A(i,z),( j,z′) = P ′′i,( j,z) P
′
( j,z), j (so the arrival lifted nodes distribution
does not depend on z′). The output map C corresponds to summing over z, and the induced
Markov chain will be equal to P . Data-augmented Markov chains fall in the class (siMRe).
Indeed, the algorithm comes with no clear way to initialize the z latent variables of the lift.









P ′′i,( j,z) P
′










Pi, jπ j = π,
whenever
∑
z′ x j,z′ = π j i.e. whenever Cx = π . One is interested only in the marginal output
after discarding the V ′ register. Irreducibility might depend on the factorization P ′′ P ′ and may
not be known a priori, so let us say that it is not imposed. By an argument similar to the one
for invariance, the lift does respect the ergodic flows of P . □
The following table summarizes the constraints satisfied by the examples. We recall that
these properties are those of the LMC that we have associated above to each algorithm; while
some properties are unambiguous, others can thus depend on the considered LMC as we have
explained. The table illustrates that the variety of proposed algorithms also satisfy different
constraints around the basic Problem 1. The ergodic flows appear to be matched (e) in all cases,
although for some approaches, like gather-and-distribute, this may look somewhat artificial.
We will rigorously establish how relaxing (e) to (E) may or may not lead to more efficient
algorithms.
random walk s i m r e
stopping rules S i M r e
non-backtracking RW [4] S i M r e
non-backtracking RW [19] s I M r e
simulated annealing S I M R e
gather-and-distribute S I M R e
lifted MC à la [15,18] s I m r e
data-augmented MC [60,62] s i M R e
3 To gain some intuition, imagine that V is a set of train stations and V ′ enumerates the train platforms. A
andom walk between train stations, starting from train station j , can then be factorized as follows. At each train
station j , first pick a random departing train z ∈ V ′ with probability P ′( j,z), j ; then pick a random stop i along the
train line ( j, z) with probability P ′′ .i,( j,z)
165















In the following sections, we investigate the mixing properties of LMCs as a function of
he associated constraints scenario. This allows us to conclude with implications for the mixing
imes of the algorithms themselves.
. Minimal and maximal acceleration of mixing: invariance and initialization, both or
one
We start by identifying the scenarios for which the lift cannot provide any advantage in
ixing time with respect to a simple Markov chain, and those that allow for the fastest
diameter time) mixing. Remarkably, the only constraints that are relevant to determine these
extreme” behaviors concern the capability of initializing the lift, and the invariance of π .
.1. Scenarios where lifting does not speed up mixing
We first show that, with (si), the lifted Markov chain cannot go faster than the best non-
ifted chain P compatible with the graph, even if we relax the other constraints, e.g. only
looking at the marginal mixing time.
Theorem 1. In all scenarios featuring (si), for any lifted Markov chain (Ĝ, A) whose
arginal p(t) = Cx(t) mixes to π , there exists a (time-invariant) stochastic matrix Pq such
hat p(t + 1) = Pq p(t) for all t .
roof. Since we have (s), the lift can start from any distribution x over V̂ . Invariance (i) then
requires that for any x for which Cx = π , we have C Ax = π . The main idea of the proof
is that, with these constraints, it is necessary that any two x (1), x (2) for which Cx (1) = Cx (2),
induce the same flow on G.
Given a lifted Markov chain satisfying (si), consider a map q : V ↦→ V̂ that maps every
j ∈ V to a single node k j ∈ V̂ for which c(k j ) = j . Let x = q(p) denote the distribution with





we will show that for any x(t) with p(t) = Cx(t), the lifted Markov chain satisfies
p(t + 1) = Pq p(t) , (7)
i.e. the LMC behaves like the non-lifted Markov chain Pq. Proving (7) amounts to proving
that
C Ax = PqCx (8)
for all x ∈ PN̂ . For any x of the form x = q(p), with p ∈ PN , we indeed have
(8) by construction. For any other x , defining x (q) = q(Cx), there remains to show that
Ax = C Ax (q). To do so, select some a > 0 such that aπ j > p j for all j ∈ V and
define π ′ = η (aπ − p) ∈ PN , with 1/η =
∑
j∈V (aπ j − p j ) = a − 1 i.e. a = 1 + 1/η.
Now select any distribution x ′ over V̂ such that Cx ′ = π ′ and let x (1) = (x + x ′/η)/a,
x (2) = (x (q) + x ′/η)/a, which are properly normalized distributions. We then have by
construction a(x (1) − x (2)) = x − x (q), and with Cx (1) = Cx (2) = π . Invariance (i) requires that
(1) (2) (q)Ax = C Ax = π , which readily implies C A(x − x ) = 0 . □
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The data-augmented Markov chains in the sense of [60,62] fall into this category. We had
lready anticipated that these chains do not converge faster than the simple Markov chain
ould. We here can see that this is implied by the properties (si) and that any attempt at
roposing accelerated versions of this algorithm must consider breaking one of these two
onstraints at least.
.2. Scenarios where lifting allows for diameter-time mixing
A basic bound on mixing time is that, under locality constraints, the equilibrium distribution
annot be reached in a time that is shorter than the graph diameter DG . This directly implies
similar bound for the formal definition of ϵ mixing time, e.g. τ (1/4) ≥ DG/2 [40]. The
diameter bound holds for time-inhomogeneous Markov chains too, and it is easy to see that
lifted dynamics must satisfy it as well, even in absence of any constraints besides graph locality.
We next characterize a class of scenarios that do allow for mixing in diameter time. Remarkably,
this is possible for any graph, as soon as we are allowed to smartly initialize the additional
degrees of freedom introduced by the LMC and we do not impose invariance of Cx(0) = π .
Theorem 2. For any given ϵ > 0, all scenarios in (SI) admit a lifted Markov chain for which
τM (ϵ) ≤ τ (ϵ) ≤ DG + 1, with DG the graph diameter; the associated lifted graph has of order
DG N 2 nodes.
Proof. The proof uses a node-clock-lift construction, see Section 2.2, where each sequence
{P (i)(t)} is designed to induce fast convergence from p = ei towards p = π for an initial
node i .
More precisely, consider any two distributions p and p′ over the nodes V of a graph
G with diameter DG . There always exists a time-varying Markov chain {P(t)}
DG
t=1 such that
p′ = P(DG)P(DG − 1) . . . P(1) p, where all the P(t) satisfy the locality constraints imposed
by G, see e.g. [8,16,23,52]. We call this sequence {P(t)}DGt=1 a stochastic bridge from p to p′.
The existence of such a bridge, as well as its construction, can be derived using a max-flow
min-cut argument [8]. A concrete example of such construction can be found in Example 1.1
in relation with the gather-and-distribute technique: during the time steps T/2 to T , we use a
bridge that maps e0 onto the target uniform distribution.
Now given any G and π , for each node i ∈ V we start by building such a stochastic bridge
from p(0) = ei towards the target p(DG) = π . We then combine these bridges via a node-
clock-lift into a single LMC. More precisely, the construction of Section 2.2 is applied as
follows. Denoting P (s,i) the matrix P(s) of the stochastic bridge associated to ei , we define
the lifted nodes V̂ = {(s, i, v) : s = 0, 1, 2, . . . , DG; i ∈ V; v ∈ V} where the original graph
corresponds to marginalizing over the indices (s, i). Then we let the (s, i) act as conditional
variables to apply the transition matrix P (s+1,i) to the original nodes, for all s < DG ; the i
variable does not change during this step, while the s variable is incremented by +1 like in
the construction of Example 4.3 for instance. For the moment we leave open what happens to
nodes of the form (DG, i, v). This LMC, in the (S) scenarios, is associated to the initialization
map F(s=0,v0=i,v=i),i = 1 ∀i ∈ V and all other Fi, j = 0. By construction, the weight pk(0)
associated to k ∈ V then just follows the associated stochastic bridge and gets distributed into
a fraction pk(0) · π of the distribution Cx(DG). Thus, the marginal converges exactly (ϵ = 0)
to π , within DG time steps. There remains, at least, to specify the action of the LMC on nodes
of the form (D , i, v) and to analyze the related constraints.G
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If we just impose A e(DG ,i,v) = e(DG ,i,v) for all i, v, then all the probability weight stops
oving and we have indeed p(t) = π for all t ≥ DG in the scenario (SIMRE). This however
s the weakest in terms of constraints, and we must show that we can do better. The issue for
m) with the constructed lift is that x(t) = eDG ⊗ p(0) ⊗ π for all t ≥ DG , i.e. it depends
n p0. This can be solved at least formally in a single additional step by applying an erasure
perator∗ locally at each node v ∈ V: slightly enlarge V̂ by adding nodes of type (s, i, v) with
= DG + 1, and let A e(DG ,i,v) = eDG+1 ⊗ π ⊗ ev with A e(DG+1,i,v) = e(DG+1,i,v) for all i, v
V . With this LMC we have x(t) = eDG+1 ⊗π ⊗π for all t ≥ DG +1 in the scenario (SImRE).
ext, it is easy to treat the satisfaction of ergodic flows, thanks to their singular definition in
R) scenarios. Indeed, ergodic flows only depend on the action of A on π̂ and π̂ has support
n nodes of type (s, i, v) with s = DG + 1 only. With this, it is sufficient for (e) to let A act
ike IV ⊗ P instead of IV ⊗ IV on the subspace spanned by {e(DG+1,i,v) : i, v ∈ V}, proving the
heorem for (SIR).
When irreducibility is required, a first point is to drop the nodes which are obviously never
opulated in the full node-clock-lift, like e.g. the nodes e(0,i,v) with i ̸= v. In addition, to
nsure that the LMC is irreducible (provided P was), the main idea is to link each node of type
(DG+1,i,v) back to an associated node of type e(0,v,v). However, because invariance of π is not
nsured, we must do this with a lifted edge of small probability weight γ ≪ 1. Furthermore,
gain due to (I), this modification possibly leads to a modified steady state with Cπ̂ ̸= π
s soon as γ ̸= 0. The technical point then is to slightly adapt some transition probabilities
n the LMC such that (i) the new steady-state does satisfy Cπ̂ = π exactly; (ii) for small
the corrections are so small that π̂ remains ϵ/2-close to the former stationary distribution
DG+1 ⊗π ⊗π ; (iii) the modifications are made such that ergodic flows of the new construction
do not exceed those of P; and (iv) the state of the LMC, after having followed a path essentially
equal to the reducible one for the DG + 1 first steps, remains ϵ/2 close to eDG+1 ⊗π ⊗π (and
hus ϵ-close to π̂ ) for all t > DG +1. The technical irreducible approximation Lemma, detailed
n Appendix, proves that such construction is possible. □
Examples of existing strategies in the (SI) setting are simulated annealing and gather-and-
istribute approaches. Indeed, the latter was designed so as to allow for diameter-time mixing.
priori, simulated annealing schemes could allow for the same speedup. However, simulated
nnealing type algorithms of course correspond to a subclass of these (SI) scenarios, designed
ith a particular structure, mostly a sequence of reversible Markov chains P (t) derived from
imited knowledge/analysis, e.g. not knowing the target π . Our analysis does certainly not
nswer the question whether simulated annealing, with its design constraints, can be efficiently
uned to converge in the order of the diameter; but at least a priori such appreciable speedup
s not excluded.
. Results on conductance bounds
In this section we discuss conductance bounds for LMC scenarios. Section 6.1 discusses
he known conductance bounds which, as we show in Section 6.2, lies intermediate to the
iameter and random walk bounds derived in the previous section. In Section 6.3 we prove
hat the bound holds for a number of scenarios beyond what was known, and in Section 6.4
e relativize the relevance of ergodic flows in the light of these results.168






6.1. Existing conductance bounds on the mixing time
A key quantity, widely used in obtaining bounds on the mixing time [2,39,46], is the
onductance of a stochastic transition matrix P on G. For a subset X ⊆ V let π (X ) =
∑
i∈X πi ,
here we recall that π is the stationary distribution under P . The conductance Φ(P) of P is
efined as [40]:
Φ(P) = min
X⊂V :0<π (X )≤ 12
∑
i∈X , j /∈X Pj,i πi
π (X )
.
his characterizes the minimal steady-state probability flow that is cut when separating the
odes into two disjoint sets. Given only a graph G and a target stationary distribution π over




where the maximization runs over all stochastic P satisfying the locality constraints of G
(denoted by P ∼ G) and whose stationary distribution is π . If π is the uniform distribution, then
Φ is upper bounded by the edge expansion of G. If a graph family has bounded degree, then
Φ ∈ Θ(Φ(P)) for P the simple random walk, i.e., the simple random walk gives approximately
the best conductance. The Barbell graph (see Example 6.3) proves that this does not hold if
the degree is unbounded.
The conductance can be used to bound how the minimum time for the convergence of a
mixing process is constrained. Loosely speaking, it is known that τ (1/4) is of the order of
1/Φ or larger, for any Markov chain P (Conductance bound, see e.g. [40]); and [15] among
others have proved that the same bound holds for lifted Markov chains. However, these bounds
are proven only in the scenario (sImre), which is a quite restrictive setting among those we
consider; for instance, one might wonder why a lifted walk designed to help converge on V
would really care about (m). Clarifying whether such a bound, or a variation thereof, would
hold for other scenarios was one of the main motivations for this paper.
Before going on, let us briefly comment on the conductance Φ when no P is imposed.
This expresses how the mixing time is constrained by the graph topology and the stationary
distribution π alone and it is natural to anticipate that it will play a role in lift scenarios with
(E). In this context, the same caveat as after (4) is in order: when relaxing the scenario from (e)
to (E), better lifts are admitted but also possibly a more favorable conductance, since dropping
(e) implies dropping any reference to a particular P . In particular, a fair treatment in scenario
(E) shall compare for each graph G, the fastest possible lifted Markov chain A (in terms of
τ (1/4)) with the best possible conductance Φ(P) over all admissible P , where the optimal P
may differ from the P̃ (A;π̂ ) obtained as an induced Markov chain of the fastest lift.
6.2. Conductance: examples
The following examples illustrate that the conductance bound sits typically in between the
two cases considered in Section 5. On the one hand, the very reason why LMCs were introduced
in the line of work related to [15], is that the conductance bound is not strict for random walks:
on some graphs and π , the mixing time of any compatible P is in fact ≥ 1/Φ2, while an LMC
in the sense of [15] can reach τ (1/4) = Θ(1/Φ); see [15] for details, and Example 6.1. On the
other hand, the diameter DG can sometimes be much smaller than 1/Φ, see e.g. Example 6.3.169







Fig. 3. The transitions for the non-backtracking RW [18] on the cycle with N nodes, see Example 6.1.
Example 6.1 (Non-Backtracking and LMC on the Cycle). Consider a stochastic process on the
finite cycle graph, i.e. the graph with nodes V = {1, . . . , N }, and where node k is connected by
an edge to nodes k ±N 1, where ±N denotes addition or subtraction modulo N . As introduced
in Section 4, a non-backtracking random walk on the cycle can be described as an LMC with
lifted nodes V̂ = {(s, i) : s ∈ {+, −} and i ∈ V}, with transition matrix A(i,±),(i±N 1,±) = 1 − α
and A(i,±),(i±N 1,∓) = α. The allowed transitions and the relative probabilities are depicted on
Fig. 3 for α = 1/N . We initialize the walk with the map F(i,+),i = F(i,−),i = 1/2 for all i ∈ V ,
nd zero otherwise.
This construction is introduced in [18], without the initialization map. They show that: if α
s of order 1/N , so keeping rotating around the cycle in the same direction is preferred, but
he probability to reverse direction at least once per round around the cycle is significant; then
he mixing time τ (1/4) of x on V̂ is of order N . In contrast, the mixing time τ (1/4) towards
he uniform π of any non-lifted walk on the cycle would be of order N 2 (see e.g. [25], which
roves that the optimum is achieved with the simple walk, i.e. probability 1/2 to take each
edge).
For large N , this speedup becomes significant. The LMC of [18] thus achieves accelerated
mixing in the (sImrE) scenario, or (sImre) under the reasonable constraint of imposing ergodic
flows with circular symmetry. Yet without initialization map the lift does not satisfy invariance,
i.e. starting at x with Cx = π would not necessarily imply C Ax = π . Indeed, consider
xi (0) = 1/N for i = (3, +) and i = (1, −) ∈ V̂; and for each k ∈ V \ {1, 3}, any distribution
satisfying x(k,+)(0) + x(k,−)(0) = 1/N . When applying one step of the LMC to this x(0), no
weight can flow to the nodes {(2, −), (2, +)}, while the latter lose their own weight to neighbors
(1, ±) and (3, ±). I.e., we have Cx(0) = π but (C Ax(0))2 = 0. This loss of invariance is
consistent with the fact that else, i.e. with (si), the setting would have to satisfy Theorem 1
and hence could not feature any speedup over the best random walk.
Alternatively, the non-backtracking construction with a circular-symmetric initialization
map [4] achieves the same speedup in the (SiMrE) or (SiMre) scenario. We thus find an
interplay between the (sI) and the (Si) scenarios. □
Example 6.2 (Blind Stopping Rule on the Cycle). For mixing on the cycle, a similar speedup
as in Example 6.1 can be attained by using a blind stopping rule or Cesaro mixing. This
corresponds to a concrete illustration of the construction described in Example 4.1.
The idea is to let the walk turn deterministically around the cycle, say clockwise at each step;
and stop the process at a random time t sampled uniformly over 1, 2, . . . , T . In the language
of Section 4, the original Markov chain follows P = P+, where P+ as in (6) is the clockwise
permutation matrix over N nodes. If we stop this Markov chain at a uniformly chosen timestep
in [0, N − 1], it is clear that the final state is distributed uniformly over the cycle. In a less170












Fig. 4. The Dumbbell graph on 3n = 15 nodes, see Example 6.3. For this graph the diameter is Θ(n), both the
andom walk conductance Φ(P) and the graph conductance ΦG are Θ(n−2) and the random walk mixing time is
(n3). This graph clearly separates the lower bounds determined by the diameter, the conductance and the random
alk mixing time.
tripped-down setting where the exact value of N is unknown at the design stage, one could
ample the stopping time uniformly over [0, T −1] for some guess T , and apply amplification as
xplained in Example 4.1. Interestingly, this maintains accelerated convergence. For instance,
fter the first T steps when starting say from node 1 with N < T < 2N , the distribution is
pk(T ) = 2/T for all k ≤ T −N and pk(T ) = 1/T for all k > N , thus having already distributed
weight 1/T uniformly on each node. Thanks to invariance (i) of this algorithmic procedure
see Section 4), this success is booked for all future times and by applying amplification we get
τ (ϵ) of order N log(1/ϵ). In general, with such stopping rule, p converges asymptotically to
he uniform distribution over the cycle at a rate of order T , in a scenario from (SiMrE), while
x converges more slowly, with characteristic time T 2, as a scenario from (SimrE). One might
thus wonder whether this is a fundamental difference between scenarios, or only due to the
particular algorithm. Example 6.1 suggests the latter, since on the cycle the algorithm of [18]
converges with a fast rate even as a scenario from (SimrE). In the following we provide the
answer to this question for general graphs. □
For the cycle graph, because DG = 1/Φ = N/2, the diameter and conductance bounds on
mixing time are of the same order. The next example shows that for some graphs, 1/Φ can
significantly differ from DG .
Example 6.3 (Dumbbell and Barbell Graph). The 2n-node Barbell graph Kn − Kn consists of
two completely connected subgraphs on n nodes, connected to each other by a single “central”
edge (n, n + 1) ∈ E . For visualization, it is a particular case of Fig. 4 where the central path
would reduce to a single edge. This graph is a notable example in mixing time studies because
of the clear bottleneck behavior of this central edge [3,13]. As a consequence, we can show
that the inverse conductance 1/Φ associated to the uniform distribution π on the Barbell graph
will be significantly larger than the diameter DG = 3. To see this, first consider the random
walk P on this graph (i.e. when sitting at a node, we have equal probabilities to take any of
its edges). For technical reasons, we add self-loops to all nodes except for the central nodes
— this ensures the graph is regular. Then the stationary distribution is uniform, and the central
edge (n, n + 1) has a transition probability 1/n. Now consider the cut X = Xn where Xn
contains all the nodes on one side of the central edge (n, n + 1); the latter is thus the only
one to be cut. Then this results in a random walk conductance Φ(P) ≤ 1/(n2 − n + 1), so
that 1/Φ(P) is significantly larger than DG . Towards estimating the optimal conductance Φ
over all Markov chains P , we note that we can actually improve the conductance by choosing
smarter weights, as mentioned earlier. To this end, add self-loops of strength 1/2 to all nodes
except for the central 2 nodes, and increase the transition probability of the central edge to
1/2. Then the stationary distribution remains uniform (the transition matrix is symmetric), yet
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the conductance is improved to 1/(2n). We can easily show that this is nearly optimal: for the






X⊂V;0<π (X )≤ 12
∑















rom first to second line, we have replaced the minimum by the particular cut X = Xn , and to
onclude we have used that the central edge can at most have Pn,n+1 = 1. This bound clearly
hows that also 1/Φ can be unboundedly larger than DG .
The Dumbbell graph, see Fig. 4, is a variation of the above, where two completely connected
ubgraphs Kn on n nodes are connected by a path of length n. Its diameter is n + 2. The
andom walk P on the Dumbbell graph has a steady state π with weight of order 1/n on each
ode of the completely connected subgraphs Kn and a weight of order 1/n2 on each node
f the central path. This random walk is known to converge towards π in order n3 [40]. The
ssociated conductance Φ(P), obtained by cutting in the middle of the central path, is of order
/n2. Thus in this example, 1/Φ associated to the stationary distribution of the random walk,
s both strictly larger than the diameter and strictly smaller than the mixing time of the random
alk. □
The previous examples put mixing times of order 1/Φ strictly between the convergence
peed of non-lifted walks, as in Theorem 1, and the diameter bound of Theorem 2. The aim
f this section is precisely to identify scenarios where, while a lifted Markov chain could
utperform the non-lifted chains, it can never significantly beat the conductance bound. The
resent section focuses on establishing lower bounds on the mixing time. The next section will
omment on the speedup, from Theorem 1 to conductance bound, indeed being attainable for
hose scenarios.
.3. Identifying scenarios which provide an advantage within the conductance bound
We start with some preliminary results. We note that the gist of the following lemma is
ell-known, and appears in for instance [40,59].
emma 1. Consider a stochastic matrix P, not necessarily irreducible, on a node set V and
ne of its stationary distributions π . Take any X ⊆ V such that π (X ) ̸= 0 and define the





η πi for i ∈ X






πi = π (X ) .
hen for all t ≥ 1 we have∑
j /∈X
(P t π̃ (X )) j ≤ t ΦX ,π (P) ,
here ΦX ,π (P) = (
∑
i∈X , j /∈X Pj,i πi )/π (X ), can be viewed as a conductance associated to π
nd the particular subset X .172








Proof. We will first prove and later use the following facts:∑
j /∈X
(Pπ̃ (X )) j =
Pπ̃ (X ) − π̃ (X )T V (9)∑
j /∈X
(P t π̃ (X )) j ≤
P t π̃ (X ) − π̃ (X )T V , ∀t ≥ 0.
To obtain the equality in (9), we rewrite the total variation distance:Pπ̃ (X ) − π̃ (X )T V = ∑
u∈V :(Pπ̃ (X ))u≥π̃ (X )u
(Pπ̃ (X ))u − π̃ (X )u .
We then observe that (Pπ̃ (X ))u ≥ π̃ (X )u = 0 trivially for all u /∈ X , while the following
computations yield the opposite conclusion for all u ∈ X . Indeed, by the definition of π̃ (X ),
we have


















= π̃ (X )u .




(Pπ̃ (X )) j − 0
)
.
To obtain the inequality in (9), we expand the total variation distance:

















































(P t π̃ (X ))u ,
thus proving (9).
Next we obtain (see justifications below):
∥P t π̃ (X ) − π̃ (X )∥T V
≤ ∥P t π̃ (X ) − P t−1π̃ (X )∥T V + ∥P t−1π̃ (X ) − P t−2π̃ (X )∥T V + · · · + ∥Pπ̃ (X ) − π̃ (X )∥T V
≤ t ∥Pπ̃ (X ) − π̃ (X )∥T V = t ΦX ,π (P).
rom the first to second line we have used the triangle inequality on the ℓ1 norm; from
econd to third line, we have used repeatedly that any stochastic matrix P contracts the
1 norm [40], i.e. for arbitrary distributions p(1) and p(2) we have ∥Pp(1) − Pp(2)∥T V ≤




(X )) j =
∑






π (X ) where the last
xpression is the definition of ΦX ,π (P). The stated result then follows by using inequality
9) in front of the first line. □173





















Lemma 2. Consider a lifted Markov chain A on V̂ and one of its steady states π̂ . Then the
ixing time τM (1/4) for scenarios with (sM) satisfies τM (1/4) ≥ 1/(4Φ(P̃ (A;π̂ ))), where P̃ (A;π̂ )
s the induced chain on V associated to A and π̂ .
roof. Take a subset X ⊆ V such that π (X ) = π̂ (c−1(X )) ≤ 1/2 and denote X̂ = c−1(X ).
efine π̂ (X̂ ) similarly to π̃ (X̂ ) in Lemma 1, except now we are constructing it on the lifted
pace x, π̂ , X̂ = c−1(X ) instead of on y, π,X . We then get:

























(At π̂ (X̂ )) j − π̂ j
⏐⏐⏐⏐⏐⏐
=: ∥C ′ At π̂ (X̂ ) − C ′π̂∥T V
where we define C ′ by C ′1,v = 1 if c(v) ∈ X , C ′0,v = 1 if c(v) /∈ X , all other C ′i, j = 0.
That is, C ′ projects the distribution x on V̂ onto a distribution among the two options, X̂ and
its complementary. With the reverse triangle inequality and using the same notation ΦX as in
Lemma 1, we further develop:
∥C ′ At π̂ (X̂ ) − C ′π̂∥T V ≥ ∥C ′π̂ (X̂ ) − C ′π̂∥T V − ∥C ′ At π̂ (X̂ ) − C ′π̂ (X̂ )∥T V (10)
= ( 1 − π (X ) ) −
∑
j /∈X̂




− tΦX̂ ,π̂ (A) =
1
2
− tΦX (P̃ (A;π̂ )).
he first equality follows by noting that C ′π̂ (X̂ ) and C ′π̂ have weight 1 resp. π (X ) on X ,
hereas C ′ At π̂ (X̂ ) has weight 1 −
∑
j /∈X̂ (A
t π̂ (X̂ )) j on X . To get the last inequality, for the
rst term we have used our assumption that π (X ) ≤ 1/2. For the second term we have used
emma 1, for which the only condition was that π̂ (X̂ ) > 0; the latter holds since π̂ (X̂ ) = π (X )
nd the paper throughout assumes π (i) > 0 for all i . The final equality is obtained by recalling
hat the induced chain is defined precisely such that P̃ (A;π̂ )i, j π j =
∑
u∈c−1(i),v∈c−1 j Au,vπ̂v;
his readily implies that for the particular preimage subsets X̂ = c−1(X ) ⊂ V̂ we do have
X̂ ,π̂ (A) = ΦX (P̃
(A;π̂ )) .
If the mixing time τ (1/4) is equal to T , then in particular the initial condition π̂ (X̂ ) must
onverge close enough to π within T steps, i.e. we need
∥C AT π̂ (X̂ ) − Cπ̂∥T V ≤ 1/4 .
y (10) this requires 1/2 − TΦX (P̃ (A;π̂ )) ≤ 1/4 i.e. T ≥ 1/(4ΦX (P̃ (A;π̂ ))) . Since this is
rue for all X ⊂ V with π (X ) ≤ 1/2, it is in particular true for the X for which the minimum
alue of ΦX (P̃ (A;π̂ )), i.e. the conductance Φ(P̃ (A;π̂ )), is attained. □
Note that the above results hold irrespective of having invariance property (i) or (I). The
ollowing result extends the bound from [15] in the (sImre) setting to all the (s) and (se)
ettings, i.e., allowing for reducible lifts and for situations where we only care about the mixing
ime τM of the marginal distribution.174































Theorem 3. The scenarios including (s) satisfy a conductance bound of the form τ (1/4) ≥
τM (1/4) ≥ 1/(4Φ) , or τ (1/4) ≥ τM (1/4) ≥ 1/(4Φ(P)) in scenarios with (e) and ergodic
ows specified by P.
roof. Lemma 2 applies directly to (sMe), where (e) imposes that P̃ (A;π̂ ) = P for all (A; π̂ )
nd thus Φ(P̃ (A;π̂ )) = Φ(P). Regarding (sME), assume that the claim would not hold i.e. a
articular A, π̂ would allow τM (1/4) < 1/(4Φ) with Φ the largest Φ(P) among all admissible
P . This particular lift satisfies, as any other, that τM (1/4) ≥ 1/(4Φ(P̃ (A;π̂ ))), where the
nduced chain P̃ (A;π̂ ) is by construction an admissible P , yielding an admissible conductance
(P) on G. This directly gives a contradiction. The corresponding scenarios with (m) instead
f (M) follow by (4). □
There remains to treat the scenarios with (Si). We next show that, when looking at the
onvergence of the marginals in absence of requirements about irreducibility and ergodic flows,
s in (MRE), one can trade the constraint (i) for the constraint (s) by paying a small price in
he mixing time.
emma 3. Let A1 be a lift in (SiMRE) with mixing time τM (1/4) = τ . Then there exists a lift
A2 in (sIMRE) that has τM (1/4) = 2τ .
roof. Consider the given lift A1 in (SiMRE): we can construct the periodic node-clock lift
see Section 2.2) which, modulo proper initialization, first follows A1’s evolution from t = 0
o t = T = τM (1/4), and then periodically repeats this evolution. The proper initialization F
ssociates the weight pi to the lifted node (t, v0, v) = (0, i, i). To see how this allows to trade
i) for (s), we examine the evolution of an initial state (ti , v0, v) with this periodic node-clock
ift A2 (equivalent to considering a Kronecker delta distribution as initial distribution x(0)).
fter T −ti steps with A2, each such state is mapped to the set of nodes F0 := {(0, v, v)}. From
here, it follows the periodic evolution generated by A1. This implies that after T = τM (1/4)
ore steps with A2, i.e. at t = t∗ = 2T − ti , for any v0, v defining the initial marginal x(0),
he distribution x(t∗) satisfies ∥Cx(t∗) − π∥T V ≤ 1/4 and has support on the image of the
nitialization map F . By construction we can thus write x(t∗) = Fp(t∗) for some distribution
p(t∗) over V . For the next T steps, we thus have x(t∗ + t) = (A1)t Fp(t∗). Invariance (I) of π
nder A1 means C(A1)t Fπ = C Fπ = π . Therefore we can write:
∥Cx(t∗ + t) − π∥T V = ∥C(A1)t Fp(t∗) − C(A1)t Fπ∥T V
≤ ∥(A1)t Fp(t∗) − (A1)t Fπ∥T V
≤ ∥Fp(t∗) − Fπ∥T V = ∥p(t∗) − π∥T V .
he second inequality holds because the stochastic matrix A1 contracts the ℓ1 norm. The last
quality holds since the F associated to our bridge is just a relabeling of nodes, from V
o a subset of V̂ . Since we had ∥Cx(t∗) − π∥T V ≤ 1/4 already, we have just shown that
Cx(t)−π∥T V ≤ 1/4 for all t ≥ t∗, when we start A2 with all the weight of x(0) concentrated
n a single node ∈ V̂ .
For an arbitrary x(0), the state after 2T steps is a convex combination of cases with
xi (0) = 1, so the property ∥Cx(t) − π∥T V ≤ 1/4 for all t ≥ 2T ≥ t∗ is maintained. The
eriodic node-clock-lift A2 is thus a chain in (sIMRE), whose τM (1/4) mixing time is at most
wice the one of the chain A1 in (SiMRE). □
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We note that we already encountered this interplay between (sI) and (Si) scenarios in the
wo formulations of the LMC on the cycle in Example 6.1.
emark. The lift constructed in the proof (potentially) loses invariance. This is the case because
A2 is built to follow A1, and thus leave π invariant, only if initialized in the set F0 := {(0, v, v)};
as soon as in trading (S) towards (s) we relax this initialization and allow starting at nodes
(ti , v0, v) with ti ̸= 0, we have no guarantee anymore about what happens when Cx(0) = π .
We also note that through the periodic node-clock-lift construction, we could lose any matching
ergodic flows that were present in A1, so scenarios with (Sie) are not covered by this result.
Theorem 4. Settings with (SiE) satisfy τ (1/4) ≥ τM (1/4) ≥ 1/(8Φ) .
Proof. Since we have shown in Theorem 3 that τM (1/4) ≥ 1/(4Φ) for (sIMRE), by Lemma 3
we have τM (1/4) ≥ 1/(8Φ) for (SiMRE). The same bound then holds for all scenarios with
(SiE), since they are all more constrained than (SiMRE) and with the same conductance. □
We cannot strengthen (E) to (e) directly in the above proof, since this would affect both
sides of the inequality: the allowed lifts, and the allowed P for computing the conductance.
6.4. On an equivocal role of ergodic flows
We conclude our characterization of lower bounds on mixing time by treating the scenarios
of type (Sie) on their own. We argue that this setting appears like one of the most natural
scenarios: a tailored initialization of auxiliary states is allowed, and invariance of the target
under such initialization is required. Caring about irreducibility or about the full distribution
including auxiliary states will play no key role. There thus remains to investigate how ergodic
flows fare under this setting.
In accordance with Theorem 3, and keeping in mind the (i) ↔ (s) duality, one could expect
a Ω (1/Φ(P)) lower bound similar to the (se) setting. In the following example however we
show that this does not hold.
Example 6.4 (Dumbbell Graph). Starting with a random walk on the dumbbell graph Kn − Kn
on 2n nodes, we define P by adding a self-loop of weight 1/n to all nodes except the two
middle nodes — this ensures that the stationary distribution π of P is the uniform one. The
conductance Φ(P) = 1/n2 is obtained by considering a cut over the middle edge. We will
show that a lifted walk satisfying (Sie), with ergodic flows as imposed by the random walk,
can significantly beat the associated conductance bound 1/Φ(P), and in fact reach 1/Φ where
Φ corresponds to another Markov chain that converges to the uniform distribution π on the
Dumbbell graph; in particular, this Markov chain would have a much higher weight on the
middle edge. This shows that a statement similar to Theorem 3 in the (se) setting does not
hold in this (ie) setting.
To construct the LMC, we start from a sequence of transition matrices {Pt }Tt=1 that induces
convergence in finite time and leaves the target distribution invariant, i.e. such that:
PT PT −1 . . . P2 P1ev = π ∀v ∈ V,
P P . . . P P π = π ∀1 ≤ t ≤ T .t t−1 2 1
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An easy solution goes as follows:
1. Mix the probability mass on the left cluster and right cluster individually, corresponding









with 1⃗ the all-ones vector;















with P+ the clockwise permutation matrix over n nodes;
.-T. Repeat steps 2. and 3. another n − 1 times; thus T = 2n + 1.
It is straightforward to check that this sequence of transition matrices satisfies invariance and
that indeed (P3 P2)n P1ev = π for all v ∈ V .
Building a clock-lift on basis of this sequence {Pt }Tt=1, the ergodic flows reduce to self-loops
and thus (e) is trivially satisfied, such that we obtain an LMC in the (SiRe) setting that exactly
converges towards π in 2n + 1 steps. We here see how the setting is “cheated”: while possibly
large flows occur during the transient phase, in stationary regime they vanish such that any
imposed ergodic flows are not exceeded. The same idea can be pursued for the other settings.
Indeed, consider the LMC that modifies the previous construction by replacing eT e
†
T ⊗ I in
the transition matrix A by
(1 − γ )eT e
†
T ⊗ I + γ e0e
†
T ⊗ I ,
for some small probability γ > 0 to restart the sequence. The resulting LMC is irreducible, and
it still satisfies invariance of π when initialized with S as previously. In addition, we can prove
that for sufficiently small γ it will not violate the ergodic flows, and the (1/4)-mixing time
will remain unchanged. For any choice of γ , the stationary distribution over lifted nodes takes
the form π̂ = c̃ ⊗ π , where c̃ is the distribution over 0, 1, . . . , T with weight 11+T γ on T and
γ
1+T γ on 0, 1, . . . , T −1. When γ ≪ 1/T , the stationary distribution is essentially localized on
he T th level, with a total probability of order γ T ≪ 1 on the other levels. Since the ergodic
ows on the T th level are zero (we apply the identity on the node space), we get that the
otal amount of ergodic flow through any edge is at most γ T , which will obey the ergodicity
ondition provided that we choose γ sufficiently small. To analyze the mixing time, notice that
e initialize the chain on the 0-th level. By construction of our sequence {Pt }Tt=1, the chain
ill be exactly distributed as eT ⊗ π after T steps, after which the V degree of freedom will
emain in the distribution π (thanks to the invariance property of the sequence {Pt }Tt=1).
What remains to be proven is that the clock degrees of freedom will also mix in time O(T ),
or any γ ≪ T . The clock degree of freedom evolves on a cycle with T + 1 nodes, with
ransitions s ↦→ s + 1 with probability 1 for all s = 0, 1, . . . , T and a probability (1 − γ ) to
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stay at node T and probability γ to move from node T to node 0. The corresponding mixing
ime easily follows from a coupling argument [40].4 To summarize, this construction yields an
LMC with mixing time T = 2n+1 towards the uniform distribution, in the setting (Simre) and
hus in all the settings (Sie), while satisfying the ergodic flows of a random walk for which
/Φ(P) = n2. □
The above example shows that when ergodic flows are imposed, the lift in a scenario (Sie)
an nevertheless significantly beat the conductance bound associated to these ergodic flows.
he actual bound becomes the conductance bound associated to Φ, the highest conductance
ver all possible P compatible with G, π . In this sense, in (Sie) scenarios the lifts can serve
s a way to circumvent the limitations imposed by (overly-constraining) ergodic flows.
heorem 5. Any lifted Markov chain satisfying (Sie), has its mixing time bounded by
(1/4) ≥ τM (1/4) ≥ 1/(8Φ), the conductance bound associated to the graph G and π .
roof. This follows from Theorem 4. Indeed, assume the opposite i.e. that we can make
M (1/4) arbitrarily smaller than 1/(8Φ) by choosing an appropriate lift. This particular lift
A of course remains a valid option when relaxing the ergodic flow constraint, i.e. for the
orresponding setting in (SiE). Therefore we would also have τ (1/4) ≤ 1/(8Φ) for (SiE)
which is a contradiction with Theorem 4. □
The most important message for (Sie) is not the bound of Theorem 5, but rather the fact
that it cannot be tightened by replacing Φ with Φ(P). The latter is indeed the point of the
cademic Example 6.4, and is further elaborated in the next section. By comparing this result
ith Theorem 3, it becomes apparent that trading (s) for (i) does have an effect when (e) is
lso part of the scenario.
Imposing ergodic flows (e) is rather standard in the literature on lifted Markov chains, like
n the (sImre) scenario of [15]. In this scenario, like for the original random walk P , ergodic
ow constraints may directly impose slow mixing. However, when initialization is allowed for
he lifted Markov chain, which after all appears natural in algorithmic settings, it appears that
atching ergodic flows do not impose a hard limit on the mixing time. From the construction
f Example 6.4, this happens by inducing fast mixing during a transient phase, before reaching
he subspace where ergodic flows do constrain the convergence. Such transient may arguably
ot be the behavior one wishes to encourage in practice. Note that when excluding the overly
ad (si) scenarios, it is not exactly clear how one could specify that “transients are not what
e want to look at” in a stabilizing lifted Markov chain (i.e. when relaxing (S) to maintain
he constraint (i)). Also, the academic example above might not be the only way to break the
onductance bound associated to a particular ergodic flow. From this insight, we would not
laim to have found a particularly relevant speed-up strategy. However, this observation does
oint to the fact that issues with ergodic flows, and more generally transient behaviors, should
e treated with caution in the (Si) scenarios.
From the examples of Section 4, the blind stopping rule and non-backtracking algorithms
all under these (Si) scenarios and thus have a mixing time bounded by 1/Φ. By keeping the
ymmetry of the graph, the non-backtracking algorithms match the ergodic flows of the simple
4 Consider a pair of independent runs of this Markov chain, starting from nodes x ̸= y. The probability that
ach chain is at node T after T steps is at least (1 − γ )T , and hence the probability that they collide after T
teps is at least (1 − γ )2T . This will be at least 3/4 if for instance γ ≤ 1/(10T ), and by a standard argument
40, Theorem 5.2] this implies that τ (1/4) ≤ T .178

























random walk Φ(P). Note that for bounded degree graphs and taking for P the random walk,
(P) is of the same order as Φ so the difference just mentioned has no effect; while for graphs
ith large degrees, the effect of simple non-backtracking as described in Example 4.2 almost
anishes.
. Tightness and complementary observations
In this section we present some further results and observations, related to the lower bounds
n mixing time. The mixing time bounds for the scenarios of Section 5 are obviously tight,
.e. they can indeed be achieved by an appropriate LMC on any graph. In Section 7.1 we
stablish tightness as well for most of the scenarios involving a conductance bound; this builds
ather directly on the result of [15]. In Section 7.2, we observe how some graph properties
an also be directly derived from our bounds on the mixing performance. In Section 7.3 we
ention some extensions of our results.
.1. On the tightness of the conductance bounds
Theorems 3–5 provide lower bounds for the scenarios of type (sI) and (Si). In order to
omplete the picture and claim a truly relevant classification, we have to establish how tight
hese bounds can be. This question can be settled to a great extent rather quickly. For random
alks, and thus the (si) scenarios, we have already mentioned that the conductance bound is
ot tight: the mixing time can be quadratically larger. This gap was the main motivation for
ntroducing LMCs in [15], which allowed them to prove the following:
Given an irreducible P (and thus πi > 0 for all i ), one can construct an LMC A1
in (sImre) with a stopping rule whose expected running time reaches the conductance








By our discussion on general stopping rules at the end of Example 4.1, we can replace the
topping rule by a Cesaro average. Combined with the LMC construction in the same example
or simulating Cesaro averaging, this allows us to prove tightness of certain conductance
ounds. We are in fact convinced that all the conductance bounds are tight (up to a log-factor),
et for brevity and clarity we limit the proofs to the most direct cases. In particular, the results
re restricted to irreducible P and the bounds get worse as some πi get close to zero. We do
ot believe that this feature is essential, but developing tighter bounds as some πi go to zero
s beyond the scope of this work.
We start with the (sI) case.
emma 4. Given a graph G, an irreducible Markov chain P and a stationary distribution π ,
• for scenarios in (sIe) there exists an LMC with a mixing time








• for scenarios in (sIE) there exists an LMC with a mixing time






























Proof. We prove the first bullet by constructing an LMC in (sImre), which is the most
onstrained setting. As mentioned before the Lemma, we start with transition matrix A1 over
ode set V̂ corresponding to the LMC constructed in [15]. This LMC is in (sImre) and, with a
articular stopping rule, has a mixing time equal to the promised one. We replace this particular








ur remark in Example 4.1, for γ = 1, the mixing time associated to A1 with Cesaro average
topping rule equals the mixing time associated to A1 with the original stopping rule. Then we
an cast this Cesaro average as a new LMC, as we do in Section 4. 4.1 but now using A1 instead
f P in the construction. This yields a larger LMC A′ over V̂ ′ = {run, stop}×{0, . . . , T }× V̂ .
f now the LMC associated to A′ starts from any node in {run} × {0} × V̂ , then the marginal
volution correctly follows the evolution of the amplified Cesaro average of the LMC A1, hence
nheriting the promised mixing time. To see that the same holds when starting from an arbitrary








LMC will necessarily visit a node in {run}×{0}× V̂ , after which it will mix as promised, thus
adding at most a factor 2 to the mixing time. This proves the claim for the scenario (sIMe).
To prove the claim for (sIme), we modify the LMC similarly to Example 6.4 by adding
a holding probability (1 − γ ) at the T th clock level. As argued in that example, if we set
γ = 1/(10T ), then the mixing time over the node and clock degrees-of-freedom remains O(T ).
We must discuss two adaptations compared to this example. A first difference is that here we
do not necessarily start from the 0-th clock level. However, after at most T steps we pass
through the T th level, from which we jump to the 0-th level with probability 1/(10T ). Hence
after O(T ) steps we will pass through the 0-th clock level with high probability, so that we are
in the setting of Example 6.4. A second difference is that we must also mix on the {run, stop}
degree-of-freedom. This is just a binary variable, but coupled to the other degrees of freedom.
However, both the stopping rule transitions and the clock transitions are independent of the
V̂ degree of freedom, and furthermore the clock transitions are independent of the stopping
rule. This allows to efficiently check that A′ indeed does mix towards a stationary distribution
including the {run, stop} degree-of-freedom.
To prove the second bullet, we instead start from the LMC constructed according to [15]
for the Markov chain P ′ maximizing the conductance Φ(P ′) = Φ. On this LMC we can then
apply the same reasoning as above. □
Next we study tightness of the conductance bounds for the scenarios (Si).
Lemma 5. Given a graph G, an irreducible Markov chain P and a stationary distribution π ,







roof. It suffices to prove the statement for an LMC in (Simr). Similarly to Lemma 4, we start
rom the LMC A1 constructed in [15]. In the proof of Lemma 4 we show how to incorporate this
LMC into a larger LMC in (sIMe), described by a transfer matrix A′ having the appropriate
ixing time. To obtain the same mixing time with A′ in a scenario (SimrE), we make two
daptations.
First, we choose a suitable initialization that would satisfy invariance. Thereto let π̂ be the
tationary distribution of the LMC A′ from the proof of Lemma 4; by irreducibility of A′, we
now that such a unique distribution exists. Now we can simply choose the unique local and
inear initialization map F which maps π to the distribution {run} × {0} × π̂ over the lifted
ode space, and this will necessarily result in an invariant LMC.180





































Next, we change the amplification parameter γ = 1 to some γ ≪ 1/T with T as in the
roof of Lemma 4. This adaptation is equal to the adaptation in Example 6.4. As is argued in
hat example, if we pick γ sufficiently small then (i) the LMC will also mix over the clock
egree-of-freedoms, (ii) the mixing time is unchanged (even with the additional run/stop
egrees-of-freedom, see proof of Lemma 4), and (iii) the ergodic flows will not be violated. □
.2. Deriving other properties from mixing scenarios bounds
We conclude this section with a few examples of reasonings based on our classification
nd mixing time bounds. We do not claim that this is the easiest way to obtain the following
roperties, but at least once our results are known they follow as rather direct implications.
xample 7.1 (Symmetry Implications). If a fast design that ensures diameter-time convergence
n an (SI) scenario also gives (i) for free, e.g. thanks to some symmetry property, then due
o (Si) satisfying the conductance bound, we deduce in an indirect way that the diameter
DG ∈ Θ(1/Φ). This happens for instance on the cycle graph, as follows. Having developed a
equence of transition matrices {Pt }Tt=1 to reach diameter-time convergence when starting from
ode 1, it is clear that the corresponding sequence for node k can be obtained just by translation,
.e. whenever the sequence for starting on node 1 has a transition probability p(i+1, j+1) = α
etween two nodes i + 1, j + 1, the sequence for starting on node k has transition probability
p(i+k, j+k) = α (all additions of node labels are modulo N of course). With this we build an
MC as for the standard (SI) scenario, but it is obvious that when starting from p(0) = π , by
ymmetry, the LMC will keep p(t) = π at all times, i.e. we satisfy in fact (Si). In this case
he conductance bound should hold, but the LMC by construction converges in diameter time.
his is consistent with DG = N/2 and Φ = 2/N for the uniform distribution over the cycle.
Conversely, on graphs where DG ∈ Θ(1/Φ), one does not lose in mixing speed potential
y imposing a constraint like (s) or (i) a priori; this enables e.g. to keep design possibilities
n check. As a concrete example, on the cycle, the mixing algorithms of Examples 6.1 and 6.2
lready achieve diameter-time mixing. □
Finally, we can formulate a trade-off where allowing an error on the steady state enables
ccelerated mixing. This is reminiscent of a result by Batu et al. [9] about possible improvement
f the mixing time when considering “ϵ-close Markov chains” with respect to some metric.
uch ϵ-close convergence is also playing a role more recently in examining the speedup enabled
y quantum algorithms as compared to stochastic non-quantum algorithms for sampling from
istributions with specified properties [1].
xample 7.2 (Changing π to π + ϵ). For any graph G and target distribution π , consider the
MC construction as we use in the proof of Theorem 2 for the scenario (SImRE): a node-clock-
ift with erasure operator (see Section 2.2). Starting from S, the probability distribution thus
ollows some unknown trajectory until reaching x(t) = eDG+1 ⊗ p̄ ⊗π after DG + 1 steps, and
hen staying there (we recall that p̄ is an arbitrary distribution over V imposed via the erasure
perator). If we start on a node outside S, we are not guaranteed much.
The goal is to construct a related LMC where we do know, or bound, what happens when
tarting at any node. For this we first drop from the above LMC all nodes that would never
e reached when starting from S. Next, without any other modification, we assign that each
ifted node eDG+1 ⊗ ev0 ⊗ ev jumps to e0 ⊗ ev ⊗ ev with probability γ ≪ 1, and stays put
ith probability 1−γ . This is similar to our construction for (SIr) in the proof of Theorem 2,181



















except that now we will not perform any other tuning. When starting from an arbitrary node
ed ⊗ ev0 ⊗ ev , over the first DG + 1 − d time steps, the behavior is not really controlled,
except: the clock-index in the lifted node gets incremented by 1; and the “starting-node” index
remains put during the DG − d first steps, and in the last step it gets projected to p̄ provided
̸= (DG + 1). After this time, we thus reach a distribution eDG+1 ⊗ π̃ ⊗ ˜̃π with ˜̃π arbitrary
and π̃ ∈ {ev0, p̄}. From here, at each further time step, a fraction γ will jump back to S and
thus correctly converge towards the original π in DG +1 additional steps. In the end, the LMC
will thus converge towards a distribution
x = ϵ x̃ + (1 − ϵ)eDG+1 ⊗ π ⊗ π , (11)
where x̃ is a distribution over V̂ orthogonal to eDG+1, and ϵ is a small scalar which we will
ompute below. The corresponding steady state on V is thus at a total variation distance ϵ
rom π . The just constructed Markov chain is ergodic, so this steady state is unique and indeed
ttracts any initial conditions.
Similarly to Example 6.4, the ‘clock’ coordinate of the lifted nodes follows a Markov chain





es+1e†s + γ e0e
†
DG+1




he steady state of this Markov chain is p′(s) = γ1+(DG+1)γ for s = 0, 1, . . . , DG and
p′(DG + 1) =
γ
1+(DG+1)γ
. This gives the value ϵ = (DG+1)γ1+(DG+1)γ . The bottleneck in this Markov
chain is the jump from s = DG + 1 to s = 0 with probability γ . In the LMC, we are ensured
o have converged to a steady state like (11), if we condition on having gone at least once
hrough this bottleneck and then again up the chain on V ′. A significant part of the trajectories
ill have done this for t > 1/γ , and thus taking t = m/γ + 2(DG + 1) for some small integer
m, we can guarantee that the LMC will have converged close to its steady state (11), from
any starting node, and thus τ (1/4) < m/γ + 2(DG + 1) in the sense (sIm). Taking all things
together, we conclude:
For any G and π , there exists an LMC in the sense (sIm) converging to a steady state at
a total-variation distance ϵ from π with a mixing time τ (1/4) < O( 1
ϵ
DG). By Theorem 3,
this implies that for any G and π , there exists a steady state at a total-variation distance
ϵ from π and whose associated conductance Φ satisfies 1/Φ < O( 1
ϵ
DG). □
Before concluding, we mention that the constructive nature of our results may allow them
o identify graphs with good mixing properties. For instance, as could already be said with
he result of [15] (in adapted form with our mixing time definition), the LMC constructions
hich achieve tightness to the conductance bound in a (m) setting, actually provide graphs
n node set V̂ for which the conductance bound can be reached without lifting. As another
xample, the LMC constructed in Theorem 2 provides a graph and a subset of nodes such that,
hen starting from that subset, the stationary distribution is reached in diameter-time. While
uch observations are elementary consequences of our investigation, they might turn out to be
seful in other contexts.182



















7.3. Extensions of our results’ scope
The generality of the LMC framework seems eligible to cover more general dynamics and
lgorithms. In [6] we had noted that the conductance bound holds for any stochastic process
hat satisfies graph locality and invariance. In this section we discuss the possible extension of
ur results to consensus algorithms and pseudo-lifting.
. Consensus Algorithms: Markov chains can be viewed as the dual of consensus algorithms
or e.g. load balancing or rumor spreading. Reaching consensus among nodes of a graph means
onverging towards the same value on each node. Linear algorithms which propose speedups
or reaching consensus can be found for instance in [30,33,42,49,51,58]. The presence of local
emory bears resemblance to LMCs, and it would be interesting to carry over our results to
ound the achievable speedup for consensus. This involves two points.
• Value knowledge: In a stochastic process, the probability xk or pk of being at node k
describe the algorithm’s state, but it is a priori not accessible to the walker. In a consensus
algorithm instead, pk represents a workload, sensor measurement, or a similar concrete
value known to node k. Decision processes for consensus can thus depend on the value
of pk , i.e. as if in a Markov Chain the decision of the walker sitting at k would depend
on its probability to have ended up there. Remarkably, the LMC framework allows to
encode such knowledge in the lifted nodes, at least in a (S) setting with large memory.
Regarding this point, our LMC results would thus carry over, e.g. for the (SiM) setting in
a way similar to [6].
• Positivity: Linear consensus algorithms a priori do not have to satisfy positivity: e.g. a
memoryless linear consensus update pk(t + 1) =
∑
ak, j p j (t) must satisfy
∑
j ak, j = 1
for each k, but they do not need to be positive. It has been shown that higher-order
consensus algorithms accelerate convergence precisely when the weights attributed are
not all positive. Hence one might wonder how the bounds derived in our paper fare when
relaxing positivity. A concrete example of a linear algorithm for accelerated consensus
that does not obey positivity is proposed in [50], achieving convergence in O(N ) steps on
any graph. Apart from this positivity condition however, it can be seen to fit the scenario
(Si). And, since for any graph the conductance associated to the uniform distribution is
at least of order 1/N , it does satisfy the O(1/Φ) convergence time bound for LMCs. The
following result shows that this is not pure coincidence, as our LMC results do apply to
consensus algorithms, at least for the local convergence close to the consensus situation.
roposition 1. Consider any bounded consensus algorithm, satisfying invariance (i.e. p1 =
p2 = · · · = pN = p̄ at t = 0 implies the same property for all t > 0) and linearity (if two
nitial conditions p(0) and p′(0) evolve as p(t) and p′(t) respectively, then for any a, a′ ∈ R
he initial condition a p(0) + a′ p′(0) evolves as a p(t) + a′ p′(t) for all t ≥ 0). Consider the
et of initial conditions Ra = {q ∈ RN : qk = (1 − a) + a pk, p ∈ PN }. There exists a value
f a > 0 such that for all α ∈ (0, a], the consensus algorithm needs a time lower bounded by
O(1/Φ) to converge from the worst state in Rα towards a total-variation distance α/4 from
onsensus.
roof. By boundedness and linearity of the algorithm, there exists a finite a such that for all
nitial states in Rα , the evolution under the consensus algorithm satisfies the positive locality
onstraint of an LMC; this is very clear e.g. from the abstract formulation of locality in [6].
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Hence we can write a stochastic bridge (see the proof of Theorem 2) starting at each of the
extrema of Rα (corresponding to p = ek in its definition), and combine them into an LMC
f type (Si). For initial conditions in Rα , the evolution and convergence of the consensus
lgorithm thus equals the evolution and convergence of the LMC. There remains to bound the
onvergence of an LMC for restricted initial conditions.
Consider any LMC in the scenario (SiM) and converging towards the uniform distribution.
y linearity and invariance, if the mixing time τ (1/4) = T , then the time requested for all
tates in Rα to reach a total-variation distance α/4 from the uniform equals T . Together with
the previous paragraph and the lower bound on the mixing time of an LMC in the scenario
(SiM), this implies the announced result. □
This result provides a bound for a range of consensus algorithms, like [50] or so-called
polynomial filters [5,38,47,56,57], where linearity and invariance are standard. The restriction
of initial states to some set is always necessary for consensus algorithms, admittedly we cannot
claim to have the least constraining one regarding global convergence speed.
2. Pseudo-Lifting: In [34] the concept of “pseudo-lifting” a Markov chain is introduced.
This comes down to creating a lifted Markov chain whose probability distribution does not
on itself converge to the appropriate limit distribution, and neither does its marginal. They
however use a generalized stopping rule, conditioning on being on a certain subset of the lifted
nodes, to ensure a correct limit distribution conditioned on stopping. Although motivated by
several other reasons, the name “pseudo-lift” can ultimately be linked to the fact that, unlike
in the LMC analysis of [15] and in Example 4.1, the stopping rule does change the limit
distribution. Moreover, contrary to the latter’s typical conductance bound, the pseudo-lifting
algorithm allows to achieve diameter-time convergence on general graphs. This seems to hint
at the fact that reformulating so general stopping rules in the pure LMC framework would lead
to (SI) scenarios.
8. Summary and perspective
We show how a wide range of approaches to accelerate the mixing time of random walks can
be cast as lifted Markov chains (LMCs) in different scenarios — see examples throughout the
text and further ones in the appendix. We provide an extensive classification of these scenarios,
and show that the limits and opportunities of acceleration approaches feature a subtle yet clear
dependency on the scenario in which they can be cast. This allows us to put the specific results
on LMCs, such as the conductance bounds of [15], into perspective, and extend them directly to
different algorithms. In order to identify the relevant scenarios, we introduce and investigate 5
possible constraints on a LMC, motivated by existing examples, and we show that fundamental
bounds on its mixing time can be attributed to merely two of these: (s) — impossibility of
locally initializing the lift, or (i) — demanding invariance of the target distribution. Importantly,
these are properties which can be directly checked on an algorithm itself — without needing
to actually translate it as an LMC.
More precisely, we show that as soon as either (s) or (i) are imposed, the mixing time is
subject to a conductance bound; the case with (s) appears closer to existing literature like [15],
while the case with (i) we would argue is closer to actual algorithmic formulations. We
further invigorate this claim by proving that requiring neither (s) nor (i) allows to mix in
iameter time, whereas requiring both (s) and (i) is too restrictive: a lift in this scenario
cannot accelerate the mixing time as compared to a non-lifted Markov chain. These results are
summarized in Fig. 5.184

































Fig. 5. Summary of the main bounds on mixing time τ (1/4), mentioning only the most relevant constraints and up
o small constant factors. By τMarkov we mean the mixing time of the non-lifted Markov chain p(t + 1) = P p(t),
here in case (E) the transition matrix P can be optimized and in case (e) it is given. All bounds are — essentially
ight, in the sense that for all scenarios and all graphs there exists an LMC attaining the lower bound up to a log
actor; — essentially significant, in the sense that there exist graphs where the various bounds differ by polynomial
actors.
A main message of this analysis is that one should be careful with specifying scenarios
or accelerated mixing. The relevance of imposing ergodic flows for instance, becomes rather
uestionable when one allows for algorithm initialization. The invariance requirement (i)
ay appear like a natural “stabilizing” requirement in an algorithmic setting, but it differs
rom the typical LMC setting in [15], and if added to the (s) assumption of [15] it would
llow no speedup at all. Properly identifying such properties gains particular importance when
ifted Markov chains are to be compared to other acceleration strategies, like the discrete-
ime quantum walks [35] which we are addressing elsewhere [8]. On the positive side, our
esults clarify, with explicit lift constructions, that some properties come essentially for free.
or instance, converging on the full state space (m) rather than only on the output variable is
ot much more demanding. We also clarify an explicit tradeoff where allowing for an error on
he steady state, enables to attain a τ (1/4) closer to the graph diameter despite being in the
onditions of the conductance bound.
A question that is not touched by our classification is the complexity of algorithm design.
ur proofs are constructive and thus also indicate the potential in the use of lifted Markov
hains to speed up mixing. However, as in [15], from an algorithmic viewpoint the value of the
rocesses we construct is more existential than practical. Our proof of Theorem 2 for instance
eavily builds on a non-distributed, extensive optimization of the edge weights and, as such,
t is certainly not a viable option for e.g. Markov chains used for Monte-Carlo sampling in
arge systems. In the light of this, a most important open problem regards the development
f heuristics or suboptimal versions of our algorithms that would restrict the information
sed not only for online implementation but also for algorithm design. To the best of our
nowledge, except for particular graphs exhibiting strong symmetries, a general way to build
uch a process and obtain significant mixing speedup remains an open issue for lifted Markov
hains, consensus algorithms, and quantum walks. In this sense, our classification provided in
ig. 5 could at least clarify the potential of different scenarios, or suggest a way to conveniently
odify existing approaches.
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Some partial results of this work regarding the role of initialization and invariance that
ould be of interest to the system and control community had been presented in the conference
aper [7].
ppendix. Irreducible approximation lemma
We here provide a technically rigorous proof that a reducible LMC can be adapted into
n irreducible one with the same mixing scenario properties. We specifically address the lift
onstruction of Section 2.2, as used at the end of the proof of Theorem 2, and prove that it can
e made to satisfy the four properties stated there. This is essentially a somewhat technical yet
ncomplicated ϵ, δ type argument.
emma 6. Consider a node-clock-lift LMC with canonical initialization which converges in
finite time T to a unique limit distribution eT ⊗ π ⊗ π , on which it acts like eT e
†
T ⊗ IV ⊗ P,
where P is irreducible and Pπ = π . Then for any ϵ > 0, there exists a non-empty set of
small enough γ ∈ (0, γ̄ ) and associated transition matrices P̃ over V such that: replacing
T e
†
T ⊗ IV ⊗ P by
(1 − γ )eT e
†








ields an irreducible LMC, with unique limit distribution satisfying Cπ̂ = π , mixing time
(ϵ) ≤ T , and not exceeding the ergodic flows of P.
roof. In essence the point is to construct an LMC which:
(i) implements a stochastic bridge towards some π ′ that is ϵ-close to the target π ; thus after
T steps we have a state eT ⊗ p(0) ⊗ π ′ and we have mixed appropriately;
(ii) at the same time, due to γ ̸= 0, the steady state is not eT ⊗ p(0) ⊗ π ′ but another close
distribution π̂ which does satisfy Cπ̂ = π exactly.
The proof is organized as follows. a) We begin by formally computing the adjusted P̃ to
nsure Cπ̂ = π for any fixed value of γ ∈ (0, γ0), for some γ0 > 0; b) we prove that there
xists γ1 ∈ (0, γ0) to ensure that P̃ is a proper transition matrix for all γ ≤ γ1, in particular
t is positive; c) a simple continuity argument ensures that there exists γ2 ∈ (0, γ1) such that
oreover the implied ergodic flows will not exceed those of P , for all γ ≤ γ2; d) then we
nalyze the mixing time and prove that for any ϵ > 0, there exists γ̄ ∈ (0, γ2) such that the
ixing time result holds for all γ ≤ γ̄ .
a) To compute P̃ , we first note that, with P̃ , the steady state π̂ will be of the form
π̂ =
1
1 + T γ




1 + T γ
At F π̃ , (A.1)
where π̃ = γπ + (1−γ )P̃π̃ . We will a1) first, compute a π̃ close to π and such that Cπ̂ = π
n the expression (A.1), without caring about its relation to P̃; a2) next, show how to construct











π̃ = π . There
obviously exists a γ > 0 such that this equation is invertible for all γ ∈ (0, γ ), and gives a0 0
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solution π̃ that equals π up to terms of order γ . In particular, there exist α, γ0 > 0 such that
˜k ≥ α > 0 for all k, and for all γ > 0 smaller than γ0.
a2) There remains to find P̃ such that P̃π̃ = 11−γ (π̃ − γπ ). Since P is irreducible, there
ust exist some β > 0 such that the edges (i, j) of G for which Pi, j ≥ β/(1 − β), contain a
ooted spanning tree Gβ . Then the matrix P (β) = (1 − β)P + β I will have self-loops larger
han β, i.e. P (β)k,k ≥ β for all k, and also weights P
(β)
i, j ≥ β for all edges of the spanning tree Gβ .
The value of β will only be used in part b) of the proof.) We write P̃ = P (β) + P ′ with P ′ to
e identified but only covering the spanning tree Gβ ; then defining y = ( 11−γ − P
(β)) (π̃ − π ),
he equation to solve becomes:
P ′π̃ = y ,
N∑
k=1
P ′k,ℓ = 0 for ℓ = 1, 2, . . . , N
P ′k,ℓ = 0 for all k ̸= ℓ : (k, ℓ) /∈ Gβ ,
nowing that
∑N
k=1 yk = 0. We can construct a solution P
′ with the following algo-
ithm:
1: Grem := Gβ ; P ′ := zeros(N × N );
2: while |Grem | > 1 do
3: select j ∈ leaves of Grem ;
4: k :=parent( j);
5: P ′j,k := (y j − P
′
j, j π̃ j )/π̃k ;





7: Grem := Grem \ { j} ;
8: end while
ine 5 ensures to satisfy P ′π̃ = y for row j . Indeed, since any j ′ for which we have added
nondiagonal element on row j ′ of P ′ at a previous iteration has been thrown out of Grem ,
he only nonzero element on row j so far can be P ′j, j ; in the future we will have thrown
ut j of Grem , so P ′j, j will not further change; this makes the solution of the linear equation




ℓ,k = 0 despite the change on P
′
j,k on line 5. One
ode is thrown out of Grem at each iteration, and the algorithm stops when Grem comes down
o a single isolated node r (root of the spanning tree). At this point all rows of P ′π̃ = y
ave been treated, except row r . Writing
∑
k ̸=r [P






k=1 yk = 0, we see that in fact P
′π̃ = y is satisfied for row r as well, and
e have constructed a solution P ′, i.e. some P̃ such that Cπ̂ = π .
b) To ensure that P̃ is positive, a sufficient condition is to show that the elements of P ′, in
bsolute value, are smaller than β. Indeed, P̃ = P (β) + P ′ and P (β)j,k ≥ β by construction for all
j, k for which we allow P ′j,k ̸= 0 (i.e., the off-diagonal elements corresponding to edges of Gβ
nd the diagonal elements corresponding to self-loops of P (β)). For any fixed β, we observe
hat the components of P ′ can in fact be made arbitrarily small by taking γ small enough. This
ollows because
• P ′ = 0 for γ = 0, as we then have π̃ = π so y = 0 and the above algorithm keeps
setting values to 0; and
• P ′ is continuous in γ around 0: indeed, everything in the construction is linear except
the division by π̃k , but we have shown that π̃k ≥ α for all γ ≤ γ0.
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Therefore there exists a γ1 > 0 such that, for any γ ≤ γ1, there is a (positive) stochastic matrix
P̃ yielding an irreducible LMC whose steady state π̂ satisfies Cπ̂ = π exactly.
c) For any fixed β > 0 in a), b), the ergodic flows of the LMC are continuous in γ , and for
= 0 they are exactly equal to those of P (β) (by the very same argument as in b)). Therefore,
or any fixed β > 0 and δ > 0, there exists a γβ ∈ (0, γ1) such that the proposed LMC
construction adds no more than δ to the ergodic flows of P (β). Note that for two nodes j, k
with Pj,k = P
(β)
j,k = 0 (no edge in P), we will also keep zero ergodic flows in any LMC. For
Pj,k ̸= 0, the ergodic flows of P
(β)
j,k are strictly smaller than those of P , and deviating from
P (β) by no more than a sufficiently small δ will ensure that also the final LMC has ergodic
flows at most equal to those of P , for all γ ∈ (0, γ2) with γ2 < γ1 guaranteeing a sufficiently
small δ for all edges. We have thus constructed an LMC satisfying all the properties of the
statement, except possibly the mixing time.
d) To analyze the mixing time, we will further restrict γ , now making it dependent on the
value ϵ to which we want to approximate the target π̂ (recall that we must prove the statement
with constraint (m), not just the convergence of the marginal). This might suggest a not very
practical construction, but it suffices for the purpose of our existence proof. Since we did not
modify the steps that the walk will take during the T first time steps (i.e. before it reaches a
node of type (T, i, v)), we still have xT = eT ⊗π ⊗π for any γ > 0 and all initial states Fp(0).
By a similar continuity argument as in b), for any given ϵ > 0, there exists a γ3 ∈ (0, γ2) such
that ∥π − π̃∥T V ≤ ∥π̂ − eT ⊗ π ⊗ π∥T V < ϵ/2. Indeed for γ = 0 we have π̂ = xT ; and for
γ ̸= 0 the isolated eigenvector solution of Ax = x changes continuously, with γ influencing A
continuously. So we have proved the mixing time condition for t = T , there remains to prove
that x(t) will not move away from π̂ too much for any t > T .
d1) This can be seen by first observing that the “clock” degrees of freedom undergo an






i + (1 − γ )eT e
†
T + γ e0e
†
T . (A.2)
This is a particular Markov chain on a path or cycle graph, which is independent of the original
problem and G, except for its length T , and with stationary distribution π (clock) of the form (this





1 = · · · = π
(clock)
T −1 = γ /(1 + γ T ) , π
(clock)
T = 1/(1 + γ T ) .
riting the distribution over clock states at time t as w(t) = π (clock)+q(t), with q the deviation
rom the stationary distribution π (clock) of P (clock), a few computations give:
∥q(t + T )∥T V ≤ 2T γ ∥q(t)∥T V .
electing γ < (ηϵ)/(2T ) =: γη ensures that the deviation from the stationary distribution
q(t + T )∥T V ≤ ηϵ for all t > 0. Moreover, the stationary distribution itself will then satisfy
(clock)
T > 1/(1 + ηϵ/2).
d2) The other degrees of freedom (v0, v) of the LMC undergo a motion conditioned on the
clock” evolution. Consider the actions applied on (v0, v) for a given evolution of the clock
alue for t > T time steps. The walker has first moved up to xT = eT ⊗ π ⊗ π , then stayed
n eT for some r0 steps, thus applying I ⊗ P̃r0 , then applied J to jump back to a state of type
F P̃r0π , then possibly moved up again towards xt = eT ⊗ π ⊗ π , again stayed there for some
1 steps, and so on. The resulting distribution over (v0, v) associated to the clock value s = T
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is thus a convex combination of distributions π ⊗ P̃rπ , for r = 0, 1, 2, . . .. Therefore, for any










or some distributions ȳk and ȳ′k over V , a distribution w over {0, 1, . . . , T }, and a distribution
over N. In part d1) we have shown that ∥w(t) − π (clock)∥T V ≤ ηϵ and that π (clock)T >
1
1+ηϵ/2 ,
which together implies w(t)T ≥ 1 −
5ηϵ/2+(ηϵ)2





v0,v∈V x(s,v0,v), we then have:





































e have here replaced π̂ (V
2)
T by its expression
1
1+γ T π⊗π̃ from (A.1), and in the last line x(t)
(V2)
T
y its worst-case expression from our analysis just above. We next decompose as standard,
eplacing the convex combination of P̃r by the symbol W :
∥w(t)T π ⊗ Wπ − 11+γ T π ⊗ π̃∥T V ≤ |w(t)T −
1
1+γ T | ∥π ⊗ π̃∥T V
+ |w(t)T | ∥π ⊗ (Wπ − π̃ )∥T V
≤ |w(t)T − 11+γ T |/2 + ∥Wπ − π̃∥T V
≤ ηϵ + ∥Wπ − π̃∥T V .













ur P̃r (π − π̃ )

T V
≤ ∥π − π̃∥T V ≤ ϵ/2
or all γ < γ3, as settled at the beginning of point d). Taking all things together, we have
hown that for any fixed ϵ and η, there exists γ3 > 0 and γη > 0 such that:






or all γ ≤ min(γη, γ3) and all t > T . Selecting η such that
5ηϵ/2+(ηϵ)2
2+ηϵ + ηϵ ≤ 1/2 ensures
hat ∥x(t) − π̂∥T V ≤ ϵ for all t > T , thus ensuring a mixing time τ (ϵ) = T .
This concludes the proof, as it suffices to take γ̄ smaller than min(γη, γ3) with the
corresponding value of η, to ensure that all statements of the lemma are satisfied. □189
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