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We study the mechanical response under time-dependent sources of a simple class of holographic
models that exhibit viscoelastic features. The ratio of viscosity over elastic modulus defines an
intrinsic relaxation time scale – the so-called Maxwell relaxation time τM , which has been identified
traditionally with the relaxation time scale. We compute explicitly the relaxation time in our
examples and find that it differs from τM . At high temperatures τM over-estimates the actual
relaxation time, although not by much and moreover it still captures reasonably well the temperature
behaviour. At sufficiently low temperatures the situation is reversed: τM underestimates the actual
relaxation time, in some cases quite drastically. Moreover, when τM under-estimates the real-time
response exhibits an overshoot phenomenon before relaxation. We comment on the T = 0 limit,
where the relaxation is power-law because our models exhibit criticality.
I. INTRODUCTION
The difference between a rigid solid and a flowing
liquid appears to be very neat and clear in our everyday
experience. Despite the apparent simplicity of the ques-
tion, classifying objects into solids or liquids is less trivial
than expected and sometimes it can take considerable
time [1]. All natural materials exhibit both viscous
and elastic characteristics when undergoing deforma-
tion. The interplay of elasticity and viscous behaviour
takes the name of viscoelasticity and it represents an
important topic not only from the theoretical point of
view but especially for applications and technological
developments [2–4]. A description of viscoelasticity from
fundamental principles is far from being conclusive.
Part of the reason for this is that the hydrodynamic
framework is not able to capture the elastic response in
a controlled way. On the other hand, there are effective
field theory methods which allow to describe elasticity,
however dissipation and finite temperature corrections
can’t be incorporated in a straightforward way neither.
As a matter of fact most of the understanding relies on
very empirical and phenomenological models such as the
Maxwell model, the Kelvin–Voigt model and extensions
thereof (see below).
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Holography has recently been established as a valu-
able tool for hydrodynamics, especially for strongly cor-
related or strongly coupled fluids [5–8]. More recently,
progress has been made to introduce elastic effects due
to the spontaneous breaking of translational invariance
and coexisting with the viscous properties implied by the
presence of a black hole horizon, i.e. finite temperature.
In this direction, a promising direction to describe vis-
coelastic materials within holography is given by ‘mas-
sive gravity’ theories [9, 10]1. These models break trans-
lational invariance while retaining homogeneity and thus
allow to deepen the analysis. It has already been shown
[10, 16–18] that such theories possess both a finite elastic
shear modulus µ aside from a finite shear viscosity coef-
ficient η. Additionally, these models contain propagating
transverse phonons with a speed of sound that complies
with standard elasticity theory [17, 18].
Beyond the definition and the direct measurement of the
viscosity and the elastic modulus, viscoelasticity gives
very peculiar imprints on the real time (or finite fre-
quency) response of a system under deformation. A typi-
cal experimental test is the so-called dynamic mechanical
analysis which consists in applying to the sample a small
oscillatory stress σ and measuring the resulting strain .
More precisely considering a dynamical load of the form
σ(t) = σ0 cos(ωt) applied to a viscoelastic sample, the
response will be a strain of the form (t) = 0 cos(ωt− δ)
1 See [11–15] for other possibilities.
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FIG. 1. Typical viscoelastic response. An oscillatory strain is
applied to the system and an oscillatory shear stress is mea-
sured. δ is the phase between the source and the response.
δ = 90 degrees is a purely viscous response while δ = 0 is a
purely elastic response. Viscoelastic materials lie in the mid-
dle. A similar classification criterium is the ratio between the
real part of the complex dynamical modulus and its absolute
value G′/|G|. For G′/|G| = 0 the response is purely viscous
while for G′/|G| = 1 it is purely elastic. The left panel is
taken and adapted from [19].
where δ is called the loss angle of the material. Expand-
ing the above expression we obtain:
(t) = 0 cos(ωt) cos δ︸ ︷︷ ︸
elastic
+ 0 sin(ωt) sin δ︸ ︷︷ ︸
viscous
(1)
where the first term is completely in phase with the in-
put while the second term is out of phase. The first term
is the elastic non dissipative response; setting δ = 0 in-
deed the stress and the strain are completely in phase.
On the contrary the second term is the viscous response
and setting δ = 90 degrees the stress and the strain are
completely out of phase. In order to motivate such state-
ment it is easy to calculate the work done in stressing a
material (per unit volume) which is given by W =
∫
σd.
A short computation shows that the energy loss is:
W = pi σ0 0 sin δ (2)
which indeed reflects the fact that δ measures a dissipa-
tive contribution, i.e. for δ = 0 no energy is dissipated
and the process is reversible – the response is purely elas-
tic.
More generically we can say that the elastic response is
proportional to the strain itself (t) while the viscous re-
sponse is proportional only to the strain rate ˙(t). It is
indeed standard to assume that a liquid does not react
to a static strain deformation.
Sometimes it is convenient to regard the strain as the in-
put and the stress as the output2. Given this assumption,
we can re-write the induced stress as:
σ(t) = 0 [G
′ cos(ωt) + G′′ sin(ωt) ] = G′ (t) +
G′′
ω
˙(t)
(3)
where we defined:
G′ =
σ0
0
cos δ , G′′ =
σ0
0
sin δ. (4)
It is then customary to represent the linear relation be-
tween the oscillating stress and strain in Fourier space
defining the complex dynamic modulus G as
σ(ω) = G(ω) (ω), with G = G′ + iG′′ (5)
The real part G′ takes the name of storage modulus and
the imaginary and dissipative one G′′ of loss modulus3.
In purely elastic materials the response is in phase and
therefore ’instantaneous’. In purely viscous fluids, on the
contrary, the response has a phase shift of δ = 90 degrees
which corresponds to G′ = 0 (since tan δ = G′/G′′); vis-
coelastic materials lie in between. At the same time we
can classify the response using the dimensionless ratio
G′/|G| = cos δ between the storage modulus and the ab-
solute value of the complex dynamic modulus. A purely
viscous material would have such ratio equal to zero,
while in a purely elastic one that number will be maxi-
mum, i.e. G′/|G| = 1.
Given the expression (5) it appears clear that the com-
plex moduli G(ω) can be identified as the (retarded)
Green function for the shear stress operator σ ≡ Txy.
Therefore the following identification holds
G(ω) ≡ G(R)TxyTxy (ω) (6)
and it will be very useful for extracting the complex mod-
uli within the holographic setup. Indeed from the op-
erational point of view the quantity (6) is what we will
2 Notice this is also doable in experimental setups despite it is
less under control than fixing the strain and reading the induced
stress.
3 Note that we use the standard notation in condensed matter
physics, where prime and double prime on G denote its real and
imaginary parts, not derivatives with respect to the argument.
Let us also mention that often in the literature, the study of how
matter ’flows’ or responds to time dependent strains is referred
to as rheology.
3compute. That said, we can easily identify from the com-
plex modulus the (static) shear elastic modulus µ and the
shear viscosity η as:
µ ≡ G′(0) , η ≡ − lim
ω→0
(
G′′(ω)
ω
)
(7)
which together determine the low frequency behaviour of
the complex modulus itself:
G(ω) = µ − i ω η + O (ω2) . (8)
It is illustrative to discuss one of the simplest phenomeno-
logical models, the so-called Maxwell viscoelastic fluid
model. The response under homogeneous but time de-
pendent source is modelled by assuming that the relation
between instantaneous strain and stress follow the linear
differential equation
σ(t) +
η
G∞
σ˙(t) = η ˙(t) (Maxwell model) (9)
with η the viscosity and G∞ a parameter that is imme-
diately recognized as the effective elastic shear modulus
at large frequencies, sometimes also referred to as the
instantaneous elastic shear modulus. The model then
interpolates between fluid behaviour (zero response to
a static strain) and solid like behaviour at large fre-
quencies. The fact that liquids behave like solids at
frequencies higher than the so-called Frenkel frequency
ωF  1/τM = G∞/η is known since long time [20] and
it can be easily experienced by diving from high heights.
It is worth showing the complex shear modulus in fre-
quency space,
G(ω) =
η ω
i+ η/G∞ ω
(10)
which clearly exhibits G∞ = limω→∞G(ω). Given that
this is nothing but a Green function, it is clear that this
signals the presence of a quasi-resonance – we shall stick
to the naming quasi normal model (QNM) that is more
common in the AdS/CFT literature. The Maxwell model
contains one single QNM, located at
ωM = −i G∞
η
. (11)
Hence this model exhibits relaxation to the steady state
with typical time dependence ∼ e−t/τM with the Maxwell
relaxation time
τM =
η
G∞
. (Maxwell relaxation time) (12)
From our perspective, there are two important lessons
to extract from this model. First, that materials (fluid or
not) already possess a relaxation time scale as given by
(12) and which is important for dynamical viscoelastic
response experiments. Let us add that for solids, there is
a similar quantity that can be obtained, out of the static
elastic modulus µ. Second, the QNMs in the TxyTxy
correlator (poles in the complex modulus) are also
naturally compared to the inverse Maxwell relaxation
time 1/τM . In generic materials, one can expect i) that
there are several QNMs and ii) that their locations do
not exactly coincide with −i/τM , not even the lightest
one (the one with smallest imaginary part). In the
Maxwell model (9) the location of the QNM coincides
with the inverse Maxwell time, τ−1M = G∞/η, however
this is due to the model simplicity. It is easy to break
the coincidence by extending the model (as we show in
Sec III B this can be done while having still a single
QNM). In the holographic models below we will also
find that the relaxation rate from the lightest QNM
differs from τ−1M , and this has an interesting impact in
the viscoelastic response.
Once G(ω) is known we can also compute the real-
time response of a system under an external and time
dependent source. Viscoelastic materials exhibit several
interesting features in the real-time response to a time
dependent deformation. Among these, we shall mainly
focus on :
• Stress Relaxation.
It is the decrease in stress in response to a con-
stant strain generated in the structure, which can
be seen as a delay of the material in reaching the
steady-state. Its time dependence can typically be
power-law or exponential, and in the latter case one
can identify a relaxation time τ . In the phenomeno-
logical Maxwell model the relaxation time is simply
the ratio between the elastic modulus and the vis-
cosity τM = η/G∞ where the latter is the value of
G′(ω) at infinite frequency.
• Stress Overshoot.
It refers to the appearance of a transient excess
stress before reaching the (non-zero) steady state.
It is typically seen in start-up experiments, (e.g.
when the source is turned on at a given time)
and has been reported experimentally in a range
of materials, from amorphous polymers and metal-
lic glasses to foams and gels (see [21] for a review).
More precisely the stress overshoot is characterized
by the following temporal sequence: the stress σ
first increases linearly with time, until it reaches
a maximum value and then decreases towards it
steady-state constant value. Despite several ex-
planatory attempts a complete understanding is
still missing, see [22].
In the remainder of this paper we shall study the
viscoelastic properties of the massive gravity models of
[9, 18] by is computing the complex modulus and the
response under time dependent sources. This opens the
possibility of studying viscoelastic effects in strongly cou-
pled materials or systems at quantum criticality. In the
following we will show that the holographic setup at hand
exhibits standard viscoelastic properties, starting by a
4clear stress relaxation. As expected, the relaxation time
is controlled at finite temperature by the least damped
QNM, specifically by the inverse of its imaginary part,
τrel = − 1/Im
(
ω∗QNM
)
.
Moreover, in general this relaxation time does not coin-
cide with the Maxwell relaxation time τM = η/G∞ (even
though in some cases they are within the same order
of magnitude, and even the temperature dependence is
similar). Additionally, we find that the stress overshoot
phenomenon appears when the relaxation time is larger
than the Maxwell time, τrel > τM . Finally, at T = 0 the
stress relaxation becomes power-law and governed by
the formation of a branchcut on the imaginary axis. The
power is simply dictated by the conformal dimension of
the stress operator on the near-horizon IR zero temper-
ature geometry which is derived in details in Appendix B.
This paper is organized as follows: in section II we
will set the stage presenting the holographic models we
will consider, section III contains the main results of the
manuscript, finally section IV summarize our findings
and propose some future directions.
II. HOLOGRAPHIC SETUP
We consider generic viscoelastic holographic massive
gravity models [9, 10]:
S = M2P
∫
d4x
√−g
[
R
2
+
3
`2
− m2V (X,Z)
]
(13)
which are inspired from the original model [23]. We de-
fine IIJ = gµν ∂µφI∂νφJ and X = Tr[I], Z = det[I].
The dual field theory has been shown to possess viscoelas-
tic features and was studied in detail in [16–18, 24–26].
We consider 4D asymptotically AdS black hole geome-
tries in Eddington-Filkenstein (EF) coordinates:
ds2 =
1
u2
[−f(u) dt2 − 2 dt du+ dx2 + dy2] (14)
where u ∈ [0, uh] is the radial holographic direction span-
ning from the boundary to the horizon, defined through
f(uh) = 0. The φ
I are the Stu¨ckelberg scalars which ad-
mit a radially constant profile φI = xI with I = x, y and
the emblackening factor takes the simple form:
f(u) = u3
∫ uh
u
dv
[
3
v4
− m
2
v4
V (v2, v4)
]
, (15)
The corresponding temperature of the dual QFT reads:
T = −f
′(uh)
4pi
=
6− 2m2V (u2h, u4h)
8piuh
. (16)
while the entropy density is simply s = 2pi/u2h. The heat
capacity can be simply obtained as cv = Tds/dT and
was studied in [25, 27].
The deformation and flow properties of the model are
encoded in the Txy operator which is dual, by the holo-
graphic dictionary, to the bulk deformation δgxy ≡ hxy.
At zero momentum k = 0 the linearized equation for hxy
decouples and in EF coordinates reads:
hxy
(
−2m
2VX
f
− 2iω
uf
)
+h′xy
(
f ′
f
+
2iω
f
− 2
u
)
+h′′xy = 0
(17)
where VX ≡ ∂XV (X,Z) and primes denote radial deriva-
tives. The UV asymptotic behaviour of the hxy field is:
hxy = hxy (l)(ω) (1 + . . . ) + hxy (s)(ω)u
3 (1 + . . . ) (18)
The AdS/CFT dictionary allows us to express the
Green’s function of the stress tensor as
G(R)TxyTxy (ω) =
2 ∆− d
2
hxy (s)(ω)
hxy (l)(ω)
=
3
2
hxy (s)(ω)
hxy (l)(ω)
(19)
In order to obtain the retarded correlator, one needs to
impose ingoing boundary conditions at the horizon u =
uh, which in EF coordinates corresponds to regularity
of hxy. We also compute the spectrum of quasi-normal
modes by solving the boundary value problem resulting
from setting setting the source to zero. They correspond
to the poles of the Green’s function of the dual theory.
In the following we will consider potentials of the form
V (X,Z) = Xn, n > 5/2 and V (X,Z) = Zm, m > 5/4
which realize the spontaneous breaking of translational
invariance, and exhibit both elastic and viscous response
[18]. For later use, we recall the expressions for the energy
density in these models, this being
 =
1
u3h
+ m2
∫ uh
0
V (u2, u4)
u4
du (20)
We will refer to the previous class of models as [10, 16]:
• Viscoelastic solid model: V (X,Z) = Xn, n > 5/2
• Viscoelastic fluid model: V (X,Z) = Zm, m > 5/4
We take as an operational distinction between a fluid and
a solid the presence of a finite static shear modulus µ 6= 0.
In other words, we will call solids all those configurations
which posses a finite response to a zero frequency me-
chanical deformation. The adjective ”viscoelastic” em-
phasizes that in both models there is a competition be-
tween G′(ω) and G′′(ω) at finite ω due to the non-trivial
frequency dependence of the response.
III. HOLOGRAPHIC RHEOLOGY
Rheology is the study of the deformation and flow of
materials, both solids, liquids and especially viscoelastic
5ones. It combines the analysis of the viscous and elastic
properties of a given material and it is based, at least at
linear level, on the relation between the stress σ(ω) in
a material and its consequent mechanical deformation,
i.e. the strain (ω). In a more formal way it is based on
the relation (5) involving the complex dynamic modulus
G(ω). This can be related to the correlator of particular
spatial components of the stress tensor as in (6), which
facilitates our holographic treatment. In our language
the dynamical modulus is simply encoded in the Green
function of the shear operator Txy which can be extracted
numerically from (C3) using the standard holographic
techniques.
Once G(ω) is obtained we can compute the real-time
response of a system under an external and time depen-
dent source σ(t). To this end, we will Fourier transform
back to the time domain and write
σ(t) = Re
[∫ ∞
−∞
e− i ω tG(ω) ˜(ω)
]
(21)
where ˜(ω) is simply the Fourier transform of the external
strain source (t). For simplicity we will consider the
following external sources:
• Logistic function.
L(t, β) ≡ 1
1 + e2 β t
(22)
It represents a smooth deformation of a step func-
tion and its Fourier transform is:
L˜(ω, β) =
√
pi
2
δ(ω) +
i
√
pi
2 csch
(
piω
2β
)
2β
(23)
• Ramp function.
R(t) ≡
{
t for t > 0
0 otherwise
(24)
whose Fourier transform is:
R˜(ω) = − 1√
2pi ω2
− i
√
pi
2
δ′(ω) (25)
A. Fluids
We start by considering the viscoelastic fluid model
V (X,Z) = Zn. For concreteness we restrict ourselves to
the potential
V (X,Z) = Z2 (26)
which corresponds to consider a dual QFT in a fluid
phase [10] which exhibits spontaneous breaking of trans-
lational invariance. Other potentials of the form
V (X,Z) = V(Z) = Zn, with n > 5/4 give similar re-
sults4. In particular, since VX = 0, it is easy to prove
[16] that for this model:
µ = G′(0) = 0 ,
η
s
=
1
4pi
(27)
which is just a consequence of the fact that the shear com-
ponent of the graviton remains massless. In other words,
this model has no static elastic response but purely a vis-
cous one, which justifies the term “fluid”.
FIG. 2. Green’s function as a function of frequency for V =
Z2 for various values of m/T .
We start by discussing the finite frequency response of
the complex dynamical modulus G(ω). The results are
shown in fig.2. Note that by time reflection symmetry,
G′(−ω) = G′(ω), G′′(−ω) = −G′′(ω), so we only show
our results for ω ≥ 0. The same argument applies to
the structure of QNMs which appear in pairs symmet-
ric under ImωQNM → −ImωQNM . As already described,
at low frequencies we find µ = G′(0) = 0 while the vis-
cosity saturates the KSS bound η/s = 1/4pi [28]. The
imaginary part G′′(ω) goes to zero at large frequency, so
no dissipation is present in this regime. Physically, this
means that if the system is perturbed at a time scale
much shorter than its typical relaxation time, it is not
4 Nevertheless notice that this setup can provide also a mechanism
for the explicit breaking of translations (for example choosing
V(Z) = Z) and therefore a finite DC conductivity still having
zero elastic modulus µ = 0 [10].
6able to dissipate. It is interesting to note that at large
frequencies, the real part of G(ω) takes a constant value
which we denote G∞ ≡ G′(ω = ∞). As we show in ap-
pendix A, this can be computed analytically in terms of
the energy density as:
G∞ =
3
8
 (28)
independent of the specific form of the potential.
In the intermediate frequency range we observe a
non-trivial frequency dependence and, in particular,
a clear resonance in G′(ω). Not surprisingly such a
resonance is also visible in the QNMs spectrum of the
system which is shown for different temperatures in
fig.3. Note in particular that the position of the isolated
complex pole matches quite well the position of the peak
in the real part of the complex modulus.
From the positions of the QNMs, and in particular
from the imaginary part of the least damped one, we can
read off the relaxation time which is shown in the right
panel of fig.3. Interestingly, at a certain value m/T ≈ 2.5
there is a crossover between the two dominating poles.
Upon further lowering the temperature, a series of purely
imaginary poles accumulate on the imaginary axes and
form a branch cut at exactly zero temperature as usual
in models with an extremal horizon at T = 0, see [29].
FIG. 3. Top: QNMs in the complex plane for V = Z2 and
varying m/T . Bottom: Relaxation times associated to the
lightest complex and purely imaginary QNMs as a function of
m/T (the actual relaxation time of the system is the largest
of the two). For comparison, we show also the Maxwell re-
laxation time defined as τM ≡ η/G∞. At m/T & 10, the
Maxwell relaxation time becomes smaller than the QNM re-
laxation time scale.
Next, we consider the real time mechanical response of
the system upon applying an external strain in the form
of a ramp and step sources. We display our results in fig.
4. The response to the step source is simple and confirms
the fluid nature of the material. In fact, we can see from
the right panel of fig.5 that the system reacts only to a
gradient of the strain ˙(t) and only develops a peak close
to t = 0. At late times where the strain is constant, no
response is present, as expected for a fluid.
FIG. 4. Real time responses for the potential V = Z2, for a
ramp source (top) and a logistic source (bottom). The over-
shoot behaviour is significant for m/T & 10.
The response to the ramp function is more interesting.
At small m/T , σ(t) follows the expected form of early
growth and (exponential) decay similar to the one ob-
served in amorphous solids and disordered systems; see
[30] for an example. As we increase m/T the response
departs from such a form and develops a clear peak be-
fore reaching the late time Newtonian plateau. Such a
feature is a distinct signature of the presence of a stress
overshoot, and is produced by the interplay between the
viscous behaviour and some elastic feature present at fi-
nite frequency. Indeed, as shown in fig.2, despite that
the shear modulus is zero, i.e. G′(0) = 0, the real part of
the complex modulus exhibits a strong peak at interme-
diate frequency which is governed by the first resonance
in the QNM spectrum and whose strength grows with
the parameter m/T . Correspondingly, we see that the
overshoot peak grows with m/T .
In both the ramp and the step setups the stress relaxes
at late time towards a steady-state value (which turns out
7to be zero for the step source because of the absence of
a finite static shear modulus µ). The stress relaxation,
which is exponential at finite temperature, is governed by
the imaginary part of the least damped QNM. Indeed, we
find good agreement between the real time data at late
times and the QNMs, see fig.5, even at considerably small
T , where the lightest pole is on the imaginary axis. In
the T = 0 limit one expects that the tower of poles in the
imaginary axis merge into a branch cut reaching down to
ω = 0, and this turns the relaxation in real time to be
power-law rather than exponential. While this is hard to
see explicitly in the real time numerics, we find evidence
of the formation of a branch cut on the imaginary axis5.
On general grounds, this power law is controlled by the
anomalous dimension that the stress tensor operator can
get in the IR, which corresponds to the graviton mass
in the AdS2 near-horizon geometry. We compute this in
appendix B.
Finally we compare the relaxation time at finite tem-
perature which is given by the imaginary part of the least
damped QNM:
τrel = − 1/Im
(
ω∗QNM
)
(29)
to the Maxwell relaxation time:
τM ≡ η
G∞
. (30)
Let us emphasize that this parameter is certainly present
in the system simply because, just like in the Maxwell
model, there is a finite G∞ ≡ limω→∞G(ω). In contrast
with the simple Maxwell model, though, this relaxation
time might not coincide with any QNM relaxation time.
The comparison between these relaxation time scales can
be seen in fig. 3. Quite remarkably, τM is rather close to
the actual relaxation time. At high T , the difference is
only a factor ∼ 3 and the temperature dependence is the
correct one. This is so until the pure imaginary QNM
becomes dominant at m/T & 2.5. From then on, the
temperature dependence of τM and of the actual relax-
ation time τQNM differ. At m/T ' 10, the Maxwell time
τM turns from over-estimating to under-estimating the
actual relaxation time.6 In hindsight, the failure of τM is
built in in the fact that at T = 0 our model has an AdS2
critical point, meaning that the imaginary pole must be-
come arbitrarily light or equivalently the relaxation must
be power law, not exponential in time.
The discrepancy between τM and τQNM = τrel also
seem to have an impact on the overshoot phenomenon
seen in fig. 4. As we see from this figure and fig. 3,
overshooting is present when the condition
τQNM > τM (31)
5 However, we do see the power-law scaling in our toy model to be
discussed in Sec. III B.
6 The mismatch between the holographic relaxation time and the
Maxwell relaxation time have been already observed in a slightly
different context in [27, 31].
FIG. 5. Fit of the late time dynamics in the case of the
logistic response for the V = Z2 model to the lowest QNMs,
for the case of the ramp (left) and logistic function (right).
In the range of temperatures considered, we obtain a good fit
considering both the purely imaginary and lightest complex
modes. The data points mark our numerical data, while the
solid lines correspond to the QNM fit. To ease visualization
we have subtracted the equilibrium value.
is met. This condition will be confirmed in the two more
cases studied in the next subsections. Heuristically, it
seems reasonable that if a material possesses dynamical
modes (resonances) that are light (decay slowly) then
effects coming from these resonances are visible. The
above condition then represents the criterion that decides
whether a resonance is light or not, and it is very natural
that this involves the viscoelastic moduli η, G∞.
B. A simple toy model
In this section we construct a simple toy model for the
Green function of our system. Despite its simplicity, the
model is able to reproduce several features present in the
more complex holographic setup. In order to mimic the
T = 0 solution we take a Green’s function which contains
a branch cut on the imaginary axis, as in the AdS2 dual
geometry, and a series of isolated poles. More precisely
we consider:
Gtoy(ω) = c +
∑
k
b
ω2 + iΓk ω − m2k
+ a (− i ω)α + . . .
(32)
where we have set the residues of all the poles equal. By
choosing mk and Γk appropriately, one can arrange for an
8-4 -2 2 4 Re[ω]
-4
-3
-2
-1
Im[ω]
FIG. 6. Analytic structure fo the toy model Green’s function
(32), dots indicating poles and the green line the branchcut.
array of poles, such as forming an inverse parabola-like
shape like in the holographic models. However, it will be
sufficient to consider only the least damped mode of the
tower so we shall not enter into specifying this further.
We will specialize to the fluid case by choosing the
constant c that controls the shear elastic modulus:
µ = Re [Gtoy(0)] (33)
such that µ = 0. The power ωα produces a branch cut on
the imaginary axis starting from the origin. An example
of the pole structure is shown in fig.6. To illustrate the
capabilities of this toy model, we consider the response
to a step function at strictly zero temperature. We
display our results for a specific choice of parameters in
fig.7. We see that our model captures well the essential
aspects of the full holographic model shown in fig.4,
showing that the response is dominated by the first
QNM.
Moreover, the presence of the branch cut ∼ ωα ac-
counts for the expected power law decay at T = 0. In
fact, considering only the branch cut term, which domi-
nates at low frequencies, and the fact that the step func-
tion is constant at late times, we can derive the scaling:
σ(t) ∼
∫
e− i ω t wα− 1 dω ∼ t−α (34)
at late times. This is indeed consistent with the numeri-
cal results shown in fig.7. Moreover we see that at T = 0
the late time dynamics is controlled by the branch cut
formed on the imaginary axis, and not by the gapped
QNM, which would yield exponential decay.
The toy model is also useful to describe the stress over-
shoot phenomenon present in the start-up experiment.
Indeed, truncating to a single resonance (with non-zero
real part),
Gtoy2(ω) = c + b
ω2 + i ω Γ − m2 (35)
we can fix the constant c so as to mimic a fluid model
where µ = G(0) = 0. This fixes c = b/m2. Note that the
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FIG. 7. The response to a Logistic function strain with β = 5.
We consider a single QNM mode along with a branch cut. We
fix the parameters to c = 9.412,Γ = 1,m2 = 1, a = 1, α =
0.5, b = 5. Left: The real time response. Right: A log-log
plot indicating the late time t−α power law decay.
parameter Γ in this model is the imaginary part of the
QNM location.
In this model it is very easy to obtain the elastic mod-
ulus and viscosity,
G∞ =
b
m2
, η =
bΓ
m4
(36)
meaning that the Maxwell relaxation time in this case is:
τM ≡ η
G∞
=
Γ
m2
(37)
This now can be compared to the relaxation time encoded
in the QNM,
τQNM = 1/Γ .
Therefore in this simple model, the ratio τM/τQNM =
(Γ/m)2, which can be chosen to be large or small.
Now we can simply compute the response of the system
to a ramp strain. The results are shown in fig.8. Clearly,
the overshoot is present for Γ m, that is
τM < τQNM .
This is the same pattern that is seen in the fluid models
of Sec. III A, and as a matter of fact it will also be found
in the solid models below (concerning the overshoot phe-
nonenon): materials that develop a light QNM exhibit
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FIG. 8. The response of the system described by the toy
model Green function (35) to a ramp source. We fix m = 1
and we move Γ.
the overshoot phenomenon. Here by ‘light’ we mean that
the damping scale of the QNM is smaller than the relax-
ation scale encoded in the material moduli (elasticity,
shear).
A rather simple picture seems to emerge, then: in pres-
ence of such a light QNM, the approach to steady state is
delayed and moreover it can go together with oscillatory
features in the response expected from the fact that one is
exciting a really dynamical mode in the system. This pic-
ture seems conceptually quite different from other models
or interpretations that ascribe the overshoot phenomenon
to a superposition of elastic and viscous behaviours. It is
clear in our models that the feature behind overshoot is a
light QNM. It is of course interesting to understand under
what conditions does a QNM go below the Maxwell relax-
ation time. In our solutions, this seems granted because
by decreasing temperature the poles on the imaginary
axis must get eventually arbitrarily light. In turn, this is
a consequence of the fact that our holographic solutions
always display criticality at T = 0 (an AdS2 extremal
horizon).
C. Viscoelastic solids
In this section we consider a different class of model,
which we denote as viscoelastic solid because of the pres-
ence of a finite static shear modulus µ 6= 0. More specifi-
cally, we study potentials of the form V (X) = Xn, which
realize the spontaneous symmetry breaking of transla-
tional invariance and exhibits viscoelastic features along
with the presence of damped phonons [17, 18]. As pre-
viously analyzed in [10, 16, 18], the shear elastic modu-
lus and the shear viscosity coefficient of a class of holo-
graphic models of the form (13), exhibit a viscoelastic be-
haviour and a smooth glassy transition. More precisely,
the shear modulus µ goes smoothly to zero increasing the
dimensionless parameter T/m and it reaches its maxi-
mum value at zero temperature. The viscosity behaves
exactly in the opposite way. For a schematic represen-
tation see fig.9. The holographic systems behave as a
μ /μ04π η /s
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FIG. 9. A schematic phase diagram of our holographic models
taken from the data of the potential V (X) = X3. At m/T →
∞ the shear modulus is maximal µ ≡ µ0 and the viscosity η
is zero; at m/T = 0 the viscosity is maximal η/s = 1/4pi and
the shear modulus is zero. In the intermediate range the dual
field theory is viscoelastic with both finite shear modulus and
viscosity. The transition appears smooth reminding of the
glassy transition in amorphous solids and glasses.
perfect dissipationless solid at T = 0, as a strongly cou-
pled viscous fluid at T →∞ and as viscoelastic materials
in the intermediate range. As a consequence, dialling the
dimensionless parameter m/T ∈ [0,∞] we can study our
background in the viscoelastic regime. For brevity, con-
centrate on the case n = 3. We have checked that higher
power-law potentials V (X) = Xn behave in a qualita-
tively similar fashion.
We start by studying the dynamical modulus G in the
frequency domain. We show our results for the frequency
dependent Green’s function in fig.10.
First, note that our numerics reproduce the generic ex-
pansion at low frequencies of the form (8) so that one can
readily identify the shear viscosity and elasticity moduli.
Note that the main difference with respect to the previ-
ous fluid case is that now
µ = G(0) 6= 0 ,
signalling that the model now behaves as a solid in the
conventional sense (from the static response). It can be
appreciated in fig. 10 that this modulus drops quite
quickly to zero at high temperatures, corresponding to
a melting-like transition (see [17, 18]). In fact the whole
functional dependence of G′ and G′′ in the high T limit
resemble the one in the fluid limit, fig. 2.
Secondly, at large frequencies ω → ∞ the imaginary
and dissipative part of the complex moduli goes to zero
while the real and elastic part asymptotes a constant
value, G∞, again given by the energy density as in (28).
This immediately means that there are (at least) two no-
tions now of elastic modulus, and therefore of Maxwell
relaxation times:
τ
(∞)
M = η/G∞ and τ
(0)
M = η/µ . (38)
On general grounds, it is natural to expect that the rele-
vant one at high temperatures is τ
(∞)
M , as in Sect. III A,
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FIG. 10. Green’s function as a function of frequency for V =
X3 for various values of m/T . The shear modulus µ = G′(0)
appears to be non zero at finite m/T .
because in this limit material melts, meaning that µ must
vanish and the fluid behaviour must be recovered. Con-
versely, at low temperatures the a static elastic modulus
µ is expected to be sizeable. Then, the late time response
is encoded directly in the low frequency expansion of the
Green’s function (8), suggesting that the relevant relax-
ation time is should be given by τ
(0)
M (at low T ). In any
case, a glance at the left panel of fig. 10 reveals that in
our models at low temperatures µ and G∞ are compa-
rable in magnitude so there isn’t a big difference in the
two Maxwell times in this regime.
Next, we observe that the position of the dominant fi-
nite frequency peak in G′ is approximately given by the
real part of the leading gapped QNM, see fig.11. Like in
the fluid model, there are two ‘light’ QNMs: a pure imag-
inary one and an off-axis mode, and the at sufficiently low
T the imaginary mode is granted to have lowest imagi-
nary part because T = 0 the accumulation of poles in
the imaginary axis signals the formation of a branch cut.
In fact, one can estimate the temperature at which the
cross-over between the dominance of the gapped QNM
and the branch cut by comparing the imaginary parts of
the first propagating and damped QNMs, see right panel
of fig. 11.
It is relevant to compare the relaxation times de-
rived from the lowest of these QNM modes, τQNM =
− 1/Im (ω∗QNM), to the above Maxwell relaxation times
τ
(0)
M , τ
(∞)
M . As we can see in the right panel of fig. 11, both
τ
(0)
M and τ
(∞)
M go below the τQNM , towards low tempera-
FIG. 11. Top: QNMs in the complex plane for V = X3
and varying m/T . To ease visualization, we only show the
purely imaginary QNMs which is closest to the real axis.
Bottom: Relaxation associated to the lightest complex and
purely imaginary QNMs and relaxation times Maxwell re-
laxation times (38), as a function of m/T . At m/T & 4,
both Maxwell relaxation times become (remarkably simulta-
neously) smaller than the QNM relaxation time scale (that
is set by the QNMs). The dotted line in the Right panel
shows that the QNM relaxation time follows quite closely
s/(4piG0,∞) rather than η/G0,∞.
ture. In fact, they do so at a surprisingly coincident tem-
perature, roughly m/T ' 4. Since this crossover takes
place at smallerm/T as compared to the fluid case of Sec-
tion III A, the QNM responsible for this crossover is the
complex one in the V (X) model. At higher m/T , there is
a second crossover where the imaginary QNM becomes
longer lived than the complex one. However, the first
crossover at m/T ' 4 is also seen to correlate well with
the appearance of overshoot in the step-function external
source, as is especially clear in the right panel of fig. 12.
Another significant difference with respect to the fluid
case is that the temperature dependence of the relaxation
times from the QNMs τQNM or from the Maxwell for-
mulas (38) differ substantially: now both τ
(0,∞)
M decrease
much faster towards T = 0 than τQNM . It is natural to
associate this to the fact that the solid models that we
are considering now are known to violate [16, 32] the KSS
bound [28]. In these models η/s decreases ‘abnormally’
at low T (while s remains nonzero) so perhaps this is
the only reason why the Maxwell time does too. More
specifically, since viscosity and entropy density have the
same units, it is also possible to construct a relaxation
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time out of the ratio
τs =
s
4piG
with G denoting any of G∞ or G(0) and the 4pi factor
is introduced in order to match correctly the fluid limit
(high temperature). As shown in the right panel of fig. 11
the temperature behaviour of τs tracks quite well the
relaxation times from the lowest QNM. We leave a further
study of this for later investigation.
FIG. 12. Real time responses for the potential V = X3, for
a ramp source (top) and a logistic source (bottom). Just like
for the fluids the overshoot behaviour is found at m/T &
3.5, which coincides with Maxwell being smaller than QNM
relaxation time.
We display our results for the real time response in
fig. 12. Let us discuss first the ramp source. In this
case, at small m/T the system reacts like a viscous fluids
where the strain σ(t) ∼ ˙(t) = const.; nevertheless be-
fore reaching the constant value there is a time delay of
the system with a characteristic timescale τd. Once m/T
is increased, a finite shear modulus µ 6= 0 appears and
therefore the response continues to grow linearly at late
times. Notice that the slope of the late time response
indeed grows with m/T as the shear modulus does. The
dissipative response provides only a small deviation from
the linear growth which is visible in a transient regime. In
realistic materials once the strain becomes large, i.e. at
late time, non-linear effects become important. As a con-
sequence what usually happens is that the rigid bonds in
the material become weaker and the stress stops to grow
and it reaches the so-called Newtonian plateau which for
example we see at m/T = 0. Clearly these effects cannot
be captured by our analysis which is limited to the linear
response approximation. In some cases non-linear effects
produce overshooting [30]. It would be interesting to see
if this effect can be captured by a holographic calcula-
tion. We hope to come back to this interesting point in
the future.
We now turn to the step function. In that case at
m/T = 0 the response is purely viscous: it develops a
peak when the gradient of the strain is large (at the step
position) and then it dies off as expected since at late
time ˙(t) = 0. On the contrary, switching on m/T the
shear modulus is non-vanishing and so that the response
at late time asymptotes a constant proportional to the
shear modulus. Before reaching such a plateau a peak
appears in the response due to the competition between
the viscous and elastic response. The peak is sharper
and higher the stronger is the elastic response, which is
governed by the resonance in the QNMs spectrum. The
residue of such resonance controls the strength of the
peak and its imaginary value the exponential decay that
follows it towards the late time plateau. In fact, we have
checked that the approach to equilibrium is governed by
the first QNM, see fig 13. In the range of temperatures
we have considered, we obtain a good fit considering the
lightest QNM only.
m/T = 0.0419
m/T = 2.28
m/T = 3.55
m/T = 6.28
m/T = 10.3
2.5 3.0 3.5 4.0 4.5 5.0
t
-0.04
-0.02
0.02
0.04
0.06
0.08
σ(t)-σ(∞)
FIG. 13. Fit of the late time dynamics in the case of the
logistic response for the V = X3 model to the lowest QNMs.
The data points mark our numerical data, while the solid
lines correspond to the QNM fit. To ease visualization we
have subtracted the equilibrium value.
IV. CONCLUSIONS
We have studied the real time mechanical response of a
class of solid and fluid holographic massive gravity mod-
els. For simplicity we have restricted ourselves to the
shear sector and to consider the linear response approxi-
mation valid only for small external sources. Within this
framework we have obtained the complex moduli G(ω)
from the Green’s function of the stress tensor operator
Txy at finite frequency. Our results support the classifi-
cation of the models at hand into a solid and a fluid class
accordingly to the value of the shear modulus µ ≡ G(0).
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We have computed, within linear response, the real
time response of the systems under an applied external
time dependent strain. The results show interesting fea-
tures which are typically observed in viscoelastic materi-
als: stress overshoot and stress relaxation.
Our results have a number of implications:
1. They confirm that the holographic massive gravity
models [9, 10] as dual bulk descriptions of (strongly
coupled) viscoelastic materials, either viscoelastic
solids or fluids depending on the choice of potential.
2. Just like in the phenomenological Maxwell, model
these models possess a well defined elastic modulus
defined as G∞ = limω→∞G(ω) that is a key player
in the viscoelastic phenomena and which is nonzero
even fluids (which have G(0) = 0). Moreover, in
our models we find that this is basically given by
the energy density, see Eq. (28).
3. At finite temperature, the relaxation time is para-
metrically similar to the Maxwell relaxation time
τM = η/G∞, but in close inspection there are im-
portant differences between this and the actual re-
laxation time. At high temperatures τM is only a
factor ∼ 3 different (larger) and moreover it cap-
tures correctly the temperature dependence. How-
ever, at lower temperatures, the T behaviour starts
to differ and at small enough T , τM severely un-
derestimates τrel. In our models, this must hap-
pen because dynamics at T = 0 is controlled by an
infrared critical point, and the relaxation in time
must be power-law. It is tempting to speculate
whether a similar behaviour holds more generally
– that whenever the mechanical deformation of a
material is approaching a critical regime, then the
Maxwell relaxation time τM must necessarily un-
derestimate the actual relaxation time.
4. We find that the appearance of a stress overshoot
peak preceding relaxation correlates well with the
underestimation condition τM < τrel. As we have
argued, this should be granted to occur in materials
that are close to criticality. It would be interest-
ing to understand whether this can occur in non-
critical materials, via other mechanisms [22, 30, 33],
or whether they are two sides of the same reality.
One interesting and natural future direction is extend-
ing our computations to the non-linear regime. The lat-
ter could produce more realistic features at late time and
shed more light on the nature of the stress overshoot in
strongly coupled viscoelastic materials. One possibility is
to follow the methods used for the non-linear eletric con-
ductivity in [34, 35] or take inspiration from the models
for non-linear elasticity developed in [36, 37].
It is interesting to compare our power law relaxation
with the existing literature. A viscoelastic model that
predicts a power-law scaling via a fractional relaxation
process has been introduced in [38] and analyzed further
in [39]. There is some evidence that there are viscoelastic
materials, like polymeric media, biological tissues and
cells (see [40, 41] for some examples), where the power
law scaling is at work. See [42–44] for an incomplete list
of references that use AdS/CFT techniques to model
phenomena where power-law scaling is important.
As a final and promising direction we have to men-
tion the recent interest around the study of phonons and
glassy/viscoelastic features in the context of quantum
critical scale invariant systems. In particular two im-
portant questions arised: what is the behaviour of the
phonons at quantum criticality [45]? How do viscoelas-
tic properties affect the onset of high-Tc superconduc-
tivity [46]? Preliminary results suggest a strong corre-
lation between phonons at criticality, viscoelasticity and
glass-enhanced high-Tc superconductors. The methods
presented here seem useful to address some of these ques-
tions. We hope to revisit these issues in the future.
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Appendix A: The instantaneous elastic modulus and
the energy density
In this appendix we obtain the large frequency result
for the two point function of the stress tensor. Let us
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start with the generic equation for the shear mode:
hxy
(
−2m
2VX
f
− 2iω
uf
)
+h′xy
(
f ′
f
+
2iω
f
− 2
u
)
+h′′xy = 0
(A1)
and let us write down the blackening factor in the general
form in terms of the energy density  (setting the radius
of the horizon to uh = 1) :
f(u) = 1 −  u3 + ( − 1)un (A2)
which is always the case for the models we consider. The
specific value of n is actually not relevant for the following
derivation but importantly n 6= 3. If we for example
choose a potential of the type V (X,Z) = Xp1Zp2 then
we have n = 4p2 + 2p1.
Imposing regularity at the horizon, we find that the series
solution near u = 1 has the form
hxy = h
H − hH(1− u) +O(1/ω) (A3)
On the other hand, the general near boundary expansion
has the form
hxy = h
(0)(1+iωu+h(3)u3+ωh(4)u4+ω2h(5)u5+h(6)u6+. . .)
(A4)
where
h(4) = c0(h
(3)−Ah(0)), h(5) = c1(h(3)−Ah(0)) (A5)
where we have made the ω dependence explicit, and c0,
c1 some numerical ω-independent constants, and
A = −1
4
 (A6)
From (A3), we observe that an appropriate approximate
solution in the limit ω →∞ has the form
h = u+
i
ω
∆(u) (A7)
Here, we have set hH = 1 which is always valid by lin-
earity of the equation. In order for (A7) to hold approx-
imately everywhere, we choose
h(0) =
i
ω
, h(3) = Ah(0) (A8)
Note that there could be subleading contributions in
powers of u in (A4), however, these would be suppressed
since 0 < u < 1. We have verified numerically that in-
deed, for large ω our solutions have the form (A7). We
can read off the Green’s function from this approximate
solution, which yields,
G∞ = −3
2
A =
3
8
 (A9)
as promised.
We suspect this is a universal relation for holographic
systems which we plan to investigate in the nearest fu-
ture.
Appendix B: IR conformal dimension of the shear
operator
In this section we compute the conformal dimension of
the shear operator Txy at the IR fixed point or in other
words at the extremal near horizon geometry AdS2×R2.
As shown in the main text the UV conformal dimension
of the stress tensor does not get modified by the graviton
mass. The radial dependent graviton mass indeed can be
defined as:
m2g(u) ∼ m2 u2 VX (B1)
which indeed is always zero at the UV boundary u = 0.
As a consequence the conformal dimension of the stress
tensor is the canonical one, in this case
[
Txy
]
= 3.
At the zero temperature IR fixed point the situation is
different. Let us consider the extremal near-horizon ge-
ometry:
ds2 =
L2
u20
[
dx2 + dy2 − f
′′(u0)
2
(u− u0)2 dt2
+
2
f ′′(u0) (u− u0)2 du
2
]
(B2)
where u0 is the position of the extremal horizon and L
the radius of the AdS4 manifold. It is simple to realize
that the above geometry is an AdS2×R2 spacetime where
the radius of the AdS2 geometry reads:
L22 =
2L2
f ′′(u0)u20
(B3)
For the models we consider we find:
f ′′(u0) =
2m2 L2
u20
(X VX + 2Z VZ)
∣∣∣
u=u0
(B4)
Now we can solve the equation of motion close to the
horizon obtaining:
hxy = α (u− u0)p+ + β (u− u0)p− (B5)
where:
p± =
1
2
(
− 1 ±
√
4M2 + 1
)
(B6)
and:
M2 ≡ 4m
2 VX
f ′′(u0)
(B7)
Putting all the results together and assuming a potential
of the form V (X,Z) = XaZ(b−a)/2 we obtain7:
M2 =
2 a
b
(B8)
7 The consistency of the model (no instabilities, positive elastic
moduli, etc) imposes that the parameters satify a > 0, b > 3/2
[36, 37]
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The conformal dimension ∆ of the Txy operator is then
simply:
∆ = 1 + p+ =
1
2
+
1
2
√
8 a
b
+ 1 (B9)
In the case of the X dependent potential a = b we obtain
∆ = 2 which is in agreement with the result for the linear
potential presented in [32].
The just derived conformal dimension is governing two
different phenomena:
• The late time power-law relaxation of the stress
σ(t) which appears at T = 0. Hereby we sketch the
simple argument behind it. The Green function for
an operator with dimension ∆ does scale like:
G∆(ω) ∼ ω2∆− 1−D/z (B10)
where D is the number of spatial dimensions and z
the Lifshitz scaling parameter. In our case D = 2
and z is formally infinite because of the AdS2 fac-
tor in the near-horizon extremal geometry. In few
words the Green function of the stress tensor opera-
tor, which controls the linear stress-strain response,
scales like ∼ ω2∆−1 with the conformal dimension
obtained above in (B9). By dimensional analysis
we can then simply deduce that at late time the
stress will relax following the power law scaling:
σ(t) ∼ t−
√
1 + 8 ab (B11)
which is always faster than the linear scaling t−1
which appears at zero graviton mass VX = 0 or
equivalently a = 0. Notice that this implies:
σ(t) ∼ t−1 for V (X,Z) = Zq (B12)
σ(t) ∼ t−3 for V (X,Z) = XN (B13)
at zero temperature.
• The power-law fall-off of the η/s ratio at zero tem-
perature:
η
s
∼ T 2 p+ = T−1 +
√
8 a
b + 1 . (B14)
Notice that indeed for VX = 0 (a = 0) this gives
that the η/s ratio is constant in temperature as it
must be. Notice also that (B14) extends the re-
sults of [32], which found that η/s approaches 0 no
faster than T 2. Indeed, a power larger than 2 can
be obtained for a > b, which is compatible with
consistency of the model [36, 37]. Hence, the fall-
off of the viscosity/entropy ratio can be arbitrarily
fast without appealing to hyperscaling violation or
Lifshitz scaling as in [47].
Appendix C: Details about the numerical methods
In this appendix we provide more details about the nu-
merical techniques used in the manuscript and the deriva-
tion of the main results.
The Green function
The stress tensor correlator 〈TxyTxy〉 is extracted by
considering the bulk equation for the shear perturbation
hxy
(
−2m
2VX
f
− 2iω
uf
)
+h′xy
(
f ′
f
+
2iω
f
− 2
u
)
+h′′xy = 0
(C1)
written in EF coordinates. The UV asymptotic be-
haviour of the hxy field close to the boundary u = 0
reads:
hxy = hxy (l)(ω) (1 + . . . ) + hxy (s)(ω)u
3 (1 + . . . ) (C2)
and finally the Green function can be read using the stan-
dard holographic dictionary as:
G(R)TxyTxy (ω) =
2 ∆− d
2
hxy (s)(ω)
hxy (l)(ω)
=
3
2
hxy (s)(ω)
hxy (l)(ω)
(C3)
In order to derive this function numerically we use a dou-
ble shooting matching procedure described in the follow-
ing steps8
1. We fix a specific form of the potential V (X,Z) in
eq.(C1).
2. We solve perturbatively equation (C1) close to the
horizon uh = 1 using an ansatz:
hIRxy (u) = h0 +
N∑
n=1
hn (1− u)n (C4)
where we impose regularity and we fix N = 5 to
have enough accuracy. The free parameters of the
IR expansion are {h0, ω,m2}.
3. We construct numerically the solution to equation
(C1) by shooting from the IR with the boundary
conditions obtained in the previous point to an in-
termediate radial position 0 < um < 1 (we con-
cretely choose um = 1/2).
4. We repeat exactly the same procedure from
the UV. In this case the free parameters are
{hxy(l), hxy(s), ω,m2}.
5. For a generic choice of parameters the two solutions
will be not continuous at the intermediate point
um = 1/2 as shown in fig.14.
6. The first step to continue is noticing that one be-
tween h0 and hxy(l) is redundant and it can be set
to 1 by rescaling the bulk field hxy(u). After doing
that, we have simply to impose the continuity of
the function hxy(u) and its first derivative at the
intermediate position um = 1/2. This can be eas-
ily done with a FindRoot routine in Mathematica.
These two requirement will fix for us hxy(l), hxy(s)
and therefore our Green’s function in terms of ω
and m2.
8 For more details about this method see the lectures notes in [48].
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FIG. 14. The IR and UV solution for a random choice of
initial shooting parameters.
Quasinormal modes
The QNMs of the system correspond to the poles of
the Green’s function. From (C3), we see that this cor-
responds to setting hxy (l)(ω) = 0. Imposing ingoing
boundary condition at the horizon, (C1) turns into an
eigenvalue problem for the frequency ω which is satisfied
by a discrete number of complex values for a given set of
external parameters. We solve this by discretizing (C1)
on a Chebyshev grid and solving the resulting linear alge-
bra problem numerically. If one wishes, this problem can
also be solved by shooting as explained in the previous
section.
Late time relaxation and fits
As it is well-known, the lowest QNMs govern the ap-
proach to equilibrium of black holes. In the main text,
we have checked that this is the case by employing the
late time expansion
σ(t)− σ(t =∞) = Re
NQNM∑
i=1
e−iωitai
 (C5)
where NQNM is the number of lowest QNMs included
in the fit, with frequencies ωi, the values of which we
have extracted as explained in the previous section. The
quantity σ(t = ∞) is the constant late time value of σ.
The complex coefficients ai are obtained by computing
the best fit to the numerical value of the left hand side
of (C5). We have checked the robustness of our results
against changing the length of the time interval in which
the fits are performed. In this simple setting, over-fitting
is signalled by large values of some of the coefficients ai.
We avoid this by keeping a value of NQNM not higher
than 3.
[1] R. Edgeworth, B. J. Dalton, and T. Parnell, European
Journal of Physics 5, 198 (1984).
[2] R. Lakes, Viscoelastic Solids, Mechanical and Aerospace
Engineering Series (Taylor & Francis, 1998).
[3] R. Christensen, Theory of Viscoelasticity, Civil, Mechan-
ical and Other Engineering Series (Dover Publications,
2003).
[4] D. Gutierrez-Lemini, Engineering Viscoelasticity,
SpringerLink : Bu¨cher (Springer US, 2013).
[5] G. Policastro, D. T. Son, and A. O. Starinets, JHEP 09,
043 (2002), arXiv:hep-th/0205052 [hep-th].
[6] D. T. Son and A. O. Starinets, Ann. Rev. Nucl. Part. Sci.
57, 95 (2007), arXiv:0704.0240 [hep-th].
[7] R. Baier, P. Romatschke, D. T. Son, A. O. Starinets, and
M. A. Stephanov, JHEP 04, 100 (2008), arXiv:0712.2451
[hep-th].
[8] S. A. Hartnoll, A. Lucas, and S. Sachdev, (2016),
arXiv:1612.07324 [hep-th].
[9] M. Baggioli and O. Pujolas, Phys. Rev. Lett. 114, 251602
(2015), arXiv:1411.1003 [hep-th].
[10] L. Alberte, M. Baggioli, A. Khmelnitsky, and O. Pujolas,
JHEP 02, 114 (2016), arXiv:1510.09089 [hep-th].
[11] A. Amoretti, D. Area´n, B. Goute´raux, and D. Musso,
(2017), arXiv:1711.06610 [hep-th].
[12] M. Baggioli and A. Buchel, (2018), arXiv:1805.06756
[hep-th].
[13] T. Andrade, M. Baggioli, A. Krikun, and N. Poovuttikul,
JHEP 02, 085 (2018), arXiv:1708.08306 [hep-th].
[14] W.-J. Li and J.-P. Wu, (2018), arXiv:1808.03142 [hep-
th].
[15] S. Grozdanov and N. Poovuttikul, (2018),
arXiv:1801.03199 [hep-th].
[16] L. Alberte, M. Baggioli, and O. Pujolas, JHEP 07, 074
(2016), arXiv:1601.03384 [hep-th].
[17] L. Alberte, M. Ammon, M. Baggioli, A. Jime´nez, and
O. Pujola`s, JHEP 01, 129 (2018), arXiv:1708.08477 [hep-
th].
[18] L. Alberte, M. Ammon, M. Baggioli, A. Jime´nez-Alba,
and O. Pujola`s, (2017), arXiv:1711.03100 [hep-th].
[19] H. Wyss, R. Larsen, and D. Weitz, G.I.T. Laboratory
Journal 3, 68 (2007).
[20] F. H. MacDougall, The Journal of Physi-
cal and Colloid Chemistry 51, 1032 (1947),
https://doi.org/10.1021/j150454a025.
[21] M. L. Falk and J. S. Langer, Annu. Rev. Condens. Matter
Phys. 2, 353 (2011).
[22] T. Divoux, C. Barentin, and S. Manneville, Soft Matter
7, 9335 (2011).
[23] T. Andrade and B. Withers, JHEP 05, 101 (2014),
arXiv:1311.5157 [hep-th].
[24] M. Baggioli and M. Goykhman, JHEP 07, 035 (2015),
arXiv:1504.05561 [hep-th].
[25] M. Baggioli and D. K. Brattan, Class. Quant. Grav. 34,
015008 (2017), arXiv:1504.07635 [hep-th].
[26] M. Baggioli and M. Goykhman, JHEP 01, 011 (2016),
arXiv:1510.06363 [hep-th].
16
[27] M. Baggioli and K. Trachenko, (2018), arXiv:1807.10530
[hep-th].
[28] P. Kovtun, D. T. Son, and A. O. Starinets, Phys. Rev.
Lett. 94, 111601 (2005), arXiv:hep-th/0405231 [hep-th].
[29] T. Faulkner, H. Liu, J. McGreevy, and D. Vegh, Phys.
Rev. D83, 125002 (2011), arXiv:0907.2694 [hep-th].
[30] A. Zaccone, P. Schall, and E. M. Terentjev, Phys. Rev.
B 90, 140203 (2014).
[31] M. Baggioli and K. Trachenko, (2018), arXiv:1808.05391
[hep-th].
[32] S. A. Hartnoll, D. M. Ramirez, and J. E. Santos, JHEP
03, 170 (2016), arXiv:1601.02757 [hep-th].
[33] M. Laurati, P. Maßhoff, K. J. Mutch, S. U. Egelhaaf,
and A. Zaccone, Phys. Rev. Lett. 118, 018002 (2017).
[34] B. Withers, JHEP 10, 008 (2016), arXiv:1606.03457 [hep-
th].
[35] M. Baggioli and O. Pujolas, JHEP 12, 107 (2016),
arXiv:1604.08915 [hep-th].
[36] L. Alberte, M. Baggioli, V. C. Castillo, and O. Pujolas,
(2018), arXiv:1807.07474 [hep-th].
[37] M. Baggioli, V. C. Castillo, and O. Pujolas, (to appear
hopefully soon), to appear hopefully soon.
[38] R. H. Pritchard and E. M. Terentjev, Journal of Rheology
61, 187 (2017).
[39] R. Milkus and A. Zaccone, Phys. Rev. E 95, 023001
(2017).
[40] R. Metzler and T. F. Nonnenmacher, International Jour-
nal of Plasticity 19, 941 (2003).
[41] J. J. Shen, C. G. Li, H. T. Wu, and M. Kalantari, Korea-
Australia Rheology Journal 25, 87 (2013).
[42] G. La Nave and P. Phillips, (2017), arXiv:1702.00038
[hep-th].
[43] K. Limtragool, C. Setty, Z. Leong, and P. W. Phillips,
Phys. Rev. B94, 235121 (2016), arXiv:1608.06637 [cond-
mat.str-el].
[44] L. Vlahos, H. Isliker, Y. Kominis, and K. Hizanidis,
arXiv preprint arXiv:0805.0419 (2008).
[45] Y. Ishii, Y. Ouchi, S. Kawaguchi, H. Ishibashi, Y. Kub-
ota, and S. Mori, arXiv preprint arXiv:1901.09502
(2019).
[46] C. Setty, arXiv e-prints , arXiv:1902.00516 (2019),
arXiv:1902.00516 [cond-mat.supr-con].
[47] Y. Ling, Z. Xian, and Z. Zhou, Chin. Phys. C41, 023104
(2017), arXiv:1610.08823 [hep-th].
[48] M. Baggioli, A Practical Mini-Course on Applied Holography,
Ph.D. thesis, Madrid, IFT (2019), arXiv:1908.02667
[hep-th].
