A diverse array of organisms from bacteria to humans may have evolved the ability to tell time in the presence or absence of external environmental cues. In the lowly bread mould, Neurospora crassa, biomolecular reactions involving the white-collar-1 (wc-1), white-collar-2 (wc-2), and frequency (frq) genes and their products constitute building blocks of a biological clock. Here we use genetic network models to explain quantitatively, from a systems perspective, how these building blocks interact, and how a complex trait like clock oscillation emerges from these interactions. We use a recently developed method of genetic network identification to find an ensemble of oscillating network models quantitatively consistent with available RNA and protein profiling data on the N. crassa clock. Predicted key features of the N. crassa clock system are a dynamically frustrated closed feedback loop, cooperativity in frq gene activation, and/or WC-1/WC-2 protein complex deactivation and substantial posttranscriptional enhancement of wc-1 RNA lifetime. Measuring the wc-1 mRNA lifetime provides a critical test of the genetic networks. (1) and are at the heart of a new systems approach to biology (2). The biological clock (3) provides a prototypical and biologically ubiquitous example of how a complex trait can emerge from the interaction of even a small number of gene regulatory elements. In an experimentally well studied example, the filamentous fungus, Neurospora crassa, and the biomolecular reactions involving the white-collar-1, white-collar-2, and frequency genes and their products constitute building blocks of a biological clock (4). A central open question of systems biology is whether these building blocks are necessary and sufficient to define a circuit or genetic network that oscillates, and how, in quantitative detail, such oscillations emerge from the interactions among these building blocks. Here we use a recently developed method of genetic network identification (5) to find an ensemble of oscillating network models, constituted from wc-1, wc-2, and frq and their products, which is quantitatively consistent with available RNA and protein profiling data on the N. crassa biological clock. The use of genetic networks to integrate diverse experimental information and to predict the behavior of a complex trait, such as the biological clock, provides a new paradigm for quantitative genetics at the molecular level (6).
A diverse array of organisms from bacteria to humans may have evolved the ability to tell time in the presence or absence of external environmental cues. In the lowly bread mould, Neurospora crassa, biomolecular reactions involving the white-collar-1 (wc-1), white-collar-2 (wc-2), and frequency (frq) genes and their products constitute building blocks of a biological clock. Here we use genetic network models to explain quantitatively, from a systems perspective, how these building blocks interact, and how a complex trait like clock oscillation emerges from these interactions. We use a recently developed method of genetic network identification to find an ensemble of oscillating network models quantitatively consistent with available RNA and protein profiling data on the N. crassa clock. Predicted key features of the N. crassa clock system are a dynamically frustrated closed feedback loop, cooperativity in frq gene activation, and/or WC-1/WC-2 protein complex deactivation and substantial posttranscriptional enhancement of wc-1 RNA lifetime. Measuring the wc-1 mRNA lifetime provides a critical test of the genetic networks.
biological networks ͉ circadian rhythms ͉ light entrainment ͉ ensemble method ͉ maximum likelihood estimator B iomolecules arranged in a chemical reaction network provide a comprehensive view of how living systems function (1) and are at the heart of a new systems approach to biology (2) . The biological clock (3) provides a prototypical and biologically ubiquitous example of how a complex trait can emerge from the interaction of even a small number of gene regulatory elements. In an experimentally well studied example, the filamentous fungus, Neurospora crassa, and the biomolecular reactions involving the white-collar-1, white-collar-2, and frequency genes and their products constitute building blocks of a biological clock (4) . A central open question of systems biology is whether these building blocks are necessary and sufficient to define a circuit or genetic network that oscillates, and how, in quantitative detail, such oscillations emerge from the interactions among these building blocks. Here we use a recently developed method of genetic network identification (5) to find an ensemble of oscillating network models, constituted from wc-1, wc-2, and frq and their products, which is quantitatively consistent with available RNA and protein profiling data on the N. crassa biological clock. The use of genetic networks to integrate diverse experimental information and to predict the behavior of a complex trait, such as the biological clock, provides a new paradigm for quantitative genetics at the molecular level (6) .
Key features of the genetic network that permit oscillations are: (i) the presence of functional wc-1, wc-2, and frq genes, generating protein products WC-1, WC-2, and FRQ, and the white collar complex (WCC) formed by WC-1 and WC-2; (ii) a closed-feedback loop of the biomolecular reactions in the genetic network, with WCC activating the frq gene 3 the activated frq gene producing frq mRNA 3 frq mRNA producing FRQ protein and 3 FRQ protein deactivating WCC; (iii) dynamical frustration arising in the feedback loop because of WCC's stimulation of the production of FRQ, whereas FRQ induces the deactivation of WCC; and (iv) a minimal level of cooperativity in the activity of WCC in activating the frq gene and/or in the activity of the frequency protein FRQ in deactivating WCC. The observed positive feedback of the FRQ protein on WC-1 synthesis (4) is predicted not to be a topologically essential element for oscillations to occur in the network. Rather, the prediction is that FRQ acts to increase the lifetime of wc-1 mRNA by an as-yetunexplained mechanism, thereby enhancing wc-1 translational efficiency to a level required for sustained oscillations.
A genetic network for the biological clock in the dark, consisting of 25 reactions and 16 participating biomolecular species, is shown in Fig. 1 . The experimental basis for each reaction in the network will now be described. There is strong evidence that the proteins WC-1 and WC-2 form a complex (WCC), which acts as a transcription factor for the frq and clock-controlled genes ccg (7, 8) . In turn, the oscillator protein FRQ provides negative feedback by the phosphorylationdependent inactivation of the transcription factor WCC (9) and positive feedback through the posttranscriptional control of WC-1 synthesis (4). The band (bd) gene is hypothesized to be one of these ccg genes in the circuit (7, 10) .
The dynamical behavior of this network is then described in terms of kinetic rate equations (11) , with assumed standard mass action kinetics forming a system of coupled ordinary differential equations (ODEs). A unique solution of these coupled ODEs that can be directly compared with experimental timedependent profiling data requires as input a knowledge of the initial (starting) concentrations of all molecular species and of the rate coefficients of all reactions (such as those given in Table  1 , from an ensemble fit to the experimental data), which describe gene activation, transcription, protein synthesis, complex formation, and mRNA and protein decay. Some of these reactions (i.e., A, A , C 1 , P, and A c ) involve the participation of the clock proteins FRQ and WCC. As uncovered by a mathematical analysis of this rate equation model [see supporting information (SI) Text], the genetic network in Fig. 1 can display a diversity of dynamical behaviors, including regular circadian oscillations and damped oscillatory transients to a stable stationary state.
have been proposed to explain biological rhythms (12) , there needs to be a tighter linkage between theory and experiment, as noted by Winfree (13) . This is beginning to happen for the Mus and Arabidopsis clocks (14, 15) . In Fig. 2 , we present detailed experimental support for the model in Fig. 1 .
The model ensemble makes a number of predictions consistent with experimental observations. The WC-1 protein is predicted to lag the FRQ protein with close to an 8-h phase difference in Fig. 2C , consistent with the experimentally observed 8-h phase difference (4). The FRQ protein and frq RNA are predicted to oscillate with a 4-to 6-h phase difference in Fig. 2 B and C, as observed (10) . The derepression of FRQ takes 14-19 h of the circadian cycle, as observed in Fig. 2C (16) . The range of log [wc-1 r1 ] oscillations implies a Ͻ2-fold induction of the wc-1 r1 mRNA (compared with Ͼ12-fold induction of frq RNA) during the cycle in the model in Fig. 2B ; indeed, only limited oscillations in wc-1 RNA are observed, if any (4). The level of WC-2 (presumptively in the nucleus) is predicted to be in great excess of other proteins, as observed (17) . Finally, the rate of translational synthesis of FRQ (L 3 in Fig. 1 ) is relatively rapid (with translation coefficients on the order of L 3 ϳ 6/h, in Table 1 ) compared with the posttranslational degradation of WCC mediated by FRQ in decay reaction P (with a cyclemaximum decay coefficient on the order of Pϫ [FRQ] m ϳ 1.2/h) (17) . The model also trivially concurs with experiments, in that knocking out the wc-1, wc-2, or frq genes is predicted to eliminate oscillations, as observed (7). Our estimated value of ͗D 6 ͘ Ϫ1 Ϸ 4 h is consistent with the FRQ protein lifetime of Ϸ4-7 h, obtained directly from the FRQ-decay data of Liu et al. (18) , independent of our model ensemble. Models and data, together with plots of all species on varied scales (including linear) of parameter estimates vs. sweep number and of one parameter against another (including correlations), can be found at http:// gene2.csp.uga.edu.
Minimal Requirements for a Ticking Clock. Having identified a circuit in Fig. 1 that is simple and explains observations on the biological clock in the absence of external environmental stimuli, it is natural to ask what features of the clock are essential for oscillations. A key feature to obtain oscillations in the genetic network has been the introduction of cooperative kinetics in the activation of frq (A) and/or the deactivation of WCC (P), with cooperativity exponents or Hill coefficients n and m, respectively, as defined in Fig. 1 . From the mathematical analysis described in SI Text for a slightly simplified version of the model, with WC-2 set to a time-independent constant, it can be seen that some minimal amount of cooperativity, namely n m Ͼ 4, is required for the model to exhibit undamped oscillations regardless of initial conditions. There is some evidence that FRQ acts as a dimer (19) , which would suggest m ϭ 2. Four model ensembles were identified with varying Hill coefficients, with n ϭ m and n ϭ 4, 3, 2, or 1 (11) . From Fig. 3A , it can be seen that the ensemble without cooperativity (n ϭ m ϭ 1) has 2 values substantially larger than those of the three ensembles with cooperativity. The 2 values of the remaining three model ensembles, with cooperativity, significantly overlap, and the best fits are achieved with Hill coefficients of n ϭ m ϭ 3, substantially less than postulated in some previous models (20) and in correspondence with the most robust version of a simplified stochastic model with the same Hill coefficient n ϭ 3 (21) . On the basis of the limited-duration data available, we cannot at present discriminate between truly oscillatory (undamped) models and weakly damped oscillatory models, such as the n ϭ m ϭ 2 model shown in Fig. 3A .
The exact mechanism by which the FRQ protein deactivates WCC complex is beginning to be understood (9) . Smolen et al. (22) propose that the FRQ protein simply sequesters WCC complex in contrast to the model in Fig. 1 , in which FRQ degrades WC-1 in the P reaction. Is it necessary that the P reaction be a degradation reaction? To answer this question, the ensemble method was used to reconstruct the likelihood functions under four distinct hypotheses about WCC deactivation with four slight modifications in the P reaction, defined in ( 2 ) values, and they do not differ significantly with regard to fit to available profiling data on the N. crassa clock. The FRQ positive feedback in reaction C 1 is evidently not an essential element of the network topology for the biological clock to function, as concluded elsewhere (22, 26) .
So, why is there posttranscriptional control of WC-1 by FRQ (22, 26, 27) ? A possible answer is suggested by the predicted lifetime of the translationally active wc-1 r1 mRNA, ͗D 7 ͘ Ϫ1 Ϸ 14 h (from Table 1 ), which is comparable to a full (Ϸ24-h) oscillation period and Ϸ2 times longer than the predicted lifetime of the inactive wc-1 r0 species, ͗D 1 ͘ Ϫ1 Ϸ 7 h. We thus hypothesize that the primary function of the C 1 reaction is not to control WC-1 production but simply to enable it by conferring sufficient longevity to the wc-1 mRNA. Without this mRNA stabilization, the clock system would be relegated to a nonoscillatory region of its parameter space, i.e., the wc-1 mRNA would decay too fast for the clock to tick. One might ask how a fit to the data can be achieved without the positive feedback by FRQ on wc-1 mRNA, as shown by the light-blue curve in Fig. 3A . The answer is that, in our circuit without posttranscriptional regulation of wc-1 mRNA, the modified C 1 reaction (without FRQ participation) still serves to lengthen the lifetime of the wc-1 mRNA, i.e., ͗D 7 ͘, is still substantially reduced relative to ͗D 1 ͘. The problem is that, without FRQ participation, we are lacking a biochemical explanation for the lifetime increase.
The fact that, compared with its FRQ regulator (Fig. 2C) , wc-1 r1 has a much weaker oscillation amplitude (Fig. 2B) is then an immediate consequence of FRQ-induced mRNA stabilization. For long wc-1 r1 lifetimes, comparable to the oscillation period, [wc-1 r1 ] tends to time average over the oscillations in its FRQ-controlled production rate. If the wc-1 r1 mRNA lifetime were much shorter than the oscillation period, it would be difficult to reconcile the two experimental observations that, on the one hand, FRQ is a critical translational activator, yet, on the other hand, the resulting activation, as measured by [wc-1 r ], oscillates much more weakly than the activator itself. We caution, however, that our simulations and the underlying data strongly support only a very long wc-1 r1 mRNA lifetime; the evidence for a much shorter wc-1 r0 mRNA lifetime is far weaker, because the D 1 rate coefficient is only very poorly constrained by the data. The existence of the FRQ-induced mRNA stabilization and its detailed biochemical mechanism thus needs to be explored further experimentally.
A central feature of the genetic network representing the biological clock in Fig. 1 is its closed dynamically frustrated feedback loop (28) , where WCC activates the frq gene, and where its FRQ protein turns around to deactivate WCC. Visualization of the model ensemble provides insights into how clock oscillations emerge in the genetic network in a way consistent with the data in Fig. 2 . Key parameters of this feedback loop in Fig. 1 are the rate of activation (A) of frq by WCC, the rate of spontaneous frq deactivation (A ), and the rate of deactivation of WCC by FRQ (P). In the mathematical stability analysis given in SI Text, a function R has been identified that partitions the 47-dimensional parameter space into one domain, where only undamped oscillations occur (red), and another where damped oscillations are possible (blue), as shown in SI Fig. 6 .
In SI Fig. 6 , the n ϭ m ϭ 4 model ensemble is projected into the (AЈ, PЈ, A Ј) volume, where the rate constants (A, P, A ) have been rescaled to be dimensionless quantities. As can be seen, these rescaled ensemble rates represent a cylinder (red) containing Ϸ57% of the ensemble that satisfy the Routh-Hurwitz criterion for instability (R Ͼ 0 at all fixed points; see stability analysis in SI Text), which is necessary and sufficient for the model to exhibit sustained oscillations. The remaining 43% of the ensemble (blue), which are scattered, do not have sustained oscillations. If this subset of damped oscillators (blue) is trimmed from the ensemble, the remaining models (red) form a tight cylindrical droplet of rescaled model parameters. Similar plots in which the z axis A Ј is replaced with the other rescaled rate coefficients that control transcription and translation of frq in the closed feedback loop (S 4 , L 3 ) are not as constrained and can take a broader spectrum of values on the vertical axis (plots not shown). The values of the rescaled rates (AЈ, PЈ, A Ј) of activation and inactivation of frq and decay of WCC are thus key quantitative elements for sustained oscillations. The plot in SI Fig. 6 emphasizes that the data in Fig. 2 are consistent with a genetic network with sustained oscillations (in red) but do not eliminate some genetic networks with damped oscillations (in blue).
Robustness of the Biological Clock. Perturbation of the ensemble shown in SI Fig. 6 also allows examination of the robustness of the biological clock (21, 26) . One of the key predictions of the model ensemble is that the lifetime (1/D 7 ) of the translationally active wc-1 mRNA is long (Ϸ14 h). To examine robustness of the model, we varied this key parameter for each ensemble member from its estimated value of Ϸ14 h (͗D 7 ͘ ϭ 0.07/h, in Table 1) down to 1.0 h (or D 7 ϭ 1.0/h), keeping all other rate coefficients fixed at their ensemble-generated values. As indicated in Table  2 by the percentage of stable oscillators in the so-perturbed ensemble, the cyclical dynamics is robust against an Ϸ15-fold decrease of lifetime, but then the ensemble becomes arrhythmic at a lifetime of Ϸ1. (Table 2) , then the proposed genetic networks that are consistent with the published data would be incorrect. The lifetime of the wc-1 mRNA was measured by introducing a quinic acid (QA) inducible copy of the wc-1 gene qa-2:wc-1 (26) into the his-3 locus of a strain, which is descended from a wc-1 mutation (Fungal Genetics Stock Center 3914), as a critical test of the models proposed ( Table 1 ). The strain was shifted from QA (0.0192% or 0.3%) to glucose (2%) or galactose (2%) at the light/dark (L/D) transition to turn off production of wc-1 mRNA, and wc-1 mRNA levels were measured relative to those of rRNA by real-time PCR (see SI Fig. 7) . As a control to verify the function of the switch, wc-1 mRNA levels were measured under induced and noninduced conditions (see SI Fig. 7 Inset). Two glucose transporters were found to be light-responsive (unpublished results), and galactose uses a different transporter system (29). As the lifetime of the translationally active wc-1  messenger RNA, wc-1, decreases (or equivalently, its decay 6 (for the n ϭ m ϭ 4 model in Fig. 1 with WC-2 constant) perturbed by the decay rate coefficient D 7 for each ensemble member being varied from 0.07 (approximately the mean estimate in Table 1 ) to 3.00, while keeping all other rate coefficients fixed at ensemble-generated values. This percentage monotonically decreases as the lifetime of the translationally active wc-1 mRNA decreases (or equivalently, as its decay rate coefficient D 7 increases).
Therefore, a switch to an alternate carbon source (galactose) was tried as well, eliminating the precipitous drop in wc-1 mRNA shortly after the L/D transition. The estimated lifetime of wc-1 mRNA behaves as predicted and has a long measured lifetime (128 h or D 7 ϭ 0.0072 Ϯ 0.0078), consistent with the prediction of the genetic networks (͗D 7 ͘ ϭ 0.07 Ϯ 0.02, in Table 1) ; moreover, the model ensemble ( Table 1 ) was able to predict the drop in levels of wc-1 mRNA over time as shown in SI Fig. 7 . As we shall see below, by introducing a light response into the model the ensemble prediction (͗D 7 ͘ ϭ 0.019 Ϯ 0.003) comes even closer to the experimental value.
Testing the Biological Clock Model by Its Light Entrainment Response.
As a final test of the genetic network in Fig. 1 and to reduce the variation in the parameters (Table 1) by the addition of an additional 205 new data points on the CCG species, the biological clock was entrained with a varying artificial day [12-, 18-, and 36-h period (23)]. The model was modified to allow a light response by introducing one new species, the photon, that assists in the formation of WCC complex. The C 2 reaction (Fig. 1) is complemented by C 3 : WC-1 ϩ WC-2 ϩ photon 3 WCC. Froehlich et al. (8) have shown that FAD is a cofactor to WC-1 light sensitivity in vitro. This simple extension of the model correctly predicts the light entrainment response in Fig. 4 , because the artificial day is varied from 12 to 36 h and produced a more precise prediction of the wc-1 mRNA lifetime ϭ (1/D 7 ) (͗D 7 ͘ ϭ 0.019 Ϯ 0.003), which is closer to the measured value of 0.0072 Ϯ 0.0078. Inclusion of the lightentrainment data reduces the ensemble standard errors (Table 1) for a majority of the rate constants.
Concluding Remarks. The usual modus operandi for quantitative genetics is to narrow progressively the search for quantitative trait loci (QTLs) to explain a complex trait in terms of a position on a chromosome (30) . The ultimate expression of this approach is the Human HapMap (31) . Once the QTLs are in hand from the use of the HapMap, the end goal is the discovery of what the QTLs do. Here we have introduced a different but complementary paradigm for explaining a complex trait. A genetic network is introduced as a precise hypothesis to explain how genes and their products control the biological clock (as in Fig. 2 ). The resulting genetic network provides quantitative and testable predictions about how biomolecules interact to determine such a complex trait. 
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It is reasonable to assume (but not fundamental to our ensemble method!) that the probability distribution P(Y) of the data are representable as a multivariate Gaussian 
with a weight W( θ ): = P(Y;F( θ ), Σ ) and normalization factor Ω ∑ (measured in the model units stated above).
To generate a random sample of θ -points distributed according to Q( θ ), we use a standard Metropolis algorithm (7): starting from some initial ) (ini θ , we generate a Markovian random walk (7) through θ -space. For each step of this walk, we propose a random change to either one randomly selected θ -component ("local update") or simultaneously to all θ -components ("global update"). The so-proposed θ′ is then probabilistically either accepted (i.e., the walk moves from θ to the new θ′ ) or rejected (i.e., the walk remains at the old θ ). The probability for acceptance (7) of proposed new θ′ -points is designed such that the terminal distribution of θ -points visited by the random walk after a large number of such updating steps ("equilibration"), is the desired ensemble distribution Q( θ ) (7) . Only the weight function W( θ ), but not the normalization factor Ω, needs to be evaluated in each such a Metropolis updating step, because only ratios of probabilities, Q( θ′ )/Q( θ ) = W( θ′ )/W( θ ) enter into the calculation In SI Fig. 5 , the progress of such a MC random walk toward its "equilibrium state" is shown. This "equilibrium" is reached when the probability for a given parameter set to be visited equals the likelihood, Q, and, consequently, when the walk mainly explores regions of near-maximal Q-values or, equivalently, near-minimal values of χ 2 . The "model ensemble" is then the collection of models " θ " which are visited after the random walk has settled into its equilibrium state. Results of this walk to an equilibrium state from different random number seeds are reported in (11).
In conventional maximum-likelihood methods one seeks to identify a unique model Furthermore, the presently most poorly constrained properties are those whose future measurement will provide the most stringent additional constraints. Hence the ensemble can systematically guide the design of maximally informative "new" experiments, based on the available "old" data.
Results and Discussion
Here, e.g., . We can show that the model has at most three FPs. By linearizing the rate equations near the FP, we can find out whether or not the FP is stable (i.e., for slight departures the system returns to the FP) (13, 14) . If all FPs of the model are unstable, then a variety of nontrivial dynamical behaviors are possible, including oscillations. So, a necessary and sufficient condition for the model to exhibit only sustained oscillations, regardless of initial conditions, is that all its FPs be unstable (13) . Stability or instability of a FP is governed by the "stability matrix" J, the Jacobian of ) (y Γ with matrix elements If the n m > 4 cooperativity condition is satisfied there will exist regions in the model's rate coefficient parameter space where the system can sustain undamped oscillations; if the cooperativity condition is violated, no sustained oscillation will be found anywhere in the model's parameter space.
