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Abstract. We present a study of time-independent solutions of the two-dimensional
discrete Allen-Cahn equation with cubic and quintic nonlinearity. Three different
types of lattices are considered, i.e., square, honeycomb, and triangular lattices. The
equation admits uniform and localised states. We can obtain localised solutions by
combining two different states of uniform solutions, which can develop a snaking
structure in the bifurcation diagrams. We find that the complexity and width of
the snaking diagrams depend on the number of “patch interfaces” admitted by the
lattice systems. We introduce an active-cell approximation to analyse the saddle-node
bifurcation and stabilities of the corresponding solutions along the snaking curves.
Numerical simulations show that the active-cell approximation gives good agreement
for all of the lattice types when the coupling is weak. We also consider planar fronts
that support our hypothesis on the relation between the complexity of a bifurcation
diagram and the number of interface of its corresponding solutions.
1. Introduction
In recent years, a great deal of interest has been focussed on the study of homoclinic
snaking [1] appearing in pattern formations in nonlinear systems, such as those in
the Swift-Hohenberg equations [2, 3, 4], cellular buckling [5], neuronal model [6, 7],
and optical systems [8, 9, 10, 11], leading to a rather complete understanding of their
properties and mechanism of formation in the lower dimension. Homoclinic snaking has
also been observed in different experiments, e.g., in magnetic fluids [12], liquid crystals
[13, 14], shell bucklings [15], optical cavities [16], and semiconductor optical systems
[17]. Generally, localised solutions can be present due to the existence of bistability
regimes between two states, i.e., they can both be homogeneous or patterned states, or
even a mix of the two. We can obtain a localised state when we combine them back to
back, which are connected by fronts [18].
Higher dimensional snaking has been studied as well [19, 20, 21]. Using the planar
Swift-Hohenberg equation, several numerical observations show exotic solutions, such as
stripes or fronts, localised spots and hexagon patches [19, 22, 23, 24, 25] and localised
radial solutions [26, 27]. Localised square patterns have also been observed in the
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same equation with an additional nonlinear gradient term [28]. Planar neuronal models
also exhibit similar exotic solutions [29]. Patchwork quilt state, i.e., regular triangles,
[30] is foreseen in bistable systems with the symmetry u → −u. Snaking involving
various superpatterns [31, 32] is also anticipated. Snaking of localised structures called
convectons in three-dimensional doubly diffusive convections has also been studied
[33, 34].
All in all, details of the snaking behaviour are rather more involved in higher
dimensional case, such as overlapping pinning regions, complexity involving Maxwell
points, and growing patterns by nucleating individual structure which break and recover
the basic symmetry of the state [19]. Even a good qualitative picture of those behaviours
is still an open problem [35].
This paper provides a further step towards understanding the problem. However,
rather than considering spatially continuous systems, we study a discrete one as it may
provide a better control over, e.g., the patterns of localised states that may appear by
determining the lattice types. Our idea exploits homoclinic snaking that is also observed
in spatially discrete systems [36, 37, 38, 39, 40, 41]. While in continuous systems snaking
is caused by pinning between fronts and the underlying oscillatory states, in discrete
setups it is due to the pinning of fronts and the imposed lattices, i.e., in continous
equations homoclinic snaking occurs when localised states add “rolls” at the fronts,
in discrete systems they add “cell”. In two-dimensional discrete systems, homoclinic
snaking has been numerically studied in [36, 39], where it was shown that bifurcation
diagrams of localised solutions can exhibit a complex behaviour, which is not clearly
well understood yet.
In this work, we consider square, honeycomb, and triangular lattices. Our main
finding is that the complexity and width of the snaking diagrams depend on the
number of “patch interfaces” admitted by the lattice patterns. Here, we consider a
two-dimensional discrete Allen-Cahn equation with cubic and quintic nonlinearity [39].
The equation can be considered to come from the two-dimensional discrete nonlinear
Schro¨dinger equation
iψ˙n + c∆ψn + 2|ψn|2ψn − |ψn|4ψn = 0, (1)
where ψn(t) is an array of complex field and ∆ is a Laplacian operator of the nearest
neighbour differences. By substituting ψn(t) = une
−iµt, where un is real stationary field
into equation (1), we obtain
µun + c∆un + 2u
3
n − u5n = 0, (2)
which is the time-independent discrete Allen-Cahn equation. In this report, we study
homoclinic snaking of localised solutions (patches and planar fronts) admitted by the
system when the coupling between lattices is weak. In particular, we consider three
different types of lattices, i.e., square, honeycomb, and triangular, which to our best
knowledge have not been studied in the context of homoclinic snaking. Another main
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result is that we classify all the relevant structures causing saddle-node bifurcations that
form the boundaries of the pinning regions.
The paper is constructed as follows. The two-dimensional discrete Allen-Cahn
equation is discussed in Section 2. We also discuss uniform states and their stability
in the section. In Section 3, localised states in the form of patches and their
homoclinic snaking for square, honeycomb, and triangular lattices are being discussed
and calculated. In Section 4, we discuss active-cell approximations of the saddle-node
bifurcations and details of the snaking structures reported in Section 3. In Section 5 we
study planar fronts, which are (quasi)1D solutions and hence in a way are simpler than
patches, and their snaking. Our results in the section support our hypothesis on the
relation between the complexity of a bifurcation diagram and the number of interfaces
of its corresponding solutions. Section 6 is our conclusions.
2. Mathematical model and uniform state
In this study, we consider the two-dimensional (2D) discrete Allen-Cahn equation, which
is given by
u˙n,m = µun,m + 2u
3
n,m − u5n,m + c∆un,m, (3)
where un,m is a real stationary field defined on 2D integer lattice, µ is a real bifurcation
parameter, c is the coupling strength of the nearest-cell, and ∆ is a discrete Laplacian
operator on the 2D integer lattices Z2. We consider three lattice types, namely,
• Square lattice :
c∆un,m = c
+∆+un,m
= c+ (un+1,m + un−1,m + un,m+1 + un,m−1 − 4un,m) , (4)
• Honeycomb lattice :
c∆un,m = c
∆±un,m
= c (un+1,m + un−1,m + un,m±1 − 3un,m) , (5)
where ∆+ and ∆− correspond to the case when n+m is even or odd, respectively,
• Triangular lattice :
c∆un,m = c
B∆Bun,m
= cB (un+1,m + un−1,m + un,m+1 + un,m−1 + un−1,m+1 + un+1,m−1
−6un,m) .
(6)
A sketch of honeycomb and triangular lattices is shown in figure 1. For the purpose
of computations and plotting, in the following we transform the lattices into a square
domain, i.e., brick and slanted-triangular lattices, as sketched also in figure 1.
We choose the discrete Allen-Cahn as our toy model here because of its simplicity.
Yet, at the same time it shares similar qualitative pictures with other complicated
systems, such as the discrete Swift-Hohenberg equation (see [38]). The Allen-Cahn
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Honeycomb Brick
(a)
Triangular Slanted-triangular
(b)
Figure 1. Honeycomb and triangular lattices. We transform the lattices into brick
and slanted-triangular ones for the sake of computations and plotting in this report.
equation also resembles the discrete nonlinear Schro¨dinger equation that models many
physical systems, see [36, 37] for the motivational details.
In particular, we study the time-independent solution of equation (3), i.e.,
µun,m + 2u
3
n,m − u5n,m + c∆un,m = 0. (7)
To determine the linear stability of a solution u˜n,m, we write
un,m = u˜n,m + ǫe
λtuˆn,m. (8)
By substituting (8) into (3) and linearising around ǫ = 0, we obtain the linear equation
λuˆn,m = Luˆn,m, (9)
where
L = µ+ 6u˜2n,m − 5u˜4n,m + c∆. (10)
A uniform solution is said to be stable when all λ ≤ 0 and unstable when ∃λ > 0.
Snakes in square, honeycomb, and triangular lattices 5
µ
-1.5 -1 -0.5 0 0.5
U
s
-1.5
-1
-0.5
0
0.5
1
1.5
µ0
µ1
µ1
U0
U1
U2
Figure 2. Uniform solution of the discrete Allen-Cahn equation. The blue solid and
red dashed lines indicate stable and unstable solutions, respectively.
The 2D discrete Allen-Cahn equation (3) exhibits the same uniform solution as the
1D case that has been studied by Taylor and Dawes in [39], which is given by
0 = µUs + 2U
3
s − U5s , (11)
that can be solved to yield
U0 = 0 and U
2
1,2 = 1±
√
1 + µ. (12)
We plot the solutions for varying µ in figure 2. To determine the linear stability of the
uniform solutions u˜n,m = Us, where s = 0, 1, 2, one has uˆn,m = e
i(kn+lm), where k and
l are the wave number of the perturbations in the n and m directions, from which we
obtain for the square and triangular lattices the dispersion relation
λ(k, l) = µ+ 6U2s − 5U4s + γ(k, l),  = +,B, (13)
where
γ+(k, l) = 2c+ (cos(k) + cos(l)− 2) ,
γB(k, l) = 2cB (cos(k − l) + cos(k) + cos(l)− 3) , (14)
respectively. As for the honeycomb lattice, we need to rewrite equation (3) into
ψ˙n,m = µψn,m + 2ψ
3
n,m − ψ5n,m + c (ϕn,m + ϕn,m−1 + ϕn−1,m − 3ψn,m) ,
ϕ˙n,m = µϕn,m + 2ϕ
3
n,m − ϕ5n,m + c (ψn,m + ψn,m+1 + ψn+1,m − 3ϕn,m) .
(15)
The perturbation ansatz in this case would be(
ψn,m
ϕn,m
)
= Us +
(
ψˆn,m
ϕˆn,m
)
ǫeλt. (16)
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By substituting (16) into (15) and linearising around ǫ = 0, we obtain the eigenvalue
problem
λ
(
ψˆn,m
ϕˆn,m
)
=
(
µ+ 6U2s − 5U4s − 3c c ξ−(k, l)
c ξ+(k, l) µ+ 6U2s − 5U4s − 3c
)(
ψˆn,m
ϕˆn,m
)
, (17)
where
ξ±(k, l) = 1 + cos(k) + cos(l)± i (sin(k) + sin(l)) . (18)
Hence, we have the dispersion relation for the honeycomb lattice, i.e.,
λ(k, l) = µ+ 6U2s − 5U4s − 3c ± c
√
2 (cos(k − l) + cos(k) + cos(l)) + 3. (19)
The points µs, s = 0, 1 is figure 2 denote the stability change of Us. They correspond
to a condition when the maximum of the dispersion relation (13) and (19) touch the k, l
plane, which is attained at k = l = 0 for all of the lattice types. One can note that we
have bistability interval µ ∈ [µ1, µ0] for the uniform solutions, see figure 2. Furthermore,
the bifurcation diagram and the stability of the uniform solution in figure 2 is the same
as those in the 1D model [39, 36].
3. Localised solution and snaking
The discrete Allen-Cahn equation (3) admits solutions that are localised in both planar
directions, i.e., patches, and bifurcate from the uniform solution U0 at point µ0. We are
particularly interested in fundamental localised solutions, i.e., site-centred and bond-
centred solutions, which are the counter-part of onsite and intersite solutions in the
1D case. They are formed by two bistable states from the uniform solutions, i.e., the
non-zero state U1 as the “upper” state and zero state U0 as the “background” state.
To compute them, we solve the time-independent equation of (3) numerically using
a Newton-Raphson method with periodic boundary conditions for all of the lattice types.
Herein, we use 20 × 20 lattice domain. When performing numerical continuations, we
use a pseudo-arclength method to continue the computations past turning points [42].
The bifurcation diagrams are then presented in the (M,µ)-plane, where M is a scaled
version of the L2 norm or “mass” norm [39]
M =
(∑
n,m
u2n,m
1 +
√
1 + µ
) 1
2
. (20)
Spectrum of the solutions is also calculated numerically using a standard matrix
eigenvalue solver.
Fundamental site-centred solutions, i.e., solution profiles with odd number exited
sites, of our governing equation are shown in figures 3(a), and 3(c), and 3(e). On the
other hand, bond-centred states are solutions with the excited sites bonding with other
sites and forming the simplest polygon. Our fundamental bond-centred solutions are
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(c) Site-centred solution of honeycomb lattice
86
n
422
m
4
0
1.5
1
0.5
6
u
n
,m
(d) Bond-centred solution of honeycomb lattice
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(f) Bond-centred solution of triangular lattice
Figure 3. Structures of fundamental localised solutions for c+ = c = cB = 0.05 and
µ = −0.6.
shown in figures 3(b), 3(e), and, 3(f). Bifurcation diagrams of the fundamental localised
solutions that show a snaking structure are presented in figures 4 - 9.
The snaking structures in the bifurcation diagrams exist at certain region called
pinning region [18]. In 1D case, we have one pinning region, which in the limit M →∞
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Figure 4. Panels (a) and (b) show bifurcation diagrams for square lattice. The solid
and dashed lines around turning points of the snaking curves are the approximation
of “lower” and “upper” saddle-node bifurcations, respectively. The green, black,
magenta, and brown line colors correspond to saddle-node bifurcations from our active-
cell approximations of type 1, 2, 3, and 4, see Section 4. Solution profiles at the turning
points labelled as (a)-(e) in the top panel are shown in Fig. 5. Points (1)-(2) will be
used to describe the solution stability in Fig. 14. Points (h)-(k) are discussed in the
text.
is bounded by two saddle-node bifurcations [39, 36]. In 2D case, saddle-node bifurcations
may occur at several values of bifurcation parameter due to the presence of multiple
types of saddle-node bifurcations, as we will show below. One can define that in 2D
case, the pinning region is formed by the largest distance between the upper and lower
saddle-node bifurcations. The snaking structure in the bifurcation diagrams may also
give complex snaking and isolas structures [39]. In the next section, we will discuss the
site-centred and bond-centred localised states and their snaking structures in square,
honeycomb, and triangular lattices.
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(a) (b) (c) (d)
(e) (f) (g)
Figure 5. Top-view of localised solution profiles in square lattice that correspond to
points (a)-(e) in figure 4(a).
3.1. Square lattice
Figure 4 shows bifurcation diagrams for square lattice at c+ = 0.05 and 0.15. As we can
see, the saddle-node bifurcations occur at several bifurcation parameters µ. Moreover,
the distance between the “upper” and “lower” saddle-node bifurcations are getting
smaller when the coupling strength c+ increases. In the continuum limit c+ → ∞,
the site-centred and bond-centred solutions merge as the snaking disappears, which also
occurs in the 1D case.
Figures 5 shows several top-view (2D projection) of the solution profiles at the
saddle-node bifurcations for c+ = 0.05, which correspond to the bifurcation diagrams in
figure 4. One can see that, as the norm M increases, the “upper” state invades “lower”
state of the localised solution. In the 1D case, the mechanism of “upper” state invading
“lower” state occurs around the fronts and it has two directions. In the square lattice,
the patches clearly have four directions as one can deduce from the Laplacian operator
∆+.
3.2. Honeycomb lattice
Figure 6 shows bifurcation diagrams for honeycomb lattice at c = 0.05 and 0.15. In
general, the properties of the snaking in the bifurcation diagrams are the same as square
lattice. However, at the same value of coupling strength, it has larger pinning regions
compared to the square lattice. It happens because the Laplacian operator ∆ for the
honeycomb lattice has fewer interfaces, i.e., three ones, than the square lattice that
connect the “upper” and “lower” states.
Figure 7 shows several top-view of the solution profiles at the saddle-node
bifurcations for c = 0.05, which correspond to the snaking bifurcations in figure 6(a).
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Figure 6. The same as figure 4, but for honeycomb lattice. The green, black, and
magenta line colors correspond to our active-cell approximations of type 1, 2, and 3.
The localised solution behaviour also has the same mechanism as that in the square
lattice, where the “upper” state invades the “lower” state as the norm M increases.
3.3. Triangular lattice
Figure 8 shows bifurcation diagrams for triangular lattice at cB = 0.025 and 0.075.
The main difference between the square, honeycomb and triangular lattices is that the
triangular lattice has relatively the smallest pinning region at the same value of coupling
strength. It happens because the triangular lattice has six interfaces in the Laplacian
operator ∆B. Several top-view solution profiles at the saddle-node bifurcations are
shown in figure 9 for cB = 0.025, which correspond to bifurcation diagrams in figure
8(a).
In summary, the number of cells that involve in the Laplacian operator determines
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(a) (b) (c)
(d) (e) (f)
Figure 7. Top-view solution profiles in honeycomb lattice that correspond to points
(a)-(f) in figure 6(a).
the 2D lattice interface direction. One can say that the width of the pinning region is
inversely proportional to the number of interfaces, which is not the same as in the 1D
case.
4. Saddle-node bifurcation analysis
In general, when the coupling strength is quite small (weakly coupled), the solution
consists of only three states, i.e., “upper” state U1, “lower” state U0, and interface
(active-cell). By using the assumption, we can assume that there are only three states
that involve in the dynamics. Hence, we can re-write equation (3) into a simple ordinary
differential equation [38]
x˙ = F (x) = µx+ 2x3 − x5 + Z(x), (21)
where
Z(x) = c (aU1 − bx) , (22)
and x is the interface. The coefficients a and b are determined by the type of lattice
and the number of “upper” state U1, “lower” state U0, and active-cell at the interface.
The list of coefficients a and b are shown in Table 1 for the square, honeycomb, and
triangular lattices. In general, F (x) can have five real roots. Note that only two of
them are related to the snaking as they correspond to the “upper” and “lower” saddle-
node bifurcations. One can recognise that a saddle-node bifurcation is a condition
when F (x) at the local minimum x = xα and local maximum x = xβ vanishes, which
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Figure 8. The same as figures 4 and 6, but for triangular lattice. The green, black,
magenta, brown, and cyan line colors correspond to our active-cell approximations of
type 1, 2, 3, 4, and 5.
Square lattice
Type a b
1 1 4
2 2 4
3 1 3
4 1 2
Honeycomb lattice
Type a b
1 1 3
2 2 3
3 1 2
Triangular lattice
Type a b
1 1 4
2 2 5
3 2 5
4 2 6
5 2 4
Table 1. List of coefficients in the active-cell approximations for all lattices.
correspond to the “lower” and “upper” saddle-node bifurcations, respectively. It is quite
straightforward to obtain that
xα,β =
(
3
5
± 1
5
√
9 + 5 (µ− cb)
) 1
2
. (23)
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Figure 9. Top-view solution profiles in triangluar lattice that correspond to points in
figure 8(a).
x
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µ =-0.6
Figure 10. Active-cell function type 1 for square lattice at c+ = 0.05. xα and xβ
indicate as lower and upper saddle-node bifurcations. xst and xun represent the stable
and unstable cell solution.
We found that there are several types of saddle-node bifurcations in the snaking
diagrams. By identifying the types of saddle-node bifurcations, we can apply the active-
cell approximation to the solution profiles. In particular, we have four, three, and five
types of saddle-node bifurcations for the square, honeycomb, and triangular lattices,
which are classified by the numbers and positions of the “upper” state U1, “lower” state
U0, and active-cell in their solution profiles, see figures 11, 12, and 13. One also can say
that the active-cell approximation is a rotation invariant at their center or axes. The
approximations for all of the saddle-node bifurcation results are shown in figures 4, 6,
and 8.
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4.1. Square lattice
Type 1
(a) Z(x) = c+ (U1 − 4x)
Type 2
(b) Z(x) = c+ (2U1 − 4x)
Type 3
(c) Z(x) = c+ (U1 − 3x)
Type 4
(d) Z(x) = c+ (U1 − 2x)
U0
Active-cell
U1
Figure 11. Types of active-cell approximations for square lattice.
Figure 4(a) shows several types of saddle-node bifurcations and their approxima-
tions for the square lattice at c+ = 0.05. In general, there are four types of saddle-node
bifurcations for the square lattice, see figure 11.
The bifurcations at points (a) and (b), (c) and (d), (f) and (g), and (e) belong to
type 1, 2, 3, and 4, respectively. The saddle-node bifurcations of type 1 and 3 only
appear in site-centred solutions. Meanwhile, type 2 and 4 may appear in both site-
centred and bond-centred solutions. The approximations for all of the types give good
agreement for the “lower” and “upper” saddle-node bifurcations. Note that type 2 and
4 mostly appear in the large value of norm M .
Figure 4(b) shows the approximation results of the saddle-node bifurcations for
square lattice at c+ = 0.15. By comparing between c+ = 0.05 and 0.15, one can see that
the active-cell approximations give better results at smaller coupling strength. As we
can see, the active-cell approximations fail to approximate points (h), (i), (j), and (k).
These happen because the patch interfaces do not satisfy the active-cell approximation
assumption. As the coupling is getting larger, one will have more cells with different
amplitudes around the interfaces that are also excited.
4.2. Honeycomb lattice
Figure 6(a) shows several types of saddle-node bifurcations and their approximations
for the honeycomb lattice at c = 0.05. In general, there are three types of saddle-node
bifurcations for the honeycomb lattice, see figure 12.
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Type 1
(a) Z(x) = c (U1 − 3x)
Type 2
(b) Z(x) = c (2U1 − 3x)
Type 3
(c) Z(x) = c (U1 − 2x)
Figure 12. Types of active-cell approximations for honeycomb lattice.
The bifurcations at points (a) and (b), (c) and (d), and (f) and (g) are belong
to type 1, 2, and 3, respectively. All of the types of saddle-node bifurcations appear
in site-centred and bond-centred solutions. Generally, the approximation for all of the
types give good agreement for the “lower” and “upper” saddle-node bifurcations.
Figure 6(b) shows the approximation results of the saddle-node bifurcations for
honeycomb lattice at c = 0.15. By comparing between c = 0.05 and 0.15, one can
see that the active-cell approximations give better results at smaller coupling strength.
As we can see, the active-cell approximations fail to approximate points (g), (h), (i),
and (j). These also happen due to the solution interfaces that no longer satisfy the
active-cell approximation assumption. As the coupling is getting larger, we have more
cells with different amplitudes around the interfaces that are also excited, which also
happen in square lattice.
4.3. Triangular lattice
Figure 8(a) shows several types of saddle-node bifurcations and their approximations
for the triangular lattice at cB = 0.025. In general, there are five types of saddle-node
bifurcations for the triangular lattice, see figure 13.
The bifurcations at points (a), (d) and (f), (b) and (c), (e), and (g) belong to type
1, 2, 3, 4, and 5, respectively. All of the types of saddle-node bifurcations appear in
site-centred and bond-centred solutions. In general, the approximation for all of the
types give good agreement for the “lower” and “upper” saddle-node bifurcations. Note
that type 4 and 5 only appear in the “lower” and “upper” saddle-node bifurcations,
respectively.
Figure 8(b) shows the approximation results of the saddle-node bifurcations for
triangular lattice at cB = 0.075. By comparing between cB = 0.025 and 0.075, one
can see that the active-cell approximations also give better results at smaller coupling
strength. As we can see, the active-cell approximations fail to approximate points (h),
(j), (k), (k), (l), and (n). These also happen due to the solution interfaces that no longer
satisfy the active-cell approximation assumption. As the coupling is getting larger, one
will have more cells with different amplitudes around the interfaces that are also excited,
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Type 1
(a) Z(x) = cB (U1 − 4x)
Type 2
(b) Z(x) = cB (3U1 − 6x)
Type 3
(c) Z(x) = cB (2U1 − 5x)
Type 4
(d) Z(x) = cB (2U1 − 6x)
Type 5
(e) Z(x) = cB (2U1 − 4x)
Figure 13. Types of active-cell approximations for triangular lattice.
which also happens in square and honeycomb lattices.
All in all, at a relatively small coupling strength, the active-cell approximation
is a good approximator, especially when we have a fewer number of interfaces in the
Laplacian operator. Thus, at the same coupling strength, our approximation gives the
best result in the honeycomb lattice as it has three interfaces only, compared to the
square and triangular lattices that have four and six interfaces, respectively. Note that
the first saddle-node bifurcation that appear right after the branching points of localised
solutions for all of the lattice types cannot be approximated by our method because the
solutions are rather close to the continuum limit.
4.4. Eigenvalue approximation
The active-cell approximation also can to be used to approximate the critical eigenvalue
of the equation (3) for all of the lattice domains. By considering our assumption in
equation (21), it is straightforward that from the linearisation, one can obtain the
eigenvalue problem
λx =
d
dx
F (x)
∣∣∣∣
x=xst,un
x, (24)
i.e., λ is given by
λ(µ) = µ+ 6x2st,un − 5x4st,un +
∂Z(xst,un)
∂xst,un
. (25)
Our approximation of the critical eigenvalue at points (1)-(6) indicated in figures 4(a),
6(a), and 8(a) is shown in figure 14, where good results are obtained when the coupling
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Figure 14. Plot of the localised states, their corresponding numerical eigenvalues,
and critical one obtained the active-cell approximation indicated as points (1)-(2) in
figure 4(a), (3)-(4) in figure 6(a), and (5)-(6) in figure 8(a) for stable and unstable
site-centered solutions for all of the lattice types.
is weak.
5. Planar fronts
It has been reported that the continuous planar Swift-Hohenberg equation has patches
as well as planar fronts [19, 22, 23, 24, 26, 27]. The latter type reduces the planar
equation into the 1D Swift-Hohenberg equation, that has been discussed in details in
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(a) (b)
(c) (d)
Figure 15. Top-view of planar fronts, i.e., solutions that are localised in the n-
direction, but constant in the m-direction, in the discrete system with the square
lattice. Panels (a), (b) are on-site fronts, while (c) and (d) are intersite ones. Here,
c+ = 0.05.
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(c) (d)
Figure 16. Bifurcation diagram of the localised solutions in figure 15. Points labelled
as (a)-(d) show the location of the profiles in figure 15 on the diagram.
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(a) (b)
(c) (d)
Figure 17. Top-view of planar fronts that are localised in them-direction, but uniform
in the n-direction, in the discrete system (3) with honeycomb lattice. Panels (a), (b)
are on-site fronts, while (c) and (d) are intersite ones. Here, c = 0.05.
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Figure 18. Bifurcation diagram of the solutions shown in figure 17. Green and black
lines show our one-active-cell approximation of type 1 and 2, respectively.
[1, 2, 3, 4].
In addition to the patches we discussed in Section 3 above, our discrete systems
also admit planar fronts on the infinite periodic strip, i.e., fronts in one direction but
constant in the transverse direction. We plot in figure 15 several planar fronts of the
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square lattice, showing solutions that are uniform in the m- and localised in the n-
directions. We have also calculated bifurcation diagrams of the solutions and plot them
in figure 16. Comparing the result with figure 4, it is clear that the planar fronts have
a much simpler bifurcation diagram than that of patches. This supports our hypothesis
that the complexity of a bifurcation diagram depends on the interfaces of the localised
solutions.
We have computed planar fronts of the discrete equation with honeycomb and
triangular lattices. We obtained that for the coupling values satisfying c+ = c = 2cB,
the bifurcation diagram is independent of the lattice type. This can be explained by
the following reduction.
Considering solutions that are localised in the n-direction and uniform in the
perpendicular m-direction, i.e., un,m±1 = un,m, the discrete Laplacian becomes
c∆un,m = c
 (un+1,m + un−1,m − 2un,m) for the square and honeycomb lattices and
cB∆un,m = 2c
B (un+1,m + un−1,m − 2un,m) for the triangular lattices. With this,
the two-dimensional discrete Allen-Cahn equation (3) can be simplified into the 1D
counterpart, regardless of the two-dimensional lattice types, that has been analysed in
details in [39, 41]. The one-active site approximation has been developed previously in
the case of small coupling in our previous work [38, 41]. When the coupling is large,
the snaking boundaries that are in this case exponentially small away from the Maxwell
point have also been calculated in [40, 41]. The reader is referred to those papers for
the details.
Besides planar fronts shown in figure 15, we can also consider solutions that
are extended in the n-direction but localised in the m-direction, i.e., un±1,m = un,m.
For this case, we still obtain the same 1D counterpart for the square and triangular
lattices. However, for the honeycomb lattice, the discrete Laplacian will become
c∆±un,m = c
 (un,m±1 − un,m) , where ∆+ and ∆− correspond to the case when
n+m is even or odd, respectively.
We plot in figure 17 solution profiles of planar fronts of this type for c = 0.05. One
can note that the front is uniform in n for onsite solutions (figures 17(a) and 17(b)),
but it is rather periodic in n for intersite ones (figures 17(c) and 17(d)). We have also
followed their existence by computing their bifurcation diagram. The result is shown
in figure 18. The diagram has two types of saddle-node bifurcations that belong to
either type 1 or 2 (see figure 12), that appear both in the site-centred and bond-centred
solutions.
6. Conclusions
We have considered two-dimensional discrete Allen-Cahn equation with cubic and
quintic nonlinearities in the domain of square, honeycomb, and triangular lattices. We
have studied numerically and analytically the time-independent solutions, i.e., uniform
and localised states and their stabilities.
Our numerical results show that the snaking structures from the localised states for
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all of the lattice structures can have many types of saddle-node bifurcations. Herein,
we propose an active-cell approximation to estimate the saddle-node bifurcations. The
results show that our assumption gives good agreement for weakly-coupled system,
i.e., small coupling strength and fewer exited cells around the interfaces of a localised
solution. Moreover, we also showed that our approximation can be used to approximate
the critical eigenvalue of localised states. For the governing equation (3), our method
is expected to be valid for |c| ≪ µ. For large coupling |c| → ∞, the pinning region
will be exponentially small. In that case, a different approximation is required, which
is addressed for future work.
The idea of our work here can also be extended to further higher dimensional
equations. For example, pattern formation in 3D continuous systems can display stacked
lamellae (parallel ’sheets’) and hexagons [43] and quasicrystal patterns [44], in addition
to body-centred cubic arrangements (which do not fit a hexagonal lattice in plane). In
3D discrete setups, our active cell approximation can still be used to describe lamellar
states in a similar way to our work on planar fronts in Section 5, namely by reducing
the ’dimensionality’ of the problem.
Our work can also be extended to spatially continuous systems, where the “lattice
types” can be imposed by introducing spatial heterogeneity through periodic-in-space
linear potentials (see, e.g, [45] for a 1D problem that exhibits similar behaviours with a
discrete setup [38]).
Bifurcation diagrams we presented in the current paper are only principle branches
of the fundamental localised solutions. In the continuous planar Swift-Hohenberg
equation, it is well established that there are many exotic planar patterns, e.g., localised
roll, square and stripe patches, that exhibit snaking and non-snaking behaviour on the
same bifurcation branch [19, 21]. It is of particular interest to study if similar rich
bifurcation structures are also present in the planar discrete Allen-Cahn equation. This
is also addressed for future work.
After we submitted the present work, a new preprint appeared [46] that also
considers the existence of homoclinic snaking in discrete systems, but offers a qualitative
study with a mathematically rigorous approach. The paper definitely complements our
results.
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