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Résumé
Ces dernières années ont vu une croissance rapide de la quantité de données stockées
par l’humanité. De nombreux domaines d’activité ont bénéficié de cette croissance en
exploitant et en analysant ces nouvelles masses d’informations. Ces nouvelles activités se
sont traduites par une augmentation du besoin en capacité d’analyse et de traitement.
Malheureusement, l’analyse de données reste une activité ardue et opaque, qui nécessite
souvent l’intervention d’outils spécialisés et d’experts formés dans leur utilisation. Or, un
utilisateur potentiel de l’analyse de données n’a pas forcément les moyens de s’offrir de
tels services, ni le temps de se former complètement à l’analyse. Il apparaît donc que des
outils d’analyse de données plus accessibles pour un public plus large seraient bénéfiques
à de nombreuses personnes tels que des acteurs de terrain (biologistes, astronomes...).
De cette constatation, découle un verrou principal qu’il nous faut adresser : Com-
ment pouvons-nous aider un utilisateur à créer son propre modèle d’analyse
de données, bien qu’il ne soit pas expert dans ce domaine ? En analysant les
manques de l’état de l’art et ce qui a déjà été fait pour adresser ce verrou, nous le divisons
en deux sous-verrous plus précis et davantage centrés sur l’apprentissage automatique :
Comment pouvons-nous recommander efficacement une chaîne de traitement
d’apprentissage automatique à un tel utilisateur ? Puis Comment pouvons-
nous aider un tel utilisateur à comprendre et analyser un modèle d’analyse de
données ?.
L’état de l’art nous apporte en partie des solutions à ces verrous. D’abord, en rem-
plaçant le besoin de décision humaine par l’automatisation des processus d’analyse, no-
tamment dans la création de modèles d’apprentissage automatique. Ensuite, par des outils
de visualisation présentant les données et leurs caractéristiques de manière à les rendre
plus accessibles pour un humain. Le problème principal de ces solutions est qu’elles sont
souvent conçues pour assister des experts en analyse de données et ne sont donc pas acces-
sibles à des utilisateurs non-experts. Pourtant, les connaissances de terrain que possède un
utilisateur qui a récolté les données utilisées (par exemple un biologiste) peuvent se révéler
très utiles lors du processus d’analyse.
Afin de mettre à profit ces connaissances de terrain, nous proposons donc des solutions
d’aide à l’analyse de données qui mettent à profit ce que l’utilisateur connaît. Tout d’abord,
nous décrivons dans ce mémoire de thèse notre système de recommandation de chaîne de
traitements d’analyse de données. Celui-ci tient compte des préférences de l’utilisateur
quant au type de performances qu’il désire obtenir pour son modèle final et est basé sur les
méthodes éprouvées de filtrage collaboratif, qui reposent sur la comparaison du problème de
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l’utilisateur à des problèmes passés. Ceci nous permet de garder l’utilisateur impliqué dans
le processus de création du modèle. Nous proposons également une méthode permettant de
décrire comment un modèle prédictif utilise les attributs des données qui lui sont fournies
pour produire une prédiction précise. Cette méthode, appelée méthode d’explication de
prédiction additive, attribue un poids à chaque attribut du jeu de données. Ce poids
représente l’importance de l’attribut dans la prédiction du modèle. Ainsi, nous utilisons
les connaissances qu’a l’utilisateur sur ses données pour lui expliquer comment fonctionne
son modèle final. Cette méthode surpasse l’état de l’art en conservant une bonne précision,
sans pour autant souffrir d’un temps de calcul trop long. Enfin, nous combinons ces deux
méthodes pour créer un cadre plus global d’aide à l’analyse de données. En utilisant nos
explications de prédictions, nous permettons à l’utilisateur de juger de l’intérêt des modèles
qui lui sont recommandés. En comprenant comment chaque modèle recommandé utilise les
données qui lui sont fournies, il peut utiliser ses connaissances de terrain pour les évaluer
et prendre des décisions informées quant à la construction de son modèle final. De plus, ces
explications sont aussi utilisées pour permettre à l’utilisateur d’explorer plus intuitivement
de nouvelles instances de ses données à partir des prédictions de son modèle final.
Si nos propositions apportent des solutions aux verrous de cette thèse, il reste cependant
de nombreux aspects à explorer. Par exemple la dimension "bac à sable" du cadre général
peut être davantage développée par une personnalisation plus profonde de la chaîne de
traitements menant au modèle final : choisir les prétraitements sur les données, paramétrer
le modèle en profondeur, mettre en place une boucle d’apprentissage... De même, de nom-
breuses propositions de l’état de l’art visent à assister à l’analyse de données par la visuali-
sation et l’exploration des données de l’utilisateur. Ces solutions pourraient être améliorées
par l’ajout d’explications de prédiction qui, misent en regard avec ces informations font
émerger une nouvelle perspective sur ces données. En utilisant l’explication de prédiction
de manière intelligente, il devient possible pour un non-expert d’effectuer de nombreuses
tâches d’analyse en se reposant sur ses connaissances de terrain plutôt qu’une formation





The last few years have seen rapid growth in the amount of data stored by humanity.
Many fields of activity have benefited from this growth by exploiting and analyzing these
new masses of information. These new activities have increased the need for analysis and
processing capacity. Unfortunately, data analysis remains a difficult and opaque activity,
which often requires the intervention of specialized tools and experts trained in their use.
However, a potential user of data analysis does not necessarily have the means to afford
such services, nor the time to be fully trained in data analysis. Therefore, it appears that
data analysis tools that are more accessible to a wider audience would benefit many people.
From this observation emerges the main challenge that we must address: How can we
help a user to create his own data analysis model, although he is not an expert
in this field? By analyzing the lack of the state of the art and what has already been
done to overcome this issue, we divide it into two more precise sub-issues, more focused on
machine learning: How can we effectively recommend machine learning workflow
to such a user? and how can we help such a user understand and analyze a data
analysis model?.
The state of the art partly provides some solutions to tackle these challenges. First, by
replacing the need for human decision-making with the automation of analysis processes, in
particular in the creation of machine learning models. Then, visualization tools presenting
the data and their characteristics to make them more accessible to a human. The main
problem with these solutions is that they are often designed to assist data analysis experts
and therefore are not accessible to non-expert users. However, the field knowledge of a
user who has collected the data used (for example a biologist) can be very useful in the
analysis process.
To take advantage of this field knowledge, we offer solutions to help data analysis that
takes advantage of what the user knows. First of all, we describe in this document our data
analysis workflow recommendation system. This takes into account the user’s preferences
as to the type of performance he wishes to obtain for his final model and operates on a
recommendation architecture based on collaborative filtering, which relies on comparing
the user’s problem to previous existing problems. Thus, the user is entirely involved in the
model creation process. Then, we also propose a method for describing how a predictive
model uses the attributes of the dataset to produce a single prediction. This method,
known as the additive prediction explanation method, assigns a weight to each attribute
of the dataset. This weight represents the importance of the attribute in the prediction
of the model. Thus, we use the knowledge that the user has on his data to explain to
7
him how his final model works. This method surpasses those of the state of the art while
maintaining a good precision, without suffering from a too-long computation time. Finally,
we combine these two solutions to create a more comprehensive framework for supporting
data analysis. By using our prediction explanations, we allow the user to judge the interest
of the models that are recommended. By understanding how each model recommended
uses the data provided to it, he can use his domain knowledge to assess and make informed
decisions about the construction of the final model. Also, these explanations are used to
allow the user to more intuitively explore new instances of his dataset while using his final
model.
While our proposals provide solutions to the challenges addressed in this thesis, there
are still many aspects to explore. For example, the "sandbox" dimension of the general
framework can be further developed by allowing a deeper customization of the workflow
leading to the final model: Choosing dataset pretreatments, changing model parameters,
using a feedback loop... Likewise, many solutions from the state of the art aim to assist
a user in analyzing data by providing visualization and exploration methods. Those solu-
tions could be extended by using prediction explanations, which when combined with this
enhanced information bring out new insights on the data. By using prediction explanation,
it becomes possible for a non-expert to perform many analysis tasks thanks to their field
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The recent explosion of the quantity of data collected by human society has led to a
growing need for data analysis capacity. These analyzes are often requested by persons
with important knowledge in their own field of expertise, but who may lack knowledge in
data analysis. This situation can lead to the obligation to hire a data science expert or to
train oneself in this field, which often entails a significant cost, whether in time or money.
This expense is sometimes not even possible, which can lead to imperfect analyzes, as in
this anecdote recounted in [RSG16]: A hospital wanting to study the evolution of diseases
among its patients, gathered an important volume of data and then used a machine-learning
algorithm to analyze these data. They used the results of the analytical model thus created
for a while, but it was observed afterward that the algorithm mainly took into account the
patient’s identification number to determine his state of health. This error of including
an identification number in its database and omitting to ignore it during an automatic
analysis is a classic error well known by experts in data analysis. However, we can also
easily understand that a neophyte could commit it, and not realize the problem for a long
time.
On a counterpart, a data analysis expert may not have field knowledge of the data he is
analyzing. This can also be a problem for data analysis, as it creates a risk that important
parts of the data might be ignored by the data analyst.
Thus, the field knowledge of a data field expert can be really useful to a data analysis
process. Despite that, little is done to help data field experts participate in data analysis,
most of the proposed solutions preferring to focus solely on data analysis experts.
We are therefore facing a problem encountered by many fields: having a growing need
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for data analysis, but not every field expert has the time for learning data analysis tech-
niques. Moreover, not all potential users have the mean of hiring a data analysis expert.
Finally, when someone is hired to perform the analysis, the field expert might be cut off
during the data analysis process, potentially flawing the result. To address this issue, it
is important to propose data analysis methods more accessible to all, and particularly to
field experts. That would allow them to analyze their data by themselves or to collaborate
with a data analyst and interact with him.
All along this thesis, a data field expert will be described as a "non-expert user", in
the sense that he is not an expert in data analysis, his skills relying on his own field of
expertise.
1.2 Positioning of this thesis
Given our initial problem, we want to guide a user from the data he wants to analyze to
the end product of data analysis: a data analysis model. The main scientific issue that
we try to overcome in this thesis can be expressed as this question: How can we help
a user who is not an expert in data analysis at building his own data analysis
model?
To do so, we have to take into account that the user will not be able to learn everything
about data analysis, and he will need to be guided through the process of creating a
data model. In order to guide someone through this, our proposal has to be able to
automatically recommend possible steps to be taken for the user. Hence a sub-issue, which
can be considered as a part of our main issue: How can we efficiently recommend a
data analysis workflow to a non-expert user?
But just being able to recommend workflow steps automatically is not enough to be
considered as "guiding the user". Successful guidance would include an important part of
explaining what is being done and what is produced to the user. A produced result is useful
only if the user can have a critical reflection on it. We can see here that our main issue can
be divided into another sub-issue: How can we help a non-expert understand and
analyze the results (i.e. the data models) produced by a data analysis process?
To solve those issues, we will first look into the broad domain of assistance in data
analysis, and identify what remains to be done to address our issues.
According to [SO14], the process of data analysis can be divided into five main steps,
represented in 1.1:
1. Data collection: gathering data from different sources
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2. Data cleaning: Organizing the data in an ordered dataset
3. Exploratory data analysis: The first pass of analyzing the data with simple methods,
the results of this analysis could trigger another pass of data cleaning
4. Modeling and algorithms: Second analysis, producing a data model
5. Model exploitation: Using the results of the analysis
Figure 1.1: The main steps of data analysis
Throughout our exploration of the state of the art, we identify potential lacks mainly
in the steps of exploratory data analysis and modeling. Thus, we focused our research on
the propositions of the literature pertaining to those two steps.
One of the most common assistance in data modeling is the automated recommenda-
tion of workflows. Thus, we look into recommendation systems, and more precisely into
those centered on data analysis. Most of the solutions proposed in the literature rely on
the comparison of the user’s problem to other previous similar problems. This type of
recommendation system, called collaborative filtering, is often enhanced by taking into
account the user’s context and preferences when performing the recommendations. When
looking into data analysis recommendation systems proposed in the literature, we notice
that this enhancement is very rarely done in the context of data analysis. Thus, this is a
possibly interesting option that remains to be explored.
Concerning the problem of helping a user understand the data analysis workflow, a lot
of solutions in the form of visualization methods exist in the literature. Most of them focus
on representing the steps of data cleaning and preliminary exploration. The domain of the
visualization of data analysis models is more recent, and as such, the proposed solutions
are not always as satisfactory. The main goal of those proposals aims to counter the black
box aspect of data analysis models. For this, diverse authors propose an important number
of solutions for explaining a model’s inner working globally. A less explored area is the
one of explaining single predictions of data analysis models. Whereas single prediction
explanations have a real interest for many field expert users who might be more interested
in the results obtained for a particular instance, rather than seeing a global analysis.
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There still exist many challenges to overcome for explaining the individual predictions of
a model: The existing solutions either lack flexibility, precision, or speed. There exist very
good solutions but only oriented toward a certain type of model, while the generic solutions
tend to pay their genericity either by a low precision or an important computation load.
Finally, concerning the more general field of data analysis assistance framework, we see
that most of the proposed solutions are mainly oriented toward data analysis experts. As
consequence, a lot of the proposed solutions will tend to be too technical for a non-expert
user. Thus, there exists a need for data analysis assistance more friendly to non-expert
users.
1.3 Contribution
To address the three main issues previously introduced, we propose multiple solutions
throughout this thesis. Those solutions are gathered together into a novel data analysis
assistance framework.
This framework first answers to the issue of efficiently recommending a data analy-
sis workflow to a non-expert user. It is done through recommendation by collaborative
filtering which consists of analyzing the user’s problem and recommending the best solu-
tion found for the most similar problem known. This is based on a dissimilarity measure,
which indicates the differences between the actual user’s data and the data of previous
data analysis tasks. Yet, this process greatly excludes the user from the decision-making
process, which can lead to a lack of trust in what is being done. That is why we propose a
solution for considering the user’s preferences on which kind of data analysis model he
would want to be produced. As an example, a user could prefer a model with as few false
positives as possible. Moreover, This prediction recommendation system is used to further
improve our framework. An opaque data analysis workflow that has been automatically
recommended to a user can become a source of mistrust, as its way of functioning is not
known. If a user does not understand how the final model works, there is a risk of misusing
it. Hence, we can see a new challenge for efficiently recommending a data analysis
workflow to a non-expert user. Thus, we want the user to take an active part in
the training and building of the model. The recommendation system goal is not to make
decisions for him, but rather suggest to him a possible solution from which he can make
his choice.
This leads to the issue of helping a user understand and analyze the results
produced by a data analysis process: as the inner function of a predictive model
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is not always accessible, we have to instead use the inputs given to the model and analyze
its output. A simple way of representing how a model is using the data of the user
to produce its results is by showing the importance each part of the data has for the
prediction. This relies on additive explanation systems: when a predictive model produces
a prediction from an instance, this prediction is explained through the importance given to
each attribute of the instance when making the prediction. This importance is presented
to the user as a set of weights, with a higher weight signifying a higher influence of the
attribute on the prediction. As we intend to help as many non-expert users as possible,
we cannot rely on model-specific methods of explanation. Because of that, we have to
rely on model-generic prediction explanation systems. The main problem with model-
generic additive prediction explanations is the important computational time needed to
achieve a satisfactory precision in the explanation. This important computational weight
is caused by the fact that to obtain high precision in the explanation, the method has to
take into account the influence of every possible group of attributes of the dataset. This
heavy calculation cost leads to a computation time over several hours for a dataset of 10
or more attributes, or even several days for larger datasets. Thus, we propose a method
to identify the most relevant groups of attributes that need to be taken into account to
achieve a satisfactory level of precision in the explanation. With this method, we can
calculate only the most important information, allowing us to strike a balance between
precision and computation time when explaining the predictions of a model. Our proposal
for prediction explanation is then tested through a large experiment including more than
300 datasets. During this experiment, we use different methods of identifying important
information. With this experiment, we then determine the strong and weak points of our
different methods depending on the data analyzed and the problem at hand.
Finally, we tackle the larger issue of helping a user who is not an expert in data
analysis at building his own data analysis model. Looking at the state of the art
shows us that a lot of data analysis assistance solutions exist, but very few of them are
oriented toward helping non-expert users. In order to address this problem, we decide to
use our prediction explanation method in combination with our workflow recommendation.
Once the recommendation system has produced a set of possible workflows to apply to the
user’s data, we explain how each recommended element functions through their prediction
explanation. Those explanations give insight to the user, which makes him able to make
an informed decision when building his predictive model, rather than blindly following
what is being recommended to him. He is then able to choose which workflow he wants to
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apply to his data and consider the quality of his data. As the explanations are based on
the importance of each attribute, the user can see which attributes are being used during
the analysis, and which are being ignored. With this information, the user can decide to
remove or add attributes to change the different models’ behavior.
Then, the user is guided through the exploitation of his newly trained predictive model.
He is asked to create new instances for the model to predict. Those predictions are then
explained to him through our explanation system. This aims to give him a sandbox
environment where he can explore diverse hypotheses and see their effect on the model’s
predictions. Through this, the user is given more information from the prediction than the
sole model output. This paves the way for discovering new interesting trends and behaviors
in new data.
This framework finally needs to be evaluated by creating a prototype from it. The
development of a prototype gives us the possibility to get feedback from actual users and
create a real-life experiment to test our framework.
1.4 Organisation of this thesis
This document is divided into two main parts. Part I is dedicated to describing our
exploration and analysis of the state of the art. Part II describes our contributions toward
answering the identified main issues.
Throughout Part I, we first contextualize our work in the greater ensemble of the
state of the art literature. In Chapter 2, we take a tour of the different data analysis
assistance tools existing, first in the broad domain of general data analysis, and then
focusing it on the creation of machine learning models. Then, in Chapter 3, we take a
look at the recommendation systems, and more precisely the machine learning workflow
recommendation systems. We come to the conclusion that most of the machine learning
recommendation systems rely on collaborative filtering, but few are extended through the
use of the user’s context. The last part of our state of the art (Chapter 4) focuses on the
explanation of machine learning models to users. The goal of the model explanation is to
overcome the black box aspect of an automatically trained model by illustrating its way of
functioning.
After having identified the limits of the proposals of the literature concerning the main
issues we identified, we then propose our solutions for addressing these issues in Part II,
dedicated to our contributions.
In Chapter 5 we first describe our automated recommendation system which focuses on
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taking into account the user’s preferences when recommending possible workflows. This
recommendation system is then tested to validate its usefulness. The end of this chapter
is dedicated to analyzing the results of those tests.
We then tackle the problem of helping the user understand the raw results of an auto-
mated recommendation, which leads us to create a solution for explaining model predictions
in chapter 6. This proposal is inspired by the additive explanations from the literature but
aims to strike a balance between precision and computation speed. Our research process
produces many possible explanation methods suitable for diverse situations depending on
the dataset of the user and the model built from this dataset. Those systems are then
evaluated, and their performances are analyzed.
These two proposals are then combined in a more complete framework in chapter 7. It
aims to exploit prediction explanation in a novel way to bring new insight to the user in
several steps of the creation of a machine learning model. This framework is then developed
into a complete prototype, for its evaluation with different users in real-life situations.
Finally, in chapter 8, we present a summary of our work and what has been achieved
during this thesis, but also describe the possible developments and perspectives that we
consider for our work.
References
[Abd18] Salisu Mamman Abdulrahman et al. “Speeding up algorithm selection using
average ranking and active testing by introducing runtime”. In: Machine learn-
ing 107.1 (2018), pp. 79–108.
[LBV12] Rui Leite, Pavel Brazdil, and Joaquin Vanschoren. “Selecting classification al-
gorithms with active testing”. In: International workshop on machine learning
and data mining in pattern recognition. Springer. 2012, pp. 117–131.
[RSG16] Marco Tulio Ribeiro, Sameer Singh, and Carlos Guestrin. “"Why Should I
Trust You?": Explaining the Predictions of Any Classifier”. In: Proceedings of
the 22Nd ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining. KDD ’16. event-place: San Francisco, California, USA. New
York, NY, USA: ACM, 2016, pp. 1135–1144.
[SO14] Rachel Schutt and Cathy O’Neil. Doing data science: Straight talk from the
frontline. O’Reilly, 2014.
27
CHAPTER 1 : Introduction
[Van13] Joaquin Vanschoren et al. “OpenML: Networked Science in Machine Learning”.
In: SIGKDD Explorations 15.2 (2013). Place: New York, NY, USA Publisher:
ACM, pp. 49–60. doi: 10.1145/2641190.2641198.
28
Part I
Exploring assistance in data analysis
: State of the art
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Preamble
In recent times, machine learning has received a growing interest from domains always
more numerous. This growth is well illustrated by the increase in researches of the terms
"machine learning" on google, as shown in 1.2. This increased attention is in part centered
on machine learning, and its possible applications. Such a surge in attention on this domain
led to a large number of machine learning tools, but also a plethora of machine learning
assistance tools, aiming to facilitate the creation and training of a model from any data.
Despite this, machine learning is still a largely opaque domain, with most of the work
being done by data analysis experts. This is a deterrent to the use of machine learning
tools, as it can be expensive to hire a data analysis expert, and not everyone has the time
required to become one. This means that there is still a need for further assistance in data
analysis. To understand what needs to be done to help an expert or the general public in
performing data analysis and machine learning, we must take a look at what has already
been done.
But first, we have to make the distinction between data analysis and machine learning.
Figure 1.2: Evolution of the number of researches for "machine learning" on google, ac-
cording to google trend
Here are our definitions of the terms "machine learning" and "data analysis", according
to a synthesis of their usage across the state of the art ([Abd18; LBV12; Van13])
Definition 1 Data analysis is the general domain pertaining to the study of existing data
through its cleansing, transforming, and modeling with the goal of discovering useful infor-
mation, informing conclusions, and supporting decision-making.
Definition 2 Machine learning is a particular domain of data analysis. This field is the
study of computer algorithms that improve automatically through experience. It is seen as
a subset of artificial intelligence. Machine learning algorithms build a mathematical model
based on a dataset, known as "training data", in order to make predictions or decisions
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without being explicitly programmed to do so.
In short, machine learning is a subfield of data analysis, which aims to create a model
from a dataset. This model is created from an algorithm theoretically capable of producing
a model from any data, rather than being tailored for a particular task. In this chapter, we
first explore the general field of assistance in data analysis, notably through the different
tools and techniques that are now available to the general public or in the literature. We
establish a survey of what is done in data analysis in Chapter 2. We can conclude that
assisting non-expert users is often done by automating parts of the analysis. Then, we
decide to focus more on the automatic recommendation of machine learning processes in
Chapter 3. This focus allows us to understand a key drawback of assistance in machine
learning: the lack of comprehension from the user of the tool he is using. This leads us
then to take a look at model explanation, and more precisely, single instance prediction
explanation in Chapter 4.
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Hey sky, take off your hat, I’m on my
way!
Valentina Tereshkova
The purpose of a storyteller is not to
tell you how to think, but to give you
questions to think upon.
Brandon Sanderson
Chapter 2
Assistance in data analysis
As our goal is to help a user non-expert in data analysis at building his own data
analysis model, it is primordial to identify what constitutes assistance in data analysis,
and what has been developed in this field. In order to do so, we rely on the large number
of propositions for assistance in data analysis found across the literature. Moreover, we
also study the tools available to the general public the users choose to use, and the way
they use them. Those are an important insight into what works and what is lacking. They
can function as a compass, pointing to how the users want data analysis assistance to be
developed. Thus, we can identify the main themes of data analysis assistance through
these tools. In this chapter, we first identify the main forms of assistance in data analysis
in Section 2.1. From this identification, we recognize a lack of assistance in the field of
machine learning, and so we decide to focus on assistance in this field in Section 2.2. From
this domain, we identify two main forms of assistance in machine learning. The first one
is the assistance in understanding the machine learning process and described in 2.3. The
second one is the assistance in building a data analysis model through machine learning
which we discuss in 2.4.
2.1 The main forms of assistance in data analysis
Data analysis is a process including five main steps according to Schutt et al. in [SO14].
Those five steps can be summarized as such :
1. Data collection: Raw data is collected from the world and gathered into a single
dataset. The source of this data can be of numerous types, from data automatically
collected from an automated sensor to a large repository of messages sent on a social
media platform.
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2. Data cleaning: Once this raw data has been collected, it must be processed to create
a usable dataset. This process aims most of the time to create a two-dimensional
array, with each line being an instance of the data, and each column a characteristic
of those instances.
3. Exploratory data analysis: This is the first instance of analyzing the data in the
data analysis process. This process is done to highlight the main characteristics of
the data collected, and give the analyst a clearer sense of what the data contains.
This process can also highlight eventual lacks in step (2), prompting further cleaning
of the data.
4. Modeling and algorithms: The data is now processed in order to answer the
original problem that prompted the need for data analysis. It could be, as stated
in [SO14], a classification problem, a prediction problem, or a simple description
problem, for instance. At the end of this step, a model responding to the main
problem is obtained.
5. Data product or communication: This step consists of actually using the results
of the data analysis. This analysis might have produced a "data product", such as a
recommendation system, a weather forecast model, or any other algorithm based on
the results of the analysis. It could also be a simple report to the persons who have
asked for the data analysis in the first place, giving them an understandable form of
the results obtained.
Digital tools are available in the literature to help for each of those steps, with the
exception of data product or communication which is purely a synthesis work or porting
the results of the analysis to a computer application.
2.1.1 Data collection
Data collection has been made easier through the science of data mining, which has been
automated by a large number of tools as clustering data mining, a lot of which are described
in [Ber06]. The goal of clustering data mining is to gather a large pool of data and regroup
it in different categories through automated patterns and similarities recognition. The
survey [GG99] also lists a lot of data mining and knowledge discovery techniques that have
since been tested and are largely used in the general public, such as Weka ([Hal09]). In
general, those tools facilitate the gathering of data from the large data pool that is the
internet. The rest of the data gathering is often facilitated by automatic detection and
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classification of subjects of interest for captors. As an example, [Spa08] describes a system
for the automatic counting and tracking of fishes in underwater videos. This kind of system
assists the user in gathering new data without having to do it by hand. In general, data
gathering today has largely been researched and is often only constrained by the size of
the data pool from which to gather data, which led to the emergence of the domain of big
data analysis.
2.1.2 Data cleaning
As data cleaning is often done with one specific data analysis task in mind, a lot of the
process is automated through tools aimed at this specific task ([Kri16]). Yet, some steps
are sufficiently generalized to be considered as general data cleaning tasks. Among those
are the elimination of absurd outliers and the selection of pertinent attributes for the task
at hand. A lot of data analysis tools propose to aid a potential user in performing those,
such as Orange, What-if, or Weka ([Dem13; Wex19; Hal09]). Moreover, many database
management systems have been developed to organize, manage, and manipulate collected
data. A recent survey described multiple categories of data management systems in NoSQL
[Ges17]. Those systems allow for an easier and faster analysis of the data, depending on
the situation of the user.
2.1.3 Exploratory data analysis
It is during this step that a lot of well developed basic methods are applied in order to
perform a first exploration of the data. Those methods include, as an example, a linear
regression of the data or a principal component analysis. Those steps have been automated
through many methods implemented in a large number of tools available to the public, as
Matlab ([MAT10]). An example of exploratory analysis is the OLAP (Online Analytical
Processing) systems as Xplenty ([NMY14]) or IBM Cognos ([Adk13]). Those systems aim
to help users explore multidimensional data through a detailed visual interface and diverse
analysis tools. They often rely on recommendation systems in order to automatize a part
of the exploration, as in [Gia09]. According to [SO14], this process may reveal a lack of the
previous data cleaning process, prompting a new data cleaning before progressing further.
2.1.4 Modeling and algorithms
This last step is the one that produces what will become the final product of the analysis.
This is where the field of machine learning is very important as it developed in order
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to create models from data automatically via a generic algorithm. Those algorithms are
described in greater detail in Section 2.2. Here, machine learning is still largely studied,
with, as an example, the advent of neural networks which opened new possibilities in
machine learning.
2.1.5 An open field
The different steps of data analysis have been largely explored and automatized. A data
scientist has a great array of tools and algorithms at his disposal when performing data
analysis. Yet, there seems to be a lot to discover in many fields, particularly on modeling,
for which new possibilities are discovered frequently. Yet, as it is a relatively new field
when compared to the other aids in data analysis, the tools aiming to assist a user in
machine learning are less developed and more experimental. Thus, there is potential in a
further study of assistance in machine learning.
2.2 The main forms of assistance in machine learning
When building this state of the art, we have identified three main ways of helping a user
create and train a machine learning model:
• First, tools like the ones proposed by [Hal09], which use visual tools to assist data
analysis experts in performing data analysis and machine learning tasks. These tools
can be called "Comprehension assistance" tools, as they do not aim to automatize
any process, but rather try to clarify the information by displaying it in a new way
or show novel pertinent information that can be inferred from the data.
• The second main category of tools is the "process automation" tools, which aim to
rely as few as possible on human decisions, by automating important parts of the
process of building a model from a dataset. One example can be found in [Feu19],
which presents a framework for automatically building a machine learning model,
from the selection of the workflow to the final training of the model. Those tools are
described in more detail in Chapter 3.
• The third category can be found in [HK13], as an example. Rather than fully autom-
atizing a data analysis process, these tools guide the user through the construction
and training of a model, without replacing him entirely. This is often done via visual
interfaces depicting the possible actions of the user and the results of these actions.
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It can be described as a combination of comprehension assistance and process au-
tomation, from which arise a new possible application that we name assistance in
model building in this thesis.
Through these three categories, we review the diverse applications and tools developed in
the literature. First, we take a peek at two primaries examples:
One of the best-known data analysis assistance tool is weka ([Hal09]), created in 1992,
and regularly updated ever since. In its current version, weka offers a large array of
functionalities that can be roughly separated into two main categories: data-based and
model-based functionalities. In terms of data, weka provides visualization tools to allow
the user to better explore their datasets, through their experimentation tool. Moreover,
this tool allows the clustering and prepossessing of the data, before the application of
basic classification models. More advanced machine learning tools are proposed in the
knowledgeflow section of weka, where the user is recommended data analysis workflows
and other processes automatically.
More recently, Google released in 2019 its tool "What-if?" ([Wex19]). This tool is
designed as an expansion of jupyter, Colaboratory, and Cloud AI Platform notebooks.
What-if mainly focuses on helping a user understands his data and, more importantly, the
models produced by the data analysis. Some of the proposals are similar to Weka, but
the main originality of the What-if tool rests in the possibility of testing hypotheses, by
manipulating data on the fly and seeing the effects of the manipulation on both the dataset
and the prediction of the trained models. Moreover, What-if also proposes automation of
workflow choice and model construction, but those are more akin to the rest of the state
of the art.
In order to understand what can be done to further assist in data analysis, we need to
review what has already been done. Through this review of the state of the art in data
analysis, we need to consider each category of machine learning assistance tools in turn.
2.3 Comprehension assistance
Because of this need for transparency, the existing systems and toolkits for machine learning
(ML) and data analysis in general mostly focus on providing and explaining the methods
and algorithms. This approach has proven particularly helpful for expert users, but still
requires advanced knowledge of data analysis. Indeed, some of the most well-known data
analysis platforms such as Weka [Hal09] or Knime [Ber07] provide detailed descriptions
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of the methods and algorithms they include, often giving usage examples. Unfortunately,
detailed descriptions are a poor substitute for actual training in data analysis.
Some data analysis platforms, such as RapidMiner ([HK13]) or Orange ([Dem13]),
for instance, have dedicated great attention to the problem of presenting and explaining
the analysis results to the user. By providing well-designed visualization interfaces, these
platforms assist the user in understanding the results produced, which is a first step toward
actually using them and acting on them. As an example, Orange allows us to study in
great detail the results produced by different machine learning models.
Example 1 In figure 2.1, the user has trained three models on a dataset: a Support Vector
Machine, a Naive Bayes, and a Random Forest. These models produced errors when clas-
sifying instances of the dataset. These errors are displayed on the right of the screen. They
are then collected together and displayed in the form of a Venn diagram, which informs the
user of the most commonly misclassified instances of the dataset, depending on the model.
Figure 2.1: Orange : Displaying the venn diagram of the instances of a dataset misclassified
by three different models
However, these techniques cannot explain how these specific results have been achieved,
which remains a significant disincentive for users in areas where wrong decisions can have
grave consequences. Helping those users to grasp why a particular prediction is being made
(in a way that would allow them to check this reasoning against their expert knowledge)
could greatly enhance their trust in a reasonable prediction, or on the contrary, give them
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a meaningful reason to discard a biased one. This is the original intuition behind the need
for prediction explanations.
More recently Google with its "What-if" tool1, mainly based on [WMR17], proposes
many exploratory machine learning tools. Those help a user to understand and exploit
machine learning models in an intuitive way. This is mainly done by allowing the user to
explore new data points with a trained model, and displaying different metrics in an easily
interpretable way.
Example 2 Figure 2.2 depict one of those tools: the user can apply hypotheses on his
dataset, either on a single data point or on the whole dataset. As an example, the mean
of a particular feature could be modified. Those changes are then reported and displayed to
the user. The results of the modifications are shown to the user, both in the dataset and
on the classifications of the machine learning model.
Another of these What-if tools is the model performance visualization tool, depicted in
Figure 2.3. This tool displays diverse performance metrics to the user for his machine
learning model. The user can then modify the parameters of the model and directly see the
impact of those modifications on the performance of the model.
Other visual functionalities of the What-if tool include the capacity to test hypotheses
on a dataset and its corresponding trained model. The user has access to a lot of options for
modifying artificially the dataset, either through single modifications (replacing an instance
by another) or through general changes (changing the mean of an attribute or changing its
standard deviation as an example). Those changes are then displayed to the user through
visual interfaces similar to the one displayed in Figures 2.2 and 2.3. This way, the user
can observe the results of his hypotheses both on the dataset and the classification results
of the model. Those options answer to the problems raised by [Haa11]. In this paper, the
authors formulate a need for applying hypotheses to a model rather than just using it as
a description of a situation.
2.4 Assistance in model building
2.4.1 Visual model construction
Along with visual aids, other tools chose to guide the user in the different steps of workflow
building, without suppressing his participation. Rapidminer and other tools such as Magic
1https://pair-code.github.io/what-if-tool/
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Figure 2.2: Modifying a data point and seeing the results on the model and the dataset in
the What-if tool
Figure 2.3: What-if tool model performance presentation
2.4 Assistance in model building
quadrant ([HK13; Ido18]) proposing visual model building solutions tend to try to achieve
this goal.
Example 3 In figure 2.4, we can see the rapidminer’s visual workflow building tool. De-
picted on the picture are 4 steps of a workflow: First, the data is retrieved, it is then
assigned roles depending on the nature of the data. The next step consists of converting
part of the data from numerical to binomial. The last step is the cross-validation of the
future model.
The main problem with the "building blocks" proposed by the integrated recommenders
is that they tend to stay obscure to the non-expert user.
Figure 2.4: Rapidminer’s visual workflow designer
2.4.2 Automated optimization
Another form of assistance in model building is the automation of the hyperparameters
of a chosen model. Most of the machine learning models do not come in the form of
a single monolithic bloc, but rather as a tool with a lot of possible customization and
many optimizations. As an example, a neural network can exist in many possible forms,
depending on the number of nodes constituting it and its organization. Those modifiable
characteristics of a model are called hyperparameters.
To simplify the usage of those models, some authors propose a solution for automatically
choosing the model hyperparameters. Those systems often rely on previous usages of the
model, in order to determine its best configuration given the task at hand.
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As an example, [Feu19] proposes to automatically tune the hyperparameters of a model
by creating a "meta-model": Given a database of past machine learning experiments,
their system relies on learning from the performances of each models depending on their
hyperparameters and the dataset being analyzed. With this base of knowledge, they create
a predictive model capable of predicting the hyperparameters most likely to produce good
results when given a new data analysis task. This basic configuration is then tuned further
by testing the newly created model on small samples of the dataset and observing the
changes of performances provoked by changing different hyperparameters. The system
then functions as an optimization algorithm, aiming to enhance the performance of the
model through the fine-tuning of its hyperparameters, each loop of testing allowing the
system to further approach the "ideal" configuration.
2.5 Synthesis
Among these diverse tools integrating data analysis assistance, a lot of them are still aimed
at users with a certain expertise in data analysis and machine learning. These tools rely
more on a simplification of the expert’s work than the guidance of non-expert user through
the steps of data analysis.
Table 2.1 summarizes the different approaches that each tool described in this state of
the art include in their functionalities. It is evident from here that visualization tools are
pervasive in the domain, their implantation and utility being evident at this point, as a
clearer presentation of information is always preferable. The aid in feature selection is also
present in virtually every data analysis tool, as the constitution of a well-built dataset is
important for a lot of data analysis processes.
Other functionalities appear to be less pervasive, as workflow recommendation, (done
by Rapidminer and What-if tool) and workflow building assistance, (done by Rapidminer
but not by What-if tool) are not always provided, and not always in combination. As
we have seen, a full workflow recommendation system tends to remove the user entirely
from the analysis process, which tends to create distrust from the user. That’s why a
non-expert user should have access to a combination of workflow recommendations and
workflow building assistance. When a user has access to both, the recommendation system
can help him take decisions he could not take alone, while the building assistance gives
him a more user-friendly interface to interact with.
Finally, very few tools allow their users to explore the instances of their datasets through
diverse visualization tools. The What-if tool has clearly given a lot of attention to this
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approach, which guides the user in exploring their data in new and clearer ways.
The last approach in machine learning assistance we have seen is the explanation of
predictions made by a machine learning model. This function has been explored in the
literature, as we are going to describe in Chapter 4, but is rarely integrated with a bigger
framework. This lack of focus on the comprehension of the models produced by the machine
learning processes leads to a need for expertise in machine learning for using these tools
correctly. Moreover, the automatization of many processes while building the workflow
and the machine learning model leads to a lack of implication of the user in his own model.
In this thesis, we intend to keep the user invested in the building of the machine learning
model without requiring detailed expertise in machine learning from him. This can be done
by relying on the knowledge the user has of his data, which is often neglected in classical
tools.
Weka Rapidminer Knime Orange What-if tool
Visualization tools X X X X X
Prediction explanation X
Used approaches Instances exploration X X
Features selection X X X X X
Workflow recommendation X X X
Workflow building assistance X X X
User implication Medium Medium Full Medium Full
Relation with the user Data knowledge exploitation Medium None Medium Medium Medium
ML expertise needed Full Full Full Full Medium
Table 2.1: Summary of the different data analysis tools and their functionalities, along
with their relation to their user: respectively, is the user involved in the process, is his
knowledge of the analyzed data exploited, and is a data analysis expertise required.
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One of the identified issues is the efficient recommendation of a machine learning workflow
to a non-expert user. To address this challenge, we first have to take a look at what al-
ready exists in the literature, both in the general domain of recommendation systems and
in recommendation systems aiming to recommend machine learning processes. As we aim
to recommend to persons who are not experts in data analysis, we will have to rely on
what they have at their disposal for the recommendation process. Thus, we want to base
our recommendation on the data of the user, and his objectives for the analysis. Thus,
we first take a look at the collaborative filtering recommendation approaches in Section
3.1, as they rely on comparing the user’s problem to a database of previous problems. In
Section 3.2, we then focus our attention on recommendation systems precisely aimed at
recommending machine learning processes. During this analysis, we realize that a common
extension of collaborative filtering systems is not present in machine learning recommen-
dation systems. This extension is the consideration of the user’s context when performing
the recommendation. Thus, we take a look at context-aware recommendation systems in
Section 3.3. Finally, we discuss the problems brought by unexplained recommendations in
Section 3.4.
3.1 Collaborative filtering approach
Model recommendation is the basis of a lot of data analysis assistance tools. Most of
these tools recommend possible workflows by relying on a database of past experiments,
to find solutions used on similar problems. Those are called collaborative filtering
recommendation systems. The main principle of these recommendation systems is to
assess the user’s problem (choosing a movie or a restaurant, solving a technical problem,
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finding a solution to a computer bug...) and compare his profile to the activities of other
users.
Example 4 Marc is looking for a new movie to watch on his favorite streaming platform
and decides to look at the movies recommended to him by the service. Let’s say the platform
has seven movies. (1): Who framed Roger Rabbit?, (2): Matrix, (3): Django Unchained,
(4): What we do in the shadow, (5): Hot fuzz, (6): John wick, (7): Artemis Fowl. The
recommendation system of the platform uses the previous movies watched and rated by
Marc. These ratings are compared with the ratings of other users, giving a matrix of
ratings in Table 3.1.
movie (1) (2) (3) (4) (5) (6) (7)
Marc 9 10 7
Lucy 4 8 2
John 2 8 8 10
Sophie 10 9 8 3
Table 3.1: ratings of movies by different users of the streaming platform
The system identifies John and Sophie as the two closest users to Marc as they both
watched and liked two movies Mark did too. Then, the system sees that John and So-
phie both watched and liked John Wick, a film Mark has not seen yet. Thus, Mark is
recommended John Wick as a movie he could potentially appreciate.
In our problem, we aim to recommend a workflow to a user based on his dataset and
his desired types of results or analysis needs. This is the user profile, as it indicates the
user’s problem and his preferences. Now, in this case, the comparison between different
users to find older users close to the new user is often subject to discussion, and we have
to find the solutions proposed in the state of the art.
Recommender systems based on collaborative filtering are known to be effective in var-
ious applications. For example, [BHM04] is applied in the context of database research and
management. Given a database, the recommender system suggests queries based on previ-
ously issued queries. [HC10] describes a system aiming to assist a user by recommending
him items that would interest him, based on its interactions with other users in a social
network. Another example is the one of [Ali15], which provides sequences of queries based
on similarities between OLAP user sessions.
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In a lot of cases, it is simpler for a non-expert user to rely on a data analysis expert rather
than try to perform his analysis by himself. The main problem of experts is their scarcity
and their cost. Thus, a lot of researchers developed many ways to simulate the behavior of
an expert by creating automated machine learning processes. The recent survey of Joaquin
Vanschoren [Van18] listed many automation techniques under the common name autoML,
for automated machine learning. Yet a lot of these automated solutions have very different
approaches, and often focuses on different points of a model in order to analyze data. The
common point of all those techniques is that they are all based on the previous machine
learning experiments to infer the performance of different possible models on the task
being automatized. Hence, these processes are grouped under the term of Meta-learning,
meaning that they learn from previous learning tasks. Meta-learning, here designate the
action of learning from previous data analysis tasks to determine the best course for a new
task in order to automatize the totality or a part of the process.
A lot of these tools need an important repository of past machine learning experiments
to function. For this, an important data analysis project is the Openml ([Van13], https:
//www.openml.org/) community, which main aim is to gather and store a large number of
machine learning experiments and encourage collaborative work between users. This is an
original approach as the goal is not to put the user through an automatizing process, but
rather to connect him with an expert capable of and interested in helping him. The Openml
interface offers a large number of results visualization and comparison: once multiple
machine learning processes have been applied to the user’s dataset, the results can be
viewed in a list organized by different classical evaluation criteria. Moreover, the users
can specify the type of data analysis tasks he wants to be performed on the dataset,
with parameters allowing him to specify the preferred evaluation criterion and many other
specific options. This community also have led to the constitution of a large collection of
datasets and machine learning experiments, facilitating a lot of research works as [Feu15]
or [DK17].
Moreover, their organization of the process of machine learning allows us to distinguish
different elements, which we define here according to their usage on their website.
Definition 3 A dataset is the collection of data on which the analysis will be performed.
It can take many forms, but in machine learning, it is often organized as a two-dimensional
table. One dimension of the dataset is the collection of the instances that will be studied.
As an example, in a medical study, an instance would be an individual patient. The second
47
CHAPTER 3 : Recommendation systems
dimension is the ensemble of the attributes of the instances. In our example of a medical
study, the attributes would be the characteristics of each patient, such as their weight, age,
size, etc. Given A = a1, ..., an, the attributes of a dataset, an instance x is a vector of n
attributes values: the description of x along the attribute set A.
Definition 4 A Workflow consists of a series of data analysis algorithms and actions
leading to the creation of a machine learning model. As an example, a workflow could
consist of the elimination of missing values of the studied dataset, then an attribute selection
reducing its size, followed by the training of a decision tree on the resulting dataset.
Definition 5 A machine learning task describes the objectives of a user regarding their
dataset. It can be the training of a predictive model, a regression, a clustering, etc. It
will also include the most important performance measures for the user. In the case of
a predictive model, as an example, these measures can be the precision of the model, its
number of false positives or negatives, or more complex metrics like the area under the
ROC curve.
In general, in the literature, the act of learning from previous tasks, in order to recom-
mend possible workflows for a new given task is called meta-learning. This category of
recommendation systems is largely described in the survey of Joachim Vanschoren ([Van18])
and divided into multiple categories.
3.2.1 Meta-learning from model evaluation
The most simple meta-learning forms are the task independent recommendation sys-
tems. Those systems do not run any prior analysis on the new task at hand and only
rely on past experiments. In a context where no knowledge of the task at hand is accessi-
ble, it is still possible to determine from a database of past experiments, which algorithm
tends to perform better in general. The main interest of those task-independent systems
is the constitution of portfolios of different data analysis methods and their best global
configuration ([Lin10], [Abd18]). These portfolios can be ranked differently depending on
the priorities of the user, for instance by preferring a precision-based ranking, or an area
under ROC curve ranking ([BSD03],[Dem06]). Moreover, multiple solutions exist to bal-
ance evaluation score and training time ([BSD03],[Rij15]). These portfolios are then used
to warm start other techniques exploiting the task-specific information, but still relying on
general knowledge of algorithms global performance.
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One category of methods relying on such previous knowledge is the relative landmarks
methods, which relies on the performance on a set of pre-selected and well-known models
to determine the similarity of two tasks: The meta learner have constituted a portfolio
of previous experimentation, containing the performances of different models and their
configurations during those experiments. These previous experiments are then compared
to the performances of the landmarking models on the task at hand, and it is then theo-
rized that if the landmarks perform similarly on two different tasks, then those two tasks
are similar in nature, and the best performing model configuration on the previous task
have a better chance to perform well on the new task ([PBG00]). These methods, as the
one from [LBV12], often refine the model configuration by warm starting on the best per-
forming model and configuration of the previous task and then proceed to tune the model
hyperparameters automatically by relying on further past experiments.
Example 5 Dr. Kaktus decides to use a data analysis assistance tool to decide which
workflow would work best to analyze his dataset. The recommendation system of the tool
is based on three landmarkers: decision tree, Naive Bayes, and Nearest Neighbors. Once
Dr. Kaktus has entered her dataset in the recommendation system, the three landmarkers
are trained automatically on it, and their precision are compared to the results of previous
experiments, the matrix of precision is depicted in Table 3.2. The recommendation system
Decision tree Naive Bayes K nearest neighbors
Dr. Kaktus 0.5 0.9 0.1
Ms. Flour 0.8 0.9 0.7
Pr. Daisy 0.4 0.8 0.15
Mr. Brown 0.7 0.2 0.6
Table 3.2: Matrix of models precision on different experiments
then determines the difference between two experiments as the euclidean distance between
the vector of precision of the landmarkers. According to this metric, the closest experiment
is the one of Pr. Daisy, which is then used as a basis for the recommendation.
3.2.2 Meta-learning from task properties
Another source of information for the automation of machine learning is the use of metadata
obtained from the task and characterizing it. Those metadata are general metrics linked to
a dataset, which help to characterize it. There are many types of metadata collected and
used by task-centric automation systems, the most commonly used according to [Van18]
can be found in Table 3.3. As we can see in this table, these features characterizing
the dataset (i.e. meta features) can be grouped in different categories. The simplest
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ones are the dimensionality meta-features, giving the size of the dataset and the general
state of this data. The statistical features are more centered on the characteristics of
the different attributes (or features) of the dataset. Information-theoretic meta-features
pertains to the classification of the different instances of the dataset and the quality of the
information brought by it. The "complexity" meta-features are linked to the difficulty of
analyzing the dataset according to different metrics. Finally, the landmarkers and model-
based meta-features pertain to the behavior of specific machine learning algorithms when
trained on the dataset. The rationale between those meta-features is that if a model
behaves similarly on two datasets, those datasets must be similar. These meta-features
are then used through different recommendation systems, which will be described in more
detail in Chapter 3. In summary, these systems rely on meta-features to compare tasks
between them, in order to determine similarities between them. These similarities are then
used to select good candidate models for the user’s data analysis task, as in [Feu15]. This
model recommendation is often accompanied by a hyperparameter optimization, aiming
to enhance the performance of the recommended model ([Feu19]).
Other approaches include the building of meta-models: by learning the relationship
between a task meta attributes and the efficiency of different models and configurations,
it is possible to build a predictive model aiming to rank the models most likely to perform
well on the task. There have been numerous works on this domain, as [Bra08] or [LBG15].
Those meta model can also be used to predict other features of a model, as its training
and prediction time [Yan18]. This allows the user to specify multiple parameters rather
than just the raw precision of the model.
Example 6 This time, the recommendation system used by Dr. Kaktus is based on meta
models. This meta-model has been trained on a large database of past experiments, with
a dataset characterizing metadata as an input. The output being the models predicted to
perform best on the dataset. Once Dr. Kaktus’ dataset has been input in the system,
its metadata are passed to the meta-model, which predicts that the models most likely to
perform well on it are a Support Vector Machine, a simple neural network, and a J-48
random forest. Dr. Kaktus now only have to choose between those three rather than develop
the whole model by herself.
3.2.3 Description of a workflow recommendation system
Figure 3.1 depicts the global principle of a workflow recommendation as done in [Feu19]
or [Ray18]. This process is comprised of three steps :
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Category Name Utility
Number of instances Speed, Scalability
Number of features Curse of dimensionality
Simple Number of classes Complexity, imbalance
Number of missing values Imputation effect





Concentration Degree of discreteness
Statistical Sparsity inter-class dispersion
Gravity Feature redundancy
Coefficient of variation Variation in target
PCA variance Variance in first principal component
PCA skewness Skewness of first principal component
PCA 95% Intrisic dimensionality
Class probability Class distribution
Class entropy Class imbalance
Normalised entropy Feature informativeness
Information-theoretic Mutual information Feature importance
Uncertainty coefficient Feature interdependence
Equivalent number of feats Intrisic dimensionality
Noise-signal ratio Data noisiness
Fisher’s discrimination Separability of classes
Complexity Volume of overlap Class distribution overlap
Concept variation Task complexity
Data consistency Data quality
Number of nodes/leaves Concept complexity
Branch length Concept complexity
Model-based Nodes per features Feature importance
Leaves per class Class complexity
Leaves per agreement Class separability
Information gain Feature importance
Landmarker k-NN Data sparsity
Landmarker Tree Data separability
Landmarkers Landmarker Linear Linear separability
Landmarker NB Feature independance
Relative landmarker Probing performance
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Figure 3.1: Global steps of a recommendation process according to [Ray18]
1. The system finds a set of datasets similar to the user’s dataset in his meta-database
of past data analysis experiments.
2. Among those similar datasets, the system rank the workflows used when performing
the past experiments according to their performance indicators.
3. The workflow performing best on a dataset similar to the user’s dataset is then
recommended to the user.
Example 7 Dr. Flour is a flower biologist researching the different species of plants she
has; namely iris setosa, iris virginica, and iris versicolor. She’s trying to come up with
an efficient model of classification given, among other criteria, the petal and the sepal size.
Now, Dr. Flour has no real expertise in the field of data classification, and would rather
reuse processes designed by experts. Dr. Flour primarily wants her model to be the most
accurate (considered as the only performance indicator).
At the same time, Dr. Kaktus is a famous geneticist who came up with a computer
model that can classify cacti flowers based on their size. Fortunately, Dr. Kaktus uploaded
his data and his analysis workflows on a machine-learning platform (such as OpenML
[Van13]) offering to anyone to evaluate or run operations on it.
The objective of the recommender system is then to be able to determine that the data
and objective of Dr. Flour are reasonably close to those of Dr. Kaktus, and thus to reuse
the analysis workflows built by Dr. Kaktus to solve Dr. Flour problem.
The hypothesis here, backed by the whole field of meta-learning ([GVB04]), is that
a data analysis workflow that performed well on a given dataset has a good chance to
perform well on a new dataset if it is similar to the first.
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In order to determine the similarity of two datasets, many recommendation systems
rely on a similarity measure.
3.2.4 Determining the (dis)similarity between two datasets
The auto-SKlearn and William Raynaut’s systems ([Feu19], [Ray18]) both use their mea-
sure as a dissimilarity, which allows them to use it as a distance. This process is more
intuitive to use than a similarity measure, as it is often simpler to count differences rather
than similarities. According to William Raynaut ([RSV17]), those dissimilarity measures
have a set of necessary properties :
Definition 6 Let A be a set and d a function : A2 → R.
d is a dissimilarity function on A if and only if, ∀x, x′ ∈ A:
• d(x, x′) ≥ 0 (Positivity)
• x = x′ → d(x, x′) = 0 (Indiscernibility of identicals)
• d(x, x′) = d(x′, x) (Symmetry)
Those properties are the same as the ones of a distance when defined on a multidimen-
sional space, except for the absence of the identity of the indiscernibles (the inverse of the
second property). This absence is caused by the approach of comparing datasets.
A dataset, by nature, can have the order of its columns and lines changed without
consequences for its relevances, as long as the relations between instances and attributes
is respected. In short, the order in which the instances are presented is not relevant, and
neither is the order of the attributes.
Thus, in order to compare different datasets, it is not possible to rely on the raw data,
as its order can be changed. Instead, the comparison algorithms relies on metadata. Most
of the literature ([Feu19; Feu15; NHK14]) rely on the dataset metadata alone. A lot of
those are the criterion described earlier in Section 3.2.2, through Figure 3.3. Although,
when comparing datasets, the authors of [Ray18] decided not only to use this metadata
but also attributes specific metadata. This metadata consists of criteria similar to those of
the dataset but is calculated only on the attributes. As an example, those metadata can
be the mean value of the attribute, if it is numeric or nominal or its variance. A full list
of the criterion used by [Ray18] is available in their thesis.
In order to conjugate the differences between the attributes, the authors propose to form
pairs of attributes as depicted in Figure 3.2. The goal of those pairs is to minimize the
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total dissimilarity of each pair of attributes. This is achieved by using a greedy algorithm
to form pairs of attributes. In the case where the two compared datasets do not have the
same number of attributes, the supernumerary attributes are paired with a theoretical void
attribute. Once this attribute specific dissimilarity is calculated, it is then combined with
a more classical dataset based dissimilarity.
Figure 3.2: pairing the attributes (features) of two datasets
Experiences conducted in [Ray18] have shown that this finer dissimilarity measure is
more accurate than other measures of the state of the art.
3.3 Improving collaborative filtering by using context
Traditional collaborative filtering approaches base their recommendations on similarities
between users’ problems, identifying intrinsic traits they have in common. A commonplace
improvement of those systems is to take into account the context of the user.
Context-aware recommender systems should be preferred when the context of the user is
complex and more prominent [AT08]. In this case, the information obtained from multiple
contexts can be very useful to improve the relevance and effectiveness of the recommender
systems. Such approaches have attracted particular attention over the last few years.
For example, [IY17] shows that detecting user emotion (context) and factoring it into a
collaborative filtering approach increased user satisfaction. [Wan17] proposes a system
suggesting collaborations between universities and industries based on the identification
of similar contexts of researchers (defined on a multitude of aspects). [ZMB15] develops
a similarity-based context-aware approach under the assumption that recommendations
should be similar if the contextual situations of the users are similar. They demonstrated
that integrating a similarity measure between multidimensional contexts could improve
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precision scores. [AT11] describes in detail the existing recommender system methods and
proposes solutions to take into account the user’s context in addition to the user himself.
Three main methods are highlighted in [AT11]. For each of these methods, we illustrate
it with an example based on a movie recommendation system. We consider a user who is
searching for an action movie. The system has access to the previous movies he watched
and which he liked, as for a classical collaborative filtering approach. The system also has
access to the context of our user: apart from movies, he is interested in video games and
sports, but doesn’t like politics and traveling.
• Method 1: Pre-filtering. In this method, the context is taken into account when
considering the already available data. The context is then considered as additional
data in the recommendation task. The main question then becomes the weight we
have to allow to this data, depending on the importance of the user’s context in
the query. As an example, a biologist looking for interesting data could benefit in
a greater importance of his own context in the recommendation: his precise field of
work is not always apparent in his activity, along with his current center of interest.
In our example, the recommendation system would find people who watched and liked
the same movies as our user, to know what these people also liked. Then, among
those people, the ones who like video games and sports but dislike politics would be
given a greater weight before running the recommendation algorithm. This makes the
system base its recommendation on people with tastes even more similar than those
of the user.
• Method 2: Post-filtering. In this case, the context is taken into account once
the recommendation has been made. As an example, if the basic recommendation
system has recommended ten items of interest for the user, these items will then be
ranked according to the user’s context. This reduces greatly the importance of the
context in the recommendation, without completely eliminating it, as the user is still
more likely to get content relevant to his context.
For our example, the system first proceed as a classical collaborative filtering recom-
mendation system by basing its recommendation on the persons who have watched
and liked the same movies as our user. Then, the system produces 15 possible movies
that could interest the user. These movies are then ranked through the context of the
user: among these 15 movies, the movies presented first are the ones best liked by
other persons who are interested in video games and sports but don’t like politics.
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• Method 3: Model-based filtering. This application is relevant to model-based
recommendation systems. Here, the context is considered as a new dimension when
creating the recommendation model space. The end ranking of the recommendation
can then be generated using a Pareto front or a weighted manhattan distance. This
allows to use of the context in the recommendation without intertwining it with the
user’s data: the user and his context are still considered as separate entities in the
recommendation system but are used conjointly for the recommendation.
In our example, the tastes of the user outside of movies would be integrated into the
recommendation system, establishing two rankings: The first is the ranking of the
movies liked the most by people who watched and liked the same movies as the user
(ranking A). The second is the ranking of the movies liked the most by people who
like video games and sports and dislikes politics (ranking B). The final recommended
movies would be the ones performing best in both rankings. As an example, a movie
second in ranking A and fourth in the ranking B would be recommended over a movie
first in ranking A but 100th in the ranking B.
There exist solutions in order to use combinations of these methods, notably by using mul-
tiple context points in different stages of the recommendation (e.g. [Ado05]). Adomavicius
cites an example in [AT11] by saying that different parts of the user’s context could be
used in different steps of the methods. Moreover, it is possible to use multiple context
data in the same method. A recommendation method could then use a group of context
elements in pre-filtering, others in its own model, and a final group as post-filtering. In
the example of movie recommendation, there is a variety of pertinent context elements:
the time at which the user wants to watch a movie, his tastes outside of movies, if he is
watching the movie with someone or not, etc. Those different pieces of information may
be used during different steps of the recommendation, rather than using them all at the
same time.
Having collected methods of collaborative filtering recommendation, it is now necessary
to see their possible applications in machine learning.
3.4 A confidence problem
In general, machine learning recommendation systems offer very accurate analysis work-
flows and predictive models (drawing strength from workflows performed by past users).
Yet, the interaction with these systems is often limited to execute the predictive model
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proposed, without an easy way to validate and personalize it. This is a major drawback
by which a user can lose confidence, due to a lack of explanations in the recommender
system results. Indeed, neophyte users tend to struggle giving credence to a system they
do not understand and are not familiar with. Given the fact that important decisions can
be made using such a system, giving the user an opportunity to have confidence in the sys-
tem is important. For example, the importance of transparency has been recognized for a
long time in expert systems, as in [BS85], and studied more widely in the recommendation
context in [TM15b].
[WMR17] and [RSG16] explains that a recommended content is at risk of being un-
derused if the product of the recommendation is not understood by the user. This is
combined with the "black box" aspect of a model, in which internal code and working
cannot be accessed.
The paper [WMR17] lists a lot of the practical and legal implications of this black
box state. A user who cannot fully understand how the model works would be right to
distrust this model when applied to sensitive domains, as it can rely on illegal data or
end up causing discrimination in the decisions taken by the model. As an example cited
by the article, an American bank using a predictive model to decide whether or not to
allow a loan to a client has been sued over the decisions of this model. Indeed, as the data
used for its training was biased toward the ethnic profile of their clients, the model learned
this behavior and reproduced it, even if the ethnicity of the client was not a part of the
original dataset. Indeed, the areas of birth and other social and living factors are strong
indicators of the possible ethnicity of a person, which ended up biasing the model against
peoples from regions and sociocultural origins mainly containing people of color. Thus, as
illustrated in this example, relying solely on the expertise of a recommendation system can
harm many persons if it is used without understanding its inner working.
To overcome this black box problem in the recommendations, several solutions exist
in the literature, whose review can be found in [TM15a]. Particularly, a number of goals
characterizing the different types of explanations in recommender systems is proposed, and
how to evaluate them. In particular, the notions of
• Transparency (i.e. how the system works as in [Cra08]),
• Trust (i.e. perceived confidence with the recommendations as in [CP05]),
• Persuasiveness (i.e. user acceptance with the recommendations as in [Cra08]),
• Effectiveness (i.e. make better decisions as in [Sha13]),
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seem to fit at the best the objectives of recommendation explanations proposed in our
framework.
3.5 Synthesis
A large number of workflow recommendation systems rely on learning from past experi-
ments. Those past experiments serve as a basis for meta-learning, which tries to find ex-
periments similar to the user’s in order to recommend workflows. Because of this context,
a majority of the workflow recommendation systems can be assimilated to collaborative
filtering approaches, as they rely on previous users’ activities to recommend content to
new users. In general, the domain of data analysis processes automation has been largely
explored recently, and a lot of possible recommendation systems are available depending
on the task at hand.
Most of those systems rely on a dissimilarity measure in order to quantify the differences
between two datasets, often by comparing their metadata. The work of [Ray18] improves
those systems by taking more information into account when calculating the dissimilarity.
Yet, an important amelioration in a lot of collaborative filtering systems is taking into
account the user’s context. Despite this, this amelioration is rarely present in the domain
of workflow recommendation systems based on collaborative filtering.
Importantly, as depicted in 3.4, we can see a granularity in these recommendation sys-
tems. Some of them recommend a full workflow, from data pre-treatment to model training,
including its hyperparameters and post-treatments ([Feu19]). Some others, instead, prefer
guiding the user through the construction of a workflow by recommending different steps
depending on the problem and the previous steps already in place ([Dem13]).
Most of the tools available to the public and aimed at non-experts are often a combina-
tion of diverse recommendations and automation tools. This is done in order to automatize
the machine learning process as much as possible, thus eliminating the need for human
participation.
There is an important caveat in this approach: by creating a tool the user does not
understand, the process will diminish the likelihood this tool will be used to its full poten-
tial, due to a confidence crisis. This lack of confidence phenomenon has been studied and
detailed in [RSG16] and [WMR17], which describe the need for a minimum of comprehen-
sion of a model to be used efficiently and safely. From this phenomenon arises a need for
guidance in the creation of machine learning models without the elimination of the user’s




Recommendation system Meta learning type Category Coverage
[Feu19] Task properties Similarity based Workflow + hyperparameters
[Ray18] Task properties Similarity based Workflow
[LBV12] Model evaluation Relative landmarks Hyperparameters
[Abd18] Model evaluation Task independant Workflow
[Feu15] Task properties Similarity based Workflow
[Dem13] Model evaluation Meta model Workflow steps
[Bra08] Task properties Meta model Workflow + hyperparameters
Table 3.4: Summary of different existing recommendation methods for machine learning.
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I didn’t want to just know the names
of things. I remember really wanting
to know how it all worked.
Elizabeth Blackburn
I disagree strongly with whatever work




The existing systems and toolkits for machine learning (ML) and data analysis in general
mostly focus on recommending a model and explaining the principal characteristics of the
data analyzed. This approach has proven particularly helpful for expert users, but still
requires advanced knowledge of data analysis. Indeed, some of the most well-known data
analysis platforms such as Weka [Hal09] or Knime [Ber07] provide detailed descriptions
of the methods and algorithms they include, often giving usage examples. Unfortunately,
detailed descriptions are not enough to understand this kind of data without actual training
in data analysis.
As we have seen in Chapter 3, there exists a need for guidance in understanding pre-
dictive models. Hence the importance of one of the identified issues: How can we help
a non-expert understand and analyze the results produced by a data analysis
process?
The main deterrent to the comprehension of the majority of machine learning models
is their "black box" aspect: once a "black box" model has been trained, it is not possible
to know the exact reasoning behind the classifications performed. Of course, some models
remain interpretable by nature, as they are simple enough to be understood when looked
at code-wise. As an example, a decision tree can always be represented as a tree, which
will be interpretable for a human, unless the number of branches becomes too large to be
practical. Another example of an interpretable model is the linear regression of a dataset.
As a linear regression consists of a simple linear equation, a human can understand its
working. The "black box" problem arises when more complex models are used. For those
cases, the information necessary to understand directly the model becomes too large to
be encompassed for a human. As an extreme example, we can always represent a neural
network as a lattice of neurons, but the representation of thousands of nodes and paths
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would not be useful for a human observer.
Thus, we cannot directly access the information on the internal working of a complex
model. Yet, it is possible to observe the effects of this working, namely, the predictions
done by those models. We can consider each prediction made by a model as an additional
clue on the way the model functions internally. That is the approach used by a large part
of the literature to understand how a model works. In those approaches, two main goals
can be seen: explaining the model behavior globally, in order to understand it in the general
context, or explaining the model behavior for a particular prediction.
In this chapter, we first see how models are explained through their predictions in
Section 4.1. Through this section, we first take a quick glance at global explanations,
before focusing on single prediction explanation. Then, we focus even more on additive
explanations in Section 4.2. Finally, in Section 4.3 we look at how predictions explanations
can be used to help users.
4.1 How to explain a model by exploiting its predictions
Explaining the influence of each attribute of a dataset on the output of a predictive model
has been explored largely. A few of the works pertaining to global attribute importance on
a model can be seen in these papers: [Alt10] [KR92]. The most recent methods are based
on swapping the values of attributes in the dataset and analyzing which swaps affect the
trained model predictions the most. The more modifying the values of the attributes affect
the predictions, the more this attribute is considered important for the model, as a whole.
These methods are often used during feature selection, allowing to opt-out attributes not
useful for the model.
Another approach for understanding a model is described by Helenius et al. in [HPU17].
In order to understand how the studied model works, they seek to understand which
attributes of the datasets are "linked" to each other, according to the model. In order to
do so, they proceed by randomizing the values of potential groups of attributes. When
randomizing values inside a group of attributes is making the predictions of a model vary
more than a predetermined threshold, they consider the attributes as being linked together.
This process creates a grouping of the dataset attributes, which inform the users on how
they are interacting with each other according to the model.
The problem with a fixed global influence is that predictive models are often not con-
sistent with the whole dataset on which they are trained. These global influences give us
an insight into the general working of the studied model, but there will often be particular
62
4.1 How to explain a model by exploiting its predictions
regions of the dataset where the model will deviate from this general image. Thus, there
also exists a need for a single instance prediction explanation, showing the user how a
particular instance has been classified, independently to the rest of the dataset. These
methods aim to provide insight into the global influence of each attribute, rather than on
their influence on a single prediction.
These global influence methods have served as a basis to [CMB18] which use the same
randomization technique but on the scale of a single prediction. Given a single instance,
the importance of each attribute is obtained by looking at the evolution of the prediction
performance of the model on the instance when all of its values are swapped with other
values of the dataset except the value of the attribute being studied. The more the pre-
diction varies with the values swapping, the less the fixed attribute is important for the
prediction. This method has the interest of relying on the same principle as the global
technique which is largely recognized, but the main caveat of this is the computational cost
needed for explaining the prediction of only one instance, as a large number of new predic-
tions has to be generated for each single instance prediction we want to explain. Another
caveat for us is that this prediction explanation is realized from the point of view of model
performance. Meaning that their metric shows which feature improves the performance of
the model, rather than which feature the model consider as important for its prediction.
If this line of reasoning is really interesting for the model explanation field, it
does not correspond completely to our scope, as we are aiming to help users
understand how a model works, and not how to improve it.
Another approach can be found in [WMR17], which inspired many of the functions of
[Wex19]. The principle here is to determine the smallest change needed in order to change
the classification of an instance by the model. It has been integrated into the What-if tool,
as depicted in figure 4.1. This tool permits the user to select a particular data point in
the dataset, and visualize the nearest point classified differently. This is displayed along
with the differences between the two points, thus highlighting what let the two points to
be classified differently.
Example 8 This method is often used when studying and training neural networks, no-
tably in the context of adversarial networks. Adversarial networks are two neural networks
trained in opposition. The first one is trained to perform the wanted task, as classifying an
image, while the other is trained to create instances designed to fool the first network. In
the example of image classification, the second network will perform a modification as little
as possible in order to change the classification of the object. This modification is often
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not perceivable by the human eye but can change completely the nature of the recognized
object. These approaches led to the development of objects like the ones depicted in figure
4.2, which are glasses modifying enough the face of the wearer to change completely the
person being detected. Those glasses have been created by [Sha16].
These methods give us an insight into how the model works, as they display the attributes
which could put the instance in another class if their value was changed slightly. However,
if these methods are interesting for analyzing the important points of a model, this kind
of information would be far less useful to a non-expert, as they already require the user to
understand the importance of this information and draw conclusions on it by himself.
Figure 4.1: The What-if tool allows the user to see the nearest point in the dataset classified
differently than the one selected. On the left is highlighted the main differences of the two
points, which led them to be classified differently.
One of the early explanation methods can be found in [ŠK08b]. In this explanation
method, the weight of an attribute on the prediction is estimated by seeing the difference in
the prediction of the model with and without the attribute. This absence of an attribute is
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Figure 4.2: Adversarial glasses which fools facial recognition neural networks into classify-
ing the wearer (top image) as another person (bottom image) [Sha16]
simulated by a weighted mean of the predictions of the model with all the possible values of
the attribute, weighted by their probability of appearing in the dataset. This is faster than
the method of [CMB18] as only one value is randomized. Later, in [SK10], the possibility of
retraining the model entirely without the considered attribute in the dataset is proposed,
which consists of an interesting trade-off: the time needed for retraining a model for each
attribute of a dataset can be considerable, but once this training has been done, the
prediction comparison can become near-instantaneous. These methods are named additive
methods by Lundberg et al. ([LL17a]), who regrouped a large number of similar methods
of explanation.
4.2 Additive explanations
Indeed, a great number of works pertaining to prediction explanation led to [LL17a], which
theorized a category of explanation methods, named additive methods, and produced an
interesting review of the different methods developed in this category. Some of these
methods are described in detail in [DSZ16] and [SGK17]. They are summarized in [LL17a]
as methods attributing for a given prediction a weight to each attribute of the dataset.
This creates a very simple "predictive model", mimicking the original model behavior
locally. Thus, we have a simple interpretable linear model which gives information on the
original model inner working in a small vicinity of the predicted instance. The methods,
from which these weights are affected to each attribute, vary between the different additive
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Figure 4.3: An example of additive explanation, displayed as colored weight bars. Green
for positive influence, red for negative.
methods, but the end result is always this vector of weights.
For instance, [ElS19] proposes an intuitive method for explaining the prediction of
a model on a single instance. First, new random data points are generated in the close
vicinity of the studied prediction. The analyzed model is then asked to perform predictions
for those points. Hence, a "sub dataset", comprised of those new points and their affixed
predictions. A linear model is then trained on this sub dataset: thus, the linear model
mimics the behavior of the original model in the vicinity of the explained data point. As a
linear model is simply a set of weights and conditions on each attribute of the dataset, it is
interpretable for a human, and can be used as a description of the original model behavior
for the prediction on the data point.
Another method is the one described in [SK10]. In this article, they describe a method
which relies on comparing the differences of the predictions of the model in different con-
figurations. In this method, the importance of an attribute is considered as the difference
in the prediction of the model when the attribute is added to the dataset. Thus, the weight
assigned to an attribute will be dependent on the information brought by this attribute to
the prediction.
Example 9 A physician wants to predict if his patients have the flu or not by using a
predictive model. In order to make him understand the predictions better, a prediction
explanation is displayed to him for each prediction. For instance, a patient is predicted to
have the flu with a 75% confidence by the model, and the doctor is displayed a prediction
explanation as in figure 4.3. For this patient, his values for the attributes sneezing and
headache have been determined to be indicative of the flu by the model, while the value for
fatigue has reduced the certainty of the flu according to the model. Finally, the user can
see that the attributes age and weight were not used much by the model for this prediction.
[LL17a] highlights several interesting properties about these methods :
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• Local precision: The system describes precisely the model in the close vicinity of the
explained instance.
• "Missingness": If an attribute is missing for the prediction, the method does not give
it a weight, or gives it a weight of zero.
• Consistency: If the explained model changes in a way that makes an attribute more
important, or does not change its importance, its attributed weight is not diminished.
This property is important, as some of the early prediction explanation methods could
have an erratic behavior in some cases, as shown in an example of [LL17a].
This type of prediction explanation is quite interesting, as we are aiming to facilitate
the understanding of any machine learning models for users without particular knowledge
on data analysis or machine learning. Thus, it is more relevant to focus on the works as
[SK10] or [DSZ16], cited as additive methods, as they generate a simple set of importance
weights for each attribute. This set of weights is easy to interpret, even for someone
without expertise in machine learning. Yet, these methods have a major deterrent: their
complexity makes them difficult to use for the average user. That is why [LL17a] explored
methods to generate explanations faster, but at the cost of very restricting hypotheses,
as the Independence of each attribute of the dataset, or the linearity of the model, which
is not always the case. The ability to explain the prediction of any model thus appears
to be a key point for allowing a broader public (non-expert) to access and use machine
learning models. This need led us to consider the diverse explanation systems, developed
in the literature, as having a major interest in giving more autonomy to domain experts
performing data analysis tasks. Yet, the computational load found in the most generic
methods can be a hindrance to their use. In this paper, we seek to select a prediction
explanation method as generic as possible and try lowering its computing time without
losing too much information.
4.3 Applications of single prediction explanation
The possible applications of prediction explanations have been investigated by [RSG16].
According to their paper, the interest in explaining a predictive model is threefold:
• First, it can be seen as a means to understand how a model works in general, by
peering at how it behaves in diverse points of the instance space.
• Second, it can help a non-expert user to judge the quality of a prediction and even
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pinpoint the cause of flaws in its classification. Correcting them would then lead the
user to perform some intuitive feature engineering operations.
• Third, it can allow the user to decide the type of model preferable to another one,
even if he has no knowledge of the principles underlying each of them.
Some of these applications are illustrated in example 10, which relies on Figure 4.4 :
Example 10 A physician has trained a model to predict the likelihood of his patients to
have the flu. In the first instance, the prediction is very uncertain, and the user cannot
really decide on this prediction. In the second instance, a prediction explanation is given to
the physician: he can see that the sneezing and headache of his patient have increased the
likelihood of the flu according to the model, but the absence of fatigue has reduced it. This
explanation can effectively explain why a result has been obtained, helping a user to make
an informed decision.
Another application is described in example 11, which is illustrated by Figure 4.5
Example 11 a doctor has to choose between two potential models trained for predicting
diabetes in his patients. This decision can be greatly aided if he has access to the influence
of the different attributes on each prediction. Here, it is clear that for the particular patient
displayed in Figure 4.5, model A predicts a possibility of diabetes because of his diet, but
that his regular exercise reduced it. The model B don’t use exercise as much as the other,
but rather uses the weight of the patient in addition to his diet. Given this fact, the doctor
can make a decision on which model is the best according to his own knowledge of diabetes
and its underlying causes.
4.4 Synthesis
When trying to explain a predictive model, it is often not possible to access its inter-
nal working directly. Instead, it becomes necessary to understand it through its outputs
produced and its interaction with the data analyzed .
Thus a lot of different approaches have emerged throughout the works in the literature.
The differences not only relies on what is being analyzed, but also how this analysis is
obtained. Some papers illustrate how a model functions through the minimal changes
needed to modify the result of a prediction ([WMR17]), thus the relations between data
and prediction are observed. Others prefer observing what happens when the values of
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Figure 4.4: An example of prediction explanation and how it can help an user non expert
in machine learning to make a decision
Figure 4.5: Comparing two models on the same dataset via prediction explanation : model
A relies more on exercise (which votes against the current classification), while model B


































































































































different attributes are randomized ([CMB18]), but among this category of explanations
methods, there are divergences on which results are being observed. In some cases, the
measure for the importance of the change will be the change in the precision of the model,
while other approaches will prefer observing the changes in the predictions of the model,
as an example.
Among all those different paths to explore, the simplest way to represent how a model
works might be the additive explanations as they simply produce a vector of weights, each
weight representing the importance of an attribute for the model. But even among those,
a lot of different approaches exist. Some methods rely on observing what happens when an
attribute is removed, others do the opposite by watching what happens when an attribute
is added. Other methods also rely on training a linear model on a very small subset of
data points generated by the original model.
We can see in Table 4.1 that this interpretability of the additive explanation comes
either at the cost of a long calculation time or a loss in the accuracy of the explanation.
On another hand, the counterfactual explanation can be very informative and is fast to
compute, but it will be hard for a beginner in data analysis to interpret this information.
Finally, the attribute grouping approach to explaining a model is limited as it is only
applicable on a global scale and might be lacking in information for the user, but it is
still an interesting approach, especially if it can be used in conjunction with the other
approaches.
Even with such a large array of possible choices, a large gap is left in the literature.
There exist a lot of ways to explain a model, but there are almost no researches on how to
use those explanations. Some quick suggestions have been made by Ribeiro in [RSG16],
but those suggestions have not been used or tested.
Conclusion and positioning
Our analysis of the state of the art revealed that the majority of the systems aiming to
facilitate data analysis for the user are either based on :
• A partial or complete automation of the data analysis process;
• The providing of visual assistance aiming to facilitate the understanding of the stud-
ied data;
• A visual workflow construction interface making the building of a data analysis pro-
cess more approachable.
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Throughout the course of this thesis, our ambition is to help a user to do complex data
analysis tasks, without needing extended expertise in this domain. Thus, the first solution
would seem to be the best fit for this goal. However, it has been demonstrated in multiple
works and papers that a lack of comprehension of a data analysis model can cause it to be
harmful in multiple ways. Namely :
• Under-usage of the resulting model ([RSG16]);
• Lack of trust in the produced results and predictions ([RSG16]);
• Misuse of the produced results ([WMR17]);
• Reproduction of biased or harmful behaviors ([WMR17]).
These major drawbacks lead us to consider the full automation of a data analysis process
as useful for speeding up simple applications done by an expert, but as not ideal for a non-
expert user. For those kinds of users, the usage of automation is required in order to make
decisions they cannot make in an informed way, but the automation must be accompanied
with guidance in its usage, and include the user in the data analysis process. This gives
more confidence to the user in the produced results, and help him to make sure the model
corresponds to his needs.
In order to achieve a workflow recommendation process useful for a non-expert user, we
need to rely on elements he is capable of providing, without asking him too many technical
details, except in his own domain of expertise. With this goal in mind, context-aware
recommendation systems is a promising lead. As the user is an expert in his own domain,
but not in data analysis, he knows what he wants to analyze, but do not know how to do
it. As such, by considering the user’s data as his context, we can use what the user knows
in order to perform recommendation even if he lacks data analysis expertise.
Finally, in order to overcome the black box problem cited in many articles in the liter-
ature, we need to make the recommended workflows interpretable by the user. For this,
it becomes important for the user to be able to explore his model, not only
in a global way but also on an instance-by-instance basis. This exploration brings
much more insight to the user on the model inner workings while providing important
information on the reasons for a particular prediction.
Many of the explanation tools rely on the user having minimal knowledge of data anal-
ysis, but additive explanations just assign a weight to each attribute of the user’s dataset.
This is a very good solution, as the user knows his own data, and can understand this re-
lation between his data and the model. By assigning these weights, additive explanations
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put the predictions of the models in the context of the user’s data, allowing him to easily
understand this explanation. Although, the computational weight of the more developed
additive method may become a deterrent for their usage in a framework. Thus, we take on
this problem in chapter 6, in order to create an explanation balancing accuracy and speed.
By using these additive explanation, we build an environment allowing the user to
explore the possible models recommended, and act on this exploration by making real
model building decisions.
In the following part of this thesis, we describe our work and propositions in order to
answer the lack highlighted during this state of the art.
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Preamble
During our exploration of the state of the art, we have analyzed the solutions already
existing for tackling the three issues we decided to address. We also have identified the lacks
of the literature regarding those issues. In this second part, we describe our propositions
for overcoming those lacks.
Concerning our issue of efficiently recommend a data analysis workflow to a
non-expert user, we have seen that a lot of collaborative filtering recommendation sys-
tems are used for recommending machine learning workflows, but that those systems are
rarely using the user’s context for their recommendation. Moreover, we have seen that
a recommendation system might suffer from a distrust problem because of its opacity.
Thus, in our contribution, we propose a novel recommendation method, aiming to put
the user back in the process. This is achieved by asking the preferences of the user in
terms of performance for the final model, and taking those preferences into account when
recommending a possible workflow. This proposition is described in Chapter 5.
But, we also have seen that a predictive model needs an explanation to become more
effective when used by a non-expert user. Thus, if we want to address our issue of helping
a non-expert understand and analyze the results produced by a data analysis
process, we have to consider the current lacks in the domain of prediction explanation. As
we have seen, explaining the functionality of a model on a global scale have been largely
explored, but difficulties remain when explaining single predictions. Those explanation
systems struggle to be applicable for all types of models while remaining accurate without
needing a long time to calculate. Thus, in Chapter 6, we propose our method for explain-
ing the predictions of a model, by automatically detecting the pertinent attribute in the
prediction, and thus optimizing the calculation of its explanation. We then experiment
with this method. Those tests show that our proposition achieves a satisfactory level of
precision, without costing too much calculation time while being applicable for all types
of predictive models.
Finally, we have seen that tools aiming to assist users in machine learning often tend
to be oriented toward users expert in data analysis. As we aim to help "non-expert"
users to build their own data analysis model, we want to create a more approachable
environment. Thus in Chapter 7, we describe a novel framework for assistance in machine
learning. This framework uses our previous proposals in an original way to guide a non-
expert user through the process of creating a machine learning model. Our proposal aims
to exploit the user’s field knowledge to guide the machine learning training process and to
76
explain this process to the user. With it, we want to make the whole process understandable
for the user, and give him confidence in what is being done.
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Let me do it. You tell me when you
want it and where you want it to land,
and I’ll do it backward and tell you
when to take off.
Katherine Johnson, on the trajectory
of the first Apollo mission
Humans are allergic to change. They
love to say, ’We’ve always done it this
way.’ I try to fight that. That’s why I




Putting the user back in a
recommendation system
5.1 Introduction
Our goal in this chapter is to establish our proposal for a collaborative filtering recommen-
dation system, which acts as a basis for our framework, and later, our prototype.
As we have seen in our exploration of the state of the art, in Chapter 3, collabora-
tive filtering approaches are largely considered as the most effective when recommending
machine learning workflows. Thus, our proposition will also be based on a collaborative
filtering system.
But, as we also have seen in our state of the art, approaches from the literature do not
use context when recommending a machine learning workflow. The problem here is that
the issue we want to address is to efficiently recommend a data analysis workflow to
a non-expert user. Thus, we want to create a solution-oriented toward non-expert users.
That is why we propose a recommendation method that takes into account the context of
the user. This is done by asking him what are the types of results he would like to obtain
with the final model, and notably which performance indicators are most important to
him.
With this solution, we want to allow the user to participate in the elaboration of his
machine learning model. We aim to avoid the total automation of the machine learning
process, which would lead the user to feel left out. Thus, we want to put the user back into
the decision process without asking him to rely on too much machine learning knowledge.
In this chapter, we first describe our proposition for taking into account the preferences
of the user during the recommendation in Section 5.2. We then describe the dissimilarity
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Figure 5.1: Pareto front of the best past analysis according to our two criteria.
measure on which our recommendation system will be based in Section 5.3. This dis-
similarity measure is used to test our context-based recommendation system in Section
5.4.
5.2 The recommender system
To make recommendations more accurate, we decide to extend the classical recommen-
dation systems by filtering the performance of a workflow according to the current user’s
needs. For instance in a prediction task, if a current user has a very high cost of false neg-
atives (like the early diagnosis of a dangerous disease), then we should consider relevant
workflows that exhibited good recall on similar datasets. Our approach is then to consider
criteria able to characterize different aspects of workflow performance to model user prefer-
ences. Even considering only problems of supervised classification, many different criteria
have been proposed to characterize different aspects of performance, like Cohen’s Kappa
[Coh68], measuring agreement while accounting for the chance of random good guesses,
or the more complex Information Score from [KB91], measuring the amount of non-trivial
information produced by the model.
Then, the preference model of a user is represented as a set of performance criteria he
is interested in (each of them associated with a weight qualifying its relative importance).
For instance, a user who wants to avoid false negatives has recall measure as its most
important criterion. But it does not mean that precision has to be ignored. A higher
weight associated with recall represents the user preference.
Considering a current user in possession of a dataset and having defined his preferences,
the system recommends workflows from the past analysis. This implies access to a base of
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past data analysis experiments, where users upload the analysis they perform. One such
past analysis then consists of a dataset, upon which was applied a workflow, yielding a
result.
The suggested workflow for the current analysis should then be determined according
to two criteria:
1. The past analysis must have been produced on a dataset similar to the dataset of
the current user.
2. Its results, evaluated according to the indicators relevant to the current user, should
be satisfactory to the current user.
We thus face a problem of multi-criteria optimization, where both similarity of the
dataset and past performance matter. To solve it, we can propose two different approaches:
1. AverageRecommendation: Aggregate the two criteria in one. We can normalize
those two criteria on the same scale, and use their average as the only criterion. This
approach, formalized in algorithm 1, yields a single recommendation that is the most
likely to suit the user without requiring any additional computation. It however loses
most of the information contained in our two original criteria.
2. ParetoRecommendation: Consider the full Pareto front of past analysis as a set of
recommendations. We can then consider our best possible candidates along with our
two criteria (as shown in Figure 5.1), which increases the chances of finding one that
suits the user well but requires an additional step to discriminate between candidates.
Indeed, supplying the full set of recommendation would probably be useful to expert
users, but is most likely to overwhelm a non-expert. This approach is formalized in
algorithm 2.
In both those cases, we are effectively creating a model-based filtering recommender system,
which includes the context of our user into its recommendation during the recommendation
process, as described in section 3.1.
In order to develop our algorithms, we introduce a few basics elements and formulas :
First, we need a dissimilarity function akin to the one proposed in [Ray18].Given two
datasets D1 and D2, a normalized dissimilarity function d will output a positive number,
with 0 meaning that the two datasets are completely similar in the sense of the dissimilarity
function.
Then, given the results R produced by a workflow W on a dataset D, we need compare
those results to the preferences P indicated by the user through a new function. The
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quality of different experiment results according to the current user’s preference can then
be compared by normalizing the involved criteria and applying the weights representing
user preference. With P The current user’s preferences and R an experiment result we will
note this quality of the result according to the preferences QP(R).
Algorithm 1 Recommendation by criteria average.
Require: B = (Di,Wi, Ri)i∈[1..n] The base of past analysis, each consisting in a workflow
Wi applied on a dataset Di yielding a result Ri
D The current user’s dataset
P The current user’s preferences
for all analysis (Di,Wi, Ri) ∈ B do
Compute and normalize d(D, Di)
Compute and normalize QP(Ri)
end for
Find i maximizing d(D, Di) +QP(Ri)
return Wi
Algorithm 2 Recommendation from Pareto front.
Require: B = (Di,Wi, Ri)i∈[1..n] The base of past analysis
D The current user’s dataset
P The current user’s preferences




Compute the Pareto front F ∈ B of non-dominated analysis (analyses where neither
d(D, Di) nor QP(Ri) can be improved in value without degrading the other)
for all non-dominated analysis (Dj ,Wj , Rj) ∈ F do
Realize experiment (D,Wj ,Rj)
Compute QP(Rj)
end for
Find j maximizing QP(Rj) return Wj
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5.3 Recommending workflow through dissimilarity
In order to test our new recommendation system, we have to use a basis from the state
of the art. The most common way to recommend a workflow seems to be the autoML
systems, as the one from [Ray18].
The measure of dissimilarity is based on the characteristics of the datasets to be com-
pared. This dissimilarity is computed through two levels of meta-attributes: the dif-
ference between each dataset meta-attribute and the difference between each attribute
meta-attribute. Those two differences constitute two different dissimilarities, that are then
combined to create a more precise dissimilarity measure.
5.3.1 Dataset meta-attributes
To dispose of a large selection of meta-attributes from diverse categories, we use the
OpenML platform [Van13]. This platform contains more than a hundred meta-attributes,
from different statistical, information-theoretic, and landmarking approaches (complete list
available on http://www.openml.org/).
5.3.2 Attribute meta-attributes
Individual attributes of datasets can be characterized along with a set of measures, mostly
consisting of non-aggregated versions of the previously described Dataset meta-attributes.
To build our set of attribute meta-attributes, we use the 72 measures proposed in [RSV16],
able to characterize individuals’ attributes. The key idea is to compare attributes of
different datasets along their attributes meta-attributes. However, as the intuition is to
make use of all available information, attributes are compared by most similar pairs: For
two datasets A and B, each attribute of A is paired with an attribute of B such as the
total dissimilarity of each pair is as low as possible.
5.4 Experiments
5.4.1 Evaluation of the recommendation system
This section describes the experiments conducted to assess our recommender system. The
main objective is to show how extending a recommendation system by adding user context
can provide workflows that are very similar to what an expert would have done. Our exper-
iments rely on a cross-validation scheme ([Sto74]) over a fixed number of past experiments,
iteratively dividing this base in training and testing sets. Our recommender system then
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uses the experiments from the training sets to recommend workflows for the experiments
in the test set. Those can then be compared to the workflows designed by the users in
these experiments.
To perform this comparison, we define an empirical dissimilarity between workflows
according to the following intuition: Two workflows are empirically similar if they exhibit
similar performance on similar datasets. Lets us say we wish to evaluate the dissimilarity
between workflows WA and WB. We have two sets of experiments BA = (Di,WA, Ri)i∈[1..n]
and BB = (Dj ,WB, Rj)j∈[1..m], respectively using WA and WB. Considering a dissimilarity
between datasets d and a dissimilarity between results d′, we can build the sequences
d(Di, Dj) and d′(Ri, Rj). The correlation between those sequences then expresses our
intuition of empirical workflow dissimilarity: similar workflows tend to perform more the
same on similar datasets than on very different ones. Without any hypothesis on the
distribution of those dissimilarities, we can compute this correlation using Spearman’s rank
correlation. We can then define our dissimilarity such as to be null on very similar workflows
(Spearman’s ρ of 1) and to diverge to infinity on workflow behaving in exact opposition
(Spearman’s ρ of -1). This dissimilarity between workflows could then be expressed as:
∆(WA,WB) = log2
2
1 + ρ( d(Di, Dj), d′(Ri, Rj) )
5.4.2 Base of past experiments
In order to be as close as possible to what a real user does, the past experiments are
extracted from the OpenML ([Van13]) platform, which makes available millions of machine
learning experiments. However, we must consider that it contains many workflows that
were generated automatically. Indeed, some users (like scientists developing new machine
learning algorithms) generate large benchmarks of experiments, constituting a good portion
of the OpenML base. As the main concept we aim to extract is user expertise, we should
avoid using such experiments, and instead focus on "hand-crafted" ones. As this knowledge
is not explicit in OpenML, we decide to consider an experiment "man-made" if the user
submitting it submitted at most five experiments involving this particular dataset. Other
necessary conditions on the experiments are as follow:
• The dataset must be available to allow computing of dataset dissimilarities.




• OpenML must contain at least 50 experiments using the same workflow to allow
computing workflow dissimilarities.
• Each experiment should consider a different dataset to represent the fact that a user
coming with a new dataset does not already find experiments using it in the base.
We found a total of 60 experiments on OpenML satisfying to all those conditions (see
Resources section for listings). They then constitute our base of past experiments.
This base gives us the possibility to evaluate our recommender system on a reasonably
diverse (albeit still small) base of past experiments. Expanding it would be of great interest,
but the cost of producing acceptable experiments is prohibitive, while the whole OpenML
base (more than 8 million experiments) only yielded few candidates. To investigate the
performance of the recommender system on bases with different profiles, we thus define
subsets of our base advertising particular characteristics.
• First we investigate how the diversity of datasets affects recommendation perfor-
mance. Two subsets of the base are defined by choosing one "central" experiment
and isolating the subset it forms with its closest neighbors (in the sense of dataset dis-
similarity) from the subset of experiments with much more dissimilar datasets. This
"central" experiment is then chosen to maximize the difference in average dataset
dissimilarity between the two subsets. The resulting partition results in a subset
containing quite similar datasets, while the others are very different. The average
internal dissimilarities (average dissimilarity between all datasets of the subset’s ex-
periments) of those subsets can be found in table 5.1. It can be viewed as a measure
of dataset diversity in the subset.
• Second, we can investigate how the diversity of workflows affects recommendation
performance. The process is very much the same, but substituting our dissimilarity
between workflows to the one on datasets. This then results in a subset of experiments
with very similar workflows and another with more different ones. The average
internal workflow dissimilarities of those subsets can also be found in table 5.1.
• Third, this partition can also be made by dissimilarity of results. Here, a normalized
Manhattan distance on the available evaluation criteria enables splitting our base
into two subsets, the first with similar profiles of results and the second having them
more different. Their average internal distance between results can also be found in
table 5.1.
85
CHAPTER 5 : Putting the user back in a recommendation system
Table 5.1: Average dissimilarities on the subsets.
Partitioning on Dataset Workflow Results
Closest set 0.122 0.429 0.242
Full base 0.153 0.841 0.266
Farthest set 0.170 1.252 0.300
5.4.3 Baseline
We compare our system against a baseline of two simple recommendation processes:
1. Random: Randomly recommends a workflow from one of the past experiments.
The purpose of this baseline is to roughly evaluate the performance achievable with-
out using any of the available information. Due to the obvious randomness of this
approach, its results were averaged over ten repeats of the whole evaluation scheme.
2. BestPerformance: Search the base of past experiments for the one with the best
result according to the current user’s preferences, and recommend the associated
workflow. For instance, a user requiring only high accuracy is given the workflow
that scored the highest accuracy in the base. The purpose of this baseline is to
evaluate the performance achievable using only performance-related information.
5.4.4 Experimental setup
To evaluate the performance of our recommender system, we perform leave-one-out cross-
validation on this base. We successively consider each experiment of the base as a new
user in need of assistance and use the rest of the base to recommend a workflow. The
dissimilarity between the recommended workflow and the workflow originally used in the
experiment measures the performance of the recommendation.
A threshold of this dissimilarity must be set to characterize appropriate recommenda-
tions and compute a precision score. For a given threshold, a recommendation is successful
(positive) if the dissimilarity between the recommended workflow and the workflow origi-
nally used in the experiment is lower than that threshold, and failed (negative) otherwise.
Thus we can compute a standard precision score (number of positives over the number of
recommendations) for each value of the threshold. We plot the achieved precision depend-
ing on the set threshold, much in the same way as a ROC curve. Note that a recall score




Figure 5.2: Achieved precision by threshold, on the full base.
The results are presented Figures 5.2 and 5.3. These results give the precision scores for
thresholds of dissimilarity between 0.0 and 1.6. Indeed, thresholds greater than 1 already
consider most workflows to be similar, and pushing the threshold further only results in all
methods having a precision of 1 (any recommendation being similar enough to the original
workflow).
Figure 5.2 describes the results obtained while performing cross-validation on the full
base. We can note that all the curves converge since, for increasingly higher thresholds,
more and more workflows are considered similar. The orange curve, depicting the recom-
mender system investigating the whole Pareto front, gives the best results for any threshold
value, even in the case of a low threshold. For instance, considering a threshold of 0.6,
the precision score is about 0.75, whereas all the other approaches are under 0.52. In par-
ticular, the Pareto recommendation continuously overperforms the recommendation based
on the best available performance. This result indicates that the use of the contextual
dataset to filter the relevant experiments is effective. However, when analyzing the blue
curve, representing our approach based on an average of the criteria (instead of the Pareto
front), the performance appears much lower. This result advocates precaution when using
contextual information about the dataset: it brings more accurate recommendations but
can be detrimental if factored in without further considerations.
Figure 5.3 refines the previous results by partitioning the base of past experiments in
subsets, according to the diversity of the dataset, workflows, and results in the base (as
seen in 5.4.2).
When segregating by dataset diversity, we can see that the ParetoRecommendation still
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outperforms the others, whether the datasets in the base are very similar or very different.
When comparing to its results on figure 5.2, the ParetoRecommendation does not appear to
be very sensitive to dataset diversity. This result indicates that our system can recommend
relevant workflows in a context where past datasets would not be similar to the current
one.
When segregating by workflow diversity, we notice that the results on the set with close
workflows reach the maximum very fast. This result is expected since the probability of
drawing a similar workflow is greater when most are similar to each other (that is why
the random approach outperforms the other approaches with lower thresholds than for
other cases). Considering the farthest set, the ParetoRecommendation outperforms again
the other methods, but with a generally lower precision score (with a threshold of 0.6,
the precision score is about 0.59, while we reached 0.75 on the full base). Again, this can
be expected, as it is harder to provide similar workflows when most are very different,
but observing such a small loss in performance (compared to the other approaches) is
encouraging.
When segregating by result diversity, we can identify that precision scores using the
closest set seem worse than using the farthest set. For instance, for a threshold of 0.6, the
ParetoRecommendation scores 0.64 using the closest set, and 0.82 using the farthest set.
Indeed, results diversity appears to be an important property of the base, as it increases the
chance of finding past experiments suiting the user’s preferences. We should though note
that similar results do not necessarily mean similar workflows were used. For example, we
can maximize a recall score using different data-mining algorithms. Finally, we can notice
that the ParetoRecommendation still appears to outperform the other methods on most
of the space, ensuring relative robustness to most kinds of skewed bases. This bodes well
toward its result on potentially much larger bases, even when operating conditions restrict
its diversity (for instance, a base built on the past experiments of particular researchers
can have low dataset diversity, as most are highly similar).
5.5 Conclusion
In this chapter, we extended a recommendation system for recommending workflows by
adding user preferences. This system is based on information obtained from the contexts of
the dataset to analyze and the expected results of the analysis. The dataset context is used
through a dissimilarity measure based on important properties characterizing a dataset and
its topology. The expected result context is used through a set of user preferences allowing
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the characterization of the results along with any number of evaluation criteria.
Two versions of the recommender system are proposed. Indeed, to consider the two
contexts, we faced a problem with multi-criteria optimization. Thus, the first version
considers an average of the two criteria (dataset likeness and result quality) to elicit rec-
ommendations. The second instead considers the whole Pareto front along with those
criteria.
The two versions of the recommender system are tested on real workflows (coming
from the OpenML platform) and compared with two simple recommendation processes
(random generation and best past performance). The experiments show that our recom-
mender system is based on the Pareto front outperforms, in terms of precision, all the
other approaches, even in the case of low threshold (where the dissimilarity is the most
demanding). Our approach is also efficient in managing past datasets which are not so
similar to a current dataset, or other bases offering skewed distributions.
Our short-term perspective is to better take into account the user profile, especially
his expertise level to form a new axis of context, in order to improve user satisfaction
concerning the recommendations.
Our long-term perspective is to propose a complete solution aimed at domain experts
integrating our recommender system to automatically propose workflows that could match
with the user needs. It also supposes to be able to graphically represent this type of
recommendations to the user.
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Figure 5.3: Achieved precision by threshold, on the different subsets.
A new, a vast, and a powerful
language are developed for the future
use of analysis, in which to wield its
truths so that these may become of
more speedy and accurate practical
application for the purposes of
mankind than the means hitherto in
our possession have rendered possible.
Ada Lovelace
Analysis gave me great freedom of
emotions and fantastic confidence. I
felt I had served my time as a puppet.
Hedy Lamarr
Chapter 6
Explaining single predictions through
coalitions
6.1 Introduction
As we have seen in Part I, machine learning tasks are difficult to perform for a domain
expert user, someone having a deep knowledge of the data to analyze, but without a
background in data analysis. This is mainly caused by the "black box" feeling that a
trained predictive model can leave on its user, undermining its use.
This means that even if a model has been trained by an expert, its prediction can suffer
from a lack of confidence from the end-user. This user may not be inclined to believe in a
prediction obtained in a way he does not understand. This trust issue has been studied,
among other works, in [RSG16].
Thus, automatically recommending a machine learning workflow is not enough to assist
a non-expert user. Instead, to help a non-expert understand and analyze the results
produced by a data analysis process, we need a system which allows the user to
understand what is being recommended, and what he is using.
Many explanation methods exist in the literature (as we have seen in Chapter 4) to
overcome the problem of accessibility to prediction results. These methods are mainly
devoted to the global model explanation, which explains how a predictive model functions
as a whole. These methods are not relevant when a domain expert user has to study the
behavior of particular dataset instances over a predictive model. For example, a physician
wanting to perform a cohort study of his patients might need an explanation of prediction
for every single patient, rather than a global one.
To fulfill that need, some researchers have studied the possibility of explaining single
93
CHAPTER 6 : Explaining single predictions through coalitions
instance prediction of a model, e.g. [SK10] and [CMB18]. However, these methods may
be specifically designed for a single model type (as in [LL17b]), which limits their use.
Methods designed to be applicable for all types of models will instead lack precision (as
in [ŠK08a]), or overcoming this lack of precision will make their algorithms very long to
apply (as the one proposed in [SK10]). This means the field of single instance prediction
explanation needs to be developed further, to make it usable by everyone. In this chapter,
we propose a new method aiming to strike a balance between precision and computation
time, in order to make machine learning more understandable for everyone.
In the first part of this chapter, Section 6.2 we compare two basic methods developed
in [ŠK08a] and [SK10]. Those methods respectively estimate the influence of a dataset
attribute on a model prediction by assessing the information brought by the attribute in
the model. This leads us to find a basis for a prediction explanation system. From this
basis, we then propose our own prediction explanation system based on Shapley values in
Section 6.3. As it takes into account the influence of all the combinations of attributes
of a dataset, our method achieves a very satisfying precision. The problem is that this
new explanation method pays its precision at the cost of a long computation time. That’s
why we decide to identify the groups of attributes that bring the most information to the
explanation and calculate only those groups. Those simplification methods are described
and tested in Section 6.4. Those first solutions lead us to research more possible important
group identification methods. Those are described and tested in Section 6.5. All of the
methods we propose are finally evaluated and compared in Section 6.6.
6.2 Deciding for a basis
As stated in Chapter 4, additive explanation methods produce a vector of weights, with
each weight linked to an attribute of the dataset. The weight of an attribute represents
its importance for the prediction of the model and provides a good description of how the
model "thinks" to the user. For those reasons, we decide to use additive explanations as
described in [LL17a] for our system. One big limit to the use of a single-instance additive
prediction explanation is their computation time. Thus, in order to make efficient use of
it, we have to optimize its computation.
To start developing a faster additive explanation method, we start by selecting an
algorithm from the literature and then aim to reduce its complexity without losing too
much information. For this, we compare two methods developed by Strumbelj et al. in
[ŠK08a] and [SK10], as they are similar in their design (they both relies on the comparison
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between two predictions of the same instance but with a modification on the studied
attribute), but different in their interpretation. This difference relies on their methods of
calculation: the first one relies on what is lost when an attribute is removed, while the
other one looks at what is gained when an attribute is added.
6.2.1 Additive method versus substractive method
Definition 7 Given a dataset D of instances and a set of n attributes A = {a1, .., an},
each attribute being either numeric or nominal, its possible values can then be expressed as
integers for nominal attributes or real number for numeric attributes. Each instance x ∈ D
is defined by the values of each of its attributes : x = {x1, ..., xn}, ∀i ∈ 1..n, xi ∈ N∨xi ∈ R.
We want to explain a predictive model, based on the function f : D → [0, 1], whose result
is the confidence score in the classification of the instance x for a class C, as predicted by
the model.
• substractive method
One of the first definitions for classification explanation is proposed in [ŠK08a]. Accord-
ing to their method, the influence of an attribute ai on the classification of a given instance
is defined as the difference between the classifier prediction (with ai) and its prediction
without the knowledge of attribute ai. Thus, given a dataset of instances described along
the attributes of A, the influence of the attribute ai on the classification of an instance x
by the classifier confidence function f on the class C can be represented as:
infCf,ai(x) = f(x)− f(x\ai) (6.1)
Where f(x\ai) represents the probability distributions for a classification of the instance
x by the classifier f without knowledge of the attribute ai. We name this method as the
information loss method (shortened as loss method).
• Additive method
In more recent works, as in [SK10], another possible formula is based on the information
brought by an attribute in the dataset:
infCf,ai(x) = f(xai)− f(∅) (6.2)
Where f(xai) represents the probability that the instance x is included in the class C
with only the knowledge of the attribute ai (according to the predictive model) and f(∅)
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is the probability that instance is in the class C with no knowledge of the instance (thus
it is the proportion of instances of this class among the whole dataset). We name this
method as the information gain method (shortened as gain method). In order to simulate
the absence of an attribute, the authors of [ŠK08a] theorize possible approaches, among
which we selected to retrain the classifier without the corresponding attribute.
• Comparing the two methods
As an illustration, and to ease interpretations, we apply these two methods in a simple
ID3 decision tree [Qui86], trained on the well-known Fisher’s Iris dataset1. As a decision
tree is a naturally interpretable model, and the Iris dataset is well studied in the literature,
it is easy to compare and interpret the two methods and detect eventual problems. We use
Weka [Hal09] and OpenML [Van13] to perform the data management and model training
while ensuring the reproducibility of all experiments. To estimate the reliability of loss and
gain methods, we apply 5-fold cross-validation on the Iris dataset. The explanations of
both methods are generated on the validation set, for each iteration of the cross-validation.
We generate thus prediction explanations of Weka’s J48 tree classifier, for the whole Iris
dataset. Then, we compare those explanations to the decision tree and get a general sense
of the explanation’s accuracy.
Each instance of the Iris dataset is composed of four attributes: petal length, petal width,
sepal length and sepal width. Each instance is included in one of these three classes: Iris
Setosa, V ersicolor, or V irginica.
By a simple look at the trained decision tree Figure 6.2, we see the influence should
be zero for the sepal length and width attributes, as they are not used by the tree at
all. Moreover, the Setosa class instances should only be influenced by petal width, as
it is the only attribute used to classify them. For Iris Virginica and Versicolor, we can
expect a high influence from petal width, and a lower from petal length influence, yet still
significant as these two attributes are used. We can now compare these expectations to
the results indicated in Table 6.3. We see the loss method does not behave as expected
for the Setosa instances, as all the attributes are being given an influence equals to 0.
This can be understood by looking at the representation of the concept learned by the
tree Figure 6.1. We note that, by removing one of the attributes between petal length and
petal width, it remains possible to separate the Setosa class linearly from the others using
only the petal length, and still maintain a 100% confidence in the classification. Thus,
each attribute is considered as inconsequential by the loss method, when classifying Setosa
1Iris, Fisher: https://en.wikipedia.org/wiki/Iris_flower_data_set
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Figure 6.1: Repartition of the 3 different classes by petal length and width, with their
corresponding generalization according to the decision tree.
Figure 6.2: A decision tree trained on Iris.
Loss method Gain method
Sepal length Sepal width Petal length Petal width Sepal length Sepal width Petal length Petal width
Setosa 0 0 0 0 0.211 0.104 0.316 0.316
Versicolor 0 0 0.835 0.135 0.037 0.077 0.308 0.373
Virginica 0 0 0.047 0.691 0.150 0.019 0.355 0.375
Average 0 0 0.305 0.284 0.131 0.066 0.326 0.356
Figure 6.3: Average influence of the different attributes according to each explanation
method, for each class of instances.
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instances. This implies that for every dataset in which two attributes carry very similar
information, the loss method is unable to generate a satisfying and accurate explanation.
The gain method, on the other hand, gives importance to all the four attributes about
Setosa instances. Minimal importance is given for sepal length and width, unlike the petal
length and width. It is easily understandable by observing the graphs of the repartition of
the different classes (Figure 6.1). We note the petal length and width can easily separate
the three classes, but the sepal attributes are less defined in their separation. This is
especially true for the V ersicolor class, as it is mixed with its two adjacent classes. Thus,
the gain method seems to be closer to what the decision tree is doing when being trained.
Finally, we conclude the main difference between the two methods relies on the fact they
are not trying to calculate the same thing: the loss method is based on the information
lost by the model when removing an attribute, while the gain method is based on the
information brought by each attribute. Yet, we remark the loss method has an aberrant
behavior when confronted with two attributes bringing the same information. Thus, the
gain method seems the best proposal for a prediction explanation. But this method has its
flaws: it only takes into account the information brought by each attribute, independently.
In a dataset, attributes may be interdependent. This is more likely when said datasets
have been created by someone who is not an expert in data analysis, as they are prone
to ignore that redundant information can prove to be harmful to diverse data analysis
tasks. Thus, our next objective is to consider the influence of a group of attributes on the
prediction of the model.
6.3 Finding a new solution
6.3.1 Complete method
To answer the problems of interaction between attributes, we propose to take inspiration
from the work of [SK10]. We are here in a framework close to the situation of a game
called "coalitions", where each group of attributes can influence the prediction of the
model. Therefore, we cannot consider each attribute as independent, but all the possible
combinations of attributes. The influence of an attribute is measured according to its
importance in each coalition. We can then refer to the coalition games as defined by
Shapley in [Sha53]: A coalitional game of N players is defined as a function mapping
subsets of players to gains g : 2N 7→ R. The parallel can easily be drawn with our situation,
where we wish to assess the influence of a given attribute in every possible coalition of
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attributes. We then look at not only the influence of the attribute but also its use in all
subsets of attributes. We thus define the complete influence of an attribute ai ∈ A on the
classification of an instance x : given a dataset of instances described along the attributes
of A, the complete influence of the attribute ai on the classification of an instance x by
the classifier confidence function f on the class C is dependant on the influence of all the





p(A′, A) ∗ (infCf,(A′∪ai)(x)− inf
C
f,A′(x)) (6.3)
With p(A′, A) a penalty function accounting for the size of the subset A′. Indeed, if
an attribute changes a lot the result of a classifier, in a large group of attributes, it can
be considered as very influential compared to the others. On the opposite, an attribute
changing the result of a classifier, whereas this classifier is based on a few attributes,
cannot be considered to have a decisive influence. The Shapley value [Sha53] is a promising
candidate and defines this penalty as:
p(A′, A) =
|A′|! ∗ (|A| − |A′| − 1)!
|A|! (6.4)
This complete influence of an attribute now takes into consideration its importance
among all the possible attribute configurations, which is closer to the original intuition be-
hind attributes’ influence. However, computing the complete influence of a single instance
is extremely computationally expensive, with complexity in ©(2n ∗ l(n, x)), with n the
number of attributes, x the number of instances in the dataset, and l(n, x) the complexity
of training the model to be explained. It is then not practical to use the complete influence.
Consequently, it becomes necessary to seek a more efficient way to explain predictions. Al-
though the complete influence is too computationally heavy, it can be considered as an
excellent baseline ([SK10]). Thus, we can evaluate other explanation methods by studying
their differences with the complete influence.
Example 12 As depicted in Figure 6.4, the influence of an attribute depends on its influ-
ence alone, but also each possible groups of attributes containing it. As in the Figure, for a
dataset with 4 attributes A B C D, the influence of the attribute A is composed of the influ-
ence of {A} alone, along with the influences of the groups {A,B},{A,C},{A,D},{A,B,C},
{A,B,D},{A,C,D} and {A,B,C,D}.
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Figure 6.4: Depiction of the groups calculated by the complete method for a 4 attributes
dataset. Each possible combination of attributes is calculated to ensure an influence value
as close to the reality as possible.
6.4 Approximating the complete method
The complete method produces a far more accurate explanation of the model’s way of
functioning, but the number of subgroups to calculate grows exponentially with the number
of attributes of the dataset. Thus, it takes a very long time to calculate the complete
influence for a dataset with too many attributes. To circumvent this limitation, we have
to find a good compromise between the precision of the explanation and its computation
time. Those compromises will consist of finding the most pertinent groups of attributes to
calculate, and determining which groups can be ignored.
6.4.1 K-complete method
An approximation of the complete influence has to remain accurate and practical, as much
as possible. For this we cannot fully rely on recent works (e.g. [SK10] and [LL17a]), as
explained in Section 3. In particular, looking for a subset of all the subgroups could be
more practical in terms of complexity. This solution should produce explanation, a priori,
more accurate than the basic consideration of independent attributes (linear influence).
We consider then the depth-k complete influence defined as the complete influence, but
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pk(A
′, A) =
|A′|! ∗ (|A| − |A′| − 1)!
k ∗ (|A| − 1)! (6.6)
In particular, we can note that the linear influence is actually identical to the depth-1
complete influence. The intuition behind this approach is to eliminate the larger groups,
which have a lesser impact on the Shapley value while being the most costly to calculate.
We then hope to achieve a better calculation time without losing too much information.
Figure 6.5: Depiction of the groups calculated by the k-complete method for a 4 attributes
dataset. The group size is limited by the k parameter : here, the groups maximum size is
3.
Example 13 As depicted in 6.5, for the same dataset with 4 attributes and a parameter
k = 3, the total influence of the attribute A only depends on the influence of A alone and the
groups of attributes containing A and with a maximum size of 3 : {A,B},{A,C},{A,D},
{A,B,C},{A,B,D} and {A,C,D}
6.4.2 Coalitional method
Another possible approach is to identify the attributes having an interaction between them.
We can obtain a grouping such as G = {{a1, a3}, {a2, a5, a8}, {a4}...}. With such groupings
of attributes, it becomes possible to consider only the attributes of a subgroup, without
having to consider every possible attributes’ combination. It is important to note that the
groups don’t necessarily have to be exclusive, which mean an attribute ai can be found in
multiples groups of G. We then obtain a coalitionnal influence of an attribute ai : Given
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pc(g
′, g, Gai) =




Given the fact that we can set a maximum cardinal c for our subgroups, the complexity
is now, in the worst case, O(2c ∗ n
c
∗ l(n, x)) ≈ O(n ∗ l(n, x)). This method calculate less
groups than the depth-k complete influence, but tries to make up for it by only grouping
the attributes actually related to each other. In order to determine which attributes seem
to be related, we can use an automated corellation detection algorithm, as in [Hen14].
Model-based coalition
Our first proposed implementation of an attribute coalition algorithm is the model-based
coalition. The attribute groups are created by using the model itself to detect interacting
attributes. In this approach, no correlation is detected, but only interaction in the sense of
the model usage of the attributes. This is done by randomizing the values of the dataset and
studying the evolution of the model predictions. It consists of measuring the differences of
predictions on the whole dataset before and after the randomization. When attributes are
considered to be part of the same group, their values are swapped together with the values
of another instance, classified by the model as the same class as the starting instance.
Each attribute outside of the group has its value swapped completely randomly. Once
this has been done, the new instances are classified by the model. The ratio of differences
between the old and the new classification is called fidelity. A higher fidelity meaning a
lower variation of the predictions. At each iteration, the attribute which removal lowers
the less the fidelity is removed until it is not possible to keep the fidelity above a fixed
threshold. Then the group is considered as fixed. This attribute grouping algorithm has
been developed in [Hen14] and is detailed in Algorithm 3.
Example 14 Given the same dataset with 4 attributes, we apply the algorithm from
[Hen14] on the dataset. It aims to build groups as small as possible such as when
• The values of the grouped attributes are randomized inside of their original instance
class ;
• The values of the non-grouped attributes are randomized completely ;
• This randomization is applied to the whole dataset.
The predictions of the model for the whole dataset do not vary more than a threshold
percentage of δ.
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Algorithm 3 Model-based coalition extraction.
Require: Sensitivity parameter δ > 0, the number of attributes m, and a fidelity function
fid(). Two auxiliary functions L(X) =
⋃
i∈X{{i}} and F (X) = L(
⋃
Y ∈X Y ), which
produces sets of singletons (e.g. L({1, 2, 3}) = F ({{1, 2}, {3}} = {{1}, {2}, {3}})
Ensure: σ a coalition of attributes
σ ← {}
R← {m} ⊲ R contains a group to test for
A← {} ⊲ A contains the removed attributes
∆← fid(L([m])) + δ
while R 6= {}orA 6= {} do
if A = {} and fid({R}
⋃
F (σ)) < ∆ then
⊲ if we are already below ∆ before removing any attribute assign the remaining






















⊲ If the fidelity drops below ∆ add the group of attributes to the results and
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Figure 6.6: Depiction of the groups calculated by the model based coalition method for a
4 attributes dataset.
In the first iteration, the algorithm finds that the smallest group of attributes that makes
the predictions varies less than the threshold δ is {B,C}. Removing C or B makes the
predictions vary more than the threshold and as such, the algorithm stores {B,C} as a first
group.
Now the algorithm tries to build another such group with the remaining non grouped
attributes and find that {A,D} makes the predictions vary too much. Since the biggest
remaining possible group is already making the predictions vary more than the thresh-
old, all the non grouped attributes are considered as singletons, resulting in the grouping
{{A}, {B,C}, {D}}.
This grouping is then used to determine how each attribute has its influence calculated.
As an example, the total influence of A only consists of the influence of the singleton {A},
while the total influence of B is composed of the influences of {B} and {B,C}. Similarly,
the total influence of C includes the influences of {C} and {B,C}, and as D is in a
singleton, its influence only takes into account the influence of {D}. Those groups are
depicted in Figure 6.6
6.4.3 First experiments
To determine if it is possible to generate a satisfactory approximation of the influence of
an attribute with the new depth-k complete influence and the coalitionnal influence, it is
necessary to assess the number of attribute’s combinations we need to take into account
before being sufficiently near to the complete influence defined in 6.3. Moreover, we need
to assess if the results of the depth-k complete influence produce better explanations than
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linear and coalitional influences, in view of its higher computation cost. These are the
objectives of our next section.
Experimental protocol
Our experiments are run on the OSIRIM2 cluster. This cluster is equipped with 4 AMD
Opteron 6262HE processors with 16 x 1,6 GHz cores, for a total of 64 cores, and 10 x
512 GB of RAM. Our tests are realized from the data available in the Openml platform
([Van13]). We selected the biggest collection of datasets3 on which classification tasks have
been run. We also consider six classification tasks: Naïve Bayes, Nearest Neighbors, J34
Decision Tree, J34 Random Forest, Bagging Naïve Bayes, and Support Vector Machine.
Due to the heavy computational cost of the complete influence (considered as the reference
of our experiments), we selected the datasets having at most nine attributes.
Thus, a collection of 324 datasets is obtained. Considering the six types of workflows,
we have a total of 1944 runs. For each of those runs, we generate each type of influence
proposed in this chapter, for each instance of the 324 datasets: the complete influence for
the baseline, along with the linear, coalitional and k-complete influences. The k-complete
influences are generated for every possible values of k (from 2 up to the number of attributes
of the dataset).
The coalitional influences are generated using subgroups of attributes. Here, these
subgroups are produced using the algorithm described in [Hen14], which is based on an
α ∈]0, 0.5[ parameter (small values of α resulting in smaller subgroups, and high values in
bigger ones). We generate the possible subgroups with 5 different values of α to study the
influence of subgroup size.
To compare the different explanation methods, we consider the explanation results as
a vector of attribute influences noted I(x) = [i1, ..., in] with n the number of attributes in
the dataset. Thus, each of the attributes ak is given an influence ik ∈ [0, 1] by the method
I : ∀k ∈ [1..n], ik = Iai(x). We then define a difference between two vectors of influences










(ik − jk)2 (6.9)
Considering this formula, we define an error score based on the difference between an ex-




CHAPTER 6 : Explaining single predictions through coalitions
method I(x), and the complete influence method IC(x):
err(I, x) = d(I(x), IC(x)) (6.10)
For each instance of each dataset, we generate the error score of every method, allowing us
to compare their performances across the different datasets we collected. Each error score
is the distance of the method from the complete method. Thus, a lower error is indicative
of a more precise estimation of the complete method.
Results and interpretation
Figure 6.7 indicates the computation time of all the explanation methods. This time
takes into account every step of each method: the training of the models, the predictions
necessary to calculate the influences, and the constitution of the correlated groups for the
coalitional method. As expected, the coalitionnal influences are much more efficient than
the k-complete influences (less than 200s for the first ones compared to 700s for the other
ones). The decrease in computation time for 9 attributes is explained by the important
decrease in the mean number of instances. This makes each retraining faster to do, even
if there are twice more subgroups to take into account.
Figure 6.8 depicts the mean error score, aggregating the error score (Equation 6.10) of
each explanation method for each of our 324 datasets. In this figure, the lowest curve is
the closest to the complete influence method and thus is performing the best. As expected,
the linear influence gives the worst results. This is explained by the fact it only considers
single attributes, which is far from all the possible groups of attributes considered by the
complete influence.
The comparison between the k-complete influences and the coalitionnal influences (rep-
resented by their alpha parameters) is more delicate. Certainly, the k-complete influences
outperform the other influences, in the majority of the cases, but with a high cost in execu-
tion time. Also, it does not mean the coalitionnal influences are less interesting for our case.
They generate a smaller subset of groups of attributes while preserving an acceptable error
score. Overall, the coalitional methods are not as satisfactory as the k-complete in term
of effectiveness. But their comparatively very low execution time makes them far more
desirable when confronted with large datasets with an important number of attributes.
Considering these results, it seems the k-complete influence is preferable with a rela-
tively small k and a dataset having few attributes, while the coalitional influence seems to
become preferable with a higher number of attributes. Obviously, larger subgroups seem to
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Figure 6.7: Execution time, in milliseconds, of each explanation method depending on
the number of attributes in the dataset. The mean number of instances is added for
comparison.
increase the precision of the methods, but in the case of the coalitional method, their im-
pact on computation time seems to be relatively small when compared to the performance
gain. Besides, our study about the groups generated by the grouping algorithm shows that
the number of groups stays relatively small, even for large alphas. As an example, for the
datasets of 9 attributes, the mean size of the biggest generated group is 4, using an alpha
of 0.4. This means that the coalitional influence is working with far less information than
the k-complete one. Studying the influence of different ways to generate the coalitions of
attributes on the coalitional influence could be a good aim for the near future. With new
methods, it could be possible to find more relevant groups, bettering the precision of the
explanation without an important computational cost. Moreover, it would be interesting
to investigate overlapping attribute coalitions, using algorithms allowing for attributes to
be in different coalitions, enabling the exploration of more subgroups if necessary.
6.5 Improving on the coalitional influence
As we have seen, the coalitional influence seems to be a good candidate, but its reliance
on a grouping algorithm to function calls for a deeper exploration of the performances
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Figure 6.8: Error score between each explanation method and the complete influence de-
pending on the number of attributes in the dataset.
of the coalitionnal influence, depending on the grouping algorithm used. We based our
first algorithm on the work of [Hen14]. The new algorithms we want to test are based on
the Variance Inflation Factor (VIF), the Spearman correlation factor, and the Principal
Component Analysis (PCA) of a dataset. For each algorithm, we implement a parameter
that controls the size of the subgroups that are generated. A higher value of this parameter
generates larger groups whereas a smaller value produces smaller groups.
6.5.1 Principal component analysis based coalition
The main principle of a Principal Component Analysis is to reduce a dataset to its simplest
expression in terms of attributes. In other words, if the dataset is considered a multidi-
mensional matrix, the PCA aims to reduce its dimensionality as much as possible. To do
that, the different attributes of the dataset are combined linearly, the result being a new
set of attributes, each new attribute being a linear combination of the previous ones.
Our reasoning, for this approach, is to consider the set of combined attributes (sum-
marized by the new attribute of the PCA) as a group of influence.
Given a dataset D = (A,X) composed of a set of n attributes A = {a1, ..., an}, and a
set of instances X where x ∈ X,x = {x1, ..., xn}∀i ∈ [1..n], xi ∈ ai.
We can apply a principal component analysis which produces a new dataset D′ =
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(A′, X ′) such as A′ = {a′1, ..., a′m} with each new attribute being a linear composition of
the previous attributes : ∀i, a′i ∈ A′, ∃ {α1, ..., αn} ∈ Rn, a′i = α1 ∗ a1 + ...+ αn + an.
Each new instance is associated with an instance of the previous dataset. ∀x′ =
{x′1, ..., x′m} ∈ X ′, ∃! x ∈ X, ∀i ∈ [1, ..,m]∃ α1, ..., αn ∈ Rn, x′i = α1 ∗ x1 + ...+ αn + xn.
Given this set of factors α1, ..., αn, for each attribute, we consider each factor as an
evaluation of the importance of the attributes in the group. We can then constitute a
coalition of attributes by exploiting the groups formed by the most important factors.
This gives us the algorithm 4. For the sake of simplicity, we consider each a′ ∈ A′ as a
vector of its αi factors.
Algorithm 4 PCA-based coalition extraction.
Require: a threshold t and the set of attributes A′ of the PCA
Ensure: σ a coalition of attributes
σ ← {}
for all a′ ∈ A′ do ⊲ for each attribute generated by the PCA
g ← {} ⊲ g, a new possible group
αmax← max(a′ = α1, ..., αn) ⊲ find the most important factor
for all αi ∈ a′ do
if αi ≥ α max ∗ (1− t) then
add ai to g ⊲ the attribute is included in the group if close to the max
end if
end for
add g to σ
end for
return σ
Figure 6.9: Depiction of the groups calculated by the PCA based coalition method for a
4 attributes dataset. The new attributes formed by the PCA are a combination of the
previous attributes. The attributes with the highest coefficient for each new attribute are
considered as part of a group to be calculated.
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Example 15 Given our previous dataset of 4 attributes, we run a PCA on it. The new
attributes generated are as in Figure 6.9. We have two principal components : A′ = 0.65D−
0.4B+0.25C+0.1A and B′ = 0.5A+0.3B+0.1C−0.1D. Here, we consider each attribute
with the highest associated coefficients as part of a group. So, here, we have two groups:
one for A′, {D,B,C} and one for B′, {A,B}. We then calculate the total influence of each
attribute as the combined influences of each attribute alone and each subgroup of the two
generated groups containing the attribute. Thus, the total influence of A is composed of the
influence of {A} and {A,B} as no other group of subgroup generated contains A. For the
total influence of B, we use the influence of {B}, {A,B}, {B,C}, {B,D} and {B,C,D}.
The total influence of C depends on the influences of {C}, {B,C}, {C,D} and {B,C,D}.
Finally, the influence of D is constituted by the influences of {D}, {B,D}, {C,D} and
{B,C,D}.
6.5.2 Variance Inflation Factor and reverse Variance Inflation Factor-
based coalition
The variance inflation factor (VIF) is an estimation of the multicollinearity of the attributes
of the dataset regarding a given target attribute.
Given a dataset D = (A,X), the VIF value of a ∈ A is calculated by running a standard
linear regression with a as the target for the prediction. Then, given R the coefficient of
determination of the linear regression, we have:
V IF (a) =
1
1−R2 (6.11)
It is commonly accepted that a variance inflation factor superior to 10 indicates strong
multicollinearity of the attribute with other attributes of the dataset. This threshold of 10 is
arbitrary but considered as a standard in numerous publications (e.g. [Mak19]). Moreover,
when an attribute is removed from the dataset, the VIF of the attributes multicollinear
with it decreases. Then, we can automatically detect groups of attributes by calculating
the VIF of each attribute (considered as a target) of the dataset, and then comparing them
with a new VIF calculation with an attribute removed. For this purpose, we consider two
possible approaches:
• Considering as a priority the calculation of strongly multicollinear groups of at-
tributes: Those are groups of attributes with a dependency on one another. In the
context of this approach, attributes whose VIF varies strongly when an attribute is
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removed from the dataset is considered as part of the group.
• Considering as a priority the calculation of weakly or non-multicollinear groups of
attributes: Given the fact that correlated attributes tend to bring the same informa-
tion to the model, it may be preferable to prioritize groups for which the addition or
removal of an attribute changes greatly the information brought by the group.
Algorithm 5 VIF-based coalition extraction.
Require: a threshold t, the set of attributes of the dataset A and a function V IF (A)
calculating the array of all the VIF of all the subsets of a set of attributes
Ensure: σ a coalition of attributes
σ ← {}
oldvifs← V IF (A) ⊲ calculating the initial VIFs of the attributes
for all a ∈ A do
g ← {}
add a to g
newvifs← V IF (A/a)
for all a′ ∈ A do
if newvifs(a′) < oldvifs(a′) ∗ (0.4 + t) then
add a′ to g
end if
end for
add g to σ
end for
return σ
These two approaches are named VIF coalition and reverse VIF coalition, respec-
tively. This gives us the algorithm 5, for the VIF coalition. The reverse VIF coalition
can be obtained simply by replacing the condition for adding an attribute to a group by
if newvifs(a′) > oldvifs(a′) ∗ (1 − t ∗ 0.05). This supplementary ratio of 0.05 has been
obtained by preliminary experiments, which showed that just keeping the 1−t factor led to
a generation of all the possible subgroups, which defeat the principle of an approximation.
Example 16 Given our dataset of 4 attributes, we calculate the VIFs of each attribute.
Then, we calculate the VIFs again each time with one of the attributes removed. The re-
sults are depicted in Figure 6.10. In the case where A is removed, we see that the VIFs of
B and C vary greatly. Thus, our first group is {A,B,C}. Then, when B is removed, only
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the VIF of A varies a lot. We then have a second group: {A,B}. Finally, we can see that
removing C and D do not make the other VIFs vary in a significant way. Because of that,
the attributes C and D are considered as singletons. As the group {A,B} is contained by
{A,B,C}, our final coalition is {{A,B,C}{D}}. The complete influence of A is consti-
tuted of the influences of {A}, {A,B}, {A,C} and {A,B,C}. the complete influence of
B includes {B}, {A,B}, {B,C}, {A,B,C}. The complete influence of C contains {C},
{A,C}, {B,C}, {A,B,C}. Finally, the complete influence of D only contains {D}.
Figure 6.10: Depiction of the groups calculated by the VIF based coalition method for
a 4 attributes dataset. the VIFs are calculated for each attribute and are recalculated
with an attribute absent from the dataset. The attributes whose VIFs varies the most
are considered as grouped with the removed attribute. If no VIF is changed, the removed
attribute is considered as a singleton.
6.5.3 Spearman and reverse Spearman correlation-based coalition
A limit of the variance inflation factor is the sole consideration of multicollinearity, while a
correlation between attributes might not be linear. This problem is addressed through the
Spearman correlation coefficient, which takes into account non-linear correlations. Spear-
man being not multicollinear, the calculation of the correlation between attributes has to
be done by pairs. Thus, the method consists of generating the matrix of all the correlations
of each pair and then deciding which attributes are part of a group. For this method, we
have the same two possibilities as for the VIF method: we can either prioritize the calcula-
tion of strongly correlated attributes or on the contrary, prioritize groups of non-correlated
attributes. These two approaches are named respectively Spearman coalition and reverse
Spearman coalition.
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Given a dataset D = (A,X), with A = {a1, ..., an} the correlation matrix C is obtained
by computing the Spearman correlation coefficient of each attribute couple : C(1, 2) =
corr(a1, a2). Thus C is symmetrical and have 1 as the value of its whole diagonal. For
each line i of the matrix C, we consider as grouped with ai the attributes strongly (or
weakly) correlated with ai, for the Spearman coalition (or the reverse Spearman coalition).
Algorithm 6 Spearman-based coalition extraction.
Require: a threshold t, the set of attributes of the dataset A, and a function spearman(A)
calculating the matrix of all the absolute Spearman correlation coefficient of all the
subsets of a set of attributes. a max and min functions which returns the maximum
and minimum of a matrix line.
Ensure: σ a coalition of attributes
σ ← {}
corrmat← spearman(A) ⊲ calculating the correlation matrix
for all a ∈ A do
g ← {}
for all a ∈ A do
if corrmat(a, a′) > max(corrmat(a)) ∗ (1− t) and max(corrmat(a)) > 0.1 then
⊲ If the most correlated attribute have a coefficient less than 0.1, we consider
a as a singleton
add a′ to g
end if
end for
add g to σ
end for
return σ
The algorithm 6 details the Spearman coalition method. The reverse Spearman coalition
method can be obtained by replacing the condition for adding an attribute to a group by
corrmat(a, a′) < min(corrmat(a)) + max(corrmat(a)) ∗ t and min(corrmat(a)) < 0.5.
This adds the least correlated attributes up to a threshold : if the attribute least correlated
to a have its Spearman correlation to a superior to 0.5, we consider the attribute a as a
singleton.
Example 17 Given our previous dataset of 4 attributes, we calculate the matrix of the
spearman correlation coefficients as depicted in Figure 6.11. In this matrix, we iterate on
each row of the matrix, in order to create groups based on the most correlated attributes.
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In the first line, we see that the attribute most correlated to A is B, and the two other
attributes are very weakly correlated to A. Thus, we have a first group: {A,B}. The second
line tells us that A and C are both strongly correlated to B. So, we have a second group:
{A,B,C}. Similarly, the third line indicates that B and D are correlated to C, and so we
add a third group: {B,C,D}. Finally, by looking at the last line we learn that only C is
strongly correlated to D and so our last group is {C,D}. As the two groups of cardinal 2 are
contained by the two groups of cardinal 3, we have our final coalitions: {{A,B,C},{B,C,D}}.
With this coalition, the complete influence of the attribute A is composed of {A}, {A,B},
{A,C} and {A,B,C}. B is composed of {B}, {B,D}, {A,B}, {B,C}, {A,B,C} and
{B,C,D}. Finally, the complete influence of D is composed of {D}, {C,D}, {B,D} and
{B,C,D}.
Figure 6.11: Depiction of the groups calculated by the spearman based coalition method
for a 4 attributes dataset. The spearman correlation matrix is calculated. For each line,
the attributes most correlated with the line’s attribute are considered as part of a group.
6.6 Experiments : comparing the different simplification meth-
ods
In this section we aim to evaluate the performances of each coalition calculation method,
considering their precision when compared to the complete influence and their computa-
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Table 6.1: mean number of instances for datasets with a given number of attributes.
tional time. We also give an overview of the group characterization for each coalition
method.
• Experimental protocol
This experiment is realized using the same hardware setup and the same datasets and
workflows as in Section 6.4.3. For each instances of the datasets, we generate the complete
influence for the baseline, along with the coalitional influence. The coalitional influences
are generated using the different group generation methods described in Section 6.5, We
also use the same Euclidean distance and alpha parameter as in 6.4.3
6.6.1 Calculation time and Error scores
Figures 6.12 and 6.13 give the performance and computational time in miliseconds of each
coalitional method, respectively (for different values of their threshold parameter).
For readability, Table 6.1 details the mean number of instances for each number of
attributes. This can have an impact on computation time and explains the variations
of Figure 6.12. This figure includes the computation time for generating the groups of
attributes and for explaining each instance of the dataset. The decrease of the computation
time for the case of 9 attributes is explained by the important decrease in the mean number
of instances. This makes each retraining faster to do, even if there are potentially twice
more subgroups to take into account.
Figure 6.13 depicts the mean error score, aggregating the error score (Equation 6.10) of
each explanation method for each of our 324 datasets. In this figure, the closer the curve
is to 0, the closer it is to the complete influence method.
As we can see, in an overall analysis, the VIF method seems to be the worst, with
poor performance and a long computational time. This can be explained by the fact that
the attributes of the generated group are correlated to one another, which means that the
information brought by these groups and subgroups is very redundant. We can suppose a
lot of groups are calculated (see Section 6.6.2 for more details), but they often bring nearly
the same information each. Spearman has a far better computation time than VIF but still
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(a) Time values for VIF based coalitional explanation.
(b) Time values for Reverse VIF based coalitional explanation.
(c) Time values for PCA based coalitional explanation.
Figure 6.12: Calculation time of each coalitional method versus the number of attributes
in the dataset.
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(d) Time values for Spearman based coalitional explanation.
(e) Time values for Reverse Spearman based coalitional explanation.
(f) Time values for PCA based coalitional explanation.
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(a) Error values for VIF based coalitional explanation.
(b) Error values for Reverse VIF based coalitional explanation.
(c) Error values for PCA based coalitional explanation.
Figure 6.13: Error score between each coalitional method and the complete influence,
versus the number of attributes in the dataset.
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(d) Error values for Spearman based coalitional explanation.
(e) Error values for Reverse Spearman based coalitional explanation.
(f) Error values for PCA based coalitional explanation.
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has a poor performance overall, probably for the same reasons. As an example, PCA has
a better performance but a computation time very similar to Spearman. RevSpearman has
an overall better performance than part of other methods, but this performance is paid
by the longest computation time, without reaching the best performance. This can be
explained by the group calculation method, which does not take into account the possible
correlation of two attributes that are both not correlated with the original attribute of
the group (no transitivity). This leads, as for VIF and Spearman, to the calculation of
redundant information, which increases the computation time without improving much
the performance. The PCA, RevVIF, and Model methods each seem to have their strong
and weak points. The RevVIF is more precise than the other two but at a cost of greatly
increased computation time. Instead of focusing on the correlated groups, the RevVIF
method relies on the least correlated, thus a greater diversity of information is taken into
account. While the Model and PCA methods are less exhaustive in their approaches, they
seem to have a far lower computational time, the evolution of computation time against
the number of attributes being far less steep than for RevVIF. by comparison with the
calculation times of the k-complete method, only the Vif and RevSpearman methods have
a computation time similar to it. Yet, the k-complete method has a far better performance
than those two. In fact, no coalitional method achieve a better performance than the
K-complete method, but the RevVif and RevSpearman succeed in achieving a similar
performance for middle levels of k and alpha, and RevVif does it while maintaining a
shorter computation time than the k-complete.
6.6.2 Group characterisation
Figure 6.14: Group characterisation with alpha = 0.01.
Figures 6.14 and 6.15 compare the average number and average size of the groups of
attributes generated by each coalitional method, respectively (for the two ends alpha =
0.01 and 0.4).
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Figure 6.15: Group characterisation with alpha = 0.4.
We can note that RevVIF, RevSpearman, and VIF are the three methods generating the
highest average group sizes, compared to the other methods. This phenomenon can explain
why these methods minimize best the error scores as discussed in Section 6.6.1. Indeed, the
larger the groups are, the more exhaustive they are in terms of coalition influence that can
correctly explain an instance for a predictive model. More surprisingly, the high average
number of groups seem not to induce a good error score. For example, the RevSpearman
method generates, for the two alpha thresholds, the lowest number of groups, for most
of the cases, whereas its error rate is one of the lowest. This can be explained by the
generation of a lot of small groups (singletons or couples), rather than a few large ones.
After all, the complete influence is the equivalent of the coalitional influence using a single
group containing all the attributes.
6.7 Conclusion and perspectives
In order to tackle the issue of helping a non-expert user understand and analyze
the results produced by a data analysis process, we first have built a basis on
which to develop a prediction explanation system, opting for the additive method. This
basis led us to the conclusion that the complete method is preferable for our goal. We
then concluded that this method has a far too long computation time, bringing us to the
problem of simplifying this method. We then developed and compared a large number
of potential simplified approaches : The k-complete method and the coalitional method,
with its diverse attributes grouping methods (model, PCA, VIF and Spearman coalition
methods). This experiment leads us to conclude that some of these methods are promising,
depending on the more important criterion. If raw performance is the main concern for
deciding which method to use, the k-complete method seems to be the best candidate. Yet,
its cost in computation time can lead to a more nuanced choice, with the RevVif, PCA or
Model based coalitional methods. These methods have a varying degree of performance,
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all with a different computation time, with room for a wide range of possible compromises
between performance and speed. These compromises bring more flexibility to the methods,
depending not only on the choice of the user but also on the size of the dataset being
studied.
Concerning future potential researches, there are even more possible ways of simplifying
the complete method to study. Moreover, the subject of finding solutions to apply these
methods on larger datasets is very interesting. Although our simplified methods are faster
than the complete method, they still have a limit to the size of the datasets they can
be applied to. As an example, given a dataset with a large number of (let’s say 300
attributes), our methods would still take hours to complete. As even the single method
could not achieve a prediction explanation in a reasonable time given such a dataset, how
could we still evaluate the importance of each attribute? A possible answer would be to
run a global influence study first and collect the ten most globally important attributes.
Then, the predictions explanations for single instances could be run on only those ten
most important attributes to keep a reasonable computation time. With ten attributes,
we avoid the calculatory explosion caused by a too large number of attributes. By limiting
the number of attributes in the explanation, we also avoid overwhelming the user with too
much information, which would make our explanation hard to interpret.
Finally, an interesting perspective is a study on which instances to select for presenting
to the user. Which set of instances prediction explanation gives the most accurate picture
of the model being studied? [RSG16] proposed a first solution to this problem, but there
is no doubt there are many other possible ways to select instances for presentation, and
evaluate the quality of the selection of those instances. As an example, the instances could
be selected in a way that shows the data points where the model’s behavior varies the
most. Another possible approach would be to select points of the dataset where the model
has the most trouble to classify the instances.
In chapter 7 these methods are studied in the larger scope of an actual application,
allowing us to research the potential applications of prediction explanation in the context
of user assistance.
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There is a rumour going around that I
have found God. I think this is
unlikely because I have enough
difficulty finding my keys, and there is
empirical evidence that they exist.
Terry Pratchett
Yes, linear algebra is elegant, but it is
far more enjoyable when you are not
the one doing it
William Raynaut
Chapter 7
A framework for assistance in data
analysis
7.1 Introduction
In chapter 5, we have established a recommendation system, which recommends possible
effective workflows to a user from his dataset and his preferences. In chapter 6 we created a
prediction explanation system bringing a way to understand how a predictive model works.
We now have a new problem to face: How can we bring our propositions together to answer
to our issue of helping a user who is not an expert in data analysis at building his
own data analysis model? To achieve our goal, we have to do more than just present
the user with the recommendation and provide him with prediction explanations when he
is seeing predictions from his model. We have to exploit the knowledge of the user of his
own domain in order to guide him through data analysis. For this, we need to cleverly use
our propositions in order to allow the user to see the prediction explanation not only as a
visual aid but as a guide into how the models work and how they can be ameliorated. Our
intuitions for this framework are that we can use the prediction explanation to facilitate
three main tasks :
• Model selection: Choosing a model through their prediction explanation
• Attribute selection: Determining the interest of an attribute from its usage of the
models
• Model exploitation: Using a model and its results with the aid of their explanation.
From these intuitions, we build a basic framework exploiting our tools, which is then
developed in a functioning prototype for further experimentation. During this chapter, we
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Figure 7.1: Building a predictive model.
first develop the general layout of our framework and detail its functionalities in Section 7.2.
Then, in Section 7.3 we compare the functionalities of the framework with the objectives
we have set for it, verifying our answers to our issues. Finally, in Section 7.4, we develop
a prototype of our system and an experimental protocol, which would have been used for
testing our entire proposal, but did not because of the ongoing pandemic.
7.2 Organisation of the framework
We now present the framework including the proposals described in the two previous
chapters. Our framework is separated into three successive use cases. In Section 7.2.1, we
show how a domain expert user can be guided through the complex process of selecting a
predictive model among a set of possible ones. During this selection, the user is also guided
through the process of selecting features to remove from his dataset if necessary. Once his
model has been created, the process of exploiting it through new instances is described in
7.2.2, which illustrates how explanations bring new insights while using a predictive model.
Remember that this framework is intended for users who have no prior knowledge
of machine learning, but who have expertise in their field (e.g. biologists, doctors, en-
gineers...). These users produce data that they are required to analyze. It is therefore
assumed that they have a solid knowledge of this data, but not of the machine learning
methods.
7.2.1 Model selection via prediction explanation
The first principal function of our framework is depicted in the red square in Figure 7.1.
It consists of five steps, which guide the user through the selection of a model by using
prediction explanation, along with performing features selection.
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Figure 7.2: Comparing two prediction explanations.
1. Workflow recommendation - First, a user produces data he wants to analyze. The
data is given as input of the recommender system, along with their specifications for
the analysis: the target feature and their preferences in terms of results. The system
then suggests a set of possible workflows that are the ablest to analyze the user’s
according to our recommendation system described in Chapter 5.
2. Execution - Among this selection of possible workflows, the user can select all or
a set of them. He can access a description of each workflow and its inner working
if desired, allowing him to perform a first selection of the possible workflows. The
workflows selected are then executed and produce a set of predictive models trained
on the user’s dataset.
3. Model explanation - Using these models, the system can generate the classification of
a given instance of the dataset and provide its afferent explanation for each model.
These explanations take the form of attribute influences as described in chapter 6.
For instance, in Figure 7.2, a user is informed that a particular patient is predicted
to have diabetes by both models A and B, but that A made this decision considering
mostly the patient’s diet, while B also considers his weight as important. To help
the user intuitively explore the models, a set of 10 instances are recommended for his
review. This selection of instances aims to provide the user with a set of prediction
explanations as diverse as possible, without overwhelming him with a space too large
to be explored efficiently by humans.
4. Feature engineering - Thanks to the prediction explanations, a user can access the
reasoning behind each model, allowing him to detect possible flaws in the proposed
models. As an example, with the help of prediction explanation, personnel of a hos-
pital performing a medical study described in [RSG16] realized that some attributes
should not have been included in their dataset. Moreover, based on his domain of
expertise, a user can assess the importance of each feature, compared to the impor-
tance given to them by the models. Thus, the user can select undesirable features
and remove them from the dataset.
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5. Model selection - Once the final desired features have been determined, the user
exploits his domain knowledge to assess the reasoning behind each model. This
assessment is based both on a global evaluation, such as Cohen kappa or the area
under the ROC curve, and local information on the prediction. Then the user selects
the desired final model by choosing the best performing model, but also the one with
the most relevant use of the dataset features.
Along with this selection, the user could want to make his dataset better by selecting
the truly interesting features and leaving out the ones less interesting to him. With these
steps, the user selects a workflow relevant to his problem by evaluating it through its use
of his data.
As the user knows his data characteristics, he can judge the relevance of each workflow
interpretation of the data. Moreover, he is also able to spot eventual errors in his dataset,
which are not always obvious for users not an expert in machine learning. As an example,
adding a patient ID in a medical dataset is common in medical research, but is a mistake
when trying to analyze it automatically. This problem is not evident for a non-expert, but
by seeing that the produced models use the patients’ IDs while analyzing the dataset, the
user realizes that mistake and can correct it.
Another possible application is the choice of relevant workflows according to the at-
tributes the user wants to see studied. In the situation where the user knows which
attributes are most relevant to him, this prediction explanation during workflow selection
is a great opportunity for him to choose the workflow most relevant to his interests.
Finally, thanks to the prediction explanations, the user directly sees the consequences
the modifications done on the dataset have on the different workflows. This permits a finer
building of the dataset when deciding which attributes to add or remove.
7.2.2 Exploiting a model via prediction explanation
Once a model has been trained on a dataset, the user wants to use it on new data. This
is the second principal function of our framework, and it is depicted in the orange square
in Figure 7.1.
5 Once a user has selected his preferred model, it is trained on his dataset. With the
new predictive model ready, the user can create new instances and input them into
the model to obtain predictions for these instances. Those predictions are produced
along with their explanation, which indicates to the user how the attributes have
been used for the prediction.
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6 The user can then use those functionalities to explore the possibilities of predictions
for different cases. He can then randomize given values of an instance or test hy-
potheses by modifying the values of the instances, which gives him new insight into
his data.
In this sandbox context, the user can test different cases, real or hypothetical. The
predictions for those new instances give the user new insight into the behavior of the class
depending on the data. As an example, a doctor could test the evolution of chances for de-
veloping diabetes if the patient changes his diet or his physical activity. Moreover, by fixing
a precise attribute and randomizing the others to generate a new set of instances, the user
sees the effects of this particular value of the attribute on a larger scale. This functionality
aims to give a wide array of possibilities to the user while assisting his interpretation of
the obtained results through the help of prediction explanation.
7.3 Validation of the framework
To validate the answers to our original questions indicated in Section 7.1, we propose a
mock-up of our framework. This mock-up illustrates a machine learning task, based on the
well-known UCI Pimas Indians diabetes dataset (available on many platforms, as Kaggle1),
since familiarity with the dataset is beneficial to the understanding of this validation.
Figure 7.3: Workflow recommendation.
In our use case, a biologist is aiming to study the dataset of Pimas Indians diabetes and
use our recommendation system to provide possible analysis workflows. First, as described
in Section 7.2, the user enters the diabetes dataset as the input of the recommender system
and asks it to perform a recommendation.
1https://www.kaggle.com/uciml/pima-indians-diabetes-database
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7.3.1 Appropriate the results of the recommendation by yourself
Instead of recommending one of the workflows of the Pareto front, the user is presented with
a set of the best recommendations from the Pareto front. A description of each workflow
is made available to the user, so he can perform the first selection among the different
options. Although these descriptions are necessarily technical, they are essential for a user
to understand what is happening when each workflow is executed. The workflows and their
descriptions are depicted in Figure 7.3. As an example, we can see in the figure that a
workflow is not only the production of a predictive model but also successive operations of
transformation applied in the dataset. These workflows are then executed and presented
to the user through a set of selected instances. These instances are selected in a way that
favors a large diversity in prediction explanations. The exact algorithm used here is the one
presented in [RSG16]. The user can thus explore each predictive model through this set
of instances, by viewing a diverse set of keypoints, illustrating the models. He then infers
how the whole model works, with minimal information. The instances and their attached
prediction explanations are depicted as in Figure 7.4. On the left, the user can select the
instance he wants to study, and decide to eventually remove attributes from the dataset.
On the right is presented the prediction explanation of the selected instance for each of the
models (as the one surrounded in green). As an example, random forest and bagging J48
(an optimized decision tree) models mainly base their prediction on their blood pressure
and age, whereas the naive Bayes is mostly influenced by the mass of the instance. This
gives immediate access to the inner workings of each presented workflow, which is solely
based on the domain knowledge of the user. Thus, by presenting the results and how they
were obtained, the user is informed of the conclusion of the prediction, without having to
rely blindly on the model. In our use case, we can see the scientist selects instance 49.
Figure 7.4: Visualization of prediction results through prediction explanations.
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Therefore, through prediction explanation, the user can access a new type of informa-
tion that does not rely on expertise in data analysis to be understood. He can understand
and appropriate the results of the recommendation system thanks to his own domain-based
knowledge: without understanding the inner workings of each model. He can visualize how
each model uses the data to make predictions.
7.3.2 Giving user confidence in the produced results
Through this explanation method, the user can choose between models without having to
rely solely on global measures of performance. He can use his own judgment rather than
have his hand forced by the only proposal of a fully automated process. This also makes
it possible to evaluate possible defects in the models, which is not always possible with
only conventional metrics. As an example, the global accuracy of a model or the Kappa
score does not "warn" a user of an inappropriate attribute that should be removed from
the dataset.
In our mock-up example, the user can decide that the age of a patient is not that
important in determining if he is likely to have diabetes. At the same time, if our user
considers a patient’s mass as a valid indicator, it indicates that the naive Bayes model is
more interesting in his case (supposing the instances he reviewed are consistent with this
explanation). This understanding of a model, its strengths, and its flaws give the user
stronger confidence in what is being accomplished during the data analysis process. By
pinpointing eventual problems in the predictive model, he also becomes able to know when
the model is reliable.
7.3.3 Personalising a model without requiring data analysis knowledge
Once the user has studied his models, he can assess which workflows fit best his require-
ments. In particular, the user can identify which features are mainly used by the workflows,
and decide which are important for his study. In our mock-up example, the biologist might
want to study the impact of less evident diabetes indicators and decide to remove the in-
sulin and plasma features from his dataset (as presented in Figure 7.5). This forces the
workflows to use the other features, and maybe highlight new important characteristics of
the dataset. We can see in Figure 7.5 that the J48 workflow has significantly changed its
behavior, while the Adaboost model has simply adjusted the importance of each attribute.
By this process, the user accomplishes feature selection without having data analysis
knowledge or expertise. His domain knowledge makes him capable of assessing the interest
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Figure 7.5: New prediction explanations once the attributes plasma and insulin have been
removed.
of a feature and decide if the workflows are using them well or not.
7.4 Evaluation prototype
To test this framework further, it is necessary to develop a true prototype and assess its
effectiveness through user reviews.
7.4.1 General architecture of the prototype
This prototype is realized using java, notably for the well-developed weka library, giving
us a sane and practical basis. Weka has various objects for managing data and datasets, as
well as training and storing data analysis models on a large array of situations and options.
Moreover, this architecture is compatible with the Openml java interface. Openml’s java
library has been created with the base weka data structure in mind, along with the basic
ARFF format2 for storing and loading the different datasets. The man-machine interface
of the prototype has been realized using GWT (Google Web Toolkit), a java-javascript
interface, to create a web interface easily. We have an accessible version of the prototype
on an apache server, hosted on a virtual machine in the IRIT laboratory. It can be found
at http://141.115.26.23/predinsight/ and has been dubbed "predinsight".
7.4.2 First evaluation : sandbox usage by a dentist
As a preliminary test of our prototype as a proof of concept, we worked with the INSERM
laboratory, with which we frequently discussed. They gave us valuable feedback on our
2Weka definition at https://www.cs.waikato.ac.nz/~ml/weka/arff.html
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prototype while we were developing it. Finally, we particularly worked with Paul Monsar-
rat, DDS, and Ph.D. of the STROMALab laboratory of the University of Toulouse. He
and his team were interested in testing our prototype through their data collected when
studying dental health evolution regarding everyday life habits. Thanks to this, we run the
entirety of our whole system through real-life data. This example is illustrated through
Figures 7.6 to 7.11, each figure corresponding to a step in the analysis.
• Figure 7.6 First, the user uploads his dataset on Openml. This platform stores the
user’s experiment and compares it to other experiments of the Openml repository.
Here, our dataset is a collection of patients’ oral hygiene habits. The class is the
presence of periodontitis, a classic oral infection caused by age and poor oral hygiene.
Its values can be "absent", "gingivorrhagia" (bleeding of the mouth’s gum, one of
the first signs of periodontitis), and "provoked". The attributes of the dataset are
the Frequency of visits to the dentist, the time elapsed since the last teeth scaling,
the number of daily teeth brushing, the number of daily uses of dental floss, and the
number of daily uses of mouthwash.
• Figure 7.7 Once the dataset has been uploaded to Openml, it is automatically
analyzed and its main characteristics are displayed for the user, allowing him to see
his dataset with different visual representations and new statistics.
• Figure 7.8 When the user is satisfied with his dataset and its characteristics, the
user can click "recommend". The dataset is then compared to previous experiments
present in Openml. Similar datasets are then found by the prototype, and promising
workflows are displayed to the user. In our example, the user decides to select all the
five recommended workflows, in order to see all his options.
• Figure 7.9 The five workflows are then applied to the user’s dataset. These work-
flows are realized through a 5-fold validation training process. We then generate for
each instance the predictions of each model and thus the explanation of each predic-
tion. As having to explore the whole dataset would be too much for a human, a set
of 10 instances are selected and presented to the user. These prediction explanations
allow the user to evaluate the different workflows. Here, he can see that the attribute
"Frequency of visits to the dentist" poses a problem. indeed patients with periodon-
titis tend to go to the dentist to take care of their problem. Conversely, someone
without any dental problems tends to visit less their dentist. This leads a lot of the
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models to use this attribute in their prediction, but we can see that the fact that
a person does not visit their dentist often is interpreted as a sign that they don’t
have periodontitis. This analysis is technically correct, but is not interesting for the
user, as they want to study the causes of periodontitis, and visits to the dentists are
finally more a consequence. Because of that, they decide to delete the attribute from
their dataset. The different workflows are then run again on the model, without the
attribute.
• Figure 7.10 Once the models have been trained again on the dataset, the user can see
their new prediction explanations and global performances. As an example, for the
instance 136, they can see that three of the models use the frequency of mouthwashes
and teeth scaling for their predictions, and very few use the teeth brushing frequency.
With this information and the global performances of the models, the user can select
his favorite model use as a predictive model for his future patients.
• Figure 7.11 This model having been selected, the user can now enter his new pa-
tients as new instances of his dataset and predict their risks of having periodontitis.
These predictions are still accompanied by their explanation. As in our example in
the figure, the patient is predicted as not having any periodontitis. The explanation
tells the user that the teeth brushing frequency, dental floss use, and the time since
their last teeth scaling are signs in favor of the absence of periodontitis, while their
daily use of mouthwash is lowering their chance of not having periodontitis, according
to the model.
Those results, depending on his intent, can give him insight when making decisions
for his patients, but also help him explore new possible causes of periodontitis, by
applying different hypotheses on the predictive model.
7.5 Second evaluation : A larger scale trial
It is now necessary to assess the interest of the public intended for our system through our
prototype. This can be done via an experiment aiming to assess the effectiveness of our
framework and the interest of our application of prediction explanation. This experiment is
made with the assistance of the INSERM laboratory, with the participation of 20 students
and 10 researchers in biology. These participants have a varying degree of mastery of data
analysis, some of them have already done simple data analysis but never used its more
complex tools, like machine learning. These participants are first given a demonstration of
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Figure 7.6: First screen of our prototype, prior to recommendation.
Figure 7.7: Openml allows us to access a useful visual representation of the dataset and
its characteristics.
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Figure 7.8: Once the workflows have been recommended, their description can be accessed,
and they can be selected for the next step.
Figure 7.9: Second screen of our prototype, displaying the prediction explanation and
global statistics for every models.
Figure 7.10: Once the attributes have been modified, we can see the evolution in the
attributes importance in the prediction of each model.
7.5 Second evaluation : A larger scale trial
Figure 7.11: Third screen of our prototype, where the user can perform new predictions
with the selected model.
the predinsight tool and its functionalities. They are then given a data analysis scenario
described in annex, Section A.1. This scenario has been redacted with the help of Paul
Monsarrat. The goal of this scenario is to give a context for the participants on which to
use our prototype. It also guides them through the different steps of creating a workflow
and gives them simple tasks to solve along the way.
7.5.1 Questions form and system evaluation
During the experimental scenario, a set of questions are asked during the experimentation
in order to assess the state of the mind of the user about the prototype while using it.
After the experiment, these users are then asked to fill a form that aims to assess their
general impression of the prototype. It’s question pertain to the confidence of the user in
their decision, and ask them if they felt informed in their decisions or not. It also asks
them about their previous background in machine learning and data analysis and their
familiarity with the analyzed data.
Question form :
1. How familiar are you with data analysis?
◦ Not at all
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2. How familiar are you with the analysed dataset?




3. Did you understand the results produced by the application?
◦ Not at all
◦ A few
◦ I understood the majority of it
◦ I understood everything
4. Would you know how to use the results produced by the application?
◦ Not at all
◦ I’m not sure
◦ Mostly
◦ Completely
5. Concerning the automatically selected instance, how well did they allow you to ex-
plore the model?




6. Which data analysis model did you select?
I selected :
7. Why did you select it? (multiple answers possible)
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◦ I chose it at random
◦ I know its name
◦ It was the fastest one
◦ I thought it was pertinent for this problem
◦ It’s description seemed pertinent
◦ other :
8. Do you understand the produced prediction explanations?




9. Did the prediction explanation help you choose among the recommended models?
◦ Not at all
◦ A little
◦ A lot
◦ Completely (I could not have chosen without it)
10. Did the prediction explanation help you understand the predictions of the model?




11. How confident are you in the results produced by the application?




12. Are you satisfied with the results produced by the application?
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◦ Not at all
◦ Not very satisfied
◦ Satisfied
◦ Very satisfied





Along with those questions, we also evaluate the use of the system through the activity
of the users. We monitor the results of the created machine learning predictive models and
evaluate their performances to know if the processes brought a useful result to the users.
Finally, we track their actions on the prototype to constitute a history of their actions,
which gives us more information on their usage of the process.
Sadly, this experiment was scheduled to happen during the months of March or April.
Consequently, the sanitary conditions of the SARS-CoV-2 pandemic prevented us to per-
form this experiment safely. Thus, it has not been realized as of the time of writing of this
thesis.
7.6 Conclusion
During this chapter, we created a framework aiming to guide a user through the different
steps of data analysis. By this framework, we combine the diverse elements developed
through this thesis, to create a decision assistance system for creating a machine learning
model. With it, we guide the user through the different steps of the choice and training of
a model, by exploiting our prediction explanation system.
With those explanations, the user can spot eventual mistakes in the training of his
model, choose between different possible workflows, and decide which attributes are perti-
nent in his data. Moreover, once the model is trained, the user has a sandbox environment
at his disposal for experimenting with new data.
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To verify these properties, we devised a prototype applying the framework to real case
analysis. An experiment aiming to assess the effectiveness of this prototype has been
developed in this chapter. Even if it could not have been brought to fruition, for the time
being, we are eagerly waiting for its results.
Nonetheless, the prototype has received a lot of attention and positive reactions during
its presentations as a demonstration during the PFIA and APSEM conventions of 2019.
Moreover, a lot of the researchers working at the INSERM expressed a lot of interest in
the framework. These are encouraging signs for this prototype, but they still need to be
tested in a formal experiment before its effectiveness can be properly assessed.
This framework could be extended by developing its sandbox aspect. As an example,
adding functionalities akin to those found in the What-if tool, combined with our prediction
explanation system. This extended sandbox environment would let the user experiment
with more complex hypotheses easily while having explanations at his disposal for an easier
interpretation and comprehension.
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During this Ph.D. thesis, our objective has been to help a user at building his own
data analysis model, independently of the expertise of the user in data analysis.
This problem is the center of numerous research and developments, as is proven by a large
number of tools and solutions proposed in the literature. As we have seen in Part I, many of
these solutions are more oriented toward facilitating the work of the data analysis expert
than guiding non-expert users. Concurrently, the majority of solutions aiming to help
non-expert on the data analysis process tend to eliminate human participation partially
or totally. If this approach is effective in creating predictive models for a given dataset,
these models do not always have the confidence of the user, as their functionalities remain
unknown to him. Because of this problem, we aimed to put the human user back in the
data analysis process, while guiding him toward the creation and training of the final
model.
8.1 Contributions
First, we aimed to answer the issue of efficiently recommending a data analysis
workflow to a non-expert user. In Chapter 5, we proposed a recommendation system
as a basis of our work. This recommendation system does not aim to replace the user’s
decisions entirely, but rather to give him a possible solution without forcing his hand toward
a particular choice. It is based on a dissimilarity measure, which we use to compare the
user’s dataset with other datasets from a repository of previous experiments. As we aimed
to keep the user involved in the process of data analysis, our proposal uses the user’s
preferences in terms of performance and evaluation metrics. This makes the recommender
system a context-based collaborative filtering recommendation system, which involves the
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user in his recommendation process.
This recommendation system shows promising results, but do not allow the user to
understand what is being recommended to him. To address our issue of help a non-
expert understand and analyze the results produced by a data analysis process,
we focused on a solution for explaining a predictive model and bypass their black box
aspect.
Thus, during chapter 6 we then proposed a solution for explaining the predictions of
a machine learning model. As it is not possible to access directly the inner working of a
machine learning model, we decided to investigate the results produced by a model. To
do so, we based our work on the principles of additives explanations, which explains the
models by quantifying the importance of each attribute of the dataset when the model is
making a prediction. We identified that those techniques tend to have flaws: either they
are specifically designed for a particular type of model, or producing accurate explanation
comes at the cost of an important computational load. Thus, we proposed a prediction
explanation system, which functions by identifying the most important information to
be considered when calculating the explanation. For this, we created multiples methods
for determining which information would be calculated. We then use it to focus our
calculations and strike a balance between precision and computation time. These different
methods have been tested against each other on a large collection of datasets. The results
have put in light the interests of diverse methods, depending on the context in which the
method is applied. Notably, the more precise methods tend to have their computation time
grow rapidly with the number of attributes of the studied dataset, while the less precise
are faster to compute, without losing too much information. Thus, a satisfactory approach
to explain the recommended models can be selected depending on the size of the user’s
dataset.
It then became necessary to study how to apply our proposals to a real-life user to
answer our main issue: How can we help a user who is not an expert in data
analysis at building his own data analysis model?.
Our previous propositions have been combined in a new framework in chapter 7. By
applying prediction explanation in the context of model selection and attributes selection,
it becomes possible for a user to act upon important decisions for the machine learning
process, without requiring expertise in the domain.
In terms of model selection, the user can assess the importance of each attribute in the
predictions of each model. This allows him to access the "thought process" of each model,
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and evaluate them on the field of his expertise. With that approach, the user can rely on
his knowledge of his field and then assess the importance of the dataset’s attributes.
Regarding attributes selection, through prediction explanation, the user can assess the
usefulness of the different attributes of his dataset. It can lead him to make different
decisions regarding the attributes, notably the user can decide that an attribute should
not have been added to the dataset in the first place. Another main application of this
approach is when a user considers an attribute as useless after the fact, or that the models
focus too much on it. Thus, prediction explanation enables a non-expert user to perform
attribute and model selection.
8.2 Perspectives
We have created a novel framework for assistance in data analysis, by using our different
solutions and processes to help a non expert user in an original way. With this framework,
we have answered a number of drawbacks to the use of machine learning for expert users.
Through these processes, we have created a process facilitating the creation of predictive
models, without removing the user entirely from it. By designing our prediction explana-
tion system, we answer the problem of lack of comprehension from the user in a faster and
more comprehensive way than other methods from the state of the art. By using it in a
novel way, we avoid the confidence problem usually brought by black-box machine learning
models.
Although, some enhancements can be brought to this framework. In a short term
perspectives, our framework still needs to be tested in a real-world situation in order to
really assess its usefulness.
Our recommendation process currently takes into account the preferences of the user,
and the results produced by it are encouraging, but this user profile might be extended.
As an example, our recommender system might take into account the domain of expertise
of the user, his current line of activity, or any other information relevant to his current
task.
Regarding prediction explanations, our method is generally faster than the others while
keeping a high precision in its explanations. However, datasets with more than a dozen
attributes might cause an explosion in the calculation cost. Thus, other solutions might be
explored for a larger dataset, such as selecting a set of the ten most important attributes
in a global sense and only running a single instance explanation for those attributes. By
limiting the explanation to ten attributes, we avoid the calculatory explosion caused by
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a too large number of attributes. Moreover, by lowering the number of attributes in the
explanation, we also avoid overwhelming the user with too much information.
Our prediction explanation framework may also be extending by using the user’s ac-
tions as feedback for improving the recommendations further. By learning from the user’s
choices, the recommendation system might be modified to favor the models most useful to
him, as an example.
Moreover, when the user is performing model selection, our framework selects a set of
instances to recommend to the user to provide him with interesting data points for the
exploration of the model. This method of selecting instances might be explored further,
particularly depending on what we want to present to the user. We might want to show
him the particularities of his dataset. Another possibility is to show him the particularities
of the model. We might also want to present to him the most problematic data points
for the models. All these approaches are valid and can bring important information to
the user, thus it would be interesting to consider how to select those instances, and what
information can be retrieved from the selection.
From a longer-term perspective, we could expand the sandbox aspect of our framework
by allowing the user to test hypotheses on his data or his model. The user could formulate
hypotheses about his data, and see the effects of those hypotheses on the prediction ex-
planations and results of the model. As an example, the what-if tool proposes interesting
solutions for allowing a user to test the changes provoked by modifying the data or the
model, as changing the mean of an attribute or its standard deviation. Combining those
ideas to our framework could produce an even greater sandbox environment.
Finally, as we want to involve the user as much as possible in the data analysis process,
it might be interesting to extend our propositions to the whole machine learning workflow.
Our framework could allow the user to build a modular workflow by himself rather than
being proposed a set of single-block workflows to choose from. By combining recommen-
dations and explanations, the user might be guided through a more precise construction
of his machine learning model. As an example, prediction explanation could be used to
create a modular workflow building framework, based on systems similar to orange, using
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A.1.1 Biomedical context : Studying periodontitis
The oral cavity is a proof of concept that can be easily generalized to the whole body. There
are indeed strong bilateral relationships between oral health and general health ([Mon16]).
Periodontal health (i.e. the supporting tissues of the teeth) is, in particular, an excellent
reflection of the environmental footprint. In fact, the gingiva covers and protects against
attack the alveolar-dental anchoring, whose integrity allows the maintenance of the tooth
on the arch, the chewing function, and aesthetics. The multiple stresses that the oral cavity
undergoes during life are therefore likely to form the basis of periodontal pathologies, in
particular periodontitis.
Periodontitis is a chronic inflammatory disease of the supporting tissues of the teeth,
which results from a breakdown in tissue homeostasis caused by a progressively deleterious
ecosystem and an incompetent host’s immune system. The disease is characterized by
chronic gingival inflammation associated with the formation of lesions that combine gingival
retraction and resorption of peri-radicular tissues, causing progressive mobility or even
loss of the tooth (Figure A.1). The diagnosis is based on a set of clinical and radiological
parameters including the degree of gingival inflammation and the level of alveolar bone
around the teeth.
The prevalence of periodontitis is increasing and increasing with age. This chronic
inflammatory condition is one of the most common in the world. In France, as in other
developed countries, half of the population is affected by periodontitis in the 35-65 age
group ([BBM07; KSA08]).
Without care, periodontitis leads to dental mobility then edentulousness, with medical
consequences and their co-morbidities (such as alteration of nutrition or even digestive
Figure A.1: Periodontitis in a 67-year-old subject. The white and black arrows respec-
tively indicate the inflammatory sites and the retracted and purulent areas, typical of this
pathology (Toulouse University Hospital).
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pathologies), psychological and social, profoundly altering the quality of life ([GT20]).
Periodontitis, therefore, contributes to worsening direct and indirect health costs ([Ton17]).
On the other hand, it is established that periodontitis can have an impact on systemic
health with, for example, a direct impact on diabetes or cardiovascular pathologies. The
presence of periodontitis is believed to be associated with more than 57 general pathologies
([Mon16]).
Periodontitis is, therefore, a major public health problem which will con-
tinue to increase with the increase in life expectancy.
If the diagnosis of established periodontitis is accessible by current clinical and radio-
logical means of investigation, the early detection of alterations in the periodontium and
the identification of populations at risk are necessary. The following scenario focuses on
developing a predictive model to predict periodontium alterations based on medical and
socio-demographic data, disregarding clinical data. Otherwise reformulated, is it possible
to predict a periodontal state of health from simple questions, either self-reported by the
patient, or that can be asked by telephone by a health professional.
A.1.2 Part 1: attributes selection and predictor variables identification
In the remainder of the experiment, the term “attribute” designates the variables used to
develop the predictive model and the term “instance” the individuals for whom we have
the attributes, that is to say, the individuals who answered the questions. The "predicted
class" corresponds to the periodontal state of health that should be predicted by the algo-
rithm (healthy, gingivitis, or periodontitis).
Step 1: choice of algorithms
The tool allows the use of 20 machine learning algorithms. Each algorithm has its
specificities, strengths, and weaknesses. The tool first recommends a set of 5 algorithms
relevant to the present problem. You can then explore each algorithm’s predictions and
view the explanations provided. It is recommended to select the "Random Forest" and the
"Naive Bayes" algorithms as they are algorithms which tend to have a behavior simple to
understand.
After a calculation time, the tool displays the performance of each model. Usually,
precision, recall, and F1 score are found as performance metrics for machine learning al-
gorithms. Precision is the ratio between the number of individuals correctly assigned to
a class and the total number of individuals assigned to that class (in statistics, this is
the positive predictive value). The recall is the ratio between the number of individuals
correctly assigned to a class and the total number of individuals belonging to this class
(in statistics, this is sensitivity). The F1 score constitutes a value combining both the
precision and the recall by taking their harmonic mean.
Step 2: Model explanation
Along with these general performance indicators, a set of 10 instances from the dataset
is selected for you to explore. First, restore the full set of attributes for this step.
The tool allows you to understand which attributes were decisive (i.e. their weight) in
the decision making of the algorithm for each individual in these instances. The presence
of a green bar in the diagram means that the presence of this attribute value increased the
probability of voting for the predicted class and the presence of a red bar in the diagram
means that the presence of this value of attribute decreased the likelihood of voting for the
predicted class. The associated value is the relative weight that this attribute has over all
of the other attributes in predicting the class.
Example: in a model wishing to predict “absence of periodontal disease”, a value of
the attribute “Age" at "43” of -40% means that for an individual aged 43 with this set of
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attributes, the algorithm considered that this value lowered the chances that he did not have
periodontitis. This attribute alone accounts for 40% of the model decision. Conversely,
eating fruit once a day increases the likelihood of having a healthy periodontium according
to the algorithm, with a weight of 10% of the model’s decision.
Observe which variables come up most often in the explanation of the model when the
model predicts the class correctly. Then observe the badly predicted instances (individu-
als). Interpret the variables that have an important weight in these bad decisions. What
are the reasons you can evoke?
Step 3: Attributes selection
Make an initial selection of attributes by first keeping only the attributes that can be
read over the phone and/or can be entered by the patient himself without the intervention
of a healthcare professional. Observe and record the results of the metrics for each dataset,
along with the models’ explanations.
Then experience the impact of removing attributes from the models. For example, try
to remove the attributes "sex" or "body mass index BMI" from the model. How do the
metrics change? What is the impact on the model’s explanation? What can you conclude
from this?
Keep experimenting, trying to create the minimum model, that is, having the best
balance between a small number of attributes and a good prediction rate with consistent
reasoning of the model.
A.1.3 Part 2: Prediction on mockup patients
Now that you have developed different models for your dataset, select the one which suits
you the most, per its performance metrics and its internal reasoning, reflected by the
model’s prediction explanation.
Now imagine that you are on the phone with different patients. You have never seen
them, they are making an appointment for a first consultation. In order to better help
you plan these first consultations, you ask the limited number of questions (i.e. attributes)
that you need, given the optimized algorithm developed in the previous part.
A set of randomized patient is given to you to reflect these conversations.
Now enter the patients’ attributes in your newly selected model, and observe the pre-
dictions made for each patient:
Are you confident in the predictions made by the model? What elements brought you
to this conclusion?
Is your patient at risk for periodontal disease? What attributes allowed the model to
make its decision?
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