A numerical method for the evaluation of compact travelling waves (CTWs) of nonlinear evolution equations when the analytical solution is not available is proposed. The algorithm is based on a quadrature formula for a singular integral and has been validated by comparison with the exact expressions for the compactons of the K (n, n) Rosenau-Hyman equation. Compactons and kovatons, the CTWs of the K (cos) Rosenau-Pikovsky equation, are numerically determined and their main features are discussed. The normalization of the shape of these solutions show that there is no scaling symmetry among them, as it does for the K (n, n) equation.
Introduction
Compact travelling waves (CTWs), usually referred to as compactons, are solitary waves with compact support appearing in purely nonlinear evolution equations [1, 2] . The interaction among compactons is nearly elastic, with a small residual after each pairwise collision, and its analysis requires the use of numerical methods [3, 4] . There are equations with compactons whose analytical expression cannot be obtained in closed form. The use of numerical methods for partial differential equations does not yield a high accurate approximation due to the appearance of numerically-induced radiation [5, 6] .
Kovatons are also CTWs but resulting from gluing together kink-antikink pairs with a flattop of arbitrary width, first introduced by Rosenau and Pikovsky [7] in a generalized Korteweg-de Vries (KdV) equation, here on referred to as K (cos) equation. This equation has also compacton solutions, similar to those of the K (n, n) equation of Rosenau and Hyman [1] , but both their velocity and their amplitude have a maximal value. All the kovatons share the same height and speed, but their width is arbitrary, solely determined by the initial state they evolve from. The closed-form expression of the shape of kovatons is not analytically known [8, 9] .
The K (cos) equation describes the quasicontinuous limit of a chain of self-sustained oscillators. Rosenau and Pikovsky [7, 8] present two examples, the phase dynamics of a weakly coupled chain of limit-cycle, van der Pol oscillators and a lattice analog to the complex Ginzburg-Landau equation; they also claim that the K (cos) equation is a continuous model for the synchronization of coupled oscillators, with applications in mechanics, biology, electronics, chemical reactions, optics, acoustics, etc. [10] . The K (cos) has also been proposed in the modelling of arrays of superconducting Josephson junctions [11] and the spontaneous otoacoustic emissions in the inner ear of certain lizards [12] . Let us note that kovatons and compact kinks are the solutions of nonlinear evolution equations modelling several applications such as waves in viscoelastic solids [13] , double-stranded DNA molecules [14] , and nonlinear electrical transmission lines [15] , to mention only a few. Finally, let us also note that the K (cos) equation cannot be derived from the general theory of dispersive nonlinear waves developed by Destrade and Saccomandi [16] because it requires the use of an unphysical constitutive law. The determination of the shape of solitary waves without closed analytical expression by means of numerical methods requires the solution of a nonlinear eigenvalue problem [17] . Solitons and kinks are homoclinic and heteroclinic orbits, respectively, defined in an unbounded domain which must be truncated in the numerical method [18] . Similarly, compactons and compact kinks are also homoclinic and heteroclinic orbits, respectively, but already defined in a bounded domain. Apparently, this fact makes easier the numerical calculation; however, the compactness of the solution poses problems to current methods. This paper presents a new algorithm for the determination of compactly supported solitary waves like compactons, compact kinks and kovatons by means of a numerical quadrature formula applied to an integral with a singular integrand.
The algorithm is validated by using the compactons of the K (n, n) Rosenau-Hyman equation and applied for the first time to compactons and kovatons of the K (cos) Rosenau-Pikovsky equation. The new algorithm can also be applied to nonlinear evolution equations with second-order derivatives in time, like generalized Boussinesq equations [2, 19] .
The contents of the paper are as follows. Sections 2 and 3 present the problem and the new numerical procedure, respectively. The validation of the numerical method appears in Section 4.1. The application of the algorithm to the K (cos) equation appears in Section 4.2. Finally, Section 5 is devoted to the main conclusions of the paper.
Problem formulation
Let us take a generalized KdV equation with nonlinear dispersion given by
where the function u(x, t) depends on both space x and time t, and subscripts indicate differentiation. For q(u) = u n , Eq. (1) has been introduced by Rosenau and Hyman [1] , being referred to as K (n, n) equation, i.e.,
For q(u) = − cos(u), Eq. (1) has been studied by Rosenau and Pikovsky [8] , here on referred to as K (cos), i.e.,
The travelling wave ansatz u(x, t) ≡ u(ξ ), with ξ = x − λ t, substituted into Eq. (1) yields
Integrating with respect to ξ gives
where A is an integration constant. In the case of solitary waves, u, u ξ , and u ξ ξ tend to zero as |ξ | tends to infinity, hence both the second term, −λ u, and the fourth term, (q ′ (u) u ξ ) ξ , vanish in such a limit, resulting in A = −q(0). By integration of Eq. (5) times (q(u)) ξ , we obtain
where
and B is another integration constant. Once more, for solitary waves, u and u ξ tend to zero as |ξ | tends to infinity, so
Writing this expression as ξ = f (u), the solitary wave solution takes the form
where f −1 is the inverse function of f . Depending on the nonlinear function q(u) in Eq. (1), an analytical expression for f can be obtained, or otherwise Eq. (8) must be numerically evaluated. which can be analytically integrated to
Its inversion yields the sine compacton solution of the K (n, n) equation given by
Note that the integrand of Eq. (9) has a pole when
corresponding to the maximum amplitude u max of the solitary wave, which depends on the velocity λ. For the case of the K (2, 2), it takes the value
The integrand has a pole when the denominator vanish, yielding the maximum value, u max , for the solitary wave speed as the first positive solution of the nonlinear equation
which requires numerical methods.
The next section presents a numerical method for evaluating u(ξ ) in the interval [0, u max ] by means of using Eq. (8),
which is applicable to both Eqs. (9) and (12).
The numerical procedure
Let us consider the determination of the shape of compactons and kovatons of Eq. (1) by numerical evaluation of Eq.
(8) as a function of λ. Such a procedure requires a numerical quadrature method and the numerical application of the inverse function theorem by inverse interpolation. The function ξ = f (u) is multivalued, so every branch must be calculated separately. Fig. 1 (left plot) shows the first branch of ξ (u) for the K (2, 2) equation with λ = 1. For compactons and kovatons of the K (n, n) and K (cos) equations, the first branch of ξ (u) will yield the left half of the shape of u(ξ ), as shown in Fig. 1 (right plot), being the right half one easily obtained by means of using the reflection symmetry with respect to its peak position.
The main contribution of this paper is the following procedure (which has been implemented in Mathematica):
Step 1. Determine the maximum amplitude of the compacton (kovaton), u max , as the pole of the integrand in Eq. (8) by using a Newton-like numerical method. In Mathematica, the FindRoot command, which implements a variant of Newton's method, has been used with default settings. NIntegrate with default optional parameters, using both equally-spaced (left plot) and Chebyshev (right plot) nodes for the inverse interpolation.
Step 2. If Eq. (8) is a singular integral, i.e., the integrand reaches an infinite value at one or more points in the domain of integration, such singular points must be determined analytically if possible, or otherwise by a Newton-like numerical method. The integral in a small interval around each singular point will be evaluated by means of the integration of the Taylor series expansion of the integrand. For example, for the K (cos) equation, the integrand in Eq. (12) is singular at u = 0, hence
where h(u) is the integrand in Eq. (8), and ϵ and N are parameters whose optimum values are highly dependent of the explicit expression of the integrand, so they must be determined by numerical experimentation.
Step NIntegrate command has been used. In order to obtain high accurate results when using NIntegrate, an adequate control of the value of the parameter PrecisionGoal is necessary.
Step 4. Apply an inverse interpolation technique to determine the interpolating functionû such thatû(ξ ) ≈ u(ξ ). Let us recall that inverse interpolation of the data set {ũ j , ξ j } corresponds to conventional interpolation of the data set {ξ j ,ũ j }. In Mathematica, the Interpolation command has been used. The interpolation error is highly dependent on the distributions of nodes {ũ j }. Two possible choices are a uniform distribution, i.e.ũ j = j ∆ũ, with ∆ũ = u max /M, and Chebyshev nodes in the interval [0, u max ], i.e.,ũ j = u max (1 + cos(j π/M))/2, where in both 0 ≤ j ≤ M.
Presentation of results
The numerical procedure presented in the previous section can be used to obtain compactly supported solitary waves of Eq. (1) when the analytical solution cannot be determined. Before its application to compactons and kovatons of the K (cos) equation, let us validate the numerical procedure and fine tune its free parameters by means of using the exact expression for the compacton solution of the K (2, 2) equation. Note that, for small |u|, − cos(
, hence the K (cos) compactons can be approximated by those of the K (2, 2) equation, after a proper normalization. Fig. 2 shows the absolute errors between the compacton solution of the K (2, 2) equation with λ = 1 and the numerical evaluation of Eq. (9), i.e., |u(ξ j ) −ũ j | for u(ξ ) given by Eq. (10) with n = 2, for both equally-spaced (left plot) and Chebyshev (right plot) nodes {ũ j } in the inverse interpolation. Near the extremes of the domain, the error is very large for equally-spaced nodes, as shown in Fig. 2 (left plot) . Chebyshev nodes yield a uniform absolute error near the left extreme of the domain; however, in the right extreme several spurious peaks appear. Our numerical experimentation shows that such peaks are due to the numerical integration method, since they disappear when high precision arithmetics is used for the numerical integration of Eq. (9), as shown in Fig. 3 . Table 1 shows the effect of the parameter PrecisionGoal of NIntegrate command, for both 1000 and 4000
Validation of the numerical procedure using the K (2, 2) equation
Chebyshev nodes, in the maximum absolute error between the analytical and the numerical results for a one-compacton solution of the K (2, 2) equation. This table shows that the default value corresponds to PrecisionGoal equal to 6. For PrecisionGoal larger than or equal to 10 digits the results are practically constant, depending only on the number of Chebyshev nodes. Here on, a value of PrecisionGoal= 10 is used in the rest of this chapter. Table 2 Mean of the absolute error between the analytical and the numerical expressions for a compacton of the K (2, 2) equation with λ = 1, as a function of the parameters ϵ and N in the Taylor series expansion in Step 2 of the numerical procedure. PrecisionGoal= 10 and 4000 Chebyshev nodes has been used. The tuning of the parameters ϵ and N of Eq. (13) in Step 2 of the numerical procedure, required for compactons and kovatons of the K (cos) equation, can be done by the application of this step to the K (2, 2) equation. Table 2 illustrates the effect of both parameters in the mean of the absolute error between the analytical and numerical expression for a compacton of the K (2, 2) equation with λ = 1. The optimal value for ϵ is ϵ opt = 10 −4 independently of the value of N, for N ≥ 4. For ϵ > ϵ opt , the number of terms N of the Taylor series expansion in the interval [0, ϵ] must be large enough such that the error introduced by this approximation be smaller than the error of the numerical quadrature in Eq. (13). For ϵ < ϵ opt , the value of N ≥ 4 does not matter since the absolute error is dominated by that of the numerical quadrature for values near ϵ. Table 2 and further numerical experimentation suggests the use of ϵ = 10 −4 and N = 10 for both K (2, 2) and K (cos) equations. Table 3 shows the influence of the number of Chebyshev nodes in Step 4 of the numerical procedure on the absolute error for a compacton of the K (2, 2) equation. As expected, the larger the number of nodes, the better the accuracy, but above 4000 nodes the improvement may not be the worth the computational cost. ], and PrecisionGoal = 10. Table 4 and Fig. 4 show the half of the width (ξ how ) and the maximum amplitude (u max ) of compactons of the K (cos) equation as functions of their speed. The maximum amplitude is a linear function for low speeds, as it is for the K (2, 2) equation; cf. Eq. (10) . As the speed approaches its maximum value, 2/π , the compacton amplitude grows faster, due to the presence of a vertical tangent at its maximum value π . The width of compactons of the K (cos) is an increasing function of the speed, starting at 4π for λ = 0, which is the constant width of compactons of the K (2, 2) equation, until reaching approximately the value 18.0 for the maximum speed λ max = 2/π . Fig. 5 shows the shapes of compactons and kovatons for the K (cos) equation with various speeds generated out of our numerical procedure, which only determines half of the shape, so a symmetry reflection has been used to obtain the whole profile. At either the maximum speed or amplitude, the resulting solitary wave is a compact kink-antikink pair connected by a constant plateau of arbitrary width. A question not clearly solved in Fig. 5 is if there is a common function describing both compactons and kovatons. For purposes of comparison, a normalized shape, given by is plotted in Fig. 6 for several compactons of increasing speed. This figure clearly shows that the normalized shape of compactons with different speeds do not coincide.
Compactons and kovatons of the K (cos) equation
Finally, Fig. 7 shows the resulting phase plane of the compactons from the K (cos) equation for different speeds. As expected, the trailing edge of the compactons corresponds to u ξ > 0, where ξ < ξ how , while the leading one corresponds to u ξ < 0, where ξ > ξ how . The points (0, 0) and (π, 0) are fixed points of Eq. (5) for q(u) = cos(u), hence the travelling wave solutions can remain at such constant values in an arbitrary interval of ξ resulting in kovaton solutions.
Conclusions
A numerical procedure to determine by quadrature the compact travelling waves of generalized Korteweg-de Vries equations without a closed-form expression is presented. The procedure is based on the numerical quadrature of the integral formulation of the inverse function of the shape of the solution taking into account all the singularities appearing in the integrand by using Taylor series expansion. An inverse interpolation using Chebyshev nodes has been used to obtain the shape. The new method has been validated by using the compacton solutions of the K (n, n) equation and their free parameters has been fine tuned in order to attain absolute errors below 10 The numerical procedure developed in this paper for generalized Korteweg-de Vries equations can be extended to other nonlinear evolution equations with compactons, kovatons and compact kinks, including those with second-order derivatives in time. The main purpose of this work is the highly accurate determination of initial conditions with compactly supported solitary waves for the numerical evaluation of their propagation in time. Usually, inappropriate initial conditions result in the blow-up of the numerical solution when using numerical methods without artificial viscosity. In the next future, the authors will develop new numerical methods for the propagation of and interaction between compactons and kovatons of the K (cos) equation in order to determine their main differences with those of the K (n, n) equation.
