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Abstract
Given a set of points in the Euclidean plane, the Euclidean δ-minimum
spanning tree (δ-MST) problem is the problem of finding a spanning tree
with maximum degree no more than δ for the set of points such the sum
of the total length of its edges is minimum. Similarly, the Euclidean δ-
minimum bottleneck spanning tree (δ-MBST) problem, is the problem of
finding a degree-bounded spanning tree for a set of points in the plane
such that the length of the longest edge is minimum. When δ ≤ 4, these
two problems may yield disjoint sets of optimal solutions for the same
set of points. In this paper, we perform computational experiments to
compare the accuracies of a variety of heuristic and approximation algo-
rithms for both these problems. We develop heuristics for these problems
and compare them with existing algorithms. We also describe a new type
of edge swap algorithm for these problems that outperforms all the algo-
rithms we tested.
Keywords: Minimum spanning trees, bottleneck objective, heuristic al-
gorithms, discrete geometry, bounded degree, combinatorial optimisation
1 Introduction
Spanning tree problems are some of the most well-studied problems of combi-
natorial optimisation. They arise in a multitude of practical settings includ-
ing computer and telecommunication networks, transportation, plumbing, and
electrical circuit design [10]. In graph theoretic terms, a typical spanning tree
problem involves finding a subgraph G′ of a given graph G = (V,E), such that
the vertex set of G′ is V , G′ is connected, and G′ has |V | − 1 edges. We will
focus on the Euclidean versions of spanning tree problems, where the nodes of
our network correspond to a set of points P in the Euclidean plane such that
our input graph is the complete graph for P . In this way, we can assign lengths
to each of the edges in the graph, where the length of the edge is given by the
Euclidean distance between its endpoints.
In this paper, we will consider two separate types of spanning tree problems;
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the classic minimum spanning tree, and its bottleneck version. In the minimum
spanning tree (MST) problem, we require that the sum of lengths of the edges
between nodes of our spanning tree is minimum. In the bottleneck spanning
tree problem, we require that the length of the longest edge in the network is
minimum. Both of these spanning tree problems can be solved efficiently using
polynomial time algorithms (see Kruskal [16], Prim [24] for the MST problem,
and Camerini [5] for the MBST problem), and in fact every algorithm for the
MST problem can be used to solve the MBST problem since every MST is a
MBST.
For particular applications of spanning trees, additional constraints are required
for a feasible spanning tree. The constraint we explore in this paper is the de-
gree bound constraint, which is a requirement that the degrees of all nodes in
the spanning tree be at most some constant. We denote this constant by δ and
we refer to the constrained versions of the MST and MBST problems as the
δ-MST problem and δ-MBST problem respectively. For the Euclidean versions,
it is known that no vertex in an MST has degree greater than 6 and that there
always exists an MST in which no vertex has degree greater than 5 [19]. Hence
when δ ≥ 5, a solution to the MST problem for a given point set will also be
a solution to both the δ-MST and δ-MBST problems. As such, we will only
consider degree constraints in which 2 ≤ δ ≤ 4. It was shown by Papadimitriou
and Vazirani [21] that the δ-MST problem is NP-hard for δ = 2 and 3, and
it was later shown by Francke and Hoffman [9] to also be NP-hard for δ = 4.
For the δ-MBST problem, it has been shown that the problem is NP-hard for
δ = 2 and 3 [2], but determining complexity of the case where δ = 4 remains
an open problem. Approximation algorithms for the Euclidean δ-MST problem
have been developed by Khuller et. al. [14] and Chan [6] and their approxi-
mation ratios for the δ-MBST problem were explored in [2]. Heuristics for the
general version of the δ-MST problem have been explored by numerous authors
including Narula and Ho [20], Knowles and Corne [15], and Bui and Zrncic [4].
For the special case of δ = 2, the 2-MST problem is equivalent to the path
version of the famous travelling salesman problem (TSP). The TSP has been
well studied throughout the history of combinatorial optimization, and there are
many algorithms for the problem that have been proposed and tested through-
out the literature. There are numerous approximation and heuristic algorithms
that have been proposed for the metric and Euclidean versions of the prob-
lem, with the more famous ones including Christofides algorithm [7], the Lin-
Kernighan algorithm [18], and Arora’s PTAS [3], among others [25],[17]. Whilst
the ever-expanding literature on the TSP is incredibly vast, we will restrict our
attention to algorithms that can be effectively applied to the path version of the
TSP (TSP-path problem). The TSP-path problem has received significantly less
attention than the usual cycle version, although there still various algorithms
in the literature [11], [1], [27]. On the other hand, the 2-MBST problem is
equivalent to the TSP-path problem with the bottleneck objective. An efficient
2-factor approximation for the metric TSP with bottleneck objective has been
given by Parker and Rardin [22], however there has been little work done on
specific algorithms for the Euclidean bottleneck TSP-path problem.
In this paper we survey existing algorithms and introduce a number of new
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algorithms for both the δ-MST and δ-MBST problems. We then perform com-
putational testing of heuristics and approximation algorithms for the Euclidean
δ-MST and δ-MBST problems in order to test their performances with respect
to both the total weight objective criterion of the δ-MST and the bottleneck
length objective of the δ-MBST problem. Our goal for this investigation was to
answer the following three research questions.
1. Should different algorithmic approaches be employed for the different de-
gree bounds when it comes to solving the Euclidean δ-MST and Euclidean
δ-MBST problems, or is it preferable to use a single algorithm or its gen-
eralisation for all δ?
2. Should different algorithmic approaches be employed for the Euclidean
δ-MST problem as opposed to the Euclidean δ-MBST, or is it preferable
to use a single algorithm for both objective criteria?
3. For any particular δ, are there any algorithms that stand out as being
suitable candidates for efficiently solving either the Euclidean δ-MST or
δ-MBST problems?
In regards to the to third question, our focus is less on the finding the “best”
algorithm for a specific problem variant, and more on identifying an algorithmic
framework that seems to fare better at exploiting the structure of the problem
and its instances. Our hope is that after seeing which frameworks are more
effective, in the future we will be able to develop more sophisticated algorithms
based upon the more successful frameworks. As such, we will only implement
a select number of interesting existing algorithms within the vast array of ap-
proximation and heuristic algorithms available in the literature. Furthermore,
we will favour approaches that are designed specifically for the problems we are
analysing, such as approximation algorithms, over more general meta-heuristics.
Our results: In order to have a sufficient set of algorithms for comparison,
we describe a number of existing algorithms for the δ-MST and δ-MBST prob-
lems, and we develop a set of new edge swap algorithms for solving the δ-MST
and δ-MBST problems based upon the ideas of local search. These new algo-
rithms serve as benchmark comparisons for the other algorithms and as potential
proof-of-concept algorithms. Since degree four and five nodes are relatively un-
common in MST’s on uniformly distributed random point sets, we also develop
an algorithm for producing test instances in which the MST’s are guaranteed
to have nodes of high degree.
After performing our computational experiments and comparing the results of
the various algorithms, our answers to the research questions are as follows.
1. There are algorithms that outperform all others for specific δ but not for
other degree bounds.
2. For certain degree bounds there are algorithms that outperform all others
for the δ-MST problem, but not for the δ-MBST problem. This occurred
particularly for the case when δ = 2.
3. For the 2-MBST, the Cube2 algorithm (Section 6) clearly outperformed
all others tested, the δ-Prim’s algorithm (Section 5.1) outperformed the
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other tested algorithms for the 3-MBST problem, the Chan4 algorithm
(Section 3.2) outperformed the other tested algorithms for the 4-MBST
problem, and our newly created DNLS algorithm (Section 4.3) outper-
formed all the others tested for the 3-MST and 4-MST problems. Although
the DNLS algorithm’s time complexity may disqualify it as a suitable can-
didate for practical use, it does demonstrate a successful proof of concept
for this kind of approach and it may be modified in future to make it more
efficient.
2 Test Instances
Throughout this paper, we denote the degree bound of our problems by δ, where
δ is always assumed to be 2, 3 or 4, and we let n denote the number of input
points in an instance. In order to test the performance of our algorithms with
some degree of accuracy, we must have a sufficient number of instances upon
which our algorithm can be tested. These test instances are lists of points in
the Euclidean plane, where the number of points in a list is a pre-determined
parameter n. A simple way of generating such instances would be to choose a
random set of n points in the plane using a bounded uniform distribution. Such
an approach is suitable for the problems with δ = 2, however complications
arise when considering degree bounds of three or four. This is due to the very
low frequency of degree four and five vertices that naturally occur in MST’s for
random point sets in the plane. Therefore when δ = 4 or 5, unless n is very
large, it is likely that an MST for a random point set in the plane will be a
δ-MST. Steele, Shepp and Eddy [26] show that if the distribution of the points
has no singular part, then as n → ∞, the expected proportion of nodes of a
given degree D in the MST for the point set approaches some constant β(D). In
addition, the authors show experimentally that for uniformly distributed points
in the plane with large n, on average approximately 0.7% of the vertices in MST
for the point set will be of degree four, whereas vertices of degree five are even
more rare and do not usually appear in instances. Thus, since we want to avoid
most instances in which an MST is a δ-MST, we opt for crafted instances in
which we can be guaranteed certain numbers of degree four or five vertices.
Our approach for forcing vertices of degree D = 4 or 5 in the MST is to generate
a set of D+1 point in the planes, which we refer to as star points, such that the
MST for a set of star points is a star graph SD, i.e., a tree with a single vertex
of degree D and D leaves. As long as all other generated points lie outside a
certain region with respect to a given set of star points, the MST for the full
point set will contain the star SD as an induced subgraph of the given star
points. Hence the MST for the full point set will contain a vertex of degree
D. In the following sections, we describe our chosen process for generating star
points in a way that allows our crafted instances to be as random as possible
whilst still ensuring vertices of specified degree.
2.1 Star Points
In this section, we give the necessary conditions for a star on a point set S in
the plane to be an MST for S, where either |S| = 5 to give the star S4, or
|S| = 6 to give the star S5. For the S4 case, we let G = ({v, v1, v2, v3, v4},
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{(v, v1), (v, v2), (v, v3), (v, v4)}) be a star on a set of five points in the plane,
where v is the vertex of degree four, and v1, v2, v3, v4 are the leaf vertices in
clockwise order. Let θ1, θ2, θ3, θ4 be the angles between the edges incident to v
as shown in Figure 1a. The notation for the S5 case is similar and is given by
Figure 1b. We refer to the point v as the centre point and the other points as
radial points.
v1
v2
v3
v4
v
θ1
θ2θ3
θ4
(a) An example of a star S4 in the plane.
v1
v2
v3
v4
v
θ1
θ2
θ3
θ4v5
θ5
(b) An example of a star S5 in the plane.
Figure 1
Let d(x, y) denote the Euclidean distance between the point x and the point
y. For G to be an MST, we must satisfy the following necessary and sufficient
conditions.
max{d(v, vi), d(v, vj)} ≤ d(vi, vj) ∀i, j ∈ {1, 2, . . . , D},
where i 6= j and D = 4 or 5. This is due to to the fact that the addition of any
edge to the star creates a 3-cycle, and so we require that any new edge (which
can only be between two radial points) be no shorter than both the other edges
in the cycle. Another way to say this is that for the angle θi, the side opposite
θi must be at least as long as both sides adjacent to θi. For these conditions
to hold, we require that each of the angles θi is at least 60
◦. If any θi is at
least 90◦, then the side opposite θi will be strictly longer than both of the sides
adjacent to θi. In order to allow angles strictly less than 90
◦ in our stars whilst
still satisfying the conditions, we will make use of the following lemma.
Lemma 1. Let x, y, z be side lengths of a triangle with θ as the angle between
the sides of length x and y, where 60◦ ≤ θ < 90◦. If y = kx for some k ≥ 1,
then z ≥ y if and only if k ≤ 12 cos(θ) .
Proof. Using the cosine rule, z2 = x2 + k2x2 - 2kx2 cos(θ). Hence
z ≥ y ⇔ k2x2 ≤ x2 + k2x2 − 2kx2 cos(θ) (1)
⇔ 2kx2 cos(θ) ≤ x2 (2)
⇔ k ≤ 1
2 cos(θ)
(3)
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Lemma 1 will be useful in the following section as it will allow us to choose
appropriate side lengths for the star, assuming the angles are fixed.
2.2 Algorithm to Generate Star Points
To make our test cases as general as possible, we wish to have an algorithm
that can generate any possible set of star points whose MST is S4 or S5. In this
section we describe such an algorithm, where the inputs to our algorithm are a
length L and an integer D = 4 or 5, and the output is a random set of D + 1
points such that the MST of the points is a star SD whose longest edge is of
length L.
The algorithm consists of four stages.
1. Angle stage.
2. Augmentation stage.
3. Scaling stage.
4. Rotation stage.
In the angle stage, we randomly allocate the angles θ1, . . . , θD such that∑D
i=1 θi = 360
◦, and each θi ≥ 60◦. After this stage, we have a set of D radial
points distributed around a centre point according to the allocated angles, where
each radial point is of unit distance from the centre point. These points satisfy
the conditions of being star points and hence the MST of these points is the
star SD. The augmentation stage involves increasing or decreasing the distance
of each radial point from the centre point one at a time such that after each
change of distance, or augmentation, the resultant points are still star points.
The scaling stage involves scaling the distances of the radial points from the
centre point by a constant factor (this will ensure that the longest edge in the
star is of length L) and the rotation stage rotates all radial points around the
centre point by a random angle.
To ensure that after each augmentation we are still left with star points, we use
Lemma 1 to give an allowable range of distances for each radial point from the
centre point. For i = 1, . . . , D, the left range of the radial point vi is the interval
[2 cos(θi−1) · d(v, vi), d(v, vi)
2 cos(θi−1)
]
if θi−1 < 90◦ and the set R+ otherwise, where we let v0 = vD and θ0 = θD.
Similarly, the right range of vi is the interval
[2 cos(θi) · d(v, vi+1), d(v, vi+1)
2 cos(θi)
]
if θi < 90
◦ and the set R+ otherwise, where we let vD+1 = v1. The allowable
range of vi is the intersection of its left range and right range. By applying
Lemma 1, it can be seen that the allowable range of vi is the largest possible set
of distances that vi can be from the centre point whilst ensuring the conditions
of being star points are satisfied, maintaining all angles, and keeping the dis-
tances of its neighbouring radial points from the centre point fixed. In a single
augmentation, a radial point is moved within its allowable range of distances
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from the centre point whilst keeping all angles fixed. A round of augmentation
is complete after each radial point in clockwise order has been augmented. Our
algorithm will repeat this process so that it will use D− 2 rounds of augmenta-
tion.
It can be seen that no stage of the algorithm will have the points violating the
star point conditions, hence the output of the algorithm will be a valid set of
star points. What remains to be shown is that the algorithm can generate every
possible set of star points such that the longest edge in the MST of the points
is of length L.
Suppose we had an arbitrary star G = SD embedded in the plane, where D is
either 4 or 5. We show that G can be obtained as an output of our algorithm.
Let θ1, . . . , θd be the angles of the star G. Clearly, star points with these angles
can be obtained via the angle stage and the orientation of the angles can be set
to match those of G via the rotation stage. Hence, if we let v1, . . . , vD be the
radial points of G, then we can obtain via the algorithm a set of star points
S, such that the radial points of S correspond to the radial points of G and
corresponding angles are equal. To show that the distances of the radial points
of G from the centre point can be matched by applying the augmentation and
scaling stages to S, we will show the reverse; that by applying the augmentation
and scaling stages to the points of G, we can obtain a set of star points whose
radial distances are all unitary.
Lemma 2. Given an arbitrary set of D+ 1 star points S∗, where D is either 4
or 5, a set of corresponding star points S can be obtained through D− 2 rounds
of augmentation and an application of the scaling stage such that each radial
point of S is of unit distance from the centre point.
Proof. Clearly, if we can apply the augmentation stage to S∗ to obtain a set of
star points S′ such that the radial distances of S′ are uniform, then we can use
the scaling stage to obtain S from S′. Hence we will show that we can obtain
S′ from S∗ via augmentations. Also note that not changing the distance of a
radial point is considered to be a valid augmentation.
Given a set of star points Sˆ, let LSˆmax denote the length of the longest distance
between a radial point and the centre point in Sˆ and let LSˆmin denote the length of
the shortest distance between a radial point and the centre point in Sˆ. Assume
that v0 = vD and vD+1 = v1. For a radial point vi, its clockwise neighbour
vi+1, and its anti-clockwise neighbour vi−1, we describe three different states in
which we will perform an augmentation of vi. See Figure 2 for an illustration
of these states.
1. If d(v, vi) < min{d(v, vi−1), d(v, vi+1)}, then we augment vi so that d(v, vi) =
min{d(v, vi−1), d(v, vi+1)}.
2. If d(v, vi) > max{d(v, vi−1), d(v, vi+1)}, then we augment vi so that d(v, vi) =
max{d(v, vi−1), d(v, vi+1)}.
3. If d(v, vi) > d(v, vi−1) and d(v, vi) = d(v, vi+1) = LSˆmax, where Sˆ is the
current set of star points, then we augment vi so that d(v, vi) = d(v, vi−1).
Note that these augmentations are valid as vi remains within its allowable
range after being augmented. Our procedure for transforming S∗ into S′ is as
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vvi
vi−1 vi+1
(a) The first state for aug-
mentation.
v
vi
vi−1 vi+1
(b) The second state for
augmentation.
v
vi
vi−1
vi+1
L
S^
max
L
S^
max
(c) The third state for
augmentation.
Figure 2: The three states in which augmentation is performed in Lemma 2.
follows. First, augment one at a time each vi ∈ {v1, . . . , vD} that is in the first
or second state, according to the augmentation rules described above, and let
S1 be the resultant set of star points after a single round of augmentation. Note
that after this round of augmentation, no vi should be in the first or second
state as augmenting some vi according to the augmentation rules should not
not cause some vj to be in the first or second state if it was not in that state
previously. Also note that after this round of augmentation, there will be at
least two consecutive radial points whose distances from the centre point are
both LS
1
max, as well as at least two consecutive radial points whose distances
from the centre point are both LS
1
min, since otherwise there would be some vi
in the first or second state. For the remaining augmentations, we consider the
cases for D = 4 and D = 5 separately.
Suppose D = 4. Clearly if LS
1
max = L
S1
min, then the distances of all radial points
is uniform and we can finish with S′ = S1. Otherwise, we have a consecutive
pair of radial points with distances equal to LS
1
min followed by a pair of radial
points with distances equal to LS
1
max (see Figure 3). Thus we will have a radial
point vi in the third state and we can perform the corresponding augmentation,
after which vi+1 will be in the second state and so we can perform another
augmentation. After both these augmentations, the distances of all radial points
from the centre point will be LS
1
min and hence we have arrived at S
′ after two
rounds of augmentation.
LS
1
min
LS
1
min
LS
1
max
LS
1
max
(2; 2)
(1; 3)
Figure 3: A possible set of star points S1, where |S1| = 5, after a single round
of augmentation. An ordered pair (i, j) labelling a radial point v indicates that
the augmentation of state j will be used on v at iteration i.
Now consider the case in which D = 5. Again, if LS
1
max = L
S1
min, then we
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are done, so we assume that LS
1
max > L
S1
min. If there are no distances of radial
points from the centre other than LS
1
max and L
S1
min, then we either have two or
three consecutive radial points whose distances are LS
1
max. If there are two of
these points, then similar to the case described above for D = 4, we perform the
augmentation of the third state on the first of these points and the augmentation
of the second state on the second point, resulting S′ (see Figure 4a). If there are
three points whose distance is LS
1
max, then we perform the augmentation of the
third state on the first two points in order, and the augmentation of the second
state on the last point, to obtain S′ (see Figure 4b). Finally, suppose there is a
radial distance in S1 other than LS
1
min or L
S1
min, i.e., there is a point vi ∈ S1 such
that LS
1
min < L
′ := d(v, vi) < LS
1
max. Hence we have two radial points of distance
LS
1
min from the centre point, two of distance L
S1
min, and one of distance L
′ (see
Figure 4c). Without loss of generality, we will assume that vi+1 and vi+2 are
of distance LS
1
max. The radial point vi+1 is in the third state so we augment it
accordingly, allowing us to augment vi+2 according the rules of the second state.
Let S2 be the set of star points obtained performing these two augmentations.
Hence we will have that LS
2
min = L
S1
min and L
S2
max = L
′, where the distances of vi,
vi+1 and vi+2 from the centre point are all L
′. From this we can perform the
augmentation of the third state on vi and vi+1 in order, which leaves vi+2 in
the second state. Thus after augmenting vi+2, all radial distances will be equal
to LS
1
min and we have arrived at S
′ after three rounds of augmentation.
LS
1
min
LS
1
min
LS
1
max
LS
1
max
(2; 2)
(1; 3)
LS
1
min
(a)
LS
1
min
LS
1
min
LS
1
max
LS
1
max
(3; 2)
(2; 3)
LS
1
max
(1; 3)
(b)
LS
1
min
LS
1
min
LS
1
max
LS
1
max
(2; 2)
(1; 3)
L0
(4; 3)
(5; 2)
(3; 3)
(c)
Figure 4: Possible sets of star points S1, where |S1| = 6, after a single round
of augmentation. An ordered pair (i, j) labelling a radial point v indicates that
the augmentation of state j will be used on v at iteration i.
Our test instances, which we refer to as special instances, were created by
generating star points such that approximately 10% of the vertices of an instance
were centre points of of a generated S4, and approximately 5% were centre points
of a generated S5. These proportions were chosen so that there would be enough
points of high degree to make the instances interesting, whilst also most likely
maintaining the ranking order of the most frequently occurring degrees, i.e., we
would expect that the number of points of degree 4 be less than the number
of points of degree 1,2, and 3 respectively, and we would expect the number
of points of degree 5 be less than the number of points of degree 1,2,3, and 4
respectively. Our approach to placing the star points was to randomly construct
an empty square subgrid within a 10000x10000 grid and then generate a star
such that the length of the longest edge in the star was strictly less than half the
length of the subgrid. The star points are then placed within the subgrid such
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that the centre point lies at the centre of the subgrid, and then the subgrid is
“blocked out” so that no more points can be positioned within it. This ensures
that the star points will induce the appropriate star in the MST. The next star
is placed in a square subgrid in the remaining space and this process continues
until all star points have been generated and placed. Finally, the remaining
points are placed uniformly randomly in the remaining space.
Although the special instances are somewhat contrived, they do ensure that the
MSTs of the point sets have a relatively significant number of points of high
degree and so can be used to test algorithms for δ = 3 and 4.
3 Local Edge Swap Approximation Algorithms
A local edge swap algorithm for the δ-MST problem is any edge swapping al-
gorithm in which the swaps are performed in a way such that the edge being
swapped in will always share a common vertex with the edge being swapped
out. In this section we will outline the local edge swap algorithms for the δ-MST
problem given by Khuller, Raghavachari and Young [14] and Chan [6]. Unlike
most of the other algorithms that we implemented, these algorithms are approx-
imation algorithms with known upper bounds for their performances. Another
advantageous feature of these algorithms are their running times, which are
O(n log n) in the worst case.
3.1 Khuller, Raghavachari and Young 1.5-factor 3-MST
Algorithm
Of the three local edge swap algorithms we explored, the algorithm of Khuller,
Raghavachari and Young [14] is easiest to describe. The algorithm, which we
refer to as the KRY algorithm, is able to produce a 3-MST for any point set in a
metric space such that the total weight of the edges in the output tree is no worse
than 1.5 times the total weight of an MST for the point set. It works by starting
with a rooted MST T for the input point set in the plane, to which it recursively
applies local edge swaps in the following manner. If v is the current root of T
with children v1, v2, . . . , vk, then the edges (v, v2), . . . , (v, vk) are replaced by a
path through the vertices v1, v2, . . . , vk. It then recursively applies the algorithm
to each of the subtrees rooted at v1, v2, . . . , vk in turn, which we denote by
Tv1 , Tv2 , . . . , Tvk respectively. See Figure 5 for an illustration. Let w(T ) denote
the total weight of the tree T , and let w(u, v) denote the weight of the edge
(u, v). We describe the KRY algorithm as Algorithm 1.
Although Algorithm 1 uses a permutation of the children of v that minimises
the total weight of the path through the children, we also consider a version of
the algorithm that minimises the bottleneck length of the path instead. We
denote this bottleneck version of the KRY algorithm as the KRY-B algorithm.
For both algorithms, the length of the longest edge in the outputted tree will
be no worse than twice that of the MST [2].
3.2 Chan’s 1.1381-factor 4-MST Algorithm
Another recursive local edge swap approximation algorithm is Chan’s 4-MST
algorithm which produces a 4-MST for a point set in the Euclidean plane such
10
Algorithm 1 : KRY
Input: A rooted tree T over a point set P with root v and a partially built
solution T ∗.
if v has at least one child
Let the children of v be v1, . . . , vk, where k is the number of children of v,
such that
∑k−1
i=1 w(vi, vi+1) is minimum if k > 1.
Add the edge (v, v1) to T
∗
Perform Algorithm 1 with T := Tv1 as input.
if k ≥ 2
for i = 1, . . . , k − 1
Add the edge (vi, vi+1) to T
∗
Perform Algorithm 1 with T := Tvi+1 as input.
Figure 5: The illustration of the Khuller, Raghavachari and Young algorithm
[6].
that the total weight of the outputted tree is no worse than 1.1381 times the total
weight of the MST [12], and the longest edge in the outputted tree is no worse
than 1.7321 times that of the MST [2]. Chan’s algorithm works in a similar
fashion to the KRY in that it performs local edge swaps recursively over rooted
subtrees, however the edge swaps do not create a path over the child vertices
of the current root as they did with KRY. The recursive steps of the algorithm
are illustrated in Figure 6. Choosing a good permutation of the children is
necessary to achieve the 1.1381 bound and the details of the algorithm can be
found in [6]. We refer to this algorithm as the Chan4 algorithm.
3.3 Chan’s 1.402-factor 3-MST Algorithm
Chan also gives a 1.402-factor approximation algorithm for 3-MST problem in
the Euclidean plane which uses similar local edge swap ideas as the previous
algorithm for the 4-MST, although the algorithm itself is considerably more
complicated. As such, we will omit any description of the algorithm. We refer
to this algorithm as the Chan3 algorithm.
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Figure 6: The illustration of Chan’s 4-MST algorithm [6].
4 Generalised MST Edge Swap Algorithms
In this section we wish to generalise the 3-MST algorithm of Khuller et al [14]
and the 3-MST and 4-MST algorithms of Chan [6] to a general edge swap
algorithm framework. Before we describe this approach, we first define some
concepts.
Given a graph G = (V,E) and an edge e whose endpoints are in V , we let G+ e
denote the graph (V,E ∪ {e}), i.e, G + e is the graph obtained by adding the
edge e to G. Similarly, we let G − e denote the graph (V,E \ {e}), i.e, G − e
is the graph obtained by removing the edge e from G. Let T = (V,E′) be a
spanning tree for a graph G = (V,E), where E′ ⊂ E. Let u be an edge in E
that is not in T . Hence the graph T +u will contain a unique cycle C. Let v be
an edge of C such that v 6= u. Hence if we remove v from T to obtain the graph
T ′ := (T + u)− v, then T ′ will be a spanning tree distinct from T . We say that
any T ′ obtained this way from T is a neighbour of T , and we let N(T ) denote
the set of all neighbours of T , which we refer to as the neighbourhood of T . An
edge swap is the operation that transforms any spanning tree T into one of its
neighbours (T + u)− v, and we say that v is the edge that is swapped out from
T and that u is the edge that is swapped in. If u and v are both incident to a
common vertex, then we say that the edge swap is local. The following lemma
gives us a bound for the size of a neighbourhood of a spanning tree.
Lemma 3. Given a spanning tree T = (V,E), |N(T )| = O(|V |3).
Proof. The total number of edges that can be swapped into T is |V |(|V |−1)/2−
(|V | − 1) = O(|V |2). After an edge e is swapped into T , the number of edges in
the unique cycle of T + e is O(|V |). Hence the total number of neighbours of T
is O(|V |3).
The aforementioned algorithms of Khuller et al and Chan both start with
an MST and use a sequence local edge swaps to eventually obtain a feasible
δ-MST. Furthermore, these algorithms have additional rules for choosing swaps
so that it can be guaranteed that the algorithm obtains a feasible δ-MST whose
total weight is within some constant factor of that of the initial MST. For our
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approach we will incorporate the core idea of these algorithms, however we will
not restrict ourselves to local edge swaps and instead shall consider arbitrary
edge swaps. Given a complete graph G for a given point set in the plane whose
cardinality is at least three, we can outline our procedure as follows.
1. Find an MST T for G.
2. Let T := a neighbour of T (T will have a non-empty neighbourhood since
T 6= G).
3. Repeat the previous step until a desired feasible solution is obtained.
This outline omits much of the detail required for a functioning algorithm as
we have not given specific termination criteria, nor a way of ensuring that the
method will not infinitely cycle through a sequence of neighbours. There are
multiple ways of addressing these details and we will describe some approaches
in the subsequent sections.
4.1 Feasibility Local Search
The idea of the following algorithm is to have an algorithm that prioritises
feasibility above all other criteria when searching through neighbours. As such,
when it comes to choosing the next neighbour of the current spanning tree,
this algorithm will choose a neighbour that is the closest to being feasible of
all trees in the neighbourhood. We will refer to this algorithm as the feasibility
local search algorithm due to its connection to the local search optimisation
algorithm.
In order to describe this algorithm, we must have some measure of feasibility.
Let dG(v) denote the degree of the vertex v in the graph G. Given a spanning
tree T = (V,E) and degree bound δ, we let f(T ) be the feasibility error of T ,
where
f(T ) :=
∑
v∈V
max{dT (v)− δ, 0}.
Hence the spanning tree T is feasible if and only if it has a feasibility error
of 0, and having such an error will be the stopping criteria of our algorithm.
To ensure that the algorithm does not cycle through a sequence of neighbours,
the algorithm will only choose a neighbour which has a feasibility error that is
strictly less than the current spanning tree. We prove that such a neighbour
always exists for every iteration in the following lemma.
Lemma 4. Let T be spanning tree with f(T ) > 0. There exits a spanning tree
T ′ ∈ N(T ) such that f(T ′) < f(T ).
Proof. Since f(T ) > 0, there exists a vertex v in T such that dT (v) > δ. If we
remove an edge e incident to v, then the resultant graph T−e has two connected
components, denoted T1 and T2. Both of these connected components are trees,
and hence have leaves (vertices of degree one). Let v1 be a leaf of T1, let v2 be
a leaf of T2 and let e
′ = (v1, v2). Note that v 6= v1 and v 6= v2 since δ ≥ 2. If we
add the edge e′ to the current graph, then the resultant graph T ′ = T − e+ e′
is a spanning tree. Moreover f(T ′) < f(T ) since we removed an edge incident
to v to decrease its degree, and the degrees of v1 and v2 in T
′ are both 2 which
is no more than δ.
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Algorithm 2 : FLS
Input: A complete graph G and degree bound δ.
Let T be an MST for G.
while f(T ) > 0,
Let T ′ ∈ N(T ) be the neighbour of T such that f(T ′) is minimum.
T := T ′.
return T .
We describe the feasibility local search algorithm (FLS) as Algorithm 2. Let
G be the input graph with n vertices. The maximum number of times the while
loop will be executed is f(T ), where T is the initial MST. Since T is in the
Euclidean plane, we know that the degree of every vertex of T is at most 6,
hence f(T ) = O(n). Note that to obtain a neighbour of T with less feasibility
error than T , we must remove an edge from a vertex in T with degree stricty
greater than δ. Hence there are O(n) possible edges to delete since the degree of
each vertex is constant. Removing an edge separates the graph into two subtrees
T1 and T2. To minimise the feasibility error of the new tree, after removing an
edge we should then add an edge between T1 and T2 such that the endpoints of
this edge have degree strictly less than δ in their respective subtrees. We can
search the subtrees using a depth-first-search to find such a pair of vertices in
O(n) time. Using the fact that an MST can be found in under cubic time [23],
we can obtain the complexity of the algorithm.
Lemma 5. For an input graph with n vertices, the complexity of Algorithm 2
is O(n3).
Algorithm 2 does not take into account the weight of the neighbours it
searches through; it merely greedily chooses the neighbour that is the best in
terms of feasibility. We can easily modify Algorithm 2 so that of the neighbours
with smaller feasibility error, the one with the smallest weight is chosen. This
modification is presented as Algorithm 3, which we refer to as the feasibility
weight local search algorithm (FWLS). The worst-case time complexity of the
algorithm is given in the following lemma.
Lemma 6. For an input graph with n vertices, the complexity of Algorithm 3
is O(n4).
Proof. As mentioned previously, f(T ) = O(n). Combining this with Lemma 3
and the fact that given the weight of T , we can determine the weight of a neigh-
bour of T in constant time, we obtain a worst-case complexity for Algorithm 3
of O(n4).
Note that we can alter Algorithm 3 to focus on bottleneck length by replacing
w(T ∗) with b(T ∗), where b(T ) denotes the length of a longest edge in the tree
T . We refer to this modified version of FWLS as FWLS-B. Also note that for
both of FLS and FWLS, we are requiring that the next chosen neighbour must
have a feasibility error strictly smaller than that of the current spanning tree.
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Algorithm 3 : FWLS
Input: A complete graph G and degree bound δ.
Let T be an MST for G.
while f(T ) > 0,
Let N := {T ′ ∈ N(T ) : f(T ′) < f(T )}
Let T ∗ be the tree in N such that w(T ∗) is minimum.
T := T ∗.
return T .
Algorithm 4 : BCLS
Input: A complete graph G and degree bound δ.
Let T be an MST for G.
while f(T ) > 0,
Let Nˆ := {T ′ ∈ N(T ) : f(T ′) ≤ f(T )}
Let T ∗ be the tree in Nˆ such that w(T ∗) is minimum.
if w(T ∗) = w(T ) and f(T ∗) = f(T ),
Let N := {T ′ ∈ N(T ) : f(T ′) < f(T )}
Let T ∗ be the tree in N such that w(T ∗) is minimum.
T := T ∗.
return T .
Whilst this condition helps to ensure that the algorithm will terminate at a
feasible solution, it is not a necessary condition in order to have a practical edge
swap algorithm. In fact, neither the 3-MST algorithm of Khuller et al., nor the
4-MST algorithm of Chan have this condition. In the next two sections, we
describe algorithms which also do not require this condition.
4.2 Bi-Criteria Local Search
The bi-criteria local search algorithm (BCLS) is similar to FWLS with one
key exception; whilst FWLS searches for the smallest weight neighbour of the
current tree T from the neighbourhood N := {T ′ ∈ N(T ) : f(T ′) < f(T )},
BCLS searches for the smallest neighbour from the neighbourhood Nˆ := {T ′ ∈
N(T ) : f(T ′) ≤ f(T )}. Clearly, a local search using such a neighbourhood may
reach a point in which the current tree T has non-zero feasibility error but
the smallest weight neighbour of T in Nˆ has the same weight and feasibility
error as T , which may result in the algorithm being stuck in an infeasible local
minimum. In order to mitigate this, whenever the smallest weight neighbour
T ∗ in Nˆ has weight equal to w(T ), with f(T ∗) = f(T ), we replace Nˆ with N ;
the neighbourhood from FWLS with the strict inequality. Thus the feasibility
error will be reduced in the next iteration, after which we can go back to using
Nˆ again. The details of BCLS are given in Algorithm 4.
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4.3 Diminishing Neighbourhood Local Search
In this section, we describe an edge swap algorithm such that the sequence of
neighbours it chooses may not be non-increasing in terms of feasibility error.
As such, we will need additional rules to ensure that such an algorithm will
eventually reach a feasible solution within a reasonable amount of time. The
motivation of this approach is to have some way of generalising the edge swap-
ping methods seen in the previously described constant factor approximation
algorithms, namely KRY and Chan4, into a less restrictive local search algo-
rithm.
One observation of the KRY and Chan4 algorithms is that once a node is“visited”,
i.e., becomes the root of a subtree, its feasibility error is never increased in any
subsequent iterations, whereas nodes that are not yet visited may have their
feasibility increased in a future iteration. With that observation in mind, we
developed the following rule to be used by our new algorithm; once a node has
had its feasibility error decrease as the result of an edge swap, its feasibility
error may not increase in any future iterations. We will show that this rule is
sufficient to create an edge swap algorithm that terminates at a tree of zero
feasibility error using polyhedral description of such an algorithm.
First we define an integer programming formulation for the MST. For a set of
vertices S ⊆ V , let E(S) denote the set of edges in E that have both endpoints
in S, i.e., E(S) = {(e1, e2) ∈ E : e1, e2 ∈ S}. For a vertex v ∈ V , let E(v)
denote the set of edges in E that have v as an endpoint, i.e., E(v) = {(v, e1) ∈
E : e1 ∈ V }. For each e ∈ E, let xe be a binary decision variable that is unit
valued when the edge e is in the spanning tree, and zero otherwise. The integer
program for the MST problem is
minimise
∑
e∈E
w(e)xe (4)
s.t.
∑
e∈E
xe = |V | − 1 (5)∑
e∈E(S)
xe ≤ |S| − 1 ∀S ⊂ V (6)
xe ∈ {0, 1} ∀e ∈ E (7)
Note that the integrality conditions of the above formulation can be omitted
since the linear programming relaxation will always yield an integer optimal
solution [8]. In fact, all basic feasible solutions are integer valued and hence
represent spanning trees. Moreover, there is a bijection between the set of basic
feasible solutions for the formulation and the set of spanning trees of the input
set. By adding degree constraints to the integer program, the δ-MST problem
can be formulated as follows.
minimise
∑
e∈E
w(e)xe (8)
s.t.
∑
e∈E
xe = |V | − 1 (9)
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∑
e∈E(S)
xe ≤ |S| − 1 ∀S ⊂ V (10)
∑
e∈E(v)
xe ≤ δ ∀v ∈ V (11)
xe ∈ {0, 1} ∀e ∈ E (12)
Unlike the MST formulation, the linear programming relaxation of the δ-
MST problem may yield fractional optimal solutions. Let A be the polytope
determined by the convex hull of feasible solutions to 4 - 7, and similarly, let B
be the polytope determined by the convex hull of feasible solutions to 8 - 12.
Thus we have that B ⊆ A. The integer optimal points on the boundary of B
will be basic feasible solutions to 4 - 7, hence these boundary points of B are
also contained in the boundary of A.
Our goal to is to add successive cutting planes to A to find an extreme point
of B, where the cutting planes come from relaxations of the constraints 11. We
outline the approach as follows.
1. Let x be an integer optimal solution to the IP formulation F := 4 - 7.
2. If x is on the boundary of B then finish, otherwise let x′ be a basic feasible
solution of F that is adjacent to x on the boundary of A.
3. Add the constraint
∑
e∈E(v′) xe ≤ δ+ c to F , for some v′ ∈ V and c ∈ Z+
such that x′ is still feasible in F , but now x is infeasible in F .
4. Let x := x′ and go to Step 2.
The final x will be our desired solution to the δ-MST formulation.
Extreme points of A that are contained in B will also be extreme points of B
since B ⊆ A. Hence, due to the stopping criteria, the above approach will even-
tually result in a basic feasible solution to the δ-MST problem. The connection
between this polyhedral algorithm and edge swapping algorithms can be seen
by identifying the fact that if T and T ′ are neighbouring spanning trees, i.e.,
T ′ ∈ N(T ), then basic feasible solutions representing T and T ′ are adjacent in
the polyhedron A.
For a solution X in A, let X(xe) denote the value of xe in X. Let X1 and X2 be
two neighbouring basic feasible solutions in A. Thus there exists f, g ∈ E such
that X1(xg) = 1, X2(xg) = 0, X1(xf ) = 0, X2(xf ) = 1, and X1(xe) = X2(xe) for
all e 6= f, g. Let T1 and T2 be the trees represented by X1 and X2 respectively.
Then T2 can be obtained from T1 in a single edge swap by deleting the edge
g and adding the edge f , hence T2 ∈ N(T1). Thus the polyhedral algorithm
we described can be realised as an edge swap algorithm where we constrain the
edge swaps we consider as the algorithm progresses.
We describe one way of realising of this polyhedral approach as an edge swap
algorithm. The chosen approach here is to restrict the set of vertices whose
degrees can be increased by an edge swap. The set of such vertices decreases
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Algorithm 5 : DNLS
Input: A complete graph G = (V,E), degree bound δ.
Let T := (V,E′ ⊆ E) be an MST for G.
Let L := {}, U := {V }, S := {} be the locked, unlocked, semi-locked vertices respectively.
while T is not a feasible δ-MST,
Let N = {T ′ ∈ N(T ) : T ′ is obtained through a single edge swap that decreases the degree
of a vertex with positive feasibility error but does not increase the degree of any locked
vertex or semi-locked vertex with degree δ }.
Let T ∗ be the tree in N such that w(T ∗) is minimum.
for each vertex v such that dT (v) > dT∗(v),
if v ∈ U ,
U := U \ {v}.
if dT∗(v) > δ,
L := L ∪ {v}.
else S := S ∪ {v}.
else if v ∈ L and dT∗(v) = δ,
L := L \ {v}.
S := S ∪ {v}.
T := T ∗.
return T .
as the algorithm progresses until the algorithm arrives at a feasible solution.
Hence we refer to our algorithm as the diminishing neighbourhood local search
(DNLS). Our algorithm works by partitioning the vertices of the input graph
into locked, semi-locked and unlocked vertices. Initially there is a single locked
vertex, and all vertices are unlocked. A vertex only becomes locked if its current
degree is strictly greater than δ + 1 and if its degree is then decreased after the
algorithm performs an edge swap for the current iteration. Once a vertex is
locked, its degree cannot be increased by any edge swap until its degree is no
bigger than δ, at which point it becomes semi-locked. A semi-locked vertex’s
degree can be increased again, but only while its degree is strictly less than δ.
A locked or semi-locked vertex can never become unlocked at a later stage of
the algorithm. To avoid cycling, we require that every edge swap must reduce
the degree of a locked vertex or create a new locked vertex from an unlocked
one. We present this algorithm as Algorithm 5.
It can be seen from Algorithm 5 that a locked vertex must have positive
feasibility error and that the degree of locked vertices never increases as the
result of an edge swap. Hence, in order to show that the algorithm terminates
at a feasible δ-MST solution, we prove the following.
Lemma 7. Each edge swap used by Algorithm 5 either decreases the degree of
a locked vertex, or decreases the number of unlocked vertices.
Proof. Suppose that we perform an edge swap that does not decrease the degree
of a locked vertex. By the definition of N , the edge swap must decrease the
degree of a vertex v with positive feasibility error. Since semi-locked vertices
have a feasibility error of 0, this implies that v is an unlocked vertex. As a
result of this swap, v will become locked and since unlocked vertices are never
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created as a result of edge swaps, the total number of unlocked vertices will
decrease.
Since locked and unlocked vertices are the only possible vertices with positive
feasibility error, and the maximum feasibility error of a vertex is bounded by a
constant, Lemma 7 implies that the total feasibility error of T will eventually
decrease to 0 in O(n) iterations of the while loop. Since N ⊆ N(T ) we know
from Lemma 3, that |N | = O(n3). If a list of the degrees of each vertex is
maintained, one can verify if an element of N(T ) is an element of N in constant
time. Similarly, the updating of the sets U,L and S can be performed in constant
time. Thus the time complexity of Algorithm 5 is also O(n4).
We now show that the DNLS algorithm is a realisation of the aforementioned
polyhedral approach. The algorithm first starts with an MST T for the point
set and so we begin with an integer optimal solution as in Step 1. of the outline.
Next, assuming T is not already a δ-MST, we peform an edge swap on T , which
is equivalent to moving to a neighbouring basic feasible solution on the boundary
of the polyhedron A, as in Step 2. Finally, note that each edge swap must reduce
the degree of a vertex with positive feasibility error. Let v be such a vertex for
a given edge swap and let d > δ be its degree before the swap. Thus its degree
becomes d − 1 after the swap. Since v had positive feasibility error before the
swap, it must have been either a locked or unlocked vertex. Hence after the
swap, v will be a locked vertex. The rules of the algorithm will now prohibit
the use of any edge swap that will increase the degree of v above d − 1 ≥ δ,
which is equivalent to the using the constraint
∑
e∈E({v}) xe ≤ d− 1 as in Step
3. Thus the DNLS algorithm can be seen as a valid realisation of the polyhedral
approach.
5 δ-Prim’s and the Multistart Hillclimbing Pro-
cedure
The algorithms in this section are based upon the approach of Knowles and
Corne [15]. Starting with a modification of Prim’s algorithm, known as δ-
Prim’s, the authors describe a technique which they call the randomised primal
method (RPM), which allows for the use of metaheursitcs to influence the edge
choices of δ-Prim’s. In the following subsections, we describe δ-Prim’s algorithm
as well as a use of RPM in conjunction with a multistart hillclimbing procedure
as the metahueristic.
5.1 δ-Prim’s Algorithm
This modification of Prim’s algorithm was first introduced by Narula and Ho
[20]. The conventional Prim’s algorithm starts with a tree T that contains a
single vertex and during each iteration, the cheapest edge e is chosen, where
exactly one endpoint of e is in T . The edge e is added to T and this process
is repeated until T is a spanning tree. δ-Prim’s algorithm operates in the same
way but with the extra requirement that the endpoint of e that is in T must
have degree strictly less than δ. In this way we ensure that the final spanning
tree satisfies the degree bound. We describe δ-Prim’s in Algorithm 6.
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Algorithm 6 : δ-Prim’s
Input: A graph G = (V,E), degree bound δ.
Let VT := {v0} for some v0 ∈ V .
Let ET := {}.
Let T denote the graph (VT , ET ).
while |ET | < |V | − 1,
Find the smallest weight edge (u, v) such that u ∈ VT , v /∈ VT , and dT (u) < δ.
Add v to VT .
Add e to ET .
return T .
5.2 RPM and MHC
The randomised primal method described by Knowles and Corne works in a
similar way to δ-Prim’s, with the exception that the new edges added to the
tree are not necessarily chosen greedily, but instead they are chosen according
to a predefined table of values. Using the parlance of genetic algorithms, such
a table is referred to as a tabular chromosome. For a graph G = (V,E) with
vertices labelled 1, . . . , n and a degree bound δ, a tabular chromosome for G will
have n rows and δ columns. For each i ∈ [1, n], j ∈ [1, δ], the entry in row i and
column j is assigned an allele value a(i, j) ∈ [1, n]. The allele values indicate
which edges the RPM version of δ-Prim’s considers in the following way: for
each i ∈ [1, n] let Li be the list of edges (i, j) ∈ E −ET , j 6= i sorted by weight.
During each iteration, the algorithm only considers the edges (i′, j′) to add to
the current tree T , where i′ ∈ VT , dT (i′) < δ and (i′, j′) is the a(i′, dT (i′))-th
edge in Li′ . In the case where the a(i
′, dT (i′)) is greater than |Li′ |, then the
algorithm uses the last edge of Li′ instead of the a(i
′, dT (i′))-th edge. Hence
the tabular chromosome provides a methodology for choosing edges during each
iteration. We describe RPM in more detail as Algorithm 7.
Algorithm 7 : RPM
Input: A labelled graph G = (V,E), degree bound δ, chromosome a.
Let VT := {v0} for some v0 ∈ V .
Let ET := {}.
Let T denote the graph (VT , ET ).
while |ET | < |V | − 1,
Let E′ = {}
For each i ∈ VT with dT (i) < δ,
Let Li be a sorted list of edges in {(i, j) : j /∈ VT }.
Add the min{a(i, dT (i)), |Li|}-th edge of Li to E′.
Find the smallest weight edge (u, v) ∈ E′.
Add v to VT .
Add e to ET .
return T .
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Note, that if we set all the allele values in the tabular chromosome to one,
then Algorithm 7 is equivalent to δ-Prim’s. By applying small local changes to
a chromosome, a neighbourhood of chromosomes can be produced, where the
value of each chromosome is given by the weight of the spanning tree output by
the algorithm when given the chromosome as input. This allows for the applica-
tion of metaheuristics in order to iteratively search chromosome neighbourhoods
so that a low weight spanning tree can be found. For our analysis, we chose
the multistart hillclimbing (MHC) algorithm described by Knowles and Corne
as one such algorithm.
A traditional hillclimbing algorithm is a local search technique that starts with
an initial solution and then chooses a member of the solution’s neighbourhood
and evaluates it. If the evaluated solution is better than the current solution,
then it becomes the new current solution. This greedy process is repeated un-
til some stopping criteria are met. The MHC algorithm is similar except that
the search process can be occasionally restarted from a new solution when no
improvements are made after a specified number of evaluations. The algorithm
then continues in the same fashion until the stopping criteria are met, with the
best solution found amongst all restarts of the algorithm being the final output.
Our specific approach to MHC is given by Algorithm 8, where RPM(a,G, δ)
is the output to Algorithm 7 with chromosome a, graph G and degree bound δ
as inputs. The initial chromosomes and neighbouring chromosomes are found
using the exponential probability distribution described by [15] and we set m
and r to be 5000 and 250 respectively. Note that our approach uses half of the
number evaluations used by Knowles and Corne. This is because the repeated
calls to the RPM algorithm make MHC computationally expensive for a large
number of evaluations. We therefore chose a number of iterations that made the
running time of MHC comparable to that of the other heuristics we examined.
6 Approximation Algorithms using Eulerian and
Hamiltonian Supergraphs of an MST
In this section we describe three approximation algorithms for the 2-MST/2-
MBST that that are not based upon edge swaps. Instead, each of these algo-
rithms starts with an MST of the point set, but adds edges to the tree to create
either an Eulerian or Hamiltonian supergraph of the MST. The output of each
of these algorithms is a Hamiltonian path of the point set that is obtained by
traversing the supergraph.
6.1 An Approximation Algorithm using Tree Edge Dou-
bling
A widely known 2-approximation algorithm for the metric TSP is the so-called
double tree algorithm [25]. Given a set of points P in a metric space, the double
tree algorithm works by duplicating every edge in an MST T of P . This results
in a spanning Eulerian multigraph T2, since the degree of every vertex in T2 is
even. An Eulerian circuit C can than be found in T2, which can be reduced
to a Hamiltonian cycle C∗ by short-cutting. The short-cutting process naively
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Algorithm 8 : MHC
Input: A labelled graph G = (V,E), degree bound δ, evaluation limit m, reset number r.
Let a be initial tabular chromosome.
Let T := RPM(a,G, δ).
Let T ′ := T.
Let m′ := 1.
Let r′ := 1.
while m′ ≤ m,
Let a′ := neighbouring chromosome of a.
Let T ′′ := RPM(a′, G, δ)
if w(T ′′) < w(T ′),
T ′ := T ′′.
a := a′
if w(T ) < w(T ′),
T := T ′.
else
r′ := r′ + 1.
if r′ > r,
Reset a to an initial tabular chromosome.
T ′ := RPM(a,G, δ).
m′ := m′ + 1.
return T .
removes any duplicates of vertices from C to convert the Eulerian circuit into
a Hamiltonian cycle C∗. We describe a modified version of the double tree
algorithm for the 2-MST problem, which we refer to as the DT algorithm, as
follows.
1. Find an MST for P , denoted T .
2. Duplicate every edge in T to create a new graph T2.
3. Find an Eulerian circuit C in T2.
4. Apply short-cutting to C to create the Hamiltonian cycle C∗.
5. Delete the longest edge in C∗ to create the Hamiltonian path P ∗. This is
the desired approximation.
By applying the triangle inequality, one can see that the total weight of C∗
is no greater than the total weight of C, the Eulerian circuit which contains
every edge in T2. Hence the total weight of P
∗ is no more than twice the total
weight of the starting MST, hence the DT algorithm is a 2-factor approximation
algorithm for the 2-MST problem. Note that the short-cutting process may
result in C∗ having a longer bottleneck edge than C, and so we do not have the
same performance guarantee for the the 2-MBST problem.
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6.2 Christofides Algorithm
Another approximation algorithm which uses an Eulerian supergraph of an MST
is Christofides’ 32 -approximation algorithm for the metric TSP [7]. The algo-
rithm works by starting with an MST T of the point set P as in the double
tree algorithm. A supergraph TM of T is created by finding a minimum weight
perfect matching M of the odd degree vertices of T and adding the edges of M
to T . Note that the degree of every vertex in TM is even, so TM is Eulerian.
The algorithm then proceeds in the same way as the tree double algorithm.
To convert the Hamiltonian cycle version of the algorithm into a Hamiltonian
path version, Hoogeveen [11] provides a modification of Christofides algorithm
which maintains the 32 performance guarantee. Let Vodd be the set of odd ver-
tices of the initial MST T . Let u1 and u2 be new dummy vertices, and for each
vertex v ∈ Vodd, join v to u1 and join v to u2 by edges of zero length. Now
instead of finding a minimum weight perfect matching for the vertices in Vodd,
we instead find a minimum weight perfect matching M of Vodd ∪ {u1, u2}. We
then add all edges of M which do not have dummy vertices as endpoints to T
to obtain TM . The graph TM will contain exactly two vertices, v1 and v2, of
odd degree and will thus contain an Eulerian trail P between v1 and v2. After
applying short-cutting to P , we obtain the Hamiltonian path P ∗ whose total
weight is at most 32 times the total weight of the optimal solution to the 2-MST
problem. Note that once again we do not have the same performance guarantee
for the 2-MBST due to the short-cutting process. We outline the algorithm as
follows.
1. Find an MST for P , denoted T . Let Vodd be the set of odd vertices of T .
2. Add dummy vertices u1 and u2 and zero length edges (v, u1), (v, u2), where
v ∈ Vodd, to T .
3. Find a minimum weight perfect matching M of Vodd ∪ {u1, u2}.
4. Add all edges of M that do not have u1 or u2 as endpoints to T to obtain
TM .
5. Find an Eulerian trail P in TM .
6. Apply short-cutting to P to create the Hamiltonian path P ∗. This is the
desired approximation.
6.3 An Approximation Algorithm using Graph Cube
Finally, we describe an approximation algorithm for the 2-MST problem that
does not use short-cutting on an Eulerian circuit/trail in order to obtain a
Hamiltonian path. Developed by the authors in [2], this algorithm is based
upon the idea that one can find a Hamiltonian path in the cube of a connected
graph in polynomial time [13]. The cube of a graph G, denoted G3, is the
supergraph of G such that the edge (u, v) is in G3 if and only if there is a path
between u and v in G with three or fewer edges. Starting with a point set P ,
the algorithm can be described as follows.
1. Find an MST for P , denoted T .
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2. Compute T 3.
3. Find a Hamiltonian path in T 3. This is the desired approximation.
Assuming that P lies within a metric space, one can apply the triangle inequality
to show that the both the total weight and bottleneck length of the approxi-
mation is no worse than three times those of the MST for P . We refer to this
algorithm as Cube2.
7 Results
We present the results of our computational experiments by graphing the av-
erage performances of the algorithms in terms of total weight and bottleneck
lengths. For clarity, the graphs have been separated into the best and worst
performers given by the results for the case when n = 100. The full tables of re-
sults can be found in the appendices, including the average running times of the
algorithms in seconds. Note that we treat the running times of the algorithms
as secondary considerations and so we do not claim that the implementations
of the algorithms we tested are optimal with respect to time efficiency. With
the exception of the uniformly random instances for δ = 3, the results are given
as averages over 30 test instances for each value of n ∈ {10, 20, . . . , 100} for
uniformly random instances and n ∈ {11, 20, . . . , 100} for our special instances.
Our tests were performed on a Dell PowerEdge R820 with four Xeon E5-4650
2.7GHz CPU’s and 256GB of RAM.
7.1 Degree bound δ = 2
For δ = 2 it was sufficient to test uniformly random instances, as points of
degree three were very common in the MSTs. The results are as follows.
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Figure 7: Best performing algorithms in terms of weight for δ = 2.
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From Figure 7, the DNLS, FWLS and BCLS algorithms were fairly close in
terms of total weight with BCLS being the best performer for n = 100. BCLS
mostly outperformed FWLS, but DNLS was at times the better performing
algorithm for certain point values of n. After n = 30, 2-Prim’s was outperformed
by the other three algorithms.
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Figure 8: Worst performing algorithms in terms of weight for δ = 2.
Figure 8 graph seems to indicate that FWLS-B, DT, Christofides and Cube2
performed consistently with Christofides being the best performer in the group.
The performances of FLS and MHC seemed to worsen as n increased.
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Figure 9: Best performing algorithms in terms of bottleneck for δ = 2.
Figure 9 shows that Cube2 is the clear winner in terms of bottleneck length
with a fairly consistent performance. The other algorithms seem to worsen in
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Table 1: Number of uniform instances tested for δ = 3.
n Instances Tested
10 2
20 17
30 14
40 20
50 30
60 32
70 40
80 50
90 43
100 59
performance as n increases, with DNLS and Christofides being the most variable
in performance. The DT algorithm had the second best overall performance.
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Figure 10: Worst performing algorithms in terms of bottleneck for δ = 2.
FLS was clearly the worst performing algorithm in Figure 10 with FWLS-B
and BCLS being relatively close in performance in comparison.
7.2 Degree bound δ = 3: Uniform Instances
For δ = 3, we tested the algorithms on both the uniformly random instances
and the special instances. In this section we present the results for the uniform
instances with the results for the special instances in the next section. The
uniform instances tested here were found by searching through a set of 100
instances for each n ∈ {10, 20, . . . , 100} and selecting and testing only those
instances whose MSTs contained points of degree 4 or 5. As such, the number
of instances tested for each n varied, with the number of instances increasing as
n increased. We give the number of instances tested for each n in Table 1.
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Figure 11: Best performing algorithms in terms of weight for δ = 3 (uniform
instances).
From Figure 11, we see that FWLS-B, FWLS and BCLS performed similarly,
with BCLS slightly outperforming the other two. DNLS and 3-Prim’s also had
close performances with 3-Prim’s slightly outperforming DNLS for most values
of n but not for n = 100. Both DNLS and 3-Prim’s clearly outperformed
FWLS-B, FWLS and BCLS.
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Figure 12: Worst performing algorithms in terms of weight for δ = 3 (uniform
instances).
It can bee seen from Figure 12 that MHC performs well initially but performs
increasingly worse as n increases. The other algorithms perform reasonably con-
sistently with no clear stand outs other than surprisingly FLS which performed
the best in the group.
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Figure 13: Best performing algorithms in terms of bottleneck for δ = 3 (uniform
instances).
The 3-Prim’s algorithm is the clear winner for bottleneck in Figure 13,
achieving an average value consistently close to that of the MST. DNLS also
had a value close to the MST for n = 100, but with very variable performances
for the other values of n. MHC was the third best performer with KRY and
KRY-B each having very close performances.
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Figure 14: Worst performing algorithms in terms of bottleneck for δ = 3 (uni-
form instances).
All algorithms in Figure 14 perform similarly with BCLS being the best
performer in the group.
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7.3 Degree bound δ = 3: Special Instances
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Figure 15: Best performing algorithms in terms of weight for δ = 3 (special
instances).
DNLS and 3-Prim’s are the clear winners again for the special instances in
Figure 15, with DNLS performing slightly better in the end. The Chan3 and
and KRY algorithms had fairly consistent performances with the performances
of BCLS and FWLS improving as n increased.
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Figure 16: Worst performing algorithms in terms of weight for δ = 3 (special
instances).
The KRY-B and MHC algorithms had fairly close performances in Figure 16
and FWLS-B performed reasonably consistently.
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Figure 17: Best performing algorithms in terms of bottleneck for δ = 3 (special
instances).
DNLS and 3-Prim’s once again outperformed the others in terms of bottle-
neck as seen Figure 17 with DNLS again being the variable of the two algo-
rithms. MHC was the third best performer with KRY and KRY-B once again
performing similarly for bottleneck.
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Figure 18: Worst performing algorithms in terms of bottleneck for δ = 3 (special
instances).
The Chan3 algorithm was the clear best performer in Figure 18 with a
fairly consistent performance whilst the other algorithms seemed to worsen in
performance as n increased.
30
7.4 Degree bound δ = 4
Since points of degree 5 or more are very rare in MST’s of uniformly random
point sets in the plane, for δ = 4 , we only tested our special instances. The
results are shown below.
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Figure 19: Best performing algorithms in terms of weight for δ = 4.
DNLS was the winner in Figure 19, followed by Chan4 (after n = 70) and
4-Prim’s, although all algorithms gave trees of similar weights to MSTs.
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Figure 20: Worst performing algorithms in terms of weight for δ = 4.
MHC was the winner of Figure 20, with FWLS and BCLS having similar
performances to each other.
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Figure 21: Best performing algorithms in terms of bottleneck for δ = 4.
All algorithms in Figure 21 had performances exceptionally close on average
to the bottleneck values of the MSTs, with the Chan4 algorithm achieving the
bottleneck value of the MST in all instances (clearly the edges incident to the
nodes of degree 5 were not bottleneck edges).
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Figure 22: Worst performing algorithms in terms of bottleneck for δ = 4.
From Figure 22, it can be seen that the MHC algorithm perfomed consis-
tently well, whereas the performances of the other algorithms seemed to worsen
as n increased.
8 Results Discussion
We will give a brief summary of results of each algorithm separately.
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8.1 DT
For the total weight objective, the DT algorithm fairly average in its perfor-
mance compared to the other algorithms tested for δ = 2. It was however,
the second best algorithm in terms of bottleneck, beaten only by the Cube2
approximation algorithm which has performance guarantees for the bottleneck
objective. The DT algorithm’s success in the bottleneck objective compared to
other algorithms could be due to the edge duplicating step not increasing the
length of the bottleneck edge. It is only during the short-cutting process in
which the bottleneck value can increase.
8.2 Christofides
Christofides algorithm performed similarly to FWLS-B for the min-sum objec-
tive, although both algorithms had a fairly average performance in comparison
to the more successful algorithms. As expected, Christofides did outperform
DT, although not by much. In terms of bottleneck objective, Christofides had a
similar performance for n = 100 to 2Prim, MHC and DT, although the perfor-
mance of Chirstofides seemed to vary a lot more than these other algorithms.
8.3 Cube2
For the bottleneck objective when δ = 2, this algorithm clearly outperformed
all other algorithms tested and was fairly consistent in performance. However,
it was of the worst performing algorithms for total weight, which is not hugely
uprising as it was mostly intended as bottleneck algorithm. Because of its
performance with the bottleneck objective and its time efficiency (see Table 7),
this makes it the most suitable for solving the Euclidean bottleneck travelling
salesman path problem.
8.4 KRY and KRY-B
Both these algorithm seemed to perform better relative to other algorithms when
given the special instances rather than uniform instances. This is likely due to
the fact that the local search algorithms can perform a small number of iterations
when the feasibility error of an instance is low, whereas the recursive local edge
swap algorithms must iterate over the entire tree. As would be expected, KRY-B
outperformed KRY in bottleneck value (although not by much), whereas KRY
outperformed KRY-B for total weight. KRY was outperformed by Chan3 in
terms of total weight but the opposite seemed to be the case for the bottleneck
length. However, both KRY and KRY-B were clearly outperformed by the
DNLS and 3-Prim’s algorithms in both criteria.
8.5 Chan3
Like KRY and KRY-B, this algorithm performed better on the special instances
than uniform instances. It outperformed the KRY algorithms in total weight but
not bottleneck, however it was beaten in both criteria by DNLS and 3-Prim’s.
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8.6 Chan4
This algorithm performed exceptionally well in terms of bottleneck value on the
special instances for δ = 4, achieving the MST’s value in all cases. It was also
the second best performer for total weight, beaten only by the significantly more
computationally expensive DNLS algorithm.
8.7 FLS
With the surprising exception of average total weight of uniform instances for
δ = 3, this algorithm was the clear worst performer in both criteria out of all
algorithms tested. This is to be expected since it is a search algorithm which
only takes feasibility error into consideration, not edge lengths of swapped edges.
As such, it was meant to be used merely as a benchmark to which the other
algorithms are compared.
8.8 FWLS and FWLS-B
Even though FWLS-B was intended as the bottleneck version of FWLS, it only
outperformed its counterpart in either criteria for the uniform instances when
δ = 3 in which it only slightly outperformed FWLS in bottleneck length. FWLS
had a similar performance in both criteria to BCLS although was usually out-
performed, with the exception being for bottleneck for δ = 2 in which FWLS
was still outperformed by four other algorithms. With the exception of its per-
formance with respect total weight for δ = 2, FWLS was of the least effective
algorithms for both criteria.
8.9 Bi-Criteria Local Search
As mentioned previously, BCLS performed similarly to FWLS in both objective
criteria, although BCLS tended to do slightly better than FWLS. For δ = 3 and
4, BCLS was always outperformed by DNLS and δ-Prim’s, however it was the
best performing algorithm in terms of total weight for δ = 2.
8.10 Diminishing Neighbourhood Local Search
With the exception of the total weight objective for δ = 2, in which it was
still competitive, DNLS was clearly the best performing of the local search
algorithms. It was the best performing algorithm (for n = 100) in terms of
total weight for δ = 3 (both sets of instances) and δ = 4, and the second best
performing algorithm for these degree bounds in terms of bottleneck length. Its
main competitor for performance was the δ-Prim’s algorithm which it performed
similarly to. One factor that sets DNLS apart from δ-Prim’s however is running
time (see tables 6, 12, 18, 6) as DNLS had the longest running time of all
algorithms, whereas δ-Prim’s was of the best (see tables 7, 13, 19, 7). Another
distinction is that while both algorithms were overall fairly consistent their
performance for the various values of n, DNLS tended to be a slightly more
variable in performance than δ-Prim’s.
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8.11 δ-Prim’s
The δ-Prim’s algorithm was one of the better performing algorithms overall
for both criteria and the best performing algorithm (for n = 100) in terms
of bottleneck for δ = 3 (both sets of instances) and second best performing
for δ = 4. In addition, it was second only to the similarly performing DNLS
algorithm in terms of total weight for δ = 3, and third behind Chan4 and DNLS
for δ = 4. It was also one of the more time efficient algorithms among those
tested (see tables 7, 13, 19, 7).
8.12 MHC
For δ = 2, the MHC algorithm was among the worst performing algorithms for
total weight, but was very close to being the second best algorithm for bottleneck
length (for n = 100). For δ = 3, the algorithm was again outperformed by others
in terms of total weight, but was third overall for bottleneck length for n = 100
behind the similarly performing DNLS and 3-Prim’s algorithms. For δ = 4,
the algorithm was fourth overall for n = 100 in terms of both total weight and
bottleneck length behind the 4-Prim’s, Chan4, and DNLS algorithms. Overall,
the algorithm seemed to perform relatively better for the bottleneck objective
compared to the total weight objective and its performance in terms of total
weight seemed to worsen as n increased.
9 Conclusion
There are many conclusions that one can infer from the results presented in this
paper, some of which may motivate further investigation. One such conclusion
is that 2-MST problem has a significantly different structure to the 3-MST and
4-MST problems in the Euclidean plane (and similarly for the bottleneck ver-
sions). This is evidenced by the fact that the algorithms that were the best
performing when δ = 3 or 4 did not achieve the same success when δ = 2. For
instance, DNLS and δ-Prim’s consistently outperformed the other algorithms
in terms of weight for δ = 3 and 4, but were beaten by both BCLS and FWLS
when n = 100 for δ = 2. Typically, the BCLS and FWLS local search algo-
rithms were not among the better performing algorithms for δ = 3 and 4, and
yet appear to be of the betters options for accuracy in terms of total weight
for δ = 2. Also, whereas DNLS and δ-Prim’s were the best performing algo-
rithms for δ = 3 and beaten only by the similarly performing Chan4 algorithm
for δ = 4, both DNLS and 2-Prim’s were outperformed in terms of bottleneck
length for δ = 2 by MHC, DT and the Cube2 approximation algorithm, none
of which are edge swap algorithms. These results seem to indicate that the
algorithmic approach to solving the problem when δ = 2 should use different
methodologies then the approach to solving the general Euclidean bounded de-
gree spanning tree problem. Furthermore, since it can be seen that there is no
algorithm that came close to outperforming all others in both objective criteria
for δ = 2, the results would indicate that the approach to solving the bottleneck
version of the problem should also be different to that of the conventional total
weight version for this degree bound.
In terms of the total weight objective for δ = 2, no algorithm in particular seems
to stand out among from the others, however the success of BCLS and FWLS
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suggest that an edge swap local search approach may be an appropriate method-
ology for solving the problem. However, for the 2-MBST problem, the Cube2
algorithm quite clearly outperformed all others. Due to it also being quite time
efficient (see Table 7), the Cube2 algorithm appears to be suitable choice for
practical use for the 2-MBST problem. Since the algorithm is relatively simple,
it is possible that a more sophisticated algorithm based upon similar principles
could be developed in the future.
Another observation that can be made is the difference in performance of the
approximation algorithms for δ = 3 (KRY, KRY-B, and Chan3) when applied to
the set of uniform instances compared to the set of special instances. Whilst the
approximations were among the worst performing in terms of total weight for
the uniform instances (even being worse than FLS), they consistently managed
to outperform the BCLS and FWLS algorithms for the special instances. This
is mostly likely due to the fact that the approximation algorithms recursively
apply edge swaps to the entire MST rather than just the initial nodes of high
degree. Since the uniform instances have relatively small number of nodes of
degree 4, this may be an inefficient strategy compared to the local search algo-
rithms which only perform edge swaps that decrease feasibility error and thus
would involve fewer edge swaps overall. Since the special instances have many
nodes of degree 4 and 5, these local edge swap algorithms lose their advantage
over the approximation algorithms, which is reflected by the results.
Another observation is that the δ-Prim’s algorithm was one of the better per-
forming algorithms for δ = 3 and 4, being the best performing algorithm in
terms of bottleneck for δ = 3 when n = 100. This results seems almost counter-
intuitive as the δ-Prim’s algorithm is merely a naive modification of Prim’s
algorithm for the MST and lacks the sophistication of some of the other ap-
proaches. This could be a consequence of the Euclidean MST sharing a large
number of edges with an optimal 3-MST/MBST or 4-MST/MBST and may
warrant further investigation.
The Chan4 algorithm happened to be the best performing algorithm for the
4-MBST problem. Whilst this may have some relation to the relatively small
approximation ratio of the algorithm, this result was also most likely contributed
to by the fact that the special instances for δ = 4 had that all points of degree
5 were not incident to any edges of bottleneck length. As such, the algorithm
capitalised on this and was able to produce 4-MBSTs whose bottleneck values
were the same as that of the MST. It is still worth noting that it was the only
algorithm amongst those tested that was capable of achieving this for every test
instance.
Finally, the DNLS algorithm appeared to be a very successful algorithm for
δ = 3 and 4 as it was the best performing algorithm for n = 100 in terms of
weight and competitive as a δ-MBST algorithm for both these degree bounds.
Whilst its time complexity was much greater than that of δ-Prim’s and Chan4
and may make it impractical, it does demonstrate a successful proof-of-concept
of the diminishing neighbourhood approach and the idea of generalising the
recursive edge swap algorithms through similar means. It would certainly be
worth investigating in future in order to find a modification of DNLS or another
realisation of its polyhedral description that is more time efficient, as the current
results look promising.
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A Results Tables for δ = 2
Table 2: Average Total Weight: δ = 2
n BCLS FLS FWLS FWLS-B DNLS
10 24436.14 26790.42 24929.37 25949.92 23417.45
20 37033.01 44319.21 37408.68 39249.56 36108.54
30 45729.68 62351.99 46335.58 47483.09 44192.98
40 51361.02 73800.72 52295.04 54035.36 51880.75
50 59689.96 88917.51 59535.03 63242.02 58376.23
60 65350.23 104693.43 65975.54 68164.47 65693.20
70 68861.58 114060.09 69051.98 73277.70 68276.69
80 75548.85 130872.63 76203.19 80183.17 75400.67
90 79064.64 139950.00 79268.85 84316.37 80527.23
100 84149.09 152009.40 84320.85 88952.35 84649.89
Table 3: Average Total Weight: δ = 2
n 2Prim MHC DT Christofides Cube2 MST
10 22899.99 22005.13 24384.58 25775.19 33007.36 20758.99
20 35841.01 35515.40 40359.06 41683.00 52007.06 31280.11
30 45178.80 47960.45 49637.63 49013.65 62878.63 37149.45
40 52677.29 58660.58 56539.27 57058.29 71673.03 42431.98
50 60511.64 71956.39 66408.32 63462.61 81553.66 48470.71
60 66201.49 82878.24 73849.04 68919.92 89947.48 52989.35
70 70862.48 92089.03 78853.47 75045.97 95024.31 55929.58
80 78167.97 103650.81 87170.08 78857.75 103489.62 60923.35
90 82387.43 110884.87 90396.64 84440.60 109829.20 64223.84
100 85858.88 120537.33 96651.10 88526.94 115281.50 67721.19
Table 4: Average Bottleneck: δ = 2
n BCLS FLS FWLS FWLS-B DNLS
10 6313.72 6932.33 6296.99 6424.16 5522.44
20 5768.36 8170.30 5791.13 6434.38 4901.67
30 7067.59 9705.99 7205.96 6502.52 5326.91
40 6034.60 9271.62 6412.21 6458.69 5878.87
50 6840.79 9850.23 6481.29 7311.12 4681.73
60 6964.32 9694.59 7354.63 6242.29 5906.97
70 6530.97 10328.01 6554.73 6707.74 4876.63
80 6503.95 10530.36 6797.12 6937.40 5485.94
90 6400.43 10678.68 6506.56 6685.90 6440.13
100 6678.62 10180.19 6626.39 7212.88 5890.03
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Table 5: Average Bottleneck: δ = 2
n 2Prim MHC DT Christofides Cube2 MST
10 5477.91 4937.49 6081.60 6495.97 6760.89 4415.40
20 5171.00 4232.63 6261.62 7496.07 5376.43 3335.64
30 5549.48 4391.61 6248.40 6398.51 4643.77 2699.20
40 5677.86 4146.16 5548.35 6987.72 4023.43 2397.57
50 5456.46 4882.08 5782.52 5992.70 3629.19 2212.94
60 5407.46 5073.24 5800.91 5436.32 3629.61 2043.17
70 5634.05 5219.76 5519.14 6582.66 3212.39 1917.25
80 5466.14 5265.07 5673.11 5327.71 3061.51 1738.30
90 5513.12 5107.40 5227.09 5850.77 2935.15 1762.46
100 5370.05 5203.57 5188.58 5312.55 2697.41 1619.13
Table 6: Average Time: δ = 2
n BCLS FLS FWLS FWLS-B DNLS
10 0.000 0.000 0.000 0.000 0.003
20 0.012 0.001 0.004 0.014 0.242
30 0.088 0.027 0.042 0.090 0.846
40 0.405 0.123 0.182 0.212 3.388
50 1.182 0.382 0.558 0.489 10.775
60 3.801 1.088 1.556 1.326 28.983
70 6.364 2.071 2.970 2.615 61.254
80 13.367 3.942 5.931 5.347 117.443
90 22.320 6.646 9.915 9.403 212.995
100 37.542 11.175 16.611 15.451 359.226
Table 7: Average Time: δ = 2
n 2Prim MHC DT Christofides Cube2 MST
10 0.000 1.041 0.000 0.000 0.000 0.000
20 0.000 2.897 0.000 0.000 0.000 0.000
30 0.000 5.257 0.000 0.000 0.000 0.000
40 0.000 8.902 0.000 0.000 0.000 0.000
50 0.000 12.713 0.000 0.000 0.000 0.000
60 0.000 10.359 0.000 0.000 0.000 0.000
70 0.000 13.862 0.000 0.000 0.000 0.000
80 0.000 17.436 0.000 0.000 0.000 0.000
90 0.000 21.555 0.000 0.000 0.000 0.000
100 0.000 25.902 0.000 0.000 0.000 0.000
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B Results Tables for δ = 3 with Uniform In-
stances
Table 8: Average Total Weight: δ = 3 (Uniform Instances)
n BCLS FLS FWLS FWLS-B DNLS
10 25682.30 25682.30 25682.30 25682.30 22916.40
20 36764.13 36883.04 36705.84 36883.04 32154.42
30 42925.75 43154.84 43060.04 42763.18 38010.85
40 48101.59 48290.78 48290.78 48290.78 44176.54
50 53069.75 54560.06 53180.35 53633.61 49131.62
60 57465.75 58624.12 58242.22 58412.87 53578.16
70 61318.47 62768.17 61905.92 62029.31 57154.67
80 65311.42 67649.79 65929.11 66059.01 61139.75
90 68296.37 70011.14 68766.19 69259.45 64548.94
100 72081.08 73947.71 72722.12 73241.11 67541.56
Table 9: Average Total Weight: δ = 3 (Uniform Instances)
n 3Prim MHC KRY KRY-B Chan3 MST
10 23406.25 22829.55 25485.40 25678.40 25152.25 22654.20
20 31875.92 32010.36 35491.36 35715.53 34954.08 31729.52
30 37477.55 38901.44 42294.34 42618.85 41984.82 37274.45
40 43880.83 47081.31 49511.53 49849.78 50898.06 43734.01
50 48678.84 53762.36 54871.67 55147.91 54346.02 48489.95
60 53492.13 60188.51 60403.32 60589.79 60633.20 53392.21
70 57017.12 65020.34 64618.32 64907.08 64107.30 56872.27
80 60832.07 70220.48 69499.21 69709.75 68643.59 60709.59
90 64436.57 75089.09 73778.04 74002.11 74597.86 64325.80
100 67591.66 79139.97 77105.00 77297.67 75932.13 67466.25
Table 10: Average Bottleneck: δ = 3 (Uniform Instances)
n BCLS FLS FWLS FWLS-B DNLS
10 5625.90 5625.90 5625.90 5625.90 4248.89
20 6446.53 6485.10 6386.30 6485.10 3374.81
30 6589.03 6687.39 6687.39 6288.41 3252.14
40 5303.87 5383.15 5383.15 5383.15 2484.68
50 5511.58 5872.09 5558.89 5719.66 2619.31
60 4932.31 5732.28 5618.82 5732.28 2072.94
70 5157.35 5914.52 5677.72 5669.40 2058.48
80 5355.30 6184.37 5824.56 5776.99 2073.49
90 4594.43 5304.18 5045.34 5244.13 1916.87
100 5239.38 6103.43 5805.91 5669.85 1642.86
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Table 11: Average Bottleneck: δ = 3 (Uniform Instances)
n 3Prim MHC KRY KRY-B Chan3 MST
10 4248.89 4248.89 5037.21 5003.99 4930.90 4113.68
20 3258.73 3274.75 3795.03 3795.03 3757.70 3205.22
30 2772.41 2905.20 3341.83 3341.83 3417.23 2772.41
40 2328.50 2596.53 2911.13 2893.56 3250.26 2313.72
50 2268.06 2522.68 2616.91 2607.16 2687.46 2257.12
60 2042.27 2377.95 2466.83 2466.83 2600.42 2042.27
70 1933.13 2221.81 2348.53 2348.53 2437.15 1926.63
80 1814.28 2070.19 2270.66 2268.80 2215.27 1807.66
90 1813.84 2034.72 2180.44 2180.44 2428.33 1808.27
100 1641.07 1953.77 2057.38 2057.38 2074.78 1640.00
Table 12: Average Time: δ = 3 (Uniform Instances)
n BCLS FLS FWLS FWLS-B DNLS
10 0.000 0.000 0.000 0.000 0.000
20 0.000 0.000 0.000 0.000 0.004
30 0.001 0.000 0.000 0.000 0.168
40 0.001 0.000 0.000 0.000 0.298
50 0.018 0.008 0.009 0.008 1.337
60 0.008 0.003 0.003 0.003 3.441
70 0.024 0.010 0.011 0.010 6.763
80 0.055 0.026 0.030 0.026 9.045
90 0.094 0.045 0.044 0.044 20.913
100 0.083 0.039 0.040 0.984 35.816
Table 13: Average Time: δ = 3 (Uniform Instances)
n 3Prim MHC KRY KRY-B Chan3 MST
10 0.000 1.310 0.000 0.000 0.000 0.000
20 0.000 5.518 0.000 0.000 0.000 0.000
30 0.000 12.878 0.000 0.000 0.000 0.000
40 0.000 24.723 0.000 0.000 0.000 0.000
50 0.000 41.210 0.000 0.000 0.000 0.000
60 0.000 52.502 0.000 0.000 0.000 0.000
70 0.007 72.366 0.000 0.000 0.000 0.000
80 0.010 89.660 0.000 0.000 0.000 0.000
90 0.010 68.229 0.000 0.000 0.000 0.000
100 0.020 83.154 0.000 0.000 0.000 0.000
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C Results Tables for δ = 3 with Special Instances
Table 14: Average Total Weight: δ = 3 (Special Instances)
n BCLS FLS FWLS FWLS-B DNLS
11 11510.31 17860.40 11781.81 13829.91 8972.46
20 23584.23 35972.27 24011.18 29849.14 20888.58
30 32955.17 49833.01 33331.48 39477.20 29319.45
40 34228.30 65160.06 34448.93 46194.54 30137.58
50 39969.19 75696.69 40428.30 51262.56 36052.87
60 42269.20 96610.66 42702.05 57860.50 38282.85
70 46791.84 108093.78 47249.57 62514.30 42917.58
80 47844.30 117776.01 48316.64 68296.15 44698.47
90 53244.97 132551.63 54024.13 72494.67 48923.77
100 54174.67 146349.57 54146.47 75934.45 49379.68
Table 15: Average Total Weight: δ = 3 (Special Instances)
n 3Prim MHC KRY KRY-B Chan3 MST
11 8679.31 8708.96 8988.29 9153.63 8988.29 8588.93
20 20750.36 20705.76 22369.10 22725.05 22363.75 20631.59
30 29245.25 29453.70 31612.39 31965.53 31583.69 29033.00
40 30192.49 30812.91 32697.70 33074.88 32656.64 30040.05
50 36105.30 37681.84 38778.24 39202.98 38807.61 35929.10
60 38211.63 40230.86 41352.82 41953.43 41132.43 38001.00
70 42919.69 46408.62 46602.36 47249.00 46508.06 42733.89
80 44538.42 48104.88 48311.90 48857.11 48108.64 44315.79
90 49087.91 53774.59 53178.58 53838.66 52885.92 48803.36
100 49534.09 55379.59 53986.24 55132.13 53869.64 49247.62
Table 16: Average Bottleneck: δ = 3 (Special Instances)
n BCLS FLS FWLS FWLS-B DNLS
11 4428.74 5434.09 4738.48 5209.04 3908.82
20 5238.53 6760.84 5444.13 6250.26 4310.00
30 5214.08 7221.60 5494.63 6076.14 3504.66
40 5062.99 7617.41 5227.41 6350.87 3445.02
50 4877.66 8014.15 5240.71 5314.81 3112.57
60 5163.50 8962.21 5569.41 5949.04 3049.73
70 4712.58 8929.46 5136.77 6080.47 2634.34
80 4336.74 8356.78 4794.80 5927.70 2693.28
90 4990.15 9023.48 5765.57 6146.28 2420.19
100 4978.01 9152.09 5309.02 6746.44 2254.82
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Table 17: Average Bottleneck: δ = 3 (Special Instances)
n 3Prim MHC KRY KRY-B Chan3 MST
11 3897.00 3923.95 3897.00 3897.00 3897.00 3896.33
20 4310.00 4310.00 4649.04 4649.04 4650.01 4310.00
30 3505.25 3515.05 4004.21 4004.21 4013.85 3504.55
40 3444.94 3469.05 3760.02 3760.02 3727.68 3444.94
50 3112.30 3176.78 3392.26 3392.26 3414.17 3112.30
60 3049.58 3122.99 3343.18 3343.18 3314.07 3049.58
70 2641.88 2822.75 3108.04 3108.04 3133.04 2634.27
80 2578.76 2694.35 2867.22 2867.22 2904.84 2578.76
90 2421.45 2534.66 2757.33 2757.33 2712.04 2420.19
100 2252.99 2403.81 2500.99 2469.12 2557.82 2252.99
Table 18: Average Time: δ = 3 (Special Instances)
n BCLS FLS FWLS FWLS-B DNLS
11 0.000 0.000 0.000 0.000 0.001
20 0.015 0.000 0.000 0.000 0.066
30 0.051 0.023 0.032 0.018 0.308
40 0.299 0.115 0.126 0.090 1.532
50 0.724 0.306 0.359 0.255 4.841
60 1.776 0.597 0.814 0.563 11.840
70 3.232 1.189 1.596 1.129 24.627
80 7.302 2.472 3.652 2.425 50.050
90 10.835 4.066 5.345 4.111 91.916
100 19.177 6.625 9.396 6.629 157.411
Table 19: Average Time: δ = 3 (Special Instances)
n 3Prim MHC KRY KRY-B Chan3 MST
11 0.000 0.668 0.000 0.000 0.000 0.000
20 0.000 2.211 0.000 0.000 0.000 0.000
30 0.000 5.172 0.000 0.000 0.000 0.000
40 0.000 9.974 0.000 0.000 0.000 0.000
50 0.001 16.788 0.000 0.000 0.000 0.000
60 0.002 25.701 0.000 0.000 0.000 0.000
70 0.005 45.562 0.000 0.000 0.000 0.000
80 0.012 64.226 0.000 0.000 0.000 0.000
90 0.016 67.948 0.000 0.000 0.000 0.000
100 0.027 88.843 0.000 0.000 0.000 0.000
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D Results Tables for δ = 4
Table 20: Average Total Weight: δ = 4
n BCLS FLS FWLS FWLS-B DNLS
11 12619.69 13189.22 13067.56 13189.22 8787.21
20 25391.85 25765.28 25765.28 25765.28 20659.18
30 33721.79 34565.89 34325.23 34489.13 29047.30
40 34789.61 41059.53 35116.89 37411.40 30050.51
50 40572.80 46188.30 40947.49 42410.97 35937.90
60 43148.75 54768.67 43764.76 46862.51 38010.43
70 47216.39 58576.44 47839.22 51273.96 42742.83
80 48353.99 65576.80 49399.79 54940.46 44324.53
90 52840.98 69382.32 53293.05 58280.61 48811.68
100 54258.99 77307.82 54606.77 61095.96 49258.77
Table 21: Average Total Weight: δ = 4
n 4Prim MHC Chan4 MST
11 8617.45 8593.28 8603.74 8588.93
20 20666.98 20642.18 20649.14 20631.59
30 29065.72 29254.03 29050.52 29033.00
40 30074.96 30490.85 30059.04 30040.05
50 35970.49 37137.77 35950.42 35929.10
60 38031.81 39639.00 38022.48 38001.00
70 42766.86 45169.44 42765.87 42733.89
80 44362.79 46863.59 44344.67 44315.79
90 48842.45 52288.03 48825.86 48803.36
100 49299.02 52703.00 49273.87 49247.62
Table 22: Average Bottleneck: δ = 4
n BCLS FLS FWLS FWLS-B DNLS
11 4596.08 5099.73 5080.89 5099.73 3908.73
20 5735.74 5913.40 5913.40 5913.40 4310.00
30 5336.06 5922.63 5840.33 5922.63 3505.05
40 5251.60 7161.23 5554.84 5977.89 3445.00
50 5215.91 6282.23 5533.39 5154.56 3112.34
60 5607.06 7557.34 6143.23 6059.88 3049.69
70 4967.64 6948.15 5527.75 5909.07 2634.30
80 4548.09 7797.90 5418.94 6047.61 2578.83
90 4582.64 7715.16 4938.34 4866.36 2420.19
100 5309.50 8321.79 5630.97 6654.88 2253.15
45
Table 23: Average Bottleneck: δ = 4
n 4Prim MHC Chan4 MST
11 3897.00 3896.33 3896.33 3896.33
20 4310.00 4310.00 4310.00 4310.00
30 3504.55 3519.86 3504.55 3504.55
40 3444.94 3463.23 3444.94 3444.94
50 3112.30 3140.28 3112.30 3112.30
60 3049.58 3101.19 3049.58 3049.58
70 2634.27 2692.91 2634.27 2634.27
80 2578.76 2657.34 2578.76 2578.76
90 2420.19 2512.55 2420.19 2420.19
100 2252.99 2329.67 2252.99 2252.99
Table 24: Average Time: δ = 4
n BCLS FLS FWLS FWLS-B DNLS
11 0.000 0.000 0.000 0.000 0.000
20 0.000 0.000 0.000 0.000 0.009
30 0.000 0.000 0.000 0.000 0.151
40 0.014 0.006 0.007 0.007 0.736
50 0.040 0.017 0.016 0.017 2.201
60 0.124 0.056 0.056 0.055 5.881
70 0.200 0.093 0.095 0.091 12.639
80 0.599 0.312 0.295 0.273 23.798
90 0.800 0.401 0.393 0.385 43.311
100 1.317 0.614 0.646 0.589 81.804
Table 25: Average Time: δ = 4
n 4Prim MHC Chan4 MST
11 0.000 1.052 0.000 0.000
20 0.000 3.717 0.000 0.000
30 0.000 8.990 0.000 0.000
40 0.000 17.613 0.000 0.000
50 0.000 30.032 0.000 0.000
60 0.000 41.364 0.000 0.000
70 0.008 59.632 0.000 0.000
80 0.010 68.302 0.000 0.000
90 0.010 84.047 0.000 0.000
100 0.020 106.873 0.000 0.000
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